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Abstract—To make human-like decisions under complex driv-
ing environment is a challenging task for autonomous agents. Im-
itation Learning or learning-from-demonstration methods have
seen great potential for achieving such a goal. Some state-of-
the-art studies apply Generative Adversarial Imitation Learning
(GAIL) to learn sequential decision-making and control policies.
While GAIL can directly learn a policy, it lacks the ability to
recover a reward function, which is considered robust and adapt-
able to environments changes. Adversarial Inverse Reinforcement
Learning (AIRL) is another learning-from-demonstration method
that can achieve similar benefits as GAIL but also learns the
reward function with the policy simultaneously. In the original
work of AIRL, it has been demonstrated in single-agent envi-
ronments such as maze navigation and ant running tasks in
OpenAI Gyms. In this paper, we augment AIRL by concatenating
semantic reward terms in the learning framework to improve and
stabilize its performance, and then extend it to a more practical
but challenging situation, i.e. decision-making scenario in highly
interactive driving environment. Four performance evaluation
metrics are proposed and compared with some Imitation Learn-
ing based methods and Reinforcement Learning based methods.
Simulation results show that the augmented AIRL outperforms
all the other methods, and the trained vehicle agent can perform
decision-making behaviors comparable with that of the experts.
I. INTRODUCTION
Decision making for automated agents is a challenging
task especially when it is performed in a highly interactive
environment. Deep learning methods has seen great potential
in learning complicated relations in high dimensional, non-
linear settings.
The application of Reinforcement Learning (RL) in robotics
has been very fruitful in recent years, ranging from flying
an inverted helicopter [16] to robotic manipulations [4][20].
Though the results are encouraging, one significant barrier of
applying RL to real-world problems is the required definition
of the reward function, which is typically unavailable or
infeasible to design in practice.
Inverse Reinforcement Learning (IRL) [15] aims to tackle
such problems by learning the reward function from expert
demonstrations, thus avoiding reward function engineering
and making good use of the collected expert data. Maximum
entropy IRL [24][23] is commonly used, where trajectories are
assumed to follow a Boltzmann distribution based on a cost
function. However, because of the expensive reinforcement
learning procedure in the inner loop, it has limited applica-
tion in problems involving high-dimensional state and action
spaces [6].
Some improved Imitation Learning or learning-from-
demonstration methods have been proposed to overcome these
challenges, such as Generative Adversarial Imitation Learning
(GAIL) [6], Guided Cost Learning (GCL) [4], and Adversarial
Inverse Reinforcement Learning (AIRL) [5]. Among them,
AIRL has the capability to learn both a policy and a reward
function without involving the importance sampling technique.
However, in the original work, AIRL is verified with only
simple application cases such as maze navigation of a 2D
point mass and a quadrupedal ant running task in OpenAI
Gyms and the experimenting environments only contain the
training agent. The driving environment of the autonomous
vehicles is much more complicated as diverse situations with
high uncertainties may arise and the interactive behavior of
other vehicles is hard to predict.
This is particularly true for the decision-making task in the
case of lane changing for an autonomous agent. First, the
decision-making task involves more complicated factors as the
goal is not just to change to the target lane, it also involves
other criteria such as safety (e.g. not to crash into other objects
during the maneuver), efficiency (e.g. not be too cautious to
take much time in completing the task), and comfort (e.g. not
to incur unsmooth travelling experiences). In contrast, the goal
in the implemented OpenAI gyms in [4] and [5] is clear and
simple, as to reaching a goal position or velocity. Second,
different from the stationary background environment in the
OpenAI Gym, the driving environment we are experimenting
with is dynamically changing which creates diverse driving
situations and complicates the rewarding mechanism, making
the learning much more challenging. Last but not the least, the
decision-making task itself is a complicated problem as it is
entangled with vehicle control. A decision impacts the control
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action at the next step and the control action in return affects
the selection of the subsequent decision. The coupled effect
makes the decision-making problem challenging.
In this study, we extend AIRL to learn decision-making
for lane change behavior in a simulated environment where
highly interactive behaviors between the learning agent and
other vehicles are implemented. The contributions of our work
are threefold:
• We augment AIRL by concatenating a semantic reward
terms in the learning framework to improve and stabilize
its performance;
• We apply the augmented AIRL to learn more practical
but challenging task – decision-making for autonomous
driving;
• We propose four representative metrics to evaluate the
driving performance of a decision-making task.
The remainder of the paper is organized as follows. A
literature review is given in Section II. Section III introduces
the methodology, followed by the description of the decision-
making task in Section IV and experiment in Section V.
Conclusion and discussions are given in the last section.
II. RELATED WORK
Some state-of-the-art works see great potential in dealing
with the inherent limitations in Imitation Learning methods.
Generative Adversarial Imitation Learning (GAIL) [6] com-
bines imitation learning and generative adversarial network to
learn a policy against a discriminator that tries to distinguish
learnt actions from expert actions. It is efficient as there
is no RL in the inner loop and the policy generator and
discriminator can be iteratively updated in a single loop.
Guided Cost Learning (GCL) [4] tackles the problem from
another direction, where importance sampling technique is
used to relieve the difficulty in estimating the partition function
in the maximum entropy IRL formulation. Finn et al. [3]
provides a link between GAIL and GCL with theoretical proof
that GAIL with a properly reparameterized discriminator is
mathematically equivalent to GCL with some tweaks in impor-
tance sampling. Adversarial Inverse Reinforcement Learning
(AIRL) [5] explicitly constructs its formulation on the basis
of GAIL and GCL. Compared to GAIL, AIRL learns both
the cost function and the policy, and compared to GCL, it
performs the learning in an adversarial way.
The applications of these algorithms are mostly verified
with control tasks in OpenAI Gym [4][6][5]. For example,
GAIL was tested by 9 control tasks which were either classic
controls in OpenAI Gym or 3D controls in MuJoCo [6]. In
AIRL, the experiments for testing the algorithm were simple
tabular MDP, 2D point mass navigating, and a running ant [5].
In GCL, the algorithm was verified in both simulated and
physical robotic arms, but the experimenting environment was
stationary and there was no interaction with other agents or
dynamic objects the environment [4]. Among these algorithms,
AIRL has shown robust and superior performance than GAIL
and GCL methods for applications where the environment
is dynamically changing. Singh et al. [20] apply adversarial
learning to real-world robotic control tasks like placing books
and arranging objects without reward crafting, and the learning
is based on a fraction of state space with labels instead of entire
expert demonstration trajectories.
In autonomous driving, many recent studies have applied RL
to the vehicle control task [12][8][22]. Some studies began to
apply it to decision making [19][13][21]. Only a few studies
have applied adversarial learning to driving. One work was
done by Kuefler et al. [9]. They applied GAIL to learn the lane-
keeping task in a driving simulator, with a recurrent neural
network as the policy network. The task is relatively simple
as lane keeping requires less interactions with road users.
To our best knowledge, no prior work has applied AIRL to
practical tasks in autonomous driving that needs to deal with
interactions with surrounding vehicles. Our work is to explore
its feasibility for handling the challenging decision-making
task.
III. METHODOLOGY
AIRL is directly related with maximum entropy IRL [23]
and Guided Cost Learning [4]. It uses a special form of the
discriminator different from that used in GAIL, and recovers
a cost function and a policy simultaneously as that in GCL
but in an adversarial way. In this section, we first give
some preliminaries on Maximum Entropy IRL, Guided Cost
Learning, and Adversarial Inverse Reinforcement Learning,
and then provide the details on the methodology of augmented
AIRL.
A. Preliminaries
Maximum entropy inverse reinforcement learning: Max-
imum entropy Inverse Reinforcement Learning models the
distribution of the demonstrated behaviors with a Boltzmann
distribution [24]
pθ(τ) =
1
Z
exp(−cθ(τ)), (1)
where τ = (s0, a0, .., sT , aT ) is a behavior sequence from the
demonstrated data; cθ(τ) =
∑
t cθ(st,at) is the unknown cost
function parameterized by θ that we want to learn, and Z is
the partition function which is the integral of over all possible
trajectories from the environment and the estimation of this
term lays the barrier of applying Maximum entropy IRL to
high-dimensional or continuous problems.
The goal of IRL is to find the cost function by solving a
maximum likelihood problem
max
θ
Eτ∼D[log pθ(τ)],
where D is the dataset of demonstrations. Among research
works which focus on solving the estimation of Z [24][10][7],
Finn et al. [4] proposed an importance sampling based method,
Guided Cost Learning, to estimate Z for high-dimensional and
continuous problems.
Guided cost learning: Guided Cost Learning introduces a
new sampling distribution q(τ) to generate samples for the
estimation of Z. It is verified that q(τ), at optimality, is
proportional to the Maximum entropy IRL based distribution:
q(τ) ∝ | exp(−cθ(τ))| = exp(−cθ(τ)), therefore, the objec-
tive of the cost learning can be reformulated as
Lcost(θ) = Eτ∼p[− log pθ(τ)] = Eτ∼p[cθ(τ)] + log(Z)
= Eτ∼p[cθ(τ)] + log(Eτ∼q[
exp(cθ(τ))
q(τ)
]).
The update of the importance sampling distribution is a
policy optimization procedure with the goal to minimizing the
KL divergence between q(τ) and the Boltzmann distribution
1
Z exp(−cθ(τ)), which results in an objective of minimizing
the learned cost function and maximizing the distribution’s
entropy
Lsampler(q) = Eτ∼q[cθ(τ)] + Eτ∼q[log q(τ)].
The cost learning step and policy optimization step alternate
until convergence is reached.
Adversarial Inverse Reinforcement Learning: The critical
element in AIRL is the form of the discriminator. To be
consistent with the previous section, we still use p(τ) to denote
the true distribution of the demonstration, and q(τ) is the
generator’s density. Based on the mathematical proof in [3],
a new form of discriminator can be designed as in (2) where
p(τ) is estimated by the Maximum entropy IRL distribution.
Dθ(τ) =
1
Z exp(−cθ(τ))
1
Z exp(−cθ(τ)) + q(τ)
(2)
The optimal solution of this form of discriminator is inde-
pendent of the generator, which improves the training stability
that we will show later in our training results.
The use of the full trajectory in the cost calculation could
result in high variance. Instead, a revised version of the
discriminator based on individual state-action pairs is used
in [5] to remedy this issue. By subtracting a constant logZ
from the cost function, the discriminator can be changed to the
following form as in (3) where q(τ) is equivalently replaced
with pi(a|s).
Dθ(s, a) =
exp(fθ(s, a))
exp(fθ(s, a)) + pi(a|s) (3)
B. Augmented Adversarial Inverse Reinforcement Learning
In AIRL, the reward function used for updating the gen-
erator is formulated purely with a discriminator in the view
of the adversarial learning theory. The agent needs to conduct
extensive exploration to understand the rewarding mechanism
embedded in the demonstrated behaviors. If we can apply
some domain knowledge and assist the learning procedure
with some semantic reward signals, it should provide the agent
informative guidance and help it learn fast. Based on this
insight, we augment the AIRL framework by concatenating
some intuitive semantic reward terms.
Objectives of Discriminator: The objective of the discrim-
inator is to distinguish whether the state-action pair is from
the expert or is generated. This corresponds to the sum of two
terms as
L(D) =E(s,a)∼p[− logD(s, a)]
+ E(s,a)∼G[− log(1−D(s, a))].
(4)
Objectives of Generator: The generator’s task to produce
samples to fool the discriminator, i.e. is to minimize its log
probability of being classified as generated samples. This
signal alone is not enough to train the generator when the
discriminator fast learns to distinguish between generated data
and expert data. Therefore, another part, interpreted as the
discriminator’s confusion [3], is added to the generator’s loss
as
L(G) =E(s,a)∼G[− logD(s, a)]
+ E(s,a)∼G[log(1−D(s, a))].
(5)
To convert it into a RL formulation, we obtain the following
form as the generator’s objective
L(G) = E(s,a)∼G[logD(s, a)− log(1−D(s, a))]. (6)
Semantic Reward: The semantic reward should be easily
defined and obtained. In our study case, a clear goal is to
successfully complete the lane change and not to collide
with other objects or invade their safety margins. Addi-
tionally, we encourage the agent to initiate the lane-change
as soon as possible once it receives the lane-change com-
mand. Therefore, the semantic rewards rsem is composed as
rsem = {rsuc, rcol, rmgn, rmov}, with their respective weights
wsem = {wsuc, wcol, wmgn, wmov}. Their constant reward
values are defined as follows.
rsem =

rsuc = 15 if success
rcol = −30 if crash
rmgn = −1 if invade safety margin
rmov = 0.3 if lateral move
The constant values provided here is tuned based on the
principle that the total returns of these semantic rewards in an
episode are in similar magnitude, as well as the consideration
that a collision should be given a bigger punishment. Their
weights are not assigned but trained which will be described
in the next subsection.
The Way of Augmentation: One important but often ne-
glected question is how to add the semantic reward term to
the learning procedure.
The most common and intuitive way is to add it to the
reward function as an additional term as in (7), which is known
as reward shaping [14]. Some work [17] might show effective-
ness by doing it this way, but one obvious drawback is that
the value assigned to the semantic reward term is subjective
and case sensitive. More importantly, our experiments show
that it only helps marginally in our case. One reason could
be that the semantic reward term only affects the updates in
the generator and leaves the discriminator untouched, which
fails to synchronize the performance of the discriminator and
generator.
R(s, a) = log(Dθ(s, a))− log(1−Dθ(s, a))+rsem(s, a) (7)
Another way is to add it to the output of the discriminator
network, i.e. fθ(s, a) + rsem(s, a). Actually, it is mathemat-
ically equivalent to the manner mentioned above with some
easy proof as follows. The only difference is that this way
learns an entropy-regularized policy.
fθ(s, a) + rsem(s, a)
= log efθ(s,a) − log pi(a|s) + log pi(a|s) + rsem(s, a)
= log
efθ(s,a)
pi(a|s) + log pi(a|s) + rsem(s, a)
= log
efθ(s,a)
efθ(s,a) + pi(a|s) − log(1−
efθ(s,a)
efθ(s,a) + pi(a|s) )
+ log pi(a|s) + rsem(s, a)
= log(Dθ(s, a))− log(1−Dθ(s, a)) + log pi(a|s) + rsem(s, a).
Our way to augment AIRL is to concatenate the four
semantic reward terms, rsem = {rsuc, rcol, rmgn, rmov}, to
the last layer of the discriminator and train their weighting
parameters, wsem = {wsuc, wcol, wmgn, wmov}, along with
that in the discriminator in an end-to-end manner. This way
makes the augmented structure more generic. In addition,
the influence of the semantic reward terms is passed on
to both the discriminator and the generator, constructing a
coherent pipeline. Fig. 1 illustrates the concatenation in the
discriminator network. These semantic reward terms go though
a linear layer without activation.
Optimization: The optimization of the discriminator and
generator is similar to the idea of GCL in which the cost
learning interleaves with the policy optimization procedure
but different in the way of the updating method that is in
an adversarial fashion in our study.
The optimization of discriminator is based on (4) as a
binary logistic regression problem. The updated discriminator
augmented with the semantic rewards is fed to the generator
objective (6) to update the policy. For the policy optimization,
in GCL it is based on guided policy search [11], a model-
based method where the environment model is learned with
Fig. 1. Discriminator architecture. It includes two hidden layers with 512
units each and softmax activation. The semantic rewards are concatenated to
the last layer and go through linear connection without activation.
Algorithm 1 Augmented AIRL
1: Collect expert lane-change sequences τE
2: Augment discriminator Dθ with semantic rewards rsem
3: Initialize Dθ including weights for rsem
4: Initialize decision-making policy piφ
5: for iteration i = 1 to N do
6: Collect decision-making sequences τi =
(s0, a,.., sT−1, aT−1) with current policy piφi
7: Train Dθ based on (4) with data drawn equally from
τE and τi for m iterations
8: Train policy piφ w.r.t. R using TRPO for n iterations
9: end for
a time-varying linear dynamic model [4]. As the dynamic
environment is too complicated to learn for our driving task,
we instead use a model-free policy optimization method,
Trust Region Policy Optimization (TRPO) [18], for the policy
update.
The overall learning framework is illustrated in Fig. 2. The
core of the training procedure of the augmented AIRL method
is in Algorithm 1.
IV. DECISION-MAKING TASK
Decision-making is a broad term and the definition of the
task may vary in different applications. For example, in lane-
change scenarios, the decisions can be whether to make the
lane change right now (e.g. 0 or 1). But if we look into details,
the actual situations are far more than this. Real-world driving
may include decisions such as accelerating to merge to the gap
ahead of me (e.g. gap 0 in Fig. 3), or decelerating to wait for
the next gap (e.g. gap 2 in Fig. 3). The decisions come out of
a balancing between safety, efficiency and/or any other factors
which are hard to explicitly engineered in a reward function.
That is one of the reasons that we resort to imitation learning
based methods to avoid the design of a well-defined reward
function.
Fig. 2. Augmented AIRL learning framework. Expert data and generated
data are fed into discriminator which tries to distinguish which data source
it is from. The weights of discriminator consist of the reward function for
policy update. The current policy and reward function is used to generate
new samples.
To learn such human-like decision-making strategies from
demonstration, we should decide on both the lateral and
longitudinal movements based on driving conditions on its
current lane and the target lane. The design of action space
and state space plays a critical role in recovering human-like
driving behaviors.
A. Action Space
To reproduce the diverse human driving decisions in lane
change scenarios, we separate the complicated decision into
two directions, i.e. a decision on the longitudinal direction and
a decision on the lateral direction.
To be specific, the longitudinal decision corresponds to the
target gap selection, e.g. gap 0, gap 1, gap 2 or gap 3 in
Fig. 3. These decisions allow the vehicle agent to perform
different maneuvers to adjust its longitudinal position and
speed, with the aim of mitigating the risk of collision with
other surrounding vehicles and still being able to resemble
the human-like driving behaviors. The decision on the lateral
direction is a binary task, i.e. the vehicle can either stay on its
current lane or make lateral movement toward the target lane.
The complete action space consists of all possible com-
binations of lateral and longitudinal decisions. Longitudinal
decision set is Alng = 0, 1, 2, 3, and lateral decision set
is Alat = 0, 1. Among the 8, |Alng × Alat|, action pairs,
some impractical combinations such as (0, 1) are discarded
as when the vehicle aims to merge to the gap ahead (e.g.
gap 0) it should not make the lateral movement right now
but adjust its longitudinal position and speed first on its
current lane to a proper status. After considering such prac-
tical situations, we keep 5 reasonable action pairs that are
[(0, 0), (1, 0), (1, 1), (2, 0), (3, 0)], shown in Table I.
Such a design of the action space can reflect the diverse
interactions among the learning agent and the relevant vehi-
cles, which is often missing in many decision-making learning
studies. It also enables the agent to perform more complicated
human-like behaviors. One interesting observation is that the
agent is able to perform the behavior of ”abort”. That is, if
the vehicle agent detects itself in a risky lane-change situation,
it can choose to abort the lane change and return back to its
original lane, and waits for the decision at the next step. This
is an appealing feature that not many learning-based decision-
making studies have demonstrated.
After a decision is made, a low-level controller is activated
to execute the decision and output the control commands,
e.g. steering, acceleration. This system design is consistent
with the industrial pipeline where a well-developed low-level
TABLE I
ACTION SPACE DESIGN
Action pairs Semantic meaning
a0 (0, 0) Select gap 0 ahead but keep lane to a proper status
a1 (1, 0) Select gap 1 alongside but keep lane to a proper status
a2 (1, 1) Select gap 1 alongside and make lateral move
a3 (2, 0) Select gap 2 behind but keep lane to a proper status
a4 (3, 0) Select gap 3 behind and keep lane with car-following
controller is always available. In our simulation, we use a PID
controller [1] for lateral control where the center of the target
lane is set as the reference, and a sliding-mode controller [2]
for longitudinal control where a desired time gap to the leading
vehicle is set as the reference.
B. State Space
In our daily driving, normally we only pay attention to
certain parts of the scene that relates to our driving task
rather than to all the information in the observable field of
view. This subconscious act helps lower our burden of scene
understanding and makes us focus more on the most relevant
information. Similar idea should be applied to the learning
agent. Instead of providing all the available information that
can be gathered by sensors, we choose to use observations
that are only relevant to the decision-making task. That is, the
state space in our study only includes features from relevant
vehicles, i.e. vehicles V0, V1, V2, V3, V4 forming gap 0 to gap
3, as shown in Fig. 3. In this study, we refer to observations
and states interchangeably, and do not consider hidden states.
For each relevant vehicle, we gather vehicle kinematics with
what we can derive with on-board sensors, which includes
vehicle speed, acceleration, position, lane id, vehicle id, etc.
For the ego vehicle, we also gather similar information plus a
target lane id. In total, there are 44 features.
V. EXPERIMENT
In this study, we resort to a simulator to evaluate our
proposed method and other comparison methods with the
following consideration. First, it is easier to generate vastly
diverse scenarios in a simulator to cover different dynamic and
uncertain interactions that are used in our study. Second, the
training of the policy and reward function with AIRL needs
an interacting environment to gather new data bootstrap the
learning direction of the agent. Third, to test the learned model
it is safe to conduct experiment in simulation and helpful
to explore learning limitations in performance. The learned
model can be refined easily with real-world driving as we
design the input state and output actions with much practical
consideration.
The comparison methods we use in our study can be
classified into two categories. One is Imitation Learning based
methods such as Augmented AIRL (AugAIRL), AIRL, and
GAIL. The other is Reinforcement Learning based methods
Fig. 3. Illustration of decision making in a lane-change scenario. Longitudinal
decision corresponds to the target gap selection. Gap 0-2 refer to the gaps in
front, alongside, and back in the target lane. Gap 3 refers to the gap to the
leading vehicle on its current lane. Lateral decision is binary, i.e. whether to
execute the lateral movement at the current step.
such as pure RL (TRPO) and a combination of Behavior
Cloning and RL (BC+TRPO).
As the expert data we use is generated based on well-
defined rules and full access to the dynamic model of other
vehicle agents, we can consider the performance of experts as
that from an oracle. The oracle can also viewed as a well-
defined rule-based model with full knowledge of the entire
environment.
A. Simulation Environment
General Settings: The simulation environment is a high-
way segment of 500 meters long and three-lane wide on
each direction. The traffic is moderately dense in which the
headways among adjacent vehicles are about 1-3 seconds,
creating diverse challenging situations. Vehicles are generated
randomly on all the lanes and they can perform car-following
behaviors modeled with an adapted IDM. The ego vehicle
initially enters on the middle lane and receives a left or right
lane-change request after entering the road for around 50
meters. Once it receives the command, the ego vehicle starts
the decision-making function modeled by the aforementioned
algorithms. In our study, the agent performs the decision-
making at a frequency of 10 Hz. As the actions are executed
by controllers, we do not involve a planning model for near
future trajectory planning. A demonstration of two simulated
decision-making scenarios is shown in Fig. 4.
Dynamic Traffic and Behaviours: To be as realistic as
possible, we develop the simulator with many features to
embrace diverse interactions. For each vehicle, it can have
different initial speed with a range of 65-80 km/h and a
desired speed limit with a range of 95-110 km/h, uniformly
sampled from the distribution. And it can also have different
desired headway to its leading vehicle. To generate different
traffic density, the time gap between vehicles is also sampled
from a uniform distribution, e.g. 1-3 seconds. In addition, the
traffic density is set differently between lanes as well. With
the variations in vehicle behavior and traffic density, we are
able to create largely diverse driving scenarios that the vehicle
can encounter in the learning process.
For interaction behaviours during a lane change, surround-
ing vehicles can yield to or overpass the ego vehicle that
intends to make a lane change to cut in, based on a designed
trigger condition for yielding. To initiate the yield behaviour of
an interacting vehicle, the lateral position and lateral speed of
the ego vehicle need to fall into certain risk avoidance regions
of that vehicle. If not fulfilled, the interacting vehicle will
not yield to the ego vehicle and the ego vehicle may have
to abort its lane change behavior. These features enrich the
diversity of interactions, and make the driving environment as
realistic as possible to the real-world driving situations. With
this simulator, it is possible to create challenging situations for
the ego vehicle to interact with in training and testing.
B. Expert Data
In general, generating expert behaviour is not a trivial task.
In our work, we leverage the known model of the simulated
environment and three critical rules – safety, comfort, and
efficiency – to regulate expert behavior. The primary concern is
safety. With the action space design in IV-A, the safety critical
situation is when the ego vehicle commits a lane change, i.e.
initiates the lateral move. At each step, the ego vehicle checks
if it is safe to perform the lane change maneuver. Due to the
fact that we know well the environment model, we can not
only get the next possible state for the ego vehicle but also
for its surrounding vehicles. This can help the ego vehicle
to travel within its safety threshold that can be calculated as
in [13].
Comfort is ensured by the jerk of the ego vehicle. Only
when the estimated jerk of the ego vehicle at next step is
lower than a comfort threshold, it is allows to perform the
lateral movement.
Another criteria is efficiency, i.e. to merge into the target
lane as fast as possible. For each candidate gap, a dummy
accumulated time to complete the lane change to this gap is
calculated based the kinematic model and all relevant vehicles’
states. The gap with shortest maneuvering time is picked to
guarantee the efficiency of the expert behavior.
With these practical considerations implemented in the
simulator, the expert data we gather from simulation can
represent reasonable driving behaviors under diverse driving
situations.
C. Comparison Methods and Evaluation Metrics
Comparison Methods: As AugAIRL and AIRL are closely
related to GAIL and all these methods rely on the Imitation
Learning foundation, we will make comparisons among the
three methods. In learning based studies, it usually needs
comparison with an oracle. However, in autonomous driving,
such an oracle is hard to obtain. As we described previously,
expert data can be considered from an oracle or a well-defined
rule-based model with full access to the environment model.
Therefore, we use the expert performance as guidelines.
In addition, since RL based methods are also promising if
a reward function is available, we also compare AugAIRL
with a policy gradient RL method, TRPO, and a method
integrating Behavior Cloning and TRPO (BC+TRPO). The
reward function in these two methods are defined according to
the expert driving rules in the simulator, i.e. with consideration
in safety, efficiency, and comfort.
Evaluation Metrics: The selection of proper evaluation met-
rics is important to assess the performance of the algorithms.
Simply using the accumulated reward and episode length (as
in [4] and [5]) is not enough for evaluating the complicated
lane-change behavior. In our study, we propose to use four
metrics:
• The success ratio calculates with the number of successful
lane-change cases over the total number of experiments.
• The number of decision-making steps is consumed by a
lane-change process. It is counted from the moment the
lane change command is issued to the time when the
lane-change process finishes.
TABLE II
TRAINING RESULTS IN FOUR EVALUATION METRICS FROM THE TRAINED MODELS WITH 15K ITERATIONS
Algorithms Total Reward Success Ratio Decision Steps Changing Steps Discrim. LossMean Std Mean Std Mean Std Mean Std Mean Std
TRPO 14.89 7.93 0.46 0.17 129.78 15.19 54.86 9.30 – –
BC+TRPO 15.11 6.54 0.41 0.21 122.38 13.48 56.29 7.59 – –
GAIL 15.67 5.78 0.955 0.071 77.44 12.82 55.57 3.6 – –
AIRL 17.58 4.58 0.99 0.01 67.54 8.41 52.53 3.56 0.694 0.032
AugAIRL 22.12 2.81 1 0.01 65.58 5.66 58.28 3.36 0.625 0.035
Expert 24.21 – 1.00 – 67.74 – 58.18 – – –
• The number of changing-lane steps is counted from the
start of lateral movement to the completion.
• The total reward accumulated during the lane-changing
procedure. It is obtained from the reward function that we
mentioned in RL based comparison methods. The reward
function reflects the complicated rules and logic that we
coded in the simulator in the view of safety, efficiency,
and comfort. Notice that as the true reward function for
driving tasks is unknown, we just use the designed reward
as an indicator, it is not used for training nor expert policy
design. And it does not include the semantic rewards used
for training.
D. Training and Results
Training Settings: For fair comparison, the neural network
architecture of the discriminator and generator in the three
algorithms (i.e. GAIL, AIRL, AugAIRL) are kept the same:
two hidden layers of 100 units each for the generator, and
two hidden layers of 512 units each for the discriminators.
We use the same amount of expert data, i.e. 5000 lane-change
episodes, to train each method. In TRPO and BC+TRPO, the
RL policy network is the same as the generator in Imitation
learning based methods. BC use two hidden layers with 256
units each.
Training iterations in all methods are around 15,000. In each
iteration, we run a horizon of 1024 steps to gather experience
samples under the current policy (and reward function if
trained). Since each episode may have different lengths, the
1024 steps may contain different number of episodes.
Training Results: Fig. 5 depicts the training curves of the
four metrics for the three imitation learning based methods,
plus the expert values. Table II gives the quantitative results of
the mean and variance of the model saved at the last iteration
in all the algorithms.
Fig. 4. Demonstrations of decision-making strategies for lane change
behavior. The upper scene shows that the ego vehicle decides to select gap
1 and make the lateral movement right now. The lower scene shows that it
decides to wait to merge to gap 2 and stay on its current lane for now.
(a) Total reward (b) Success ratio
(c) Decision steps (d) Changing steps
Fig. 5. Training results of GAIL (blue), AIRL (orange) and AugAIRL (red),
as well as expert values (black) of four metrics over 15,000 iterations (x-axis).
AIRL based methods demonstrate better performance and converge faster than
GAIL. AugAIRL shows the overall best performance.
As shown in Fig. 5, the reward curve of the AugAIRL is the
highest compared with AIRL and GAIL, and most closely to
the expert/oracle value. Success ratio and decision steps show
good performance in AugAIRL and AIRL, while changing
steps in AugAIRL and GAIL have comparable performance.
The overall results show the superiority of AugAIRL in all the
four metrics that closely match with the expert performance.
It is also noticeable that the AIRL methods are more stable
than GAIL, proving the effectiveness of the special form of
the discriminator.
More interesting results can be obtained from exploring
the curves of AIRLs. From the successful ratio curves in
Fig. 5b, we can observe that the agent completes lane changes
with a quite high successful rate, approaching to the expert
performance of 1.0, which is particular promising since the
agent learns the decision-making strategy totally from scratch.
In Fig. 5c and Fig. 5d, the values of the decision-making
steps and lane-changing steps of AugAIRL indicate that the
lane change behavior at convergence stays quite stable and
the maneuvering time required is quite similar to that of the
expert. Additionally, from the shape of the these curves, we
can infer that at the beginning of the training, the agent is
quite conservative and hesitates to commit lane change as the
(a) Total reward (b) Success ratio
(c) Decision steps (d) Changing steps
Fig. 6. Testing results of AugAIRL (red) and other Imitation Learning
based methods, GAIL (blue) and AIRL (orange), in comparison with expert
values (black), for four metrics over 5 saved checkpoints. X-axis is the overall
iteration steps and shows where the checkpoints are saved.
decision steps are high (Fig. 5c) and the actual lane-changing
steps are low (Fig. 5d), i.e. no lateral movement trails. As
training goes on, the agent actively explores and finally learns
to imitate the demonstrated behaviors.
We omitted the training curves of the RL based methods
(TRPO and BC+TRPO) due to space limitation but summa-
rized their mean and variance at the lastly saved model as
in Table II, together with the means and variances of other
methods. The closer the mean value is to the experts’, the
better the performance. And the smaller the variance is, the
better the performance. We can confirm that the mean values
of almost all the metrics in AugAIRL are the most closest to
the experts’, and the variances are also the lowest.
E. Validation Results
We conduct testing on 5 checkpoints saved during training
for each method. At each checkpoint, we run 50 episodes and
average their metric values. Fig. 6 and Fig. 7 show the curves
in testing with expert data plotted in dashed lines.
Testing results in both Fig. 6 and Fig. 7 demonstrates that
AugAIRL has the best performance either compared with
Imitation learning based method (i.e. AIRL and GAIL) or RL
based methods (i.e. TRPO and BC+TRPO). Its total reward is
generally higher, its success ratio approaches 1.0 faster, and
its decision-making steps and lane-changing steps are quite
equivalent to the expert. The difference between AugAIRL
and all the other methods is more significant in testing than
in training, and its performance is more stable.
A video of the learned decision-making behavior based on
augmented AIRL is available in the supplementary material.
VI. CONCLUSIONS AND DISCUSSIONS
In this paper, we augment Adversarial Inverse Reinforce-
ment Learning with semantic rewards, by concatenating them
(a) Total reward (b) Success ratio
(c) Decision steps (d) Changing steps
Fig. 7. Testing results of AugAIRL (red) and other RL methods, TRPO
(yellow) and BC+TRPO (blue), in comparison with expert values (black), for
four metrics over 5 saved checkpoints. X-axis is the overall iteration steps
and shows where the checkpoints are saved.
to the last layer of the discriminator. Different from most
methods that directly add the additional reward term to the
reward function, our method makes the overall framework
automatic in tuning the weighting parameters of different
semantic terms, thus more generic to other problems. With
AugAIRL, we can recover not only the policy but also the
reward function that is considered to be potentially useful for
adaptations in different environments.
We test our method on the challenging decision-making task
in autonomous driving, under an highly interactive driving
environment, which is much more complicated than the ap-
plication case in the original study of AIRL. The method is
compared with two relevant Imitation Learning based methods
(i.e. AIRL and GAIL) and two RL based methods (i.e. TRPO
and BC+TRPO). Training and testing results in simulation
show that the performance of augmented AIRL is the most
satisfactory in terms of four metrics (total reward, success
ratio, decision-making steps and lane-changing steps), and
quite comparable to that of the expert performance.
In our current work, the methods we used for the perfor-
mance comparison are all learning based methods. Comparison
with search methods such as Monte Carlo Tree Search and
optimization based methods such as Model Predictive Control
can be conducted in further research with the learning of
an environment model. To explicitly guarantee the safety of
the driving, we can apply shielding layers similar to the
work [13] in the next step. Also, we can extend the current
work to learn more representative and specific driving styles
from demonstration as the demonstrations usually consists of
different driving styles.
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