Adaptive candidate filtering
We first derive the expression representing the number of particles to be chosen in each frame:
Consider two probability distributions p 1 and p 2 . The Kullback-Leibler distance [2] K between p 1 and p 2 is defined as
The basic idea of KLD-sampling [3] is to find the number of particles in each iteration such that the error between the true posterior probability density and the probability density approximated by the particle filter is less than ν with probability (1 − δ ). At any particular iteration, suppose we draw n particles from a discrete probability distribution that has k disparate bins. Defining the vector N = [N 1 , N 2 , . . . , N k ] as the number of particles drawn from each bin, we can see that N follows a multinomial distribution f k (n, p), where p = [p 1 , p 2 , . . . , p k ] represents the probability of each of the k bins. We can use the maximum likelihood estimation procedure to obtainp aŝ
The likelihood ratio λ n statistic for p is given by
Since N j = np j , this equation becomes
Noting that 2 log λ n converges in distribution to a chi-square distribution as n → ∞ [4], consider the probability P (K (p, p) ≤ ν):
Using the fact that P χ 2 k−1 ≤ χ 2 k−1,1−δ = 1 − δ , if we choose n according to the following expression:
we get
which is exactly what we wished to achieve, hence completing the proof. We see that equation 1 follows from Equation 7.
Optimization problem
In each feature channel, we solve the following optimization problem:
This problem is of the general form min
where f 2 (x, ε) = y − Ax − ε. Both f 2 (x, ε), and f 1 (x, ε) are continuous and convex functions in (x, ε), and hence the problem min
has the same optimal value pair (x * , ε * ) as the problem defined in Equation 10. We now eliminate the equality constraints in this problem by introuducing the Lagrange multipliers. The augmented Lagrangian for this problem is
The minimization problem of Equation 11 is equivalent to minimizing the augmented Lagrangian of Equation 12. Therefore, we now have
The minimization problem of Equation 13 can be solved using the framework of alternating directions algorithms [6] . Specifically, in each iteration, we compute x and ε separately, and then update ρ. Formally, the optimal solution pair (x * , ε * ) is computed as
The sub-problem defined by
has a closed form solution, which we derive next. Consider the definition
Defining
where T α (t) i = sgn(t i )max{|t i | − α, 0}, i = 1, 2, . . . , n. Thus, the update step for ε i+1 has an analytic solution given by
However, the sub-problem defined by
does not have an analytic solution, and we hence must resort to iterative schemes. To solve this problem, we use the Fast Iterative Shrinkage Thresholding Algorithm (FISTA) [1] . We first show that this optimization problem is basically the classic lasso [5] 
Thus, we see that the problem of Equation 21 reduces to the lasso framework, which can be efficiently solved using FISTA.
