Over the last decades a number of alternatives have been offered to explain the expectation formation of economic agents. This paper tries to contribute to the literature on expectation formation and information processing by shedding light on the validity of these approaches. Using information from business tendency surveys we present a new approach of analyzing qualitative forecasting errors made by forecasters. Based on a quantal response approach with misclassification we define qualitative mispredictions of forecasters in terms of deviations from the qualitative rational expectation forecast and relate them to individual and macro factors driving these mispredictions. This enables a detailed analysis of the individual expectation formation process. Our model can also be used to test for individual deviations from specific behavioral aspects of expectation formation (adaptive expectations, learning, focalism, etc.) at the macro level.
Introduction
Assumptions on the expectation formation by economic agents are a key element of models in macroeconomics and finance. Although the rational expectations assumption has served as the dominant work horse in most models, the critique on this behavioral assumption is as old as the rational expectations hypothesis itself. In particular psychological theories offer a range of explanations why human beliefs deviate from an optimal processing of objective data as assumed by the rational expectations hypothesis. Challenges in this tradition include among many others the works on (cumulative) prospect theory (Kahneman & Tversky (1979) , Tversky & Kahneman (1992) ), models with distorted beliefs as in the decision model under cognitive dissonance proposed by Akerlof & Dickens (1982) and models taking into account non-cognitive aspects of decision making (Bénabou & Tirole (2000) and Bénabou & Tirole (2004) ). More recently, Brunnermeier & Parker (2005) propose the concept of optimal expectations, where forward-looking agents take into account expected future utility flows which imply a higher current felicity if agents are optimistic. Over the last decade models with imperfect information have gained considerable attention in the macroeconomic literature. In particular models with partial (individuals only observe a noisy information signal, Woodford (2002) ) and delayed (only a share of individuals receives up-to-date information, c.f. Calvo (1983) , Mankiw & Reis (2002) and Lorenzoni (2010) ) information have been developed which provide more realistic mechanisms for information processing. A recent detailed survey on these models and their extensions can be found in Mankiw & Reis (2010) . This paper tries to contribute to the literature on expectation formation and information processing by shedding some light on the validity of these approaches. We present a new empirical approach of systematically assessing expectation errors at the individual level using tendency survey data. Based on a dynamic quantal response approach with misclassification we are able to define qualitative mispredictions in terms of deviations from the qualitative rational expectations forecast and relate them to individual and macro factors driving these individual mispredictions.
The use of tendency data to analyze expectation formation has a rather long tradition in economics. While pure time series approaches require some functional form assumptions on the expectation formation process (e.g. linear conditional mean as the best predictor function in the mean squared error sense, definition of the underlying information set, etc.) tests of individual expectation formation on the basis of tendency data take the directional forecasts of individuals as the benchmark for the comparison of predictions with realizations. Therefore, no behavioral hypothesis on the expectation formation process has to be imposed ex-ante. In principle, heterogeneity in beliefs and information sets can be accounted for due to the richness of the data in terms of their high cross-sectional and time series dimension. Early empirical studies attempting to test the rational expectations hypothesis using business tendency survey data include Nerlove (1983) and König, Nerlove & Oudiz (1981) . These studies compare qualitative predictions (e.g. on changes in the levels of inventories, order backlogs or on price changes) with their qualitative assessments of corresponding outcomes. Using log-linear probability models these early studies measure the bivariate association between j different expectations and j different outcome variables at the firm level.
Alternatively, quantification methods like the probability method going back to Anderson (1951) and further developed by Carlson & Parkin (1975) or the regression method (e.g. Pesaran 1984 Pesaran , 1985 Pesaran , 1987 were used to measure aggregate expectations on a continuous macro variable at one point of time using j qualitative responses at the individual level. These approaches depend heavily on the aggregation rule (the quantification method), implicit homogeneity assumptions and identifying restrictions (e.g. assumptions on the threshold parameters), so that a rejection of a certain expectation formation hypothesis may always be the result of the underlying identification restrictions and aggregation rules.
Twenty seven years after Marc Nerlove's (1983) attempt to peek into the "black box" of expectation formation at the individual level we present in this paper an alternative approach of analyzing expectation formation at the individual level using qualitative information from tendency surveys. Our approach differs from previous attempts in various dimensions. Although looking at qualitative forecasts at the individual level we compare in our approach j qualitative predictions with the corresponding qualitative macro outcome at a given time period. Through the introduction of a dynamic Markov type misclassification matrix our approach accounts for individual heterogeneity in forecasting behavior.
Our approach permits a detailed analysis of individual forecasting decisions allowing for the introduction of individual and economy wide determinants affecting the individual forecasting error process. Like the early studies on expectation formation using tendency data our approach is consistent with the rather general definition of expectations as subjectively held beliefs by individuals. Special behavioral assumptions like rational expectations are reflected in a special form of the misclassification matrix (see Gourieroux & Pradel (1986) ). The model allows for the estimation of individual specific misclassification matrices, but due to the linearity between forecasts at the aggregate level and individual forecasts we can aggregate the misclassification matrix to obtain a measure for aggregate expectation errors in the sense of Pesaran & Weale (2006) .
Comparing qualitative individual responses on expectations with qualitative outcomes at the macro level via the misclassification matrix turns out to be an elegant way to solve the interpretational problems related to the no-change interval ('the ugly state') in qualitative survey data, which has no exact mathematical counterpart in the rational expectations framework. In business survey data the no-change category simply serves a practical purpose by allowing forecasters a statement about the future state of the world with little effort. The underlying assumption behind the no-change interval is the behavioral hypothesis that there exists a range of imperceptibility, in which individuals do not react to signals.
1 Additional assumptions (e.g. threshold symmetry)
to identify the underlying continuous variable to be forecasted, are no longer needed, if the comparisons remain at the (nonparametric) discrete level.
The novel econometric approach developed in this paper depends on a logistic generalized ARMA type structure for the misclassification matrix. It extends previous misclassification approaches for qualitative dependent variables (Hausman, Abreyava & Scott-Morton (1998 ), Hausman (2001 , and Dustmann & van Soest (2004) ) to a dynamic framework. The model is estimated with data from the Financial Markets Survey of the Centre for European Economic Research (ZEW), a monthly qualitative survey of around 330 financial experts, giving six-month-ahead predictions of major macroeconomic aggregates and financial indicators observed over 16 years.
The outline of the paper is as follows. In Section 2 we develop the general framework. In particular, we define the data generating process at the macro-level and its relationship to the predictions at the individual level. The econometric implementation of the theoretical set-up for quantal response data with a non-change category is presented in Section 3. Here we derive the dynamic misclassification matrix which relates the objective probabilities for the discrete outcome of the macro series with the qualitative forecasts at the micro level. Section 4 discusses the empirical findings, while Section 5 concludes and gives an outlook on further research.
Expectations at the Micro and the Macro Level
The basic idea for our model set-up relies on the definition of forecasts for the discrete counterparts of a continuous macro variable based on different information sets at the macro and at the micro level. We restrict our model set-up to models of expectation formation which have a straightforward statistical formulation. However, the framework can be easily generalized to models based on other behavioral assumptions.
Let Y * t be a continuous time series process at the macro level with t = 1, . . . , T and define {S k , k = 1, . . . , K} and {G l , l = 1, . . . , L} as two given partitions of the outcome space of Y * t . Let Y t be the discrete counterpart of Y * t within a threshold crossing ordinal response model taking on the form of the k th unit-vector for Y * t ∈ S k , i.e., if
, is equal to one, while all other components are equal to zero. Correspondingly define for the second partition,Ỹ t as the l th unit-vector
t denotes a first difference or a return rate series possible partitions could be a two states partition (growth vs. no growth) or a three states world (large growth rate above some positive threshold, weak growth around zero called the "no-change"state, large negative growth rate below some negative threshold). The distinction between two different partitions is reasonable for many tendency data if the survey contains a no-change interval, while at the macro level a reasonable partition could also be a binary one. Assume a forecasting horizon of length h and a partition S k and let F t be the information set given at time t, then for Y t+h there exists a K dimensional vector P t+h with the typical element
the k-th element of P t+h is the continuous rational expectations forecast of state k in the sense of Gourieroux & Pradel (1986) .
Consider now the same process forecasted by an individual forecaster i, i = 1, . . . , N t , where N t denotes the number of participants in the survey at time t. Each forecaster is assumed to make a qualitative assessment at time t about the development of the macro variable Y * t+h . P i,t+h denotes the L dimensional vector of probabilities
that state l occurs in t + h given individual i-th information set F it . The forecasts at the micro level may differ because of different information sets F it (information disparity) but also because of different individual probability measures (belief disparity). In principle, our setup allows for both kinds of disparities, but for the ease of notation to cover the standard case of information disparity at the micro level, we stick to the assumption of belief homogeneity.
2
Expectations at the macro level, P t+h , and expectations for forecaster i, P i,t+h , are related through the individual misclassification matrix Π i,t+h by:
where the components of Π i,t+h are given by π
The individual misclassification matrix, Π ′ i,t+h , defined in (1) relates the objective expectation formation process at the macro level 3 to the individual (possibly subjective) expectation formation process at the micro level. If P t+h denotes the predictions of the state indicator vector under rational expectations, the misclassification matrix measures the deviation of a forecaster's beliefs from the true data generating process. For identical partitions S k = G k , K = L, the forecaster's expectations are rational in the sense of Muth (1961) , if the misclassification matrix is the identity matrix, Π i,t+h = I K . Moreover, at the macro level specific expectation formation schemes such as static expectations, adaptive or error learning expectations can be imposed. In this case the misclassification matrix can be used to measure deviations of the individual forecaster's beliefs from a given macroeconomic model world. For instance let P i,t+h be the probability forecasts for the exchange rate changes based on a purchasing power parity model. In this case Π i,t+h measures the extent to which the beliefs of forecaster i differ from the purchasing power parity hypothesis.
Average Expectations
In the general set-up developed above Π i,t+h is individual specific (e.g. reflecting ability or experience of forecaster i) as well as time specific (e.g. evolvement of macroeconomic uncertainty over time). In a world of heterogeneous rational expectations, however, agents build their expectations on the expectations of other agents. Binder & Pesaran (1998) [·] indicates that the expectation is taken under the i-th forecasters (subjective) probability measure at t. 3 We refer to objective expectation and objective probabilities as those implied by the (theoretical) model on the macro level, see Muth (1961) . the context of survey expectations. Their merits particularly lie in the heterogeneity of the information sets of the forecasters. Pesaran & Weale (2006) propose a weaker concept of rational expectations in the presence of heterogeneity, called average rational expectations. This concept relies on the weighted average of the individual conditional densities of the continuous macro variable to be forecasted. Average expectations are consistent with the existence of heterogeneity in beliefs and allow for systematic deviations from rational expectations at the individual level. LetP t+h be the average expectation over the state vector Y t+h defined as
where the non-negative weights satisfy the conditions
, ∀t. Inserting Equation (1) gives
Let u t+h = Y t+h − P t+h and u i,t+h = Y t+h − P i,t+h be the expectation error vector for the macro and the individual level respectively. The two expectations errors are related by
Aggregating over the number of forecasters in survey wave t gives the average expec-
Under a set of sufficient conditions stated in Pesaran & Weale (2006) ,ū t+h q.m.
−→ u t+h for N t → ∞, this implies I K =Π ′ t+h , so that average expectations equal rational expectations.
4 Using the average misclassification matrixΠ ′ t+h we are able to test the expectation formation in terms of a 'consensus' or market concept. Note that Π ′ i,t+h can be used to test for a specific expectation hypothesis at the individual level for each forecaster separately in the sample. In this caseΠ ′ t+h can simply be regarded as a summary statistic.
3 Econometrics and Empirical Set-up
Data
Our empirical analysis is based on the ZEW Financial Market Survey which has been conducted since December 1991 on a monthly basis and focuses on international financial market series. Those include the financial market in Germany, USA, Japan, Great Britain, France, Italy, and since January 1999, the Euro-Area. Each month representatives of the German Financial sector employed in banks, insurance companies or at finance departments or economic research departments in large industrial corporations -therefore called experts -are polled on their expectations regarding the developments in important international financial markets. From December 1991 to March 2007, e.g. 184 months, 1086 experts responded at least once on the survey. Since 1993 the number of participants are relatively stable, with around 300 experts responding to the questionnaire each month.
Participants are asked to give their six-months-ahead predictions for the economic activity, the inflation rate, the short and the long term interest rates, the exchange rates, and the profits of 13 German industries (banking, insurance, vehicles construction, chemicals and pharmaceutical, steel/non-ferrous metals, electrical engineering, mechanical engineering, consumer goods and retailing, construction, utilities, service providers, telecommunications, information technology), as well as the oil price. Up to November 1998, the exchange rate question relates to US-Dollar, Yen, UK-Pound and Swiss Franc per Deutsche Mark (DM) and since December 1998 per Euro. All questions are asked with respect to the countries listed above.
The ZEW Financial Markets Survey is a purely qualitative survey, meaning that the respondents are asked to predict, whether in the next six months the price of the corresponding "financial market series" will go up, stay the same, or go down. A fourth possibility is to choose "no assessment", if forecasters do not want or are unable to make a prediction. Responses probabilities for this category are rather small (on average less than 3 percent) and show no systematic correlations with the state of the macro economy. This category will therefore be ignored. At the beginning each questionnaire had to be returned on the third Friday of a month, but until October 2001 it changed to the second Friday of a month. The result of the questionnaire are published each month in the ZEW Financial Market Report. It includes a detailed listing of the changes in the percentages on the different response categories, as well as its standard deviation, for the inflation rate, the short and long term interest rates, the stock indices, the exchange rates, and the oil price.
Here we concentrate on 5 series asked with respect to Germany namely the inflation rate, the short and long term interest rates, DAX30, and the USD/EUR exchange rate.
Estimation and Specification Estimation
Our model is estimated within a standard panel framework based on the individual discrete forecasts for the change (return) of a given macro or financial series. We treat the discrete forecasts at the individual level as misclassified values (mispredictions) of the macro forecasts. The outcome probabilities at the individual level can be expressed as the sum of the misclassification matrix and the macro outcome probabilities. This leads to a log likelihood function, ln L, of the form
where
In order to facilitate the computation of the likelihood P t+h,k is estimated in a first step. For the elements of the misclassification matrix we choose a multinomial logistic form, where the log-odds ratios of the misclassification probabilities follow a generalized Autoregressive Conditional Moving Average (ARMA) type process.
For the Maximum Likelihood (ML) estimation of our model as outlined in equation (4), we need to specify a model for the macro probability vector P t+h for the discrete outcomes of the macro series and a specification for the misclassification matrix Π it+h . In the following we will concentrate on the case L = K = 3, i.e. a macro world with K = 3 states (up/same/down) that matches the L = 3 answer categories asked for in the ZEW survey. For each series analyzed, we use up (τ up ) and down (τ down ) threshold series asked for as a separate question by the ZEW, to determine the (up/same/down) partition of the respective macro series. We set h = 6 which corresponds to the 6 months forecasting horizon asked for in the ZEW survey.
Macro World Probabilities
We rely on a dynamic quantal response strategy to derive P t+h at time t. We assume the following time series specification for Y * t+h :
This model is sufficiently general to incorporate standard expectation formation models, such as static, adaptive or error learning specifications and also standard time series specifications such as ARMA models by choosing µ t+h appropriately. The k th component of P t+h can then be obtained by
where F t+h denotes the conditional cumulative density function (c.d.f.) of ε t+h given F t and τ k t+h the k th threshold, where we set for convenience τ K t+h = ∞ and τ
Assuming an ordered probit model we obtain:
where Φ denotes the standard normal c.d.f. and σ t+h = E[σ t+h |F t ], with σ t the standard deviation of ε t .
h-Step Ahead Forecast In our empirical study we obtain the forecastsP t+h by estimating σ t on the grounds of a six month realized volatility estimator using weekly observations and we assume AR(10) forecasting models with zero restrictions imposed upon the first 6 autoregressive coefficients for σ t+h and Y * t+h to obtain the forecasted variablesσ t+h andŶ * t+h at time t.
The Perfect Forecast Case For comparison reasons and to rule out forecasting model uncertainty caused by the use of a potentially misspecified forecasting model we also consider the following perfect forecast case under which we assume that we know the realizations of σ t+h and Y * t+h already at time t. Hence, we obtainP t+h by settingσ t+h = σ t+h andŶ * t+h = Y * t+h .
The above dynamic quantal response forecasting strategy should be understood as a starting point for the prediction ofP t+h . An alternative strategy consist of deriving the probability vectorP t+h by dynamic quantile regression based forecasts of Y * t+h , in which the respective quantiles, which then yieldP t+h , are chosen to match the up and down thresholds. A further possibility consists of transforming Y * t with the help of the threshold series into their discrete counterparts Y t and to forecastP t+h directly with the discrete information using for example an Autoregressive Conditional Multinomial (ACM) model of Russell & Engle (2002) .
Misclassification Matrix
Recall the misclassification matrix Π it+h , whose components are given by
Thus π kl i,t+h is the probability that a participant i gives the assessment l although the true assessment should have been k, for k, l = 1, 2, 3, l = k. The probability that the assessment of the participant is correct, i.e., that no misclassification occurs, is then given by π kk i,t+h and the sum over l of l π kl i,t+h is equal to one by definition.
In order to model these misclassification probabilities, we use the ACM model suggested by Russell & Engle (2002) , with a logistic link function. This leads to a multinomial logit model of the form
where the log-odds ratio Λ kl i,t+h will be specified below. As normalization constraint, we use as the reference category the corresponding correct macro outcome category, i.e. Λ kk i,t+h = 0 for k = l, such that the odds ratios are defined as the quotient of a given misclassification probability to the probability of a correct classification. The resulting vector of log-odds ratios given by
is specified as a multivariate ARMA type process, including explanatory variables statically
with {B k j , j : 1 → p} being a matrix of dimension (2 × 2) with the elements {β
ll ′ } for l, l ′ = 1, 2, 3 with l, l ′ = k and {A k j , j : 1 → q} being a matrix of dimension (2 × 3) with the elements {a
of explanatory variables which are time and/or individual specific and are included statically with G k as the corresponding coefficient matrix of dimension (2 × g). The misclassification indicator vector driving the ARMA type model is specified as
which is the three-dimensional state vector of individual i at time t + h representing whether that individual misclassified at time t the true change of the underlying variable. For example, if ξ i,t+h = (1, 0, 0) ′ then individual i predicted either a no change or a negative change of the variable at time t, although in reality the variable went up in the period from t to t + h. Given that definition of the misclassification indicator vector a negative coefficient in A i,t+h are the misclassification probabilities that individual i makes the assessment up/same/down given that the financial variable goes up. Assume that the first column of A 1 j has negative coefficients then the impact of a previous misclassification (may it be same or down), in case that the variable went up before, implies a smaller log-odds ratio vector Λ 1 i,t+h (in both components) and thus lower misprediction since the "correct" π 11 i,t+h probability goes up while the other two probabilities go down and hence a clear learning effect from a misprediction (in the case of an upwards change) before. Similarly a negative second (third) column of A 1 j represents a learning effect for an up assessment with regard to a misprediction for a previous no change (down) movement. For A 2 j and A 3 j we obtain the corresponding interpretations. In the 5 We suppress j.
case that a column in A k j is positive we observe no learning but a more pronounced and accelerated degree of misprediction. In the case that we observe alternating signs for the coefficients in the columns of A k j the interpretation regarding learning or misprediction is more complex, since at the same time both the basis misclassification category's probability as well as that component's misclassification probability might have gone down, for the component associated with the negative coefficient, while at the same time the other misclassification probability component's associated with the positive coefficient will go up or stay at least the same. The only conclusion that can be drawn in such a case is that the misclassification probability corresponding to the negative coefficient goes down (or stays the same) while the misclassification probability corresponding to the positive coefficient goes up (or stays the same). No interpretation can be made with respect to the change of the basis category's misclassification probability and thus we can make no statement about the learning effect just by examining the signs of the coefficients in the columns of A In our empirical study we employ ACM specifications with p = q = 1 and restrict the B k 1 matrices for k = 1, . . . , 3 to have zero off-diagonals and positive diagonal elements as explained above. Furthermore we restrict these diagonal elements to be smaller than 1 to guarantee a stationary specification. We use the same set of explanatory variables for each state k and assume that the coefficient matrices are equal across states, i.e. G = G 1 = G 2 = G 3 so that the corresponding coefficients reflect the general impact of the explanatory variables on misclassification.
Our set of explanatory variables can be divided in three classes: purely time dependent, purely individual specific and both, time and individual specific variables. We consider only one time specific variable, namely Volatility t , which is at time t the historical 6 months realized volatility from t − 6 to t and represents a general level of uncertainty at the date at which the survey participants make their assessments.
We specify 4 individual specific explanatory variables: Insurance i , Industry i , Manager i and Reliability i . Since our group of experts consists of experts from banks, insurance and industry companies we include dummy variables to figure out whether experts from particular groups have different abilities in forecasting the underlying series. Thus, we generate the dummy variables Insurance i and Industry i to be equal to 1 if individual i is a representative of an insurance or industry firm, respectively, and 0 otherwise. Hence, the group of bankers forms the basis category. The dummy variable Manager i is equal to 1 if individual i belongs to the management board and 0 otherwise and thus measures the forecasting ability of managers over the other groups of experts working in economic, security analysts, asset management or financial accounting divisions. Reliability i is defined as the share of the number of questionnaires returned in time over the overall returned number of questionnaires for each individual i. This explanatory variable allows us to characterize the general degree of punctuality or reliability of each participant, which we assume to be an overall characteristic of a forecaster and time independent.
In contrast Performance it is a time and individual specific variable defined as the share of correct predictions over the last 12 months of individual i and captures the effect of the historical forecasting performance of each participant on their future assessments. This variable allows us to examine a general individual specific long term learning process, while the misclassification indicator parameters ξ k i,t+h reflect a short term error learning process with respect to specific states of the world, here k = 1, 2, 3 (up/same/down).
Note, that all explanatory variables have positive domains so that their influence on the vector of log-odds ratios and thus on the degree of misclassification can be interpreted in a straightforward way. A positive coefficient implies higher values for the components in the vector of log-odds ratios and hence reflects a higher degree of misclassification, since per construction for every state k the basis category corresponds to the "correct prediction" category.
Empirical Findings

Descriptive Figures
From the set of 1086 forecasters having responded during the life-time of the survey (184 months) at least once, we have selected those who have answered the questionnaire at least 12 times and thus shown a minimum regular interest in the survey. Altogether we end up with roughly 300 participants per month, from which about 10% each are experts from industry firms and insurance companies. The share of managers returning the survey amounts to 15%. All of these figures remain relatively stable over the lifetime of the survey. The histogram in Figure 1 gives an idea about the distribution of the response rate across experts, which is measured as the number of questionnaire returns in time over the number of overall returns of the questionnaire for each individual. In Figure 2 below we present for the 5 variables under consideration (German inflation rate, German short term interest rates, German long term interest rates, DAX 30, USD/EUR exchange rate) the graphs of the 6 months changes (inflation and interest rates) or the 6 months returns (DAX 30 and USD/EUR), the 6 months standard deviation estimated with a realized volatility estimator, the shares for up/same/down answered by the survey participants (sample probabilities), as well as the objective probabilities of up/same/down for both the perfect forecast and the 6 months ahead forecasting scenarios. In these graphs the up probability share is always drawn in blue, the same probability share is always drawn in grey and the down probability share is always drawn in yellow.
Whereas the perfect forecast case objective probabilities mimic the behavior of the series very closely, the objective probabilities from the 6 months ahead forecasting scenario do anticipate their general behavior also very well but to a less amplified extent. This is of course due to the the specific forecasting setup for probabilities that adds additional forecasting uncertainty and thus contaminates the true changes of the underlying series. The perfect forecast probabilities, in contrast, rule out any forecasting model uncertainty and constitute the limiting case in that respect that we assume that at time t we already know the return (and its standard deviation) of the particular series from t to t + 6.
Simply from a pure inspection of the (up/same/down) sample probabilities we also see that for the inflation and the interest rate series the group of experts seems to anticipate the changes of the underlying series very well. For the DAX 30 and the USD/EUR series, however, this intuition is much less clear. Under the assumption of (average) rational expectations these sample probabilities should correspond to the above discussed forecasted objective probabilities. However, we observe a certain amount of discrepancies between the sample and the objective probabilities yielding a specific amount of misclassification that we are going to analyze within the proposed modeling framework.
Inflation Rate
Short term interest rate Long term interest rate DAX USD/EUR Figure 2 : The first row displays the graphs of the 6 months changes (inflation and interest rates) or the 6 months returns (DAX 30 and USD/EUR) of the actual series, second row: 6 months standard deviation estimated with a realized volatility estimator, third row: shares for up/same/down answered by the survey participants (sample probabilities), as well as the objective probabilities of up/same/down for both the perfect forecast and the 6 months ahead forecasting scenarios in the fourth and the fifth rows.
Estimation Results
In Table 1 we present for both macro probability scenarios the estimation results for the explanatory variables included in the ACM(1,1) misclassification regressions for the 5 variables under consideration. The detailed regression outputs can be found in Appendix A.
A first important finding is that for the perfect forecast and the 6 months ahead forecasting scenarios we find no general qualitative differences in the effects of the explanatory variables on the degree of misclassification which implies a certain robustness of the results with regard to the choice of the specific forecasting model for the 6 months ahead prediction of the macro up/same/down probabilities.
For all 5 series we find that the effect of past prediction performance, which measures the degree of correct forecasts over the last 12 months, has a negative impact (4 resp. 2 coefficients are significant in both scenarios) on the degree of misclassification implying a significant link between better historical prediction performance and more accurate future forecasting ability of individual i. Hence, we observe that those forecasters who have given a better assessment in the past do continue to do so also in the future. They reveal a better understanding of the data generating process, may be better informed or may have access to better resources in making their predictions especially in the long run. This finding also allows an interpretation as a general long term learning of individual i, in that sense that the individual forecaster learns from his past long run mistakes how to make more accurate forecasts which then imply increasing shares of correct predictions and thus less misclassification of future forecasts.
The effect of only the last misprediction and short term learning can be examined by looking at the coefficients in the A k 1 innovation term matrices of the ACM model. It is, however, less clear cut and we generally do not observe a uniform sign across coefficients. An interesting finding is that for both scenarios we observe for the DAX and the USD/EUR series that the A 1 1 matrices have significant positive coefficients, implying that forecasters do not learn from short term past misprediction if these financial series are in an upward move. On the contrary, their degree of misprediction is accelerated. This can either be related to bubbles observed for these series or attributed to an optimistic bias.
6 If we take a closer look at the graphic in the third row in Figure 2 for the DAX30, which represents the shares of up/same/down answered 6 Optimism bias is the tendency for people to over-estimate the likelihood of positive events and under-estimate the likelihood of negative events. See Weinstein (1980) , among others.
by the survey participants (sample probabilities), we see that approximately 60% of the participants always predict that the price of the DAX30 in the next 6 months will go up. This suggests that the participants are most of the time optimistic concerning the assessment of the 6 month ahead forecast of the DAX30, and might confirm the exhibition of an optimistic bias. For the inflation and the short term interests rates we observe a similar but less pronounced effect for the downward state matrices A 1 3 . These results shed more light on the time horizon in learning and contradict to a certain extent previous findings in the literature. Many observations from psychology, political science, and organizational behavior indicate that people exhibit a taste for consistency. Meyvis, Ratner & Levav (2008) show that people are unable to recognize their forecasting error, due to the fact that they exhibit a tendency to recall their affective forecast to be in conformity with their actual experience. In this respect, they do not revise their beliefs and continue to rely on the same incorrect beliefs for their subsequent forecasts, so that they are unable to learn from past mispredictions. This is in line with the findings of Wilson, Meyers & Gilbert (2001) and Fischhoff (1975) that people erroneously remember their past predictions. Our observation that individuals tend to learn from their past long term mistakes but not from the short ones is consistent with the information processing mechanism put forward in macroeconomic models on delayed information processing, see Calvo (1983) , Mankiw & Reis (2002) and Lorenzoni (2010) .
We also observe in cases where the reliability variable is significantly different from zero, it is always negative (except for the DAX30 for the 6 months ahead forecasting scenario, which can be again related to the fact that 60% of the participants always predict that the price will go up) implying that those forecasters who are more painstaking in returning the questionnaire in time provide also better forecasts. This effect can be seen to approximate an overall higher interest of these forecasters in the survey which yields a higher degree of conscientiousness in both returning the questionnaire and providing more accurate forecasts. Similar results have been found in the literature. Conscientiousness has also been shown by several psychological studies as being highly correlated with job success (e.g. Barrick & Mount (1991) and Robertson & Kinder (1993) ).
Interestingly we find that experts from insurance and industry firms seem to generate a higher degree of misclassification (if significant the respective dummy variable coefficients are positive except for one case) which might be explained by less resources and information and by the fact that they might face a further distance in their dayto-day business to the variables of interest and thus have less experience with these variables than their colleagues from banks. A similar finding can be made with respect to the coefficient of the manager dummy variable which is if significant always positive which might also reflect a less time and effort effect. The literature suggests that domain knowledge and experience improves forecast accuracy (Harvey, Bolger & McClelland (1994) ). Stickel (1992) analyzes the performance of security analysts on the Institutional Investor All-American Research Team relative to the performance of other analysts. He shows that the members of this team are more accurate in forecasting earnings, and forecast more frequently than other analysts, suggesting that experience has a positive impact on the forecast ability. In an experiment where information is cumulatively distributed among traders, meaning that some investors know more than others by having the same plus some extra information, Huber, Kirchler & Sutter (2008) address the question whether having more information than others on the intrinsic value of an asset always leads to higher returns when trading on financial markets. They show that only the best informed traders outperform the less informed ones. In the same manner, Ackert, Church & Zhang (2002) show that well informed traders are able to exploit their informational advantage to outperform less informed ones. Those papers support our result that bankers may possess extra information that enable them to make a better assessment about the future development of the financial variables than experts from insurance and industry firms.
The volatility variable is if significantly different from zero always negative (except for one case, the short term interest rate), for the macroeconomic series (long term interest rates) and for the financial series (DAX30 and USD/EUR). This might reflect temporary down or upward tendencies which yield to a higher degree of predictability. This result is in contradiction with the findings in the literature. Research in judgemental forecasting indicates that volatility of past price series might have a significant impact on investors' forecasting behaviors.
7 Du & Budescu (2007) investigate the influence of past volatility on forecasts and subjective beliefs regarding future stock prices. They test the impact of volatility on the forecasts of future prices, and their accuracy. They show that participants' assessment about future prices are more accurate for low volatility stocks than for high volatility stocks.
In the the detailed estimation outputs (Table 3 and Table 4 ) in Appendix A we also observe a highly persistent dynamic structure represented by values of (most) coefficients in the B k 1 matrices close to 1. Table 2 : Mean misclassification matricesΠ for the 6 months ahead forecasting and the perfect foresight scenario inflation rate, short and long term interest rate, DAX and USD/EUR FX-rate. ACM parameter estimates of the coefficient matrix G given by Equation (7).
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In this paper, we present a new empirical approach to analyze expectation formation based on tendency survey data on individual expectations. Using a quantal response model with misclassification we define qualitative mispredictions in terms of deviations from the qualitative rational expectation forecast and relate them to individual and macro factors driving these individual mispredictions. Our approach is consistent with the rather general definition of expectations as subjectively held beliefs by individuals. Since individual expectations are taken from individuals' qualitative responses to survey questions, no assumption on the individual expectation formation process is necessary. In this sense our approach is double robust. First, it is robust against the critique of classical tests of the rational expectation hypothesis based on aggregate time series data which require distributional and/or functional form assumptions. Second, the approach does not require an aggregation rule by considering individual forecasts at any time period with the equivalent outcome at the macro level.
We show that our results are not sensitive to the choice of the specific forecasting model for the 6 months ahead prediction of the objective macro world up/same/down probabilities. For all five financial series (inflation rate, short and long term interest rate, DAX30, and the USD/EUR exchange rate with respect to Germany) considered, we find a specific learning pattern in the sense that we observe a general long term learning effect, reflected by the fact that forecasters who gave a better assessment in the past continue to do so in the future, whereas we do not observe a general short term learning effect. Furthermore, we observe for the DAX30, and the USD/EUR series that the forecasters do not learn from short term past misprediction if these financial series are in an upward move but rather accelerate their degree of misprediction. For the inflation and the short term interests rates we observe a similar but less pronounced effect for the downward state. Moreover, we also observe that forecasters who are more reliable in returning the questionnaire in time provide also better forecasts, and that managers, experts from insurance and industry firms seem to generate a higher degree of misclassification than bankers, indicating that better informed participants outperform the less informed ones.
The estimation of the misclassification matrix allow us to systematically analyze forecasting behavior at the individual level, but also in terms of average forecasts for specific groups of forecasters or the overall group of survey respondents. The degree of homogeneity of the individual misclassification matrices can be used as a simple measure of the degree of consensus among forecasters. In future research our approach can be used to test specific expectation hypotheses or learning algorithms. Because the underlying time series are reasonably long, estimates of certain subperiods may be used for a systematic analysis of individual forecasting behavior in different scenarios (crisis times vs calm times). Finally, the estimates can be used to construct subsamples of superior forecasters to improve the overall forecasting performance of survey data.
A Appendix Table 4 : Estimation results for the 6 months ahead forecasting scenario: inflation rate (column 1), short term interest rate (column 2), short term interest rate (column 3), DAX (column 4), USD/EUR FX-rate (column 5).
