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ON THE USE OF FUNCTIONAL CALCULUS FOR
PHASE–TYPE AND RELATED DISTRIBUTIONS
MOGENS BLADT, AZUCENA CAMPILLO NAVARRO & BO FRIIS NIELSEN
DTU COMPUTE TECHNICAL REPORT-2014-18
Abstract. The area of phase–type distributions is renowned for
its ability to obtain closed form formulas or algorithmically exact
solutions to many complex stochastic models. The method of func-
tional calculus will provide an additional tool along these lines for
establishing results in terms of functions of matrices. Functional
calculus, which is a branch of operator theory frequently associated
with complex analysis, can be applied to phase–type and matrix–
exponential distributions in a rather straightforward way. In this
paper we provide a number of examples on how to execute the
formal arguments.
1. Introduction
In the area of phase–type or matrix–exponential distributions we
are often able to obtain closed form formulas for many complex sto-
chastic models. Examples include closure properties of phase-type dis-
tributions such as convolutions, moment distributions, maximum or
minimum, or expressions for renewal densities, ruin probabilities and
stationary distributions of certain queues. Often the problem involves
establishing a representation, or computing some functional of a phase–
type distributed random variable X on the form E(w(X)) for some
function w.
In this paper we introduce the method of functional calculus to show
how to obtain closed form formulas in a number of situations for expres-
sions like E(w(X)), and we further provide an example from moment
distributions that establishes a matrix–exponential representation of an
Date: October 30, 2014.
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n’th order moment distribution which is intriguingly similar to a block–
Erlang form. We also provide a short proof for the canonical represen-
tation of a matrix-exponential distribution, which is a representation
parametrised in terms of the coefficients of its Laplace transform.
Expectations on the form E(w(X)) appear naturally in a variety of
situations. For particular choices of w like
w(x) = e−sx, w(x) = eix and w(x) = xα−1
the expectation produces the Laplace transform, characteristic function
and Mellin transform respectively, which all characterise the distribu-
tion. In size–biased sampling, we have densities on the form
g(x) =
w(x)f(x)
µw
, µw = E(w(X)),
where f is a given density, w is a non-negative function, and X a
random variable with density f . If w(x) = xn we are talking about
moment distributions of order n, but examples with e.g. fractional
powers of X also appear in practice (see e.g. [16]). Of course it is of
interest to be able to express the normalising factor µw in closed form
whenever possible.
The rest of the paper is organised as follows. In section 2 we re-
view some basic concepts regarding functions of matrices and (holo-
morphic) functional calculus. In section 3 we setup the basic notation
and facts regarding phase–type distributions, and in section 4 we ex-
press the expected value of w(X) in terms of the Laplace transform of
w, and apply the result to some particular choices of w. We also pro-
vide an alternative derivation for the representation of the n’th order
moment distributions using functional calculus. As it turns out, the
calculations we perform are not particularly linked to the probabilistic
structure of phase–type distributions, so in section 5 we consider vari-
ous extensions including matrix–exponential distributions, multivariate
phase–type, and a class of heavy tailed infinite–dimentional phase–type
distributions, where the Mellin transform are of particular interest.
2. Functional Calculus
Functional calculus can most easily be understood as a method for
replacing real and complex variables of functions with matrices, or more
generally, operators. A well known example is the matrix exponential
exp(A) of a finite square matrix A. Less known examples are cos(A)
or Aα for non–integer values of α. In this paper we shall show how
holomorphic functional calculus may be used in the area of phase–type
and matrix–exponential distributions.
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If A is a finite square matrix and f a function, we may define f(A)
in several equivalent ways. If f is the polynomial f(x) = a0 + a1x +
· · ·+ anxn, the operator
f(A) := a0I + a1A+ · · ·+ anAn
is well defined. More generally, if f is an analytic function
f(z) =
∞∑
n=0
an(z − a)n, a, z ∈ C,
with radius of convergence R, we may then define
f(A) =
∞∑
n=0
an(A− aI)n
if |si − a| < R for all eigenvalues si of A.
A more general definition which is applicable also for non-analytic
functions uses the Jordan decomposition. Here the function f is re-
quired to be sufficiently smooth with derivatives existing of sufficiently
high order. The matrix A can be written on Jordan canonical form as
A = MJM−1
for some matrix M and
J =

J1 0 0 · · · 0
0 J2 0 · · · 0
0 0 J3 · · · 0
...
...
...
...
...
... 0
0 0 0 · · · Jk
 ,
where
Ji =

λi 1 0 · · · 0
0 λi 1 · · · 0
...
...
...
...
...
...
...
0 0 0 · · · λi

is the i’th Jordan block. Let µ1, ..., µm denote distinct eigenvalues of A
and n1, ..., nm the highest orders among the Jordan blocks associated
with the eigenvalues. We suppose that f is defined on the spectrum of
A (sp(A)) with ni − 1 derivatives at the point µi for i = 1, 2, . . . ,m.
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Then we define
f(A) = M

f(J1) 0 0 · · · 0
0 f(J2) 0 · · · 0
0 0 f(J3) · · · 0
...
...
...
...
...
...
...
0 0 0 · · · f(Jk)
M−1
with
f(Ji) =

f(si) f
′(si)
f ′′(si)
2!
· · · f (pi−1)(si)
(pi−1)!
0 f(si) f
′(si) · · · f (pi−2(si)(pi−2)!
...
...
...
...
...
...
...
0 0 0 · · · f(si)

where si = µj for some 1 ≤ j ≤ m and pi ≤ nj.
For analytic functions f we may provide an alternative definition in
terms of the Cauchy integral which has the advantage that it can be
easily generalised to more general operators like e.g. infinite dimen-
sional matrices or general bounded operators.
Let A be a bounded operator on a Banach space (X, ‖·‖). The term
(zI −A)−1 is called the resolvent of the operator and defines the spec-
trum. The spectrum consists of values z ∈ C for which the resolvent is
not a linear operator on the Banach space. Hence all eigenvalues for A
are contained in the spectrum, but in general spectra for operators on
infinite dimensional Banach spaces may be larger than the set of their
eigenvalues. The function of the operator A can now be defined in the
following way.
Definition 2.1. Let A be a bounded operator on a Banach space (X, ‖·‖)
and let γ be a simple closed path which encloses the spectrum of A. If
f is a function which is holomorphic (analytic) on and inside the path
γ, then we define
f(A) =
1
2pii
∮
γ
f(z)(zI − A)−1dz.
All definitions discussed in this section are equivalent when the func-
tion is analytic. The theory of (holomorphic) functional calculus is
treated extensively in [10], whereas [11] deals with methods for defin-
ing functions of matrices different to the Cauchy integral.
3. Phase–type distributions
Consider a Markov jump processes {Xt}t≥0 with a finite state space
E = {1, 2, . . . , p + 1}, where {1, 2, . . . , p} are transient states and the
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state p + 1 is absorbing. Then the process {Xt}t≥0 has an intensity
matrix on the form (
T t
0 0
)
,
where T is a p×p dimensional sub-intensity matrix, t is a p-dimensional
column vector of exit intensities (exit to the absorbing state), and 0 is
a p-dimensional row vector of zeros. The initial distribution of {Xt}t≥0
is denoted by pi = (pi1, . . . , pip), where pii = P (X0 = i), and it is con-
centrated on the first p states, i.e. P(X0 = p+ 1) = 0.
Definition 3.1. The time until absorption
τ = inf{t ≥ 0 | Xt = p+ 1}
is said to have a phase–type distribution and we write
τ ∼ PH (pi,T ) .
The set of parameters (pi,T ) is said to be a representation of the phase–
type distribution, and the dimension of pi, which is p, is said to be
the dimension of the phase-type representation. We also write τ ∼
PHp (pi,T ) to specify the dimension of the phase-type representation.
For the present article it is important to mention some basic proper-
ties of phase-type distributions. If τ ∼ PH (pi,T ), the density f of τ is
given by
f(s) = pi exp (T s) t,
where t = −T e and e is a p-dimensional column vector of ones. The
corresponding distribution function is
F (s) = 1− pi exp (T s) e.
The sub-intensity matrix T has eigenvalues with strictly negative real
parts. In particular, T is invertible and we have the following integra-
tion rule ∫ ∞
0
exp (T s) ds = T−1 exp (T s)
∣∣∣∞
0
= −T−1.
Finally we shall make optimal use of the n-th order (n ≥ 1) moment
of τ , which is given by
E (τn) = n!pi (−T )−n e.
For further properties on phase–type distributions, see e.g. [14], [1] or
[5].
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4. Functional calculus for phase–type distributions
Let X ∼ PHp(pi,T ), p < ∞, and suppose that the weight function
w has a Taylor expansion
w(x) =
∞∑
n=0
an(x− a)n
with radius of convergence R > 0. For specific choices of w we may
then calculate µw = E(w(X)).
As a motivation we provide the following example where µw can be
calculated in a straightforward manner by a power series expansion.
Example 4.1 (cosine and sine). Let w(x) = cos(x). Then
w(x) =
∞∑
n=0
(−1)n x
2n
(2n)!
,
which is convergent in all R. Since the density of a phase–type distri-
bution is bounded, w(x)pi exp(Tx)t has a power series expansion with
the same radius of convergence, which in this case is infinity. Hence we
may exchange summation and integration and we get
E(w(X)) =
∫ ∞
0
w(x)pieTxtdx
=
∞∑
n=0
(−1)n
(2n)!
∫ ∞
0
x2npieTxtdx
=
∞∑
n=0
(−1)n
(2n)!
(2n)!pi(−T−1)2ne
=
∞∑
n=0
pi
(−T−2)n e
= pi
(
I + T−2
)−1
e
= pi(−T ) (I + T 2)−1 t.
Similarly, for w(x) = sin(x) we have that
w(x) =
∞∑
n=0
(−1)n x
n+1
(n+ 1)!
,
which has an infinite spectral radius of convergence, and proceeding as
for cosine, we get that
E(sin(X)) = pi(I + T2)−1t.

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We have now seen some examples of expressing µw in terms of pi, T
and t. The question rises if it is possible to express E(w(X)) in terms
of these parameters for more general (analytic) functions. The answer
to this question is surprisingly simple.
Theorem 4.2. Let w be a function with Laplace transform
Lw(s) =
∫ ∞
0
e−sxw(x)dx
that exists for all s ≥ 0. Then
E(w(X)) = piLw(−T )t.
Proof. The Laplace transform is analytic in its domain of convergence,
hence it is analytic in the positive half–plane. The spectrum of −T con-
sists of a finite number of eigenvalues which all have strictly positive
real parts, so we can find a simple closed path that encloses the eigen-
values. It is located within the positive half–plane. Therefore Lw(−T )
can be defined in accordance with Definition 2.1, and it follows that
µw = pi
∫ ∞
0
eTxw(x)dxt = piLw(−T )t.

Theorem 4.3 (sine and cosine transforms). Let X ∼ PHp(pi,T ) with
density f . The sine and cosine transforms for X (or equivalently f),
defined by
fˆc(u) = E(cos(uX)) =
∫ ∞
0
f(x) cos(ux)dx
fˆs(u) = E(sin(uX)) =
∫ ∞
0
f(x) sin(ux)dx
respectively, are given by
fˆc(u) = pi(−T )(u2I + T2)−1t and fˆs(u) = upi(u2I + T2)−1t.
Remark 4.4. Please note that we recover the results of Example 4.1
with u = 1.
Proof. The Laplace transforms of sine and cosine are respectively given
by
Lsin(t) =
t
1 + t2
, and Lcos(t) =
1
1 + t2
.
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Hence
fˆs(u) =
∫ ∞
0
pieTxt sin(ux)dx
=
∫ ∞
0
pieTx/ut
1
u
sin(x)dx
=
1
u
piLsin(−T /u)t
= upi(u2I + T 2)−1t.
The argument regarding fˆc is entirely similar. 
Another important weight function is the fractional power, and is
closely related to the Mellin transform.
Theorem 4.5. Let X ∼ PH(pi,T ). Then the Mellin transform of X,
MX(α) = E(Xα−1) =
∫ ∞
0
sα−1pieT stds,
which exists at least for α > 0, is given by
MX(α) = Γ(α)pi(−T )−αt = Γ(α)pi(−T )−α+1e.
Proof. Consider the Laplace transform
L(α) =
∫ ∞
0
xα−1e−sxdx
with s > 0. This integral is convergent for α > 0 so we conclude that L
is analytic in the half–plane {z ∈ C : Re(z) > 0}. Therefore the result
follows from Theorem 4.2 and the fact that the Laplace transform for
xα is given by Γ(α + 1)/sα+1.

Example 4.6 (Mellin, sine and cosine transforms of a phase–type
distribution). Let X ∼ PH2(pi,T ), where
pi =
(
1 0
)
, T =
( −1 1
0 −2
)
, and t =
(
0
2
)
.
By the Theorem 4.5, the Mellin transform of X is given by
MX(α) = Γ(α)pi(U)
αt,
where U = −T−1. In this case we have that
U =
 1 12
0 1
2

with spectrum sp(U) = {1, 1
2
}.
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Figure 1. A path surrounding the spectrum of U .
Now we calculate Uα for α > 0. For this, we choose a closed simple
path γ which encloses the spectrum of U and for which the function
f(x) = xα, α > 0, is analytic on and inside γ (see Figure 1 for an
example).
Hence by the Cauchy integral formula for the matrix U we get that
Uα =
1
2pii
∮
γ
zα(zI −U)−1dz.
Since
(zI −U)−1 =
z − 1 −12
0 z − 1
2

−1
=

1
z − 1
1
(z − 1)(2z − 1)
0
2
2z − 1
 ,
we have that
Uα =

1
2pii
∮
γ
zα
z − 1dz
1
2pii
∮
γ
zα
(z − 1)(2z − 1)dz
0
1
2pii
∮
γ
2zα
2z − 1dz
 .
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Then, using the residue theorem, we solve the integrals in the matrix
Uα obtaining
1
2pii
∮
γ
zα
z − 1dz = Res
(
zα
z − 1 , z = 1
)
= 1,
1
2pii
∮
γ
zα
(z − 1)(2z − 1)dz = Res
(
zα
(z − 1)(2z − 1) , z = 1
)
+Res
(
zα
(z − 1)(2z − 1) , z =
1
2
)
= 1− 2−α,
1
2pii
∮
γ
2zα
2z − 1dz = Res
(
2zα
2z − 1 , z =
1
2
)
= 2−α,
where Res(h, x = a) refers to the residue of the function h at a. There-
fore
Uα =
(
1 1− 2−α
0 2−α
)
,
and we can finally calculate the Mellin transform for X as
MX(α) = Γ(α)pi(U)
αt
= Γ(α)
(
1 0
)( 1 1− 2−α
0 2−α
)(
0
2
)
= 2(1− 2−α)Γ(α).
Observe that if pi =
(
1
2
1
2
)
then MX(α) = Γ(α). See [8] for a
calculation using power series expansion.
The sine and cosine transforms are readily calculated for the present
case to be
fˆs(u) =
6u
(u2 + 1)(u2 + 4)
fˆc(u) =
2(2− u2)
(u2 + 1)(u2 + 4)
.
A plot of fˆs and fˆc are given in Figure 2. The cosine transform is
negative for some arguments u. It may go from positive to negative
arbitrarily often. In fact, if f would be the Dirac delta function at the
point a, then the cosine transform would be cos(ua), which crosses the
real axis infinitely often. Since we take a sequence of Erlang distri-
butions which converges in law to the degenerate distribution at some
point a, it follows that the cosine and sine transforms may change signs
arbitrarily (though finitely) often.
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Figure 2. Sine (left) and cosine (right) transform of
the phase–type distribution of Example 4.6.

Example 4.7 (Mellin, cosine and sine transforms of an Erlang distri-
bution). Let X ∼ PHn (pi,T ) , where
pi =
(
1 0 · · · 0 ) , T =

−λ λ 0 · · · 0
0 −λ λ · · · 0
0 0 −λ · · · 0
...
...
...
...
...
0 0 0 0 −λ
 ,
and t =
 0...
λ
 .
The density for X is given by x
n−1
Γ(n)
λn exp(−λx), and is known as an
Erlang distribution. It is the convolution of n independent exponential
distributions with the same intensity λ. The Mellin transform for X is
readily obtained by
E(Xα−1) =
∫ ∞
0
xα−1+n−1
Γ(n)
λn exp(−λx)dx
= λ−α+1
Γ(α + n− 1)
Γ(n)
.
The calculation via the phase–type representation is somewhat longer,
but instructive for general purposes. We present the argument in the
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following. To calculate the Mellin transform we need to obtain Uα.
Recall that
Uα =
1
2pii
∮
γ
zα(zI −U)−1dz.
Since
(zI −U)−1 =

λ
zλ−1
λ
λ(zλ−1)2
zλ2
(zλ−1)3 · · · z
n−2λn−1
(zλ−1)n
0 λ
zλ−1
λ
(zλ−1)2 · · · z
n−3λn−2
(zλ−1)n−1
0 0 λ
zλ−1 · · · z
n−4λn−3
(zλ−1)n−2
...
...
...
. . .
...
0 0 0 · · · λ
zλ−1

we get that
Uα =

1
2pii
∮
γ
zαλ
zλ−1dz
1
2pii
∮
γ
zαλ
(zλ−1)2dz · · · 12pii
∮
γ
zα+n−2λn−1
(zλ−1)n dz
0 1
2pii
∮
γ
zαλ
zλ−1dz · · · 12pii
∮
γ
zα+n−3λn−2
(zλ−1)n−1 dz
0 0 · · · 1
2pii
∮
γ
zα+n−4λn−3
(zλ−1)n−2 dz
...
...
. . .
...
0 0 · · · 1
2pii
∮
γ
zαλ
zλ−1dz

.
Now, to simplify the last matrix we will start solving the integral which
is in the diagonal, that is
1
2pii
∮
γ
zαλ
zλ− 1dz = limz→ 1
λ
(
z − λ−1) λzα
(λz − 1)
= lim
z→ 1
λ
zα
= λ−α.
The rest of the integrals can be written like
1
2pii
∮
γ
zα
zj−1λj
(zλ− 1)j+1dz, j = 1, 2, . . . , n− 1.
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Let fj(z) = z
α zj−1λj
(zλ−1)j+1 . Then with
ϕ(z) =
(
z − 1
λ
)j+1
fj(z) =
1
λ
zα+j−1,
we obtain that
Res
(
fj, z =
1
λ
)
=
ϕ(j)( 1
λ
)
j!
=
(α + j − 1) (α + j − 2) · · ·α
j!λα
,
where ϕ(j)(·) denotes the j’th derivative of ϕ.
Finally, we have that
Uα =
1
λα

1 α 1
2
α (α + 1) · · · 1
(n−1)! [α (α + 1) · · · (α + n− 2)]
0 1 α · · · 1
(n−2)! [α (α + 1) · · · (α + n− 3)]
0 0 1 · · · 1
(n−3)! [α (α + 1) · · · (α + n− 4)]
...
...
...
. . .
...
0 0 0 · · · 1

.
Therefore
MX(α) = Γ(α)λ
−(α−1)α(α + 1) · · · (α + n− 2)
(n− 1)!
= λ−α+1
Γ(α + n− 1)
Γ(n)
.
Next we consider the sine and the cosine transforms. Regarding the
sine transform (given in Theorem 4.3), we need to calculate
(u2I + T )−1 = (uI − iT )(uI + iT )
where i2 = −1. Since
uI + iT =

u− λi λi 0 · · · 0
0 u− λi λi · · · 0
0 0 u− λi · · · 0
...
...
...
. . .
...
0 0 0 · · · u− λi

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we have that
(uI + iT )−1 =

1
u−λi
−λi
(u−λi)2
(λi)2
(u−λi)3 · · · (−1)n−1 (λi)
n−1
(u−λi)n
0 1
u−λi
−λi
(u−λi)2 · · · (−1)n−2 (λi)
n−2
(u−λi)n−1
0 0 1
u−λi · · · (−1)n−3 (λi)
n−3
(u−λi)n−2
...
...
...
. . .
...
0 0 0 · · · 1
u−λi

.
Using (uI − iT )−1 = −(−uI + iT )−1 we get that
(uI − iT )−1 =

1
u+λi
λi
(u+λi)2
(λi)2
(u+λi)3
· · · (λi)n−1
(u+λi)n
0 1
u+λi
λi
(u+λi)2
· · · (λi)n−2
(u+λi)n−1
0 0 1
u+λi
· · · (λi)n−3
(u+λi)n−2
...
...
...
. . .
...
0 0 0 · · · 1
u+λi

.
In order to calculate the sine transform we only need the (1, n)’th
element of the matrix A = (uI + T 2)−1, which amounts to
a1n =
n∑
j=1
(−1)j−1 (λi)
j−1
(u− λi)j
(λi)n−j
(u+ λi)n−j+1
= (λi)n−1
n∑
j=1
(−1)j−1 1
(u− λi)j(u+ λi)n−j+1
=
(λi)n−1
(u2 + λ2)n
n∑
j=1
(u− λi)n−j(−u− λi)j−1
=
(λi)n−1
(u2 + λ2)n
(u− λi)n − (−u− λi)n
2u
.
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By the Binomial theorem, we then get that
fˆs(u) = upi(u
2I + T 2)−1t = u · a1nλ
=
[n+12 ]−1∑
j=0
(
n
2j + 1
)
(−1)ju2j+1λ2n−1
(u2 + λ2)n
.
The cosine transform is obtained in a similar way noticing that
fˆc(u) = pi(u
2I + T 2)−1T 2e
and that
T 2e =

0
...
0
−λ2
λ2

so only the elements a1n and a1,n−1 are used in the formula. It is then
not difficult to see that
fˆc(u) =
[n+12 ]−1∑
j=0
(
n
2j + 1
)
(−1)ju2jλ2n
(u2 + λ2)n
−
[n2 ]−1∑
j=0
(
n− 1
2j + 1
)
(−1)ju2jλ2(n−1)
(u2 + λ2)n−1
.

The Mellin transform is often used to derive distributions for pro-
ducts of random variables. Indeed, if X and Y are independent random
variables with Mellin transforms MX(s) and MY (s) respectively, then
the Mellin transform of XY is given by
MXY (α) = MX(α)MY (α).
Theorem 4.8. If X ∼ PH(piX ,TX) and Y ∼ PH(piY ,TY ) are inde-
pendent, then
MXY (α) = Γ(α)
2 (piX ⊗ piY ) (TX ⊗ TY )−α (tX ⊗ tY ) ,
where as usual tX = −TXe and tY = −TY e.
Proof. By independence of the variables X and Y and the relation
(UV )⊗ (MN ) = (U ⊗M )(V ⊗N ) we obtain
MXY (α) = Γ(α)
2 (piX ⊗ piY )
(
(−TX)−α ⊗ (−TY )−α
)
(tX ⊗ tY ) ,
so it is sufficient to prove that
(−TX)−α ⊗ (−TY )−α = (TX ⊗ TY )−α ,
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or equivalently,
UαX ⊗UαY = (UX ⊗UY )α ,
where UX = −T−1X and UY = −T−1Y . Since the real parts of the
eigenvalues of a sub-intensity matrix T are strictly negative, it is clear
that the eigenvalues of U = −T−1 have strictly positive real part.
Hence the sum of the arguments of any two eigenvalues of UX and
UY must be in (−pi, pi), (see Appendix). This ensures that all matrix
logarithms and their sums that appear in the following are principal
logarithms (see [11], p. 270).
Writing
UαX = exp (α log (UX)) , U
α
Y = exp (α log (UY )) ,
where log(·) is the principal logarithm (see Appendix), we have
UαX ⊗UαY = exp (α log (UX))⊗ exp (α log (UY ))
= exp (α (log (UX)⊕ log (UY ))) ,
so we only need to prove that
log (UX)⊕ log (UY ) = log (UX ⊗UY ) .
Since
log (UX)⊗ I = log (UX ⊗ I) ,
and
I ⊗ log (UY ) = log (I ⊗UY ) ,
and since the matrices are commuting, it follows that
log (UX)⊕ log (UY ) = log (UX)⊗ I + I ⊗ log (UY )
= log (UX ⊗ I) + log (I ⊗UY )
= log ((UX ⊗ I) (I ⊗UY ))
= log (UX ⊗UY ) ,
where the next to the last step is obtained from Theorem 6.6. 
We now derive an expression for the representation of the n’th order
moment distribution of a phase–type distribution using the method of
functional calculus. The representation was originally derived in [7].
The proof we present here is constructive the original proof being an
analytical verification ot the claim. The following argument shows the
potential of the functional calculus.
Let X ∼ PHp(pi,T ). Consider the density
fn(x) =
xnpieTxt
µn
,
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of the n’th order moment distribution of X with µn = E(Xn) =
n!pi(−T )−ne being the n’th moment. Let
erk(x;λ) =
λk
(k − 1)!x
k−1e−λx
denote the density of the k’th order Erlang distribution, i.e. the density
of the distribution which is the convolution of k independent exponen-
tial distributions. Then we can write erk(x; s) as
erk(x; s) = (1, 0, · · · , 0) exp


−s s 0 · · · 0
0 −s s · · · 0
...
...
...
...
...
...
...
0 0 0 · · · −s
x


0
0
...
s
 ,
where the dimensions of the vectors and matrix involved are k. Since
z → erk(x; z) is an analytic function in positive half–plane, we then get
fn(x) =
xnpieTxt
µn
=
pi
µn
xneTxt
=
pi
µn
(−T )−n−1n!ern+1(x;−T )t
=
pi
µn
(−T )−n−1(I,0, ...,0)×
exp


T −T · · · 0
0 T · · · 0
...
...
...
...
...
...
0 0 · · · T
x


0
0
...
−T
 t
=
(
piT−n
piT−ne
, 0, · · · , 0
)
exp


T −T · · · 0
0 T · · · 0
...
...
...
...
...
...
0 0 · · · T
x


0
0
...
t
 ,
where the vectors and matrix involved are (n+ 1)p–dimensional (n+ 1
blocks of size p each). The representation is a matrix–exponential one,
which only in special cases is also a phase–type representation (in terms
of a sub–intensity matrix). For phase–type representations in terms of
a sub–intensity matrix, see [7].
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5. Some extensions
By proving Theorem 4.2, we did not make use of the underlying
probabilistic structure of the phase–type distribution, but only the fact
that the density can be written as pi exp(Tx)t and that the eigenvalues
of T have strictly negative real parts. Hence Theorem 4.2 can be proved
for any distribution which have a density on the form
f(x) = αeSs
for some row vector α, column vector s and matrix S such that all
eigenvalues for S have strictly negative real parts. Such distribu-
tions are referred to as matrix–exponential distributions. The class
of matrix–exponential distributions contains the class of phase–type
distributions but is strictly larger.
A non–negative random variable X has a matrix–exponential distri-
bution if and only if it has a rational Laplace transform on the form
L(s) =
p1s
n−1 + p2sn−2 + · · ·+ pn
sn + q1sn−1 + q2sn−2 + · · ·+ qn .
The Companion matrix for the monic polynomial (i.e. one where the
leading coefficient is 1) q(s) = sn + q1s
n−1 + q2sn−2 + · · ·+ qn is defined
by
C(q) =

0 1 0 0 · · · 0
0 0 1 0 · · · 0
0 0 0 1 · · · 0
...
...
...
...
...
...
...
...
0 0 0 0 · · · 1
−qn −qn−1 −qn−2 −qn−3 · · · −q1

and it satisfies that p(s) = det(sI−C(q)), where I denotes the identity
matrix. In [2] it was proved that X has a density on the form
(1) fX(x) = pe
C(q)xen,
where p = (pn, pn−1, ..., p1) and en = (0, 0, ..., 0, 1)′. Here we give a
short proof which makes use of functional calculus in the conclusion.
First we prove that
LX(s) = p(sI −C(q))−1en.
By Crame´rs rule,
(sI −C(q))−1 = adj((sI −C(q))
det(sI −C(q)) ,
FUNCTIONAL CALCULUS AND PHASE-TYPE DISTRIBUTIONS 19
where adj denote the adjoint of the matrix, which is the transpose of
the co–factor matrix K = {kij} defined by
kij = (−1)i+jdet((sI −C(q))−i,−j),
and where (sI−C(q))−i,−j denotes the matrix that results by removing
row i and column j from the corresponding matrix. We now calculate
the n’th column in the adjoint matrix, which is the n’th row of the
co–factor matrix. This co–factor matrix has the form
s −1 · · · 0 0 0 · · · 0
0 s · · · 0 0 0 · · · 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 · · · s 0 0 · · · 0
0 0 · · · 0 −1 0 · · · 0
0 0 · · · 0 s −1 · · · 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 · · · 0 0 0 · · · −1

.
Its determinant is si−1(−1)n−i = si−1(−1)n+i so the (i, n)’th element
of the adjoint is given by
adj(sI −C(q))i,n = (−1)n+isi−1(−1)n+i = si−1.
Then the n’th column of adj(sI − C(q)) is (1, s, ..., sn−1)′. Hence, by
the form of p and en, we conclude that
p(s) = p adj(sI −C(q)) en
so that
LX(s) =
p(s)
q(s)
=
p adj(sI −C(q)) en
det(sI −C(q)) = p(sI −C(q))
−1en.
All singularities for (sI −C(q))−1 (the eigenvalues of C(q)) are poles
for LX(s), so the inverse Laplace transform may be calculated as a
contour integral enclosing the poles. Let γ be closed simple contour
enclosing the poles. Then the density for X is given by the inverse
Laplace transform
fX(x) =
1
2pii
∮
γ
ezxLX(z)dz = p
(
1
2pii
∮
γ
ezx(zI −C(q))−1dz
)
en,
and by Definition 2.1, the integral is simply exp(C(q)x) so
fX(x) = pe
C(q)xen
as was to be proved. This representation is referred to as the canonical
form a matrix–exponential distribution.
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Many results which are valid for phase–type distributions also hold
true for matrix–exponential distributions (see e.g. [2] and [6]). Cer-
tainly all results proved in Section 4 are valid also for matrix–exponential
distribution, and with unaltered proofs.
Example 5.1 (Mellin, sine and cosine transforms of a Matrix–expo-
nential distribution). Consider the distribution with density
f(x) = 2e−x(1− cos(x)).
This is a matrix–exponential distribution which is not of phase–type
since the density fails to be strictly positive everywhere (see [15] for a
characterisation of phase–type distributions). Its Laplace transform is
given by
L(s) =
2
s3 + 3s2 + 4s+ 2
,
and by (1) we may write f on the form f(x) = pieCxe3 with
pi =
(
2 0 0
)
, C =
 0 1 00 0 1
−2 −4 −3
 and e3 =
 00
1
 .
Then
U := −C−1 =
 2 3/2 1/2−1 0 0
0 −1 0

has eigenvalues 1, 1
2
− 1
2
i and 1
2
+ 1
2
i, and the resolvent R(z) = (zI−U)−1
is given by
R(z) =
1
2z3 − 4z2 + 3z − 1
 2z2 3z − 1 z−2z 2z2 − 2z −1
2 4− 2z 2z2 − 4z + 3
 .
Then for any suitable path γ enclosing the eigenvalues and such that
xα is analytic on and inside γ (similar to Figure 1 ),
Uα =
1
2pii
∮
γ
zαR(z)dz.
Since the Mellin transform is given by Γ(α)piUαe3, we see that only
the entrance (3, 3) of the matrix Uα matters. We have that
Uα3,3 =
1
2pii
∮
γ
zα
z
2z3 − 4z2 + 3z − 1dz,
and by means of the residue theorem we finally obtain that
M(α) = 5
(
1− 2−α/2 cos
(pi
4
α
))
Γ(α).
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The sine and cosine transforms for the matrix–exponential distribution
in this case are given by
fˆs(u) =
2u(4− u2)
u6 + u4 + 4u2 + 4
,
fˆc(u) =
2(2− 3u2)
u6 + u4 + 4u2 + 4
.
Example 5.2 (Multivariate phase–type distributions). Consider a Mar-
kovian Arrival Process (MAP) with generator Q = C +D and initial
distribution pi, where C denotes sub–intensity matrix of jump rates
which are not accompanied by arrivals while D contains the jump
rates accompanied by arrivals (see [12, 13]). The MAPs are dense in
the class of point processes on the real axis ([4]) and the joint density
of the first n inter–arrival times X1, ..., Xn is given by
f(x1, ..., xn) = pie
CxDeCx2D · · ·DeCxnDe.
The joint fractional moments may now be calculated as follows. For
simplicity we let n = 2. Then
E (Xα11 X
α2
2 ) =
∫ ∞
0
∫ ∞
0
xα1yα2f(x, y)dxdy
= pi
∫ ∞
0
(∫ ∞
0
xα1eCxdx
)
Dyα2eCydyDe
= pi
(∫ ∞
0
xα1eCxdx
)
D
(∫ ∞
0
yα2eCydy
)
De.
Since all eigenvalues of C have strictly negative real parts (the arrivals
are easily seen to be marginally phase–type distributed) we then get
from Theorem 4.5 that
E (Xα11 X
α2
2 ) = pi(−C)−α1−1D(−C)−α2−1De.
This formula immediately generalises to n dimensions as
E (Xα11 X
α2
2 · · ·Xαnn ) = pi(−C)−α1−1D · · ·D(−C)−αn−1De.
A further generalisation to Rational Arrival processes (see [3]) is im-
mediate, which provides a class of multivariate matrix–exponential dis-
tributions. For both classes of multivariate phase–type or matrix–
exponential distributions, the multivariate Mellin transform is hence
defined and given by
M(α1, ..., αn) = E(Xα1−11 · · ·Xαn−1n )
= pi(−C)−α1D · · ·D(−C)−αnDe.
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Example 5.3 (Infinite dimensional phase–type distributions). Let Z
be a random variable with a distribution {pii}i∈N concentrated on N
and let X ∼ PH(α,T ) be independent of Z. Define Y = ZX. For
j ∈ N, jX ∼ PH(α,T /j) and the mean of Xj is of course j times the
mean of X. This means that by realising Y we essentially obtain a tail
which is dictated by {pii} and a main body of the distribution given by
the phase–type distribution. For details on the asymptotic behavior
we refer to [8]. It is clear that the density of Y can be written on the
form
fY (y) =
∞∑
i=1
piiαe
T /iy t
i
.
In [8] it was further shown that fY (y) may be seen as an infinite di-
mensional phase–type distribution
fY (y) = (pi ⊗α)eSys,
where pi = (pi1, pi2, · · · ), S is the block diagonal matrix with the i’th
block being T /i and s = −Se, and where e is an infinite dimensional
column vector of ones. The Mellin transform of Y = ZX is given by
MY (θ) = MZ(θ)MX(θ)
=
( ∞∑
i=1
piii
θ−1
)∫ ∞
0
xθ−1αeTxtdx
=
( ∞∑
i=1
piii
θ−1
)
α(−T )−θt.
For example if {pii} is the Riemann–Zeta distribution (also called the
discrete Pareto distribution) given by
pii =
i−β
ζ(β)
for some β > 0, then the Mellin transform of Y exists only for argu-
ments θ < β. This was of course to be expected due to the heavy tailed
character of the Riemann–Zeta distribution. 
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6. Appendix
Definition 6.1. Let F be a field, such as R or C. For any matrix
A = (aij) ∈ Fn×m and B ∈ Fp×q, their Kronecker product, denoted as
A⊗B, is defined by
A⊗B = (aijB)
=

a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
...
...
am1B am2B · · · amnB
 ∈ F(mp)×(nq).
Some basic properties of Kronecker product are as follows
Im×m ⊗A = diag (A,A, . . . ,A) .
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If pi = (a1, a2, . . . , am) and t = (t1, t2, . . . , tn), then
piT t = pi ⊗ t.
The next two theorems establish important commutative properties
of the Kronecker product.
Theorem 6.2. Let A ∈ Fm×n and Fp×q then
A⊗B = (A⊗ Ip×p) (Im×m ⊗B) = (Im×m ⊗B) (A⊗ Iq×q) .
This means that Im×m ⊗B and A⊗ In×n are commutative for square
matrices A and B.
Theorem 6.3. Let A ∈ Fm×m. If f(z) is analytic function and f(A)
exists, then
f (In×n ⊗A) = In×n ⊗ f (A) ,
f (A⊗ In×n) = f (A)⊗ In×n.
Definition 6.4. The Kronecker sum of A ∈ Fm×m and B ∈ Fn×n,
denoted as A⊕B, is defined by
A⊕B = A⊗ In×n + Im×m ⊗B.
Theorem 6.5. Let A ∈ Fm×m, and B ∈ Fn×n. Then
exp (A⊕B) = exp (A)⊗ exp (B) .
For any two matrices A and B which commute it is known that
for eigenvalue λ for A there is an eigenvalue µ for B such that λ + µ
is an eigenvalue for A + B (see [11]). The eigenvalue µ is called the
eigenvalue corresponding to λ.
The principal logarithm of a matrix A, X = log(A), is defined as
the unique matrixX for which exp(X) = A and −pi < Im(λ(X)) < pi.
Theorem 6.6. Let A,B ∈ Cn×n commute and have no eigenvalues in
R−. If the eigenvalues λi of A and the corresponding eigenvalue µi of
B satisfies that
|arg λi + arg µi| < pi,
then
log (AB) = log (A) + log (B) .
Proof. Since A and B commute then log(A) and log(B) are also com-
mutative, and
exp(log(A) + log(B)) = exp(logA) exp(logB) = AB,
so log(A) + log(B) is some logarithm of AB. Since
Im (log(λj) + log(µj)) = arg λi + arg µi ∈ (−pi, pi) ,
then log(A) + log(B) is the principal logarithm of AB. 
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For further details on Kronecker products and sums we refer to [9]
or [17].
