The majority of pixel-level hyperspectral change detection algorithms have risen out of probabilistic models developed for the data. These algorithms typically operate in two stages. In the first stage, the illumination differences and other changes due to atmospheric and environmental conditions between the two scenes are removed. In the second stage, a hypothesis test is performed on the difference between these normalized pixels. These particular change detection methods often suffer due to local variability within the data. As an alternative to these statistical-based change detection algorithms, this paper examines the use of a parametric physical model towards change detection. For a single hyperspectral data set, the number of unknown parameters in the model is greater than the number of measurements. However, if a second data set exists and the underlying material reflectance of each pixel is assumed to remain constant between the two, one can develop a problem for which the number of measurements is greater than the number of unknowns allowing for application of standard constrained optimization methods for parameter estimation. Assuming the validity of the physical model used, any residual error remaining after obtaining the optimal parameter estimates must result from noise or a violation of the reflectance assumption made, i.e., a change in material reflectance from time-1 to time-2. Accordingly, the fit error for each pixel is an indicator of reflectance change. Additionally, the proposed framework allows for incorporating spatial information at some later point. This paper provides a preliminary look at the proposed change detection method and associated challenges.
INTRODUCTION
From a philosophical standpoint, change in a scene is subject to interpretation. For instance, if an individual glances outside of his office window at a field with some trees at mid-day and again before he leaves towards the end of the day, the individual may argue the field has not changed much over that span of time. However, if a camera makes the same observations at mid-day and late afternoon, there would be significant change between the collected images because the tree shadows appear in different positions. What the camera lacks is the ability to interpret the nature of the change in the scene as it simply deals with digital numbers representing intensity reflected from the materials in the scene. More advanced digital image change detection algorithms try to incorporate this interpretation of change by attempting to remove the changes that are not of interest (e.g., illumination/atmosphere) and isolating changes of interest (e.g., the presence of new objects in the scene). In remote sensing, changes of interest typically correspond to changes in the reflectance ρ of the material in the observed pixels. Changes in material reflectance can signify important changes in the health of vegetation, the environment and ecosystems.
1 Additionally, reflectance differences imply the insertion or deletion of objects within a scene. Consequently, the problem of change detection corresponds to a simple hypothesis test given by,
(1)
where H 0 is the null hypothesis of no reflectance change, H 1 is the alternative hypothesis of a change occurring, ρ (1) is the reflectance associated with a single-pixel measurement taken at some time-1, and ρ (2) is the reflectance associated with the measurement at time-2. Unfortunately, the reflectance itself is not directly measured which complicates the problem. For simple gray-scale intensity images, reflectance information is limited to that of broadband reflectance. Hyperspectral images provide much more detailed spectral information from a scene thus making it more useful for the problem of change detection.
Factors such as shadow and illumination differences, atmospheric and weather changes, parallax error, and image misregistration complicate the problem of identifying reflectance changes between scenes. 2 In the simplest case of comparing two digital images, one might expect that simple pixel subtraction might correctly identify changes. However, the aforementioned problems of shadow and illumination differences caused by varying solar position and atmospheric conditions can lead to a number of falsely identified changes. Traditional hyperspectral change detection methods improve upon simple subtraction approaches by employing estimation techniques to normalize illumination differences prior to pixel subtraction. [2] [3] [4] A subsequent hypothesis test is applied to pixel differences to identify changes. The normalization techniques are often covariance based to make use of the spectral correlations between the data. Specifically, one common prediction method known as chronochrome utilizes a linear minimum mean-squared error estimate (MMSE) as it utilizes the cross-covariance between the two scenes along with the reference scene covariance.
5 Another normalization method known as covariance equalization 3 essentially transforms one image to have the same mean and covariance as the other. However, due to local shadow differences and non-stationarity of the mean and covariance across the scene, the illumination normalization techniques often suffer. Clustering techniques have been utilized to improve the normalization results but even these approaches suffer in the presence of complex local illumination changes. 6 Additionally, these normalization methods do not entirely account for the problems of misregistration and parallax error.
An entirely different approach to change detection discussed here is developed directly from a physical model describing the illumination collected by the imaging sensor. The illumination or "radiance" reaching each pixel of the imaging sensor is described by a number of physical parameters which are typically unknown. A hyperspectral imaging sensor creates a data cube with M spatial pixels and K spectral bands. Consequently, for each image cube collected there exists MK measurements. Unfortunately, the number of unknown parameters associated with the physical model for a given data cube is greater than MK. However, if two separate data cubes are collected over the same spatial region and the cubes are registered to subpixel levels, two spectral measurement vectors exist for each spatial pixel. Consequently, the total number of measurements rises to 2MK. Reformulating the physical data model using a lower dimensional subspace approximation and assuming the reflectance for corresponding pixels remains the same, i.e. the null hypothesis H 0 given in (1) , results in a model for which the number of unknown parameters is less than the number of measurements. Consequently, one can employ an optimization algorithm with specified cost function to obtain optimal estimates of the unknown physical parameters. Assuming the lower dimensional subspace model adequately describes the data, any residual error results from a violation of the reflectance assumption for noiseless data. A violation of this assumption signifies a change in reflectance or similarly a change of interest denoted by H 1 . One can then apply a statistical hypothesis test to the residual error associated with each pixel to determine if a change has occurred. Theoretically, the proposed method should provide improvement for cases with difficult illumination and shadow differences. Additionally, the proposed cost function can easily be extended to incorporate spatial information for assisting with problems of misregistration and parallax.
The physical model and subsequent subspace model describing the sensor-reaching-radiance are described in Section 2. Application of the model for change detection using optimization is described in Section 3 along with the associated cost function and constraints. Some simulations are provided in Section 4 using MODTRAN to assess the validity of the method. While the proposed approach does demonstrate promise, some additional work is required to improve model parameter identification. These challenges are discussed in Section 4 as well. Finally, Section 5 describes future work directions to further develop the proposed method.
PHYSICAL MODEL
In order to apply the proposed optimization approach, one must develop a physical model for the data. The illumination, or more specifically spectral radiance L, collected at the hyperspectral sensor aperture is directly related to the reflectance of the materials within the scene. The radiance is collected by the sensor and focused onto an array of detectors or pixels. Consequently, the measured signal produced by each pixel is directly related to spectral radiance collected by the sensor that has been reflected by a specific spatial region in the scene. Unfortunately, other interference terms exist that contribute to the measured signal. of two terms, direct solar radiance L d and integrated diffuse solar radiance L s . This reflected illumination must then travel through the atmosphere which has transmission given by τ . Additionally, illumination is scattered into the sensor's field of view by the atmosphere itself giving rise to a path radiance term L p . Consequently, the signal reaching the detector is comprised of three components described by,
This model is often simplified by combining the transmission, direct radiance, and diffuse radiance terms into a single gain term. 8 Many of the traditional change detection methods assume this affine relationship between reflectance and measured signal, accounting for the use of linear predictors for illumination normalization.
Model with Shadow Coefficients
The model developed above adequately describes the signal reaching the sensor for a material (pixel) fully illuminated by uniform direct and diffuse downwelling radiance without any obstructions caused by nearby objects. However, rarely does one encounter this ideal situation as the incident illumination varies from pixel to pixel. Consequently, a more complete model describing the signal incorporates spatially varying terms to account for varying degrees of illumination. This variability is incorporated here using scalar shadow coefficients. Let α represent the fraction of direct solar illumination and β the fraction of diffuse illumination, both relative to a pixel in the open. By replacing L d with αL d , one can assume L d to be spatially constant and α can be anticipated to lie between 0 (full shadow) and 1 (fully illuminated). Similarly, one can replace L s with βL s to account for situations in which a nearby object blocks a portion of the sky for the observed pixel. While L s could be assumed to be spatially varying due to reflectance off nearby objects, for now it is assumed spatially constant as well. With these substitutions, one can define the spatially varying signal as,
where m = 1 . . . M represents spatial location with M being the total number of spatial pixels. The significance of this model resides in the spatial and spectral dependencies of the parameters. While material reflectance varies both spectrally and spatially, the illumination and transmission parameters vary only spectrally and the shadow coefficient terms vary only spatially. Using this knowledge, one might anticipate the ability to effectively estimate the model parameters given enough spatial measurements along with some other simplifying assumptions.
For hyperspectral data, the wavelength information is sampled discretely, i.e., λ → λ k for k = 1 . . . K where K is the number of spectral bands. Rewriting the measurement model using discrete notation results in,
where an additive noise term n[m, λ k ] has been incorporated to account for system noise. At this point, independent and identically distributed (iid) Gaussian noise is assumed. Further development of the noise model is omitted at this point as more attention is devoted to the non-random portion of the model. This data model provides a relatively complete description of the system excluding further sensor characteristics such as pixel quantum efficiency and dark current offset. While future development must include these and other parameters as well, at this point the sensor characteristics are ignored for simplicity of discussion for the proposed method.
Subspace Model
The problem of change detection corresponds directly with that of parameter estimation. If one knows the illumination parameters and shadow coefficients with confidence at any given time, one can directly compute material reflectance for any given pixel and perform a direct comparison to determine if the reflectance has changed. However, for a single hyperspectral pixel measurement, K unknown parameters exist for the reflectance term, K for the transmission-direct radiance product, transmission-diffuse radiance product, and path radiance terms each, and 1 for each of the shadow coefficients resulting in a total of 4K +2 unknown parameters for a single measurement pixel measurement with K spectral components. Consequently, the estimation problem is ill-posed. However, Chandra and Healey demonstrate using a simpler signal model that the illumination terms can be effectively represented using a linear subspace approximation. 8 Since our model is slightly different, the procedure is outlined here to make the differences explicit. Using the atmospheric modeling tool MODTRAN, the atmospheric terms (τ L d , τL s , L p ) can be simulated for various atmospheric, solar, and sensor conditions.
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By generating thousands of possible atmospheric vectors, an approximation of the corresponding subspace is developed. The dimensionality and basis vectors of the subspace are found using singular value decomposition (SVD) analysis. Additionally, the SVD is performed in such a way to ensure the separate atmospheric terms vary in a physically consistent way as the terms are not independent. The atmospheric and illumination terms all affect one another. Consequently, the SVD is performed on the simulations after they have been concatenated in the spectral dimension resulting in basis vectors of length 3K. These basis vectors are then decomposed accordingly for use with the corresponding illumination/atmospheric terms. While the decomposed vectors may no longer be linearly independent, they are still referred to as "basis vectors" for the work done here and are assumed to span their respective subspaces. Using this approach, the illumination/atmosphere is chosen to reside in some subspace of dimension I where I K. In this subspace representation, the measurement vector is approximated using,
where
with basis vectors d i , s i , and p i for i = 1, . . . , I and basis coefficients i . Note the basis vectors are developed in a physically constrained way to ensure the basis coefficients for all three terms remain the same. This constraint is applied as the separate illumination terms are physically dependent on one another and should not be allowed to vary without regard to the other terms. The dimensionality I of the subspace is currently estimated using a similar subspace approximation error analysis performed in Chandra's work in which the details can be found.
8 Figure 2 displays the subspace approximation error as defined in Chandra's work for our modified formulation as a function of number of basis vectors used. From this error analysis, one can choose I to meet a specific approximation error threshold. In future work, change detection performance on simulated data as a function of I will provide an alternative for dimensionality estimation. Under the developed subspace formulation, the number of unknown parameters for a single pixel spectral measurement reduces to I+K+2 which is still greater than the number of measurements K making parameter estimation ill-posed. One possible simplification is to enable estimation of reflectance using an additional subspace approximation (as done in Chandra's work 8 ) to reduce the number of unknowns to less than K. However, a different approach is taken here which is well suited for change detection.
OPTIMIZATION FOR CHANGE DETECTION
While the number of unknowns for the subspace model still remains greater than the number of known measurements, this subspace approximation allows for the development of the change detection approach. In typical change detection, a time-1 hyperspectral data cube exists for some spatial expanse of land. At a later time, a subsequent time-2 collection occurs for which the operator would like to compare with the initial measurement to assess changes. The measurement models for the two data sets are described by,
where the superscript designation (t) for t = 1, 2 is used to denote time-1 or time-2 parameters. With no further assumptions, the number of unknown parameters associated with both measurements remains 2K+2I+4 whereas the number of known measurements is only 2K. Consequently, an undetermined estimation problem still remains. However, under the null hypothesis given in (1), one assumes the reflectance does not change between time-1 and time-2, i.e., ρ (1) 
and the number of unknown parameters reduces to K +2I +4. Since I K, the problem becomes overdetermined. Consequently, the problem of change detection can be viewed as a nonlinear estimation problem associated with data fitting based on the null hypothesis. Assuming the validity of the physical model, any residual error after optimization results from noise or a violation of the hypothesis, i.e., a change occurring. With a sensor noise model in place, one can develop a generalized likelihood ratio test (GLRT) to apply to the residual error to decide when a change has occurred. A large suite of nonlinear optimization methods exist in the literature that one can potentially apply towards the estimation problem.
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Ideally, under this formulation one would like to estimate all the true parameters of the model. However, the ultimate goal of the work is detecting change. We mention this as there may exist cases in which a measurement may be adequately modeled by more than one set of parameters, i.e., the optimal parameters may not be unique.
However, we argue that certain model assumptions still allow for change detection with these ambiguities. These arguments are made explicit with the simulations performed.
Cost Function and Constraints
Under the optimization formulation for change detection, the optimization variables are the unknown model parameters. A squared-error cost function is used due to the iid assumption made for the system noise term. The unknown parameter vector for the problem is given by,
From here, the sum squared-error cost function is defined as,
is the estimated measurement vector based upon the parameter estimates and f m (x) is the error for pixel m. A weighted sum-squared error term can be applied for cases in which the noise is not iid. As mentioned previously, the atmospheric basis coefficients (1) , (2) would be required to remain the same for all pixels associated with time-1 or time-2 as these terms are not spatially varying. However, ρ, α, and β can vary between pixels. Consequently, the optimization associated with the entire data set has 2KM known measurements and KM + 2I + 4M unknowns. Additionally, one can use a percent error metric defined by,
as a method for comparing the relative error associated with the estimates.
The possible estimates of the unknown parameters in x are limited to a specific subset of real values. Physically, reflectance of a material cannot be greater than 1 or less than 0. Similarly, transmission of a material is bounded in the same way. Radiance values are lower bounded by 0 because negative values are physically impossible.
These constraints are summarized by,
Under this formulation, the optimal data parameters are found via,
where X ⊆ R KM+2I+4M is the subset of real vectors satisfying the defined constraint set.
Optimization Algorithm
In theory, one can optimize over the entire parameter set in a single optimization routine. However, implementation may present a challenge due to the enormous number of unknown parameters (degrees of freedom) and nonlinearity of the problem. For example, a relatively small hyperspectral data cube can be of spatial size M = 40, 000 pixels with K = 100 spectral bands. This size results in 4,000,000 measurements for a given cube. The total optimization problem would possess 8,000,000 measurements with 4,160,030 unknown parameters assuming I = 15. Obviously, this optimization task is quite large. Optimizing for estimation of all the unknown variables within one optimization routine may prove an intractable task as it would require massive computing resources. Additionally, the complexity of the cost function may present convergence problems if relatively good initial estimates are not available. Consequently, other methods are examined for estimation of the full set of data model parameters. One approach being considered is an "alternating optimization" (AO) method. 13 Essentially, this approach operates by treating a certain number of unknown parameters as known constants while estimating the other unknown parameters. After these parameters are estimated, they are treated as known and the other parameters are estimated. This alternating technique can continue for a desired number of iterations or until some convergence criteria are met. For this data model, if an initial estimate of the reflectance vector exists, one can hold that constant and estimate the other illumination, transmission, and shadow terms. Upon obtaining the estimate of these terms, one can hold them constant and re-estimate the reflectance vector. One advantage of this approach is visible from the model given in (6) . If the basis and shadow coefficients are held constant, the model is linear with respect to the unknown reflectance term. This fact allows us to optimize over each pixel individually for reflectance using a simple constrained quadratic program which typically requires fewer computations and less time to run. Essentially, the idea behind AO is to decompose the problem by optimizing over a limited number of dimensions of the cost function at once. One can imagine moving in certain dimensions of the cost function until a local minimum is obtained then moving in other dimensions until another minimum is obtained. This formulation is applied under the assumption that convergence to the global minimum (assuming existence) of the cost function can be reached in this alternating fashion.
The original estimation task is a nonlinear optimization problem with both linear inequality and boundary constraints. One could implement the AO method using two separate optimization problems: 1) estimation of the reflectance vectors ρ and 2) estimation of the basis and shadow coefficients , α and β. With the basis and shadow coefficients treated as known, (7) and (8) can be rewritten as (2) where the diagonal matrix D (t) [m] contains the direct and diffuse illumination terms and the shadow coefficients and b (t) contains the path radiance term for t = 1, 2 . Under this formulation, the linearity of the problem is obvious. The sum squared-error metric for this step simplifies to,
Since the optimization variable is ρ[m], the problem is decoupled for each pixel. This allows for pixel by pixel optimization which greatly increases algorithm speed. Additionally, the cost function for each pixel takes the form of a typical quadratic program given by,
where constants not dependent on ρ[m] are ignored. Standard quadratic programming algorithms exist in the literature. One such method utilizes a trust-region approach as described in Coleman's work. 14 For the second step of the AO approach, the reflectance vectors are treated as known and optimization occurs with respect to the basis and shadow coefficients. From (7) and (8), one observes that even with the reflectance vectors known, estimation of the basis and shadow coefficients is still a nonlinear optimization problem. For this estimation, an "active-set"method utilizing sequential quadratic programming methods is used which essentially tries to model the problem as a quadratic program at each step of the iteration using gradient and Hessian information. This optimization algorithm can be computationally demanding for larger data sets due to the required estimation of the Hessian matrix at each iteration using a small perturbation method. Further information on sequential quadratic programming methods is available in the literature. 12, 15, 16 Due to the complexity of this optimization step, one can further extend the AO approach into three separate optimization problems: 1) estimation of the basis coefficients 2) estimation of the shadow coefficients, and 3) estimation of the reflectance vectors, all of which are quadratic programs which can be solved via the methods discussed. However, decomposition of the problem into 3 subproblems may result in a suboptimal solution. Further work is required in examining the validity of this alternating approach.
SIMULATIONS
The full optimization problem is highly nonlinear and one cannot anticipate a convex cost function. Local minima most likely exist which may complicate the change detection approach. Additionally, the cost function may possess long flat valleys in which ambiguity exists for the optimal parameters. Accordingly, one important question to ask is if the shadow and basis coefficients can be effectively manipulated to compensate for a change in reflectance, i.e., still accurately represent the true measurements even when a reflectance change has occurred. If so, change detection using this optimization approach is infeasible. Some ambiguity analysis has been done to this point by examining the eigenvalues of the Hessian matrix of the cost function for simple parameter estimation cases in which no change exists. Additionally, a simple scalar gain ambiguity associated with the data model is demonstrated. However, one must assess whether more complex changes in reflectance can be described by the model thereby making them difficult to detect. A couple of simulated examples are performed to assess this problem.
Simulations are developed using MODTRAN in conjunction with material reflectance spectra obtained from the ASTER spectral database. 17 The wavelength range is 400−1000nm sampled uniformly with K = 125 and the subspace dimensionality is I = 15. MODTRAN is used to develop the illumination and transmission terms in the data model for both time-1 and time-2 where a change in solar position has been simulated to introduce an undesired change in the illumination terms of the data model. MODTRAN is then used to generate illumination and transmission terms different than the true terms which are then used to generate an initial estimate of the basis coefficients via projection onto the subspace. Shadow coefficients for the simulations are generated randomly and are initialized by rounding the true coefficients to the nearest integer (i.e., either 0 or 1). The three step AO method described above is utilized to obtain parameter estimates. To begin, a case is examined in which reflectance change has occurred for a given pixel. We first demonstrate that if the data set is only one pixel (M = 1), i.e. the change pixel, the model parameters can be adjusted to significantly compensate for the error and consequently the change is not readily identified. Afterward, we demonstrate how the existence of multiple pixels (M = 100) improves the change detection capability due to constraints imposed by model assumptions discussed earlier, most importantly the space-invariance of the atmospheric transmission, illumination, and path radiance terms.
Parameter Ambiguity
One important limitation of the approach is evident by simple inspection of the data models given by (7) and (8) . A scalar ambiguity is demonstrated by applying the same arbitrary gain term a[m] to both time measurements as,
The ambiguous gain term applies for each pixel in the scene. Consequently, a change taking the form of a scalar gain in reflectance cannot be discerned under this formulation. Physically, this difficulty makes sense because a change of this type simply resembles a scalar change in illumination level. The inclusion of additional information from spatially neighboring pixels will be necessary to identify changes of this type.
Change Detection for Single Pixel Data Set
The scalar gain ambiguity analysis does not answer the more important question of whether other more complex changes in reflectance can be effectively modeled by the basis and shadow coefficients thereby making them difficult or impossible to detect. To that end, simple single and multiple pixel cases are examined. For the single pixel case (M = 1), the two measurement signals L (1) and L (2) are simulated using MODTRAN illumination and transmission parameters in conjunction with a laboratory reflectance spectrum. A change is simulated by using a different reflectance spectrum (ρ (1) = ρ (2) ) for L (1) than L (2) . Figure 3 (a) displays the reflectance vectors used to create the two measurements. The important question is how well can the model account for this change in reflectance. Figure 3(b) displays the actual signals and the estimated signals resulting after obtaining the parameter estimates via the AO method. At first glance, the estimated measurements are very accurate even when the reflectance has changed where the residual error percentage as given in (11) sum of the squares of the true signals, that is, the estimates are indistinguishable from the true measurements in Figure 3 (b). Although this error appears small in relation to the signal magnitudes, one should note that the residual error percentage for the parameter estimates in the case where the same reflectance (ρ = ρ (1) ) is used is only e 1 (x * ) = 1.76e −4 %. Consequently, the error is relatively high when a change has occurred. However, in the presence of noise and more complicated scenery, a larger error term is desirable when change has occurred.
Change Detection for Multiple Pixel Data Set
For the single pixel case examined, the basis coefficients can vary in any fashion to model the change occurring. However, one important assumption made in the development of this change detection scheme is that the basis coefficients (t) i are constant for all pixels in the scene at a given time t. Consequently, the use of more than one pixel will further enhance parameter estimates by providing additional information. Additionally, the shadow coefficients α (t) and β (t) can only vary spatially not spectrally. The combination of these two constraints should help eliminate the ability to manipulate the parameters to model change. This concept is tested here by inserting the same artificial change into a larger simulated data set. For testing, the number of pixels is increased to M = 100 and the reflectance spectra used for the other pixels are randomly drawn from the group of 8 spectra displayed in Figure 4 (a). The simulated change is inserted for pixel m = 20. Consequently, only 1% of the pixels are change targets, which acts as a realistic case in real-world applications. The three-step AO approach discussed earlier is used. Figure 4 (b) displays the actual and estimated measurements for a non-change pixel to demonstrate the accuracy of the estimates. For comparison, Figure 5 (a) displays the estimated signals associated with the change pixel. In this case, the estimation error is much greater than that displayed in Figure 3(b) . However, one must verify that the error associated with the other pixels is much lower thereby enabling identification of the change pixel by residual error. Figure 5 (b) displays the residual error percentage of each pixel e m (x * ) after optimization. In comparison with the non-change pixels, the residual error for the change pixel remains quite large making it easily distinguishable. While this is only a single example, it does provide a proof of concept with which to move forward on.
CONCLUSION AND FUTURE WORK
We have proposed a new framework for the hyperspectral change detection problem. Typical change detection methods rely upon covariance-based illumination normalization methods followed by hypothesis testing on the difference image. These approaches struggle with local illumination differences, misregistration, and parallax error. We have demonstrated the ability to formulate the change detection problem as one of data fitting based upon a physical model describing the data. The majority of the work done thus far has involved developing the model and testing simple cases to demonstrate viability. The work performed to date acts as a good initial step towards formulating the proposed algorithm and demonstrating its viability. However, a good amount of work still remains in terms of testing on further simulated and realistic data sets. Questions about how to perform initialization and optimization effectively are yet to be answered.
Additionally, the framework provided to this point only accounts for the nuisance changes cause by local illumination differences such as shadows. Some thought is given to incorporating spatial information into the method to improve performance and address misregistration and parallax issues. As it stands, the method has no formal mechanism for handling cases of misregistration and parallax error which were discussed earlier as important problems. However, the advantage of the proposed method is the ability to manipulate the cost function to try and achieve different results. After verifying the proposed change detection method for simulated cases without misregistration or parallax, we shall look at various mechanisms for incorporating spatial information to improve performance for cases when those errors do exist. Additionally, the incorporation of spatial information should improve estimation performance as well. From an intuitive sense, pixels neighboring each other have a greater likelihood of having similar reflectance characteristics because the pixels are more likely to be comprised of the same materials. Similarly, shadow pixels are often neighbored by other shadow pixels. We propose to apply concepts from Markov random field (MRF) theory to introduce spatial information into the cost function to improve both estimation and detection performance. These methods typically utilize some potential func-tion which compares a measurement with neighboring measurements to assess the likelihood of a particular state.
Additionally, some work exists on expanding the model to account for the effects of the sensor itself. Pixel gain, quantum efficiency, dark current and noise parameters must all be accounted for when moving the model towards application to real-world uncalibrated data. The addition of these parameters in the model will correspondingly add to the number of parameters to estimate. The structure of the optimization may change from this as well. Overall, a good amount of work remains to be done for the proposed approach. However, the initial results suggest the method could provide improvement for complicated change detection problems.
