Rochester Institute of Technology

RIT Scholar Works
Theses
4-2022

Deep Feature Learning and Adaptation for Computer Vision
Abu Md Niamul Taufique
at7133@rit.edu

Follow this and additional works at: https://scholarworks.rit.edu/theses

Recommended Citation
Taufique, Abu Md Niamul, "Deep Feature Learning and Adaptation for Computer Vision" (2022). Thesis.
Rochester Institute of Technology. Accessed from

This Dissertation is brought to you for free and open access by RIT Scholar Works. It has been accepted for
inclusion in Theses by an authorized administrator of RIT Scholar Works. For more information, please contact
ritscholarworks@rit.edu.

Deep Feature Learning and Adaptation for Computer Vision
by

Abu Md Niamul Taufique

B.S. in Electrical and Electronic Engineering,
Khulna University of Engineering & Technology, 2014
M.S. in Physics,
North Dakota State University, 2017

A dissertation submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
in Imaging Science

Chester F. Carlson Center for
Imaging Science

Rochester Institute of Technology
Rochester, New York
April, 2022

Signature of the Author

Certified by
Ph.D. Program Director

Date

Deep Feature Learning and Adaptation for Computer Vision
by
Abu Md Niamul Taufique

Committee Approval:
We, the undersigned committee members, certify that we have advised and/or supervised the candidate on the work described in
this dissertation. We further certify that we have reviewed the dissertation manuscript and approve it in partial fulfillment of the
requirements of the degree of Doctor of Philosophy in Imaging Science.

Dr. Andreas Savakis
Dissertation Advisor

Date

Dr. Carl Salvaggio
Dissertation Committee Member

Date

Dr. Emmett Ientilucci
Dissertation Committee Member

Date

Dr. Alexander C. Loui
Dissertation Committee Member

Date

Dr. Katie McConky
Dissertation Defense Chairperson

Date

Certified by:

Dr. David Messinger
Ph.D. Program Director, Imaging Science

Date

ii

iii

©[2022] [Abu Md Niamul Taufique]
All rights reserved.

Deep Feature Learning and Adaptation for Computer Vision
by
Abu Md Niamul Taufique
Submitted to the
Chester F. Carlson Center for Imaging Science
Ph.D. Program in Imaging Science
in partial fulfillment of the requirements for the
Doctor of Philosophy Degree
at the Rochester Institute of Technology

Abstract
We are living in times when a revolution of deep learning is taking place. In general, deep learning models
have a backbone that extracts features from the input data followed by task-specific layers, e.g. for classification. This dissertation proposes various deep feature extraction and adaptation methods to improve
task-specific learning, such as visual re-identification, tracking, and domain adaptation. The vehicle reidentification (VRID) task requires identifying a given vehicle among a set of vehicles under variations in
viewpoint, illumination, partial occlusion, and background clutter. We propose a novel local graph aggregation module for feature extraction to improve VRID performance. We also utilize a class-balanced loss
to compensate for the unbalanced class distribution in the training dataset. Overall, our framework achieves
state-of-the-art (SOTA) performance in multiple VRID benchmarks. We further extend our VRID method
for visual object tracking under occlusion conditions. We motivate visual object tracking from aerial platforms by conducting a benchmarking of tracking methods on aerial datasets. Our study reveals that the
current techniques have limited capabilities to re-identify objects when fully occluded or out of view. The
Siamese network based trackers perform well compared to others in overall tracking performance. We utilize
our VRID work in visual object tracking and propose Siam-ReID, a novel tracking method using a Siamese
network and VRID technique. In another approach, we propose SiamGauss, a novel Siamese network with
a Gaussian Head for improved confuser suppression and real time performance. Our approach achieves
SOTA performance on aerial visual object tracking datasets. A related area of research is developing deep
learning based domain adaptation techniques. We propose continual unsupervised domain adaptation, a
novel paradigm for domain adaptation in data constrained environments. We show that existing works fail
to generalize when the target domain data are acquired in small batches. We propose to use a buffer to
store samples that are previously seen by the network and a novel loss function to improve the performance
of continual domain adaptation. We further extend our continual unsupervised domain adaptation research
for gradually varying domains. Our method outperforms several SOTA methods even though they have the
entire domain data available during adaptation.
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Chapter 1

Introduction
With the advancement of technology, the processing power of computers continues to increase significantly,
while the size of computing devices gets smaller. Regardless of the improvement in processing power of
computers, making the computers able to see and make decisions like a human being, i.e., computer vision,
remains a very challenging problem. Challenges such as changes in illumination and scale, partial occlusion,
rotation, translation, noise and context make computer vision an active research area.
Traditional computer vision techniques involve hand-crafted feature extraction that can deal with the aforementioned challenges. In general, these techniques involve feature extraction from the image, e.g. keypoints [9, 9, 206, 261]. Features from several key points form a representation, such as bag-of-words or
a dictionary of features for all object classes. These features are then compared during the testing time
to identify the class of an image. Generally, a human is involved in this process who selects the crucial
features for a particular category, which is challenging in the presence of multiple classes and complexity
increases when the number of classes increases [235]. Another approach is extracting a global feature set
from images and using these features for training traditional machine learning algorithms [235]. However,
these approaches require extensive manual tuning of parameters and require expert knowledge on which
features to select to discriminate among a set of similar-looking classes. Recently, significant innovation in
computer vision is made using deep learning techniques, a category of machine learning that can learn parametric models from data in an end-to-end manner. Even though early works based on neural networks were
conducted in mid 20th century and the fundamental structure of convolutional networks were introduced
by Yann LeCun et al. [160] with LeNet, the revolution of deep learning for computer vision started with
the quantum jump in performance on the ImageNet visual recognition challenge [59] by Alex Krizhevsky
et al. [149] with AlexNet. This development revolutionized the research fields and industries in computer
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2

vision, data science, computational biology, physics, chemistry, and several other subfields in science.
This dissertation focuses on three closely related aspects of computer vision that involve learning adaptation and generalization: vehicle re-identification, visual object tracking, and domain adaptation. Vehicle re-identification is a popular computer vision task that requires identifying a vehicle among a set of
vehicles with changes in illumination, pose, partial occlusion, scale, and so on [193, 196, 326]. Vehicle
re-identification has applications in surveillance [196], traffic monitoring [355], smart cities [189], and visual object tracking [302]. These applications motivated many deep learning based vehicle re-identification
techniques [44, 133, 150, 198, 355, 383].
Visual object tracking is a fundamental computer vision task where the goal is to localize the tracked object
of interest in a video sequence [166,322]. Visual object tracking has applications in video surveillance [387],
autonomous driving [324], traffic monitoring [68], augmented reality [76], medical imaging [140], etc. Due
to the importance of these applications, significant research progress has been made with deep learning
based methods. We further discuss the advancements in Chapter 4.
Another closely related field is domain adaptation (DA), which gained significant traction in recent years.
In DA problem settings, training occurs in a source domain and knowledge is transferred to a target domain
where the testing occurs. Due to the domain shift between the source data and target data, conventional
training procedures fail to perform well in the target domain. Branches of DA include supervised DA, semisupervised DA, and unsupervised DA (UDA). In supervised DA, or transfer learning, the data and labels are
available for both source and target domains [223]. In semi-supervised DA, the data and labels are available
for the source domain, but only a fraction of labels are available for the target domain [35, 244, 267]. In
UDA, the source domain has the data and labels available, but for the target domain, only the target data
is available without any label information [173, 293]. UDA has gained the spotlight due to alignment with
practical scenarios. Within UDA, multiple categories can be considered, such as closed set UDA where all
the classes from the source data are available in the target data [77], partial UDA where only a subset of the
source classes are available in the target data [20, 360], and open set UDA where new classes are present in
the target dataset compared to the source dataset [238,268]. Besides object recognition, domain adaptation is
widely considered for semantic segmentation [392] and object detection [114] as well. A more challenging
situation for domain adaptation appears when not only the source and the target are from a different domain,
but also they are from different modalities such as electro-optic (EO) and synthetic aperture radar (SAR), EO
and infra-red (IR) etc. Domain adaptation has application in surveillance [233], robotics [17], autonomous
driving [271], medical imaging [245] and many others.
This dissertation proposes various deep feature learning and adaptation techniques for vehicle re-identification,
tracking, and domain adaptation. These tasks are closely related, where vehicle re-identification is often a
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key component for approaching key challenges in tracking vehicles, especially under full and partial occlusion and avoiding confusers. Usually, the feature learning procedure requires various adaptation modules to
regulate the target response and align the explicit domain shift between datasets. The objectives and outline
of this dissertation are discussed next.

1.1

Objectives

The objectives of this dissertation are as follows.
1. Develop novel methods utilizing deep learning for feature learning, tracking and adaptation to address
real-world computer vision problems.
2. Develop new methods for vehicle re-identification using graph convolutional networks to improve
upon the state-of-the-art. (Chapter 3)
3. Develop novel methods for visual object tracking to improve tracked object re-acquisition and confuser awareness in aerial benchmarks. (Chapters 4, 5, and 6)
4. Develop novel methods for domain adaptation in a continual learning setting (Chapters 7 and 8)

1.2

Dissertation outline

In this dissertation, we present nine chapters where the first chapter is the current introduction chapter. The
dissertation is outlined as follows.

1.2.1

Chapter 2: Background

In this chapter, we discuss some preliminary background topics of this dissertation, including artificial
neural networks, convolutional neural networks, graph neural networks, Siamese networks, and various
visualization techniques commonly used in deep neural networks.
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Chapter 3: Graph Based Feature Adaptation for Vehicle ReID

In this chapter, we present a novel method for vehicle re-identification (VRID). We discuss the existing
benchmarks for VRID, and evaluate and compare our method with the state-of-the-art (SOTA). This chapter
is based on our Neurocomputing paper “LABNet: Local Graph Aggregation Network with Class Balanced
Loss for Vehicle Re-Identification” [301].

1.2.3

Chapter 4: Benchmarking Deep Trackers on Aerial Videos

In this chapter, we conduct experimental literature review on visual object tracking from aerial platforms.
We categorize the existing deep learning methods into four categories and critically evaluate them in various
aerial benchmarks. Finally, based on their performances on various challenging situations, we comment on
their effectiveness on challenging tracking scenarios. This chapter is based on our Sensors paper “Benchmarking Deep trackers on Aerial Videos” [300].

1.2.4

Chapter 5: Application of ReID in Visual Object Tracking

In this chapter, we present a visual object tracking method using ReID. From our benchmarking studies,
we identified a major limitation in a popular area of visual object tracking using Siamese network that the
classification score is not discriminative enough to distinguish the similar looking confusers from the target
without the motion model. Despite success in short term tracking scenarios, the trackers struggle to reacquire the target when it is lost. We propose to use a variant of the VRID algorithm proposed in Chapter
3 in conjunction with the Siamese tracker to improve single object tracking. This chapter is based on our
SPIE paper [302].

1.2.5

Chapter 6: Visual Object Tracking with Gaussian Head

In this chapter, a novel visual object tracking method is proposed based on a Siamese neural network and
a novel Gaussian Head (SiamGauss). Existing Siamese network based trackers produce high responses
on the confusers that often cause tracker failure, particularly noticeable in aerial visual object tracking.
The proposed Gaussian head is trained to produce an ideal cross-correlation response on the target while
suppressing high responses on the confusers during training. SiamGauss is evaluated on multiple aerial
tracking benchmarks and performs favorably with the SOTA methods.
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Chapter 7: Continual Unsupervised Domain Adaptation for Data Constrained Environments

This chapter introduces a new paradigm for unsupervised domain adaptation. Existing research works consider that during domain adaptation, the entire target domain is available simultaneously, which may not
be true in practice. We consider a more realistic scenario for unsupervised domain adaptation, where the
target domain data appears in batches and the network needs to continually adapt to the target domain. We
demonstrate that our method outperforms existing standard unsupervised domain adaptation methods both
when the entire target domain is available and when the target samples appears in batches while the other
methods have the entire target domain available [299].

1.2.7

Chapter 8: Unsupervised Continual Learning for Gradually Varying Domains

In this chapter, an unsupervised continual learning method is proposed for incrementally learn sequential
data from gradually varying domains (UCL-GV). The proposed continual paradigm contains a source domain where the training takes place and a gradually varying target domain from which the unlabelled target
data stream is sequentially fetched by the network in a batch streaming manner. The adaptation procedure
is termed as a batch streaming domain incremental learning since each batch of samples are fetched by the
network only once and a slight domain shift is present between each incremental batch. UCL-GV proposes
a replay based continual learning strategy and a contrastive alignment for such adaptation. Finally, UCL-GV
is evaluated on rotating MNIST and CORe50 dataset and it performs favorably with the existing methods.

1.2.8

Chapter 9: Conclusion and Future Work

In this chapter, final remarks of this dissertation are provided and future works are discussed.

Chapter 2

Background
In this chapter, we begin with a brief history of artificial neural networks and deep convolutional neural
networks. We also discuss other types of neural networks, such as recurrent neural networks and graph
convolutional neural networks.

2.1

Perceptron

Figure 2.1: Rosenblatt’s perceptron proposed in 1958 [260].
The concept of artificial neurons appears in the literature in the early 20th century with mathematically
modeling the neural events and the relations among them [216]. Several years later in 1958, artificial neural
6
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network was proposed by Rosenblatt [260] where a single layer of artificial neurons were used to learn a
binary classification problem. This study may be considered the foundation of modern neural networks.
Formally, considering a training example Ak with a pattern vector xk = (x1k , x2k , ..., xnk ) and label yk ,
where yk ∈ C and C = {0, 1} is the label set. The overall training set is a set of such samples A = {Ak }.
S
We can further define A = A1 A0 where A1 = {xk ; Ak = (xk , yk ) ∈ A, yk = 1} and A0 = {xk ; Ak =
(xk , yk ) ∈ A, yk = 0}. The learning objective for a training set is finding the weight vector w and the bias
ϑ such that

∀xk ∈ A1 : wT .xk + ϑ > 0

(2.1)

∀xk ∈ A0 : wT .xk + ϑ < 0

Rosenblatt also proposed to use a threshold function (activation function) to model whether the neuron
is activated or not. First, the input to the neuron is weighted and then added to the bias to get ξk =
Pn
i=1 wi xik + ϑ. The predicted outcome of the neuron can be written as follows.

n
1
X
ŷk = s(
wi xik + ϑ), s(ξk ) =
0
i=1

ξk ≥ 0

(2.2)

otherwise

From the estimated output, the weights and bias can be updated with a training sample Ak = (xk , yk ) as
follows.
wnew = wold + λ(yk − ŷk )xk

(2.3)

ϑnew = ϑold + λ(y − yk )
where λ > 0 can be termed as the learning rate. This process is repeated until convergence.
However, the following shortcomings of Rosenblatt’s model can be limiting. If the input is not linearly
separable, the model will not converge. The step function is not a generalized activation function as the
change to the weights and biases is drastic near the origin. In practice, we need better optimization technique
and activation function to solve real world problems. Better optimization techniques such as gradient descent
based algorithms require the computation of gradient of the activation function. The gradient of the step
function is mostly zero except at the origin where it blows up. So we need a better activation function.
Instead of the function s, a continuous function t : R → (0, 1) can be used as the activation function
bounded by the asymptotic conditions t(−∞) = 0 and t(∞) = 1. One such function generally used is
so-called Sigmoid function given as follows.
t(x) =

1
1 + e−x

(2.4)

CHAPTER 2. BACKGROUND

8

The primary advantage of using such activation function is that this function is differential everywhere and
can be used with gradient based algorithms. To date, various other activation functions are proposed such
as tanh, Rectified Linear Unit (ReLU) [228], Gaussian Error Linear Unit (GELU) [102], Softplus [81],
Exponentially Linear Unit (ELU) [45], Scaled Exponential Linear Unit (SELU) [139], Leaky Rectified
Linear Unit (Leaky ReLU) [212], Parametric Rectified Linear Unit (PReLU) [96] and so on. The property
of the Sigmoid function that it squashes the input signal in between 0 and 1 also helps to utilize statistics
based loss functions such as Maximum Likelihood Estimation (MLE) to compare the model output with the
ground truth. The maximum likelihood H for our binary classification and the binary cross entropy loss
a.k.a logistic loss can be written as follows.
P (class = 1|xk ) =

1
1 + exp [−(wT .xk + ϑ)]

P (class = 0|xk ) = 1 − P (class = 1|xk )
H=

K
Y

P (class = 1|xk )yk P (class = 0|xk )1−yk

(2.5)

k=1

Llogistic = − log H = −

K
X

yk log P (class = 1|xk ) −

K
X

(1 − yk ) log(1 − P (class = 1|xk ))

k=1

k=1

Having the above formulation, we want to optimize the parameters w by minimizing the loss function
L. Gradient descent is a popular optimization technique to solve such problems. In gradient descent, the
weights are updated using the following formulation.
w ←− w − λ

∂
L
∂w

(2.6)

However, updating the weights after computing the gradients on the full dataset generally leads to slow convergence and requires large memory. So variants are typically used such as stochastic gradient descent and
stochastic gradient descent with mini-batch. Momentum is further introduced to improve the convergence
of the gradient descent based methods. An in depth overview of the existing optimization techniques is
provided in [262]. The study of a perceptron gives us the notion of how training can be performed using
a modern neural network. However, optimizing only a perceptron often will not be able to model complex
samples sets. One approach is to add multiple layers of such perceptrons to model complex relations within
the data. We describe this further in the next section.
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Figure 2.2: Multi layer perceptron network.

2.2

Multi-layer Perceptron

Feed forward Multi Layer Perceptron (MLP) have multiple layers of neurons all connected to each other.
These feed forward MLPs are universal function approximators, meaning that a network with one hidden
layer can approximate any continuous function if the hidden units are sufficient and have non-linear activation functions [50]. Let us also consider that we have a dataset with three classes such that yk = {0, 1, 2}
S
S
with the overall training set as A = A0 A1 A2 where A2 = {xk ; Ak = (xk , yk ) ∈ A, yk = 2}. To
model such problem with an MLP with two hidden layers and three output units are shown in Figure 2.2.
Here we consider three output units because there are three classes present in the dataset. Here the MLP
will be a mapping function f : Rn → R3 . To get the probability output, the logits from the network are
generally passed through a softmax function to compute the probability distribution function (pdf) that can
be used to compute the MLE and (categorical) cross-entropy loss.
exp (wcT H2 (H1 (xk )))
P (class = c|xk ) = PC
T
j=1 exp (wj H2 (H1 (xk )))
H=

K C=2
Y
Y

P (class = c|xk )tc (k)

k=1 c=0
K C=2
X
X

Lsof tmax = −

k=1 c=0

tc (k) log P (class = c|xk )

(2.7)
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where tc (n) is the one-hot encoding of the target.
However, MLPs have certain limitations for computer vision applications. An input RGB image of shape
256 × 256 × 3 will have input units of n = 196, 608 which is very large if we consider stacking the pixels
in such a way. The number of parameters associated with the hidden layer H1 for the model shown in
Figure 2.2 for such a large input shape is (4 + 1) × n = 983, 040. This gives us the notion of parameter
boost for modeling this medium resolution images even though the hidden layer only has four units. If
we reduce the number of units in the hidden layers in smaller successions, the model will quickly require
millions of parameters and we will get overfitting as a result. This problem persisted for several years and
people thought that deeper is not better. So, what was missing? What this MLP is not considering is the
spatial information of the image. It is saying that if we have an apple, we can shuffle each pixel of the
image randomly and it will still recognize the image as an apple because shuffling the input does not make
a difference for an MLP. But this is not common to ask the model with a randomly shuffled image for
recognition. The image can have variations due to scaling, translation, illumination, background and other
surrounding changes, but the local pattern of apple persists. So, wouldn’t it be great to design a network that
considers the spatial patterns of an image and shares the weights over the image space during representation
learning?

2.3

Convolutional Neural Network (CNN)

Fukushima et al [75] first introduced CNNs inspired by animal vision. LeCun et al [159] proposed Convolutional Neural Network (CNN) that learns a bank of filters (convolution kernels) with shared weights that
pan around an entire image to learn the hierarchical patterns to recognize hand written zip code digits and
pioneered gradient descent based training of CNNs. LeCun’s work eventually led to a commercial product,
the first of its kind powered by CNNs, that would later create an industry revolution. However, LeCun’s
original CNN model has some limitations. It uses a hyperbolic tangent activation function that has a problem of vanishing and exploding gradient. It also has only two convolutional layers and two linear layers
without any pooling layer. In 1988, LeCun at el [160] proposed LeNet for hand written digit recognition
with more hidden layers, introduced pooling layers and used a scaled hyperbolic tangent function as the
activation function. The author also used the final layer as the Euclidean radial basis function that is suitable
for large number of classes. Finally, the network was trained with stochastic gradient descent method.
However, LeNet has some limitations as well. The biggest limitation is the learning capabilities on large
diverse datasets. In 2012, which is arguably the starting the of the gold rush of deep learning, a deep learning
based method proposed by Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton smashed the ImageNet
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large scale visual object recognition challenge [149, 264]. Their method achieved the best performance with
a top-5 error rate of 15.3%. The second best method achieved 26.5%, significantly lower than the proposed
method. This dramatic increase in performance created a deep learning revolution, both in academia and industry. Some key aspects used in this paper are ReLU non-linear activation function (significantly reduced
vanishing and exploding gradient problem), multi-GPU training (significantly reduced the training time),
local response normalization (helped achieve quicker and better convergence), strided pooling (further introduces non-linearity), etc. The overall network has 60 million parameters and 650,000 neurons. The final
classifier was a R1000 softmax as there are 1000 categories in the ImageNet datasets.
In the aforementioned model, the combination of the layers until the final classifier layer can be termed
as the “backbone” of the model. The backbone learns the embedding space and the classifier takes that
feature and converts it to a probability distribution function (pdf). Throughout the history of deep neural
networks, backbone played an important role which is to automatically learn a representation from the input
space. This was done using hand crafted methods before the deep learning revolution, such as Harris corner
detector [89], SIFT [206], SURF [9], ORB [261], HOG [51], etc., to name a few. In the later years, several
other backbones are introduced with improved feature extraction capabilities, such as Inception [292], VGG
[278], ResNet [97], HR-Net [317], MobileNet [113], and so on. After AlexNet [149], VGG [278] and
Inception [292] introduced deeper convolution networks. However, going deeper did not prove to be always
helpful and it turned out that even deeper networks had higher training error as well as testing error due
to information lost [97]. Intuitively if a model can learn a dataset, then if we chose to add additional
layers on top of it, we want the additional layers to learn an identity mapping so that the performance does
not decrease. These additional layers can also be modeled to learn residuals (smaller changes) and the
output of the earlier layers can be added to those residuals such that the final output carries over no matter
how many layers we choose to add. These concepts were introduced in ResNet [97]. However, in these
networks, the feature resolution is reduced towards the final layer, which is not a big issue for classification
but can be problematic for localization tasks in the image space. HRNet [317] proposed to utilize learning
multi-resolution features in parallel and then intelligently fuse them in the top level layers. All of the
aforementioned networks require millions of parameters and several GigaFLOPs of operations which is not
often feasible in embedded or mobile platforms because of the their resource constraints. MobileNet [113]
proposed efficient convolution neural networks using depth wise separable convolutions to significantly
reduce the number of parameters and keep a balance between latency and accuracy.
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Recurrent Neural Networks (RNNs)

While convolutional neural networks have a tremendous success for modeling stationary data, sequential
data comes with specific set of challenges. Examples of sequential data can be video, text, and audio. In
general, RNNs have a feedback loop that flows information from one input stage to the next and the decision
after seeing a certain number of frames depends on the past states and the current input data. The basic block
of an RNN cell can be written as follows.
ht = s(wh ht−1 + wx xt + ϑ)

(2.8)

y t = ht
where xt is the input vector, ht is the hidden state and yt is the output state at time t. Also, w is the
parameters and ϑ is the bias.
However, utlizing a feedback connection in this manner generally causes vanishing gradient for longer term
dependency [350]. This long term dependency is model by Long Short Term Memory (LSTM) proposed by
Hochreiter and Schmidhuber et al [106]. Modern LSTM networks mitigate the long-term dependency issue
by incorporating a gating mechanism and a memory state. These models include an input gate to weigh in
the importance of the current input in the cell state and a forget gate that models what to forget and what to
remember. The overall LSTM can be represented by the following equations.

ft = s(wxf xt + whf ht−1 + ϑf )
it = s(wxi xt + whi ht−1 + ϑi )
ct = f t

ct − 1 + it

tanh (wxc xt + whc ht−1 + ϑc )

(2.9)

ot = s(wxo xt + who ht−1 + ϑo )
ht = ot

tanh ct

where the cell state ct is dependent on the forget gate ft acting on the cell state from the previous inputs
and the input gate it acting on the current input and previous hidden state. The final hidden state is achieved
based on the output gate ot and the cell state ct . Another popular variant of the LSTM is the Gated Recurrent
Unit (GRU) [41]. These RNNs have significant impact on real world applications such as visual object
tracking [231], object detection [208], activity recognition [217], language modeling [290] and so on.
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Graph Convolutional Neural Networks (GCNs)

The neural network models discussed above often worked well with structured data, such as images, but
it is often challenging to model unstructured data such as graphs with the conventional neural networks.
GCNs have applications in modeling molecular fingerprints, analyzing social network data, understanding
and modeling protein structure, simulating complex physics and so on [380]. A graph data structure consists
of nodes and edges where nodes can represent a particular object and edges represent the relationship with
the nodes. Once a graph is constructed, the next step is to propagate the information among various nodes
to optimize the node features for the target objective. Various methods exists in the literature to perform
information aggregation such as [31, 46, 71, 137]. Besides information propagation, several works also exist
for pooling [161, 253] and normalization [19, 372] for graph neural networks.

Chapter 3

Graph based feature adaptation for Vehicle
Re-identification
Vehicle re-identification is an important computer vision task where the objective is to identify a specific
vehicle among a set of vehicles seen from various viewpoints. Recent methods based on deep learning
utilize a global average pooling layer after the backbone feature extractor, however, this ignores any spatial
reasoning on the feature map. In this chapter, we discuss our proposed work on local graph aggregation
on the backbone feature map to learn associations of local information. The local information aggregation
improves feature learning as well as reduces the effects of partial occlusion and background clutter. Our
local graph aggregation network considers spatial regions of the feature map as nodes and builds a local
neighborhood graph that performs local feature aggregation before the global average pooling layer. We
further utilize a batch normalization layer to improve the system effectiveness. Additionally, we introduce
a class balanced loss to compensate for the imbalance in the sample distributions found in the most widely
used vehicle re-identification datasets. Finally, we evaluate our method in three popular benchmarks and
show that our approach outperforms many state-of-the-art methods.

3.1

Introduction

Vehicle Re-IDentification (VRID) has significant applications in smart traffic control systems, video surveillance and visual target tracking [193,205,300]. The objective of VRID is to find a vehicle of interest (probe)
within a set of vehicles (gallery set) in a single camera or multi camera settings. Various real world scenarios make the VRID problem challenging such as occlusion, minor appearance differences among different
14
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Figure 3.1: Illustration of spatial information aggregation used by graph network for smoothing spatial
features.

vehicles, illumination variations, pose variations, etc.
In recent years significant progress has been made in VRID with the advancement of deep learning techniques [95, 134, 219, 241, 283, 376, 389] and the introduction of large VRID benchmarks [193, 198, 205]. In
all of these benchmarks, images are captured in a multi-camera settings to get multiple instances of the same
vehicle under various pose and illumination conditions. However, in several scenarios, a vehicle might not
appear in multiple cameras at the same time or some vehicles are captured more frequently than others. As
a result, these benchmarks contain imbalanced sample distributions. In this work, we propose a local graph
aggregation network module that associates spatial features (see Fig. 3.1) and incorporate a class balanced
loss to overcome the class imbalance in the training dataset.
Zheng et al [376] showed that the limited number of samples present in several ids may hinder the learning procedure and proposed to use multiple datasets simultaneously to learn a more generalized feature
representation. Zheng et al [375] proposed to utilize generative techniques to generate new samples with
different viewpoints. The additional training images help achieve pose invariant features and hence better
performance. However, both of the aforementioned approaches require additional training data that may be
difficult or time consuming to acquire.
Several methods have been proposed to utilize detection and matching of license plate information for VRID
[4,328] as the license plate number is unique for each vehicle. However, license plates may not be visible in
various circumstances based on the pose of the vehicle or partial occlusion. This suggest that learning visual
cues from the vehicle appearance would be key to VRID. The initial works for appearance-based VRID
involved hand crafted feature extraction techniques to extract pose and illumination invariant features [131,
196,355]. Recently, deep learning techniques gained significant popularity due to their superior performance
[95, 133, 219, 383].
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Despite recent progress, it remains a challenge to learn visual cues that are invariant under intra-class pose,
illumination and partial occlusion variations, but also discriminative to the subtle inter-class differences
in appearance [219]. Chu et al [44] proposed to tackle the problem of intra-class pose variation using a
viewpoint-aware metric learning approach, where they learn two feature spaces for similar and different
viewpoints. Meng et al [219] proposed to utilize a network for parsing vehicles into multiple views and
then improvise the feature representation based on the parsed mask to align the features for four different
viewpoints. Tang et al [297] proposed another method that utilizes synthetic data to estimate vehicle pose
and shape information to learn pose invariant features by learning the vehicle type and color information
in a multitask learning framework. Chen et al [36] proposed orientation invariant feature learning using
semantic guided part attention. He et al [95] proposed to use part detection and attention mechanism to
learn fine grained features. However, all of these methods require extracting additional elements, such as
part detection or segmentation, to improve pose invariant properties. Chen et al [28] proposed to split the
output feature map of the backbone and learn the spatial significance of the feature map explicitly without
any additional annotation of specific parts of the vehicle or keypoints. To achieve this, they partitioned
the backbone feature map into multiple partitions and computed losses for these multiple branches. This
partition strategy showed improved VRID performance. However, it may suffer due to part missalignment
for various poses of the same vehicle [273].
In this research, we proposed a Local graph Aggregation Network with class Balanced loss (LABNet) for
VRID. We introduce a local graph aggregation module to learn spatial relationships in the feature map.
Local graph aggregation improves pose invariant feature learning under partial occlusion or in complex
background scenarios. A simple illustration of our framework is shown in Fig. 3.1, where a spatial graph is
constructed on the extracted backbone feature map (actual constellation is 20 × 20). Our results demonstrate
that stacking graph aggregation modules improves learning under partial occlusion, background clutter and
pose variations. We also introduce a class balanced loss along with triplet id loss during network training.
The objective is to improve the generalization capabilities of the network by putting more weight on classes
with fewer samples. Current methods overlook the class imbalance problem during training, which is known
to bias the system towards classes with the largest number of samples. The main contributions of our work
are outlined below.
1. We propose a novel parameter-free Local Graph Aggregation (LGA) module after feature extraction
for information diffusion among spatial nodes.
2. We present the LABNet architecture for VRID that includes a cascade of LGA modules to increase
the receptive field of the feature map and a batch normalization layer for more effective training.
3. Our method is extensively tested and outperforms state-of-the-art methods on several datasets.
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The rest of the chapter is organized as follows. In Section 3.2, we discuss related works. In section 3.3,
we present the details of our method. In section 3.4, we discuss various VRID benchmarks used for testing
and present the experimental details. In section 3.5, we discuss the evaluation metrics we use to quantify
VRID performance. In section 3.6, we show qualitative results and compare our method to state-of-the-art
methods. Finally, in section 3.7, we present final remarks.

3.2

Related Work

Several VRID methods that utilize deep learning techniques have been proposed in recent years. Saghir et
al. [2] proposed a method for VRID with variational autoencoder and Long Short Term Memory (LSTM).
This work determined that the utilization of autoencoders for feature extraction improves the discrimination
capabilities of the feature space and incorporating LSTM units can further exploit complex relationship
among various viewpoints. Bai et al [7] proposed a group-sensitive triplet embedding technique to efficiently
train deep learning algorithms where the intra-class variance is modeled with an intermediate representation
group. Kuma et al [150] compared various sampling techniques during the triplet loss calculation and
showed that utilizing proper sampling technique for triplet loss along with id loss can significantly improve
VRID performance. He et al [99] proposed to use a multi-domain learning and identity mining to improve
the VRID performance. This approach adopted a baseline method [209] that uses soft margin triplet loss
and id loss during training. P. Khorramshahi et al [134] used a self-supervised residual generation technique
as an attention mechanism to perform VRID. Porrello et al [246] proposed a teacher-student framework and
multi-view knowledge distillation to tackle the viewpoint variation in VRID.
Another research area closely related to VRID is Person Re-IDentification (PRID) [30, 37, 43, 187, 327,
329, 362]. Zhong et al [378] proposed a part-based attention model to alleviate the misalignment problem
within multiple instances of the same person due to severe changes in human pose and imperfect pedestrian
detection. A reinforcement learning-based method is introduced by Shi et al [276] to tackle the misalignment
issue. A coarse alignment is proposed by selecting proper attributes by an agent and a finer alignment is
performed from the coarsely aligned features using a bilinear-pooling layer. Le et al [3] proposed a graph
based feature fusion mechanism to leverage multiple feature descriptors to tackle the feature misalignment
problem and introduced a graph-based similarity score technique during the inference. Liu et al [192]
proposed an instance centered sub-graph construction technique to better estimate similarity compared to
Euclidean distance. Yang et al [342] utilized a Long Short-Term Memory (LSTM) based approach to deal
with the occlusion problem in PRID.

CHAPTER 3. GRAPH BASED FEATURE ADAPTATION FOR VEHICLE RE-IDENTIFICATION

3.2.1

18

Feature Aggregation Using Graph Networks

Recently, various research efforts utilize graph based reasoning for VRID and PRID. The Pyramidal Graph
Network (PGN) [273] is a multiscale pyramidal graph network to incorporate multiscale information from
backbone features. The multiscale pyramid is built utilizing various spatial pooling layers and using a
Graph Convolution Network (GCN) to diffuse information within the pooled feature maps. Finally, the feature maps from these stages are summed and passed to the classifier to compute the classification score. The
overall graph-based information aggregation shows improved performance over the baseline. The Masked
Graph Attention Network (MGAT) [8] utilized graph based information processing on a minibatch of images, where features of each image are considered as a node and their mutual information is processed to
learn an updated representation for PRID.
Another approach for aggregating features is to use part-level vehicle information. For part-level information
aggregation, horizontal or vertical parts of the backbone feature map are aggregated and the loss is computed
for all the part-level features [250]. This type of feature aggregation helps with pose invariant and fine
grained feature learning for VRID. In this work, we consider local neighborhood graph aggregation for
explicit spatial reasoning. We also utilize multiple graph modules that are stacked to accumulate information
within a larger local region.

3.2.2

Loss Functions

In various VRID tasks, adding multiple loss functions generally helps to achieve improved performance.
The most commonly used loss function is the id loss, or softmax loss function [289], that achieves better
convergence. Label smoothing is another component that is mostly used in combination with the id loss
to alleviate overfitting [134, 273] in VRID tasks. Another popular loss function for VRID is the triplet
loss [269]. Several works have utilized both the triplet loss and the id loss to train the VRID algorithms
[104, 134, 273]. However, existing VRID methods do not address the dataset imbalance problem with a
class balances loss, such as the one introduced in [49].

3.2.3

Dataset Augmentation and Balance

Learning pose invariant features requires large labeled datasets, as training deep networks on a small datasets
often leads to overfitting. However, collecting and annotating large VRID datasets is a time consuming and
expensive task. To address these issues, various augmentation techniques are used during training deep
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Figure 3.2: Proposed LabNet network architecture. Best viewed in color.

learning models for VRID. Popular augmentation techniques such as random cropping, random flipping,
rotation and scaling are often used for training VRID models. Additionally, random erasing augmentation
[99, 134, 273] shows significant performance gain.
Furthermore, dataset imbalance is a significant issue with VRID , as illustrated by the distribution of ids
shown in Fig. 3.3. The problem of class imbalance is widely studied in machine learning [123], as it often
leads to classification bias. We adapt the class balanced loss proposed in [49] that is designed to counteract
the effects of dataset imbalance.

3.3

Methodology

The overall architecture of our method is shown in Fig. 3.2. The input images are passed through the backbone feature extractor and the local graph is built on top of the backbone feature map. Then the aggregated
features are used to compute the triplet loss function. A batch normalization (BN) layer is included to improve the effectiveness of training and it is followed by a fully connected (FC) layer. The output of the FC
layer is used to compute the class balanced loss.

3.3.1

Local Graph Based Feature Aggregation

We consider an input sample X ∈ R3×W ×H , where W and H are the image width and height respectively,
that is processed through the backbone. The output feature map can be written as x ∈ Rc×w×h where c is
the feature dimensions, w is the width and h is the height of the feature map. The width and height of the
feature map depend on the pooling, padding, and stride of the backbone network. We build a graph G(V, E)
with nodes V ∈ Rk and edges E ∈ Rk×k , where k = w × h.
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For the edge formation, we assume the output backbone feature map, of width and height w × h, lies in a
Euclidean coordinate space as depicted in Fig. 3.2. For node i ∈ V with all possible edges (j, i) ∈ E where
j ∈ V, the neighborhood set can be written as follows.
N (i) = {j|d(pi , pj ) < r}, ∀j, j 6= i

(3.1)

where pi and pj are coordinate locations of node i and j respectively, d(., .) denotes Euclidean distance, and
r is the distance threshold for the edge formation. The nth aggregation layer [70] can be written as follows.




1
(n−1) 
p
p
· xj
deg(i) deg(j)
j∈N (i)∪{i}

xni = ReLU 

X

(3.2)

where the summation index j includes a self loop with the neighborhood nodes during feature aggregation.
We consider the graph G(V, A), where A ∈ Rk×k is an affinity matrix, and the aggregation function can be
written as follows.
1

xa = ReLU (D̃− 2 ÃD̃x)

(3.3)

where Ã = A + I is the affinity matrix with the self loops, D̃ ∈ Rk×k is the degree matrix of Ã and xa
is the output aggregated feature and ReLU is the non-linearity operation. The propagation rule is adapted
from [137].
The receptive field of the aggregated feature map can be increased by increasing r, but that adds significant
computational overhead and requires large memory. To overcome this limitation, we add multiple LGA
layers in cascade that efficiently increase the receptive field of the feature map. With this arrangement,
we can effectively increase the receptive field of the aggregated feature map without adding significant
computational overhead. The output of the last LGA layer is propagated through a global average pooling
(GAP) layer and directly used for the triplet loss computation. We implemented several types of graph-based
feature aggregation techniques and found that parameter-free aggregation yields the best results. We found
out that adding a weight matrix during the graph propagation caused overfitting of the model and hurt the
final VRID performance. We also considered various graph pooling techniques to combine the outputs of
nodes from the backbone feature map but this did not improve performance.
Similar to previous studies [99, 134], we found that utilizing a batch normalization (BN) layer before the
FC layer yields the best performance. We include a BN layer after the final LGA module and before the FC
layer as depicted in Fig. 3.2.
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Loss Functions

The output of the local graph module is used for the computation of the triplet loss [99] that is constructed
as follows.
i
h

Ltri = log 1 + exp kxa − xp k22 − kxa − xn k22 + m

(3.4)

To tackle the class imbalance problem for id loss, we propose to adapt the class balancing loss proposed
in [49]. For an input sample X the output score of the network with one graph module can be written as
follows.
z = F C(BN (G(BF (X))))

(3.5)

where BF is the backbone feature extraction network, G is the local graph aggregation module, BN is the
batch normalization layer and F C is the fully connected layer.
The class balanced id loss [49] can be written as follows.
LCB (z, y) = −

exp(zy )
1−β
log PT
n
y
1−β
t=1 exp(zt )

(3.6)

where T is the number of classes and the ground truth label is y ∈ 1, 2, ....., T . The overall loss function of
LABNet is the summation of the class balanced loss and the triplet loss that is given as follows.
L = LCB (z, y) + Ltri

(3.7)

Figure 3.3: Imbalance in sample distributions for (a) VERI, (b) VehicleID, (c) VERI-Wild benchmarks. Best
viewed in color.
In Eq. (3.6), the term multiplying the cross-entropy loss is a smoothing term for class balancing. The
hyperparameter β ∈ [0, 1) and ny is the class frequency in the entire training set. One interesting property
of the weighting term is that with β = 0, there is no re-weighting and with β → 1, the re-weighting is
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Table 3.1: Dataset description
Dataset
Images
Train
Vehicles
Subset
Gallery
Test
Probe
Vehicles
Camera
Views

VERI
37,746
576
x
11,579
1,678
200
20
6

VehicleID
110,178
13,164
small medium
800
1,600
5,693 11,777
800
1,600
12
2

large
2,400
17,377
2,400

VERI-Wild
277,797
30,671
small medium
large
41,816 69,389 138,517
3,000
5,000
10,000
3,000
5,000
10,000
174
unconstrained

the inverse of class frequency. This property allows the flexibility to tune the β parameter and optimize the
training procedure for given dataset.

3.4
3.4.1

Datasets and Experiments
Datasets

We use three popular benchmarks for the evaluation of LABNet. Some key comparisons among these
datasets are shown in Table 3.1. In Fig. 3.3 (a),(b),(c), the dataset distribution is shown for VERI [198],
VehicleID [193], and VERI-Wild [205] respectively. In these figures the id imbalance is clearly visible in
all of the three benchmarks. A short description of the benchmarks is provided below.
VeRi776 [198] is one of the most popular benchmarks for vehicle re-identification. VERI consists of 49,325
samples of 776 classes. Among them, 576 classes with 37,746 samples are training samples and the remaining 200 classes with 11,579 samples are for testing. The overall data collection is performed with 20
cameras and six viewpoints. In the testing set, 1678 images of the 200 vehicles are randomly selected as the
query set. During inference, gallery images from the same camera as the probe image are discarded.
VehicleID [193] is another standard benchmark for VRID. The dataset contains vehicles with only front or
rear viewpoint. It is a large-scale dataset with 221,763 images of 26,267 vehicles. The training set contains
110,178 images of 13,164 vehicles. The testing set is divided into three subsets. The small test subset
contains 800 gallery images and 5693 probe images of 800 vehicles. The medium test subset contains 1600
gallery images and 11,777 probe images of 1600 vehicles. The large test subset contains 2400 gallery images
and 17,377 probe images of 2400 vehicles. When constructing all the probe and gallery subsets, one image
is randomly selected for each vehicle and put into the gallery set. Other images of the same vehicle are
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considered as the probe images. This procedure is repeated until the desired number of samples are drawn,
in a manner similar to the dataset split in the dataset chapter.
Veri-Wild [205] is a benchmark that is widely adopted by the community. It is a large scale dataset that
has been collected under different operating conditions, such as morning, afternoon, night, rainy weather,
foggy weather etc. In this benchmark, there are 40,671 vehicles with 416,314 image patches. The dataset
was collected with 174 cameras in unconstrained traffic conditions. Further, the overall training set contains
30,671 vehicle ids with 277,797 image patches. The testing set is further divided into three subsets, small,
medium, and large. The small subset has 3,000 images as probe and 41,816 images as gallery of 3,000
vehicles. The medium subset has 5,000 probe images and 69,389 gallery images of 5,000 vehicles. The
large subset has 10,000 probe images and 138,517 gallery images of 10,000 vehicles. The procedure for
creating these subsets is to randomly select the vehicles from the test set and randomly select 1 image for
the probe image from each of these vehicles, then the rest of the images of the same vehicle are put in the
gallery set.

3.4.2

Experiments

We used PyTorch as our implementation toolbox and PyTorch Geometric [70] for our Graph module implementation. Our method is trained on the RIT Research Computing cluster [258] with an NVIDIA TITAN
V GPU. In our experiments, the resnet101-ibn-a [237] was the feature extraction backbone, as it provided
superior performance. The network was trained with a batch size of 48 and randomidentity sampler during training. The sampler was responsible to randomly select 8 vehicles in each minibatch with 6 samples
for each of them. The input image patches were re-scaled to 320 × 320 during both training and testing.
For augmentation, the probabilities for both random horizontal flip and random erasing were set to 0.5. The
output feature map shape of the backbone is 20 × 20 and our local graph network is built on top of that. To
train our network with VERI and VERI-Wild benchmarks, we started the learning rate at 10−3 and linearly
increased it to 10−2 in epoch 10. From Epoch 10 to Epoch 39 we kept the learning rate fixed at 10−2 and
reduced the learning rate to 10−3 at epoch 40 and kept it fixed until epoch 69. At Epoch 70, we reduced
the learning rate to 10−4 and kept it fixed until epoch 120. For the VehicleID dataset, we used 0.1 times the
learning rate used for VERI or VERI-WILD dataset.
We additionally considered ResNet 50 [98] as the backbone with an input shape of 256 × 256, which is
denoted as LABNet-50 in our experiments. This lighter architecture offers a direct comparison with other
methods that use the ResNet 50 backbone and illustrates the improvements gained by using ResNet 101 in
LabNet.
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We used 0.97 as the class-balanced loss hyperparameter for VERI and VERI-Wild dataset and 0.4 for the
VehilceID dataset. We set the value of r < 2 in all of our experiments. The number of Local Graph
modules was set to 2 based on the experiments on all the datasets. For VehicleID results, we evaluated
the performance 5 times and showed the average results for both the mAP and Rank-1 metrics. Finally,
during inference, after accumulating all the query and the gallery images, we utilized the cosine distance for
computing the evaluation metrics.

3.5

Evaluation Metrics

We utilize standard metrics to evaluate the proposed method, specifically the mean Average Precision (mAP)
and the Cumulative Match Characteristics (CMC) [205].
Mean Average Precision is the primary metric for comparing various re-identification algorithms.
Pn
AP =

rn =1 P R(rn )

× gt(rn )

Ngt

(3.8)

where rn is the rank of a query in a recall list of size n, P R(rn ) is the precision within the rn images and
gt(rn ) is the binary value, i.e. 1 if the rnth image is correct else 0. Ngt is the number of vehicles with same
id as the query image. The mean Average Precision is the mean of all AP for all the query images.
Cumulative Matching Characterstics (CMC) indicates if the top kn predictions by the network for a query
image appear within a gallery list. The CMC at rank α can be written as follows.
PQ
CM C@α =

q=1 gt(q, α)

Q

(3.9)

where Q is the total number of query images and gt(q, α) is 1 if the corresponding query image appears
within the rank α.

3.6

Results

In this section we compare our method with the state-of-the-art methods and demonstrate quantitative results
and the qualitative performance of our method.
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Table 3.2: Results on VERI dataset (Bold indicates best performance)
Method

mAP

Rank-1

Venue

LABNet
LABNet-50
HPGN [273]
SAVER [134]
PVEN [219]
MADRL+RR [199]
SPAN+CPDM [36]
QD-DLF [383]
PMAL [305]

84.6
79.5
80.18
79.6
79.5
72.38
68.9
61.83
45.06

97.9
95.7
96.72
96.4
95.6
93.15
94.0
88.50
72.05

Ours
Ours
arXiv 2020
ECCV 2020
CVPR 2020
Neurocomp. 2020
ECCV 2020
IEEE ITS 2020
PRL 2020

App.+License [100]
SFF+SAtt [188]
Part Reg. [95]
SAN [249]
PAMTRI [297]
MLFN+Triplet [272]
MTML+Re-rank. [126]
MRM [242]
DMML [27]
Triplet Emb. [150]
MOV1+BS [298]
VANet [44]
GRF+GGL [195]
AAVER [133]
MRM [186]
Fusion-Net [125]
VFL-LSTM [2]
MGL [343]
EALN [204]
FDA-Net [205]
JDRN+Re-rank. [189]

78.08
74.11
74.30
72.50
71.88
71.78
68.30
68.55
70.10
67.55
67.60
66.34
61.70
61.18
71.40
62.40
58.08
65.00
57.44
N/A
73.10

95.41
94.93
94.30
93.30
92.86
92.55
90.00
91.77
91.20
90.23
90.20
89.78
89.40
88.97
87.70
87.31
87.18
86.10
84.39
49.43
N/A

ICIP 2019
IGCNN 2019
CVPR 2019
arXiv 2019
ICCV 2019
CVPRW 2019
CVPRW 2019
Neurocomp. 2019
ICCV 2019
IJCNN 2019
CVPR 2019
ICCV 2019
IEEE TIP 2019
ICCV 2019
ICME 2019
IEEE TIP 2019
ICIP 2019
ICIP 2019
IEEE TIP 2019
CVPR 2019
CVPRW 2019

MAD+STR [120]
RAM [194]
VAMI [44]
GSTE [7]
SDC-CNN [384]
PROVID [198]
ABLN-Ft-16 [381]
NuFACT [198]

61.11
61.50
61.32
59.47
53.45
53.42
24.92
48.47

89.27
88.60
88.92
N/A
83.49
81.56
60.49
76.76

ICIP 2018
ICME 2018
CVPR 2018
IEEE TMM
ICPR 2018
IEEE TMM 2018
WACV 2018
IEEE TMM 2018

VST Path [274]
OIFE+ST [326]
DenseNet121 [117]

58.27
51.42
45.06

83.49
68.30
80.27

ICCV 2017
ICCV 2017
CVPR 2017

FACT [193]
GoogLeNet [340]

18.75
17.89

52.21
52.32

ICME 2016
CVPR 2016
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Table 3.3: Results on VehicleID dataset. (Bold indicates best performance)
Methods

small
mAP Rank-1

medium
mAP Rank-1

mAP

large
Rank-1

LABNet
LABNet-50
PVEN [219]
HPGN [273]
DLMB-PB [325]
SAVER [134]
PAN [38]
QD-DLF [383]
PMAL [305]

89.6
87.5
N/A
89.6
N/A
N/A
83.1
76.54
N/A

84.0
81.2
84.7
83.91
80.22
79.9
N/A
72.32
67.71

86.2
84.2
N/A
86.16
N/A
N/A
78.6
74.63
N/A

80.2
78.0
80.6
79.97
79.01
77.6
N/A
70.66
61.50

83.5
80.8
N/A
83.60
N/A
N/A
76.3
68.41
N/A

77.2
73.5
77.8
77.32
78.83
75.3
71.3
64.14
54.51

Ours
Ours
CVPR 2020
arXiv 2020
IMAVIS 2020
ECCV 2020
Neurocomputing 2020
IEEE ITS 2020
PRL 2020

App.+Lic. [100]
MGL [343]
Part Reg. [95]
PRN [28]
Triplet Emb. [150]
MRM [186]
XG-6-multi [373]
GRF+GGL [195]
MSV [337]
DQAL [110]
EALN [204]
Mob.-LSTM [2]
AAVER [133]
TAMR [85]
MLSR [109]
RPM [211]
SFF+SAtt [188]
FDA-Net [205]

82.7
82.1
N/A
N/A
86.19
80.02
N/A
N/A
79.3
N/A
77.5
N/A
N/A
N/A
N/A
N/A
N/A
N/A

79.5
79.6
78.40
78.92
78.80
76.64
76.1
77.1
75.1
74.74
75.11
73.37
74.69
66.02
65.78
65.04
64.50
N/A

79.9
79.6
N/A
N/A
81.69
77.32
N/A
N/A
75.4
N/A
74.2
N/A
N/A
N/A
N/A
N/A
N/A
65.33

76.9
76.2
70
74.94
73.41
74.20
73.1
72.7
71.8
71.01
71.78
69.52
68.62
62.90
64.24
62.55
59.12
59.84

77.7
75.5
N/A
N/A
78.16
74.02
N/A
N/A
73.3
N/A
71.0
N/A
N/A
N/A
N/A
N/A
N/A
61.84

74.8
73.0
74.20
71.58
69.33
70.86
71.2
70
68.7
68.23
69.30
67.41
63.54
59.69
60.05
60.21
54.41
55.53

ICIP 2019
ICIP 2019
CVPR 2019
CVPRW 2019
IJCNN 2019
ICME 2019
IEEE ITS 2019
IEEE TIP 2019
ICASSP 2019
IEEE TVT
IEEE TIP 2019
ICIP 2019
ICCV 2019
IEEE TIP 2019
Neurocomputing 2019
ICMEW 2019
IJCNN 2019
CVPR 2019

GSTE [7]
RAM [194]
C2F [84]
VAMI [44]
SDC-CNN [384]
NuFACT [198]
MAD+STR [120]
PMSM [288]
MSVF [127]
ABLN-32 [382]

75.40
N/A
63.50
N/A
63.52
N/A
82.20
64.20
N/A
N/A

75.90
75.20
61.10
63.12
56.98
48.90
N/A
N/A
N/A
52.63

74.30
N/A
60.00
N/A
57.07
N/A
75.90
57.20
N/A
N/A

74.80
72.3
56.20
52.87
50.57
43.64
N/A
N/A
N/A
N/A

72.40
N/A
53
N/A
49.68
N/A
72.80
51.80
N/A
N/A

74.00
67.70
51.40
47.34
42.92
38.63
N/A
N/A
46.61
N/A

IEEE TMM 2018
ICME 2018
AAAI 2018
CVPR 2018
ICPR 2018
IEEE TMM 2018
ICIP 2018
ICPR 2018
GCPR 2018
WACV 2018

DJDL [178]
Imp. Triplet [368]
DenseNet121 [117]
MGR [339]
OIFE+ST [326]

N/A
N/A
68.85
62.80
N/A

72.30
69.90
66.10
N/A
N/A

N/A
N/A
69.45
62.30
N/A

70.80
66.20
67.39
N/A
N/A

N/A
N/A
65.37
61.23
N/A

68.00
63.20
63.07
N/A
67.00

ICIP 2017
ICME 2017
CVPR 2017
ICCV 2017
ICCV 2017

DRDL [193]
FACT [193]

N/A
N/A

48.91
49.53

N/A
N/A

46.36
44.63

N/A
N/A

40.97
39.91

CVPR 2016
ICME 2016

References
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Table 3.4: Results on VERI-Wild dataset. (Bold indicates best performance)
Methods

small
mAP Rank-1

medium
mAP Rank-1

mAP

LABNet
LABNet-50
PVEN [219]
SAVER [134]
HPGN [273]
Triplet Embed. [150]
FDA-Net [205]
GSTE [7]
Unlabelled GAN [385]
GoogleNet [340]
HDC [352]
DRDL [193]
Softmax [197]
Triplet [269]

82.6
81.0
82.5
80.0
80.42
70.54
35.11
31.42
29.86
24.27
29.14
22.50
26.41
15.69

77.4
75.7
77.0
75.3
75.17
62.83
29.80
26.18
24.71
24.15
24.76
19.28
22.66
13.34

70.0
68.1
69.7
67.7
65.04
51.63
22.80
19.50
18.23
21.53
18.30
14.81
17.62
9.93

97.2
96.9
96.7
94.5
91.37
84.17
64.03
60.46
58.06
57.16
57.10
56.96
53.40
44.67

96.3
95.3
95.4
92.7
88.21
78.22
57.82
52.12
51.58
53.16
49.64
51.92
46.16
14.34

large
Rank-1
94.5
93.3
93.4
89.5
82.68
69.99
49.43
45.36
43.63
44.61
43.97
44.60
37.94
33.46

Table 3.5: Ablation study on VERI dataset
Methods

VERI
mAP Rank-1

Baseline+RE+BN+LGA+CB
Baseline+RE+BN+LGA
Baseline+RE+BN+LAP
Baseline+RE+BN
Baseline+RE
Baseline

84.6
84.6
83.1
83.5
78.9
75.2

97.9
97.3
96.5
97.2
96.1
94.2

Table 3.6: Varying LGA on VehicleID dataset
LGA Modules

small
medium
large
mAP Rank-1 mAP Rank-1 mAP Rank-1

1
89.6 83.9 86.36
1+2
89.64 84.02 86.24
1+2+3
89.46 84.0 86.08
1+2+3+4 89.94 84.56 86.5
1+2+3+4+5 90.2 85.04 85.86

80.52
80.18
80.06
80.7
79.62

83.76
83.48
83.84
83.5
83.54

77.44
77.2
77.56
77.14
77.2

References
Ours
Ours
CVPR 2020
ECCV 2020
arXiv 2020
IJCNN 2019
CVPR 2019
IEEE TMM 2018
ICCV 2017
CVPR 2015
ICCV 2017
CVPR 2016
ECCV 2016
CVPR 2015
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Quantitative Results

We compare our results with many state-of-the-art methods on the aforementioned benchmarks. We used
part of the tables from [273] for comparing with existing methods.
Table 3.2 illustrates the remarkable improvement of VRID techniques on the VERI dataset [198] over the
years 2016-2019. Compared to the best method of 2016, performance improved by 39.52% in 2017, 42.75%
in 2018, and 59.33% in 2019. Our method outperforms the state-of-the-art methods on the VERI dataset.
It achieves 4.42% gain over the HPGN [273] method on mAP metric and 1.18% gain on the Rank-1 rate.
LABNet also outperforms SAVER [134] and PVEN [219] by 5% and 5.1% on the mAP metric, respectively.
The lighter LABNet-50 architecture performs favorably compared to SOTA methods on the VERI dataset.
It significantly outperforms popular methods such as MADRI+RR [199] and achieves similar performance
as PVEN [219], even though PVEN [219] requires manual annotation of discriminative parts and a separate
part parsing network besides the feature extraction network.
Table 3.3 shows the state-of-the-art comparison in the VehicleID [193] dataset. We also show the chronological improvement on VRID performance over 2016-2019. LABNet achieves competitive performance
in comparison to state-of-the-art methods. PVEN [219] and HPGN [273] achieved better performance
than LABNet by 0.6% and 0.12% respectively on the Rank-1 metrics on the large subset. However,
LABNet achieves 1.9% better performance than SAVER [134] and 2.4% better performance than Appearance+License [100] on the Rank-1 metrics on the large subset.
LABNet-50 achieves competitive performance relative to SOTA methods on the VehicleID dataset. We discuss the comparison of our method with the SOTA methods on the large subset of the benchmark. LABNet
outperforms QD-DLF [383] on the large subset by more than 12.39% on the mAP and 9.36% on the Rank-1
metrics. It also outperforms PAN [38] by 4.5% on the mAP and 2.2% on the Rank-1 metric.
Table 3.4 presents the VRID performance on the VERI-Wild [205] dataset. Our method achieves state-ofthe-art results compared to the existing VRID techniques. LABNet outperforms PVEN [219] by 0.1% and
0.5% in the small subset on the mAP and the Rank-1 metrics. For the medium test subset, LABNet achieved
0.4% and 0.9% gain over PVEN [219] on the mAP and the Rank-1 metrics, respectively. LABNet also
outperforms PVEN [219] on the large test subset by 0.3% on the mAP and 1.1% on the Rank-1 metrics.
The results show that LABNet is performing well on a large scale dataset. Since the VERI-Wild dataset is
captured with unconstrained pose of the vehicles, our results indicate that LABNet achieves state-of-the-art
pose invariant feature generation.
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LABNet-50 performs competitively with SOTA methods on the Veri-Wild dataset and demonstrates its
effectiveness on a large-scale dataset. It outperforms SAVER [134] on the Rank-1 metric by 2.4% in the
small subset, 2.6% in the medium subset and 3.8% in the large subset. We note that SAVER [134] also
uses ResNet50 as the backbone for feature extraction and a novel self-supervised attention mechanism for
improved feature learning.
The performance of the ablation studies of our method is shown in Table 3.5. First, we compute the outcome
with just the ResNet101 ibn a backbone followed by a GAP layer. The triplet loss and the categorical crossentropy loss are used for the loss computation. Random horizontal flip, random padding, and random crop
augmentations are used with a randomidentity sampler. The learning rate scheduler is used to regulate the
learning rate, as discussed in Section 3.4.2.
The ablation studies of our method on the VERI dataset is provided here. Our baseline achieves an mAP
of 75.2% and Rank-1 accuracy of 94.2%. Adding the RE augmentation improved the mAP by 3.7% and
Rank-1 by 1.9%, improving challenging scenarios such as partial occlusion and reducing the impact of
outliers within the vehicle patch. Adding the BN layer further improves the mAP by 4.6% and the Rank-1
by 1.1%. The BN neck helps achieve better convergence of both the triplet loss and the CB-loss, when used
in combination, and improves the generalization capabilities of the network. Before introducing our module,
we experimented with a local average pooling (LAP) layer immediately after the backbone, followed by the
GAP layer and the BN neck. We use an average pooling layer that pools feature with a 3 × 3 window.
The addition of LAP does not add any benefit as it reduces both the mAP and the Rank-1 metric. With the
addition of our LGA module, we achieve a performance gain of 1.1% in mAP and 0.1% in Rank-1. Our
method helps with the spatial reasoning in the backbone feature map that helps to reduce any background
noise and improve pose invariance.
The error rate for the Rank-1 metric reduced from 2.7% to 2.1% by utilizing the class balanced loss i.e.,
a percentage improvement of 22.2% in the error rate that shows its usefulness for vehicle re-identification.
Even though we performed randomidentity sampling as a mitigation technique for imbalanced class distribution, the class balancing loss improves the generalization capabilities for the network by weighing each
sample based on the underlying class distribution of the entire training dataset.
Table 3.6 shows the results of further experiments that evaluate the performance for various depths of graph
modules on the VehicleID [193] datasets. We found in our experiments that cascading multiple graph modules is beneficial on the small test set. However, the performance on the large test subsets is not affected by
the number of LGA modules.
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Figure 3.4: Visual results. Red represents wrong matching and blue represents correct matching. Best
viewed in color.

Figure 3.5: Activation map visualization for the baseline and LABNet.
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Figure 3.6: Visualization of the learned feature space of LABNet.

3.6.2

Qualitative Results and Visualization

Fig. 3.4 shows two successful cases of the proposed LABNet algorithm, where the top 4 predictions are
included with the corresponding query images. For the partial occlusion scenario, LABNet successfully
identifies the correct vehicle when the query image or the target images are partially occluded. For the
viewpoint change scenario, the baseline method got confused with a vehicle having similar appearance and
similar viewpoint. LABNet was able to successfully identify the correct vehicle even though there is slight
viewpoint change in the third and fourth position.
To further illustrate the operation of our method, we examine the class activation maps on the query image
and the gallery target images using the GradCAM [270] technique. The activation maps shown in Fig. 3.5,
illustrate that the baseline method only looks at the white part of the vehicle for the query image, while for
the target image it is only looking at small part of the vehicle which is not a distinguishable part to separate
the target from the confusers. On the other hand, LABNet looked at the overall parts of the query vehicle
and multiple parts in the target vehicle. This helps the network provide a better feature representation and
hence separate the target from the confusers.
To further illustrate the effectiveness of our method, we show the t-SNE plot [213] in Fig. 3.6 to visualize the
feature space. We manually select a few vehicle ids from the test set of VERI dataset with close appearance
for the visualization. The t-SNE plot in Fig. 3.6b includes all the corresponding test images of the vehicles
shown in Fig. 3.6a. From the appearance of the images, the vehicle with id 2 has different color and
appearance from other vehicles, and that is also evident in the t-SNE visualization. The vehicles with id 5
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and 6 are closer in appearance and color but are distinguishable based on the color of the vehicles. In the
t-SNE plot, those two vehicle samples are close to each other and form separate clusters. The vehicles with
id 14 and 27 are very close in appearance and that is evident in the t-SNE plot as well.

3.7

Conclusion

In this chapter, we discussed our proposed method, LABNet, a deep learning based method that further
advances vehicle re-identification. Our method utilizes graph based feature aggregation on the backbone
feature map to aggregate information explicitly among various spatial locations. We incorporated a class
balanced loss with the softmax loss during training that improved feature learning on imbalanced datasets.
We performed various experiments on multiple benchmarks and our method generally outperforms stateof-the-art methods. Finally, we utilized visualization techniques to demonstrate the effectiveness of the
proposed method. A modified version of LABNet is used for developing vehicle tracking method for aerial
videos as described in Chapter 5. In the next chapter, we will discuss the existing state-of-the-art of visual
object tracking methods for aerial visual object tracking.

Chapter 4

Benchmarking Deep Trackers on Aerial
Videos
In recent years, deep learning-based visual object trackers have achieved state-of-the-art performance on
several visual object tracking benchmarks. However, most tracking benchmarks are focused on ground level
videos, whereas aerial tracking presents a new set of challenges. In this chapter, we compare ten trackers
based on deep learning techniques on four aerial datasets. We choose top performing trackers utilizing
different approaches, specifically tracking by detection, discriminative correlation filters, Siamese networks
and reinforcement learning. In our experiments, we use a subset of OTB2015 dataset with aerial style videos;
the UAV123 dataset without synthetic sequences; the UAV20L dataset, which contains 20 long sequences;
and DTB70 dataset as our benchmark datasets. We compare the advantages and disadvantages of different
trackers in different tracking situations encountered in aerial data. Our findings indicate that the trackers
perform significantly worse in aerial datasets compared to standard ground level videos. We attribute this
effect to smaller target size, camera motion, significant camera rotation with respect to the target, out of
view movement, and clutter in the form of occlusions or similar looking distractors near tracked object.

4.1

Introduction

Visual object tracking is an important area of computer vision with applications in robotics [239], autonomous driving [158, 162], video surveillance [296], pose estimation [79], medicine [284, 315], activity
recognition [1], and many others. Visual object tracking refers to locating a region of interest, typically
a bounding box around the tracked object, in a sequence of frames. Visual tracking is challenging due to
33
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variations in appearance, illumination and scaling, changes in zoom, rotation, distortions, occlusion, abrupt
motion, similar looking distractors, out of frame movement, etc.
Early visual tracking methods relied on hand crafted features, such as optical flow, and keypoints, and related
benchmarking studies analyzed their performance [16, 54, 55, 57, 61, 87, 88, 103, 119, 136, 232, 234, 279, 346,
348,377,379]. Popular trackers such as Kernelized Correlation Filters (KCF) [103], Structured output tracking with Kernels (STRUCK) [88], Spatially Regularized Discriminative Correlation Filters (SRDCF) [55],
and Background-Aware Correlation Filters (BACF) [136] used hand-crafted features. However, traditional
methods may fail in challenging situations, such as those encountered in the 2018 Visual Object Tracking
(VOT 2018) challenge [148] and the 2015 Object Tracking Benchmark (OTB 2015) challenge [331]. In recent years, deep learning has advanced object detection and other computer vision tasks, including tracking,
semantic segmentation, pose estimation, visual question answering, and style transfer. In the VOT 2018
challenge, almost all of the top performing trackers used deep learning features based on convolutional
neural networks (CNN) [148]. In our study, we focus on trackers based on such deep learning features.
Recent CNN based trackers can be broadly categorized into four groups, as illustrated in Figure 4.1: (i)
Tracking by detection (TD), (ii) Correlation Filters (CF), (iii) Siamese networks (SN), and (iv) Reinforcement learning (RL). In CF based trackers, correlation filters are learned to match the target distribution
aiming for a response that is Gaussian distributed. The implementation of the CF trackers is usually done
in the Fourier domain for computational efficiency and filters are updated during online tracking. However, the filter update reduces the speed of the tracking procedure [52, 55, 56]. SN-based trackers approach
tracking as a similarity learning problem, where matching is done in feature space. SN trackers are trained
offline and are not updated online, which is efficient but may reduce tracking performance [10, 167, 390].
TD-based trackers treat tracking as a binary classification problem that aims to separate the target from the
background. Multiple patches are taken in the target frame (tth frame) near the target location in the previous
frame ((t − 1)th frame) and the patch with the highest score is selected as the target patch [124, 230, 247].
RL-based trackers learn an optimal path to the tracked object, either by moving the predicted location to the
target location or by learning hyperparameters for tracking [26, 353].
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Figure 4.1: Grouping of convolutional neural network (CNN)-based visual object tracking algorithms.

Evaluating tracking algorithms requires large and diverse datasets with annotated ground truth of the target
location at every frame. Additionally, attribute annotation is important to fully assess tracker performance
in different challenging situations, such as occlusion, illumination variation, etc. There are several tracking
benchmarks in the literature [64, 65, 135, 143, 144, 145, 146, 147, 148, 164, 175, 182, 224, 226, 279, 281, 310,
330,331,354]. Two of the most popular tracking benchmarks are the OTB [330,331] and the VOT challenge
[143,144,145,146,147,148] datasets. In our study we benchmark various trackers on aerial datasets, another
important category of datasets that consist of sequences taken from aerial platforms. We consider a video to
be aerial if the camera is on an airplane or unmanned aerial vehicle (UAV). To include a greater variety of
datasets, we broaden this definition to include cases where the camera is located anywhere above the ground
ranging from a roof to a satellite.
There are some key factors that make aerial tracking different from tracking in standard ground level videos.
In the aerial videos, the area covered by the field of view of the camera is usually much larger than that
of ground level videos. More importantly, in aerial videos, the tracked object is much smaller in size in
terms of pixels. Due to the smaller object size, it is more difficult to generate discriminative features, which
adversely affects tracking performance. The object’s size and viewpoint can change significantly and quickly
in aerial videos. Additionally, the tracked object may be occluded for a long time and even disappear for
several frames. Camera motion often causes abrupt changes in the object appearance and may result in
out-of-frame movement for the tracked object. These characteristics present a unique set of challenges for
aerial tracking compared to standard tracking on ground level videos. Initial work by Minnehan et al. [220]
indicated that the performance of deep trackers varies significantly when tracking in aerial videos. Popular
trackers, such as tracking by detection MDNet [230], or CF-based CCOT [56], were not as effective when
tracking in aerial videos due to occlusion, smaller target size, and camera motion [220]. Our study differs
from [220] in various aspects. We consider a larger number of more recent trackers from four general groups.
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We perform our benchmarking on multiple datasets and conduct detailed evaluation for various attributes of
aerial imagery.
Several review papers exist in the literature that overview visual object tracking research [72, 172, 279, 346].
Li et al. [172] studied deep learning trackers based on network architecture, network training, and network
function and ran experiments on OTB100, TC-128 [182], and VOT2015 [144] to compare different deep
learning based trackers. Fiaz et al. [72] performed an extensive review that compared various trackers based
on different feature extraction methods. Trackers based on both deep learning and hand crafted features were
evaluated on benchmarks, such as OTB 2015, OTB 2013 [330], TC-128, OTTC [72], and VOT 2017 [143].
VOT challenges compare many different trackers and provide a good overview of the performance of recent
trackers.
However, these review papers and tracker benchmark studies deal with datasets that are ground based. In
this work, we focus on aerial tracking because the conditions encountered vary significantly from ground
level situations. The main contributions of our work is described as follows.
• We focus on aerial tracking using videos taken from aerial platforms. To our knowledge, this is the
first comprehensive benchmarking study of visual object tracking on aerial videos.
• We benchmark ten recent deep learning based trackers from four tracking groups.
• We consider four different aerial benchmarks and compare the trackers’ performance in various challenging situations which provides a better understanding of the state-of-the-art of visual object tracking on aerial videos.
The rest of the chapter is organized as follows. In Section 4.2, we discuss the relevant tracking algorithms
we incorporated in our benchmarking. In Section 4.3, we discuss the datasets used in our experiments and
the evaluation metrics. In Section 4.4, we show the evaluation results on different benchmarks and discuss
the comparison among different trackers on different benchmarks as well as specific attributes present within
the datasets. In Section 4.5, we present final remarks based on our evaluation.

4.2

Tracking Algorithms

In this section, we overview the tracking algorithms based on their approach to tracking and network architectures. We only selected trackers that use deep learning features and considered their performance and
source code availability.
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A brief description follows for the four types of trackers outlined in Figure 4.1.

4.2.1

TD-Based Trackers

Tracking by detection frameworks view tracking as a foreground (target) vs. background classification
problem. TD-based methods have been used for some time and continue to be popular with deep trackers
in recent years [66, 124, 229, 230, 240, 247, 282, 303]. In these frameworks, the networks generally learn the
region of interest by sampling multiple patches from the input image. Positive and negative instances within
the training samples are selected based on the intersection-over-union (IoU) score with the ground truth.
Online training is usually done in these networks to improve the classification accuracy during tracking.
The TD-based trackers that we included in our benchmarking are MDNet [230], DAT [247], Meta-Tracker
[240], and RT-MDNet [124]. MDNet was the winner of the VOT2015 challenge and was used as a baseline
tracker for the other TD-based trackers. DAT improved over MDNet using reciprocation learning. The
Meta-Tracker improved over MDNet using a meta-learning approach and RT-MDNet improved the real
time performance of MDNet. Short descriptions of these trackers are given below.

Multidomain Network Tracker (MDNet) [230]
In visual object tracking, there are some desirable properties for target representation learning such as invariance with respect to illumination, scale, perspective, and motion blur. The goal of using multidomain
learning is to learn a discriminative model that learns a shared representation of the target in various domains. To achieve this, MDNet is trained offline with large set of video sequences, where each sequence is
considered as a domain.
The MDNet architecture is shown in Figure 4.2. In the network shown, the domain specific layers are
shown as FC6 1 to FC6 n where all the preceding layers are considered as shared layers. During tracking,
all branches of the sixth fully connected layer are removed and replaced with a single fully connected layer,
where online adaptation is performed by fine-tuning the fully connected layers. For precise localization of
the object during tracking, a bounding box regression technique is used on bounding boxes with high scores.
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Figure 4.2: Network architecture of the MDNet tracker [230].

Deep Attentive Tracking (DAT) [247]
DAT learns to attend a specific foreground class from the background by using reciprocation learning. Here,
reciprocation learning refers to utilizing the backpropagated gradient to aid the learning procedure. It is
achieved by passing the input image through the network and gathering the backpropagated gradients in the
input layer which are later used as a regularization term with the classification loss. The MDNet architecture
is used for the implementation. However, VOT benchmark training is no longer required for this tracker.
Instead, for the first three convolutional blocks, VGG-M weights pretrained on ImageNet [263] are used
and never updated. Similarly to MDNet, the fully connected layers are updated during online fine tuning.
During this process, multiple patches are sampled at every input frame. The sampled patches are passed
through the network and an attention map is obtained by taking the partial derivative of the classification
score with respect to the input image at each patch. This attention map regularizes the original loss function
through an additional term, with the goal of better classification where the map localizes the target. The
objective is to maximize the mean and minimize the standard deviation of the attention map corresponding
to the true class and do the inverse for the background. Eventually a hyperparameter is added to combine
the two losses. Evaluation on OTB benchmarks showed the effectiveness of this tracking algorithm.

Meta-Tracker (Meta-SDNet) [240]
Meta-SDNet improves over the baseline MDNet tracker using a meta-learning approach for online adaptation taking into consideration the uncertainty during tracking. Meta learning refers to a few shot learning
procedure, where an algorithm adapts in a new environment by learning either model parameters, or a metric, or proper optimization techniques. In the meta-learning process, the network parameters are learned
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such that uncertainties in future frames can be minimized by better modeling the target appearance without
overfitting the recent target appearances. Specific video sequences suitable for training were selected from a
large scale video detection dataset and used to learn the appropriate parameters for meta-learning. The first
three layers of Meta-SDNet are based on the pretrained VGG16 framework and used as feature extractors.
The last three fully connected layers were randomly initialized and trained with the Adam optimizer.

Real-Time MDNet (RT-MDNet) [124]
RT-MDNet improves over MDNet tracking framework by incorporating ROI alignment technique from FastRCNN [80]. The technique allowed to construct a high resolution feature map. The channel activation was
based on large receptive field. An adaptive ROI alignment layer was added after the convolutional layers
and before the fully connected layers in the original MDNet architecture. This feature extraction method improves the computational complexity of the overall tracking process. Dilated convolution was used to extract
high resolution feature maps, which improved the quality of the representation of the target in feature space.
Modified bilinear interpolation was considered for the adaptive ROIAlign layer instead of linear interpolation which changed the tracking performance significantly. Another contribution was combining instance
embedding loss with the classification loss to discriminate between similar foreground targets in multiple
domains. The network was tested on OTB 2015 and UAV123 datasets [224] and performed comparable to
the state-of-the-art trackers in real-time.

4.2.2

CF-Based Trackers

A popular method for visual object tracking is learning Discriminative Correlation Filters (DCF) to predict
the location of the tracked object in a patch [12,13,42,83,101,129,169,225,294,309,318,345,363,364,391].
A basic correlation filter based tracking framework is shown in Figure 4.3. Generally, a large patch around
the tracked object is cropped at tth frame during tracking. Any feature extraction technique may be used
to extract features from the cropped patch. Then the features are utilized to learn a bank of correlation
filters that generates a Gaussian response map at the desired target location. Based on the response map,
the bounding box of the tracked object is predicted. However, the filter learning procedure is performed at
various time instances. Generally, a few frames and the corresponding target locations are saved based on
the tracking confidence and utilized during the filter learning procedure.
CF-based trackers aim to find the filters f where the template x is given from a patch with ideal response map
y, typically modeled by a Gaussian distribution. For example, the Kernelized Correlation Filter (KCF) [103]
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utilized a Gaussian kernel to model the target response. The best filter parameters are computed as follows.
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However, CFs have limited detection range and may perform poorly when the object undergoes deformation.
The patch size and the filter size must be equal, which often makes the tracker learn the background within
the patch for irregularly shaped objects. If the patch is small, then in cases of occlusion the object may
not be redetected after reappearing. Therefore, it is important to incorporate regularization in the CF-based
tracking framework.
Danelljan et al. proposed Spatial Regularization for learning the DCFs (SRDCF [55]). The objective was
to weaken the responses due the background information by spatially modifying the filter coefficients. The
background is suppressed by assigning higher values of the filter coefficients which are outside of the target
bounding box and vice versa. The filter parameters f ∗ are learned using Equation (4.2) where αt describes
the impact of each training sample and w is the spatial regularization term.
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An improved version of SRDCF is the Continuous Convolution Operation Tracker (CCOT [56]), where
filters are learned for multiple resolutions of target patches in the continuous domain. These filters are then
used to produce multiple resolution feature maps. However, CCOT suffers from the large number of filters
that are required to be learned to capture the target representation. Another limitation is that the tracker
updates at every frame, which causes overfitting to the most recent target appearance.
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Figure 4.3: A general deep feature-based correlation filter tracking framework.

There are many variations and improvements to CF trackers since SRDCF and CCOT. We selected the
following CF based trackers in our benchmarking. The Efficient Convolution Operators (ECO) [52], the
Spatial Temporal Regularized Correlation Filter (STRCF) [168], and the Multi-Fusion Tracker (MFT) [6].
ECO was the winner tracker of VOT2016 challenge. MFT was the winner tracker of VOT2018 challenge.
STRCF is also one of the top performing CF-based trackers. A brief overview of these approaches is given
below.

Efficient Convolution Operators (ECO) [52]
The ECO formulation is based on discriminative correlation filters with a factorized convolution operator
introduced to reduce overfitting, a generative model to estimate the training sample distribution, and an
efficient model update strategy. The base framework of CCOT had many filters that contained negligible
energy, and these were eliminated in ECO to make the training more efficient. Then, filters are reproduced as
the linear combination of the learned filters. The Gauss–Newton method was used to optimize the quadratic
loss using conjugate gradient method. The factorized convolution operation reduces the computational and
memory complexity of the tracker. To improve overfitting compared with CCOT, a new sample space was
introduced based on Gaussian mixtures to obtain a representative sample set. A model update strategy was
also introduced to reduce overfitting based on updating the model every Ns frames, where this parameter
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was identified by heuristics. Small values of Ns may result in overfitting, whereas large values reduce the
convergence speed of the optimization. The base network model was VGG, where features from the first
and last convolutional layers were used along with HOG and Color features. Finally, the comparison was
done on the tracking benchmarks and the model achieved state-of-the-art performance on the VOT2016
challenge.

Multi-Fusion Tracker (MFT) [6]
The Multi-Fusion Tracker (MFT) improves upon the baseline SRDCF tracker by using a motion model
and hierarchical feature selection with adaptive fusion. Typically, motion models are ignored in CF and
TD trackers. However, MFT utilized a motion model to improve over partial occlusion and bounding box
estimation. For the motion model, Kalman filtering was used, which effectively reduces the noise of the
bounding box center locations from the DCF predictions. Another important distinction is that the online
training was formulated to learn independent correlation filters for multilevel CNN features. It was determined that early layer features are better for adapting the scale changes for small deformation, but deeper
features are better for adapting with larger deformation. Additionally, middle-level features are the most
representative of the target scale, as the deeper features are prone to drifting towards similar objects. This
shortcoming is solved by fusing multilevel features from the network. For these multilevel features, adaptive
independent correlation filters were learned using conjugate gradient method. The model was updated at a
fixed frame interval instead of every frame following ECO. Then, the outputs of the multiple independent
hierarchical filters are fused using an adaptive weighting scheme, where the center location of the target
bounding box is extracted from the feature map. Scale change is achieved using a multiscale search strategy of the image patches, after cropping based on the motion estimation model which predicts the center
location of the patch. The MFT algorithm outperforms the baseline ECO architecture on the OTB dataset.

Spatial Temporal Regularized Correlation Filter (STRCF) [168]
Spatial Temporal Regularized Correlation Filter (STRCF) tracking incorporates both spatial and temporal
regularization on the DCF framework. In a comparative study on different sequences where the target
appearance varies significantly, STRCF outperforms SRDCF due to its effective appearance modeling. To
solve for the filter parameters, the Alternating Direction Method of Multipliers (ADMM) was used to achieve
closed form solutions. The algorithm can operate in real-time when using handcrafted features. With the
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temporal regularization term, the objective function to update the filters f ∗ is given by
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Here, ft−1 represents the filters used in the (t − 1)th frame and µ denotes the hyperparameter for regularization. This expansion to online passive-aggressive algorithm [47] improves over SRDCF in two ways: (i)
better model updating with multiple samples and (ii) better occlusion handling by passively updating the
correlation filters. Evaluation results on Temple-color, VOT-2016, and OTB 2015 benchmarks showed that
this algorithm achieved state-of-the-art accuracy.

4.2.3

SN-Based Trackers

Siamese networks contain twin branches with shared weights and are widely used in visual object tracking
[10, 62, 67, 86, 165, 176, 222, 316, 321, 322, 369, 370]. The objective of Siamese networks is to learn a shared
representation of the input images in a similarity learning fashion. Generally, two input images are fed to
the network in each of the branches, and both branches of the network are updated at the same time with
shared weights. Bertinetto and Valmadre et al. [10] proposed a fully convolutional Siamese architecture
for tracking (SiamFC) that has a template branch and a search window branch. The network was trained
with the ImageNet video detection dataset [263], where two different frames in a sequence are cropped and
resized such that the area A of the resized patch is
A = s(w + 2p) · s(h + 2p)

(4.4)

where w and h are the width and height of the corresponding target bounding box, p is the context amount
which is set to p = (w + h)/4, and s is the scale factor. Finally, cross-correlation is applied in feature space
to get the final response map. Multiples scales and aspects are considered to deal with the scale and aspect
ratio changes. Training the network is done using positive and negative pairs with logistic loss
l(y, v) = log(1 + exp(−yv))

(4.5)

where v is the score for one pair of patches and y ∈ {+1, −1} is the target value. The overall network is
trained using SGD with average loss.
One limitation of SiamFC is that it does not always find the tightest bounding box around the target and the
resulting localization accuracy is not as good compared to the CF-based trackers. Li et al. [167] incorporated
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the Faster R-CNN [257] with the SiamFC architecture. The bounding box proposal generation and bounding
box regression from Faster R-CNN improved the overall performance of the tracking framework. He et
al. [94] proposed a twofold Siamese network architecture where semantic appearance information is encoded
to get a better response map. Zhu et al. [390] further improved SiamRPN using distractor-aware training.
They also used a local to global search strategy to improve tracking during occlusion.
Among SN-based trackers, we select SiamFC [10] and DaSiamRPN [390]. SiamFC was the winning tracker
of the VOT2017 realtime challenge and DaSiamRPN was the winning tracker of the VOT2018 realtime
challenge. Furthermore, these trackers are the backbone of many other state-of-the-art SN-based trackers
[165, 176, 322, 370]. Brief descriptions about these trackers are provided below.

Fully Convolutional Siamese Tracker (SiamFC) [10]
SiamFC casts the tracking problem as a similarity learning problem and uses fully convolutional branches for
feature embedding. The SiamFC network architecture is shown in Figure 4.4. Two input images of different
size are fed into the two branches of the network and the same transformation is applied to both images.
Keeping the target at the center, the first frame of the sequence is cropped and resized to pass through one
of the branches of the Siamese network. The first frame of the sequence is kept fixed in one of the branches
in the network. All the other frames of the sequence are cropped, resized, and passed through the second
branch of the network. After getting the feature embedding from both branches, a correlation layer is used
to find the correlation between two images in the latent space. In the final correlation map, the bounding
box is determined in the detection frame based on the similarity score. In the SiamFC architecture, binary
cross-entropy loss with SGD is used during training. The network is trained offline on the 2015 version
of ImageNet Large Scale Visual Tracking Challenge [263] dataset and no online update is made during
tracking. One drawback of this approach is that it uses an expensive multiscale test to adapt for changes in
the object’s scale, which is not very efficient and does not capture the scale change very well.
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Figure 4.4: SiamFC network architecture. [10]

Distractor-Aware Siamese Region Proposal Networks (DaSiamRPN) [390]
The initial SiamRPN [167] architecture utilizes a key concept in Siamese networks, where the goal is to
learn an embedding space maximizing the distance between the inter-class objects and minimizing the distance between intra-class objects. SiamRPN introduces several new concepts including a Region Proposal
Network (RPN) and one-shot learning. The region proposal network is utilized on top of the base Siamese
network adopted from the original SiamFC architecture for feature extraction. The DaSiamRPN network
improves the training procedure by increasing the number of positive examples to reduce the imbalance
between positive and negative examples. The original SiamRPN is trained on Youtube-BB dataset [254]
consisting of 200,000 video sequences which are annotated every 30 frames. In DaSiamRPN, the ImageNet
Detection [263] and COCO Detection [184] datasets were augmented into image pairs, and used to train
the network. Semantic negative pairs were included, instead of considering hard negative pairs as in object
detection. Additionally, motion blur images were used for training.
Distractors were collected using non maximum suppression to avoid redundant candidates. Among all the
predicted bounding boxes, the box with highest score was set as the target and boxes with score greater than
a threshold were chosen as distractors. This approach works well for short-term tracking, but it may fail
for long-term tracking, as the search region is not large enough to cover the entire range within the image
where the object may reappear. DaSiamRPN tried to solve this issue by using local-to-global search strategy
when tracking failure occurs and keeping track of the number of frames in which the target is not found.
For the training architecture, a modified AlexNet pretrained on ImageNet was used. Evaluation on multiple
benchmarks showed that the tracker achieves state-of-the-art performance.
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RL-Based Trackers

In RL-based approaches an agent learns to find an optimal path in an environment from its own experience
using feedback. The agent generally receives observations in discrete time steps with rewards and chooses
an action from a set of available options. This process continues until convergence. Reinforcement learning
algorithms are extensively used in game theory and have been considered for visual object tracking as
well [26, 63, 116, 256, 291, 353]. For example, in the HP [63] tracker, Dong et al. introduced a novel hyper
parameter selection technique which can learn sequence specific hyperparameters using continuous deep
Q-learning. Supancic et al. [291] formulated the tracking problem as an online partially-observable Markov
decision making process (POMDP) where, instead of heuristic target initialization, an optimal decision
making policy is learned to update the appearance model. Among the RL-based trackers, the Actor-Critic
[26] tracker outperformed the other trackers based on the evaluation results provided in the corresponding
papers. We have included the Actor–Critic tracker in our benchmarking and provide a short description
below.

Actor–Critic Tracking (ACT) [26]
ACT is a reinforcement learning tracker that can operate in real-time. The two main components of the
framework are the Actor and the Critic models. The actor network moves the bounding box to the target
location and the critic network guides the learning process during offline training. The process is guided
by calculating the Q-value using reinforcement learning to train both the Actor and the Critic networks. A
modified deep deterministic policy gradient algorithm is used to effectively train the model. During online
tracking, the Actor model employs a dynamic search framework to learn the position of the target and the
Critic model verifies the position to make the tracker more robust. A pretrained VGG architecture was used
to initialize the Actor and Critic networks. In the Critic network, Q learning was done using the Bellman
equation in Q-learning, while the Actor network learns using chain rule. During training, the samples were
generated from translation and scaling of the bounding box, where the scale was sampled from a Gaussian
distribution centered by the object location. The ImageNet Videos were used to train the Actor network so
that for each iteration 20 to 40 frames were randomly chosen for training. The tracker achieves 30 fps speed
with performance comparable with state-of-the-art trackers on popular tracking benchmarks.
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Experiments

In our experiments, we evaluated a subset of the OTB 2015 [331] dataset, the DTB70 [175] dataset, the
UAV123 [224] dataset and the UAV20L [224] dataset as our benchmark datasets. For the aerial style subset of OTB 2015 dataset, we selected the sequences where the camera is above the ground. The chosen
sequences are: Basketball, Bolt, CarScale, Couple, Crossing, Crowds, Human3, Human4-2, Human5, Human6, Jogging-1, RedTeam, Subway, SUV, Walking, Walking2, and Woman.
The DTB70 dataset contains 70 sequences of UAV collected data where the bounding boxes are drawn
manually. Some of the sequences are collected from YouTube. Different types of camera motion, including
translation and rotation, are incorporated to make the dataset more challenging. Three types of targets appear
in the videos: human, animal, and rigid objects.
The UAV123 dataset contains 123 video sequences taken from UAV platforms. Note that we excluded the
seven synthetic sequences from the UAV123 dataset for our evaluation. A subset of the UAV123 dataset,
UAV20L, is also evaluated for long-term tracking analysis.
The attributes of the aerial datasets are listed in Table 4.1. These attributes make aerial tracking more challenging and their annotations are available within the corresponding datasets. The comparison of different
trackers with these attributes provide better understanding of their performance under different tracking scenarios. Comparisons across UAV123 and DTB70 will indicate the generalizability of different trackers. For
long-term tracking, an important consideration is consistent performance in a long temporal span, which
tests the tracker’s ability to create a robust model and perform efficient model updates. Some trackers may
drift a little from one frame to the next, which may not be noticeable in short term sequences, but eventually
could result in target loss during long-term tracking.
Regarding the datasets, there are inherent differences between the OTB aerial subset and other aerial datasets
in terms of resolution, attributes, and size of the objects to be tracked. In the standard OTB sequences, the
objects are much larger and occupy a larger portion of the image frame, while in aerial datasets such as
DTB70, UAV123, and UAV20L, the object to track takes a smaller portion of the image because the camera
is higher and covers a larger area. Another important distinction of the DTB or UAV sequences is that
the camera rotates around the object, whereas none of the videos in OTB sequences have this attribute.
Additionally, the OTB benchmark sequences have minimal camera jitter and less clutter in the background.
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Table 4.1: Dataset attributes.
UAV123

DTB70

Abb

Full Name

Total Sequence

Abb

Full Name

Total Sequence

ARC
BC
CM
FM
FOC
IV
LR
OV
POC
SOB
SV
VC

Aspect Ratio Change
Background Clutter
Camera Motion
Fast Motion
Full Occlusion
Illumination Variation
Low Resolution
Out of View
Partial Occlusion
Similar Object
Scale Variation
Viewpoint Change

65
21
64
22
33
25
48
28
68
39
103
55

ARV
BC
DEF
FCM
IPR
MB
OPR
OV
OCC
SOA
SV

Aspect Ratio Variation
Background Clutter
Deformation
Fast Camera Motion
In-plane-rotation
Motion Blur
Out-of-plane Rotation
Out-of-view
Occlusion
Similar Object Around
Scale Variation

25
13
18
41
47
27
06
07
17
27
22

Tracker codes were obtained from their Github repository at the URLs provided in Table 4.2. None of the
algorithms in our implementation were trained from scratch. All of the trackers were implemented in a server
workstation with NVIDIA TITAN-V GPU. The CF-based algorithms were implemented using MATLAB
and MATConvNet, whereas the other trackers are implemented using Python and PyTorch. Readers are
referred to the Github pages in Table 4.2 for further implementation details.
All the trackers were evaluated using one pass evaluation (OPE) introduced by the OTB benchmark evaluation procedure. The trackers were initialized in the very first frame and never re-initialized after a tracking
failure. All the trackers were set to provide the output in the OTB format ([tclx, tcly, w, h]), where tclx and
tcly are the coordinates of the top left corner of the bounding box, respectively, and w and h are the width
and height of the box, respectively.
To evaluate tracker performance on the aerial benchmarking datasets, we examined visual examples as well
as results based on evaluation metrics. To assess overlap performance, successful tracking is considered if
the predicted bounding box and the groundtruth bounding box have an intersection over union (IOU) overlap
greater than or equal to some threshold (e.g., 0.5). The tracker is evaluated for different thresholds and the
success vs. threshold plot is obtained. The area under the curve (AUC) is computed based on the success
vs. threshold plot and the trackers are ranked based on this value.
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Table 4.2: URLs for the codes of the implemented trackers. The code is denoted as P when the implementation is in Python and PyTorch and M when the implementation is in MATLAB and MatConvNet. MDNet
is denoted by py-MDNet since it is based on a PyTorch implementation.
Tracker

Base Network

Code

Code Repository

ACT
DaSiamRPN
DAT
ECO
meta-SDNet
MFT
py-MDNet
RT-MDNet
SiamFC
STRCF

MDNet
SiamFC
MDNet
SRDCF
MDNet
SRDCF
MDNet
MDNet
SiamFC
SRDCF

P
P
P
M
P
M
P
P
P
M

https://github.com/bychen515/ACT
https://github.com/foolwood/DaSiamRPN
https://github.com/shipubupt/NIPS2018
https://github.com/martin-danelljan/ECO
https://github.com/silverbottlep/meta_trackers
https://github.com/ShuaiBai623/MFT
https://github.com/HyeonseobNam/py-MDNet
https://github.com/IlchaeJung/RT-MDNet
https://github.com/HengLan/SiamFC-PyTorch
https://github.com/lifeng9472/STRCF

4.4

Results and Discussion

In this section, we have present our benchmarking results. In Figure 4.5, the overlap success plot is shown for
all benchmark datasets. The AUC, computed for each of the trackers, is indicated in brackets in the legends.
The results show that DaSiamRPN outperforms the other trackers in three out of four datasets. In Figure
4.6, the overlap success plot is shown for various attributes in the UAV123 dataset. The AUC is computed
and shown in the legends. This plot shows how well various trackers perform in specific challenges such
as occlusion, out of view, fast motion, etc. It can be seen from these results that DaSiamRPN does the best
in most of the challenges. In Table 4.3, tracker performance (in terms of AUC) is compared for the ground
based OTB dataset and the aerial datasets. The results show that even though the AUC for all trackers is
high for OTB datasets, their performance was significantly reduced in the aerial datasets.
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Figure 4.5: Overlap success plots of OPE for the aerial datasets. Results show that DaSiamRPN outperforms
all other trackers in DTB70, UAV123, and UAV20L datasets. ECO performed well in the OTB aerial subset.
Best viewed zoomed in and in color.
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Figure 4.6: Overlap plots of OPE for UAV123 dataset attributes. DaSiamRPN outperforms other trackers in
most of the challenges except BC, FOC, and SOB. Best viewed in color.

In terms of precision, the success rate of each tracker is evaluated based on the center to center distance, between the predicted bounding box and the groundtruth bounding box, compared to some predefined threshold in pixels. The center distance threshold is swept to find the precision vs. threshold plots. The precision
values for a threshold of 20 pixels are shown in the brackets of the legends in the precision plots. Figure
4.7 shows the precision plots for all the benchmark datasets. It is seen that DaSiamRPN outperforms the
other trackers in terms of precision as well. In Figure 4.8, the precision plots for different attributes of
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UAV123 dataset are depicted. The results show that DaSiamRPN outperforms the other tracker in most of
the challenges.

(a) OTB subset

(b) DTB70

(c) UAV123

(d) UAV20L

Figure 4.7: Precision plots of OPE. DaSiamRPN outperforms other trackers in UAV123 and UAV 20L
datasets. ECO shows best performance for the OTB subset and MFT outperform other trackers in the
DTB70 datset. Best viewed zoomed in and in color.

CHAPTER 4. BENCHMARKING DEEP TRACKERS ON AERIAL VIDEOS

53

Figure 4.8: Precision plots of OPE of the UAV123 dataset attributes. DaSiamRPN outperforms the other
trackers in most of the challenges where DAT outperforms other trackers in BC, FOC, IV, LR, and SOB
challenges. Best viewed in color.
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Table 4.3: Comparison of AUC tracker performance for various datasets. Scores show that trackers perform
worse in aerial datasets compared to the ground based datasets. Red indicates top performance and blue
indicates runner up. Best viewed in color.
Tracker

OTB 50

OTB 100

OTB Aerial

DTB 70

UAV123

UAV 20L

ACT
DaSiamRPN
DAT
ECO
meta-SDNet
MFT
py-MDNet
RT-MDNet
SiamFC
STRCF

0.657
N/A
0.704
N/A
N/A
0.726
0.708
N/A
0.612
N/A

0.625
N/A
0.668
0.70
0.662
0.698
0.678
0.650
N/A
0.683

0.6092
0.5865
0.6541
0.7684
0.613
0.6625
0.681
0.6155
0.5961
0.7542

0.3784
0.5286
0.4413
0.5072
0.433
0.4957
0.4351
0.4488
0.475
0.5003

0.471
0.5739
0.5372
0.5298
0.5236
0.5154
0.5184
0.5012
0.4947
0.5132

0.4211
0.5466
0.4566
0.5466
0.4822
0.4155
0.444
0.4368
0.4255
0.4369

In Table 4.4, the AUC of overlap success is shown for various attributes present in the UAV123 dataset. In
Table 4.5, the precision at 20 pixel threshold is shown for the UAV123 dataset attributes. Both DaSiamRPN
and DAT trackers perform well in these challenges. In Table 4.6, the AUC of overlap success is provided
for various attributes in the DTB70 dataset. In Table 4.7, the precision at the 20 pixel threshold is provided
for different challenges present in the DTB70 dataset. DaSiamRPN achieved better results in terms of both
overlap success and precision in most of the challenges of the DTB70 dataset.
Visual results on the aerial datasets are shown in Figure 4.9. These illustrate the challenges for trackers due
to the small target size, image rotation change in zoom level, and presence of similar looking distractors.
The speed comparison is provided in Figure 4.10 on the UAV123 dataset. The fastest tracker is DaSiamRPN
which runs above 200 fps and the slowest tracker is DAT which runs below 1 fps. The ECO and DAT
trackers achieve good tracking performance at lower speeds.
Table 4.4: Overlap results for various UAV123 dataset attributes listed in Table 4.1. Top performing tracker
is shown in red and the second best performer is shown in blue. Best viewed in color.
Tracker

ARC(65)

BC(21)

CM(64)

FM(22)

FOC(33)

IV(25)

LR(48)

OV(28)

POC(68)

SOB(39)

SV(103)

VC(55)

ACT
DaSiamRPN
DAT
ECO
meta-SDNet
MFT
py-MDNet
RT-MDNet
SiamFC
STRCF

0.3993
0.527
0.4627
0.4594
0.4596
0.4539
0.4569
0.4198
0.427
0.4508

0.3382
0.4168
0.4577
0.3898
0.4346
0.4047
0.4139
0.3876
0.3336
0.3761

0.4865
0.5794
0.544
0.5167
0.5334
0.5259
0.5206
0.5042
0.4977
0.5231

0.3677
0.5024
0.3972
0.4321
0.3667
0.4372
0.3805
0.3607
0.4113
0.3863

0.259
0.349
0.3604
0.2873
0.3379
0.2983
0.3206
0.2655
0.2713
0.2774

0.4151
0.5298
0.5229
0.484
0.4696
0.4988
0.4855
0.4558
0.4143
0.4632

0.3126
0.4076
0.4068
0.3936
0.3737
0.3646
0.376
0.3407
0.3566
0.3456

0.3829
0.5235
0.4297
0.4101
0.429
0.4257
0.4271
0.4058
0.4457
0.446

0.3831
0.4851
0.4741
0.4565
0.4566
0.4329
0.4548
0.4243
0.4048
0.4408

0.4116
0.5032
0.5277
0.5098
0.5043
0.4644
0.4928
0.4739
0.439
0.4895

0.4404
0.5477
0.5109
0.5044
0.495
0.4885
0.4906
0.4716
0.4694
0.4819

0.4333
0.5836
0.4929
0.4953
0.4784
0.4827
0.4723
0.4685
0.4627
0.4828
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Table 4.5: Precision results for various UAV123 dataset attributes listed in Table 4.1. Top performing tracker
is shown in red and the second best performer is shown in blue. Best viewed in color.
Tracker

ARC(65)

BC(21)

CM(64)

FM(22)

FOC(33)

IV(25)

LR(48)

OV(28)

POC(68)

SOB(39)

SV(103)

VC(55)

ACT
DaSiamRPN
DAT
ECO
meta-SDNet
MFT
py-MDNet
RT-MDNet
SiamFC
STRCF

0.572
0.7108
0.6661
0.6287
0.6347
0.6069
0.6583
0.6158
0.6143
0.6075

0.5233
0.5962
0.7028
0.5891
0.6427
0.5767
0.6353
0.6019
0.4967
0.5657

0.6841
0.7619
0.7531
0.6957
0.7187
0.713
0.7186
0.7052
0.6774
0.6871

0.5557
0.687
0.5904
0.6012
0.5522
0.6577
0.58
0.5459
0.5861
0.5466

0.4046
0.5045
0.5706
0.4379
0.499
0.4506
0.499
0.4047
0.4073
0.4341

0.6058
0.7454
0.8129
0.7179
0.6984
0.7111
0.7476
0.6826
0.602
0.6747

0.5361
0.6108
0.6625
0.6242
0.5767
0.5664
0.6096
0.5451
0.5555
0.5636

0.5056
0.6465
0.5455
0.5151
0.5352
0.5308
0.5516
0.5149
0.5841
0.5686

0.5591
0.6534
0.6776
0.6197
0.618
0.5811
0.6457
0.6007
0.5627
0.6014

0.5814
0.6955
0.7444
0.6921
0.6783
0.6061
0.697
0.6623
0.6098
0.6683

0.6289
0.7289
0.716
0.6817
0.6741
0.6521
0.6884
0.6669
0.6515
0.6476

0.602
0.7627
0.6928
0.6768
0.6507
0.6403
0.6731
0.6812
0.6527
0.6361

Table 4.6: Overlap results for various DTB70 dataset attributes listed in Table 4.1. Top performing tracker
is shown in red and the second best performer is shown in blue. Best viewed in color.
Tracker

SV(22)

ARV(25)

OCC(17)

DEF(18)

FCM(41)

IPR(47)

OPR(6)

OV(7)

BC(13)

SOA(27)

MB(27)

ACT
DaSiamRPN
DAT
ECO
meta-SDNet
MFT
py-MDNet
RT-MDNet
SiamFC
STRCF

0.3439
0.5905
0.4483
0.4753
0.4508
0.5362
0.4286
0.4254
0.4764
0.5156

0.3507
0.5339
0.4280
0.4344
0.3993
0.4475
0.3900
0.3777
0.4280
0.4388

0.3995
0.4203
0.3910
0.5121
0.4045
0.4324
0.4305
0.4878
0.4257
0.4714

0.3210
0.5502
0.4489
0.4477
0.4630
0.5004
0.4334
0.3243
0.4311
0.4979

0.3534
0.5240
0.4361
0.5202
0.4090
0.5080
0.4314
0.4948
0.4974
0.5181

0.3261
0.5013
0.4384
0.4584
0.3996
0.4897
0.4176
0.4011
0.4615
0.4718

0.2351
0.4337
0.3589
0.3257
0.3162
0.4239
0.3500
0.3175
0.3701
0.3550

0.3661
0.5008
0.4665
0.4318
0.3949
0.4019
0.4643
0.3999
0.4159
0.4356

0.2715
0.4402
0.3308
0.4434
0.2989
0.4614
0.3527
0.3083
0.4663
0.4107

0.3420
0.4514
0.3835
0.5255
0.4029
0.4849
0.3815
0.4694
0.4600
0.4827

0.3089
0.4668
0.3652
0.5090
0.3322
0.5073
0.3655
0.4035
0.4736
0.4797

Table 4.7: Precision results on various DTB70 dataset attributes listed in Table 4.1. Top performing tracker
is shown in red and the second-best performing tracker is shown in blue. Best viewed in color.
Tracker

SV(22)

ARV(25)

OCC(17)

DEF(18)

FCM(41)

IPR(47)

OPR(6)

OV(7)

BC(13)

SOA(27)

MB(27)

ACT
DaSiamRPN
DAT
ECO
meta-SDNet
MFT
py-MDNet
RT-MDNet
SiamFC
STRCF

0.4434
0.7749
0.6783
0.5982
0.6224
0.7517
0.6299
0.6017
0.6800
0.7079

0.4658
0.7363
0.6451
0.6007
0.5751
0.6463
0.5577
0.5512
0.6407
0.6371

0.6437
0.6233
0.5823
0.7449
0.6272
0.7074
0.6778
0.7539
0.6780
0.7048

0.4245
0.7774
0.6978
0.6052
0.6545
0.7155
0.6628
0.4828
0.6392
0.7440

0.5484
0.7465
0.6586
0.7523
0.5963
0.7922
0.6624
0.7558
0.7626
0.7700

0.4707
0.7086
0.6501
0.6376
0.5771
0.7551
0.6284
0.5924
0.7004
0.6904

0.2138
0.5252
0.4935
0.3210
0.3883
0.5144
0.4605
0.4378
0.5309
0.4970

0.5688
0.6950
0.7192
0.5851
0.5802
0.6315
0.7110
0.6247
0.6713
0.6572

0.4229
0.6527
0.5316
0.7196
0.4336
0.8332
0.5665
0.5065
0.7552
0.6587

0.5321
0.6638
0.6043
0.8023
0.6371
0.7807
0.6093
0.7135
0.7184
0.7318

0.4892
0.6811
0.5694
0.7362
0.4851
0.8237
0.5816
0.6315
0.7348
0.7230
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Figure 4.9: Tracking visualization on different sequences (top to bottom): Basketball (OTB), Car2 (DTB70),
Boat8 (UAV123), Car7 (UAV123), and bird1 (UAV20L). Best viewed in color after zooming in.
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Figure 4.10: Results showing AUC vs. Frame Rate on UAV123 dataset. Top right corner indicates fastest
implementation and best performance. Best viewed in color.

4.4.1

Overall Comparison

The overall quantitative comparison of the trackers is shown in Table 4.3 for all benchmark datasets. The
results for the OTB aerial subset are slightly worse than the overall OTB results. As the OTB subset does
not exhibit all the attributes of the other aerial datasets, tracker performance remains similar with respect
to the overall ground level OTB dataset. The evaluation plots in Figures 4.5 and 4.7 showed that the ECO
tracker performs the best and STRCF is the second best for the OTB subset.
Tracker performance degrades consistently for the aerial datasets compared to ground level tracking. For the
DTB70 dataset, the DaSiamRPN and MFT trackers perform the best for overlap and precision respectively.
The DaSiamRPN tracker performs the best for the UAV123 dataset and UAV20L datasets. The distractor
aware training, region proposal network for better IoU, and local to global search for redetection make the
DaSiamRPN the best overall performer for aerial tracking.

4.4.2

Attribute Comparison

Attributes are annotated in the datasets, as shown in Table 4.1, and are used to evaluate the tracker performance under various challenging conditions. In different sequences, one or several attributes may be
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present. The evaluation of trackers based on specific video attributes is shown in Figures 4.6 and 4.8 and
Tables 4.4 and 4.5 for UAV123 and in Tables 4.6 and 4.7 for DTB70. These results provide insights in the
performance of the trackers under various conditions.
The aspect ratio change (ARC-UAV123) and the aspect ratio variation (ARV-DTB70) attributes specify
the target’s aspect ratio change over the temporal span of the sequence. The evaluation shows that the
DaSiamRPN outperforms all the other trackers on this challenge. The region proposal network helps DaSiamRPN achieve better performance in terms of aspect ratio change. Note that in this specific challenge,
in the UAV123 dataset, CF-based trackers and MDNet-based trackers perform similarly, whereas CF-based
trackers perform relatively well compared to the MDNet-based trackers in the DTB70 dataset. We conclude that the model update strategy of the CF-based trackers help to achieve relatively better performance
compared to he MDNet-based trackers.
The Background Clutter (BC) attribute is present in both datasets. This attribute specifies instances where
the target is hardly distinguishable from the background. Based on the evaluation, DAT outperforms the
other trackers for UAV123 and SiamFC does best for DTB70, for both overlap and precision. Note that
SiamFC performs the worst for UAV123 sequences where BC is present.
Camera motion (CM-UAV123), fast motion (FM-UAV123), and fast camera motion (FCM-DTB70) attributes are evaluated. These attributes specify faster relative speed between the camera and the target. The
DaSiamRPN tracker outperforms the other trackers for both datasets. However, MDNet based trackers performed comparatively well in the UAV123 dataset when camera motion is involved. However, when the
relative motion is fast, the CF-based trackers outperform the MDNet based trackers in both datasets. We
attribute this to the better model update strategy of the correlation filter based trackers.
Full occlusion (FOC-UAV123), partial occlusion (POC-UAV123), and Occlusion (OCC-DTB70) attributes
are also evaluated. In POC, the target becomes partially occluded and then reappears without full occlusion,
whereas in FOC, the target may be fully occluded for several frames and then reappears. The OCC attribute
in DTB70 addresses both full and partial occlusion. It is important for the tracker to have redetection
capabilities and stop updating the appearance model during full or partial occlusion to prevent drift from
the target. Based on the tracker evaluation on these datasets, we find that for full occlusion DAT performed
well, whereas for partial occlusion, DaSiamRPN performed well. For OCC in the DTB70 dataset, ECO
performed best.
The Out of View (OV) attribute is present in both datasets. This attribute specifies that the target is no longer
within the field of view of the camera, which is particularly challenging for most trackers. To do well in
this challenge, the tracker must have redetection capabilities and be discriminative enough to distinguish the
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target from other similar looking objects. DaSiamRPN outperforms all the other trackers in this challenge,
because it incorporates local-to-global search strategy.
The attributes Similar Object (SOB-UAV123) and Similar Object Around (SOA-DTB70) indicate that objects with shape and appearance similar to the target appear near the target. These objects are also called
distractors. Tracking is more challenging when the target is partially occluded and distractors are present
close to the target. The object may also be fully occluded by the distractor. For this challenge, the results
show that CF-based trackers perform well in the DTB70 dataset, whereas MDNet-based trackers perform
well in the UAV123 dataset. The performance of the Siamese trackers is comparatively lower because the
correlation map generally provides high scores on the distractors, which sometimes causes tracker failure.
The Scale Variation (SV) attribute is present in both datasets. It specifies those sequences where the scale of
the target changes over time. The results show that DaSiamRPN is significantly better than other trackers.
Again, we attribute this to the Region Proposal Network architecture of the DaSiamRPN tracker. Illumination variation (IV), low resolution (LR), and viewpoint change (VC) are some other attributes that are
present in the UAV123 dataset. IV specifies the sequences where illumination change is involved related to
the target and LR specifies those sequences where the target has low resolution. VC specifies the changes in
the camera viewpoint over the temporal span of a sequence. In terms of overlap, DaSiamRPN outperforms
the other trackers in these challenges. However, for the precision, MDNet outperforms the other trackers for
LR and IV attributes.
Deformation (DEF), In-plane Rotation (IPR), Out of Plane Rotation (OPR), and Motion Blur (MB) are some
other attributes present in the DTB70 dataset. Deformation specifies the shape change of the object, in-plane
and out-of-plane rotation specifies whether the target object is rotating inside or outside from the image
plane, and motion blur specifies blurred target during tracking. For deformation, out-of-plane rotation, and
in-plane-rotation, DaSiamRPN performs best. For MB, ECO performs best among the compared trackers
for overlap success. However, for the precision success, MFT performs best. The results show that trackers
perform much better in the IPR challenges compared to the OPR challenges. In presence of the MB attribute,
CF-based trackers generally performs better compared to the other trackers.

4.4.3

Visual Comparison

We present visual examples of the results for all trackers in Figure 4.9. The Basketball sequence is taken
from the OTB dataset. Although it is not an aerial image, it contains distractors that are large enough to
observe. Partial occlusion and distractor attributes are present in this sequence. SiamFC and some MDNet
based trackers lost the target by the end of the sequence.
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The Car2 sequence from DTB70 dataset specifies the camera motion where the camera rotates around the
target. The results show that eight out of 10 trackers lost track as soon as there is significant rotation of the
camera in this sequence.
The Boat8 and Car7 sequences are taken from the UAV123 dataset. Boat8 has significant scale and aspect
ratio change where the appearance of the target also changed. These results show that ECO and MFT
trackers perform well but eventually drift. Surprisingly, DaSiamRPN got stuck on small part of the object,
most likely due to a proposal generated for that region. In Car7, the target was occluded by a tree while
another distractor appeared at the same time. Only the ECO and the DaSiamRPN trackers were able to
successfully handle the situation, whereas all other trackers started to track the distractor. In cases of full
occlusion, all the trackers lost the target.
Finally, the bird1 sequence from UAV123 dataset is evaluated. Here the target is moving fast and went
out-of-view multiple times for several frames. It is seen that due to the small target size, fast motion and
partial occlusion, only STRCF and RT-MDNet successfully track the object until it goes out-of-view, but no
tracker can redetect the target when it reappears.

4.4.4

Speed Comparison

The speed comparison among all the trackers is shown in Figure 4.10 where the AUC vs. frame rate is
plotted for the UAV123 dataset. SN-based trackers have higher frame rate compared to the other trackers.
This is because the network parameters are not updated during online tracking. The DaSiamRPN achieves
significantly higher frame rate because of its approach to online tracking as one shot learning. Among the
CF-based trackers, ECO has the highest frame rate and outperforms the other CF-based trackers. The factorized convolution operation makes the tracker more efficient, thereby allowing it to achieve a higher frame
rate and better performance. Among the MDNet based trackers, RT-MDNet achieves real-time performance
with a small accuracy drop from the the original MDNet tracker. It is also seen that DAT performs well,
but it has the lowest frame rate due to the update strategy of the tracker where the tracker updates on all the
frames with score lower than a certain threshold.

4.5

Conclusions

In this study, we benchmarked ten state-of-the-art CNN-based visual object trackers from four different
classes: Siamese Network-based, Tracking by Detection-based, Correlation Filter-based, and Reinforcement
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Learning. We considered four datasets: a subset of OTB, DTB70, UAV123, and UAV20L datasets for testing
and comparing the tracking algorithms. Visual examples of different trackers are shown and the results of
an One Pass Evaluation (OPE) are reported. We compared the results among different datasets as well as
specific attribute challenges within the datasets. Trackers performed worse in the aerial datasets than in the
typical ground level videos.
In our study, we found that Siamese network based trackers face difficulty when there are distractors present
within the sequence. This is because the cross-correlation operation will create strong peaks on the distractors and drift may occur particularly when the main target is occluded. Siamese trackers do not have any
online model update, which makes them fast but occasionally cannot handle significant appearance change
of the object. However, DaSiamRPN performs well due to distractor aware training and accurate localization based on the RPN. The challenge for the CF-based trackers is to find a proper update strategy such that
the tracker does not update the appearance model when the target is absent. Among MDNet based trackers,
py-MDNet and DAT are computationally expensive where RT-MDNet and meta-tracker run at higher frame
rate with relatively lower accuracy. Finally, the RL-based tracker is yet to achive the desired accuracy. It
is notable that none of the trackers is designed for reidentification, which is needed for target reacquisition
when the target goes out of view and reappears. The overall performance of the implemented trackers indicates that further research is needed to reach the full potential of deep learning tracking on aerial sequences.
Following the outcome, we propose to improve the robustness of the existing Siamese trackers, as described
in the next two chapters, Chapters 5 and 6.

Chapter 5

Application of ReID in Visual Object
Tracking
Siamese deep-network trackers have received significant attention in recent years due to their real-time
speed and state-of-the-art performance as described in the previous chapter (Chapter 4). However, Siamese
trackers have a weakness related to similar looking confusers, that are prevalent in aerial imagery and create
challenging conditions due to prolonged occlusions where the tracker object re-appears under different pose
and illumination. Our work proposes SiamReID, a novel re-identification framework for Siamese trackers
based on the work described in Chapter 3, that incorporates confuser rejection during prolonged occlusions
and is well-suited for aerial tracking. The re-identification feature is trained using both triplet loss and
a class balanced loss. Our approach achieves state-of-the-art performance in the UAVDT single object
tracking benchmark.

5.1

Introduction

Deep learning-based visual object tracking methods, such as tracking by detection [230], correlation filters
[52] and Siamese trackers [10,167], have been widely used due to their superior performance. Aerial videos
bring a unique set of challenges to tracking, such as camera motion and rotation, small object size, longterm occlusion, out-of-view movement, etc. [300]. Results by Taufique et al. [300] showed that even though
state-of-the-art trackers perform well on ground-level datasets, their performance significantly degrades in
aerial datasets. In this chapter, we incorporate a modified version of the re-identification feature introduced
in Chapter 3 to Siamese tracking for improved performance in aerial videos.
62
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Figure 5.1: Siamese network classification scores for vehicles (blue boxes) inside the search region (red
box) are similar despite their appearance differences.

In recent years, Siamese-based and correlation filter-based trackers are the most popular types of trackers because of their performance and potential for real-time operation. Bertinetto et al. [10] introduced a
Siamese tracking framework where a response map is computed based on the cross-correlation of the extracted features from a template frame with a search frame. Li et al. [167] extended the idea of Siamese
tracking with a Region Proposal Network (RPN) in SiamRPN, which significantly improves the bounding
box estimation accuracy. Recently, Wang et al. [323] proposed the SiamMask tracker to take advantage of a
deeper backbone with depth-wise cross-correlation that also significantly improved tracking performance.
Despite their successes, Siamese trackers have limitations under occlusion or out-of-frame conditions due
to similar looking confusers, also known as distractors. [11, 300]. As illustrated in Fig. 5.1, the Siamese
network is not effective in separating individual instances of the same object class. The cosine windowing
technique with location information is generally used to avoid jumping to confusers. However, during longterm occlusions or out-of-view situations, the cosine window is no longer applicable, and the tracked object
re-acquisition needs to be purely appearance based.
We propose SiamReID, a two-stage network that improves Siamese object tracking, where a detection algorithm locates objects in a sequence of frames and a re-identification (Re-ID) algorithm associates these
detections for re-acquisition [349]. The Siam-ReID framework presented here is tailored to vehicle tracking
in aerial imagery and extends the capabilities of the SiamRPN tracker family [167]. In a given frame, we
select the bounding boxes with high score predictions by the Siamese network. Then, we apply the Re-ID
algorithm to separate the confusers from the target. When the target is lost, e.g. due to occlusion, we dynamically increase the search area until the Re-ID algorithm re-acquires the target. In short, the Re-ID algorithm
acts as an oracle for confuser rejection and re-identification. Our main contributions are as follows.
1. We present a two-stage tracking framework with re-identification that improves the robustness of the
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Siamese visual object tracking framework under occlusion or out-of-view conditions.
2. We propose a vehicle Re-ID feature that incorporates confuser rejection and target re-identification
capabilities in Siamese trackers.
3. Our proposed SiamReID tracker outperforms the state-of-the-art trackers on UAVDT vehicle tracking
benchmark.
The rest of the chapter is organized as follows. In Section 5.2, we discuss related works. In Section 5.3, we
explain our methodology. In Section 5.4, we describe the datasets we used to train and test our algorithm.
In Section 5.5, we show the results and compare our method to the state-of-the-art. Finally in Section 5.6,
we draw the final remarks.

5.2
5.2.1

Related Works
Visual Object Tracking

After the introduction of the Siamese fully-convolutional tracker by SiamFC [10], SiamRPN [167] and
SiamMask [323] were notable improvements that incorporated bounding box detection and semantic segmentation capabilities respectively. Furthermore, SiamRPN++ [166] utilized a deeper network compared to
SiamRPN [167] with depth-wise cross-correlation, and achieved better performance. SiamRPN++ utilized
intermediate features from the backbone network for the final output, which showed improvement.
Recently, Yang et al. [344] proposed an online training strategy to improve tracking by developing a novel
loss function to increase the inter-class distance while reducing the intra-class variance between target and
background classes. Li et al. [177] proposed Autotrack that automatically learns the spatio-temporal regularization parameters for correlation filter based tracking. Fu et al. [74] proposed mitigating correlation
filter response map inconsistency by incorporating historical interval information. Lin et al. [183] proposed
a correlation filter based tracking framework that learns bi-directional tracking to improve generalizability
of the tracker for unexpected appearance change.
Videos taken from an aerial perspective introduce additional challenges such as camera movement and
lower resolution [300]. Minnehan et al. [222] proposed an adaptive template to learn the exemplar for object
tracking from an aerial perspective. In our work, we take advantage of the RPN [257] capabilities in Siamese
trackers, such as SiamRPN [167], that generally provide accurate bounding box and utilize a Re-ID model
to handle the confusers and target re-acquisition.
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Vehicle Re-identification

In vehicle re-identification, the objective is to recognize a specific vehicle under various poses, illuminations,
partial occlusion, etc., among a set of vehicles. He et al. [99] proposed a strong baseline for vehicle ReID. Taufique et al. [301] proposed to use a class-balanced loss [49] and graph neural network that showed
improved vehicle re-identification performance over the baseline. In the Siamese tracking framework, we
propose to use a simpler version of the Re-ID feature without the graph network.

5.3

Siamese Tracking with Re-ID Methodology

Our framework consists of a Siamese network that acts as a base tracker and a Re-ID algorithm which rejects
confusers and performs re-identification. In this chapter, the Re-ID feature is trained for tracking vehicles
in aerial videos.

Figure 5.2: Vehicle re-identification network.

5.3.1

Re-identification Network

Our Re-ID network, shown in Figure 5.2, is inspired from [99, 301]. Given an input image x ∈ RW ×H×3 ,
where, W and H are the width and the height of the image, respectively, the backbone (BB) extracts
the features followed by a Global Average Pooling (GAP) layer G. The generated feature, ft ∈ R2048 ,
then passes through a Batch Normalization (BN) neck BN that is followed by the classifier. Finally, we
use the output feature vector fo = BN (G(BB(x))), fo ∈ R2048 to compute the cosine distance for reidentification.
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Figure 5.3: Overall tracking framework. Siamese tracker performs detection, and the re-identification network rejects the confusers. The position bias in the re-identification network is not applied if the target is
lost.

5.3.2

Tracking with Re-identification

The overall workflow of our method is depicted in Figure 5.3. We start with a Siamese tracker, e.g.
SiamRPN, with the object template patch given in the first frame, and for subsequent frames we crop search
patches centered on the previous location of the tracked object. The extracted template and the search patch
are depth-wise cross-correlated in the feature space. The correlation map is passed onto the “Box scores”
head and the “Box regression” head, where the classification scores associated with each of the anchor boxes
are predicted. We perform a thresholding operation on the classification scores to eliminate low confidence
bounding boxes from the total of 25 × 25 × 5 predicted anchor boxes. We map the remaining anchor boxes
to the image space to get the predictions. Such predictions are shown in Figure 5.3.
Let us assume that we get N number of candidate bounding boxes. We perform online cropping of these
candidate boxes and extract the Re-ID features foi , where i ∈ N for each of the objects. These features
are compared with a dynamic dictionary representative, for , where the dynamic dictionary is constructed
with the Re-ID features of all of the target crops that were tracked. We empirically found that the mean
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feature of the dictionary gives the best performance. We save the target re-id features at specific frame gaps
to the dynamic dictionary. We compute the cosine distance for all of the candidate patches to the dictionary
representative feature, which gives us the appearance distance set Da as follows.
Da = {Cos(foi , for )}N
i=1

(5.1)

We additionally compute the Euclidean distance from the tracked center location of the bounding box at
(t − 1)th frame to all the candidate patches at tth which gives us the position distance set De , that can be
written as follows.
De = {Euclid(C (t−1) , Cit )}N
i=1 , t ∈ T

(5.2)

Here, T is the total number of frames in a sequence, and C is the center coordinate of a bounding box. In
the presence of confusers, we add a positional bias with the Re-ID distance that can be written as follows.
di = dai +

dei − min(De )
max(De ) − min(De ) + 

(5.3)

where  is an arbitrary positive small number. The positional bias is added to minimize the impact of noisy
estimation of the Re-ID model. However, it is noteworthy that when the target is lost, we increase the search
area and do not use any positional bias and only use appearance for re-acquisition.

5.4

Dataset and Experiments

In our experiments, we use the UAVDT [64] dataset for our tracker performance evaluation and VRAI [319]
dataset for our Re-ID feature training. The UAVDT [64] dataset consists of 50 sequences where the camera
is mounted with a drone and the targets are vehicles. There are several challenges, such as background
clutter, occlusion, camera motion, significant scale change, etc. The VRAI [319] proposed a unique dataset
for vehicle re-identification from an aerial perspective.
We performed data augmentation on VRAI with random erasing, scaling and cropping to train the Re-ID
model. We also used randomidentity sampler to sample 6 instances of 8 vehicles at each batch, e.g., batch
size of 48. During training we linearly increased the learning rate from 10−3 to 10−2 in 10 epochs. The
learning rate is reduced to 10−3 at epoch 40 and again reduced to 10−4 at epoch 70. The overall network is
trained until epoch 120.
The Siamese tracker is initialized with the SiamMask [323] pretrained network weights, where we removed
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the mask branch to utilize the bounding box prediction only.

(a) Success plot.

(b) Precision plot.

Figure 5.4: One Pass Evaluation (OPE) results on UAVDT dataset.

5.5

Results and Discussion

The comparison of SiamReID with state-of-the-art (SOTA) trackers is shown in Table 5.1. The results
show that SiamReID outperforms several SOTA trackers. It outperforms RPOT [344] by a margin of more
than 10% in accuracy 6% in robustness and AutoTrack [177] by more than 13% and 8% in accuracy and
robustness, respectively. We also compare our method with MDNet [230] and ECO [52] trackers on draw the
accuracy and precision plot of OPE, which is shown in Figure 5.4. Our method outperforms these trackers
by a significant margin. We also visually compare our results with other methods and show an example in
Figure 5.5. In the S0601 video, both ECO and MDNet lost the target after full occlusion but SiamReID was
able to re-acquire the target.

5.6

Conclusion

We proposed a novel two-stage tracking framework based on a Siamese network for short-term tracking
and a re-identification algorithm for confuser rejection and target re-acquisition after full occlusion. We
evaluated our method on an aerial vehicle tracking benchmark and achieved state-of-the-art performance.
However, addition of the re-identification branch increases the computational complexity of the overall
framework that leads to heavier network and slow output frame rate. In the next chapter (Chapter 6), we
discuss a novel method that overcomes these limitations.
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Figure 5.5: Visual results on UAVDT dataset showing two frames from the sequence “S0601”. All three
trackers successfully track the target before the full occlusion due to camera motion. Only SiamReID is able
to re-acquire the target (red box).

Table 5.1: Results on VERI dataset
Method

Accuracy Robustness

Venue

SiamReID
RPOT [344]
AutoTrack [177]
IBRI [74]
TB-BiCF [183]

0.596
0.480
0.450
0.470
0.468

0.805
0.742
0.718
0.738
0.727

Proposed
AAAI 2020
CVPR 2020
TGARS 2020
TCSV 2020

SiamRPN [167]

0.565

0.74

CVPR 2018

ECO [52]

0.454

0.702

CVPR 2017

MDNet [230]

0.466

0.725

CVPR 2016

Chapter 6

Visual Object Tracking with Gaussian Head
In this chapter, we discuss SiamGauss, a Siamese region proposal network with a Gaussian head for singletarget visual object tracking (SOT) for aerial benchmarks. Visual tracking in aerial videos faces unique
challenges, due to the large field of view resulting in small size objects, similar looking objects (confusers)
in close proximity, occlusions, and fast motion due to simultaneous object and camera motion. In Siamese
tracking, a cross-correlation operation is performed in the embedding space to obtain a similarity map of the
target within a search frame, which is then used to localize the target. The proposed Gaussian head helps
suppress the activation produced in the similarity map on confusers present in the search frame during training while boosting the confidence on the target. This activation suppression improves the confuser awareness
of our tracker. Additionally, improving the activation on the target helps maintain tracking consistency in
fast motion. Our proposed Gaussian head is only applied during training and introduces no additional computational overhead during inference while tracking. Thus, SiamGauss achieves fast runtime performance.
We evaluate our method on multiple aerial benchmarks showing that SiamGauss performs favorably with
state-of-the-art (SOTA) trackers while operating at a frame rate of 96 frames per second (fps).

6.1

Introduction

Visual object tracking is a fundamental computer vision task where the objective is to predict the tracked
object region in a sequence of frames, given the object region in the first frame of the sequence. Tracking
in aerial videos has a wide range of applications including smart cities [277] and surveillance [296]. Aerial
videos captured with moving platforms, e.g. drones, bring a unique set of challenges to tracking, due
to significant camera motion and rotation, targets with a small number of pixels, the presence of similar
70
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looking objects (called distractors or confusers) in close proximity, and long-term occlusion or out-of-view
conditions [64]. A recent benchmarking study by Taufique et al. [300] explored state-of-the-art (SOTA) deep
learning trackers on multiple aerial datasets and included a detailed analysis of attribute-based evaluation
and performance comparison. Results showed that even though existing trackers perform well on groundbased datasets, their performance significantly degrades in aerial videos. Challenging conditions include
occlusions in the presence of confusers, significant scale change, low resolution, fast motion and background
clutter.

Figure 6.1: Illustration of challenging conditions during aerial tracking due to the presence of similar looking confusers. Despite the color differences between the target (shown in green bounding box) and the
confusers (shown in yellow bounding boxes), the SiamRPN++ [166] tracker produces high confidence on
the confusers. The ‘vehicle’ sequence is taken from UAVDT [64] dataset (left) and the ‘person’ sequence is
taken from UAV123 [224] dataset (right).
Current SOTA trackers can be broadly categorized into four categories: Siamese network based, correlation filter based, reinforcement learning based and detection based [300]. Among them, Siamese trackers
and correlation filter trackers are the most popular due to their superior performance and speed. Recently,
Siamese trackers have gained significant advantage due to their real-time speed and high accuracy. Bertinetto
et al. [10] pioneered a deep learning Siamese framework for visual object tracking, where a response map
is computed based on the cross-correlation of the extracted features from a template reference frame and a
search frame in the video sequence. Li et al. [167] extended the idea of the Siamese tracking framework
in SiamRPN [167] by incorporating a region proposal network (RPN) [257] which significantly improved
the tracker accuracy and robustness. However, the training of the SiamRPN tracker considers easy negatives only, hence it suffers from low robustness. To improve the robustness, Zhu et al. [390] proposed
DaSiamRPN that included distractor-aware training to improve the robustness of the tracker. Li et al. [166]
proposed SiamRPN++, and Wang et al. [323] proposed SiamMask to take advantage of the ResNet-50 [98]
backbone with depth-wise cross-correlation, which significantly improved tracking performance. Correlation filter trackers have also gained significant popularity due to their strong robustness. Recent correlation
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filter trackers, such as DiMP [11] and ATOM [53], use deep feature extractors to learn the correlation filters.
As the correlation filters are learned online, finding a fast optimization algorithm is key to achieving good
tracking performance [11]. However, correlation filter trackers often suffer from lower speed compared to
Siamese trackers.
Siamese trackers, despite their success, have a limitation in robustness which is well known in the visual
object tracking community [11, 302, 371]. This is demonstrated in Fig. 6.1, where the score response of
the SiamRPN++ [166], a SOTA Siamese tracker, is shown. For both sequences, the network produces high
scores on all of the objects from the same category within the search window. Making these predictions discriminative for Siamese trackers, so that the target is separated from confusers, is an active area of research.
We propose SiamGauss, a novel Siamese tracker with three top-level branches, two for the region proposal
network and one Gaussian head for mapping the cross-correlation activations into a two-dimensional similarity score. Our SiamGauss network uses ResNet-50 [98] for deep feature extraction and performs depth
wise cross-correlation [166, 323] to generate the cross-correlation map. The generated correlation map is
then passed through a box score and a box regression branch to convert the response map to a target bounding box, and another branch to adapt the cross-correlation response to an ideal Gaussian response. We
train the network in a multi-task learning fashion and use the candidate box with highest response during
inference as the predicted target. The main contributions of this paper are as follows.
1. We propose SiamGauss, a novel tracker with a Gaussian head with a Siamese region proposal network
to enhance the cross-correlation activations on the target and suppress the responses on the confusers.
2. We train the Gaussian head with an ideal Gaussian response and the shape of the ideal responses are
adaptive to the ground truth bounding boxes in the search frames.
3. Our tracker achieves SOTA performance on two aerial benchmarks and runs at real-time while being
lighter compared to the existing SOTA Siamese trackers such as SiamRPN++ [166] or SiamMask
[323].
The rest of the paper is organized as follows. In Sec. 6.2, we discuss related approaches for visual object
tracking and aerial visual object tracking. In Sec. 6.3, we discuss our methodologies and loss functions. In
Sec. 6.4, we discuss the benchmarked datasets and their attributes and our experimental details. In Sec. 6.5,
we show the results and discuss the comparison of SiamGauss with existing methods. Finally, in Sec. 3.7,
we draw the conclusions.
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Related Work
Siamese Trackers

One of the most popular algorithms for visual object tracking is SiamMask [323]. Building upon the success
of the early Siamese tracker SiamFC [10], SiamMask proposes a novel network for simultaneous visual
object tracking and video object segmentation. Similar to SiamFC [10], the template patch is cropped
around the target object in the first frame and is kept fixed through the entire sequence, while the search
frame is updated after prediction in each successive frame. Patches from both the search frame and the
template frame are processed through the shared backbone and the extracted features are passed to a layer
with asymmetric filters, where the weights are not shared between the template and the search branches,
followed by a depth wise cross-correlation operation to generate the cross-correlation map. The crosscorrelation response is then passed through the anchor box classification branch that generates classification
score for each anchor boxes and a regression branch that learns a model from the anchor boxes to the ground
truth bounding box. A mask branch and a mask refinement module are also proposed to compute the target
segmentation map.
Another tracker that uses similar architecture without the mask branch is SiamRPN++ [166], where besides utilizing the features from the final stage of the ResNet-50 [98] backbone, multi-level features are
cross-correlated and fused to get a better estimate of the classification score and box regression. While
SiamMask and SiamRPN++ achieve SOTA performance, they still lack a discriminative capability to reject
confusers during tracking [302, 371]. The Siamese network with deformable attention (SaimAttn) [351]
introduces channel attention and spatial attention mechanisms to improve contextual information learning
for the template branch and a cross-attention module to bolster the inter-dependencies between the template and search branches. Although the attention mechanism helps improve the accuracy and robustness of
the tracker, it increases the computational complexity of the network. The Siamese box attention network
(SiamBAN) [39] utilizes a Siamese network based tracking framework excluding the anchor boxes or multiscale search strategy. Avoiding the anchor boxes reduces the challenge in finding the best hypeparameters.
However, SiamBAN performs worse than SiamRPN++ in the aerial benchmarks while maintaining similar
speed. Despite the progress made in Siamese tracking, opportunities still exist to improve the accuracy and
robustness of the trackers while maintaining real-time speed.
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Aerial Object Tracking

Videos taken from an aerial perspective introduce additional challenges. [300] The fully convolutional adaptive tracker (FCAT) by Minnehan et al. [222] proposed to use an adaptive template with SiamFC [10] to
model the appearance changes for object tracking from the aerial perspective. During tracking, only the
adaptive template is updated to compensate for the online appearance changes of the target. A dynamic dictionary is proposed to train the adaptive template online and is updated with exemplars when the target appearance changes significantly. While FCAT achieved good performance on aerial tracking, a deeper backbone can be useful to extract more discriminative features for confuser suppression, and a region proposal
network based approach would have been more suitable for modeling the scale and aspect ratio changes.
Taufique et al. [302] introduced SiamReID, a two stage Siamese network for aerial tracking utilizing a variant of SiamMask [323]. Two stage networks are commonly used in visual object detection [257] and multi
object tracking [26, 210] for reaquisition of tracked objects after occlusion. In SiamReID, candidate boxes
are first selected based on the predicted score of a baseline Siamese network. The candidate boxes are then
cropped and passed to a re-identification network to achieve fine grained discrimination for target selection.
This improves the tracker’s capability to re-acquire targets after full occlusion or out-of-view situations. A
similar approach is taken by Xuan et al. [338] where the candidate patches are extracted based on a Siamese
network and then MDNet [230] is used for target selection among the candidate patches. While these approaches are useful for better confuser rejection and re-acquisition, they tend to operate at a slower fps and
are computationally less efficient due to the additional candidate selection overhead.

6.3

SiamGauss Methodology

The SiamGauss framework is illustrated in Fig. 6.2. The backbone feature extractor Fb is a Siamese
network consisting of ResNet-50 [98] blocks of shared branches. During training, the shared weights are
updated after processing the inputs from both the template and search branches. In the template branch, an
image patch z of size 127 × 127 is processed, while the search branch takes in an image patch x of size
255 × 255. After feature extraction on z and x, the output feature maps are m0z = Fb (z) ∈ R15×15×256 and
m0x = Fb (x) ∈ R31×31×256 . Similar to [166, 323], we perform a center cropping of the template feature
map that produces better results and hence the cropped feature map shape is m0z ∈ R7×7×256 . Before
performing the cross-correlation operation, the features m0z and m0x are refined using 256 (3 × 3 × 256)
asymmetric filters, where the weights are not shared between the source and the template branches. The
resulting feature maps from the two branches are mz = Fccz (m0z ) ∈ R6×6×256 for the template branch and
mx = Fccx (m0x ) ∈ R30×30×256 for the search branch.
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Figure 6.2: SiamGauss training with Siamese region proposal network and Gaussian response head. After
training, only the box scores head and the box regression head are used for tracking.

The feature maps mz and mx are depth-wise cross-correlated to generate similarity scores of the template
patch on various strided locations of the search image (e.g. for stride of 8). The result of depth-wise
cross-correlation is a multi-channel response map at every location considered. One approach to performing
depth-wise cross-correlation is the conventional approach of multiplying mz with mx at every possible
location of mx and summing to produce a response map mcco ∈ R25×25×256 [10, 222]. Another approach
is to first use up-convolution to increase the number of channels using (1 × 1) convolution, depending on
the number of anchor boxes, and then perform the conventional cross-correlation [167, 390]. The downside
of doing up-convolution before cross-correlation is that it increases the number of parameters significantly.
In SiamGauss, we adopt the depth-wise cross-correlation method in [166, 323] by cross correlating each
channel separately to obtain a feature map of shape mcco = mx ?d mz ∈ R25×25×256 , where (?d ) denotes
depth-wise cross-correlation.

6.3.1

Heads

The cross-correlation map is followed by three separate heads for multi task learning: the box scores and box
regression heads, inspired from [166, 167, 257, 323], and the Gaussian head used only for training. The box
score head produces binary score maps corresponding to the k anchor boxes for each of the spatial locations
of the cross-correlation feature map mcco . This mapping is done by two 1 × 1 convolutional layers. The
output score map can be written as m̂bs = Fbs (mcco ) ∈ R25×25×2k where k = 5 is the number of anchor
boxes.
The box regression branch regresses the predicted anchor boxes to the ground truth box. The model Fbr
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for the box regression branch generates an output m̂br = Fbr (mcco ) ∈ R25×25×4k . Our proposed Gaussian
head model Fgs can be written in a similar manner as it has two 1 × 1 convolutional layers. It takes in the
cross-correlation output and the output score map can be written as m̂gs = Fgs (mcco ) ∈ R25×25 .

6.3.2

Generation of Ideal Gaussian Response

Figure 6.3: Ideal Gaussian response generation.
We compute a 2D Gaussian response map based on the ground truth bounding box on the search window
xs ∈ 255 × 255. The ideal response map can be written as follows.
 

(x − x0 )2 (y − y0 )2
g(x, y) = exp −
+
(ασx )2
(ασy )2

(6.1)

We note that the the peak of the Gaussian response map is always generated at the center of the bounding
box by manipulating the (x0 , y0 ) values and the variances along the basis directions, (σx , σy ), are based on
the width and height of the bounding box weighted by a scale factor α = 4. Examples of generated ideal
Gaussian responses are shown in Fig. 6.3.

6.3.3

Loss Functions

The loss functions for the box scores and the box regression branches are computed based on the binary
cross entropy loss, Lcls , and weighted L1 loss, Lreg [166, 167, 257, 323] respectively. The binary cross
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entropy loss can be written as follows.
Lcls =

X

H(A [i] , m̂bs [i])

(6.2)

i∈S

Here S is a set of anchor boxes that are selected based on the intersection-over-union (IOU) of the predicted
bounding box with the ground-truth bounding box. The positive and negative classes are selected based on
high and low IOU thresholds [323]. We utilize a weighted L1 loss for the box regression branch [167]. For
a training image pair, the ground truth bounding box is normalized based on the true box and the anchor
boxes. The following normalized representation [167] is used to compute the loss functions:
Tcy − Acy
Tcx − Acx
, δ [1] =
Aw
Ah
Tw
Th
δ [2] = ln
, δ [3] = ln
Aw
Ah

δ [0] =

(6.3)

where Tcx , Tcy , Tw , Th and Acx , Acy , Aw , Ah are the center coordinates and width and height of the target
bounding box and the anchor boxes respectively. The Lreg among the predictions and the groundtruth
bounding box in the normalized space can be written as follows.

Lreg =

3
X

kδ [i] − m̂br [i]k

(6.4)

i=1

We used L2 norm loss for the estimated Gaussian response with the ideal Gaussian response. The corresponding loss function, Lgs can be written as follows.

Lgs = kg(x, y) − m̂gs k22

(6.5)

The overall multitask loss function is the linear combination of the aforementioned three loss functions as
follows.
L = Lcls + γ1 Lreg + γ2 Lgs

6.4

(6.6)

Datasets and Experiments

We have evaluated SiamGauss on three aerial benchmarks: UAVDT [64], UAV123 [224], and DTB70 [175].
All of these benchmarks contain ground truth track annotation for a single object and are captured using
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aerial platforms e.g. drones. A top level view of these datasets are provided in Table 6.1.
Table 6.1: Specifics of the aerial datasets used in this study.
Dataset

# of sequences fps

UAVDT [64]
UAV123 [224]
DTB70 [175]

50
123
70

Object types

Altitude Resolution

30
Vehicles
[10, 70) 1080x540
30 Vehicles, person, ships, etc [5, 25] 1280x720
N/A Animals, Vehicles, person, etc N/A 1280x720

UAVDT [64] is a vehicle tracking benchmark that contains truck, bus, and car targets. The dataset is captured
with much higher object density compared to other aerial SOT datasets. The dataset contains various illumination levels such as daytime, nighttime, cloudy, and foggy which makes tracking more difficult. Beside
these unique attributes, partial occlusion, scale and aspect ratio change, in-plane and out-of-plane rotation
of the capturing UAV, and many others make this dataset challenging.
UAV123 [224] contains various types of objects such as vehicles, persons, UAVs, ships, and so on. UAV123
is captured within an altitude of 5-25 meters and have large camera motion making it a challenging aerial
dataset. We excluded the synthetic sequences from our evaluation following [300]. The dataset also comes
with attribute annotations as mentioned in Table 6.2.
DTB70 [175] is a SOT dataset captured using drones. The dataset contains a wide variety of altitudes and
faster variation in the scale and aspect ratio of the targets. The dataset contains various target types such as
animal, person, vehicle etc. The annotated attributes for this dataset are provided in Table 6.2.
Table 6.2: Dataset attributes [300].
UAV123

DTB70

Abb

Full Name

Total Sequence

Abb

Full Name

Total Sequence

ARC
BC
CM
FM
FOC
IV
LR
OV
POC
SOB
SV
VC

Aspect Ratio Change
Background Clutter
Camera Motion
Fast Motion
Full Occlusion
Illumination Variation
Low Resolution
Out of View
Partial Occlusion
Similar Object
Scale Variation
Viewpoint Change

65
21
64
22
33
25
48
28
68
39
103
55

ARV
BC
DEF
FCM
IPR
MB
OPR
OV
OCC
SOA
SV

Aspect Ratio Variation
Background Clutter
Deformation
Fast Camera Motion
In-plane-rotation
Motion Blur
Out-of-plane Rotation
Out-of-view
Occlusion
Similar Object Around
Scale Variation

25
13
18
41
47
27
06
07
17
27
22
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We train our algorithm on generated crops from ImageNet-VID [264], MS-COCO [184], and YouTube VOS
[335] datasets. The training is done on a server machine with a Titan V GPU. The ResNet-50 backbone [98]
is modified to set the stride to 8 and dilated convolution is added to increase the receptive filed [323]. Our
model is instantiated with a pretrained backbone from SiamMask [323] and is trained with SGD optimizer
for 10 epochs. The learning rate is increased linearly from 10−3 to 5−3 for the first 5 epochs and then
decreased logarithmically to 2.5 × 10−3 . For training, the positive anchor boxes are considered for those
that have higher intersection over union (IOU) than 0.6 with the ground truth box. The predicted anchor
boxes are selected as negative if they have a IOU of 0.3 or lower with the ground truth bounding box. Since
there can be a large number of negative anchor boxes, a maximum of 16 positive and 16 negative anchor
boxes are selected for the loss computation. The network is trained with a batch size of 64. We set γ1 = 0.12
and γ2 = 1 in our experiments in Eqn. 6.6. During inference for testing, we only use the box score branch
and the box regression branch where the anchor box with highest classification score is selected as the
target. Following Siamese trackers, we use a cosine window based motion model to eliminate unreasonable
matches based on their location [10, 166, 323].

6.5

Results and Discussion

To compare the SiamGauss results with SOTA methods, we compute the one pass evaluation (OPE) scores
for success overlap and precision. The evaluation is called OPE because the trackers are never re-initialized
after failing during the evaluation. The results for the SiamMask tracker are converted to minmax bounding
box from the rotated bounding box. All of the other trackers output the center coordinates and width and
height of the target bounding box. The trackers are ranked based on the area under the curve (AUC) for the
success plots and the precision at a threshold of 20 pixels for the precision plots as shown in the legend of
Figs. 6.4 and 6.5.

Figure 6.4: Overlap success plots of OPE on UAVDT (left), UAV123 (middle), and DTB70 (right) datasets.
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Figure 6.5: Precision plots of OPE on UAVDT (left), UAV123 (middle), and DTB70 (right) datasets.

In UAVDT benchmark, SiamGauss outperforms the Baseline method (SiamMask Box) by 2.25% in overlap
success and 2.26% in precision. This demonstrates the effectiveness of our method in improving both
tracking accuracy and precision compared to the Baseline. Compared to other SOTA methods, our method
outperforms SiamPRN++ [166] by 0.66% in overlap and 0.42% in precision, and SiamMask by 5.31% in
overlap and 2.29% in precision. We note that SiamRPN++ [166] uses multilevel feature fusion for better
tracking accuracy and precision and yet our method outperforms it. Furthermore, our method outperforms
DASiamRPN [390] by 7.31% in overlap and by 2.63% in precision. Further comparison for the UAVDT
dataset, shown in Table 6.3, demonstrates that our method outperforms existing methods in both overlap and
precision metrics.
Table 6.3: Results on UAVDT dataset.
Method

Accuracy Robustness

Venue

SiamGauss
MLPS [388]
RPOT [344]
DRCF [73]
AutoTrack [177]
IBRI [74]
TB-BiCF [183]

0.617
0.604
0.480
0.452
0.450
0.470
0.468

0.824
0.802
0.742
0.703
0.718
0.738
0.727

proposed
IMAVIS 2020
AAAI 2020
TGARS 2020
CVPR 2020
TGARS 2020
TCSV 2020

SiamRPN++ [166]
SiamMask [323]

0.61
0.56

0.820
0.802

CVPR 2019
CVPR 2019

SiamRPN [167]

0.565

0.74

CVPR 2018

ECO [52]

0.454

0.702

CVPR 2017

MDNet [230]

0.466

0.725

CVPR 2016

In the UAV123 dataset, SiamGauss outperforms the existing SOTA trackers as well. SiamGauss outperforms
SiamRPN++ in overlap success by 0.37% and in precision by 0.45%. In comparison with the Baseline
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method, SiamGauss outperforms it in overlap success by 1.29% and in precision by 1.03% regardless of
using the same backbone.
We additionally performed attribute evaluations for the UAV123 dataset, as mentioned in Tables 6.4 and
6.5. Best on the attribute evaluation, SiamGauss outperforms SiamRPN++ in several of the attributes in
both overlap success and precision. For instance, in fast motion (FM), SiamGauss significantly outperforms
other methods, which indicates that our tracker produces high response map before the application of the
cosine window. When the target goes partially out of view (OV), SiamGauss performed well in both overlap
and precision. For the attribute similar object around (SOB), SiamGauss achieved the best accuracy by
significantly outperforming the SiamRPN++ and the Baseline trackers.
Table 6.4: Overlap success of OPE results for various UAV123 dataset attributes listed in Table 6.2. The
trackers with best performance are shown in red and the trackers with the second best performance are
shown in blue. Best viewed in color.
Tracker

ARC

BC

CM

FM

FOC

IV

LR

OV

POC

SOB

SV

VC

ACT [26]
DaSiamRPN [390]
DAT [248]
ECO [52]
meta-SDNet [240]
MFT [5]
py-MDNet [230]
RT-MDNet [124]
SiamFC [10]
STRCF [168]
SiamMask [323]
SiamRPN++ [166]

0.39
0.52
0.46
0.45
0.45
0.45
0.45
0.41
0.427
0.45
0.53
0.57

0.33
0.41
0.45
0.38
0.43
0.40
0.41
0.38
0.33
0.37
0.38
0.44

0.48
0.57
0.54
0.51
0.53
0.52
0.52
0.50
0.49
0.52
0.57
0.62

0.36
0.50
0.39
0.43
0.36
0.43
0.38
0.36
0.41
0.38
0.50
0.52

0.25
0.3
0.36
0.28
0.33
0.29
0.32
0.26
0.27
0.27
0.33
0.38

0.41
0.52
0.52
0.4
0.46
0.49
0.48
0.45
0.41
0.46
0.52
0.59

0.31
0.40
0.40
0.39
0.37
0.36
0.37
0.34
0.35
0.34
0.40
0.43

0.38
0.52
0.42
0.41
0.
0.42
0.42
0.40
0.44
0.44
0.55
0.57

0.38
0.48
0.47
0.45
0.45
0.43
0.45
0.42
0.40
0.44
0.48
0.52

0.41
0.50
0.52
0.50
0.50
0.46
0.49
0.47
0.43
0.48
0.5
0.53

0.44
0.54
0.51
0.50
0.49
0.48
0.49
0.47
0.46
0.48
0.55
0.59

0.43
0.58
0.49
0.49
0.47
0.48
0.47
0.46
0.46
0.48
0.61
0.64

Baseline [323]
SiamGauss (prop.)

0.56
0.58

0.40
0.41

0.61
0.63

0.53
0.56

0.36
0.36

0.55
0.55

0.42
0.44

0.58
0.59

0.51
0.52

0.53
0.55

0.58
0.59

0.63
0.65
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Table 6.5: Precision results of OPE for various UAV123 dataset attributes listed in Table 6.2. The trackers
with best performance are shown in red and the trackers with the second best performance are shown in
blue. Best viewed in color.
Tracker

ARC

BC

CM

FM

FOC

IV

LR

OV

POC

SOB

SV

VC

ACT [26]
DaSiamRPN [390]
DAT [248]
ECO [52]
meta-SDNet [240]
MFT [5]
py-MDNet [230]
RT-MDNet [124]
SiamFC [10]
STRCF [168]
SiamMask [323]
SiamRPN++ [166]

0.57
0.71
0.66
0.62
0.63
0.60
0.65
0.61
0.61
0.60
0.72
0.73

0.52
0.59
0.70
0.58
0.64
0.57
0.63
0.60
0.49
0.56
0.56
0.60

0.68
0.76
0.75
0.69
0.71
0.71
0.71
0.70
0.67
0.68
0.78
0.8

0.55
0.69
0.59
0.60
0.55
0.65
0.58
0.54
0.58
0.54
0.67
0.67

0.40
0.50
0.57
0.43
0.5
0.45
0.49
0.40
0.40
0.43
0.49
0.51

0.60
0.74
0.81
0.71
0.69
0.71
0.74
0.68
0.60
0.67
0.74
0.78

0.53
0.61
0.66
0.62
0.57
0.56
0.60
0.54
0.55
0.56
0.6
0.61

0.50
0.64
0.54
0.51
0.53
0.53
0.55
0.51
0.58
0.56
0.72
0.72

0.55
0.65
0.67
0.61
0.61
0.58
0.64
0.60
0.56
0.60
0.67
0.69

0.58
0.69
0.74
0.69
0.67
0.60
0.69
0.66
0.60
0.66
0.68
0.69

0.62
0.72
0.71
0.68
0.67
0.65
0.68
0.66
0.65
0.64
0.75
0.75

0.60
0.76
0.69
0.67
0.65
0.64
0.67
0.68
0.65
0.63
0.8
0.81

Baseline [323]
SiamGauss (Prop.)

0.72
0.74

0.56
0.57

0.78
0.79

0.68
0.72

0.49
0.48

0.74
0.75

0.6
0.61

0.73
0.73

0.67
0.68

0.69
0.69

0.75
0.76

0.81
0.82

The overall results on DTB70 dataset are shown in Fig. 6.4 and Fig. 6.5. SiamGauss outperformed both the
Baseline and the SiamMask trackers by 1.07% and 2.3% in overlap success respectively, while maintaining
similar precision. However, SiamRPN++ performed the best in both overlap success and precision. To
explore further, we evaluated the attributes for both overlap and precision as provided in Table 6.6 and Table
6.7, respectively. Two attributes where SiamRPN++ performed better than SiamGauss are scale variation
(SV) and aspect ratio variation (ARV). We note that these two are dominant properties in the DTB70 dataset
and hence the overall performance of the SiamRPN++ is better than SiamGauss. We attribute this to the
multistage feature aggregation of the SiamRPN++ tracker which accurately models the scale and aspect
ratio change even though the change is quick and drastic. Our tracker performs well in fast camera motion
(FCM) and partially out of view (OV) situations as it did in the UAV123 dataset.
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Table 6.6: Overlap success of OPE results for various DTB70 dataset attributes listed in Table 6.2. The
trackers with best performance are shown in red and the trackers with the second best performance are
shown in blue. Best viewed in color.
Tracker

SV

ARV

OCC

DEF

FCM

IPR

OPR

OV

BC

SOA

MB

ACT [26]
DaSiamRPN [390]
DAT [248]
ECO [52]
meta-SDNet [240]
MFT [5]
py-MDNet [230]
RT-MDNet [124]
SiamFC [10]
STRCF [168]
SiamMask [323]
SiamRPN++ [166]

0.34
0.59
0.44
0.47
0.45
0.53
0.42
0.42
0.47
0.51
0.63
0.69

0.35
0.53
0.42
0.43
0.39
0.44
0.39
0.37
0.42
0.43
0.57
0.65

0.39
0.42
0.39
0.51
0.40
0.43
0.43
0.48
0.42
0.47
0.44
0.47

0.32
0.55
0.44
0.44
0.46
0.50
0.43
0.32
0.43
0.49
0.60
0.64

0.35
0.52
0.43
0.52
0.40
0.50
0.43
0.49
0.49
0.51
0.57
0.58

0.32
0.50
0.43
0.45
0.39
0.48
0.41
0.40
0.46
0.47
0.55
0.60

0.23
0.43
0.35
0.32
0.31
0.42
0.35
0.31
0.37
0.35
0.57
0.58

0.36
0.50
0.46
0.43
0.39
0.40
0.46
0.39
0.41
0.43
0.56
0.52

0.27
0.44
0.33
0.44
0.29
0.46
0.35
0.30
0.46
0.41
0.54
0.54

0.34
0.45
0.38
0.52
0.40
0.48
0.38
0.46
0.46
0.48
0.48
0.51

0.30
0.46
0.36
0.50
0.33
0.50
0.36
0.40
0.47
0.47
0.55
0.54

Baseline [323]
SiamGauss (Prop.)

0.64
0.66

0.57
0.60

0.46
0.47

0.60
0.62

0.59
0.60

0.55
0.58

0.54
0.54

0.57
0.59

0.54
0.56

0.50
0.51

0.55
0.56

Table 6.7: Precision results of OPE on various DTB70 dataset attributes listed in Table 6.2. The trackers
with best performance are shown in red and the trackers with the second best performance are shown in
blue. Best viewed in color.

6.5.1

Tracker

SV

ARV

OCC

DEF

FCM

IPR

OPR

OV

BC

SOA

MB

ACT [26]
DaSiamRPN [390]
DAT [248]
ECO [52]
meta-SDNet [240]
MFT [5]
py-MDNet [230]
RT-MDNet [124]
SiamFC [10]
STRCF [168]
SiamMask [323]
SiamRPN++ [166]

0.44
0.77
0.67
0.59
0.62
0.75
0.62
0.60
0.68
0.70
0.77
0.83

0.46
0.73
0.64
0.60
0.57
0.64
0.55
0.55
0.64
0.63
0.73
0.78

0.64
0.62
0.58
0.74
0.62
0.70
0.67
0.75
0.67
0.70
0.64
0.64

0.42
0.77
0.69
0.60
0.65
0.71
0.66
0.48
0.63
0.74
0.78
0.80

0.54
0.74
0.65
0.75
0.59
0.79
0.66
0.75
0.76
0.77
0.79
0.77

0.47
0.70
0.65
0.63
0.57
0.75
0.62
0.59
0.70
0.69
0.73
0.77

0.21
0.52
0.49
0.32
0.38
0.51
0.46
0.43
0.53
0.49
0.60
0.62

0.56
0.69
0.71
0.58
0.58
0.63
0.71
0.62
0.67
0.65
0.75
0.67

0.42
0.65
0.53
0.71
0.43
0.83
0.56
0.50
0.75
0.65
0.77
0.74

0.53
0.66
0.60
0.80
0.63
0.78
0.60
0.71
0.71
0.73
0.69
0.68

0.48
0.68
0.56
0.73
0.48
0.82
0.58
0.63
0.73
0.72
0.77
0.72

Baseline [323]
SiamGauss (Prop.)

0.78
0.79

0.74
0.76

0.65
0.65

0.80
0.81

0.80
0.80

0.73
0.76

0.62
0.60

0.76
0.77

0.77
0.78

0.69
0.69

0.77
0.77

Ablation Studies

The ablation studies of our method are shown in Table 6.8. The comparison is performed with the Baseline
(SiamMask Box) [323] where the training is performed under the same settings without our proposed Gaussian head. Our method outperforms the Baseline method on all of the benchmarked datasets validating the
usefulness of the Gaussian head for training.
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Table 6.8: Performance comparison with the Baseline.
Methods

UAVDT
Acc. Robust.

UAV123
Acc. Robust.

DTB70
Acc. Robust.

Baseline
SiamGauss

0.59
0.617

0.603
0.615

0.589
0.598

0.802
0.825

0.775
0.785

0.789
0.788

Figure 6.6: SiamGauss performance on sequence ‘S1202’ from UAVDT dataset. SiamGauss does not fail
because it creates a stronger response on the target compared to the Baseline tracker. Green box represents
ground truth, yellow box represents tracker failure due to a similar object around, and red box represents
consistent track on the target.

We also demonstrate a visual comparison with the Baseline on sequence ‘S1202’ of UAVDT dataset in Fig.
6.6. In this sequence, the tracker fails when there is a similar looking vehicle appears in close proximity with
the target vehicle. The situation becomes more challenging as the target is partially occluded by a road lane
splitter. This partial occlusion caused a low confidence on the target and high confidence on the confuser, as
depicted in the score map. For the Baseline (even with the cosine window), the score on the confuser was
higher compared to the target’s score. However, the score on the target improved significantly after training
with the Gaussian head as it is shown in the score surface. Finally, applying the cosine window, the score
on the target exceeds the confuser’s score and avoids the tracking failure.

6.5.2

Visual Comparison

We show the visual performance comparison of SiamGauss with other trackers in Fig. 6.7. In sequence
‘S0101’ from the UAVDT dataset, the target object is a white truck. Throughout the sequence, the scale of
the truck changed drastically and SiamRPN++ drifted from the target. However, all of the other trackers
continued to track until a confuser came in closer to the target and SiamMask and Baseline jumped to the
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Figure 6.7: Visual results comparison of various methods. Sequences ‘S0101’ (Video1, MP4, 57.4 MB) and
‘S0304’ (Video2, MP4, 2.5 MB) are taken from UAVDT [64] dataset, ‘UAV8’ and ‘Wakeboard6’ are taken
from UAV123 [224] dataset, and ‘Gull2’ is taken from the DTB70 [175] dataset. The ‘RaceCar’ (bottom
row) sequence is taken from DTB70 dataset to demonstrate the scale and aspect ratio variation.
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confuser. Both SiamGauss and DaSiamRPN could track through the occlusion illustrating very good tracking performance. In the ‘S0304’ sequence from the UAVDT dataset, both the Baseline and SiamMask trackers jumped to the background clutter when the appearance of the target changed. The SiamRPN++ tracker
was sensitive to the background noise and showed poor accuracy while tracking. The SiamGauss tracker
was able to consistently track the target with good accuracy. In the ‘UAV8’ sequence from the UAV123
dataset, the target moves fast and comes in proximity with a confuser, which caused all other trackers to
jump on the confuser while SiamGauss was successfully able to avoid the confuser and keep tracking the
target. The ‘Wakeboard6’ sequence from the UAV123 dataset, due to fast motion, both DaSiamPRN, Baseline and SiamMask drifted from the the target and got back on it due to the reverse UAV motion. In the
‘Gull2’ sequence from the DTB70 dataset, a confuser appears closer to the target and only DaSiamRPN and
SiamGauss was able to keep track of it longer than other methods. A visual example where SiamGauss does
not perfrorm as well as SiamRPN++ is shown in the last row of Fig. 6.7. The scale and aspect ratio of the
‘RaceCar’ sequence from the DTB70 dataset changed drastically and only SiamRPN++ was able to predict
accurate bounding box of the target. There are multiple such sequences where SiamRPN++ performs the
best in this particular dataset.

6.5.3

Computational efficiency
Table 6.9: Computational performance.
Method
SiamGauss
SiamRPN++
SiamMask

Parameters(M) FLOPs(G)
4.03
53.95
7.72

16.04
48.88
16.71

The time vs. performance comparison of SiamGauss with SOTA trackers on the UAV123 dataset is shown
in Fig. 6.8. SiamGauss performs favorably in both accuracy and speed among the SOTA methods. Only
DaSiamRPN runs faster than SiamGauss but with lower performance. We also computed the number of
floating point operations (GFloat) and parameters required for our method as provided in Table 6.91 . The
number of operations is 16.04 GFLOPs for SiamGauss where SiamPRN++ requires 48.88 GFLOPs and
SiamMask requires 16.71 GFLOPs. This is because SiamRPN++ uses the entire ResNet-50 backbone and
multiscale aggregation where SiamGauss does not use the last ResNet-50 block and does not use the multistage feature aggregation. SiamGauss also requires 4.03 M parameters where SiamRPN++ requires 53.95
M parameters and SiamMask requires 7.72 M parameters.
1

Computed using the tools provided at https://github.com/sovrasov/flops-counter.pytorch

CHAPTER 6. VISUAL OBJECT TRACKING WITH GAUSSIAN HEAD

87

Figure 6.8: Performance vs. execution time comparison of SiamGauss with SOTA trackers on the UAV123
dataset.

6.6

Conclusions

In this research, we propose a novel Siamese network based trackers to improve challenges in aerial object
tracking while maintaining real time speed. We propose a novel Gaussian head with the Siamese region
proposal network tracker to improve the confuser suppression, while increasing the scores predicted by the
network on the target, that lead a better accuracy and precision of visual object tracking. We only use our
proposed head during training and without elaborate hyperparameter tuning demonstrated improvements
in the tracking performance. Our proposed work overcomes the limitations of Siam-ReID (described in
Chapter 5) of being heavier and running at low frame rate. This chapter concludes our research on visual
object tracking. Our works primarily focus on offline tracking methods that do not adapt online during
tracking. Incorporation of online adaptation can be a potential future direction. A popular tracking method,
Multi-Domain Network (MDNet), [230] as described in Chapter 4, considers each testing video sequence
as a new domain and proposes adapting the tracker online. While our proposed works do not implement
adaptive learning in new domains, the tracking problem can be thought of a domain adaptation problem for
object detection (detect objects within the search patch) and recognition (recognize the target among the
detected objects). In particular, the tracking problem can be generalized to a continual unsupervised domain
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adaptation problem where the model will keep updating based on the gradually varying nature of the target
(gradual changes in pose, illumination, background etc). In the next two chapters (Chapter 7 and Chapter 8),
we explore a novel research paradigm on continual unsupervised domain adaptation for object recognition.

Chapter 7

Continual Unsupervised Domain
Adaptation
Domain Adaptation (DA) techniques are important for overcoming domain shift between the source domain
used for training and the target domain where testing takes place. However, current DA methods assume
that the entire target domain is available during adaptation, which may not hold in practice. We introduce a
new, data-constrained DA paradigm where unlabeled target samples are received in batches and adaptation
is performed continually as newer batches arrive. We propose a novel source-free method for continual
unsupervised domain adaptation that utilizes a buffer for selective replay of previously seen samples. In our
continual DA framework, we selectively mix samples from incoming batches with data stored in a buffer
using buffer management strategies and use the combination to incrementally update our model. We evaluate
and compare the classification performance of the continual DA approach with state-of-the-art DA methods
based on the entire target domain. Our results on three popular DA datasets demonstrate that our method,
with limited access to target data, outperforms many existing DA methods which have access to the entire
target domain during adaptation.

7.1

Introduction

Domain adaptation (DA) methods based on deep learning have received significant attention in recent years
for mitigating the domain shift from the source domain used for training to the target domain where inference
takes place [48, 77, 121, 157, 180, 306]. In unsupervised, closed set domain adaptation (UDA), the target
domain is not labeled, and the same classes are present in the source and target domains. The distribution
89

CHAPTER 7. CONTINUAL UNSUPERVISED DOMAIN ADAPTATION

90

Figure 7.1: Continual DA paradigm. Initial training is performed with labeled data in the source domain
and the trained model is deployed in the target domain. During deployment, unlabelled target domain data
are received in streaming batches and the model is continuously adapted with each new batch of target data.

shift between the source domain data and target domain data causes a drop in classification accuracy. Many
of the popular deep learning based DA methods [33,48,155,203] employ adversarial training using both the
source and target data to learn domain agnostic features [77], or to align the feature spaces of the source and
target domains [306]. Inspired by Hypothesis Transfer Learning (HTL) [156], some recent methods transfer
only the source trained model for target adaptation [152, 157, 180], significantly reducing the data storage
footprint.
Current DA methods operate under the assumption that the entire target dataset is available during adaptation, which may not be feasible in practice, e.g., when a robot or an autonomous vehicle operates in a new
environment. In this chapter, we consider the scenario depicted in Figure 7.1, where the network model
is initially trained using source domain data and is then deployed in a new domain where target data are
collected incrementally in small batches and the model is updated continually.
In our continual DA framework, the shift between the source and target can be sudden and, depending on
the datasets considered, the target distribution may be significantly different than the source distribution.
In a related approach, Hoffman et al. [108] proposed a manifold-based method that deals with streaming
target data from an evolving target domain that is changing slowly. Similarly, [333] proposed a generative
adversarial network based continual domain adaptation method for gradually changing target domain. A
meta learning approach is presented in [191] to learn the representation of continuously evolving domains
to avoid catastrophic forgetting. However, these works are not applied on standard DA datasets, and assume
that there is no sudden domain shift between the source and target domains or between two consecutive time
instances within the target domain.

CHAPTER 7. CONTINUAL UNSUPERVISED DOMAIN ADAPTATION

91

In another related approach, Volpi et al. [314] proposed domain adaptation to continual time varying domains
with a significant domain shift between the source and target domains. A meta-learning approach with
auxiliary meta domains was used to avoid forgetting during adaptation. However, this work assumes that
each target domain is available at once, which does not accurately represent real-world scenarios. It also
lacked comparison with standard domain adaptation benchmarks. In contrast, we present a scenario where
the target distribution is not directly related to the source distribution and the target data is received in a
series of smaller batches over time, as shown in Figure 7.1. Our approach is broader in scope, introduces
a deep learning framework, and our results are reported on standard DA datasets, making comparison with
existing DA methods possible.
To solve the continual DA problem, we take inspiration from continual learning methods [91, 255, 332] and
propose a Continual DA (ConDA) framework that includes a buffer to hold processed target samples and
their predicted labels, and buffer management strategies to selectively store and replay previously seen target
samples. Furthermore, our method incorporates features with better generalization capabilities that improve
upon the performance of SOTA source-free DA methods.
The proposed ConDA approach continually adapts the source model to the target domain as data arrive in
batches, which greatly reduces the data storage requirements. Our method does not require any source data
during adaptation, and additionally does not need to store the whole target domain at any time. During
adaptation, ConDA only requires the incoming batch of target data along with the data stored in the buffer.
We evaluate several buffer configurations, along with specific loss functions for continual adaptation, and
propose a buffer management strategy and associated adaptation procedure that is well-suited for continual
DA. ConDA outperforms many standard (non-continual) DA methods that utilize the full target domain, yet
it operates at a fraction of their data storage footprint. The main contributions of our chapter are outlined
below.

1. We introduce a new paradigm of continual unsupervised domain adaptation (ConDA) that operates
under data-constrained conditions where batches of target samples are received at different times.
2. We propose ConDA, a source-free framework that adapts continually to incoming batches of unlabeled
target data by utilizing a buffer for selective replay of previously seen samples.
3. In the proposed ConDA adaptation protocol, we utilize sample mixup and equal diversity loss with a
buffer management strategy that performs selective replay of previous samples for effective adaptation.
4. The proposed ConDA method operates with a smaller data storage footprint and is superior to several
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domain adaptation methods that require the entire source and target datasets during adaptation.

7.2
7.2.1

Related Work
Unsupervised Domain Adaptation

A domain gap manifests due to the dataset bias when the data distributions in the source and target domains
are significantly different [304]. Many unsupervised DA (UDA) techniques have been proposed to mitigate
this domain gap for computer vision tasks such as object detection and semantic segmentation [32,132,180].
Long et al. [202] and Tzeng et al. [308] proposed minimizing the maximum mean discrepancy (MMD)
for UDA. Zellinger et al. [356] proposed minimizing central moment discrepancy (CMD) by matching
higher order central moments of probability distributions in the source and target data. Ganin et al. [78]
aligned distributions of source and target domains via an adversarial domain discriminator. Tzeng et al.
[307] adversarially aligned features of source and target domain data while transferring the source domain
classifier to the target domain. Likewise, generative models have also been employed to create source-like
images at the pixel level for domain adaptation [386].
Adversarial methods require access to source data at the time of adaptation, but this is likely to create issues
related to storage requirements or privacy when sharing of sensitive and private data. Domain adaptation
research has been exploring such practical scenarios where adaptation is done without using source data.
Source-free UDA methods consist of an initialization stage with access to source data for training and an
adaptation stage with access only to the target data without any of the source data [153]. Chidlovskii et
al. [40] proposed a semi-supervised source-free DA framework where no source domain data are available
during adaptation, but some representation of the source domain is available, such as class means or a few
annotated target samples. Liang et al. [179] identified a subspace where target and source centroids are only
modestly shifted and used class-wise distribution estimator of the source data to conduct distant supervision for target adaptation. An end-to-end, source-free DA method based on information maximization was
proposed in [180].

7.2.2

Continual Learning

Mammals, as opposed to artificial neural networks trained within the standard deep learning framework,
learn continuously so that their intelligence increases gradually over time. When neural networks are subjected to such continual learning, they run the risk of catastrophic forgetting, where they forget the knowl-
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edge gained in earlier training stages [215]. Continual or lifelong learning methods have proposed a few
mechanisms to mitigate catastrophic forgetting in deep neural networks. Among them, the most prominent
are (i) replay of previously seen data [91, 255, 332], (ii) constraining network parameter updates according
to a regularization scheme [138, 357], and (iii) network expansion with increasing data [111, 265, 347].
Memory replay mimics the mechanism of the human brain, where during both the sleeping [118] and
awake [128] phases, past experiences are regenerated from encoded representations and the neocortex is
trained on them [236, 285]. Rebuffi et al. first applied memory replay in iCaRL [255], for class-incremental
learning in the context of neural networks, where 20 raw samples from each class were stored for later replay. More recent replay methods extended iCaRL to make it end-to-end trainable [23], introduced a loss
function to correct for class bias [332], and stored mid-level features instead of raw images to reduce storage
footprint [91]. Regularization based models learn new tasks incrementally while preserving knowledge from
previous tasks by varying the plasticity of the network’s convolutional filter weights, which are significant
for retaining earlier knowledge. Kirkpatric et al. [138] proposed to selectively lower the learning rate from
one task to the next.
In this work, we mainly draw from the concept of memory replay. We present a way to continually adapt
a source trained model to a new target domain when the target data are received in batches and not all
available at the same time. This is an area of domain adaptation that, to the best of our knowledge, has not
yet explored.

7.3

Method

s
We consider a source domain Ds with labelled source samples {xis , ysi }ni=1
where ns is the total number of

source samples xis ∈ Xs with corresponding labels ysi ∈ Ys . We are given an unlabelled target domain Dt
t
with nt samples {xit }ni=1
and xt ∈ Xt . In closed-set UDA, we assume that the number of classes Cs present

in the source domain is same as the number of classes Ct present in the target domain, and the task is to
t
predict the target labels {yti }ni=1
where yt ∈ Yt .

In the continual DA setting, the target domain Dt is divided into m batches, i.e., Xt = {Xt1 , Xt2 , Xt3 , ...., Xtm }
m,nj

j
th batch and j ∈ {1, 2, 3, ....., m}.
t
with samples {xj,i
t }j=1,i=1 where nt is the number of samples in the j

Operating in a data-constrained environment, the source trained model fs : Xs → Ys has access to only a
batch of unlabeled target samples Xtj at a time and our objective is to learn a target model ft : Xtj → Ytj
where Ytj represents the predicted labels of Xtj .
The continual DA scenario runs the risk of the model overfitting to the current batch of target samples and
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Figure 7.2: Proposed ConDA framework adapting on target domain data that arrive in small batches. A
subset of the samples that are already seen by the network are stored in a buffer for replay with the incoming
batches. The buffer manager is responsible for selecting the samples that populate the buffer. The incoming
target samples are mixed with the current buffer samples and sent to the network for adaptation.

failing to adapt to the marginal distribution of the entire target domain due to the continual nature of the
incoming samples. Therefore, our task is to reduce the performance gap between the model that is adapted
based on continuous batches of target data, i.e., ft : Xtm → Ytm and the model that is adapted given the
entire target domain simultaneously (standard DA framework), i.e., ft : Xt → Yt , both evaluated on the full
target domain Xt .
Our ConDA framework for continual adaptation is shown in Figure 7.2. The source model fs (x) =
hs (gs (x)) consists of two parts: a feature generator model gs that includes a backbone and a fully-connected
layer followed by a batch normalization layer, and a hypothesis model hs that includes a fully connected
layer and a weight normalization layer. Inspired by [180], we train the source model fs in a supervised
manner with label smoothing [227]. During target adaptation, we initialize the target hypothesis model with
the source hypothesis, ht = hs , and the parameters of the hypothesis model remain unchanged over the
adaptation procedure. We initialize the target feature extractor model gt with the source feature extractor
model gs and adapt it continually with incoming batches of target samples.
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Buffer

To conduct continual domain adaptation, we introduce a buffer Bt with states {Bt1 , Bt2 , ...., Btm } each corresponding to m batches of target data. We maintain a class-balanced Bt , i.e., an equal number of buffer slots
are allocated for each class calculated from buffer length and the number of classes present in the target
domain assuming that Ct = Cs . The buffer is populated after the network is trained on a batch of target
samples. The buffer stores the samples and their corresponding class labels predicted by the network. Our
model only requires access to the samples stored in the buffer for subsequent adaptation along with new target batches that arrive. The sample selection process to populate the buffer is handled by a buffer manager
discussed in the following section.

7.3.2

Buffer Manager

The network is adapted on a batch Xtj and outputs {Ytj , Utj } where Ut is the softmax classification score.
We compute the buffer sample labels Vtj−1 with the current state of the model ft : Btj−1 → Vtj−1 . The
S
buffer manager takes in {Xtj , Ytj , Utj , Btj−1 , and Vtj−1 } and outputs Xt0 ⊆ Xtj Btj−1 and corresponding
labels to populate the buffer state Btj .
At first, the incoming batch samples are grouped based on the output label Ytj , and samples of each class are
sorted based on the confidence Utj . Then, the buffer manager only picks the high confidence samples if the
number of samples for any class exceeds the allotted number of slots for that class in the buffer. Finally, if
available, the remaining space for that class is filled with randomly drawn samples from Btj−1 of that class.
We conducted multiple experiments with a few other buffer selection techniques, such as choosing the
incoming samples randomly, or selecting the buffer samples based on the cosine distance to the nearest selfsupervised cluster centers. We did not find any significant performance variation with various buffer sample
selection techniques. We found a slight increase in performance with the sample selection mechanism based
on the higher confidence scores.
In the (j + 1)th batch, the current buffer samples Btj and the incoming batch samples Xtj+1 are appended
and provided to the network. We do not use any label information of the buffer samples when they are concatenated with the incoming batch samples. During adaptation with the incoming batch and buffer samples,
we performed clustering to compute pseudo labels. The clustering technique is described as follows.
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Clustering

We adopted a self-supervised clustering method introduced in [180] as an extension of the Deep Cluster [22]
S
method. The combination of the batch and the buffer samples is denoted as Xt∗ = Xtj Btj−1 . The initial
cluster center is obtained by utilizing the softmax output of the input target samples as follows.

P
(0)
ck

xt ∈Xt∗

=

P

fˆt (xt )ĝt (xt )
ˆ
∗ ft (xt )

(7.1)

xt ∈Xt

(0)

After computing the initial estimate of the centroids, the initial estimate of the pseudo labels ŷt

is found

using the cosine distance function.
(0)

ŷt

(0)

= argmin d(ĝt (xt ), ck )

(7.2)

k

where d(·, ·) is the cosine distance function. After computing the initial estimates of the pseudo labels, the
cluster centers are recomputed as follows.
P
(1)
ck

=

1(ŷt = k)ĝt (xt )
xt ∈Xt∗ 1(ŷt = k)

xt ∈Xt∗

P

(7.3)

where 1(·) is the indicator function. The final pseudo labels are computed using the updated cluster centers.
(1)

ŷt
(1)

where ŷt

(1)

= argmin d(ĝt (xt ), ck )

(7.4)

k

∈ Ŷt∗ . However, computing pseudo-labels this way may lead to some noisy labels. This effect

can be more pronounced in continual DA, since each target batch contains only a partial representation of
the overall target distribution because batches are composed of a small number of target samples per class.
We deal with noisy pseudo-labels using sample mixup, as described next.

7.3.4

Sample Mixup

In the context of information maximization, since we rely on pseudo-labels that are likely to be somewhat
corrupted, we employ sample and label mixup [358] to alleviate prediction sensitivity and achieve better
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generalization. Virtual target samples (x̃t , ỹt ) are constructed via mixup as follows.
x̃t = λxαt + (1 − λ)xβt

(7.5)

ỹt = λŷtα + (1 − λ)ŷtβ

where (xαt , ŷtα ) and (xβt , ŷtβ ) are drawn randomly from {Xt∗ , Ŷt∗ } and x̃t ∈ X̃t∗ and ỹt ∈ Ỹt∗ . Also, λ ∈ [0, 1]
is drawn from a Beta(ρ, ρ) distribution, where ρ ∈ (0, ∞).

7.3.5

Adaptation Objective Function

For our objective function, we consider the information maximization (IM) loss from [82, 115, 180, 275] to
produce individually precise predictions while maintaining a global diversity of the network outputs. The
IM loss is a combination of the entropy loss Lent and equal diversity loss Leqdiv functions shown below.
Lent (ft ; Xt ) = −Ex̃t ∈X̃ ∗

Cs
X

t

σk (ft (x̃t ))log(σk (ft (x̃t )))

k=1

Leqdiv (ft ; Xt ) =

Cs
X

(7.6)

qk log

k=1

where σk (a) =

Pexp(ak )
i exp(ai )

qk
q̂k



is the softmax function. Since we maintain a class-balanced buffer, we take qk

as the ideally uniform mean response, such that qk is a Cs dimensional vector with all values of 1/Cs and
q̂k = Ex̃t ∈X̃ ∗ [σ(ft (x̃t ))] is the mean of the softmax output for the incoming target batch and buffer samples.
t

The equal diversity loss Leqdiv attempts to make network predictions equally diverse for all classes and is
calculated as the KL divergence between the ideal uniform distribution and the softmax distribution from
the network outputs. Additionally, ft (x̃t ) = ht (gt (x̃t )) is a Cs -dim output for each virtual target sample
generated by sample and label mixup.
We further minimize Lmixup , the mixup cross-entropy loss for the generated virtual target samples, shown
below.

Lmixup (ft ; Xt ) = −λEx̃t ∈X̃ ∗ ,ŷα ∈Ŷ ∗
t

t

Cs
X

t

1[k=ŷtα ] log(σk (ft (x̃t )))

k=1

− (1 − λ)Ex̃t ∈X̃ ∗ ,ŷβ ∈Ŷ ∗
t

t

t

Cs
X
k=1

1[k=ŷβ ] log(σk (ft (x̃t ))) (7.7)
t

where ŷtα and ŷtβ are the respective clustering pseudolabels for samples xαt and xβt such that x̃t = λxαt +
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(1 − λ)xβt . Our final objective function therefore becomes,
L(gt ) = Lent + γ1 Leqdiv + γ2 Lmixup

(7.8)

where γ1 and γ2 are hyper-parameters.

7.4

Experimental Setup

7.4.1

Datasets

We use three popular DA benchmarks for our experiments: Office, Office-Home and Visda-C. Office [266]
is a popular small scale dataset. The dataset has 3 domains, Amazon (A), DSLR (D), and Webcam (W) with
31 object classes of items found in an office environment in each of the domains. Office-home [312] is a
medium scale dataset with 4 domains, Art (Ar), Clip Art (Cl), Product (Pr), Real-World (Rw). The dataset
has 65 classes of items found in everyday office and home environments. Visda-C [243] is a large scale
dataset with 2 domains, Synthetic (S) and Real (R). The dataset has 12 classes. The synthetic samples are
generated using 3D rendering, and the real samples are taken from MS COCO dataset [185].

7.4.2

Implementation Details

Our source model training is based on [180], except that we replace the ResNet [97] with HRNet1 [317] to
obtain high resolution feature maps. We use a bottleneck FC layer with 256 units and a batch normalization
layer, as shown in Figure 7.2, followed by a final task-specific FC classifier and weight normalization layer,
respectively.
We train our network with SGD optimizer with 0.9 momentum. The learning rate for the layers after the
HRNet backbone is set to 10 times the learning rate of the backbone. The learning rate for the backbone is
set to η0 = 1e−3 for all datasets except for Visda-C which has a learning rate of η0 = 1e−4 . We also use a
learning rate scheduler η = η0 · (1 + 10 · p)−0.75 where p changes from 0 to 1 as training progresses. We
empirically find that γ1 = 1 and γ2 = 0.5 work best for all of the datasets. Parameter ρ for sample mixup is
set as 1.
In our continual DA setting for the experiments on Office-31, the buffer size is set to 124 samples (4 samples
1
https://github.com/HRNet/HRNet-Image-Classification/releases/download/
PretrainedWeights/HRNet_W48_C_ssld_pretrained.pth
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per class when fully balanced) and the number of incoming samples in each batch is set to 32 samples. For
our experiments on Office-Home, the buffer size is set at 520 (8 samples per class when fully balanced) and
the incoming batch size contains 64 samples. In the case of VisDA-C dataset, the experiments are conducted
with a buffer size of 96 samples (4 samples per class when fully balanced) and the number of samples in
each incoming batch was set to 32 samples. Each time a new incoming batch of data arrived, our model is
trained for 3 epochs of the memory buffer and incoming batch, for all the 3 datasets.

7.5

Results
Target

Backbone

A −→ D

A −→ W

D −→ A

D −→ W

W −→ A

W −→ D

Mean

DANN [77]
SAFN+ENT [336]
ALDA [33]
MDD+IA [121]
GVB-GD [48]
CADA-P [155]
HDMI [157]
SPL [320]
CAN+A2 LP [366]
SRDC [293]
SHOT [180]

Full
Full
Full
Full
Full
Full
Full
Full
Full
Full
Full

Custom
ResNet-50
ResNet-50
ResNet-50
ResNet-50
ResNet-50
ResNet-50
ResNet-50
ResNet-50
ResNet-50
ResNet-50

79.7
92.1
94.0
92.1
95.0
95.6
94.4
93.0
96.1
95.8
94.0

82.0
90.3
95.6
90.3
94.8
97.0
94.0
92.7
93.4
95.7
90.1

68.2
73.4
72.2
75.3
73.4
71.5
73.7
76.4
78.1
76.7
74.7

96.9
98.7
97.7
98.7
98.7
99.3
98.9
98.7
98.8
99.2
98.4

67.4
71.2
72.5
74.9
73.7
73.1
75.9
76.8
77.6
77.1
74.3

99.1
100.0
100.0
99.8
100.0
100.0
99.8
99.8
99.8
100.0
99.9

82.2
87.6
88.7
88.8
89.4
89.5
89.5
89.6
90.7
90.9
88.6

HR-SHOT

Full

HRNet-W48-C-ssld

98.2

97.2

80.0

99.0

80.2

99.8

92.4

ConDA
ConDA

Cont.
Cont.

ResNet-50
HRNet-W48-C-ssld

89.76
97.19

89.31
93.84

69.68
80.33

97.74
98.74

69.33
79.13

99.60
99.80

85.90
91.50

Method

Table 7.1: Mean accuracy on the Office-31 dataset. The ConDA experiments are performed with a continual
batch size of 32 and buffer size of 124 (4 samples per class).

7.5.1

Standard DA results

By replacing the ResNet backbone with HRNet in the SHOT model, denoted as HR-SHOT in this work,
we find that the UDA performance improves significantly from the baseline SHOT method and outperforms
other SOTA methods. In Office-31 dataset, as seen in Table 7.1, the performance of HR-SHOT is significantly higher than the baseline SHOT. Two of the most challenging adaptations in Office-31 are D→A and
W→A where HR-SHOT outperforms the previously top performing SOTA method CAN+A2 LP [366] by
1.9% and 2.6%, respectively.
The results Office-home dataset in Table 7.2 show that HR-SHOT significantly outperforms the baseline
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Method

Target

Backbone

DANN [78]
ALDA [33]
SAFN [336]
MDD+IA [121]
CADA-P [155]
GVB-GD [48]
HDAN [122]
SPL [320]
SRDC [293]
HDMI [157]
SHOT [180]

Full
Full
Full
Full
Full
Full
Full
Full
Full
Full
Full

Custom
ResNet-50
ResNet-50
ResNet-50
ResNet-50
ResNet-50
ResNet-50
ResNet-50
ResNet-50
ResNet-50
ResNet-50

HR-SHOT

Full HRNet-W48-C-ssld

ConDA
ConDA

100

Ar → Cl Ar → Pr Ar → Rw Cl → Ar Cl → Pr Cl → Rw Pr → Ar Pr → Cl Pr → Rw Rw → Ar Rw → Cl Rw → Pr Mean
45.6
53.7
54.4
56.2
56.9
57.0
56.8
54.5
52.3
57.8
57.1

59.3
70.1
73.3
77.9
76.4
74.7
75.2
77.8
76.3
76.7
78.1

70.1
76.4
77.9
79.2
80.7
79.8
79.8
81.9
81.0
81.9
81.5

47.0
60.2
65.2
64.4
61.3
64.6
65.1
65.1
69.5
67.1
68.0

58.5
72.6
71.5
73.1
75.2
74.1
73.9
78.0
76.2
78.8
78.2

60.9
71.5
73.2
74.4
75.2
74.6
75.2
81.1
78.0
78.8
78.1

46.1
56.8
63.6
64.2
63.2
65.2
66.3
66.0
68.7
66.6
67.4

43.7
51.9
52.6
54.2
54.5
55.1
56.7
53.1
53.8
55.5
54.9

68.5
77.1
78.2
79.9
80.7
81.0
81.8
82.8
81.7
82.4
82.2

63.2
70.2
72.3
71.2
73.9
74.6
75.4
69.9
76.3
73.6
73.3

51.8
56.3
58.0
58.1
61.5
59.7
59.7
55.3
57.1
59.7
58.8

76.8
82.1
82.1
83.1
84.1
84.3
84.7
86.0
85.0
84.0
84.3

57.6
66.6
68.5
69.5
70.2
70.4
70.9
71.0
71.3
71.9
71.8

72.1

84.6

88.4

83.6

86.7

87.2

82.6

73.4

88.5

85.3

72.3

90.5

82.8

Cont.
ResNet-50
52.88
Cont. HRNet-W48-C-ssld 70.72

75.31
83.46

77.07
87.38

65.72
82.41

75.65
83.02

75.46
85.98

63.62
82.12

50.93
70.01

78.08
87.06

71.28
85.00

56.84
70.93

80.38 68.6
88.29 81.36

Table 7.2: Mean accuracy on the Office-home dataset. The ConDA experiments are performed with a
continual batch size of 128 and buffer size of 520 (8 samples per class).

SHOT by 11%, with high performance gains across all domain pairs. In VisDA-C, as shown in Table 7.3,
HR-SHOT outperforms baseline SHOT by 4.5%. The class truck is the hardest of the twelve classes, and
HR-SHOT outperforms CAN+A2 LP [366] by 3.9%. These results clearly demonstrate that utilizing an
HRNet [317] backbone for domain adaptation can significantly improve the generalization capabilities of
the DA method.
Method

Plane bycycl bus

car house knife mcycle person plant sktbrd train truck Per class

81.9
93.6
93.8
97.5
94.3

77.7
61.3
74.1
86.9
88.5

82.8
84.1
82.4
83.1
80.1

44.3
70.6
69.4
74.2
57.3

29.5
79.0
87.2
97.4
94.9

65.2
91.8
89.0
90.5
80.7

28.6
79.6
67.6
80.9
80.3

51.9
89.9
93.4
96.9
91.5

7.8
24.4
22.2
60.1
58.2

57.6
76.1
77.8
87.6
82.9

HR-SHOT

Full HRNet-W48-C-ssld 97.0

89.2

82.8 65.3 94.9 97.5

87.2

82.3

92.0 93.6 91.9 64.0

86.4

ConDA
ConDA

Cont.
ResNet-101
95.39 85.93 80.85 62.31 95.22 97.69 87.94 84.05 93.36 92.37 89.12 62.62 85.57
Cont. HRNet-W48-C-ssl 98.08 94.56 83.45 58.31 97.87 97.06 86.04 86.3 96.72 97.11 94.85 66.37 88.06

DANN [78]
SAFN [336]
ALDA [33]
CAN+A2 LP [366]
SHOT [180]

Target

Backbone

Full
Full
Full
Full
Full

Custom
ResNet-101
ResNet-101
ResNet-101
ResNet-101

81.2
94.1
90.6
98.0
93.1

54.6
55.6
76.1
96.5
89.1

82.8
89.0
87.7
89.0
86.3

Table 7.3: Mean per class accuracy on the Visda-C dataset. The ConDA experiments are performed with a
continual batch size of 32 and a buffer size of 96 (8 samples per class).

7.5.2

Continual DA results

The continual DA results for Office-31 are shown in Table 7.1. In the continual setting, a buffer of size 124,
with 4 slots per class, and a continual batch size of 32 are chosen for Office-31. It is notable that ConDA
with HR-Net backbone outperforms other methods such as CAN+A2 LP [366] by 0.8% and SRDC [293]
by 0.6% in terms of overall classification accuracy, although the other method utilize the full target dataset.
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In challenging classes such as W→A and D→A, ConDA outperforms CAN+A2 LP [366] by more than
1.5% and 2.2% respectively. Furthermore, ConDA with ResNet-50 backbone performs favorably with other
methods, even though it has access to only one batch of the target data at a time.
In the Office-home dataset, ConDA outperform standard DA methods by a large margin. ConDA outperforms HDMI [157] by more than 9% on mean accuracy. It is also notable that our method achieves the best
performance across all the domain pairs. ConDA with ResNet-50 backbone achieves comparable performance with existing SOTA methods and outperforms popular methods DANN [78] and SAFN [336].
In the Visda-C dataset, ConDA outperforms the existing methods as well. In terms of mean per-class accuracy, ConDA outperforms the baseline SHOT [180] by more than 5% and SOTA CAN+A2 LP [366] method
by 0.46%. We also note that ConDA with both HRNet backbone and ResNet backbone outperform their
baseline method even though the baseline methods have the entire target domain available for adaptation.
We attribute this to the fact that Visda-C contains 1730 continual batches of target data and ConDA approximates the performance of the baseline models (SHOT and HR-SHOT) due to the large number of continual
target domain batches and only 10 classes. The additional performance gain comes from the impact of
sample mixup and equal diversity loss.

7.5.3

Ablation Studies

Configuration and loss function

Target

A→D

A→W

D→A

D→W

W→A

W→D

Mean

HR-SHOT
ConDA: Buffer
ConDA: Buffer + Lmixup
ConDA: Buffer + Lmixup + Leqdiv

Cont.
Cont.
Cont.
Cont.

95.8
96.18
96.99
97.19

90.6
92.83
92.70
93.84

73.8
77.99
80.16
80.33

96.9
98.99
98.87
98.74

76.7
79.66
80.05
79.13

99.8
99.60
99.60
99.80

88.9
90.87
91.39
91.50

Table 7.4: Ablation study of ConDA on Office-31 dataset. The ablation study for ConDA had a continual
batch size of 32 and a buffer size of 124 (4 samples per class).
We perform ablation studies shown in Table 7.4 to demonstrate the impact of various components of our
model on the Office-31 dataset. For standard DA, HR-SHOT outperforms SHOT by more than 3.8%. However, the performance drops by 3.5% for continual adaptation with HR-SHOT (in batch mode), as no buffer
is utilized. With the addition of the buffer, performance improves by 1.97% over continual HR-SHOT. The
addition of mixup strategy improves the overall performance by another 0.52%. Finally, the addition of
the equal diversity loss to ConDA improves the overall performance by another 0.11%. Overall, ConDA
achieves 2.6% higher performance compared to the baseline continual HR-SHOT which demonstrates the
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Figure 7.3: Ablation studies on Office-home dataset with varying buffer sizes for batch size of 256 (left) and
varying batch sizes for buffer size of 1024 (right).

effectiveness of the proposed continual adaptation method.
We perform additional experiments on Office-home, as shown in Figure 7.3, to understand the impact of
varying the buffer size and batch size during continual adaptation. To study the impact of buffer size, we
consider a fixed continual batch size of 256 samples and 4 different buffer sizes; 128, 256, 512, 1024. Our
findings indicate that increasing the buffer length improves performance. ConDA with a buffer size of 1024
achieves 0.84% better performance than the one with 128. Our study further reveals that when the number
of samples in the incoming batch increases, ConDA’s performance increases when the batch size is small
but plateaus after some point. To demonstrate that, we perform experiments with a fixed buffer size of 1024
and varying batch sizes of 32, 64, 128, and 256. By increasing the continual batch size from 32 to 128, the
overall performance improves by 1.09% but there are no additional gains for batch size of 256.

7.6

Conclusion

This chapter introduces a new paradigm of domain adaptation where a source-trained model adapts to target
domain data that are received continually in small batches for adaptation. We tackle this problem by combining source-free DA with buffer management and sample replay inspired from continual learning. We
introduce ConDA as the first DA method to address such a setting. In ConDA, we selectively store samples
in a buffer and replay them with the incoming batches to improve our network’s generalization capabilities
for the overall target domain. We also use sample mixup technique for data augmentation in the target domain and demonstrate its effectiveness in such a data-constrained situation. We further propose a novel loss
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function that improves the overall performance of our network. Our results demonstrate that ConDA outperforms existing SOTA DA methods on various datasets at a fraction of their data storage requirements. While
this research explores the continual adaptation process from a stationary target domain, it may limit the
practical application where the target domain is not stationary, rather gradually varying in time. In the next
chapter, a novel unsupervised continual learning paradigm is proposed based on gradually varying target
domain where the model needs to adapt to the incoming batches of samples in a batch streaming manner.

Chapter 8

Unsupervised Continual Learning for
Gradually Varying Domains
In the previous chapter, we discussed the continual unsupervised domain adaptation paradigm where there
are drastic changes between the source and the target domains. In this chapter, we address a gradually
evolving target domain fragmented into multiple sequential batches where the model continually adapts
to the gradually varying stream of data in an unsupervised manner. To tackle this challenge, we propose
a source free method based on episodic memory replay with buffer management. A contrastive loss is
incorporated for better alignment of the buffer samples and the continual stream of batches. Our experiments
on the rotating MNIST and CORe50 datasets confirm the benefits of our unsupervised continual learning
method for gradually varying domains.

8.1

Introduction

Deep neural networks have shown near human level capabilities in fundamental computer vision tasks such
as image classification [18], object detection [287], object tracking [359], and semantic segmentation [374].
While humans can learn new information continuously without drastically forgetting the previously learned
information [93, 201], neural networks show vulnerability when new tasks are added for learning by forgetting the previously learned knowledge, also known as catastrophic forgetting [91, 130, 138]. Deep networks
also suffer when transferring the existing knowledge to learning a relevant task if there is a domain shift or
concept drift in the training domain [207, 251].
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Figure 8.1: Proposed paradigm of Unsupervised Continual Learning for Gradually Varying domain adaptation (UCL-GV). The network is trained on a source domain and continually adapts using small incoming
batches of data from a gradually varying target domain that has no labels.

The classification task becomes challenging when a network is trained on a source domain dataset and
operates on a target domain which has different distribution and no labeled samples. The target domain represents a new environment where the model is deployed and the network needs to adapt using unsupervised
domain adaptation (UDA) methods [77, 334]. In many real world settings, the target domain is gradually
changing over time, such as the case of an autonomous vehicle’s interaction with the surrounding environment which is continuously changing due to varying illumination (from day to night) or weather conditions
(from sunny to cloudy) etc. [14, 15, 151, 191]. However, current UDA methods are not well-suited for operating in gradually changing environments where the target data are acquired in small batches of unlabeled
samples. In this chapter, we present an unsupervised continual learning solution to the novel paradigm of
domain adaptation in gradually evolving domains illustrated in Fig. 8.1.
Existing approaches tackle the UDA task using subspace/manifold alignment between source and target
features [34, 69, 221, 286, 361] or adversarial domain alignment [307, 365, 367]. In all of these approaches,
a network is first trained on the source domain and then adapted to the target domain using all samples
from both the source and target datasets. Simultaneous access to both source and target datasets is often
not feasible, which has motivated source free domain adaptation methods [154, 181, 341] that do not need
the source data during adaptation. While source free UDA methods conserve memory, they still require the
entire target domain which is not suitable for cases where target data are acquired in small batches or when
dealing with data that have gradually varying distributions.
Our unsupervised continual learning approach for gradually varying domains (UCL-GV) is designed to
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adapt to the target domain using small incoming batches, as the target domain distribution is gradually
varying. The UCL-GV method has potential applications in edge AI [14, 15, 151, 191], where learning
takes place under resource constraints with limited available memory or computational resources. The CL
paradigm typically addresses these scenarios for supervised learning [163], while our proposed UCL-GV
method deals with an unsupervised adaptation setting.
In recent years, CL attracted significant interest because of its realistic nature in model deployment [163].
In supervised CL, the learning problem is formulated in two major ways [93]: a) batch incremental learning, where the dataset is split into a certain number of batches and the algorithm encounters each data batch
sequentially and runs for multiple epochs to learn the distribution of the samples [24,25,112], and b) streaming learning, where only a single instance of the data is fetched by the algorithm and this sample is only
seen once [90, 92, 107]. Streaming learning is inherently more challenging than batch incremental learning.
In this research, we access the gradually evolving domain through a sequence of batches, as illustrated in
Fig. 8.1. We term this learning procedure as batch streaming domain incremental learning. Since the target
domain is dynamic (gradually evolving) and each batch of data is presented only once to the network, fast
adaptation is a key challenge for such domain adaptation.
To address these challenges, we investigate a novel paradigm for unsupervised continual learning that performs domain adaptation in gradually evolving domains, as depicted in Fig. 8.1. We propose UCL-GV,
a novel method based on selectively storing samples in a buffer and replaying them when a new batch of
samples is fetched. To mitigate the small domain shift between the existing buffer samples and the incoming
batch samples, due to the gradually varying nature of the target data, we propose to perform alignment using
a contrastive loss.
The contributions of our research are outlined below.
• We introduce the novel setting of unsupervised continual learning for domain adaptation in gradually varying domains based on batch streaming that bridges the gap between unsupervised domain
adaptation and continual learning research.
• We use a First-In, First-Out (FIFO) buffer for replaying the episodic memory to aid the domain alignment for gradually evolving domains. The buffer samples with the incoming batch samples help
achieve better clustering to compute robust pseudo labels for adaptation.
• We utilize a contrastive loss to improve the domain alignment between the existing buffer samples
and the incoming batch samples from the gradually varying target domain.
• Our method significantly outperforms existing SOTA UDA methods that do not use any episodic
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memory.

8.2
8.2.1

Related Works
Continual Learning

Continual learning without catastrophic forgetting [214] is an inherent capability in humans. On the other
hand, neural networks are mired in catastrophic forgetting whenever a network is required to learn a new
task with limited data [130]. The CL community approaches this problem in multiple ways [92]: Elastic
Weight Consolidation (EWC) [138], memory replay [313], distillation [60, 105], and fine tuning. In EWC,
the previously learned kernel weights are regularized by a quadratic term during learning new information
so that the changes in the weights are not drastic. Memory replay is another popular way of combating
catastrophic forgetting, where samples are partially or fully stored after passing through the network and then
replayed with the incoming data, so as to prevent the model from forgetting the already learned knowledge.
Existing methods save samples in a memory buffer by storing raw samples [259, 311] or by storing sample
embeddings [91]. With the availability of a new batch or stream of samples, either the entire set of samples
[90] or a partial set of samples [24,112] are replayed from the buffer. Approaches for CL under concept drift
include [58, 141]. Matthias et. al. [58] proposed an evolving prototype estimation mechanism to continually
learn under concept drift. In our UCL-GV method, we adopt a selective store and replay strategy for our
unsupervised continual learning scenario, motivated by the strong performance of this scheme in the CL
literature [24].

8.2.2

Continual Domain Adaptation

Existing DA research formulates the problem of continual domain adaptation in primarily two major ways:
gradually evolving domain shift [14, 15, 108, 151], and sudden domain shift [252, 295] between the source
and target domains. FRIDA [252] formulated a multi-target continual UDA approach where each target
domain is fully available to the model at once during adaptation, and the network continues to adapt to
multiple target domains one after the other sequentially. A similar formulation is used by [295] where EWC
is used to mitigate catastrophic forgetting.
The work in [151] proposed an UDA method for an evolving target domain. The sequential gradually varying data were split into three different domains: a source domain, an intermediate domain, and a target
domain. The intermediate domain was introduced to represent the gradually evolving nature of the data,
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rather than having a drastic domain shift between the source and the target domains. A meta learning
approach was proposed for continual adaptation. Following [151], the work in [29] proposed to perform
domain adaptation without having the sequential indexes of the intermediate domains. ConDA [299] formulated the continual domain adaptation problem that considers small batches of samples arriving from
the target domain with the network continually adapting to the incoming batches of samples. The ConDA
method utilized a buffer mechanism to selectively store and replay samples, and sample mixup to improve
the soft label estimation for the unlabeled target domain.
Our proposed setting of unsupervised continual learning for domain adaptation in gradually evolving domains has two major differences from [29, 151]. First, each batch of data from the intermediate and target
domains are only seen once rather than multiple times as proposed in [29,151]. Second, both the source data
and the intermediate/target data are required during meta training, while ours is a more realistic source-free
adaptation setting to address the constraints in data access or privacy concerns. In contrast to ConDA [299],
which considers that the continual data come from a stationary target domain and the network can adapt
over multiple epochs, our UCL-GV considers that the data come from a gradually evolving domain and is
only allowed one epoch for adaptation. Only a batch of samples is presented to the network at one time, and
these samples are discarded after that time step, except the ones which are selectively stored in the memory
buffer. In accordance with batch streaming learning, we restrict adapting our model to only one epoch over
the new batch and buffer samples, whenever a new batch of gradually evolving samples is received. These
constraints make the scope of our research more challenging compared to existing UDA settings and more
aligned with the current direction in CL research.

8.3

Method

For the UDA problem, we consider three domains as illustrated in Fig. 8.1: a source domain, an intermediate
s
domain, and a target domain. The source domain, Ds , has Cs classes with source data {xis , ysi }ni=1
with ns

labeled samples, where xs ∈ Xs with labels ys ∈ Ys . As in [151], we further consider an unlabeled
intermediate domain, Dint , that has Cint classes with Xint samples, and an unlabeled target domain, Dtar ,
that has Ctar classes with samples Xtar . By generalizing the notations, we combine the intermediate and
S
target domain as Dt with unlabeled data Xt = Xint Xtar with Ct = Cint = Ctar = Cs classes. Here
t
xt ∈ Xt and {xit }ni=1
with nt is the total number of unlabeled samples and t is gradually varying, t ∈

[0, 1]. We further consider that Dt is split into m sequential batches Xt = {Xt1 , Xt2 , Xt3 , · · ·, Xtm } where
Pm
t1 < t2 < t3 < · · · < tm and each batch has nti i.i.d. samples where nt =
i=1 nti . Since we
consider a gradual domain adaptation, we assume that the domain change in continual batches is small, i.e.,
lim∆t→0 d(Dt , Dt+∆t ) = 0 for any domain distribution distance measurement method d [191].
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Figure 8.2: Proposed UCL-GV method for unsupervised continual learning for domain adaptation in gradually varying domains.

The objective of UCL-GV is to train a model fs : Xs → Ys , parameterized by θs , and continually adapt it
on Dt so that the model ft : Xti → Yti , parameterized by θt , provides better performance on Xtar when
i = m, compared to ft : Xt → Yt with having only fs and Xt during adaptation. The overall objective can
also be represented in terms of the loss computation as follows [191].

min Et∼U (0,1) E(xt ,yt )∼Dtar L(ft (xt ), yt ) =
θt
Z 1
min
E(xt ,yt )∼Dtar L(ft (xt ), yt ) dt
θt

(8.1)

0

The architecture of UCL-GV is shown in Fig. 8.2. Inspired by [181], we initially train our source model
fs (x) = hs (gs (x)) on the source data. The model consists of two parts, a feature extractor with a backbone
followed by a fully connected layer and a batch normalization layer denoted as gs . The generated features
are passed through the hypothesis layer that consists of a fully convolutional layer, followed by a weight
normalization layer denoted as hs . The source network is trained with a label smoothing loss. For the target
model, ft (x) = ht (gt (x)), the feature extractor model gt is initialized with gs and set as trainable, while the
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transferred hypothesis model ht = hs is kept frozen throughout the adaptation procedure.
The unlabeled data from Dt are sequentially presented to the network and certain samples are selectively
stored in a buffer after processing each incoming new batch, Xti . At each step in time when a new batch is
received, the existing buffer samples are added to the incoming batch samples for adaptation. This prevents
the clusters from deviating too much from one batch to the next. The details of the buffer and buffer
management strategies are provided next, in Sec. 8.3.1 and 8.3.2. Since the incoming samples are without
labels, clustering is needed for pseudo-label assignment. However, the clustering techniques utilized in
[22,181] primarily deal with samples from a stationary distribution and are not suitable for gradually varying
domains. In this chapter, we improve upon this clustering technique to incorporate samples from nonstationary distributions. Since the domain gap between the incoming batch samples and the buffer samples
is small, we utilize contrastive alignment between the buffer prototypes (cluster centers) and the batch
samples by minimizing the prototypical contrastive loss Lpc , as shown in Fig. 8.2. The procedure is detailed
in Sec. 8.3.4. It is important to note that the existing buffer samples and new incoming batch samples are fed
S
through the network only once, i.e. only one epoch of the Bti−1 Xti samples is allowed at each time step
during adaptation. The total number of adaptation time steps is equal to the number of sequential incoming
batches of data from Dt , the combined intermediate and target domain.

8.3.1

Buffer

In our setting we consider closed-set domain adaptation where Cs = Ct with the same classes in the source
and target domains. We allocate equal number of samples from each class in the buffer Bt = {Bt1 , Bt2 , · ·
·, Btm } based on pseudo-label assignment on incoming target samples. This allows the class-wise data
distribution to be considerably uniform throughout the adaptation process. The buffer stores raw samples
for adaptation, and the buffer samples are managed by a buffer manager as described in the next subsection.

8.3.2

Buffer Manager

The buffer manager is responsible for populating the buffer with new samples while partially or fully dropping the existing samples depending on the number of batch and buffer sizes. We considered multiple buffer
sample selection mechanisms that exist for the supervised CL paradigm. One popular scheme of sample
selection is uniform random, where all the incoming batch samples are combined with the existing buffer
samples and the samples to be stored for the next time step are randomly selected with uniform probability.
Another option is to store all the previously encountered samples until the current batch, and then randomly
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select a subset with uniform probability for replay [24]. Existing research shows strong results based on this
method. Minimum logit distance is another method where the samples are selected based on the distance to a
decision boundary [25]. Some other mechanisms are also introduced in [92] such as choosing samples with
minimum confidence, maximum loss, maximum time since last replay, and so on. However, we argue that
most of the supervised buffer management strategies are not readily applicable to unsupervised continual
learning, except the random selection technique. We tested several schemes for updating the buffer samples,
such as selecting samples randomly with uniform probability, samples with high confidence, samples closer
to the cluster center, and samples with first-in, first-out queue. We found that first-in, first-out queue performs slightly better than all of the other methods for gradually varying domain adaptation (demonstrated
in Sec. 8.5.3). Intuitively, since the domain is gradually evolving, the estimated pseudo labels are the most
appropriate when the domain shift within the available data is minimum. If the domain shift between existing buffer samples and the incoming batch samples is high, the estimated pseudo label quality degrades and
hence the adaptation performance also degrades.

8.3.3

Clustering

At time ti , the network utilizes a new batch of samples Xti and the existing buffer samples Bti−1 from the
S
previous time step. The combined data Xti Bti−1 produces nb i.i.d. minibatches that are passed through
the feature extraction network gt , and the features are accumulated to perform clustering. We adopted
weighted k-means clustering encouraged from [22, 181, 299] as described in Chapter 7.3.3 that provides the
pseudo labels and cluster centers.

Figure 8.3: Application of contrastive loss using the buffer prototypes (cluster centers) and the batch samples, for better clustering.
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8.3.4

Contrastive Alignment

Since the domain gap between two consecutive data batches is small (due to the gradually varying domains),
we propose to align the feature representations of the incoming batch and buffer samples using a contrastive
loss. Such alignment between the buffer and batch features complements the clustering process and generates better pseudo labels. We compute a cosine distance based contrastive loss from the buffer prototypes
to the batch samples as shown in Fig. 8.3. The buffer prototypes (cluster centers) are computed with the
current state of the feature extractor ĝt , using the pseudo-labels ŷt ∈ Ŷt for the samples in the buffer and the
S
incoming batch samples, Bti−1 Xti , as follows [181].
P

1(ŷt = k)ĝt (xt )
xt ∈Bti−1 1(ŷt = k)

xt ∈Bti−1

zk =

P

(8.2)

In our experiments, zk ∈ R|Ct |×256 . The batch features are computed as follows.

z = ĝt (xt ), ∀xt ∈ Xti

(8.3)

Both the batch features and the buffer features are normalized.

ẑk =

zk
z
, ẑ =
||zk ||
||z||

(8.4)

The normalized features are used to compute the prototypical contrastive (PC) loss Lpc [170, 171].

Lpc



exp ẑi · ẑk=ŷti
= − log P|C |
t
c=1 exp (ẑi · ẑk=c )

(8.5)

We minimize the PC loss in conjunction with the other loss functions.

8.3.5

Overall Loss Function

We adopt the Information Maximization (IM) [142, 181] loss, according to the formulation of [299] that
minimizes the entropy Lent and equal diversity loss Leq as described in Eq. 7.6. With the pseudo labels
computed in the overall clustering, we compute the cross-entropy loss below.
Lce = Ext ∈Bt

i−1

S

Xti ,ŷt ∈Ŷt

− log σk (ft (xt ))

(8.6)
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where, σk is the softmax function. The overall loss function is written as follows.

L(gt ) = Lent + γ1 Leqdiv + γ2 Lce + γ3 Lpc

(8.7)

where γ1 , γ2 , and γ3 are hyper-parameters. The overall process is presented in Algorithm 1.
Input : A source trained model fs = hs · gs : Xs → Ys , evolving data batches {Xt1 , Xt2 , · · ·Xtm }
from Dt .
Output: A model continually adapted on Dt and the corresponding predicted labels for Xtar .
Init. : Initialize the target network gt with gs and set the hypothesis network ht = hs and keep it
frozen during adaptation.
for i ← 1 to m do
if i = 1 then
X ← Xti ;
else
S
X ← Xti Bti−1 ;
end
Ŷ ← Compute psuedo labels for X;
for j ← 1 to nb do
Get i.i.d batch samples from (X, Ŷ );
Compute Lent , Leq , and Lce ;
if i = 1 then
Lpc ← 0;
else
Lpc ← Compute the PC loss using Equation (8.5);
end
Compute L(gt ) using Equation (8.7);
Optimize gt with L(gt );
end
Bti ← Fill buffer using gt and (Xti , Bti−1 );
end
Algorithm 1: UCL-GV algorithm

8.4

Datasets and experiments

We used two datasets, rotating MNIST and CORe50, for evaluation. We adopt the rotating MNIST [151]
which has 50,000 training and 10,000 test phd-proposal-dissertation-template/Images/ch8. It is created to
mimic an evolving domain where the first 20,000 phd-proposal-dissertation-template/Images/ch8 are used
for training our source model and are rotated between [0◦ , 10◦ ]. The next 30,000 phd-proposal-dissertation-
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template/Images/ch8 from the training set form the intermediate domain and are rotated between [10◦ , 50◦ ].
The 10,000 test phd-proposal-dissertation-template/Images/ch8 are selected as the target domain and are
rotated between [50◦ , 60◦ ]. Examples of the rotating MNIST dataset are shown in Fig. 8.4.
Further, we restructure CORe50 [200] dataset to evaluate UCL-GV under the continually evolving domain
adaptation setting. CORe50 dataset is specifically designed for CL research and has 50 domestic objects
from 10 categories collected on 11 sessions. We found that choosing 8 sessions makes the dataset suitable
for gradually varying domains where the backgrounds of the phd-proposal-dissertation-template/Images/ch8
vary gradually in appearance. Additionally, there are pose and illumination changes among various sessions.
We used the samples from session ‘s1’ as the source domain, ‘s2’, ‘s3’, and ‘s8’ as the unlabeled intermediate
domain, and ‘s9’, ‘s11’, ‘s4’, and ‘s10’ as the target domain where the samples are appended according to
the order mentioned here. Examples of the CORe50 dataset are shown in Fig. 8.5.

Figure 8.4: Rotating MNIST dataset.

Figure 8.5: CORe50 [200] dataset in a gradual time varying setting.
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Method

Adaptation domain

Domain availability

Rotating MNIST

CORe50

Baseline [181]
Baseline [181]
Baseline [181]

None (No adaptation)
Target only
Intermediate + Target

Full
Full
Full

45.16
67.88
96.20

74.59
90.19
91.49

Gradual ST [151]
Baseline [181]

Intermediate + Target
Intermediate + Target

Continual
Continual

92.03
94.20

N/A
87.14

UCL-GV

Intermediate + Target

Continual

95.66

89.07

Table 8.1: Percent accuracy of UCL-GV and comparison with other methods. The experiments on rotating
MNIST are performed with a continual batch size of 128 and buffer size of 512. CORe50 experiments are
performed with a continual batch size of 16 and buffer size of 32. All evaluations are conducted on the target
domain Dtar .

The source model is trained with randomly sampled data from the entire source domain. Following the
setting in [151], the intermediate domain is chosen to implement a gradual change, rather than a drastic
change from the source domain to the target domain. The intermediate domain and the target domain are
provided to the network sequentially, however, the classes are randomly mixed. For the rotating MNIST
dataset, we utilize a LeNet backbone [160] with two convolutional layers. For the CORe50 dataset, we
choose a ResNet18 backbone [98]. We normalize the rotating MNIST samples to have 0.5 mean and 0.5
standard deviation. CORe50 samples undergo resizing to 256 × 256 pixels, and random cropping to size
224 × 224, random horizontal flipping, and normalization for adaptation. The starting learning rate for
rotating MNIST is 0.01 and for CORe50 is 0.001, and are varied according to the setup of [181]. We
empirically set γ1 = 1, γ2 = 0.6, and γ3 = 3.0 for rotating MNIST and γ2 = 0.1, and γ3 = 1.0 for the
CORe50 dataset.

8.5
8.5.1

Results
Performance on Full Target Domain

We computed the domain adaptation performance with our baseline method [181] using the full target
dataset, as shown in Table 8.1. For all settings, the model is evaluated only on the target dataset, Xtar .
The model with only source training (without adaptation on the intermediate or the target domain) evaluated
on the target domain indicates the domain gap between the source and the target domain. On the rotating
MNIST dataset, the low classification score of 45.16% of the source trained model indicates a large domain
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gap between the source domain and the target domain. On the other hand, the performance of the source
trained model on CORe50 dataset is 74.59%, which shows a smaller domain gap between the source and the
target domains. The CORe50 dataset contains slight changes among the three domains in the background.
The target-only model is the case where the model is trained on the source dataset and adapted to the
target dataset, Xtar without any intermediate domain data. After adapting to the target domain with the
baseline method, performance on both datasets improves significantly. For the rotating MNIST dataset, the
performance improves by 22.72% and for the CORe50 dataset, the performance improves by 15.6%.
With the availability of the intermediate domain, the shift between the source and the adaptation domains
is much smaller. This leads to significant performance gains compared to the target-only adapted baseline
model, even for the cases of continual learning from small incoming batches.

8.5.2

Performance on Gradually Varying Domains

UCL-GV shows significant improvement over the existing baseline [181] and Gradual ST [151], as shown in
Table 8.1. The results on Gradual ST [151] are obtained by running the publicly available codebase on our
dataset settings. In the continual adaptation setting, the performance of the baseline [181] method degrades
by 2% on the rotating MNIST dataset and by 4.35% on the CORe50 dataset, compared to the adaptation on
the full intermediate and target domains simultaneously. UCL-GV outperforms Gradual ST by 3.63% and
the baseline method by 1.46% on rotating MNIST dataset on the continual settings. On the CORe50 dataset,
UCL-GV outperforms the continual baseline method by 1.93%.
To further illustrate the continual learning capability of our method, we evaluate the classification performance on all of the target samples Xtar of the rotating MNIST dataset after each incoming batch Xti from
Dt , as shown in Fig. 8.6. Our method shows consistent performance gains while learning on new batches of
data.

8.5.3

Effects of Batch and Buffer Sizes

To understand the impact of batch and buffer sizes on continual adaptation, we conducted ablation studies on
the rotating MNIST dataset. Fig. 8.7 shows the results obtained when varying the buffer size (left) and batch
size (right). The results in Fig. 8.7 (left) also demonstrate the effectiveness of the first-in, first-out queue.
Additionally, we observe that the performance increases with increase in the buffer size. This observation
is consistent with the existing supervised streaming learning scenario [92]. Based on intuition, increasing
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Figure 8.6: Performance of UCL-GV on the rotating MNIST target domain Dtar during continual adaptation
on each incremental batch from the combined intermediate and target domain Dt .

the buffer size provides access to more samples, which improves unsupervised clustering and prototype
representation from the buffer samples. However, this comes at the cost of larger memory footprint, and the
buffer size selection will depend on the available system resources.
The results for various batch sizes, while the buffer size is kept fixed, are shown in Fig. 8.7 (right). When the
incoming batch size is varied from 64 to 512, the performance degrades with increase in batch size, which
may appear counter intuitive. However, since the target domain data is varying gradually, that is, the classwise data distribution is continuously changing, having a larger batch size might cause overlap between
different class distributions across the varying domain. This can potentially lead to incorrect pseudo-label
assignments and eventually result in negative adaptation and lower performance.

8.5.4

Ablation Studies

We demonstrate the effectiveness of various aspects of UCL-GV by performing ablation studies on the rotating MNIST dataset. We performed each experiment 3 times and report the average in Table 8.2. The UDA
baseline [181] method achieves 94.20% accuracy in continual adaptation across varying domains. After
adding the buffer, we observe ∼1% improvement in performance, which corresponds to 14.8% reduction in
error, validating the effectiveness of including the memory buffer. With the introduction of contrastive alignment between the buffer prototypes and the batch samples, the final performance of UCL-GV is 95.66%,
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Figure 8.7: Impact of varying the buffer size (left) and batch size (right) of UCL-GV on the rotating MNIST
dataset.

which is a 1.46% total improvement over the baseline, or 25.2% reduction in error .
Method
Baseline
Baseline+Buffer
UCL-GV: Baseline+Buffer+Lpc

Percent Accuracy
94.20
95.06
95.66

Table 8.2: Ablation studies of UCL-GV on the rotating MNIST dataset. Experiments are performed with a
continual batch size of 128 and buffer size of 512.

8.6

Conclusion

We propose a novel method for unsupervised continual learning for domain adaptation in gradually varying
domains. We formulate the adaptation problem in a batch streaming manner where the network needs to
learn from the incoming batches without forgetting the already learned information from the earlier batches.
To aid gradual adaptation, we propose to utilize episodic memory replay by selectively storing samples in a
first-in, first-out buffer and replay them with the next incoming batch. The domain alignment between the
buffer and incoming batch samples is further improved by utilizing a contrastive loss. Our UCL-GV method
outperforms SOTA methods on two datasets.

Chapter 9

Future Work and Conclusion
In this dissertation, we outline research on three closely related areas: 1) vehicle re-identification, 2) visual
object tracking, and 3) continual domain adaptation. We propose a novel vehicle re-identification algorithm
based on a parameter free local-graph based feature aggregation method as described in Chapter 3. Our proposed method outperforms SOTA methods on popular vehicle re-identification datasets such as VERI and
VERI-Wild. We utilize our vehicle re-identification algorithm for developing a vehicle tracking framework
for videos taken from aerial platforms as presented in Chapter 5. We further propose a novel Siamese tracker
with a Gaussian head for improved confuser suppression for visual object tracking from aerial platforms as
described in Chapter 6. Our method achieves SOTA performance on multiple aerial benchmarks. In a related area of research, we propose a novel paradigm of domain adaptation motivated by continual learning
research. In our proposed continual unsupervised domain adaptation paradigm, minibatches of target samples are continually fetched by a model and the model needs to continually adapt to the target domain with
the incoming minibatch of unlabeled data. To facilitate the adaptation process, we propose to use episodic
memory replay in conjunction with the incoming batch samples. The domain alignment is improved by
proposing an equal diversity loss and sample mixup augmentation. Our method performs favorably with
existing SOTA methods while requiring only a fraction of the memory footprint as described in Chapter 7.
We further extend the continual domain adaptation approach for a gradually varying target domain. The
changing data distribution requires the model to learn fast to accommodate the distribution change over
time. To facilitate fast learning, we propose to utilize a first-in, first-out queue to selectively store samples
and replay them with the new incoming batch. However, clustering is required to obtain pseudo labels and
we improve the clustering for buffer and batch samples using a contrastive loss. Our method outperforms
existing methods on two popular datasets as described in Chapter 8
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Future Work for Vehicle Re-Identification

Future research directions following our research may include the following.
• Extend our VRID method for aerial datasets: Vehicle re-identification for aerial imagery is another
challenging yet interesting field of research. An existing VRID benchmark from aerial platforms is
introduced in [319] where the dataset is captured using drones and annotated with both class labels
and discriminative parts for each vehicle. Our method can potentially be applied on this dataset with
consideration for the attribute specific loss function.
• Unsupervised domain adaptation for Vehicle ReID: Another promising area of research is unsupervised domain adaptation for VRID. In recent years UDA for person re-identification has gained
significant interest [218, 280]. However, very little has been done for VRID [280]. Our research can
potentially be extended to perform such domain adaptation. Another novel direction for research for
VRID can be continual unsupervised domain adaptation. The continual setting is more practical and
has potential applications in robotics where storage and computational resources are constrained.

9.2

Future Work for Visual Object Tracking

Figure 9.1: An example of failure of our proposed SiamGauss tracker. The sequence (UAV7) is taken from
UAV123 dataset.

• Improving the robustness of Siamese trackers: Our Siam-ReID method has improved confuser
suppression, but it has not completely solved the problem. Such an example is shown in Figure 9.1.
A particular challenge appears when the object contrast is low and there is a sudden shift in position,
as noted between frame 191 and frame 192. This sudden jump in object position while being barely
distinguishable from the background creates a particular challenge in tracking. Similar situations may
arise in the presence of a confuser or background clutter. Utilizing an adaptive tracker that adapts to
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the change of the appearance of the target and increasing the search area to the entire frame may be a
potential approach for tackling such a challenge.
• Multi modal adaptation for visual object tracking: In our tracking framework, we have only considered videos taken in the visible domain, also known as Electro-Optic (EO) domain. A particularly
interesting future direction of our research is to explore the tracking performance in infrared, multispectral, or hyperspectral domains and perform domain adaptation from EO to other modalities.

9.3

Future Work for Continual Domain Adaptation
• Dataset for continual UDA for gradually varying domains: In our UCL-GV algorithm, we utilize
the MNIST dataset by rotating the digits from 0 to 60 degrees and restructuring CORe50 dataset.
While these approaches provide us a baseline, further real world datasets with gradually varying
domains can facilitate algorithm development and benchmarking. Having multiple objects and monitoring them in various backgrounds, illuminations, weather changes etc. can formulate such dataset.
• Continual open set and partial set UDA: While our unsupervised continual learning methods bridge
the gap between the UDA and CL paradigm, we have only considered closed set domain adaptation.
Existing research on open set domain adaptation [190,238,268] where new classes are added in target
domain or partial domain adaptation [20, 21, 174, 360] where less number of classes are present in the
target domain will make the unsupervised continual learning further challenging.
• Class incremental UDA: Another interesting direction following our research is performing the unsupervised CL in a class incremental fashion. This type of continual learning is widely studied in
supervised learning settings, but the problem is yet to be explored in an unsupervised setting under
a distribution shift among the incoming batch samples. Class incremental DA can be applicable to
a single target domain with drastic domain shift, multiple target domains with drastic domain shifts,
or a gradually varying domain shift with the instances appearing from the intermediate and the target
domains.
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[54] Martin Danelljan, Gustav Häger, Fahad Khan, and Michael Felsberg. Accurate scale estimation for
robust visual tracking. In British Machine Vision Conference, 2014.
[55] Martin Danelljan, Gustav Hager, Fahad Shahbaz Khan, and Michael Felsberg. Learning spatially
regularized correlation filters for visual tracking. In IEEE International Conference on Computer
Vision, pages 4310–4318, 2015.

BIBLIOGRAPHY

127

[56] Martin Danelljan, Andreas Robinson, Fahad Shahbaz Khan, and Michael Felsberg. Beyond correlation filters: Learning continuous convolution operators for visual tracking. In European Conference
on Computer Vision, pages 472–488. Springer, 2016.
[57] Samarjit Das, Amit Kale, and Namrata Vaswani. Particle filter with a mode tracker for visual tracking
across illumination changes. IEEE Transactions on Image Processing, 21(4):2340–2346, 2011.
[58] Matthias De Lange and Tinne Tuytelaars. Continual prototype evolution: Learning online from nonstationary data streams. In Proceedings of the IEEE/CVF International Conference on Computer
Vision, pages 8250–8259, 2021.
[59] J. Deng, W. Dong, R. Socher, L. Li, Kai Li, and Li Fei-Fei. Imagenet: A large-scale hierarchical
image database. In 2009 IEEE Conference on Computer Vision and Pattern Recognition, pages 248–
255, 2009.
[60] Prithviraj Dhar, Rajat Vikram Singh, Kuan-Chuan Peng, Ziyan Wu, and Rama Chellappa. Learning
without memorizing. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 5138–5146, 2019.
[61] Wenhui Dong, Faliang Chang, and Zijian Zhao. Visual tracking with multifeature joint sparse representation. Journal of Electronic Imaging, 24(1), 2015.
[62] Xingping Dong and Jianbing Shen. Triplet loss in siamese network for object tracking. In European
Conference on Computer Vision (ECCV), pages 459–474, 2018.
[63] Xingping Dong, Jianbing Shen, Wenguan Wang, Yu Liu, Ling Shao, and Fatih Porikli. Hyperparameter optimization for tracking with continuous deep q-learning. In IEEE Conference on Computer
Vision and Pattern Recognition, pages 518–527, 2018.
[64] Dawei Du, Yuankai Qi, Hongyang Yu, Yifan Yang, Kaiwen Duan, Guorong Li, Weigang Zhang,
Qingming Huang, and Qi Tian. The unmanned aerial vehicle benchmark: Object detection and
tracking. In European Conference on Computer Vision (ECCV), pages 370–386, 2018.
[65] Heng Fan, Liting Lin, Fan Yang, Peng Chu, Ge Deng, Sijia Yu, Hexin Bai, Yong Xu, Chunyuan
Liao, and Haibin Ling. Lasot: A high-quality benchmark for large-scale single object tracking. arXiv
preprint arXiv:1809.07845, 2018.
[66] Heng Fan and Haibin Ling. Sanet: Structure-aware network for visual tracking. In Proceedings of
the IEEE Conference on Computer Vision and Pattern Recognition Workshops, pages 42–49, 2017.

BIBLIOGRAPHY

128

[67] Heng Fan and Haibin Ling. Siamese cascaded region proposal networks for real-time visual tracking.
arXiv preprint arXiv:1812.06148, 2018.
[68] Mauro Fernandez-Sanjurjo, Brais Bosquet, Manuel Mucientes, and Victor M Brea. Real-time visual
detection and tracking system for traffic monitoring. Engineering Applications of Artificial Intelligence, 85:410–420, 2019.
[69] Basura Fernando, Amaury Habrard, Marc Sebban, and Tinne Tuytelaars. Unsupervised visual domain adaptation using subspace alignment. In Proceedings of the IEEE International Conference on
Computer Vision, pages 2960–2967, 2013.
[70] Matthias Fey and Jan E. Lenssen. Fast graph representation learning with PyTorch Geometric. In
ICLR Workshop on Representation Learning on Graphs and Manifolds, 2019.
[71] Matthias Fey, Jan Eric Lenssen, Frank Weichert, and Heinrich Müller. Splinecnn: Fast geometric
deep learning with continuous b-spline kernels. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pages 869–877, 2018.
[72] Mustansar Fiaz, Arif Mahmood, Sajid Javed, and Soon Ki Jung. Handcrafted and deep trackers: A
review of recent object tracking approaches. arXiv preprint arXiv:1812.07368, 2018.
[73] Changhong Fu, Juntao Xu, Fuling Lin, Fuyu Guo, Tingcong Liu, and Zhijun Zhang. Object saliencyaware dual regularized correlation filter for real-time aerial tracking. IEEE Transactions on Geoscience and Remote Sensing, 2020.
[74] Changhong Fu, Junjie Ye, Juntao Xu, Yujie He, and Fuling Lin. Disruptor-aware interval-based
response inconsistency for correlation filters in real-time aerial tracking. IEEE Transactions on Geoscience and Remote Sensing, 2020.
[75] Kunihiko Fukushima and Sei Miyake. Neocognitron: A self-organizing neural network model for
a mechanism of visual pattern recognition. In Competition and Cooperation in Neural Nets, pages
267–285. Springer, 1982.
[76] Stephan Gammeter, Alexander Gassmann, Lukas Bossard, Till Quack, and Luc Van Gool. Serverside object recognition and client-side object tracking for mobile augmented reality. In 2010 IEEE
Computer Society Conference on Computer Vision and Pattern Recognition-Workshops, pages 1–8.
IEEE, 2010.
[77] Yaroslav Ganin and Victor Lempitsky. Unsupervised domain adaptation by backpropagation. In
International Conference on Machine Learning, pages 1180–1189. PMLR, 2015.

BIBLIOGRAPHY

129

[78] Yaroslav Ganin, Evgeniya Ustinova, Hana Ajakan, Pascal Germain, Hugo Larochelle, François Laviolette, Mario Marchand, and Victor Lempitsky. Domain-adversarial training of neural networks. The
Journal of Machine Learning Research, 17(1):2096–2030, 2016.
[79] Rohit Girdhar, Georgia Gkioxari, Lorenzo Torresani, Manohar Paluri, and Du Tran. Detect-and-track:
Efficient pose estimation in videos. In IEEE Conference on Computer Vision and Pattern Recognition,
pages 350–359, 2018.
[80] Ross Girshick. Fast r-cnn. In Proceedings of the IEEE International Conference on Computer Vision,
pages 1440–1448, 2015.
[81] Xavier Glorot, Antoine Bordes, and Yoshua Bengio. Deep sparse rectifier neural networks. In Proceedings of the fourteenth International Conference on Artificial Intelligence and Statistics, pages
315–323. JMLR Workshop and Conference Proceedings, 2011.
[82] Ryan Gomes, Andreas Krause, and Pietro Perona. Discriminative clustering by regularized information maximization. In Proceedings of the 23rd International Conference on Neural Information
Processing Systems-Volume 1, pages 775–783, 2010.
[83] Erhan Gundogdu and A Aydın Alatan. Good features to correlate for visual tracking. IEEE Transactions on Image Processing, 27(5):2526–2540, 2018.
[84] Haiyun Guo, Chaoyang Zhao, Zhiwei Liu, Jinqiao Wang, and Hanqing Lu. Learning coarse-to-fine
structured feature embedding for vehicle re-identification. In Thirty-Second AAAI Conference on
Artificial Intelligence, 2018.
[85] Haiyun Guo, Kuan Zhu, Ming Tang, and Jinqiao Wang. Two-level attention network with multi-grain
ranking loss for vehicle re-identification. IEEE Transactions on Image Processing, 28(9):4328–4338,
2019.
[86] Qing Guo, Wei Feng, Ce Zhou, Rui Huang, Liang Wan, and Song Wang. Learning dynamic siamese
network for visual object tracking. In IEEE International Conference on Computer Vision, pages
1763–1771, 2017.
[87] Zhenjun Han, Jianbin Jiao, Baochang Zhang, Qixiang Ye, and Jianzhuang Liu. Visual object tracking via sample-based adaptive sparse representation (adasr). Pattern Recognition, 44(9):2170–2183,
2011.
[88] Sam Hare, Stuart Golodetz, Amir Saffari, Vibhav Vineet, Ming-Ming Cheng, Stephen L Hicks, and
Philip HS Torr. Struck: Structured output tracking with kernels. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 38(10):2096–2109, 2016.

BIBLIOGRAPHY

130

[89] Christopher G Harris, Mike Stephens, et al. A combined corner and edge detector. In Alvey Vision
Conference, volume 15, pages 10–5244. Citeseer, 1988.
[90] Tyler L Hayes, Nathan D Cahill, and Christopher Kanan. Memory efficient experience replay for
streaming learning. In 2019 International Conference on Robotics and Automation (ICRA), pages
9769–9776. IEEE, 2019.
[91] Tyler L Hayes, Kushal Kafle, Robik Shrestha, Manoj Acharya, and Christopher Kanan. Remind
your neural network to prevent catastrophic forgetting. In European Conference on Computer Vision,
pages 466–483. Springer, 2020.
[92] Tyler L Hayes and Christopher Kanan. Selective replay enhances learning in online continual analogical reasoning. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 3502–3512, 2021.
[93] Tyler L Hayes, Giri P Krishnan, Maxim Bazhenov, Hava T Siegelmann, Terrence J Sejnowski, and
Christopher Kanan. Replay in deep learning: Current approaches and missing biological elements.
Neural Computation, 33(11):2908–2950, 2021.
[94] Anfeng He, Chong Luo, Xinmei Tian, and Wenjun Zeng. A twofold siamese network for real-time
object tracking. In IEEE Conference on Computer Vision and Pattern Recognition, pages 4834–4843,
2018.
[95] Bing He, Jia Li, Yifan Zhao, and Yonghong Tian.

Part-regularized near-duplicate vehicle re-

identification. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pages 3997–4005, 2019.
[96] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Delving deep into rectifiers: Surpassing human-level performance on imagenet classification. In Proceedings of the IEEE International
Conference on Computer Vision, pages 1026–1034, 2015.
[97] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages
770–778, 2016.
[98] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In Proceedings of the IEEE conference on Computer Vision and Pattern Recognition, pages
770–778, 2016.
[99] Shuting He, Hao Luo, Weihua Chen, Miao Zhang, Yuqi Zhang, Fan Wang, Hao Li, and Wei Jiang.
Multi-domain learning and identity mining for vehicle re-identification.

In Proceedings of the

BIBLIOGRAPHY

131

IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops, pages 582–583,
2020.
[100] Yanguang He, Chenhe Dong, and Ying Wei. Combination of appearance and license plate features
for vehicle re-identification. In 2019 IEEE International Conference on Image Processing (ICIP),
pages 3108–3112. IEEE, 2019.
[101] Zhiqun He, Yingruo Fan, Junfei Zhuang, Yuan Dong, and HongLiang Bai. Correlation filters with
weighted convolution responses. In IEEE International Conference on Computer Vision, pages 1992–
2000, 2017.
[102] Dan Hendrycks and Kevin Gimpel.

Gaussian error linear units (gelus).

arXiv preprint

arXiv:1606.08415, 2016.
[103] João F Henriques, Rui Caseiro, Pedro Martins, and Jorge Batista. High-speed tracking with kernelized
correlation filters. IEEE Transactions on Pattern Analysis and Machine Intelligence, 37(3):583–596,
2015.
[104] Alexander Hermans, Lucas Beyer, and Bastian Leibe. In defense of the triplet loss for person reidentification. arXiv preprint arXiv:1703.07737, 2017.
[105] Geoffrey Hinton, Oriol Vinyals, Jeff Dean, et al. Distilling the knowledge in a neural network. arXiv
preprint arXiv:1503.02531, 2(7), 2015.
[106] Sepp Hochreiter and Jürgen Schmidhuber.

Long short-term memory.

Neural Computation,

9(8):1735–1780, 1997.
[107] T Ryan Hoens, Robi Polikar, and Nitesh V Chawla. Learning from streaming data with concept drift
and imbalance: an overview. Progress in Artificial Intelligence, 1(1):89–101, 2012.
[108] Judy Hoffman, Trevor Darrell, and Kate Saenko. Continuous manifold based adaptation for evolving
visual domains. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pages 867–874, 2014.
[109] Jinhui Hou, Huanqiang Zeng, Lei Cai, Jianqing Zhu, Jing Chen, and Kai-Kuang Ma. Multi-label
learning with multi-label smoothing regularization for vehicle re-identification. Neurocomputing,
345:15–22, 2019.
[110] Jinhui Hou, Huanqiang Zeng, Jianqing Zhu, Junhui Hou, Jing Chen, and Kai-Kuang Ma. Deep
quadruplet appearance learning for vehicle re-identification. IEEE Transactions on Vehicular Technology, 68(9):8512–8522, 2019.

BIBLIOGRAPHY

132

[111] Saihui Hou, Xinyu Pan, Chen Change Loy, Zilei Wang, and Dahua Lin. Lifelong learning via progressive distillation and retrospection. In Proceedings of the European Conference on Computer Vision
(ECCV), pages 437–452, 2018.
[112] Saihui Hou, Xinyu Pan, Chen Change Loy, Zilei Wang, and Dahua Lin. Learning a unified classifier
incrementally via rebalancing. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 831–839, 2019.
[113] Andrew G Howard, Menglong Zhu, Bo Chen, Dmitry Kalenichenko, Weijun Wang, Tobias Weyand,
Marco Andreetto, and Hartwig Adam. Mobilenets: Efficient convolutional neural networks for mobile vision applications. arXiv preprint arXiv:1704.04861, 2017.
[114] Han-Kai Hsu, Chun-Han Yao, Yi-Hsuan Tsai, Wei-Chih Hung, Hung-Yu Tseng, Maneesh Singh,
and Ming-Hsuan Yang. Progressive domain adaptation for object detection. In Proceedings of the
IEEE/CVF Winter Conference on Applications of Computer Vision, pages 749–757, 2020.
[115] Weihua Hu, Takeru Miyato, Seiya Tokui, Eiichi Matsumoto, and Masashi Sugiyama. Learning discrete representations via information maximizing self-augmented training. In International Conference on Machine Learning, pages 1558–1567. PMLR, 2017.
[116] Chen Huang, Simon Lucey, and Deva Ramanan. Learning policies for adaptive tracking with deep
feature cascades. In IEEE International Conference on Computer Vision, pages 105–114, 2017.
[117] Gao Huang, Zhuang Liu, Laurens Van Der Maaten, and Kilian Q Weinberger. Densely connected
convolutional networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 4700–4708, 2017.
[118] Daoyun Ji and Matthew A Wilson. Coordinated memory replay in the visual cortex and hippocampus
during sleep. Nature Neuroscience, 10(1):100–107, 2007.
[119] Xu Jia, Huchuan Lu, and Ming-Hsuan Yang. Visual tracking via adaptive structural local sparse
appearance model. In IEEE Conference on Computer Vision and Pattern Recognition, pages 1822–
1829, 2012.
[120] Na Jiang, Yue Xu, Zhong Zhou, and Wei Wu. Multi-attribute driven vehicle re-identification with
spatial-temporal re-ranking. In 2018 25th IEEE International Conference on Image Processing
(ICIP), pages 858–862. IEEE, 2018.
[121] Xiang Jiang, Qicheng Lao, Stan Matwin, and Mohammad Havaei. Implicit class-conditioned domain
alignment for unsupervised domain adaptation. In International Conference on Machine Learning,
pages 4816–4827. PMLR, 2020.

BIBLIOGRAPHY

133

[122] Xuan Jin, Shuhui Wang, Yuan He, Qingming Huang, et al. Heuristic domain adaptation. Advances
in Neural Information Processing Systems, 33, 2020.
[123] Justin M Johnson and Taghi M Khoshgoftaar. Survey on deep learning with class imbalance. Journal
of Big Data, 6(1):27, 2019.
[124] Ilchae Jung, Jeany Son, Mooyeol Baek, and Bohyung Han. Real-time mdnet. In European Conference
on Computer Vision (ECCV), pages 83–98, 2018.
[125] Shichao Kan, Yigang Cen, Zhihai He, Zhi Zhang, Linna Zhang, and Yanhong Wang. Supervised deep
feature embedding with handcrafted feature. IEEE Transactions on Image Processing, 28(12):5809–
5823, 2019.
[126] Aytac Kanaci, Minxian Li, Shaogang Gong, and Georgia Rajamanoharan. Multi-task mutual learning
for vehicle re-identification. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition Workshops, pages 62–70, 2019.
[127] Aytaç Kanacı, Xiatian Zhu, and Shaogang Gong. Vehicle re-identification in context. In German
Conference on Pattern Recognition, pages 377–390. Springer, 2018.
[128] Mattias P Karlsson and Loren M Frank. Awake replay of remote experiences in the hippocampus.
Nature Neuroscience, 12(7):913–918, 2009.
[129] Ugur Kart, Alan Lukezic, Matej Kristan, Joni-Kristian Kamarainen, and Jiri Matas.
tracking by reconstruction with view-specific discriminative correlation filters.

Object

arXiv preprint

arXiv:1811.10863, 2018.
[130] Ronald Kemker, Marc McClure, Angelina Abitino, Tyler Hayes, and Christopher Kanan. Measuring
catastrophic forgetting in neural networks. In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 32, 2018.
[131] Sultan Daud Khan and Habib Ullah. A survey of advances in vision-based vehicle re-identification.
Computer Vision and Image Understanding, 182:50–63, 2019.
[132] Mehran Khodabandeh, Arash Vahdat, Mani Ranjbar, and William G Macready. A robust learning
approach to domain adaptive object detection. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 480–490, 2019.
[133] Pirazh Khorramshahi, Amit Kumar, Neehar Peri, Sai Saketh Rambhatla, Jun-Cheng Chen, and Rama
Chellappa. A dual-path model with adaptive attention for vehicle re-identification. In Proceedings of
the IEEE International Conference on Computer Vision, pages 6132–6141, 2019.

BIBLIOGRAPHY

134

[134] Pirazh Khorramshahi, Neehar Peri, Jun-cheng Chen, and Rama Chellappa. The devil is in the details:
Self-supervised attention for vehicle re-identification. arXiv preprint arXiv:2004.06271, 2020.
[135] Hamed Kiani Galoogahi, Ashton Fagg, Chen Huang, Deva Ramanan, and Simon Lucey. Need for
speed: A benchmark for higher frame rate object tracking. In IEEE International Conference on
Computer Vision, pages 1125–1134, 2017.
[136] Hamed Kiani Galoogahi, Ashton Fagg, and Simon Lucey. Learning background-aware correlation
filters for visual tracking. In IEEE International Conference on Computer Vision, pages 1135–1143,
2017.
[137] Thomas N Kipf and Max Welling. Semi-supervised classification with graph convolutional networks.
arXiv preprint arXiv:1609.02907, 2016.
[138] James Kirkpatrick, Razvan Pascanu, Neil Rabinowitz, Joel Veness, Guillaume Desjardins, Andrei A
Rusu, Kieran Milan, John Quan, Tiago Ramalho, Agnieszka Grabska-Barwinska, et al. Overcoming catastrophic forgetting in neural networks. Proceedings of the National Academy of Sciences,
114(13):3521–3526, 2017.
[139] Günter Klambauer, Thomas Unterthiner, Andreas Mayr, and Sepp Hochreiter. Self-normalizing neural networks. arXiv preprint arXiv:1706.02515, 2017.
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