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A VARIATIONAL METHOD FOR Φ43
N. BARASHKOV AND M. GUBINELLI
Abstract. We introduce an explicit description of the Φ43 measure on a bounded domain. Our
starting point is the interpretation of its Laplace transform as the value function of a stochastic
optimal control problem along the flow of a scale regularization parameter. Once small scale
singularities have been renormalized by the standard counterterms, Γ-convergence allows to extend
the variational characterization to the unregularized model.
1. Introduction
The Φ4d Gibbs measure on the d-dimensional torus Λ = ΛL = T
d
L = (R/(2piLZ))
d is the proba-
bility measure ν obtained as the weak limit for T →∞ of the family (νT )T>0 given by
(1) νT (dφ) =
exp[−VT (φT )]
ZT
ϑ(dφ),
where
VT (ϕ) := λ
∫
Λ
(|ϕ(ξ)|4 − aT |ϕ(ξ)|
2 − bT )dξ, ZT :=
∫
e−VT (φT )ϑ(dφ)
Here λ > 0 is a fixed constant, ∆ is the Laplacian on Λ, ϑ is the centered Gaussian measure
with covariance (1 −∆)−1, ZT is a normalization factor, aT , bT given constants and φT = ρT ∗ φ
with ρT some appropriate smooth and compactly supported cutoff function such that ρT → δ as
T → ∞. The measures ϑ and νT are realized as probability measures on S
′(Λ), the space of
tempered distributions on Λ. They are supported on the Ho¨lder–Besov space C (2−d)/2−κ(Λ) for all
small κ > 0. The existence of the limit ν is conditioned on the choice of a suitable sequence of
renormalization constants (aT , bT )T>0. The constant bT is not necessary, but is useful to decouple
the behavior of the numerator from that of the denominator in eq. (1).
The aim of this paper is to give a proof of convergence using a variational formula for the partition
function ZT and for the generating function of the measure νT . As a byproduct we obtain also a
variational description for the generating function of the limiting measure ν via Γ-convergence of
the variational problem. Let us remark that, to our knowledge, it is the first time that such explicit
description of the unregulated Φ43 measure is available.
Our work can be seen as an alternative realization of Wilson’s [49] and Polchinski’s [45] continuous
renormalization group (RG) method. This method has been made rigorous by Brydges, Slade et
al. [11, 18, 10] and as such witnesses a lot of progress and successes [14, 15, 4, 16, 17, 18]. The
key idea is the nonperturbative study of a certain infinite dimensional Hamilton–Jacobi–Bellman
equation [13] describing the effective, scale dependent, action of the theory. Here we avoid the
analysis involved by the direct study of the PDE by going to the equivalent stochastic control
formulation, well established and understood in finite dimensions [22]. The time parameter of the
evolution corresponds to an increasing amount of small scale fluctuations of the Euclidean field and
our main tool is a variational representation formula, introduced by Boue´ and Dupuis [7], for the
logarithm of the partition function interpreted as the value function of the control problem. See
also the related papers of U¨stu¨nel [48] and Zhang [50] where extensions and further results on the
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variational formula are obtained. The variational formula has been used by Lehec [38] to prove
some Gaussian functional inequalities, following the work of Borell [6]. In this representation we
can avoid the analysis of an infinite dimensional second order operator and concentrate more on
pathwise properties of the Euclidean interacting fields. We are able to leverage techniques developed
for singular SPDEs, in particular the paracontrolled calculus developed in [28], to perform the
renormalization of various non-linear quantities and show uniform bounds in the T →∞ limit.
Define the normalized free energy WT for the cutoff Φ
4
3 measure, as
(2) WT (f) := −
1
|Λ|
log
∫
S ′(Λ)
exp[−|Λ|f(φ)− VT (φT )]ϑ(dφ)
where f ∈ C (S ′(Λ);R) is a given function. The main result of the paper is the following
Theorem 1. Let d = 3 and take a small κ > 0. There exist renormalization constants aT , bT
(which depend polynomially on λ) such that the limit
W(f) := lim
T→∞
WT (f),
exists for every f ∈ C
(
C−1/2−κ;R
)
with linear growth. Moreover the functional W(f) has the
variational form
W(f) = inf
u∈H
−1/2−κ
a
E
[
f(W∞ + Z∞(u)) + Ψ∞(u) + λ‖Z∞(u)‖
4
L4 +
1
2
‖l(u)‖2L2([0,∞)×Λ)
]
where
• E denotes expectations on the Wiener space of a cylindrical Brownian motion (Xt)t>0 on
L2(Λ) with law P;
• W a collection of polynomial functions of the Brownian motion (Xt)t>0 comprising a Gauss-
ian process (Wt)t>0 such that LawP(Wt) = Lawϑ(φt);
• H
−1/2−κ
a is the space of predictable processes (wrt. the Brownian filtration) in L2(R+;H
−1/2−κ);
• (Zt(u), lt(u))t>0 are explicit (non-random) functions of u ∈ H
−1/2−κ
a and W;
• Ψ∞(u) a nice polynomial (non-random) functional of (W, u), independent of f .
See Section 4 and in particular Theorem 5 for precise definitions of the various objects and a
more detailed statement of this result. With respect to the notations in Lemma 8, observe that
f(W∞ + Z∞(u)) + Ψ∞(u) = Φ∞(W, Z(u),K(u)),
where K(u) is another functional of (W, u).
Theorem 1 implies directly the convergence of (νT )T to a limit measure ν on S
′(Λ). Taking f
in the linear dual of C−1/2−κ it also gives the following formula for the Laplace transform of ν:
(3)
∫
S ′(Λ)
exp(−f(φ))ν(dφ) = exp(−|Λ|(W(f/|Λ|) −W(0))).
To our knowledge this is the first such explicit description (i.e. without making reference of the
limiting procedure). The difficulty is linked to the conjectured singularity of the Φ43 measure with
respect to the reference Gaussian measure. Another possible approach to an explicit description
goes via integration by parts (IBP) formulas, see [2] for an early proof and a discussion of this
approach. More recently [29] gives a self–contained proof of the IBP formula for any accumulation
point of the Φ43 in the full space. However is still not clear how to use these formulas directly to
obtain uniqueness of the measure and/or other properties (either on the torus or on the more difficult
situation of the full space). Therefore, while our approach here is limited to the finite volume
situation, it could be used to prove additional results, like large deviations or weak universality
very much like for SPDEs, see e.g. [33, 34, 24].
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The parameter L, which determines the size of the spatial domain Λ = ΛL, will be kept fixed all
along the paper and we will not attempt here to obtain the infinite volume limit L→∞. For this
reason we will avoid to explicitly show the dependence of WT with Λ. However some care will be
taken to obtain estimates uniform in the volume |Λ|.
An easy consequence of the estimates needed to establish the main theorem is the following
corollary (well known in the literature, see e.g. [5]):
Corollary 1. There exists functions E+(λ), E−(λ) not depending on |Λ|, such that
lim
λ→0+
E±(λ)
λ3
= 0,
and, for any λ > 0,
E−(λ) 6WT (0) 6 E+(λ).
A similar statement for d = 2 will be sketched below in order to introduce some of the ideas on
which the d = 3 proof is based.
The construction of the Φ42,3 measure in finite volume is basic problem of constructive quantum
field theory to which many works have been devoted, especially in the d = 2 case. It is not our aim
to provide here a comprehensive review of this literature. As far as the d = 3 case is concerned,
let us just mention some of the results that, to different extent, prove the existence of the limit
as the ultraviolet (small scale) regularization is removed. After the early work on Glimm and
Jaffe [25, 26], in part performed in the Hamiltonian formalism, all the subsequent research has
been formulated in the Euclidean setting: i.e. as the problem of construction and study of the
probability measures ν on a space of distributions. Feldman [21], Park [44], Benfatto et al. [5],
Magne´n and Seneor [39] and finally Brydges et al. [12] obtained the main results we are aware
of. Recent advances in the analysis of singular SPDEs put forward by the invention of regularity
structures by M. Hairer [32] and related approaches [28, 19, 43] or even RG–inspired ones [37], have
allowed to pursue the stochastic quantization program to a point where now can be used to prove
directly the existence of the finite volume Φ43 measure in two different ways [40, 1]. Uniqueness by
these methods requires additional efforts but seems at reach. Some results on the existence of the
infinite volume measure [29] and dynamics [27] have been obtained recently. For an overview of
the status of the constructive program wrt. the analysis of the Φ42,3 models the reader can consult
the introduction to [1] and [29]
This paper is organized as follows. In Section 2 we set up our main tool, the Boue´–Dupuis
variational formula of Theorem 2. Then, as a warmup exercise, we use the formula to show bounds
and existence of the Φ42 measure in Section 3. We then pass to the more involved situation of three
dimensions in Section 4 where we introduce the renormalized variational problem. In Section 5 we
establish uniform bounds for this new problem and in Section 6 we prove Theorem 1. Section 7
and Section 8 are concerned with some details of the analytic and probabilistic estimates needed
throughout the paper. Appendix A gather background material on functional spaces, paraproducts
and related functional analytic background material.
Acknowledgments. The authors would like to thank the Isaac Newton Institute for Mathe-
matical Sciences for support and hospitality during the program SRQ: Scaling limits, Rough paths,
Quantum field theory during which part of the work on this paper was undertaken. This work was
supported by the German DFG via CRC 1060 and by EPSRC Grant Number EP/R014604/1.
Conventions. Let us fix some notations and objects. Let 〈a〉 = (1+ a2)1/2. Denote with S (Λ)
the space of Schwartz functions on Λ and with S ′(Λ) the dual space of tempered distributions.
The notation fˆ or Ff stands for the space Fourier transform of f . In order to easily keep track
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of the volume dependence of various objects we normalize the Lebesgue measure on Λ to have unit
mass. We denote the normalized integral and measure by
−
∫
f :=
1
|Λ|
∫
Λ
f, \dx =
1
|Λ|
dx
where |Λ| is the volume of Λ. Norms in all the related functional spaces (Lebesgue, Sobolev and
Besov spaces) are understood similarly normalized unless stated otherwise. The various constants
appearing in the estimates will be understood uniform in |Λ|, unless otherwise stated. The constant
κ > 0 represents a small positive number which can be different from line to line. The reader is
referred to the Appendix for an overview of the functional spaces and the additional notations used
in the paper.
2. A stochastic control problem
We begin by constructing a probability space P endowed with a process (Yt)t∈[0,∞] belonging to
C([0,∞],C (2−d)/2−κ(Λ)) and such that Lawϑ(φT ) = LawP(YT ) for all T > 0 and LawP(Y∞) = ϑ.
Fix α < −d/2 and let Ω := C(R+;H
−α), (Xt)t>0 the canonical process on Ω and B the Borel σ–
algebra of Ω. On (Ω,B) consider the probability measure P which makes the canonical process X a
cylindrical Brownian motion in L2(Λ). In the following E without any qualifiers will denote expec-
tations wrt. P and EQ will denote expectations wrt. some other measure Q. On the measure space
(Ω,B,P) there exists a collection (Bnt )n∈(L−1Z)d of complex (2-dimensional) Brownian motions,
such that Bnt = B
−n
t , B
n
t , B
m
t independent for m 6= ±n and Xt = |Λ|
−1/2
∑
n∈(L−1Z)d e
i〈n,·〉Bnt .
Note that X has a.s. trajectories in C
(
R+,C
−d/2−ε(Λ)
)
for any ε > 0 by standard arguments.
Fix some ρ ∈ C∞c (R+,R+) such that ρ(0) = 1. Let ρt(x) := ρ(x/t) and
σt(x) := (2ρ˙t(x)ρt(x))
1/2 = (−2(x/t)ρ(x/t)ρ′(x/t))1/2/t1/2,
where ρ˙t is the partial derivative of ρt with respect to t. Consider the process (Yt)t>0 defined by
(4) Yt :=
1
|Λ|1/2
∑
n∈(L−1Z)d
∫ t
0
σs(n)
〈n〉
ei〈n,·〉 dBns , t > 0.
It is a centered Gaussian process with covariance
E[〈Yt, ϕ〉〈Ys, ψ〉] =
1
|Λ|
∑
n,m∈(L−1Z)d
E
[∫ t
0
σu(n)
〈n〉
dBnu ϕˆ(n)
∫ s
0
σu(m)
〈m〉
dBms ψˆ(m)
]
=
1
|Λ|
∑
n∈(L−1Z)d
ρ2min(s,t)(n)
〈n〉2
ϕˆ(n)ψˆ(n),
for any ϕ,ψ ∈ S (Λ) and t, s > 0, by Fubini theorem and Ito isometry. By dominated convergence
limt→∞ E[〈Yt, ϕ〉〈Yt, ψ〉] = |Λ|
−1
∑
n∈(L−1Z)d〈n〉
−2ϕˆ(n)ψˆ(n) for any ϕ,ψ ∈ L2(Λ).
Note that up to any finite time T the r.v. YT has a bounded spectral support and the stopped
process Y Tt = Yt∧T for any fixed T > 0, is in C(R+,W
k,2(Λ)) for any k ∈ N. Furthermore (Y Tt )t
only depends on a finite subset of the Brownian motions (Bn)n.
We will usually write g(D) for the Fourier multiplier operator with symbol g. With this conven-
tion we can compactly denote
(5) Yt =
∫ t
0
JsdXs, t > 0,
where Js := 〈D〉
−1σs(D). We observe that Yt has a distribution given by the pushforward (ρt(D))∗ϑ
of ϑ through ρt(D). We write the measure νT in (1) in terms of expectations over P as
(6)
∫
g(φ)νT (dφ) =
E[g(YT )e
−VT (YT )]
ZT
,
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for any bounded measurable g : S ′(Λ)→ R.
For fixed T the polynomial appearing in the expression for VT (YT ) is bounded below (since
λ > 0) and ZT is well defined and also bounded away from zero (this follows easily from Jensen’s
inequality). However as T →∞ we tend to loose both these properties due to the fact that we will
be obliged to take aT → +∞ to renormalize the non–linear terms. To obtain uniform upper and
lower bounds we need a more detailed analysis and we proceed as follows.
Denote by Ha the space of progressively measurable processes which are P–almost surely in
H := L2(R+ × Λ). We say that an element v of Ha is a drift. Below we will need also drifts
belonging to Hα := L2(R+;H
α(Λ)) for some α ∈ R, we denote the corresponding space with Hαa .
Consider the measure QT on (Ω,B) whose Radon–Nykodim derivative wrt. P is given by
dQT
dP
=
e−VT (YT )
ZT
.
Since YT depends on finitely many Brownian motions (B
n)n then it is well known [46, 23] that any
P–absolutely continuous probability can be expressed via Girsanov transform. In particular, by the
Brownian martingale representation theorem there exists a drift uT ∈ Ha such that
dQT
dP
= exp
(∫ ∞
0
uTs dXs −
|Λ|
2
∫ ∞
0
‖uTs ‖
2
L2ds
)
,
(recall that we normalized the L2(Λ) norm) and the entropy of QT wrt. P is given by
H(QT |P) = EQT
[
log
dQT
dP
]
=
|Λ|
2
EQT
[∫ ∞
0
‖uTs ‖
2
L2ds
]
.
Here equality holds also if one of the two quantities is +∞. By Girsanov theorem, the canonical
process X is a semimartingale under QT with decomposition
Xt = X˜t +
∫ t
0
uTs ds, t > 0,
where (X˜t)t is a cylindrical QT –Brownian motion in L
2(Λ). Under QT the process (Yt)t has the
semimartingale decomposition Yt =Wt + Ut with
Wt :=
∫ t
0
JsdXs, and Ut = It(u
T ),
where for any drift v ∈ Ha we define
It(v) :=
∫ t
0
Jsvsds.
The integral in the density can be restricted to [0, T ] since uTt = 0 if t > T . Now
(7) − logZT = − log
[
e−VT (YT )
(
dQT
dP
)−1]
= VT (YT ) +
∫ ∞
0
uTs dXs −
|Λ|
2
∫ ∞
0
‖uTs ‖
2ds,
and taking expectation of (7) wrt QT we get
(8) − logZT = EQT
[
VT (WT + IT (u
T )) +
|Λ|
2
∫ ∞
0
‖uTs ‖
2ds
]
.
For any v ∈ Ha define the measure Q
v by
dQv
dP
= exp
(∫ ∞
0
vsdXs −
|Λ|
2
∫ ∞
0
‖vs‖
2ds
)
.
Denote with Hc ⊆ Ha the set of drifts v ∈ Ha for which Q
v(Ω) = 1, in particular uT ∈ Hc. By
Jensen’s inequality and Girsanov transformation we have
− logZT = − logEP[e
−VT (YT )] = − logEv
[
e−VT (YT )−
∫∞
0 vsdXs+
|Λ|
2
∫∞
0 ‖vs‖
2ds
]
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6 Ev
[
VT (YT ) +
∫ ∞
0
vsdXs −
|Λ|
2
∫ ∞
0
‖vs‖
2ds
]
,
for all v ∈ Hc, where E
v := EQv . We conclude that
(9) − logZT 6 E
v
[
VT (W
v
T + IT (v)) +
|Λ|
2
∫ ∞
0
‖vs‖
2ds
]
,
where Y = W vT + IT (v) and LawQv(W
v) = LawP(Y ). The bound is saturated when v = u
T . We
record this result in the following lemma which is a precursor of our main tool to obtain bounds
on the partition function and related objects.
Lemma 1. The following variational formula for the free energy holds:
WT (f) = −
1
|Λ|
logE[e−V
f
T (YT )] = min
v∈Hc
Ev
[
1
|Λ|
V fT (W
v
T + IT (v)) +
1
2
∫ ∞
0
‖vs‖
2
L2ds
]
.
where V fT := |Λ|f + VT .
This formula is nice and easy to prove but somewhat inconvenient for certain manipulations
since the space Hc is indirectly defined and the reference measure E
v depends on the drift v. A
more straightforward formula has been found by Boue´–Dupuis [7] which involves the fixed canonical
measure P and a general adapted drift u ∈ Ha. This formula will be our main tool in the following.
Theorem 2. The Boue´–Dupuis (BD) variational formula for the free energy holds:
WT (f) = −
1
|Λ|
logE[e−V
f
T (YT )] = inf
v∈Ha
E
[
1
|Λ|
V fT (YT + IT (v)) +
1
2
∫ ∞
0
‖vs‖
2
L2ds
]
.
where the expectation is taken wrt to the measure P on Ω.
Proof. The original proof can be found in Boue´–Dupuis [7] for functionals bounded above. In our
setting the formula can be proved using the result of U¨stu¨nel [48] by observing that V fT (YT ) is a
tame functional, according to his definitions. Namely, for some p, q > 1 such that 1/p+1/q = 1 we
have
E[|V fT (YT )|
p] + E[e−qV
f
T (YT )] < +∞.

Remark 1. Some observations on these variational formulas.
a) They originates directly from the variational formula for the free energy of a statistical mechan-
ical systems: V fT playing the role of the internal energy and the quadratic term playing the role
of the entropy.
b) The infimum could not be attained in Theorem 2 while it is attained in Lemma 1.
c) The drift generated by absolutely continuous perturbations of the Wiener measure has been in-
troduced and studied by Fo¨llmer [23].
d) They are a non–Markovian and infinite dimensional extension of the well known stochastic con-
trol problem representation of the Hamilton–Jacobi–Bellman equation in finite dimensions [22].
e) The BD formula is easier to use than the formula in Lemma 1 since the probability do not
depend on the drift v. Going from one formulation to the other requires proving that certain
SDEs with functional drift admits strong solutions and that one is able to approximate unbounded
functionals VT by bounded ones. See U¨stu¨nel [48] and Lehec [38] for a streamlined proof of the BD
formula and for applications of the formula to functional inequalities on Gaussian measures. For
example, from this formula is not difficult to prove integrability of functionals which are Lipshitz
in the Cameron–Martin directions.
The next lemma provides a deterministic regularity result for I(v) which will be useful below.
It says that the drift v generates shifts of the Gaussian free field in directions which belong to H1
uniformly in the scale parameter up to ∞. The space H1 is the Cameron–Martin space of the free
field [36].
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Lemma 2. Let α ∈ R. For any v ∈ L2([0,∞),Hα) we have
sup
06t6T
‖It(v)‖
2
Hα+1 + sup
06s<t6T
‖It(v)− Is(v)‖
2
Hα+1
1 ∧ (t− s)
.
∫ T
0
‖vr‖
2
Hαdr.
Proof. Using the fact that σs(D) is diagonal in Fourier space, and denoting with (ek)k∈Zd the basis
of trigonometric polynomials, we have∥∥∥∫ tr σs(D)vsds∥∥∥2Hα = 1|Λ|∑k〈k〉2α
∣∣∣∫ tr 〈σs(D)ek, vs〉ds∣∣∣2
6 1|Λ|
∑
k〈k〉
2α
(∫ t
r |〈σs(D)ek, ek〉|
2ds
)(∫ t
r |〈ek, vs〉|
2ds
)
6
∫ t
r ‖vs‖
2
Hαds supk
∫ t
r 〈ek, σs(D)
2ek〉ds
6
∫ t
r ‖vs‖
2
Hαds supk〈ek, ρ
2
t (D)ek〉 6
∫ T
0 ‖vs‖
2
Hαds.
On the other hand σs(D) is a smooth Fourier multiplier and using Proposition 9 we have the
estimate ‖σs(D)f‖Hα . ‖f‖Hα/〈s〉
1/2 uniformly in s > 0, therefore, for all 0 6 r 6 t 6 T , we have∥∥∥∫ tr σs(D)vsds∥∥∥2Hα 6 (∫ tr ‖σs(D)vs‖Hαds)2 6 (t− r) ∫ tr ‖σs(D)vs‖2Hαds
. (t− r)
(∫ T
0 ‖vs‖
2
Hαds
)
.
We conclude that
‖It(v)− Ir(v)‖
2
Hα+1 .
∥∥∥∥∫ t
r
σs(D)vsds
∥∥∥∥2
Hα
6 [1 ∧ (t− r)]
∫ T
0
‖vs‖
2
Hαds.

Notation 1. In the estimates below the symbol E(λ) will denote a generic positive deterministic
quantity, not depending on |Λ| and such that E(λ)/λ3 → 0 as λ→ 0. Moreover the symbol QT will
denote a generic random variable measurable wrt. σ((Wt)t∈[0,T ]) and belonging to L
1(P) uniformly
in T and |Λ|.
3. Two dimensions
As a warm up we consider here the case d = 2 setting f = 0 for simplicity. From Theorem 2 we
see that the relevant quantity to bound is of the form
(10) FT (u) := E
[
1
|Λ|
VT (WT + IT (u)) +
1
2
‖u‖2H
]
,
for u ∈ Ha. Let Zt = It(u) and write Wt = Yt as a mnemonic of the fact that under P the process
W is a martingale. From now on we leave implicit the integration variable over the spatial domain
Λ. Choosing
(11) aT = 6E[WT (0)
2], bT = 3E[WT (0)
2]2,
we have
VT (WT + ZT ) = λ−
∫
JW 4T K + 4λ−
∫
JW 3T KZT + 6λ−
∫
JW 2T KZ
2
T + 4λ−
∫
WTZ
3
T + λ−
∫
Z4T ,
where
JW 4T K := W
4
T − 6E[W
2
T ]W
2
T + 3E[W
2
T ]
2,
JW 3T K := W
3
T − 3E[W
2
T ]WT ,
JW 2T K := W
2
T − E[W
2
T ],
denote the Wick powers of the Gaussian r.v. WT [36]. These polynomials, when seen as stochastic
processes in T , are P–martingales wrt. the filtration of (Wt)t. In particular they have an expression
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as iterated stochastic integrals wrt. the Brownian motions (Bnt )t,n introduced in eq. (4). Using
Theorem 2 with u = 0 we readily have an upper bound for the free energy:
−
1
|Λ|
logZT 6 λE
[
−
∫
JW 4T K
]
= 0.
For a lower bound we need to estimate from below the average under P of the variational expression
λ−
∫
JW 4T K+ 4λ−
∫
JW 3T KZT + 6λ−
∫
JW 2T KZ
2
T + 4λ−
∫
WTZ
3
T + λ−
∫
Z4T +
1
2
‖u‖2H.
The strategy we adopt is to bound pathwise, and for a generic drift u, the contributions
ΦT (Z) := 4λ−
∫
JW 3T KZT︸ ︷︷ ︸
I
+6λ−
∫
JW 2T KZ
2
T︸ ︷︷ ︸
II
+4λ−
∫
WTZ
3
T︸ ︷︷ ︸
III
,
in term of quantities involving only the Wick powers of W which we can control in expectation and
the last two positive terms
1
2
‖u‖2H + λ−
∫
Z4T .
Any residual positive contribution depending on u can be dropped in the lower bound making the
dependence on the drift disappear. To control term I we see that by duality and Young’s inequality,
for any δ > 0,
(12)
∣∣∣∣4λ−∫ JW 3T KZT ∣∣∣∣ 6 4λ‖JW 3T K‖H−1‖ZT ‖H1 6 C(δ, d)λ2‖JW 3T K‖2H−1 + δ ∫ T
0
‖us‖
2
L2ds.
For the term II the following fractional Leibniz rule is of help:
Proposition 1. Let 1 < p < ∞ and p1, p2, p
′
1, p
′
2 > 1 such that
1
p1
+ 1p2 =
1
p′1
+ 1p′2
= 1p . Then for
every s, α > 0 there exists a constant C such that
‖〈D〉s(fg)‖Lp ≤ ‖〈D〉
s+αf‖Lp2‖〈D〉
−αg‖Lp1 + ‖〈D〉
s+αg‖
Lp
′
1
‖〈D〉−αf‖
Lp
′
2
.
Proof. See [31]. 
Using Proposition 1 we get, for any δ > 0,
(13)
∣∣6λ−∫ JW 2T KZ2T ∣∣ . λ‖JW 2T K‖W−ε,5‖Z2T ‖W ε, 54
. λ‖JW 2T K‖W−ε,5‖ZT ‖W ε,2‖ZT ‖L
10
3
. λ‖JW 2T K‖W−ε,5‖ZT ‖W 1,2‖ZT ‖L4
6 C
2λ3
2δ ‖JW
2
T K‖
4
W−ε,5 +
δ
4‖ZT ‖
2
W 1,2 +
δλ
4 ‖ZT ‖
4
L4 .
In order to bound the term III we observe the following:
Lemma 3. Let f ∈W−1/2−ε,p for every 1 6 p <∞ and ε > 0. We claim that for any δ > 0 there
exists a constant C = C(δ, d), and an exponent K <∞ such that for any g ∈W 1,2
λ
∣∣∣∣−∫ fg3∣∣∣∣ 6 E(λ)‖f‖KW−1/2−ε,p + δ(‖g‖2W 1−ε,2 + λ‖g‖4L4).
Proof. By duality
∣∣−∫ fg3∣∣ 6 ‖f‖W−1/2−ε,p‖g3‖W 1/2+ε,p′ . Applying again Proposition 1 and Proposi-
tion 11, we get
‖g3‖W 1/2+ε,14/13 . ‖〈D〉
1/2+δg3‖L14/13 . ‖〈D〉
5/8g‖L14/6‖g‖
2
L4
. ‖g‖
5/7
H7/8
‖g‖
17/7
L4
.
So
λ
∣∣−∫ fg3∣∣ . λ‖f‖W−1/2−ε,14‖g‖5/7H7/8‖g‖17/7L4
. λ11‖f‖28
W−1/2−ε,14
+ δ(‖g‖2
H7/8
+ λ‖g‖4L4).

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Remark 2. For the d = 2 case it would have been enough to estimate ‖g3‖W ε,p . The stronger
estimate will be useful below for d = 3 since there we will only have WT ∈W
−1/2−ε,p for any large
p.
Then
(14)
∣∣∣∣4λ−∫ WTZ3T ∣∣∣∣ 6 CE(λ)‖WT ‖KW−1/2−ε,p + δ(‖ZT ‖2W 1−ε,2 + λ‖ZT ‖4L4).
Using eqs. (12), (13) and (14) we obtain, for δ small enough,
(15) |ΦT (Z)| 6 QT + δ
[
1
2
‖u‖2H + λ−
∫
Z4T
]
,
where
QT = O(λ
2)[1 + ‖JW 3T K‖
2
H−1 + ‖JW
2
T K‖
4
W−ε,5 + ‖WT ‖
K
W−1/2−ε,p
].
Therefore
FT (u) > −E[QT ] + (1− δ)
[
1
2
‖u‖2H + λ−
∫
Z4T
]
> −E[QT ].
This last average do not depends anymore on the drift and we are only left to show that
sup
T
E[QT ] <∞.
However, it is well known that the Wick powers of the two dimensional Gaussian free field are
distributions belonging to La(Ω,W−ε,b) for any a > 1 and b > 1 and hypercontractivity plus
an easy argument gives the uniform boundedness of the above averages, see e.g. [42]. We have
established:
Theorem 3. For any λ > 0 we have
sup
T
1
|Λ|
|logZT | . O(λ
2),
where the constant in the r.h.s. is independent of Λ.
Remark 3. Observe that the argument above remains valid upon replacing λ with λp with p > 1.
This implies that e−VT (YT ) is in all the Lp spaces wrt. the measure P uniformly in T and for any
p > 1.
4. Three dimensions
In three dimensions the strategy we used in two dimensions fails. Indeed here the Wick products
are less regular: JW 2T K ∈ C
−1−κ uniformly in T for any small κ > 0 and JW 3T K does not even converge
to a well-defined random distribution. This implies that there is no straightforward approach to
control the terms
(16) −
∫
JW 3T KZT , and −
∫
JW 2T KZ
2
T ,
like we did in Section 3. The only apriori estimate on the regularity of ZT = IT (u) is in H
1, coming
from Lemma 2 and the quadratic term in the variational functional FT (u). It is also well known
that in three dimensions there are further divergences beyond the Wick ordering which have to be
subtracted in order for the limiting measure to be non-trivial. For these reasons we introduce in
the energy VT further scale dependent renormalization constants γT , δT beyond Wick ordering to
have
(17)
1
|Λ|
V fT (YT ) = f(YT ) +−
∫
(λJY 4T K− λ
2γT JY
2
T K− δT ).
Repeating the computation from Section 3 we arrive at
(18)
FT (u) = E
[
f(WT + ZT ) + λ−
∫
W3TZT +
λ
2
−
∫
W2TZ
2
T + 4λ−
∫
WTZ
3
T
]
−E
[
2λ2γT−
∫
WTZT + λ
2γT−
∫
Z2T + λ
2δT
]
+ E
[
λ−
∫
Z4T +
1
2‖u‖
2
H
]
.
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where we introduced the convenient notations
W3t := 4JW
3
t K, W
2
t := 12JW
2
t K, t > 0,
and we recall that f is a fixed function belonging to C
(
C−1/2−κ;R
)
with linear growth.
This form of the functional is not very useful in the limit T → ∞ since some of the terms,
taken individually, are not expected to behave well. We will perform a change of variables in the
variational functional in order to obtain some explicit cancellations which will leave well behaved
quantities of T . The main drawback is that the functional will have a less compact and canonical
form.
Some care has to be taken in order for the resulting quantities to be still controlled by the
coercive terms. We will need some regularization which will make compatible Fourier cutoffs with
L4 estimates. To introduce such a regularization fix a smooth function θ : R+ → R+ such that
θ(ξ) = 1 if ξ 6 1/4 and θ(ξ) = 0 if ξ > 1/2. Then
(19)
θt(ξ)σs(ξ) = 0 for s > t,
θt(ξ) = 1 for ξ 6 ct for some c > 0.
By the Mihlin-Ho¨rmander theorem we deduce that the operator θt = θt(D) is bounded on L
p for
any 1 < p < ∞, see Proposition 9. In the following, for any f ∈ C ([0,∞],S ′(Λ)) we define
f ♭t := θtft then
Z♭t = θtZt =
∫ t
0
θt〈D〉
−1σs(D)usds =
∫ T
0
θt〈D〉
−1σs(D)usds = θtZT .
In this way we have ‖Z♭t‖Lp . ‖ZT ‖Lp for all t 6 T . The renormalized functional will depend
on some specific renormalized combinations of the martingales (JWkt K)t,k. Therefore it will be
also convenient to introduce a collective notation for all the stochastic objects appearing in the
functionals and specify the topologies in which they are expected to be well behaved. Let
W := (W1,W2,W〈3〉,W[3]◦1,W2⋄[3],W〈2〉⋄〈2〉),
with W1 := W ,
W
〈3〉
t := JtW
3, W
[3]
t :=
∫ t
0
JsW
〈3〉
s ds, W
[3]◦1
t :=W
1
t ◦W
[3]
t ,
W
2⋄[3]
t :=W
2
t ◦W
[3]
t + 2γtW
1
t , W
〈2〉⋄〈2〉
t := (JtW
2
t ) ◦ (JtW
2
t ) + 2γ˙t.
We not not need to includeW[3] since it can be obtained as a function ofW〈3〉 thanks to the bound
‖W
[3]
t −W
[3]
s ‖C 1/2−2κ 6
∫ t
s
‖JrW
〈3〉
r ‖C 1/2−2κdr 6
[∫ T
0
‖JrW
〈3〉
r ‖
2
C 1/2−2κ
dr
]1/2
|t− s|1/2
6
[∫ T
0
‖W〈3〉r ‖
2
C−1/2−κ
dr
〈r〉1+2κ
]1/2
|t− s|1/2 . sup
r∈[0,T ]
‖W〈3〉r ‖
2
C−1/2−κ
|t− s|1/2,
valid for all 0 6 s 6 t 6 T which shows that the deterministic mapW〈3〉 7→W[3] is continuous from
C
(
[0,∞],C −1/2−κ
)
to C1/2
(
[0,∞],C 1/2−2κ
)
. The pathwise regularity of all the other stochastic
objects follows from the next Lemma, provided the function γ is chosen appropriately.
Lemma 4. There exists a function γt ∈ C
1(R+,R) such that
(20) |γt|+ 〈t〉|γ˙t| . log〈t〉, t > 0.
and such that the vector W is almost surely in S where S is the Banach space
S = C([0,∞],W) ∩
{
W〈3〉 ∈ L2
(
R+,C
−1/2−κ
)
,W〈2〉⋄〈2〉 ∈ L1
(
R+,C
−κ
)}
with
W = Wκ := C
−1/2−κ × C−1−κ × C−1−κ × C−κ × C−1/2−κ × C−κ,
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and equipped with the norm
‖W‖S := ‖W‖C([0,∞],W) + ‖W
〈3〉‖L2(R+,C−1/2−κ) + ‖W
〈2〉⋄〈2〉‖L1(R+,C−κ).
The norm ‖W‖S belongs to all L
p spaces. Moreover the averages of the Besov norms Bαp,r of the
components of W of regularity α are uniformly bounded in the volume |Λ| if p <∞.
Proof. The proof is based on the observation that one can choose γ in such a way that every
component W(i) of the vector W is such that (∆qW
(i)
t (x))t>0 for q > −1 and x ∈ Λ is a martingale
wrt. the Brownian filtration. The reader can find details for this statement in the proof of Lemma 24
below, in particular eq. (59) and (61) give the stochastic integral representations of the most difficult
terms which require renormalization by γ. The quadratic variation of these martingales can be
controlled uniformly up to t = ∞. As a consequence, there exists a version of (∆qW
(i)
t (x))t>0
which is continuous in t ∈ [0,∞]. Since each Littlewood–Paley block is a smooth function of x is
not difficult from this to deduce that ((t, x) 7→ ∆qW
(i)
t (x)) ∈ C([0,∞] × Λ;R). By Burkholder–
David–Gundy (BDG) estimates and Lp estimates on the the quadratic variations one can conclude
that ‖W‖S is in all L
p spaces provided we can control the appropriate moments of the norm ofWT
uniformly in T . This is achieved in Lemma 24 for the more difficult resonant products where we
show also the claimed uniformly of the finite r Besov norms Bαp,r. 
For convenience of the reader we summarize the probabilistic estimates in Table 1.
W1 W2 W〈3〉 W[3] W[3]◦1 W2⋄[3] W〈2〉⋄〈2〉
CC−1/2− CC−1− CC−1/2− ∩ L2C−1/2− CC 1/2− CC 0− CC−1/2− CC 0−∩L1C 0−
Table 1. Regularities of the various stochastic objects, the domain of the time
variable is understood to be [0,∞]. Estimates in these norms holds a.s. and in
Lp(P) for all p > 1 (see Lemma 4).
Remark 4. The requirement that W〈3〉 ∈ L2C−1/2− will be used in Section 6 to establish equicoer-
civity and to relax the variational problem to a suitable space of measures.
We are now ready to perform a change of variables which renormalizes the variational functional.
Lemma 5. Define l = lT (u) ∈ Ha, Z = Z(u) ∈ C([0,∞],H
1/2−κ), K = K(u) ∈ C([0,∞],H1−κ)
such that
(21)
lTt (u) := ut + λ1t6TW
〈3〉
t + λ1t6TJt(W
2
t ≻ Z
♭
t ),
Zt(u) := It(u), Kt(u) := It(w), wt := −λ1t6TJt(W
2
t ≻ Z
♭
t ) + lt,
t > 0,
Then the functional FT (u) defined in eq. (18) has the form
FT (u) = E
[
ΦT (W, Z(u),K(u)) + λ−
∫
(ZT (u))
4 +
1
2
‖lT (u)‖2H
]
,
where
ΦT (W, Z,K) := f(WT + ZT ) +
6∑
i=1
Υ(i),
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Υ
(1)
T := −
λ
2
K2(W
2
T ,KT ,KT ) +
λ
2
−
∫
(W2T ≺ KT )KT − λ
2−
∫
(W2T ≺W
[3]
T )KT
Υ
(2)
T := λ−
∫
(W2T ≻ (ZT − Z
♭
T ))KT
Υ
(3)
T := λ
∫ T
0
−
∫
(W2t ≻ Z˙
♭
t )Ktdt
Υ
(4)
T := 4λ−
∫
WTK
3
T − 12λ
2−
∫
WTW
[3]
T K
2
T + 12λ
3−
∫
WT (W
[3]
T )
2KT
Υ
(5)
T := −λ
2−
∫
γTZ
♭
T (ZT − Z
♭
T )− λ
2−
∫
γT (ZT − Z
♭
T )
2 − 2λ2
∫ T
0
−
∫
γtZ
♭
t Z˙
♭
tdt
Υ
(6)
T := −λ
2−
∫
W
2⋄[3]
T KT −
λ2
2
∫ T
0
−
∫
W
〈2〉⋄〈2〉
t (Z
♭
t )
2dt−
λ2
2
∫ T
0
K3,t(W
2
t ,W
2
t , Z
♭
t , Z
♭
t )dt
where K2 and K3,t are linear forms defined in the Appendix (and recalled in the proof below) and
we have chosen
(22)
δT :=
λ2
2 E
∫ T
0
−
∫
(W
〈3〉
t )
2dt+ λ
3
2 E−
∫
W2T (W
[3]
T )
2
+2λ3γTE−
∫
WTW
[3]
T − 4λ
4E−
∫
WT (W
[3]
T )
3.
Proof. Step 1. We are going to absorb the mixed terms (16) via the quadratic cost function. To
do so we develop them along the flow of the scale parameter via Ito formula. For the first we have
λ−
∫
W3TZT = λ
∫ T
0
−
∫
W3t Z˙tdt+martingale,
and we can cancel the first term on the r.h.s. by making the change of variables
(23) wt := ut + λ1t6TW
〈3〉
t , t > 0,
into the cost functional to get
λ−
∫
W3TZT +
1
2
∫ ∞
0
‖us‖
2
L2ds = −
λ2
2
∫ T
0
−
∫
(W
〈3〉
t )
2dt+
1
2
∫ ∞
0
‖ws‖
2
L2ds+martingale,
where we used that Jt is self-adjoint. The divergent term −
∫
W3TZT has been replaced with a
divergent but purely stochastic term
∫ T
0
−
∫
(W
〈3〉
t )
2dt which does not affect anymore the variational
problem and can be explicitly removed by adding its average to δT . As a consequence, we are not
able to control (Zt)t in H
1 anymore and we should rely on the relation (21) and on a control over
the H1 norm of (Kt)t coming from the residual quadratic term ‖w‖
2
H.
Step 2. From (23) we have the relation
ZT = −λW
[3]
T +KT ,
which can be used to expand the second mixed divergent term in (16) as
(24)
λ
2
−
∫
W2TZ
2
T =
λ3
2
−
∫
W2T (W
[3]
T )
2 − λ2−
∫
W2TW
[3]
T KT +
λ
2
−
∫
W2TK
2
T .
Again, the first term on the r.h.s. a purely stochastic object and will give a contribution independent
of the drift u absorbed in δT . We are still not done since this operation has left two new divergent
terms on the r.h.s. of eq. (24): the H1 regularity of KT is not enough to control the products with
W2 which has regularity C−1−κ, a bit below −1. In order to proceed further we will isolate the
divergent parts of these products via a paraproduct decomposition (see Appendix A for details)
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and expand
−λ2−
∫
W2TW
[3]
T KT +
λ
2
−
∫
W2TK
2
T = λ−
∫
(W2T ≻ ZT )KT − λ
2−
∫
(W2T ◦W
[3]
T )KT
−λ2−
∫
(W2T ≺W
[3]
T )KT +
λ
2
−
∫
(W2T ≺ KT )KT
+
λ
2
(
−
∫
(W2T ◦KT )KT −−
∫
(W2T ≻ KT )KT
)
.
The first two terms will require renormalizations which we put in place in Step 3 below. All the
other terms will be well behaved and we collect them in Υ
(1)
T . In particular we observe that the
last one can be rewritten as
λ
2
(
−
∫
(W2T ◦KT )KT −−
∫
(W2T ≻ KT )KT
)
= −
λ
2
K2(W
2
T ,KT ,KT )
using the trilinear form K2 defined in Proposition 7.
Step 3. As we anticipated, the resonant termW2T ◦W
[3]
T needs renormalization. In the expression
of FT in (18) we have the counterterm −2λ
2γT−
∫
WTZT available, which we put in use now by writing
−λ2−
∫
(W2T ◦W
[3]
T )KT − 2λ
2γT−
∫
WTZT = −λ
2−
∫
(W2T ◦W
[3]
T + 2γTWT )︸ ︷︷ ︸
W
2⋄[3]
T
KT + 2λ
3γT−
∫
WTW
[3]
T .
The first contribution is collected in Υ
(6)
T and the expectation of the second will contribute to δT .
As far as the term λ−
∫
(W2T ≻ ZT )KT is concerned, we want to absorb it into
∫
‖ws‖
2ds like we
did with the linear term in Step 2. Before we can do this we must be sure that, after applying Ito’s
formula, it will be still possible to use −
∫
Z4T to control some of the growth of this term. Indeed the
quadratic dependence in KT (via ZT ) cannot be fully taken care of by the quadratic cost
∫
‖ws‖
2ds.
We decompose
λ−
∫
(W2T ≻ ZT )KT = λ−
∫
(W2T ≻ Z
♭
T )KT + λ−
∫
(W2T ≻ (ZT − Z
♭
T ))KT
and using the fact that the functions ZT − Z
♭
T and KT − K
♭
T are spectrally supported outside of
a ball or radius cT we will be able to show that the second term is nice enough as T →∞ to not
require further analysis and we collect it in Υ
(2)
T . For the first we apply Ito’s formula to decompose
it along the flow of scales as
λ−
∫
(W2T ≻ Z
♭
T )KT = λ
∫ T
0
−
∫
(W2t ≻ Z
♭
t )K˙tdt+ λ
∫ T
0
−
∫
(W2t ≻ Z˙
♭
t )Ktdt+martingale.
The second term will be fine and we collect it in Υ
(3)
T .
Step 4. We are left with the singular term
∫ T
0
−
∫
(W2t ≻ Z
♭
t )K˙tdt. Using eq. (21) and expanding
w in the residual quadratic cost function obtained in Step 1, we compute
λ
∫ T
0
−
∫
(W2t ≻ Z
♭
t )K˙tdt+
1
2
∫ ∞
0
‖wt‖
2
L2dt = −
λ2
2
∫ T
0
−
∫
(Jt(W
2
t ≻ Z
♭
t ))
2dt+
1
2
∫ ∞
0
‖lt‖
2
L2dt
(25) = −
λ2
2
∫ T
0
−
∫
(Jt(W
2
t ≻ Z
♭
t ))(Jt(W
2
t ≻ Z
♭
t ))dt+
1
2
‖l‖2H
To renormalize the first term on the r.h.s. we observe that the remaining couterterm can be
rewritten as
(26) − λ2γT−
∫
Z2T = −λ
2γT−
∫
(Z♭T )
2 − λ2γT−
∫
Z♭T (ZT − Z
♭
T )− λ
2γT−
∫
(ZT − Z
♭
T )
2.
14 N. BARASHKOV AND M. GUBINELLI
Differentiating in T the first term in the r.h.s. of eq. (26) we get
(27) − λ2γT−
∫
(Z♭T )
2 = −λ2
∫ T
0
−
∫
γ˙t(Z
♭
t )
2dt− 2λ2
∫ T
0
−
∫
γtZ
♭
t Z˙
♭
tdt.
The last term in eq. (26) and the last two contributions in (27) are collected in Υ
(5)
T . The first
contribution in eq. (26) has the right form to be used as a counterterm for the resonant product
in (25). Using the commutator K3,t introduced in Proposition 8 we have
−
λ2
2
∫ T
0
−
∫
[(Jt(W
2
t ≻ Z
♭
t ))(Jt(W
2
t ≻ Z
♭
t )) + 2γ˙t(Z
♭
t )
2]dt
= −
λ2
2
∫ T
0
−
∫
[(JtW
2
t ) ◦ (JtW
2
t ) + 2γ˙t]︸ ︷︷ ︸
W〈2〉⋄〈2〉
(Z♭t )
2dt−
λ2
2
∫ T
0
K3,t(W
2
t ,W
2
t , Z
♭
t , Z
♭
t )dt
and collect both terms in Υ
(6)
T .
Step 5. We are now left with the cubic term which we rewrite as
4λ−
∫
WTZ
3
T = −4λ
4−
∫
WT (W
[3]
T )
3 + 12λ3−
∫
WT (W
[3]
T )
2KT − 12λ
2−
∫
WTW
[3]
T K
2
T + 4λ−
∫
WTK
3
T .
The average of the first term is collected in δT while all the remaining terms in Υ
(4)
T . At last we
have established the claimed decomposition since the residual cost functional, from eq. (25) has the
form ‖l‖2H. 
5. Bounds
The aim of this section is to give upper and lower bounds on WT (f) uniformly on T and |Λ|. In
particular we will prove the bounds of Corollary 1 taking the explicit dependence on the coupling
constant λ into account.
Lemma 6. There exists a finite constant C, which does not depend on |Λ|, such that
sup
T
|WT (f)| 6 C.
Proof. Observe that from Lemma 5 and Section 7 we have that
ΦT (W, Z,K) 6 QT + ε
(
‖ZT ‖
4
L4 +
∫ ∞
0
‖lt‖
2
L2dt
)
,
which immediately gives
(28) − E[QT ] 6 −E[QT ] + (1− ε)E
(
‖ZT ‖
4
L4 +
∫ ∞
0
‖lt‖
2
L2dt
)
6WT (f).
On the other hand for any suitable drift uˇ ∈ Ha we get the bound
(29) WT (f) 6 E[QT ] + (1 + ε)E
(
‖IT (uˇ)‖
4
L4 +
∫ ∞
0
‖lTt (uˇ)‖
2
L2dt
)
,
where
(30) lTt (uˇ) = uˇt + λ1t6TJt(W
3
t +W
2
t ≻ (It(uˇ))
♭).
Therefore it remains to produce an appropriate drift uˇ for which the r.h.s. in eq. (29) is finite (and
so uniformly in |Λ| and of o(λ3)).
One possible strategy is to try and choose uˇ such that l(uˇ) = 0, however this fails since estimates
on this u via Gronwall’s inequality would rely on the Ho¨lder norm of W2t for which we do not
have uniform control in the volume. In order to overcome this problem we decompose W2 and use
weighted estimates similarly as done in [27].
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Consider the decomposition
W2s = U>W
2
s + U6W
2
s,
where the random field U>W
2
s is constructed as follows. Let ϕ be smooth function, positive and
supported on [−2, 2]3 and such that
∑
m∈Λ∩Zd ϕ
2(• − m) = 1. Denote by ϕm = ϕ(• − m). Let
χ˜ be a smooth function supported in B(0, 1). Denote by X>Nf the Fourier multiplier operator
F−1χ˜(k/N)fˆ and similarly X6Nf = F
−1(1− χ˜(k/N))fˆ . Set Lm(s) := (1+ ‖ϕmW
2
s‖)
1
2δ
C−1−δ
and let
U>W
2
s :=
∑
m∈Λ∩Zd
ϕmX>Lm(s)(ϕmW
2
s),
and
U6W
2
s :=
∑
m∈Λ∩Zd
ϕmX6Lm(s)(ϕmW
2
s).
(with slight abuse of notation we drop the time dependence of the operators U6, U>).
Observe that the laws of both U>W
2
s and U6W
2
s are translation invariant w.r.t to translations
by m ∈ Λ ∩ Zd. By [47], Theorem 2.4.7 and Bernstein inequality
‖U>W
2
s‖C−1−3δ . sup
m
‖X>Lm(s)(ϕmW
2
s)‖C−1−3δ
. sup
m
1
1 + ‖ϕmW2s‖C−1−δ
‖ϕmW
2
s‖C−1−δ . 1
Furthermore for a weight ρ (see Appendix A for precisions on the weighted spaces Lp(ρ), C α(ρ)
and Bαp,q(ρ) used below):
(31)
‖U6W
2
s‖C−1+δ(ρ2) . supm ‖ϕmU6W
2
s‖C−1+δ(ρ2)
. supm
(
1 + ‖ϕmW
2
s‖C−1−δ
)
‖ϕmW
2
s‖C−1−δ(ρ2)
. supm ρ(m)
(
1 + ‖ϕmW
2
s‖C−1−δ
)
‖ϕmW
2
s‖C−1−δ(ρ)
. supm
(
1 + ‖ϕmW
2
s‖C−1−δ(ρ)
)
‖ϕmW
2
s‖C−1−δ(ρ)
. 1 + ‖W2s‖
2
C−1−δ(ρ)
,
where we used the possibility to compare weighted and unweighted norms once localized via ϕm.
We now let uˇ be the solution to the (integral) equation
(32) uˇt = −λ1t6T [W
〈3〉
t + JtU>W
2
t ≻ θt(It(uˇ))], t > 0,
which can be solved globally. For 3δ < 1/2 and p > 1, we have, for t ∈ [0, T ],
‖It(uˇ)‖B1/2−3δp,p (ρ)
. λ
∫ t
0
[‖J2sW
3
s‖B1/2−δp,p (ρ)
+ λ‖J2sU>W
2
s ≻ θs(Is(uˇ))‖B−3/2−δp,p (ρ)
]ds
. λ
∫ t
0
ds
〈s〉1/2+δ
‖JsW
3
s‖B−1/2−δp,p (ρ)
+ λ
∫ t
0
ds
〈s〉1+δ/2
‖U>W
2
s‖C−1−δ/2‖Is(uˇ)‖B1/2−3δp,p (ρ)
.
Therefore Gronwall’s lemma implies that, for t ∈ [0, T ]:
(33)
‖It(uˇ)‖B1/2−δp,p (ρ)
.
(
λ
∫ T
0
ds
〈s〉1/2+δ
‖JsW
3
s‖B−1/2−δp,p (ρ)
)
exp
(
λ
∫ T
0
‖U>W2s‖C−1−εds
〈s〉1+ε
)
.
(
λ
∫ T
0
ds
〈s〉1/2+δ
‖JsW
3
s‖B−1/2−δp,p (ρ)
)
. λ‖W〈3〉‖
L2(R+,B
−1/2−δ
p,p (ρ))
.
Taking ρ = 1Λ|Λ| and using Besov embedding we deduce from (33):
sup
T
E‖IT (uˇ)‖
4
L4 . λ
4E
(∫ ∞
0
ds
〈s〉1/2+δ
‖JsW
3
s‖B−1/2−δ4,4
)4
. λ4.
Now computing lT (uˇ) from eq. (30) and (32), we obtain
lTt (uˇ) = λ1t6TJtU6W
2
t ≻ θt(It(uˇ)), t > 0.
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It now remains to prove that E[‖lT (uˇ)‖2H] . O(λ
3) uniformly in T > 0. Note that, for s ∈ [0, T ],
(34)
‖JsU6W
2
s ≻ θs(Is(uˇ))‖L2(ρ2) .
1
〈s〉1/2+δ/2
‖U6W
2
s ≻ θs(Is(uˇ))‖B−1+δ/22,2 (ρ2)
. 1
〈s〉1/2+δ/2
‖U6W
2
s‖C−1+δ/2(ρ)‖Is(uˇ)‖B−1+δ/22,2 (ρ)
.
We know that the distribution of uˇ is invariant under translation by m ∈ Λ ∩ Zd. Recalling that∑
m∈Λ∩Zd ϕ
2(• −m) = 1 and letting ρ be a polynomial weight with sufficient decay and such that
ρ3 > ϕ2, we have
E[‖lT (uˇ)‖2H] = λ
2E[‖s 7→ 1s6TJsU6W
2
s ≻ θs(Is(uˇ))‖
2
H]
6 λ2
∑
m∈Λ∩Zd
E[‖s 7→ ϕ2(• −m)JsU6W
2
s ≻ θs(Is(uˇ))‖
2
H]
(by trans. inv) . λ2|Λ|E[‖s 7→ 1s6Tϕ
2JsU6W
2
s ≻ θs(Is(uˇ))‖
2
H]
(using ρ3 > ϕ2) . λ2
∫ T
0
dsE[‖JsU6W
2
s ≻ θs(Is(uˇ))‖
2
L2(ρ3)]
(by eq. (34)) . λ2
∫ T
0
ds
〈s〉1+δ
E
[
‖U6W
2
s‖
2
C−1+δ/2(ρ2)
‖Is(uˇ)‖
2
B
−1+δ/2
2,2 (ρ)
]
. λ2
∫ T
0
ds
〈s〉1+δ
E
[
λ2‖U6W
2
s‖
4
C−1+δ/2(ρ2)
+ λ−2‖Is(uˇ)‖
4
B
−1+δ/2
2,2 (ρ)
]
(by eqs. (33), (31)) . λ4
∫ ∞
0
ds
〈s〉1+δ
[
1 + E‖W2s‖
8
C−1−δ/2(ρ)
+ Eλ‖W〈3〉‖4
L2(R+,B
−1/2−δ
p,p (ρ))
]
. λ4.
This last quantities are bounded since standard arguments allow to bound, for p sufficiently large,[
E‖W2s‖
8
C−1−δ/2(ρ)
]p/8
6 E‖W2s‖
p
C−1−δ/2(ρ)
6 E‖W2s‖
p
B−1−δp,p (ρ)
=
∑
i>−1
2i(−1−δ/2)p
∫
Λ
dxρ(x)E|∆iW
2
s(x)|
p .
∑
i>−1
2i(−1−δ/2)pE|∆iW
2
s(0)|
p . 1
uniformly in s > 0. Similarly, we have
[E‖W3s‖
4
Bp,p(ρ))
]p/4 6 E‖W3s‖
p
Bp,p(ρ)
= E|W3s(0)|
p,
Now
sup
s6T
E|W3s(0)|
p . sup
s6T
(E|W3s(0)|
2)p/2 . T 3p/2
and
‖W〈3〉‖
L2(R+,B
−1/2−δ
p,p (ρ))
.
∫ ∞
0
‖JsW
3‖
B
−1/2−δ
p,p (ρ)
‖W〈3〉‖2
L2(R+,B
−1/2−δ
p,p (ρ))
.
∫ ∞
0
‖JsW
3
s‖
2
B
−1/2−δ
p,p (ρ)
ds
.
∫ ∞
0
∥∥∥∥σt(D)〈D〉 W3t
∥∥∥∥2
B
−1/2−δ
p,p (ρ)
ds
.
∫ ∞
0
‖σt(D)W
3
t‖
2m
B
−3/2−κ
p,p
ds
.
∫ ∞
0
〈t〉−1−κ(〈t〉−3‖W3t ‖
2
Lp)ds
This concludes the proof of the lemma.

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Remark 5. The decomposition of the noise is similar to the one given in [27] but differs in the
fact that we choose the frequency cutoff dependent on the size of the noise instead of the point, to
preserve translation invariance. The price to pay is that the decomposition is nonlinear, however
this does not present any inconvenience in our context.
6. Gamma convergence
In this section we establish the Γ-convergence of the variational functional obtained in Lemma 5
as T →∞. Γ-convergence is a notion of convergence introduced by De Giorgi which is well suited
for the study of variational problems. The book [8] is a nice introduction to Γ-convergence in the
context of the calculus of variations. For the convenience of the reader we recall here the basic
definitions and results.
Definition 1. Let T be a topological space and let F,Fn : T → (−∞,∞]. We say that the sequence
of functionals (Fn)n Γ-converges to F iff
i. For every sequence xn → x in T
F (x) 6 lim inf
n→∞
Fn(xn);
ii. For every point x there exists a sequence xn → x (called a recovery sequence) such that
F (x) > lim sup
n→∞
Fn(xn).
Definition 2. A sequence of functionals Fn : T → (−∞,∞] is called equicoercive if there exists a
compact set K ⊆ T such that for all n ∈ N
inf
x∈K
Fn(x) = inf
x∈T
Fn(x).
A fundamental consequence of Γ-convergence is the convergence of minima.
Theorem 4. If (Fn)n Γ-converges to F and (Fn)n is equicoercive, then F admits a minimum and
min
T
F = lim
n→∞
inf
T
Fn.
For a proof see [20].
In this section we allow all constants to depend on the volume |Λ|: this is not critical since, at
this point, the aim is to obtain explicit formulas at fixed Λ.
We denote
Hα,p := L2([0,∞);Wα,p), α ∈ R,
and by Hα,pw the reflexive Banach space Hα,p endowed with the weak topology. We will write Hα
for Hα,2, and H for H0 and let L := H−1/2−κ,3, this space will be useful as it gives sufficient control
over Z:
Lemma 7. For κ small enough u 7→ Z(u) is a compact map L → C([0,∞], L4).
Proof. By definition of Z we have for any 0 < ε < 1/8− κ/2,
‖Zt2(u)− Zt1(u)‖W 4,ε =
∥∥∥∥∫ t2
t1
Jsusds
∥∥∥∥
W 4,ε
6
∫ t2
t1
∥∥∥∥σs(D)〈D〉 us
∥∥∥∥
W 4,ε
ds
.
∫ t2
t1
1
〈s〉1/2+ε
‖〈D〉−1+εus‖W 4,εds
.
∫ t2
t1
1
〈s〉1/2+ε
‖〈D〉−1+εus‖W 1/4+ε,3ds
.
∫ t2
t1
1
〈s〉1+2ε
ds
∫
‖us‖
2
W−1/2−κ,3
ds . ‖u‖2L
∫ t2
t1
1
〈s〉1+2ε
ds,
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where we have used a Sobolev embedding in the second to last line. Since
lim
t1→t2
∫ t2
t1
1
〈s〉1+2ε
ds = 0,
∫ ∞
0
1
〈s〉1+2κ
ds <∞,
for any t2 ∈ [0,∞], we can conclude by the Rellich–Kondrachov embedding theorem and the Arzela–
Ascoli theorem, that bounded sets in L are mapped to compact sets in C([0,∞], L4), proving the
claim. 
We will need the following lemma, which establishes pointwise convergence for the functional ΦT
defined in Lemma 5. In the sequel, by an abuse of notation, we will denote both a generic element
of S and the canonical random variable on S by
X = (X1,X2,X〈3〉,X[3]◦1,X〈2〉⋄〈2〉,X2⋄[3])
Lemma 8. Define l∞(u) = l∞(X, u) ∈ Ha such that
(35) l∞t (u) := ut + λW
〈3〉
t + λJt(W
2
t ≻ Z
♭
t ), t > 0.
For any sequence (uT ,XT )T such that u
T → u in Lw, l
T = lT (XT , uT )→ l = l∞(X, u) in Hw and
XT = (XT,1,XT,2,XT,〈3〉,XT,[3]◦1,XT,〈2〉⋄〈2〉,XT,2⋄[3])
↓
X = (X1,X2,X〈3〉,X[3]◦1,X2⋄[3],X〈2〉⋄〈2〉)
in S we have
lim
T→∞
ΦT (X
T , Z(uT ),K(uT )) = Φ∞(X, Z(u),K(u)),
where Φ∞ is defined by
Φ∞(X, Z(u),K(u)) := f(X
1
∞ + Z∞(u)) +
6∑
i=1
Υ(i)∞ (X, Z(u),K(u)),
with Υ
(i)
∞ (X, Z,K) = Υ
(i)
∞ given by
Υ(1)∞ :=
λ
2
K2(X
2
∞,K∞,K∞) +
λ
2
−
∫
(X2∞ ≺ K∞)K∞ − λ
2−
∫
(X2∞ ≺ X
[3]
∞)K∞,
Υ(2)∞ = 0,
Υ(3)∞ := λ
∫ ∞
0
−
∫
(X2t ≻ Z˙
♭
t )Ktdt,
Υ(4)∞ := 4λ−
∫
X1∞K
3
∞ − 12λ
2−
∫
(X1∞X
[3]
∞)K
2
∞ + 12λ
3−
∫
X1∞(X
[3]
∞)
2K∞,
Υ(5)∞ := −2λ
2
∫ ∞
0
−
∫
γtZ
♭
t Z˙
♭
tdt,
Υ(6)∞ := −λ
2−
∫
X2⋄[3]∞ K∞ − λ
2
∫ ∞
0
−
∫
X
〈2〉⋄〈2〉
t (Z
♭
t )
2dt+
λ2
2
∫ ∞
0
K3,t(X
2
t ,X
2
t , Z
♭
t , Z
♭
t )dt,
where, with abuse of notation, we set
(36)
X1∞X
[3]
∞ := X1∞ ≻ X
[3]
∞ + X1∞ ≺ X
[3]
∞ + X
[3]◦1
∞ ,
X1∞(X
[3]
∞)2 := X1∞(X
[3]
∞ ◦ X
[3]
∞) + 2X
[3]◦1
∞ X
[3]
∞ + 2K1(X
[3]
∞,X
[3]
∞ ,X1∞)
+2X1∞ ≻ (X
[3]
∞ ≻ X
[3]
∞) + 2X1∞ ≺ (X
[3]
∞ ≻ X
[3]
∞),
and where K1,K2,K3 are the trilinear forms defined in Proposition 6, Proposition 7 and Proposi-
tion 8 respectively.
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Proof. Lemma 7 implies that for any uT → u in Lw we have Z(u
T ) → Z(u) in C([0,∞], L4)
and by the convergence of lT → l in Hw we have also K(u
T ) → K(u) in C([0,∞],H1−κ). The
productsXT,1T X
T,[3]
T and X
T,1
T (X
T,[3]
T )
2 can be decomposed using paraproducts and, after replacing the
resonant products by the corresponding stochastic objects in XT , we obtain the finite T analogs
of the expressions in eq. (36). After this preprocessing, it is easy to see by continuity that we
have XT,1T X
T,[3]
T → X
1
∞X
[3]
∞ and X
T,1
T (X
T,[3]
T )
2 → X1∞(X
[3]
∞)2 in C 1/2−κ. For Υ(1) and Υ(4) and the
first term of Υ(6) the statement follows from uniform bounds for (XT , Z(uT ),K(uT )) on S ×
C([0,∞],H1/2−κ) × C([0,∞],H1−κ) and multilinearity. For Υ(2) and the first two terms of Υ(5)
convergence to 0 follows from the bounds established in Lemma 19 and Lemma 22. For Υ(3), the
last term of Υ(5) and the last two terms of Υ(6) we can again use uniform bounds and multilinearity
as well as dominated convergence, thanks to Proposition 8. 
Going back to our particular setting recall that from Lemma 5 we learned that
WT (f) = inf
u∈Ha
FT (u),
with
FT (u) = E
[
ΦT (W, Z(u),K(u)) + λ‖ZT (u)‖
4
L4 +
1
2
‖lT (u)‖2H
]
,
where lT (u), Z(u),K(u) are functions of u according to eq. (21). This form of the functional is
appropriate to analyze the limit T →∞ and obtain the main result of the paper, stated precisely in
the following theorem which is a simple restatement of the basic consequence of Theorem 6 below.
Theorem 5. We have
lim
T→∞
WT (f) =W(f) := inf
u∈Ha
F∞(u),
where
F∞(u) = E
[
Φ∞(W, Z(u),K(u)) + λ‖Z∞(u)‖
4
L4 +
1
2
‖l∞(u)‖2H
]
,
and where Φ∞ and l
∞ are defined in Lemma 8.
In order to use Γ-convergence, we need to properly modify the variational setting in order to
guarantee enough compactness and continuity uniformly as T →∞.
The analytic estimates contained in Section 7 below allow to infer that there exists a small
δ ∈ (0, 1), and a finite constant QT > 0 uniformly bounded in T such that
(37) −QT + (1− δ)E
[
λ‖ZT ‖
4
L4 +
1
2
‖lT (u)‖2H
]
6 FT (u),
and
(38) FT (u) 6 QT + (1 + δ)E
[
λ‖ZT ‖
4
L4 +
1
2
‖lT (u)‖2H
]
.
As long as T is finite, the original potential VT is bounded below so in particular we have
(39) −CT + E
[
1
2
‖u‖2H
]
6 FT (u).
From this we conclude that we can relax the optimization problem and ask that u ∈ La, once we
have established Lemma 10 where La is the space of predictable processes in L:
WT (f) = inf
u∈La
FT (u).
The reason of this relaxation lies in the fact that the cost terms ‖lT (u)‖H, and ‖ZT ‖L4 control the
L norm of u uniformly in T , modulo constants depending only on ‖W‖S which are bounded in
average uniformly in T .
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Note that eq. (37) implies that for any sequence (uT )T such that FT (u
T ) remains bounded we
must have that also
(40) sup
T
E[‖lT (uT )‖2H] <∞.
To prove Γ-convergence we need to find a space with a topology which, on the one hand is strong
enough to enable to prove the Γ-liminf inequality, and on the other hand allows to obtain enough
compactness from FT . Almost sure convergence on S × L would allow for the former but is to
strong for the latter. For this reason we need a setting based on convergence in law as precised in
the following definition.
Definition 3. Denote by (X, u) be the canonical variables on S × L and consider the space of
probability measures
X :=
{
µ ∈ P(S× L)|µ = LawP(W, u) for some u ∈ La with Eµ[‖u‖
2
L] <∞
}
.
Equip X with the following topology: µn → µ iff
a) µn converges to µ weakly on S× Lw,
b) supn Eµn [‖u‖
2
L] <∞.
Denote by X the closure of X in the space of probability measures µ on S×Lw such that Eµ[‖u‖
2
L] <
∞ .
Condition (b) allows to exclude pathological points in X and makes possible Lemma 13 below.
Then
(41) WT (f) = inf
µ∈X
F˘T (µ),
where
F˘T (µ) := Eµ
[
ΦT (X, Z(u),K(u)) + λ‖ZT (u)‖
4
L4 +
1
2
‖lT (u)‖2H
]
and where Eµ denotes the expectation on S×L wrt. the probability measure µ. Our first aim will
be to prove that the family (F˘T )T is indeed equicoercive on X .
Lemma 9. Let (µT )T be a family of measures on S × L such that supT EµT [‖u‖
2
L] < ∞. Then
(µT )T is tight on S× Lw, in particular there exists a subsequence converging in X .
Proof. Observe that Law(W) on S is tight since S is a separable metric space, so for any ε > 0, we
can find a compact set K1ε ⊂ S such that µ((S\Kε)×L) < ε/2. Now let K
2
ε := K
1
ε×B(0, C) ⊂ S×L,
for some large C to be chosen later. Then K2ε is a compact subset of S× Lw and
PµT [(X, u) /∈ K
2
ε ] 6 ε+
1
C
EµT [‖u‖
2
L].
Choosing C > supT 2EµT [‖u‖
2
L]/ε gives tightness. 
Lemma 10. There exists a constant C, depending only on κ and λ, such that
EµT [‖u‖
2
L] . C + 2λEµT [‖ZT (u)‖
4
L4 ] + EµT [‖l
T (u)‖2H].
Proof. We use ‖lT (u)‖L . ‖l
T (u)‖H in the bound
EµT [‖u‖
2
L] . λEµT [‖X
〈3〉‖2L] + λEµT [‖s 7→ Js(X
2
s ≻ θsZT (u))‖
2
L] + EµT [‖l
T (u)‖2H]
. λEµT [‖X
〈3〉‖2L] + λEµT
[∫∞
0
‖X2s‖
2
C−1−κ
〈s〉1+κ ‖ZT (u)‖
2
L4ds
]
+EµT [‖l
T (u)‖2H]
. λEµT [‖X
〈3〉‖2L] +
λ
2EµT
[∫∞
0
‖X2s‖
4
C−1−κ
〈s〉1+κ ds
]
+ 2λEµT [‖ZT (u)‖
4
L4 ]
+EµT [‖l
T (u)‖2H].

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Corollary 2. The family (F˘T )T is equicoercive on X .
Proof. Define for some K > 0 large enough
K =
{
µ : λEµ[‖ZT (u)‖
4
L4 ] +
1
2
Eµ[‖l
T (u)‖2H] 6 K
}
From eq. (37) we have
λEµ[‖ZT (u)‖
4
L4 ] +
1
2
Eµ[‖l
T (u)‖2H] 6 C + F˘T (µ),
so
inf
µ∈Kc
F˘T (µ) > K − C
on the other hand from (38) it follows that
sup
T
inf
µ∈X
F˘T (µ) <∞.
So for K large enough
inf
µ∈X
F˘T (µ) = inf
µ∈K
F˘T (µ)
And by Lemma 10 and Lemma 9 K is a compact set. 
To be able to use the equicoercivity we will need to show that we can extend the infimum in (41)
to X¯ . For this we will first need some properties of the space X¯ . In particular we will need to show
that measures with sufficiently high moments are dense in X in a way which behaves well with
respect to F˘T . For this we introduce some approximations which will be useful in the sequel.
Definition 4. Let u ∈ L, N ∈ N, and (ηε)ε>0 be a smooth Dirac sequence on Λ and (ϕε)ε>0 be
another smooth Dirac sequence compactly supported on R+×Λ. Denote by ∗Λ the convolution only
wrt the space variable, and by ∗ the space-time convolution. Define the following approximations
of the identity: (
regx,ε(u)
)
:= u ∗Λ ηε,(
regt:x,ε(u)
)
(t) := e−εtu ∗ ϕε(t) = e
−εt
∫ t
0 u(t− s)∗Λϕε(s)ds.
Denote by
T˜N (u) := inf
{
t > 0
∣∣∣∣∫ t
0
‖u(s)‖2
W−1/2−κ,3
ds > N
}
,
and
(cutN (u)) (t) := u(t)1{t6T˜N (u)}.
Observe the following properties of these maps:
• regx,ε is a continuous map Lw →Hw and L → H;
• regt:x,ε is a continuous map Lw →H;
• cutN is continuous as a map L → B(0, N) ⊂ L;
• if u is a predictable process then regx,ε(u), regt:x,ε(u), cutN (u) will also be predictable.
Furthermore we have the bounds∥∥regx,ε(u)∥∥L ,∥∥regt:x,ε(u)∥∥L , ‖cutN (u)‖L 6 ‖u‖L.
uniformly in ε,N , and for every u ∈ L,
lim
ε→0
∥∥regx,ε(u)− u∥∥L = limε→0∥∥regt:x,ε(u)− u∥∥L = limN→∞ ‖cutN (u)− u‖L = 0.
With abuse of notation, for µ ∈ P(S ×L) and f : L → L, we let
f∗µ = (Id, f)∗µ = Lawµ(X, f(u)).
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Remark 6. Let us briefly comment on the uses of these approximation in the sequel. regt:x,ε will
be used when one wants to obtain a sequence of weakly convergent measures on S × H or S × L
from a sequence of measures weakly convergent on S × Lw. regx,ε will be used when one wants to
obtain a measure on S×H from one on S×L, while preserving the estimates on the moments of
Z(u) since Z(u ∗Λ ηε) = Z(u) ∗Λ ηε.
Lemma 11. Let µ ∈ X . Then there exist (µn)n in X such that µn → µ on S× L (now with the
norm topology) and supn Eµn [‖u‖
2
L] <∞.
Proof. By definition of X of there exists µ˜n → µ weakly on S × Lw. Then
(
regt:x,ε
)
∗
µ˜n →(
regt:x,ε
)
∗
µ on S×L as n→∞, and since
(
regt:x,ε
)
∗
µ→ µ weakly on S×L as ε→ 0, we obtain
the statement by taking a diagonal sequence. 
Lemma 12. Let µn → µ on S× L, such that supn Eµn [‖u‖
2
L] <∞. Then
(1) for every Lipschitz function f on L, Eµn [f(u)]→ Eµ[f(u)];
(2) for every Lipschitz function f on C([0,∞], L4) we have Eµn [f(Z(u))]→ Eµ[f(Z(u))].
Proof. Let f be a Lipschitz function on L with Lipschitz constant L. Let η ∈ C(R,R) be supported
on B(0, 2) with η = 1 on B(0, 1), and ηN (x) = η(x/N). Then u 7→ f(u)ηN (‖u‖L) is bounded,
lim
n→∞
Eµn [f(u)ηN (‖u‖L)] = Eµ[f(u)ηN (‖u‖L)],
and
Eµn [f(u)ηN (‖u‖L)]− Eµn [f(u)] = Eµn [(f(u)ηN (‖u‖L)− f(u))1{‖u‖L>N}
6 Eµn [2L‖u‖L1{‖u‖L>N}]
6 2LEµn [‖u‖
2
L]
1/2µn(‖u‖L > N)
6
2L
N
Eµn [‖u‖
2
L].
Using that supn Eµn [‖u‖
2
L] <∞ we have
lim
n→∞
Eµn [f(u)]− Eµ[f(u)] 6 | limn→∞
Eµn [f(u)ηN (‖u‖
2
L)]− Eµ[f(u)ηN (‖u‖
2
L)]|
+sup
n
|Eµn [f(u)ηN (‖u‖
2
L)]− Eµn [f(u)]|
+sup
n
|Eµ[f(u)ηN (‖u‖
2
L)]− Eµ[f(u)]|
6
4L
N
sup
n
Eµn [‖u‖
2
L] . N
−1,
and sendingN →∞ gives the statement. The second statement follows from the first and Lemma 7.

From the definition of X we have that
WT (f) = inf
µ∈X
F˘T (µ),
where
F˘T (µ) := Eµ
[
ΦT (X, Z(u),K(u)) + λ‖ZT (u)‖
4
L4 +
1
2
‖lT (u)‖2H
]
.
The space X is not necessarily closed w.r.t weak convergence of measures. To be able to use an
argument involving equicoercivity we need to show that we can pass to the closure X of X in the
infimum. To do this we first need to prove that we can approximate measures in X by measures
with bounded support in the second marginal which are still in X . This is the content of the
following
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Lemma 13. Let µ ∈ X such that Eµ[‖ZT (u)‖
4
L4 ] + Eµ[‖u‖
2
L] < ∞. For any L > 0 there exists
µL ∈ X such that ‖u‖L 6 L, µL-almost surely, µL → µ weakly on S× L as L→∞,
EµL [‖ZT (u)‖
4
L4 ]→ Eµ[‖ZT (u)‖
4
L4 ], and EµL [‖u‖
2
L]→ Eµ[‖u‖
2
L].
Furthermore for any µL there exists (µL,n)n ⊂ X such that ‖u‖L 6 L, µL,n-almost surely and
µL,n → µL weakly on S× Lw.
Proof.
Step 1 First let us show how to approximate µ with µ˜L which are defined such that ‖ZT (u)‖L4 6
L, µ˜L almost surely. As µ ∈ X , there exists (µn)n ⊂ X such that µn → µ on S × L and
supn Eµn [‖u‖
2
L] <∞. Since µn ∈ X there exist (u
n)n adapted such that µn = Law(W, u
n). Define
Z˜ns := E
[∫ T
0 Jtu
n
t dt|Fs
]
=
∫ T
0 JtE[u
n
t |Fs]dt. Then Z˜ is a martingale with continuous paths in
L4(Λ). Define the stopping time TL,n = inf{t ∈ [0, T ]|‖Z˜
n
t ‖L4 > L} where the inf is equal to T if
the set is empty. Observe that Z˜TL,n =
∫ T
0 JtE[u
n
t |FTL,n ]dt = ZT (u
L,n) with uL,nt := E[u
n
t |FTL,n ]
adapted, by optional sampling, and almost surely ‖Z˜TL‖L4 6 L. Now set µ˜L,n := LawP(W, u
L,n).
Step 1.1 (Tightness) The next goal is to show that for fixed L, we can select a suitable convergent
subsequence from (µ˜L,n)n. For this we first show that (µ˜L,n)n is tight onS×Lw. From the definition
of X we have that supn Eµn [‖u‖
2
L] <∞, and by construction
sup
n
Eµ˜L,n [‖u‖
2
L] 6 sup
n
EP[‖E[u
n
t |FTL,n ]‖
2
L] 6 sup
n
EP[‖u
n‖2L] = sup
n
Eµn [‖u‖
2
L] <∞,
which gives tightness according to Lemma 9. We can then select a subsequence which converges
on Lw.
Step 1.2 (Bounds) Let µ˜L be the limit of the sequence constructed in Step 1.1. In this step we
prove bounds on the relevant moments of µ˜L. Let f
M
1 , f
M
2 be sequences of functions on R which
are Lipschitz, convex and monotone for every N , while for every x ∈ R
0 6 fM1 (x) 6 x
2, lim
M→∞
fM1 (x) = x
2,
0 6 fM2 (x) 6 x
4, lim
M→∞
fM2 (x) = x
4.
Then fM1 (‖u‖L) is a lower-semi continuous positive function on Lw so by the Portmanteau lemma
we have
Eµ˜L [f
M
1 (‖u‖L)] 6 lim infn→∞
Eµ˜L,n [f
N
1 (‖u‖L)],
and since it is also Lipschitz continuous and convex we have
lim inf
n→∞
Eµ˜L,n [f
M
1 (‖u‖L)] = lim infn→∞
EP[f
M
1 ‖E[un|FTL,n ]‖L)]
6 lim inf
n→∞
EP[f
M
1 (‖un‖L)] = Eµ[f
M
1 (‖u‖L)].
Therefore
Eµ˜L [‖u‖
2
L] = lim
M→∞
Eµ˜L [f
M
1 (‖u‖L)]
6 lim
M→∞
Eµ[f
M
1 (‖u‖L)] = Eµ[‖u‖
2
L].
Proceeding similarly for Z, we see that fN2 (‖ZT ‖L4) is a continuous function on L
4 bounded below,
and Lipschitz-continuous and convex on L4 so we again can estimate
Eµ˜L [f
N
2 (‖ZT ‖L4)] = limn→∞
Eµ˜L,n [f
M
2 (‖ZT ‖L4)],
Eµ˜L [f
N
2 (‖ZT ‖L4)] = limn→∞
Eµ˜L,n [f
M
2 (‖ZT ‖L4)]
= lim
n→∞
EP[f
M
2 (‖E[ZT (un)|FTL,n |]‖L4)]
6 lim
n→∞
EP[f
M
2 (‖ZT (un)]‖L4)] = Eµ[f
M
2 (‖ZT (un)]‖L4)].
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and, taking N →∞, obtain
Eµ˜L [‖ZT ‖
4
L4 ] 6 Eµ[‖ZT ‖
4
L4 ].
Step 1.3 (Weak convergence) Now we prove weak convergence of µ˜L to µ on S × L. Let
f : S × L → R be bounded and continuous. By dominated convergence and continuity of f ,
limε Eµ˜L
[
f
(
X, regt:x,ε(u)
)]
= Eµ˜L [f(X, u)]. Using furthermore that (X, u) 7→ f
(
X, regt:x,ε(u)
)
is
continuous on S× Lw and Lemma 7 in the 5th line below, we can estimate
lim
L→∞
|Eµ[f(X, u)]− Eµ˜L [f(X, u)]|
= lim
L→∞
lim
ε→0
∣∣∣ lim
n→∞
Eµn
[
f
(
X, regt:x,ε(u
n)
)]
− Eµ˜L,n
[
f
(
X, regt:x,ε(u
n)
)]∣∣∣
= lim
L→∞
lim
ε→0
∣∣∣ lim
n→∞
EP
[
f
(
W, regt:x,ε(u
n)
)
− f
(
W,E
[
regt:x,ε(u
n)|FTL
])]∣∣∣
= lim
L→∞
lim
ε→0
∣∣∣ lim
n→∞
EP
[
f
(
W, regt:x,ε(u
n)
)
− f
(
W,E
[
regt:x,ε(u
n)|FTL
])
1{TL<∞}
]∣∣∣
6 lim
L→∞
lim
ε→0
∣∣∣ lim
n→∞
EP
[
f
(
W, regt:x,ε(u
n)
)
− f
(
W,E
[
regt:x,ε(u
n)|FTL
])
1{‖un‖L>cL}
]∣∣∣
6
2
c
‖f‖∞ lim
L→∞
sup
n
E[‖un‖2L]
L2
= 0.
Step 2 In this step we improve the approximation to have bounded support. Let µn → µ
be the subsequence selected in Step 1.1. Recall that µn = Law(W, u
n) with adapted un. Define
Z˜n,Nt := E [ZT (cutN (u)) | Ft], and similarly to Step 1, Tn,L,N := inf{t > 0|‖Z˜
n,N
t ‖L4 > L}, set
un,N,L := E
[
cutN (u) | FTn,L,N
]
. Then ‖un,N,L‖L 6 N uniformly in n and P-almost surely, so
µn,L,N = Law(W, u
n,N,L) is tight on S× Lw and we can select a weakly convergent subsequence.
Denote the limit by µL,N . Now we follow the strategy from Step 1.
Step 2.1 (Bounds) Let fM1 be defined like in Step 1.2. Then again we have
lim inf
n→∞
Eµn,L,N [f
M
1 (‖u‖L)] = lim infn→∞
EP[f
M
1 ‖E[u¯
n,N |FTn,L,N ]‖L)]
6 lim
n→∞
EP[f
M
1 (‖u¯
n,N‖L)]
= Eµn
[
fM1 (‖cutN (u)‖L)
]
6 Eµ[f
M
1 (‖u‖L)].
It follows that
EµL,N [‖u‖
2
L] = lim
M→∞
Eµ˜L,N [f
M
1 (‖u‖L)]
6 lim
M→∞
lim inf
n→∞
Eµn,L,N [f
M
1 (‖u‖L)]
6 lim
M→∞
Eµ[f
M
1 (‖u‖L)] = Eµ[‖u‖
2
L].
Step 2.1 (Weak convergence) Now we prove that µL,N → µ˜L weakly on L. Let f : S× L → R
be bounded and continuous. By dominated convergence and continuity of f ,
lim
ε
Eµ˜L
[
f
(
X, regt:x,ε(u)
)]
= Eµ˜L [f(X, u)],
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and furthermore since f
(
X, regt:x,ε(u)
)
is continuous on S× Lw we have
lim
N→∞
|Eµ˜L [f(X, u)]− EµL,N [f(X, u)]|
= lim
N→∞
lim
ε→0
∣∣∣ lim
n→∞
Eµn,L
[
f
(
X, regt:x,ε(u)
)]
− Eµ˜n,L,N
[
f
(
X, regt:x,ε(u)
)]∣∣∣
= lim
N→∞
lim
ε→0
∣∣∣ lim
n→∞
EP
[
f
(
W,E
[
regt:x,ε(u
n)|FTL
])
− f
(
W,E
[
regt:x,ε(u¯
n,N )|FTn,L,N
])]∣∣∣
= lim
N→∞
lim
ε→0
∣∣∣ lim
n→∞
EP
[(
f
(
W,E
[
regt:x,ε(u
n)|FTL
])
− f
(
W,E
[
regt:x,ε(u¯
n,N )|FTn,L,N
]))
1{T˜n,N<∞}
]∣∣∣
6 lim
N→∞
sup
ε
∣∣∣∣sup
n
EP
[(
f
(
W,E
[
regt:x,ε(u
n)|FTL
])
− f
(
W,E
[
regt:x,ε(u¯
n,N )|FTn,L,N
]))
1{‖un‖L}>N}
]∣∣∣∣
6 ( sup
S×L
| f |) lim
N→∞
sup
n
E[‖un‖2L]
N2
= 0
Step 3. We now put everything together. Since all µL,N are supported on the set {u : ‖ZT (u)‖L4 6
L}, weak convergence and Lemma 7 imply
lim
N→∞
EµN,L [‖ZT (u)‖
4
L4 ] = Eµ˜L [‖ZT (u)‖
4
L4 ].
By the Portmanteau lemma,
(42) lim inf
N→∞
EµN,L [‖u‖
2
L] > Eµ˜L [‖u‖
2
L],
and
lim inf
L→∞
Eµ˜L [‖u‖
2
L] > Eµ[‖u‖
2
L]
which together with Step 1.2 imply limL→∞ Eµ˜L [‖u‖
2
L] = Eµ[‖u‖
2
L], and by the same argument
limL→∞ Eµ˜L [‖ZT (u)‖
4
L4 ] = Eµ[‖ZT (u)‖
4
L4 ]. For any δ > 0 we can choose a µ˜L such that
|Eµ˜L [‖ZT (u)‖
4
L4 ]− Eµ[‖ZT (u)‖
4
L4 ]|+ |Eµ˜L [‖u‖
2
L]− Eµ[‖u‖
2
L]| 6 δ.
Since then by (42)
Eµ[‖u‖
2
L] > lim inf
N→∞
EµN,L [‖u‖
2
L] > Eµ[‖u‖
2
L]− δ
we can choose N large enough so that
|EµN,L [‖ZT (u)‖
4
L4 ]− Eµ[‖ZT (u)‖
4
L4 ]|+ |EµN,L [‖u‖
2
L]− Eµ[‖u‖
2
L]| 6 δ
which implies the statement of the theorem. 
Lemma 14. If T <∞ we have
WT (f) = inf
µ∈X¯
F˘T (µ).
Proof. To prove the claim it is enough to show that for any µ ∈ X , for any α > 0, there exists
a sequence µn ∈ X such that lim supn→∞ F˘T (µn) 6 F˘T (µ) + α. W.l.o.g we can assume that
F˘T (µ) <∞. Observe that, as long as T <∞ we can also express
F˘T (µ) = Eµ
[
1
|Λ|
VT (X
1
T + ZT (u)) +
1
2
‖u‖2H
]
,
and deduce that Eµ‖u‖
2
H <∞ since VT is bounded below at fixed T . By Lemma 13 there exists a
sequence (µL)L ⊂ X , such that µL, ‖u‖L 6 L almost surely, µL → µ on S× L and
EµL [‖ZT (u)‖
4
L4 ]→ Eµ [‖ZT (u)‖
4
L4 ], EµL [‖u‖
2
L]→ Eµ[‖u‖
2
L].
First we have to improve the regularity of µL to get convergence on S×Hw but without affecting
our control on the moments of ZT , so let µ
ε
L :=
(
regx,ε
)
∗
µL and µ
ε :=
(
regx,ε
)
∗
µ. Then
EµεL [‖ZT (u)‖
4
L4 ]→ Eµε [‖ZT (u)‖
4
L4 ], EµεL [‖u‖
2
H]→ Eµε [‖u‖
2
H],
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and µεL → µ
ε on S × H. By continuity of F˘T and the bound (38), F˘T (µ
ε
L) → F˘T (µ
ε) as L → ∞
and F˘T (µ
ε) → F˘T (µ) as ε → 0. In particular we can find L and ε such that |F˘T (µ
ε
L) − F˘T (µ)| <
α/2. By Lemma 13 there exists a sequence (µn,L)n,L such that each measure µn,L is supported
on S × B(0, L) and µn,L → µL weakly on S × Hw. Setting µ
ε,δ
n,L :=
(
regt;x,δ
)
∗
(
regx,ε
)
∗
µn,L
and µε,δL :=
(
regt;x,δ
)
∗
(
regx,ε
)
∗
µL we have µ
ε,δ
n,L → µ
ε,δ
L on S × H with norm topology. Then,
for some χ ∈ C(R,R), χ = 1onB(0, 1) supported on B(0, 2) and for any N ∈ N, VT (X
1
T +
ZT (u))χ(‖X‖S/N), ‖u‖
2
H are continuous bounded functions on the common support of µ
ε,δ
n,L and
lim
n→∞
∣∣∣∣Eµε,δn,L
[
1
|Λ|
VT (X
1
T + ZT (u)) +
1
2
‖u‖2H
]
−
−E
µε,δL
[
1
|Λ|
VT (X
1
T + ZT (u)) +
1
2
‖u‖2H
]∣∣∣∣
6 lim
n→∞
∣∣∣∣Eµε,δn,L
[
1
|Λ|
χ(‖X‖S/N)VT (X
1
T + ZT (u)) +
1
2
‖u‖2H
]
−
−E
µε,δL
[
1
|Λ|
χ(‖X‖S/N)VT (X
1
T + ZT (u)) +
1
2
‖u‖2H
]∣∣∣∣
+sup
n
∣∣∣∣Eµε,δn,L
[
1
|Λ|
(1− χ)(‖X‖S/N)VT (X
1
T + ZT (u))
]∣∣∣∣
+sup
n
∣∣∣∣Eµε,δL
[
1
|Λ|
(1− χ)(‖X‖S/N)VT (X
1
T + ZT (u))
]∣∣∣∣
6 sup
n
|E
µε,δn,L
[1{‖X‖S>N}VT (X
1
T + ZT (u))]|
+|E
µε,δL
[1{‖X‖S>N}VT (X
1
T + ZT (u))]|
(by (38)) . 2 sup
n
|(µε,δn,L(‖X‖S > N))Eµε,δn,L
[‖X‖p
S
+ L8]|
. 2
E
µε,δn,L
[‖X‖S]
N
E
µε,δn,L
[‖X‖p
S
+ L8]
(as N →∞) → 0.
and by dominated convergence (since µε,δL is supported on S×B(0, L)) we can find a δ such that
|F˘T (µ
ε,δ
L )− F˘T (µ
ε
L)| < α/2 which proves the statement. 
The proof of Lemma 14 does not apply when T =∞. However also in this case the functional
(43) F˘∞(µ) := Eµ
[
Φ∞(X, Z(u),K(u)) + λ‖Z∞(u)‖
4
L4 +
1
2
‖l∞(u)‖2H
]
,
has a well defined meaning, so we can investigate the relation between the two variational problems
(on X and on X¯ ) when the cutoff is removed. An additional difficulty derives from the fact that
approximating the drift u we might destroy the regularity of l∞(u), since now l∞(u) needs to be
more regular than u, contrary to the finite T case. To resolve this problem we need to be able
to smooth out the remainder without destroying the bound on ZT (u). To do so smoothing l
∞(u)
directly, and constructing a corresponding new u will not work, since l∞(u) by itself does not
give enough control on u and Z(u). However we are still able to prove the following lemma by
regularizing an “augmented” version of l∞(u).
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Lemma 15. There exists a family of continuous functions remε : L 7→ L, which are also continuous
Lw → Lw, such that for any T ∈ [0,∞],
‖remε(u)‖L . ‖X‖S + ‖u‖L,
‖ZT (remε(u))‖L4 . ‖X‖S + ‖ZT (u)‖L4 ,
‖l∞ (remε(X, u))‖
2
H .ε (1 + ‖X‖S)
4 + ‖Z∞(u)‖
4
L4 + ‖u‖
2
L,
and ‖l∞ (remε(X, u))‖H depends continuously on (X, u) ∈ S× L. Furthermore
remε(X, u)→ uin L,
and if l∞(u) ∈ H
l∞(remε(X, u))→ l
∞(u)in H as ε→ 0.
Proof. Let X2 = U6X
2 + U>X
2 be the decomposition introduced in Section 5, and observe that
for any c > 0 we can easily modify it to ensure that ‖U>X
2‖C−1−κ < c, almost surely for any
µ ∈ X and for any 1 6 p < ∞, Eµ
[
‖U6X
2‖p
C−1+κ
]
6 C where C depends on |Λ|, κ, c, p. Now set
l˜t(u) = −λJs(U6X
2
t ≻ Z
♭
t (u)) + l
∞(u). Then u satisfies
us = −λX
〈3〉
s − λJs(U>X
2
s ≻ Z
♭
s) + l˜s(u).
From this equation we can see that, like in Section 5,
‖u‖2L . λ‖W
〈3〉‖2L + λ
∫ ∞
0
1
〈s〉1+ε
‖U>X
2
s‖
2
C−1−κ
ds‖u‖2L + ‖l˜s(u)‖
2
L,
and choosing, c small enough we get
(44) ‖u‖L . λ‖X
〈3〉‖L + ‖l˜s(u)‖L.
And similarly we observe that
ZT (u) = −λX
[3]
T − λ
∫ T
0
J2s (U>X
2
s ≻ Z
♭
s)ds+ ZT (l˜(u)),
so again with c small enough and since Z♭s = θsZT for s 6 T :
(45) ‖ZT (u)‖L4 . λ‖X
[3]
T ‖L4 + ‖ZT (l˜(u))‖L4 .
Conversely, it is not hard to see that we have the inequalities
‖ZT (l˜(u))‖L4 . λ‖X
[3]
T ‖L4 + ‖ZT (u)‖L4 ,(46)
and
(47) ‖l˜(u)‖L . λ‖X
〈3〉‖L + ‖u‖L.
Clearly the map (X, u) 7→ (X, l˜(u)) is continuous as a map S×L → L and using Lemma 7 also as
a map S × Lw → S × Lw , and the inverse is clearly continuous S × L → S × L. We now show
that it is also continuous as a map S × Lw → S × Lw. Assume that l˜(u
n) → l(u) weakly, since
then ‖l(un)‖L bounded, this implies by (44) that also ‖u
n‖L is bounded, and so we can select a
weakly convergent subsequence, converging to u⋆. Then u⋆ solves the equation
u⋆s = −λX
〈3〉
s − λJs(U>X
2
s ≻ Z
♭
s(u
⋆)) + l˜s(u),
(which can be seen for example by testing with some h ∈ L∗) which implies that u⋆ = u (e.g. by
Gronwall). Now define remε(u) to be the solution to the equation
remε(u) = −λX
〈3〉
s − λJs(U>X
2
s ≻ Z
♭
s(remε(u))) + regx,ε(l˜s(u)).
Then by the properties discussed above u 7→ remε(u) is continuous in both the weak and the norm
topology, we also have from (44) and (47) that
‖ remε(u)‖L . λ‖X
〈3〉‖L + ‖u‖L,
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from (45) we have
‖ZT (remε(u))‖L4 . λ‖X
[3]
T ‖L4 + ‖ZT (u)‖L4 ,
and by definition of remε(u)
‖l˜(remε(u))‖H =
∥∥∥regx,ε(l˜(u))∥∥∥
H
.ε λ‖X
〈3〉‖L + ‖u‖L(48)
Now observe that
‖l∞(remε(u))‖
2
H . ‖s 7→ λJs(U6X
2
s ≻ Z
♭
s(remε(u)))‖H + ‖l˜(remε(u))‖
2
H
.ε λ
∫
1
〈s〉1+κ
‖U6X
2
s‖
2
C−1+κ
‖Z♭s(remε(u))‖
2
L4ds+ λ‖X
〈3〉‖2L + ‖u‖
2
L
. λ(1 + ‖X‖S)
4 + ‖Z∞(remε(u))‖
4
L4 + ‖u‖
2
L
. λ(1 + ‖X‖S)
4 + ‖Z∞(u)‖
4
L4 + ‖u‖
2
L.
Observing that also ‖λJs(U6X
2
t ≻ Z
♭
t (remε(u)))‖H depends continuously on (X, u) (both in the
weak and strong topology on L) gives the statement. 
Lemma 16. For any µ ∈ X such that F˘∞(µ) < ∞ there exists a sequence of measures µL ∈ X
such that
i. For any p <∞,
(49) EµL [‖u‖
p
L] + EµL [‖l
∞(u)‖pH] <∞,
ii. µL → µ weakly on S× L and LawµL(l
∞(u))→ Lawµ(l
∞(u)) weakly on H,
iii.
lim
L→∞
F˘∞(µL) = F˘∞(µ),
iv. For any µL there exists a sequence µn,L ∈ X such that
(50) sup
n
(Eµn,L [‖u‖
p
L] + Eµn,L [‖l
∞(u)‖pH]) <∞,
µn,L → µL weakly on S× Lw and Lawµn,L(l
∞(u))→ Lawµ(l
∞(u)) weakly on Hw.
Proof. By Lemma 13 there exists a sequence µL˜ → µ weakly on S× L such that
EµL˜ [‖ZT (u)‖
4
L4 ]→ Eµ [‖ZT (u)‖
4
L4 ], EµL˜ [‖u‖
2
L]→ Eµ[‖u‖
2
L],
and µL˜ is supported on S × B(0, L˜) ⊂ S × L. Now set µ
ε
L˜
:= (remε)∗µL˜. Then µ
ε
L˜
→ µε :=
(remε)∗µ on S × L and by the bounds from Lemma 15 also Eµε
L˜
[‖ZT (u)‖
4
L4 ] → Eµε [‖ZT (u)‖
4
L4 ]
and Eµε
L˜
[‖l∞(u)‖2H] → Eµε [‖l
∞(u)‖2H]. The bounds from Lemma 15 imply also Eµε [‖ZT (u)‖
4
L4 ] →
Eµ [‖ZT (u)‖
4
L4 ], Eµε [‖l
∞(u)‖2H]→ Eµ[‖l
∞(u)‖2H], and furthermore
Eµε
L˜
[‖u‖pL] . EµL˜(‖X‖
p
S
+ ‖u‖pL)
. EµL˜(‖X‖
p
S
) + L˜p,
and similarly
Eµε
L˜
[‖l∞(u)‖pL] .ε EµL˜(‖X‖
p
S
+ ‖u‖pL)
. EµL˜(‖X‖
p
S
) + L˜p,
and by continuity of F˘∞ and (38) we are also able to deduce that we can find ε small enough and L˜
large enough depending on ε such that |F˘∞(µ
ε)− F˘∞(µ)| < 1/2L and |F˘∞(µ
ε
L)− F˘∞(µ
ε)| < 1/2L.
Choosing µL = µ
ε
L˜
we obtain the first three points of the Lemma. For the fourth point recall that
from Lemma 13 we have sequences µn,L˜ → µL˜ weakly on S × Lw, and µn,L˜ ∈ X , which have
support in S × B(0, L˜) and since remε is continuous on S × Lw setting µ
ε
n,L˜
:= (regε)∗ µn,L˜ we
obtain the desired sequence. 
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Lemma 17. If T =∞ we have
inf
µ∈X
F˘∞(µ) = inf
µ∈X¯
F˘∞(µ).
Proof. One can now proceed very similarly to the proof of Lemma 14. Let µ ∈ X such that
F˘∞(µ) <∞. By Lemma 16, for any L, µ ∈ X¯ , there exists a µL such that |F˘∞(µ)−F˘∞(µL)| < 1/L,
and a sequence (µn,L)n such that µn,L ∈ X , µn,L → µL weakly on S × Lw, and such that (50)
is satisfied. Define µε,δn,L := Law
(
X, remε
(
regt:x,ε(u)
))
, and observe that now µε,δn,L → µ
ε,δ
L on
S × L, Law
µε,δn,L
(X, l∞(u)) → Law
µε,δL
(X, l∞(u)) on S × H, and that we have supn(Eµε,δn,L
[‖u‖pL] +
E
µε,δn,L
[‖l∞(u)‖pH]) <∞. Then for some χ ∈ C(R,R), χ = 1onB(0, 1) supported on B(0, 2), for any
N ∈ N, the function
χ
(
‖X‖S + ‖u‖L + ‖l
∞(u)‖H
N
)(
Φ∞(X, Z(u),K(u)) + λ‖Z∞(u)‖
4
L4 +
1
2
‖l∞(u)‖2H
)
= χ˜N (X, u)
(
Φ∞(X, Z(u),K(u)) + λ‖Z∞(u)‖
4
L4 +
1
2
‖l∞(u)‖2H
)
is bounded and continuous on S× L, and so by weak convergence
lim
n→∞
|F˘∞(µ
ε,δ
n,L)− F˘∞(µ
ε,δ
L )|
6 lim
n→∞
∣∣∣∣Eµε,δn,L
[
χ˜N (X, u)
(
Φ∞(X, Z(u),K(u)) + λ‖Z∞(u)‖
4
L4 +
1
2
‖l∞(u)‖2H
)]
−
−E
µε,δL
[
χ˜N (X, u)
(
Φ∞(X, Z(u),K(u)) + λ‖Z∞(u)‖
4
L4 +
1
2
‖l∞(u)‖2H
)]∣∣∣∣
+sup
n
E
µε,δn,L
[∣∣∣∣(1− χ˜N (X, u))(Φ∞(X, Z(u),K(u)) + λ‖Z∞(u)‖4L4 + 12‖l∞(u)‖2H
)∣∣∣∣]
+E
µε,δL
[∣∣∣∣(1− χ˜N (X, u))(Φ∞(X, Z(u),K(u)) + λ‖Z∞(u)‖4L4 + 12‖l∞(u)‖2H
)∣∣∣∣]
6 2 sup
n
E
µε,δn,L
[
1{‖X‖S+‖u‖L+‖l∞(u)‖H>N}
∣∣∣∣Φ∞(X, Z(u),K(u)) + λ‖Z∞(u)‖4L4 + 12‖l∞(u)‖2H
∣∣∣∣]
. sup
n
(
µε,δn,L(‖X‖S + ‖u‖L + ‖l
∞(u)‖H > N)Eµε,δn,L
[‖X‖p
S
+ ‖u‖8L + ‖l
∞(u)‖4H]
)
. sup
n
(
1
N
E
µε,δn,L
[‖X‖S + ‖u‖L + ‖l
∞(u)‖H]Eµε,δn,L
[‖X‖p
S
+ ‖u‖8L + ‖l
∞(u)‖4H]
)
→ 0as N →∞
As we can find ε, δ such that |F˘∞(µ
ε,δ
L )− F˘∞(µL)| < 1/L we can conclude. 
Finally we can state the key result of this section.
Theorem 6. The family (F˘T )T Γ–converges to F˘∞ on X . Therefore
lim
T
WT (f) = lim
T
inf
µ∈X¯
F˘T (µ) = inf
µ∈X¯
F˘∞(µ) =W(f).
Proof. In order to establish Γ-convergence consider a sequence µT → µ in X . We need to prove
that lim infT→∞ F˘T (µ
T ) > F˘∞(µ). It is enough to prove this statement for a subsequence, the full
statement follows from the fact that every sequence has a subsequence satisfying the inequality.
Take a subsequence (not relabeled) such that
(51) sup
T
F˘T (µ
T ) <∞.
If there is no such subsequence there is nothing to prove. Otherwise tightness for the subsequence
follows like in the proof of equicoercivity. Then invoking the Skorokhod representation theorem
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of [35] we can extract a subsequence (again, not relabeled) and find random variables (X˜T , u˜T )T
and (X˜, u˜) on some probability space (Ω˜, P˜) such that Law
P˜
(X˜T , u˜T ) = µT , Law
P˜
(X˜, u˜) = µ and
almost surely X˜T → X˜ in S, u˜T → u˜ in Lw. Note that l˜
T := lT (X˜T , u˜T )→ l := l∞(X˜, u) in Lw and
using (51) we deduce that the almost sure convergence lT → l in Hw, maybe modulo taking another
subsequence, again not relabeled. Note that, by our analytic estimates (which hold pointwise on
the probability space) we have
ΦT (X˜
T , Z(u˜T ),K(u˜T )) + λ‖ZT (u˜
T )‖4L4 +
1
2
‖lT (u˜T )‖2H +H(X˜
T ) > 0,
for some L1(P˜) random variable H(X˜T ) such that E
P˜
[H(X˜T )] = E[H(W)]. Fatou’s lemma and
Lemma 8 then give
lim inf
T→∞
F˘T (µ
T ) = lim inf
T→∞
E
P˜
[
ΦT (X˜
T , Z(u˜T ),K(u˜T )) + λ‖ZT (u˜
T )‖4L4 +
1
2
‖lT ‖2H
]
= lim inf
T→∞
E
P˜
[
ΦT (X˜
T , Z(u˜T ),K(u˜T )) + λ‖ZT (u˜
T )‖4L4 +
1
2
‖lT ‖2H +H(X˜
T )
]
− E[H(W)]
> E
P˜
lim inf
T→∞
[
ΦT (X˜
T , Z(u˜T ),K(u˜T )) + λ‖ZT (u˜
T )‖4L4 +
1
2
‖lT ‖2H +H(X˜
T )
]
− E[H(W)]
> E
P˜
[
Φ∞(X˜, Z(u˜),K(u˜)) + ‖Z∞(u˜)‖
4
L4 +
1
2
‖l∞(u˜)‖2H
]
= F˘∞(µ),
which is the Γ-liminf inequality. Now all that remains is constructing a recovery sequence, for
this we can again assume w.l.o.g that F˘∞(µ) < ∞. From Lemma 16 there is µL such that
|F˘∞(µ) − F˘∞(µL)| <
1
L and (49) is satisfied. Then choosing µ
T
L = LawµL(X,1{t6T}ut) we ob-
tain that lT (1{t6T}ut) = 1{t6T}l
∞(u), so ‖lT (1{t6T}ut)‖H 6 ‖l
∞(u)‖H, and ‖ZT (1{t6T}ut)‖
4
L4 =
‖ZT (u)‖
4 6 ‖u‖4L, which is integrable by (49). By dominated convergence and Lemma 8 we
obtain limT→∞ F˘T (µ
T
L) = F˘∞(µL). Extracting a suitable diagonal sequence gives the recovery
sequence. 
7. Analytic estimates
In this section we collect a series of analytic estimate which together allow to establish the
pointwise bounds (37) and (38) and the continuity required for Lemma 8. First of all note that
(52)
‖Kt‖
2
H1−κ . λ
2
∫ t
0
1
〈t〉1+δ
‖W2s‖
2
Bs4,∞
ds‖ZT ‖
2
L4 +
∫ t
0 ‖ls‖
2
L2ds
. λ3
(∫ t
0
1
〈t〉1+δ
‖W2s‖
2
Bs4,∞
ds
)2
+ λ‖ZT ‖
4
L4 +
∫ t
0 ‖ls‖
2
L2ds,
which implies that quadratic functions of the norm ‖Kt‖H1−κ with small coefficient can always be
controlled, uniformly in [0,∞], by the coercive term
λ−
∫
Z4T +
1
2
∫ ∞
0
‖ls‖
2
L2ds.
Lemma 18. For any small ε > 0 there exists δ > 0 such that
|Υ
(1)
T | 6 C(ε, δ)E(λ)QT + ε‖KT ‖
2
H1−δ + ελ‖ZT ‖
4
L4 .
Proof. By Proposition 7,
(53)
λ
∣∣−∫ (W2T ≻ KT )KT − −∫ (W2T ◦KT )KT ∣∣
. λ‖W2T ‖B−9/87,∞
‖KT ‖
2
B
9/16
7/3,2
. λ‖W2T ‖B−9/87,∞
‖KT ‖
2
B
5/8
7/3,7/3
. λ‖W2T ‖B−9/87,∞
‖KT ‖
10/7
H7/8
‖KT ‖
4/7
B04,4
. λ6‖W2T ‖
7
B
−9/8
7,∞
+ ‖KT ‖
10/7
H7/8
+ λ‖KT ‖
4
L4 .
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By Proposition 4, ∣∣∣∣λ−∫ (W2T ≺ KT )KT ∣∣∣∣ . λ‖W2T ‖B−9/87,∞ ‖KT ‖2B9/167/3,2
which is estimated in the same way and finally,∣∣∣∣λ2−∫ (W2T ≺W[3]T )KT ∣∣∣∣ . λ2‖W2T ‖B−1−δ/24,4 ‖W[3]T ‖B1/2−δ/24,4 ‖KT ‖H1/2+δ
6 C(δ)λ4
(
‖W2T ‖B−1−δ/24,4
‖W
[3]
T ‖B1/2−δ/24,4
)2
+ δ‖KT ‖
2
H1/2+δ
.

Lemma 19. For any small ε > 0 there exists δ > 0 such that
|Υ
(2)
T | 6 T
−δ(C(ε, δ)E(λ)QT + ε‖K‖H1−δ + ελ‖ZT ‖L4)
Proof. Using the spectral support properties of the various terms we observe that
‖W2T ‖B−1+δp,q . ‖W
2
T ‖B−1+δp,q T
2δ,
and
T 2δ‖ZT − Z
♭
T ‖L2 . ‖ZT − Z
♭
T ‖H2δ . ‖ZT − Z
♭
T ‖
2δ
1/2−δ
H1/2−δ
‖ZT − Z
♭
T ‖
1/2−3δ
1/2−δ
L2
. ‖ZT ‖
2δ
1/2−δ
H1/2−δ
‖ZT ‖
1/2−3δ
1/2−δ
L2
,
where we used also interpolation and the L2 bound ‖Z♭T ‖L2 . ‖ZT ‖L2 . We recall also that
(54) ZT = KT + λW
[3]
T .
Therefore we estimate as follows
λ−
∫
(W2T ≻ (ZT − Z
♭
T ))KT = λ−
∫
(W2T ≻ (KT −K
♭
T ))KT + λ
2−
∫
(W2T ≻ (W
[3]
T −W
[3],♭
T ))KT
For the second term we can estimate
λ2−
∫
(W2T ≻ (W
[3]
T −W
[3],♭
T ))KT . λ
2‖W 2T ‖B−1+δ4,∞
‖W
[3]
T −W
[3],♭
T ‖B04,2‖KT ‖H1−δ
. λ2T−δ‖W 2T ‖B−1−δ4,∞
‖W
[3]
T ‖B3δ4,2
‖KT ‖H1−δ
for the first term we get
λ−
∫
(W2T ≻ (KT −K
♭
T ))KT . λ‖W
2
T ‖B−1/2−δ7,∞
‖KT ‖B0
7/3,2
‖KT ‖B1/2+δ
7/3,2
. λ‖W 2T ‖B−1−δ7,∞
T 1/2T−1/2−δ‖KT ‖
2
B
1/2+δ
7/3,2
. λT−δ‖W 2T ‖B−1−δ7,∞
‖KT ‖
2
B
1/2+δ
7/3,2
,
which we can again estimate like in Lemma 18. 
Lemma 20. For any small ε > 0 there exists δ > 0 such that
|Υ
(3)
T | 6 C(ε, δ)E(λ)QT + ε sup
06t6T
‖Kt‖
2
H1−δ + ελ‖ZT ‖
4
L4 .
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Proof. First note that θ˙t(D) = (〈D〉/t
2)θ˙(〈D〉/t). In particular Z♭t is spectrally supported in an
annulus with inner radius t/4 and outer radius t/2. Then for any θ ∈ [0, 1]
‖Z˙♭t‖Bs+θp,q =
∥∥∥∥θ˙(〈D〉t
)
〈D〉
t2
ZT
∥∥∥∥
Bs+θp,q
.
∥∥∥∥θ˙(〈D〉t
)
〈D〉1+θ
t2+θ
ZT
∥∥∥∥
Bs+θp,q
.
‖ZT ‖Bsp,q
〈t〉1+θ
.
By Proposition 4, for any ε > 0 there exists δ > 0 such that∣∣∣λ ∫ T0 −∫ (W2t ≻ Z˙♭t )Ktdt∣∣∣ . λ ∫ T0 ‖W2t‖B−1+δ6,∞ ‖Z˙♭t‖B03,2‖Kt‖H1−δdt
. λ
∫ T
0 ‖W
2
t ‖B−1+δ6,∞
‖ZT ‖B3δ3,2
‖Kt‖H1−δ
dt
〈t〉1+3δ
. λ‖ZT ‖B4δ3,3
sup06t6T ‖Kt‖H1−δ
∫ T
0 ‖W
2
t ‖B−1+δ6,∞
dt
〈t〉1+δ
. λ‖ZT ‖
1/2
H1/2−δ
‖ZT ‖
1/2
B4,4
sup06t6T ‖Kt‖H1−δ
∫ T
0 ‖W
2
t ‖B−1+δ6,∞
dt
〈t〉1+δ
. λ‖ZT ‖
1/2
L4
sup06t6T ‖Kt‖
3/2
H1−δ
∫ T
0 ‖W
2
t‖B−1+δ6,∞
dt
〈t〉1+δ
+λ3/2‖ZT ‖
1/2
L4
sup06t6T ‖Kt‖H1−δ‖W
[3]
T ‖
1/2
H4δ
∫ T
0 ‖W
2
t‖B−1+δ6,∞
dt
〈t〉1+δ
and again
λ‖ZT ‖
1/2
L4
sup06t6T ‖Kt‖
3/2
H1−δ
∫ T
0 ‖W
2
t ‖B−1+δ7,∞
dt
〈t〉1+δ
6 Cλ7
∫ T
0 ‖W
2
t ‖
8
B−1+δ7,∞
dt
〈t〉1+δ
+ ε sup06t6T ‖Kt‖
2
H1−δ
+ ελ‖ZT ‖
4
L4 .
While
λ3/2‖ZT ‖
1/2
L4
sup
06t6T
‖Kt‖H1−δ‖W
[3]
T ‖
1/2
H4δ
∫ T
0
‖W2t ‖B−1+δ6,∞
dt
〈t〉1+δ
6 Cλ11/3
∫ T
0
‖W2t ‖
8/3
B−1+δ7,∞
dt
〈t〉1+δ
‖W
[3]
T ‖
8/6
H4δ
+ sup
06t6T
‖Kt‖
2
H1−δ + λ‖ZT ‖L4 .

Lemma 21. For any small ε > 0 there exists δ > 0 such that
|Υ
(4)
T | 6 C(ε, δ)E(λ)QT + ε‖KT ‖
2
H1−δ + ελ‖ZT ‖
4
L4 .
Proof. Using Lemma 3 we establish that∣∣∣∣λ−∫ WTK3T ∣∣∣∣ 6 E(λ)‖WT ‖KW−1/2−ε,p + δ(‖KT ‖2H1−ε + λ‖KT ‖4L4).
Next, we can write,
λ3
∣∣∣∣−∫ WT (W[3]T )2KT ∣∣∣∣ . λ3 ∣∣∣∣−∫ WT (W[3]T ≻W[3]T )KT ∣∣∣∣+ λ3‖WT ‖B−1/2−δ6,∞ ‖W[3]T ‖2B−1/2−δ6,4 ‖KT ‖H1−ε .
which can be easily estimated by Young’s inequality. Decomposing
WT (W
[3]
T ≻W
[3]
T ) =WT ≻ (W
[3]
T ≻W
[3]
T ) +WT ≺ (W
[3]
T ≻W
[3]
T ) +WT ◦ (W
[3]
T ≻W
[3]
T ).
We can estimate the first two terms by
λ3
∣∣∣∣−∫ WT ≻ (W[3]T ≻W[3]T )KT ∣∣∣∣ . λ3‖WT ‖B−1/2−δ6,∞ ‖W[3]T ‖2B06,2‖KT ‖H1−ε ,
and
λ3
∣∣∣∣−∫ WT ≺ (W[3]T ≻W[3]T )KT ∣∣∣∣ . λ3‖WT ‖B−1/2−δ6,2 ‖W[3]T ‖2B06,∞‖KT ‖H1−ε .
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Young’s inequality gives then the appropriate result. For the final term we use Proposition 6 to get
λ3
∣∣∣−∫ WT ◦ (W[3]T ≻W[3]T )KT ∣∣∣
. λ3
∣∣∣−∫ W[3]T W1◦[3]T KT ∣∣∣+ λ3‖WT ‖B−1/2−δ4,∞ ‖W[3]T ‖2B−1/2−δ4,2 ‖KT ‖H1−δ
. λ3‖W
[3]
T ‖B1/2−δ4,∞
‖W
1◦[3]
T ‖B−δ4,2
‖KT ‖H1−δ + λ
3‖WT ‖B−1/2−δ4,∞
‖W
[3]
T ‖
2
B
−1/2−δ
4,2
‖KT ‖H1−δ
. λ6C(δ, ε)[‖W
[3]
T ‖B1/2−δ4,∞
‖W
1◦[3]
T ‖B−δ4,2
+ ‖WT ‖B−1/2−δ4,∞
‖W
[3]
T ‖
2
B
−1/2−δ
4,2
]2 + ε‖KT ‖
2
H1−δ
.
For the last term we estimate∣∣∣∣λ2−∫ (WTW[3]T )K2T ∣∣∣∣ . λ2‖WTW[3]T ‖B−1/2−δ7,∞ ‖KT ‖2B1/2+δ7/3,2 ,
which can be estimated like in Lemma 18 after we observe that
‖WTW
[3]
T ‖B−1/2−δ7,∞
6 ‖WT ≻W
[3]
T ‖B−1/2−δ7,∞
+ ‖WT ◦W
[3]
T ‖B−1/2−δ7,∞
+ ‖WT ≺W
[3]
T ‖B−1/2−δ7,∞
. ‖WT ‖B−1/2−δ14,∞
‖W
[3]
T ‖B014,∞ + ‖W
1◦[3]
T ‖B−δ7,∞
and use Lemma 24 to bound W
1◦[3]
T . 
Lemma 22. Assume that
sup
T
|γT |
〈T 〉1/4
+
∫ T
0
|γt|dt
〈t〉5/4
<∞.
Then for any small ε > 0 there exists δ > 0 such that
|Υ
(5)
T | 6 CεE(λ)
[
|γT |
〈T 〉1/4
+
∫ T
0
|γt|dt
〈t〉5/4
]2
+ ε‖ZT ‖
2
H1/2−δ
+ ελ‖ZT ‖
4
L4 .
Proof. We can estimate∣∣∣∣λ2γT−∫ Z♭T (ZT − Z♭T )∣∣∣∣ 6 λ2|γT |‖Z♭T ‖L2‖ZT − Z♭T ‖L2 . λ2 |γT |〈T 〉1/4 ‖Z♭T ‖L2‖ZT − Z♭T ‖H1/4 ,
and ∣∣∣∣λ2γT−∫ (ZT − Z♭T )2∣∣∣∣ 6 λ2|γT |‖ZT − Z♭T ‖2L2 . λ2 |γT |〈T 〉1/4 ‖Z♭T − ZT ‖L2‖ZT − Z♭T ‖H1/4 .
These bounds imply that both of them remain bounded provided γT does not grow too fast in T
which is indeed insured by Lemma 24. For the last term we can apply the estimate∣∣∣∣λ2 ∫ T
0
−
∫
γtZ
♭
t Z˙
♭
tdt
∣∣∣∣ 6 λ2 ∫ T
0
|γt|‖Z
♭
t‖L2‖Z˙
♭
t‖L2dt . λ
2‖ZT ‖L2‖ZT ‖H1/4
∫ T
0
|γt|dt
〈t〉5/4
.
Again, after we have fixed γt below, we will see this to be bounded. Collecting these bounds we
get
|Υ
(5)
T | . Cελ
7
[
|γT |
〈T 〉1/4
+
∫ T
0
|γt|dt
〈t〉5/4
]2
+ λε‖ZT ‖
4
L4 + ε‖ZT ‖
2
H1/2−δ
.

Lemma 23. For any small ε > 0 there exists a δ > 0 such that
|Υ
(6)
T | 6 C(ε, δ)E(λ)QT + ε‖KT ‖
2
H1−δ + ελ‖ZT ‖
4
L4 .
Proof. We start by observing that
λ2
∣∣∣∣−∫ (W2T ◦W[3]T + 2γTWT )KT ∣∣∣∣ . λ2‖W2⋄[3]T ‖W−1/2−ε,2‖KT ‖W 1/2+ε,2 .
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and using Lemma 24 and eq. (52) we have this term under control. Next split∣∣∣∣λ22 E
∫ T
0
−
∫
[(Jt(W
2
t ≻ Z
♭
t ))
2 + 2γ˙t(Z
♭
t )
2]dt
∣∣∣∣
.
λ2
2
∣∣∣∣∫ T
0
−
∫
((JtW
2
t ≻ Z
♭
t ))
2 − (JtW
2
t ◦ JtW
2
t )(Z
♭
t )
2dt
∣∣∣∣+ λ2 ∣∣∣∣∫ T
0
−
∫
W
〈2〉⋄〈2〉
t (Z
♭
t )
2dt
∣∣∣∣
and note that 〈t〉1/2Jt satisfies the assumptions of Proposition 10 with m = −1. Therefore
‖Jt(W
2
t ≻ Z
♭
t )− (JtW
2
t ) ≻ Z
♭
t‖H1/4−2δ . 〈t〉
−1/2‖W2t ‖B−1−δ6,∞
‖Z♭t‖B−1/4−δ3,3
,
and by Proposition 9,
‖Jt(W
2
t ≻ Z
♭
t )‖H−2δ + ‖Jt(W
2
t ≻ Z
♭
t )‖H−2δ . 〈t〉
−1/2−δ‖W2t ‖B−1−δ6,∞
‖Z♭t‖B03,3 .
and by binomial formula∣∣∣∣λ22
∫ T
0
−
∫
(Jt(W
2
t ≻ Z
♭
t ))
2dt−
λ2
2
∫ T
0
−
∫
((JtW
2
t ) ≻ Z
♭
t )
2dt
∣∣∣∣
. λ2 sup
t6T
[‖Z♭t‖B03,3‖Z
♭
t‖B1/4−δ3,3
]
∫ T
0
‖W2t ‖
2
B−1−δ6,∞
dt
〈t〉1+δ
.
. λ2 sup
t6T
[‖Z♭t‖L4‖Z
♭
t‖H1/2−δ ]
∫ T
0
‖W2t ‖
2
B−1−δ6,∞
dt
〈t〉1+δ
Which can be easily estimated by Young’s inequality. From Proposition 7 and Proposition 2∣∣∣∣λ22 −
∫
((JtW
2
t ≻ Z
♭
t ))
2 −
λ2
2
−
∫
(JtW
2
t ≻ Z
♭
t ) ◦ JtW
2
tZ
♭
t
∣∣∣∣ . λ2‖JtW2t ‖2B−1−δ6,∞ ‖Z♭t‖B−1/4−δ3,∞ ‖Z♭t‖B03,3 .
and by interpolation
. λ2‖JtW
2
t‖
2
B−1−δ6,∞
‖Z♭t‖L4‖Z
♭
t‖H1/2−δ
The integrability of this term in time follows from the inequality
‖JtW
2
t‖
2
B−1−δ6,∞
. 〈t〉−1−2δ‖W2t ‖
2
B−1−δ6,∞
.
To prove this last bound, recall that t1/2Jt is a Fourier multiplier with symbol
〈k〉−1(−ρˆ′(〈k〉/t)〈k〉/t)1/2 = 〈k〉−1η(〈k〉/t),
where η is a smooth function supported in an annulus of radius 1. Using this observation and
applying Proposition 9 gives the estimate. Applying Proposition 6 and Proposition 2 we get
λ2‖(JtW
2
t ≻ Z
♭
t ) ◦ JtW
2
t − (JtW
2
t ◦ JtW
2
t )(Z
♭
t )‖B0
3/2,∞
. λ2‖JtW
2
t ‖
2
B−1−δ6,∞
‖Z♭t‖B3δ3,∞
.
and after using duality and interpolation we obtain
λ2
2
∣∣∣∣∫ T
0
−
∫
((JtW
2
t ≻ Z
♭
t ))
2 − (JtW
2
t ◦ JtW
2
t )(Z
♭
t )
2dt
∣∣∣∣
. λ2 sup
t6T
[‖Z♭t‖L4‖Z
♭
t‖H1/2−δ ]
∫ T
0
‖W2t ‖
2
B−1−δ6,∞
dt
〈t〉1+δ
. ε
(
1
2
sup
t6T
‖Z♭t‖
2
H1/2−δ
+ λ‖ZT ‖
4
L4
)
+ C(ε, δ)λ7
(∫ T
0
‖W2t ‖
2
B−1−δ6,∞
dt
〈t〉1+δ
)4
. ε
(
1
2
‖ZT ‖
2
H1/2−δ
+ λ‖ZT ‖
4
L4
)
+ C(ε, δ)λ7
∫ T
0
‖W2t ‖
8
B−1−δ6,∞
dt
〈t〉1+δ
.
Finally we have
λ2
∣∣∣∣∫ T
0
−
∫
W
〈2〉⋄〈2〉
t (Z
♭
t )
2dt
∣∣∣∣ . λ2 [∫ T
0
‖W
〈2〉⋄〈2〉
t ‖L4dt
]
‖ZT ‖Hε‖ZT ‖L4
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6 C(ε)λ7
[∫ T
0
‖W
〈2〉⋄〈2〉
t ‖L4dt
]4
+ λε‖ZT ‖
4
L4 + ε‖ZT ‖
2
H1/2−δ
.
Using eq. (54) to control ‖ZT ‖H1/2−δ in terms of KT we obtain the claim. 
8. Stochastic estimates
In this section we close our argument proving the following lemmas which give uniform estimates
as T →∞ of the stochastic terms appearing in our analytic estimates.
Lemma 24. For any ε > 0 and any p > 1, r < ∞, q ∈ [1,∞], there exists a constant C(ε, p, q)
which does not depend on Λ such that
(55) sup
T
E[‖WT ◦W
[3]
T ‖
p
B−εr,q
] 6 C(ε, p, q).
Moreover there exists a function γt ∈ C
1(R+,R) such that for any ε > 0 and any p > 1,
(56) sup
T
E[‖(W2T ◦W
[3]
T − 2γTWT )‖
p
B
−1/2−ε
r,q
] 6 C(ε, p, q),
(57) E
[(∫ ∞
0
‖JtW
2
t ◦ JtW
2
t − 2γ˙t‖B−εr,qdt
)p]
6 C(ε, p, q).
sup
t
E[‖JtW
2
t ◦ JtW
2
t − 2γ˙t‖B−εr,q ] 6 C(ε, p, q)
and
(58) |γt|+ 〈t〉|γ˙t| . 1 + log〈t〉, t > 0.
Furthermore γ is independent of Λ. By Besov embedding Ho¨lder norms of these objects are also
uniformly bounded in T (but not uniformly in Λ).
Proof. We will concentrate in proving the bounds on the renormalized terms in eq. (56) and (57)
and leave to the reader to fill the details for the easier term in eq. (55). Recall the representation
of Wt = Yt in terms of the family of Brownian motions (B
n
t )t,n in eq. (4). Wick’s products of the
Gaussian field WT can be represented as iterated stochastic integrals wrt. (B
n
t )t,n. In particular,
if we let dws(k) = 〈k〉
−1σs(k)dB
k
s , we have
W2T (x) = 12JW
2
T K(x) = 24
∑
k1,k2
ei(k1+k2)·x
∫ T
0
∫ s2
0
dws1(k1)dws2(k2),
W
[3]
T (x) = 24
∑
k1,k2,k3
eik(123)·x
∫ T
0
∫ s3
0
∫ s2
0
(∫ T
s3
σ2u(k(123))
〈k(123)〉2
du
)
dws1(k1)dws2(k2)dws3(k3),
where k(123) := k1 + k2 + k3. Now products of iterated integrals can be decomposed in sums of
iterated integrals and we get
(59)
∆q(W
2⋄[3]
T )(x) = ∆q(W
2
T ◦W
[3]
T − 2γTWT )(x)
=
∑
k1,...,k5
∫
A5T
G
2⋄[3]
0,q ((s, k)1···5)dws1(k1) · · · dws5(k5)
+
∑
k1,...,k3
∫
A3T
G
2⋄[3]
1,q ((s, k)1···3)dws1(k1) · · · dws3(k3)
+
∑
k1
∫
A1T
G
2⋄[3]
2,q ((s, k)1)dws1(k1),
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where AnT := {0 6 s1 < · · · < sn 6 T} ⊆ [0, T ]
n and where the deterministic kernels are given by
G
2⋄[3]
0,q ((s, k)1···5) := (24
2)Kq(k(1···5))e
i(k(1···5))·x
∑
σ∈Sh(2,3)
∑
i∼j
×
×Ki(k(σ1σ2))Kj(k(σ3σ4σ5))
(∫ T
sσ5
σu(k(σ3σ4σ5))
2
〈k(σ3σ4σ5)〉
2
du
)
,
G
2⋄[3]
1,q ((s, k)1···3) := (24
2)Kq(k(1···3))e
i(k(1···3))·x
∑
σ∈Sh(1,2)
∑
i∼j
∑
p
∫ T
0
dr
σr(p)
2
〈p〉2
×
×Ki(kσ1 + q)Kj(k(σ2σ3) − q)
(∫ T
sσ3∨r
σu(k(σ2σ3) − p)
2
〈k(σ2σ3) − p〉
2
du
)
,
G
2◦[3]
2,q ((s, k)1) := (24
2)Kq(k1)e
ik1·x
∑
i∼j
∑
p1,p2
∫ T
0
dr1
∫ T
0
dr2
σr1(p1)
2
〈p1〉2
σr2(p2)
2
〈p2〉2
×
×Ki(p1 + p2)Kj(k1 − p1 − p2)
(∫ T
r1∨r2∨s1
σu(k1 − p1 − p2)
2
〈k1 − p1 − p2〉2
du
)
,
G
2⋄[3]
2,q ((s, k)1) := G
2◦[3]
2,q ((s, k)1)− 2γTKq(k1)e
ik1·x,
where Sh(k, l) is the set of permutations of {1, . . . , k+ l} keeping the orders σ(1) < · · · < σ(k) and
σ(k+1) < · · · < σ(k+ l) and where, for any symbol z, we denote with expression of the form z1···n
the vector (z1, . . . , zn). Estimation of ∆q(W
2
T ◦W
[3]
T )(x) reduces then to estimate each of the three
iterated integrals using BDG inequalities to get, for any p > 2,
I0,q =
E

∣∣∣∣∣∣
∑
k1,...,k5
∫
A5T
G
2⋄[3]
0,q ((s, k)1···5)dws1(k1) · · · dws5(k5)
∣∣∣∣∣∣
2p

1/p
. E
∣∣∣∣∣∣
∑
k1,...,k5
∫
A5T
G
2⋄[3]
0,q ((s, k)1···5)dws1(k1) · · · dws5(k5)
∣∣∣∣∣∣
2
.
∑
k1,...,k5
∫
A5T
|G
2⋄[3]
0,q ((s, k)1···5)|
2σs1(k1)
2
〈k1〉2
· · ·
σs5(k5)
2
〈k5〉2
ds1 · · · ds5.
The kernel G
2⋄[3]
0,q ((s, k)1···5) being a symmetric function of its argument, we can simplify this ex-
pression into an integral over [0, T ]5:
I0,q .
∑
k1,...,k5
∫
[0,T ]5
|G
2⋄[3]
0,q ((s, k)1···5)|
2σs1(k1)
2
〈k1〉2
· · ·
σs5(k5)
2
〈k5〉2
ds1 · · · ds5.
Under the measure
σs5 (k5)
2
〈k5〉2
ds5, we have∣∣∣∣∣
∫ T
sσ5
σu(k(σ3σ4σ5))
2
〈k(σ3σ4σ5)〉
2
du
∣∣∣∣∣ . 1〈kσ5〉2 .
Therefore with some standard estimates we can reduce us to consider
I0,q .
∑
k1,...,k5
∫
[0,T ]5
Kq(k(1···5))
2
〈k5〉4
1k(12)∼k(345)
σs1(k1)
2
〈k1〉2
· · ·
σs5(k5)
2
〈k5〉2
ds1 · · · ds5
.
∑
k1,...,k5
∫
[0,T ]5
Kq(k(1···5))
2
〈k5〉4
1k(12)∼k(345)
σs1(k1)
2
〈k1〉2
· · ·
σs5(k5)
2
〈k5〉2
ds1 · · · ds5
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.
∑
k1,...,k5
Kq(k(1···5))
2
〈k5〉4
1k(12)∼k(345)
1
〈k1〉2
· · ·
1
〈k5〉2
.
∑
p1,p2
1p1∼p2Kq(p1 + p2)
2
∑
k1,...,k5
1
〈k5〉4
1k(12)=p1,k(345)=p2
1
〈k1〉2
· · ·
1
〈k5〉2
.
∑
p1,p2
1p1∼p2Kq(p1 + p2)
2 1
〈p1〉
1
〈p2〉4
.
∑
p1,r
Kq(r)
2 1
〈p1〉
1
〈p1 + r〉4
.
∑
r
Kq(r)
2 1
〈r〉2
. 2q.
Now by similar reasoning we also have
|G
2⋄[3]
1,q ((s, k)1···3)| .
∑
σ∈Sh(1,2)
|Kq(k(1···3))|
∑
i∼j
∑
p
∫ T
0
dr
σr(p)
2|Ki(kσ1 + p)Kj(k(σ2σ3) − p)|
〈p〉2〈kσ1 + p〉
2
.
∑
σ∈Sh(1,2)
|Kq(k(1···3))|
〈kσ1〉
so
I1,q =
E
∣∣∣∣∣∣
∑
k1,...,k3
∫
A3T
G
2⋄[3]
1,q ((s, k)1···5)dys1(k1) · · · dys3(k3)
∣∣∣∣∣∣
2p
1/p
.
∑
k1,...,k3
∫
[0,T ]5
∣∣∣∣∣∣
∑
σ∈Sh(1,2)
|Kq(k(1···3))|
〈kσ1〉
∣∣∣∣∣∣
2
σs1(k1)
2
〈k1〉2
· · ·
σs3(k3)
2
〈k3〉2
ds1 · · · ds3
.
∑
k1,...,k3
|Kq(k(1···3))|
2
〈k1〉4〈k2〉2〈k3〉2
.
∑
r
Kq(r)
2
〈r〉2
. 2q.
Finally, we note that the same strategy cannot be applied to the first chaos, since the kernel G
2⋄[3]
2,q
cannot be uniformly bounded. We let
AT (s1, k1) := (24
2)
∑
i∼j
∑
q1,q2
∫ T
0 dr1
∫ T
0 dr2
σr1 (q1)
2
〈q1〉2
σr2 (q2)
2
〈q2〉2
×
×Ki(q1 + q2)Kj(k1 − q1 − q2)
(∫ T
r1∨r2∨s1
σ2u(k1−q1−q2)
〈k1−q1−q2〉2
du
)
,
so
G
2⋄[3]
2,q ((s, k)1) = Kq(k1)e
ik1·x[AT (s1, k1)− 2γT ].
Observe that
AT (0, 0) = (12
2 · 2)
∑
q1,q2
∫ T
0 dr1
∫ T
0 dr2
σr1 (q1)
2
〈q1〉2
σr2 (q2)
2
〈q2〉2
×
×
∫ T
r1∨r2
σ2u(q1+q2)
〈q1+q2〉2
du
∑
i∼jKi(q1 + q2)Kj(−q1 − q2).
We choose γT as
(60) γT = AT (0, 0) = (12
2 · 2)
∑
q1,q2
∫ T
0
du
∫ u
0
dr1
∫ u
0
dr2
σr1(q1)
2
〈q1〉2
σr2(q2)
2
〈q2〉2
σ2u(q1 + q2)
〈q1 + q2〉2
where we used the fact that for all q ∈ Rd we have
∑
i∼jKi(q)Kj(q) = 1, since
∫
f ◦ g =
∫
fg.
Note that, as claimed,
|γT | .
∑
q1,q2
1|q1|,|q2|,|q1+q2|.T
〈q1〉2〈q2〉2〈q1 + q2〉2
. 1 + log〈T 〉.
Now
AT (s1, k1)− 2γT = (24
2 · 6)
∑
q1,q2
∫ T
0
dr1dr2
σr1(q1)
2
〈q1〉2
σr2(q2)
2
〈q2〉2
∑
i∼j
Ki(q1 + q2)×
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×
(
Kj(k1 − q1 − q2)
∫ T
s1∨r1∨r2
σ2u(k1 − q1 − q2)
〈k1 − q1 − q2〉2
du−Kj(q1 + q2)
∫ T
r1∨r2
σ2u(q1 + q2)
〈q1 + q2〉2
du
)
so when |q1 + q2| ≫ |k1| the quantity in round brackets can be estimated by |k1|〈q1 + q2〉
−4 while
when |q1 + q2| . |k1| it is estimated by 〈q1 + q2〉
−2 so we have
|AT (s1, k1)− γT | .
∑
q1,q2
1
〈q1〉2
1
〈q2〉2
1
〈q1 + q2〉2
(
1|q1+q2|.|k1| + 1|q1+q2|&|k1|
|k1|
〈q1 + q2〉2
)
. 1 + log〈k1〉.
And then with this choice of γT the kernel G˜
2◦[3]
2,q stays uniformly bounded as T →∞ and satisfies
|G
2⋄[3]
2,q ((s, k)1)| . Kq(k1) log〈k1〉.
From this we easily deduce that
I2,q =
E
∣∣∣∣∣∣
∑
k1
∫
AT
G
2⋄[3]
2,q ((s, k)1···5)dys1(k1)
∣∣∣∣∣∣
2p
1/p
. q2q, q > −1.
All together these estimates imply that
E‖∆qW
2⋄[3]
T ‖
2p
L2p
. (q2q/2)2p, q > −1.
Standard argument allows to deduce eq. (56). The analysis of the other renormalized product
proceeds similarly. Let
V (t) :=W
〈2〉⋄〈2〉
t = JtW
2
t ◦ JtW
2
t − 2γ˙t, t > 0.
First note that by definition of Besov spaces we have
E
[(∫ ∞
0
‖V (t)‖
B
−ε−d/r
r,r
dt
)p]
. E
∫ ∞
0
(∑
q
2−qr(ε+d/r)‖∆qV (t)‖Lr
)1/r
dt
p .
By Minkowski’s integral inequality this is bounded by
.
∫ ∞
0
dt
E
(∑
q
2−qr(ε+d/r)‖∆qV (t)‖
r
Lr
)p/r
1/p

p
.
When r > p Jensen’s inequality and Fubini’s theorem give
.
∫ ∞
0
dt
{∑
q
2−qr(ε+d/r)
∫
Λ
dx
|Λ|
E[|∆qV (t)(x)|
r]
}1/rp .
Finally hypercontractivity and stationarity allow to reduce this to bound
.
∫ ∞
0
dt
{∑
q
2−qr(ε+d/r)(E[|∆qV (t)(0)|
2])r/2
}1/rp .
Letting Iq(t) = E[|∆qV (t)(0)|
2] we have
E
[(∫ ∞
0
‖W
〈2〉⋄〈2〉
t ‖B−ε−d/rr,r
dt
)p]
.
∫ ∞
0
dt
{∑
q
2−qr(ε+d/r)(Iq(t))
r/2
}1/rp .
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Now we decompose the random field ∆q(W
〈2〉⋄〈2〉
t )(x) into homogeneous stochastic integral as above
and obtain
(61)
∆q(W
〈2〉⋄〈2〉
t )(x) =
∑
k1,...,k4
∫
A4t
G
〈2〉◦〈2〉
0,q ((s, k)1···4)dws1(k1) · · · dws4(k4)
+
∑
k1,k2
∫
A2t
G
〈2〉◦〈2〉
1,q ((s, k)12)dws1(k1)dws2(k2)
+GJ2◦J22,q
with
G
〈2〉⋄〈2〉
0,q ((s, k)1···4) = (24
2)Kq(k(1···4))e
i(k(1···4))·x ×
×
∑
σ∈Sh(2,2)
∑
i∼j
Ki(k(σ1σ2))Kj(k(σ3σ4))
σt(k(σ1σ2))
〈k(σ1σ2)〉
σt(k(σ3σ4))
〈k(σ3σ4)〉
G
〈2〉⋄〈2〉
1,q ((s, k)12) = (24
2)Kq(k(12))e
i(k(12))·x
∑
σ∈Sh(1,1)
∑
i∼j
∑
q
×
×
∫ t
0
dr
σ2r (q)
〈q〉2
Ki(kσ1 + q)Kj(kσ2 − q)
(
σt(kσ1 + q)
〈kσ1 + q〉
σt(kσ2 − q)
〈kσ2 − q〉
)
G
〈2〉⋄〈2〉
2,q = (24
2)1q=−1
∑
i∼j
∑
q1,q2
∫ t
0
dr1
∫ t
0
dr2 ×
×
σr1(q1)
2
〈q1〉2
σr2(q2)
2
〈q2〉2
Ki(q1 + q2)Kj(−q1 − q2)
σt(q1 + q2)
2
〈q1 + q2〉2
−2γ˙t1q=−1.
Using our choice of γT in eq. (60) we have that
γ˙t = (12
2 · 2)
∑
q1,q2
∫ t
0
dr1
∫ t
0
dr2
σr1(q1)
2
〈q1〉2
σr2(q2)
2
〈q2〉2
σ2t (q1 + q2)
〈q1 + q2〉2
du,
which implies also that
G
〈2〉⋄〈2〉
2,q = 0, and |γ˙t| .
1 + log〈t〉
〈t〉
.
as claimed. We pass now to estimate the other two chaoses. The technique is the same we used
above. Consider first
I0,q(t) := E
∣∣∣∣∣∣
∑
k1,...,k4
∫
A4t
G
〈2〉⋄〈2〉
0,q ((s, k)1···4)dws1(k1) · · · dws4(k4)
∣∣∣∣∣∣
2
.
∑
k1,...,k4
∫
A4t
|G
〈2〉⋄〈2〉
0,q ((s, k)1···4)|
2σs1(k1)
2
〈k1〉2
· · ·
σs4(k4)
2
〈k4〉2
ds1 · · · ds4
.
∑
k1,...,k4
∫
[0,t]4
|G
〈2〉⋄〈2〉
0,q ((s, k)1···4)|
2σs1(k1)
2
〈k1〉2
· · ·
σs4(k4)
2
〈k4〉2
ds1 · · · ds4
.
∑
k1,...,k4
Kq(k(1···4))
2
∫
[0,t]4
σ2t (k(12))
〈k(12)〉2
σ2t (k(34))
〈k(34)〉2
σs1(k1)
2
〈k1〉2
· · ·
σs4(k4)
2
〈k4〉2
ds1 · · · ds4
.
∑
k1,...,k4
Kq(k(1···4))
2σ
2
t (k(12))
〈k(12)〉2
σ2t (k(34))
〈k(34)〉2
1
〈k1〉2
· · ·
1
〈k4〉2
.
12q.t
〈t〉6
∑
k1,...,k4
Kq(k(1···4))
2
〈k1〉2〈k2〉2〈k3〉2〈k4〉2
.
12q.t
〈t〉6
24q
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where we used that |σt(x)| . t
−1/2
1x∼t. Now taking ε+ d/r > 0 we have
∫ ∞
0
dt
{∑
q
2−qr(ε+d/r)(I0,q(t))
r/2
}1/r
.
∫ ∞
0
dt
 ∑
q:2q.t
2qr(2−ε−d/r)
〈t〉3r

1/r
.
∫ ∞
0
dt
〈t〉1+ε+d/r
. 1.
Taking into account that |k1|, |k2| . t we can estimate
|G
〈2〉⋄〈2〉
1,q ((s, k)12)| . |Kq(k(12))|
∑
p
1|p|.t
〈p〉2
(
σt(k1 + p)
〈k1 + p〉
σt(k2 − p)
〈k2 − p〉
)
. |Kq(k(12))|〈t〉
−2,
from which we deduce that
I1,q(t) := E
∣∣∣∣∣∣
∑
k1,k2
∫
A2t
G
〈2〉⋄〈2〉
1,q ((s, k)12)dws1(k1)dws2(k2)
∣∣∣∣∣∣
2
.
∑
k1,k2
∫
A2t
|G
〈2〉⋄〈2〉
1,q ((s, k)12)|
2σs1(k1)
2
〈k1〉2
σs2(k2)
2
〈k2〉2
ds1ds2
. 〈t〉−4
∑
k1,k2
|Kq(k(12))|
2
∫
[0,t]2
σs1(k1)
2
〈k1〉2
σs2(k2)
2
〈k2〉2
ds1ds2
. 〈t〉−4
∑
k1,k2
|Kq(k(12))|
21k1.t
〈k1〉2
1k2.t
〈k2〉2
. 〈t〉−422q12q.t,
and then, as for I0,q, we have
∫ ∞
0
dt
(∑
q
2−qr(ε+d/r)(I1,q(t))
r/2
)1/r
.
∫ ∞
0
dt
〈t〉2
(∑
q
2qr(1−ε−d/r)12q.t
)1/r
. 1,
as claimed. From these estimates standard arguments give eq. (57). 
Lemma 25.
E[‖W3T ‖
p
Lp ]
1/p . T 3/2
This implies that W〈3〉 ∈ C([0,∞], B
−1/2−κ
p,p ) ∩ L2(R+, B
−1/2−κ
p,p ) for any p < ∞ uniformly in the
volume and W〈3〉 ∈ C
(
[0,∞],C −1/2−κ
)
∩ L2
(
R+,C
−1/2−κ
)
Estimating the cube
W3T (x) = 12JW
3
T K(x) = 24
∑
k1,k2,k3
ei(k1+k2+k3)·x
∫ T
0
∫ s2
0
dws1(k1)dws2(k2)dws3(k3)
We get for any p, by space homogeneity,
E[‖W3T (x)‖
2p
Lp ]
1/p = E
∣∣∣∣∣∣
∑
k1,k2,k3
∫ T
0
∫ s2
0
∫ s1
0
dws1(k1)dws2(k2)dws3(k3)
∣∣∣∣∣∣
2p1/p
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E[‖W3T (x)‖
p
Lp ] = E

∣∣∣∣∣∣
∑
k1,k2,k3
∫ T
0
∫ s2
0
∫ s1
0
dws1(k1)dws2(k2)dws3(k3)
∣∣∣∣∣∣
p1/p
. E
∣∣∣∣∣∣
∑
k1,k2,k3
∫ T
0
∫ s2
0
∫ s1
0
dws1(k1)dws2(k2)dws3(k3)
∣∣∣∣∣∣
2
=
∑
k1,k2,k3
∫ T
0
∫ s2
0
∫ s1
0
σs1(k1)
2
〈k1〉2
· · ·
σs3(k3)
2
〈k3〉2
ds1 · · · ds3
Now ∑
k1,k2,k3
∫ T
0
∫ s2
0
∫ s1
0
σs1(k1)
2
〈k1〉2
· · ·
σs3(k3)
2
〈k3〉2
ds1 · · · ds3
6
∑
k1,k2,k3
∫ T
0
∫ T
0
∫ T
0
σs1(k1)
2
〈k1〉2
· · ·
σs3(k3)
2
〈k3〉2
ds1 · · · ds3
=
(∑
k
∫ T
0
σs(k)
2
〈k〉2
ds
)3
. T 3
Now the second properties follow by the fact that σt is supported in an annulus of radius t, so
‖W
〈3〉
t ‖B−1/2−κp,p
=
∥∥∥∥σt(D)〈D〉 W3t
∥∥∥∥
B
−1/2−κ
p,p
. ‖σt(D)W
3
t‖B−3/2−κp,p
. 〈t〉−1/2−κ〈t〉−3/2‖W3t ‖Lp
and Hoelder estimates follow by Besov-embedding.
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Appendix A. Besov spaces and paraproducts
In this section we will recall some well known results about Besov spaces, embeddings, Fourier
multipliers and paraproducts. The reader can find full details and proofs in [3, 28] and for weighted
spaces in [27, 41]. First recall the definition of Littlewood–Paley blocks. Let χ,ϕ be smooth radial
functions Rd → R such that
• suppχ ⊆ B(0, R), suppϕ ⊆ B(0, 2R) \B(0, R);
• 0 6 χ,ϕ 6 1, χ(ξ) +
∑
j≥0 ϕ(2
−jξ) = 1 for any ξ ∈ Rd;
• suppϕ(2−j ·) ∩ suppϕ(2−i·) = ∅ if |i− j| > 1.
Introduce the notations ϕ−1 = χ, ϕj = ϕ(2
−j ·) for j > 0. For any f ∈ S ′(Λ) we define the
operators ∆jf := F
−1ϕj(ξ)fˆ(ξ), j > −1.
Definition 5. We say a function ρ : Rd → R of the form ρ(x) = 〈x〉−σ for σ > 0 is a weight.
Definition 6. For a weight ρ let
‖f‖Lp(ρ) =
(∫
Rd
|f(x)|pρ(x)dx
)1/p
and by Lp(ρ) the space of functions for which this norm is finite. For function defined on a torus
in Rd we consider their periodic extensions on Rd.
Definition 7. Let s ∈ R, p, q ∈ [1,∞], and ρ be a weight. For a Schwarz distribution f ∈ S ′(Λ)
define the norm
‖f‖Bsp,q(ρ) = ‖(2
js‖∆jf‖Lp(ρ))j>−1‖ℓq .
Then the space Bsp,q(r is the set of functions in S
′(Λ) such that this norm is finite. We denote
Bsp,q = B
s
p,q(1/|Λ|) the normalized Besov space and H
s = Bs2,2 the Sobolev spaces, and by C
s =
Bs∞,∞ the (unweighted) Hoelder spaces.
Definition 8. Let s ∈ R and ρ be a weight. Then we denote by
‖f‖C s(ρ) = ‖(2
js‖ρ∆jf‖L∞)j>−1‖ℓ∞
and by C s(ρ) the space of Schwarz distributions such that this norm is finite.
Proposition 2. Let δ > 0.We have for any q1, q2 ∈ [1,∞], q1 < q2
‖f‖Bsp,q2
≤ ‖f‖Bsp,q1
≤ ‖f‖Bs+δp,∞
Furthermore, if we denote by W s,p the normalized fractional Sobolev spaces then for any q ∈ [1,∞]
‖f‖Bsp,q ≤ ‖f‖W s+δ,p ≤ ‖f‖Bs+2δp,∞
Proposition 3. For any s1, s2 ∈ R such that s1 < s2, any p, q ∈ [1,∞] the Besov space B
s1
p,q is
compactly embedded into Bs2p,q.
Definition 9. Let f, g ∈ S (Λ). We define the paraproducts and resonant product
f ≻ g = g ≺ f :=
∑
j<i−1
∆if∆jg, and f ◦ g :=
∑
|i−j|61
∆if∆jg.
Then
fg = f ≺ g + f ◦ g + f ≻ g.
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Proposition 4. Let f, g ∈ S (Λ). We define the paraproducts and resonant product by
f ≻ g = g ≺ f :=
∑
j<i−1
∆if∆jg, and f ◦ g :=
∑
|i−j|61
∆if∆jg.
Then
fg = f ≺ g + f ◦ g + f ≻ g.
Moreover for any weight ρ, β 6 0, α ∈ R and p1, p2 ∈ [1,∞],
1
p1
+ 1p2 =
1
p we have the estimates
‖f ≻ g‖
Bα+βp,q (ρ)
. ‖f‖Bαp1,∞(ρ)
‖g‖
Bβp2,q(ρ)
,
and for any α, β ∈ R such that α+ β > 0 the estimates
‖f ◦ g‖
Bα+βp,q (ρ)
. ‖f‖Bαp1,∞(ρ)
‖g‖
Bβp2 ,q(ρ)
,
For a proof see Theorem 3.17 and Remark 3.18 in [41].
Proposition 5. For any weight ρ, β 6 0, α ∈ R we have
‖f ≻ g‖
Bα+βp,q (ρ2)
. ‖f‖Cα(ρ)‖g‖Bβp,q(ρ)
,
The proof is an easy modification of the proof of Theorem 3.17 in [41].
Proposition 6. Let α ∈ (0, 1) β, γ ∈ R such that β+γ < 0, α+β+γ > 0 and p1, p2, p3, p ∈ [1,∞]
such that 1p1 +
1
p2
+ 1p3 =
1
p . Then there exists a bounded trilinear form K1(f, g, h) such that for any
δ > 0,
‖K1(f, g, h)‖Bα+β+γp,∞
. ‖g‖Bαp1,∞
‖f‖
Bβp2,∞
‖h‖Bγp3,∞
,
and when f, g, h ∈ S we have
K1(f, g, h) = (f ≻ g) ◦ h− g(f ◦ h).
Proof. The proof is a slight modification of the one given in [28] Lemma 2.97 from [3] and inter-
polation implies that ‖∆jfg − ∆j(fg)‖Lp ≤ 2
−jα‖f‖Wα,p1‖g‖Lp2 . This in turn gives after some
algebraic computations(see [28])that
∆j(f ≻ g) = (∆jf) ≻ g +Rj(f, g)
with ‖Rj(f, g)‖Lp . 2
−j(α+β)‖f‖Bαp1,∞
‖g‖
Bβp2,∞
. Now to prove the statement of the proposition
observe that for smooth f, g, h we have
K1(f, g, h) =
∑
j,k>−1
∑
|i−j|61
∆j(f ≻ ∆kg)∆ih−∆kg∆jfih
Now observe that the term f ≻ ∆kg has Fourier transform outside of 2
kB for some Ball B inde-
pendent of k, so choosing N large enough we can rewrite the sum as
K1(f, g, h) =
∑
j,k>−1
∑
|i−j|61
1k6i+N(∆jf∆kg∆ih+Rj(f,∆kg)) −∆kg∆jfih
∑
j,k>−1
∑
|i−j|61
1k6i+NRj(f,∆kg)ih− 1k>i+N∆kg∆jfih
Now we estimate the norm of the two terms separately. First note that for fixed j∑
k>−1
∑
|i−j|61
1k6i+NRj(f,∆kg)
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has a Fourier transform supported in 2jB. By Lemma 2.69 from [3] it is enough to get an estimate
on supk
∥∥∥2(α+β+γ)j∑j>−1∑|i−j|61 1k6i+NRj(f,∆kg)ih∥∥∥
Lp
to estimate it in Bα+β+γp,∞ , so by Ho¨lder
inequality∥∥∥∥∥∥
∑
|i−j|61
Rj
f, i+N∑
k>−1
∆kg

i
h
∥∥∥∥∥∥
Lp
.
∑
|i−j|61
2−j(α+β)2−iγ‖g‖Bαp1 ,∞
‖f‖
Bβp2,q1
‖h‖Bγp3,q2
. 2−j(α+β+γ)‖g‖Bαp1,∞
‖f‖
Bβp2,q1
‖h‖Bγp3,q2
For the second term observe that for fixed k the Fourier transform of∑
j>−1
∑
|i−j|61
1k>i+N∆kg∆jfih
is supported in 2kB. Now we can estimate again by Ho¨lder inequality
.
∥∥∥∥∥∥
∑
j>−1
∑
|i−j|61
1k>i+N∆kg∆jfih
∥∥∥∥∥∥
Lp
. 2−αk
k+N∑
j>−1
2−(β+γ)k1k>i+N‖g‖Bαp1,∞‖f‖Bβp2,∞
‖h‖Bγp1,∞
. 2−j(α+β+γ)‖g‖Bαp1,∞
‖f‖
Bβp2,q1
‖h‖Bγp3,q2

Proposition 7. Assume α ∈ (0, 1), β, γ ∈ R such that β+γ < 0, and α+β+γ = 0 , 1p1+
1
p2
+ 1p3 = 1
and 1q1 +
1
q2
= 1. Then there exists a bounded trilinear form K2(f, g, h) for which
|K2(f, g, h)| . ‖f‖Bαp1,∞
‖g‖
Bβp2,q1
‖h‖Bγp2,q2
and
K2(f, g, h) =
1
|Λ|
∫
Λ
[(f ≻ g)h− (f ◦ h)g]
for smooth functions.
Proof. This is modification of the proof of Lemma A.6 in [30]. Repeating an algebraic computation
given in [30] in the proof of Lemma A.6, we get that for smooth f, g, h we have
K2(f, g, h) =
 ∑
i>k−1,|j−k|6L
−
∑
i∼k,1<|j−k|6L
 〈∆ig,∆jh∆kf〉
Then we estimate
|K2(f, g, h)| .
 ∑
i>k−1,|j−k|6L
−
∑
i∼k,1<|j−k|6L
 〈∆ig,∆jh∆kf〉
.
∑
i>k,j∼k
|〈∆ig,∆jh∆kf〉|
.
∑
i>k,j∼k
‖∆kf‖Lp1‖∆ig‖Lp2‖∆jh‖Lp3
. sup
k
(
2αk‖∆kf‖Lp1
)∑
k
∑
i>k,j∼k
2(β+γ)k‖∆ig‖Lp2‖∆jh‖Lp3
. ‖f‖Bαp1,∞
‖g‖
Bβp2 ,q1
‖h‖Bγp2,q2
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
Proposition 8. There exists a family (K3,t)t>0 of bounded multilinear forms on C
−1−κ×C−1−κ×
H1/2−δ ×H1/2−δ such that for smooth ϕ,ψ, g(1) , g(2) it holds
K3,t(ϕ,ψ,g
(1), g(2)) = −
∫
[Jt(ϕ ≻ g
(1))Jt(ψ ≻ g
(2))− (Jtϕ ◦ Jtψ)g
(1)g(2)],
and
|K3,t(ϕ,ψ, g
(1) , g(2))| .
1
〈t〉1+δ
‖ϕ‖C−1−κ‖ψ‖C−1−κ‖g
(1)‖H1/2−δ‖g
(2)‖H1/2−δ ,
for some δ > 0.
Proof. Note that 〈t〉1/2Jt satisfies the assumptions of Proposition 10 and with m = −1, therefore
using also Proposition 2
‖Jt(ϕ ≻ g
(1))− Jtϕ ≻ g
(1)‖H1/2−2δ−κ . 〈t〉
−1/2‖ϕ‖C−1−κ‖g
(1)‖H1/2−δ
and therefore ∣∣∣∣−∫ [Jt(ϕ ≻ g(1))− (Jtϕ ≻ g(1))]Jt(ψ ≻ g(2))∣∣∣∣
. ‖Jt(ϕ ≻ g
(1))− Jtϕ ≻ g
(1)‖H1/2−2δ−κ‖Jt(ψ ≻ g
(2))‖H−1/2+2δ+κ
. 〈t〉−1/2‖ϕ‖C−1−κ‖g
(1)‖H1/2−δ 〈t〉
−1/2−δ‖ψ‖C−1−κ‖g
(2)‖H1/2−δ
and by symmetry also ∣∣∣∣−∫ [Jt(ϕ ≻ g(1))Jt(ψ ≻ g(2))− (Jtϕ ≻ g(1))(Jtψ ≻ g(2))]∣∣∣∣
. 〈t〉−1−δ‖ϕ‖C−1−κ‖g
(1)‖H1/2−δ‖ψ‖C−1−κ‖g
(2)‖H1/2−δ
Furthermore from Proposition 7 and for sufficiently small κ, δ∣∣∣∣−∫ (Jtϕ ≻ g(1))(Jtψ ≻ g(2))−−∫ ((Jtϕ ≻ g(1)) ◦ Jtψ)g(1)t ∣∣∣∣
. ‖Jtϕ‖C−κ−δ‖g
(1)‖H1/2−δ‖Jtψ‖C−κ‖g
(2)‖H1/2−δ
. 〈t〉−1−δ‖ϕ‖C−1−κ‖g
(1)‖H1/2−δ‖ψ‖C−1−κ‖g
(2)‖H1/2−δ
and applying Proposition-6
‖(Jtϕ
(1) ≻ g(1)) ◦ Jtψt − (Jtϕt ◦ Jtψt)(g
(1))‖H−1/2+δ
. ‖Jtϕt‖C−κ−δ‖g
(1)‖H1/2−δ‖Jtψt‖C−κ
. 〈t〉−1−δ‖ϕ‖C−1−κ‖g
(1)‖H1/2−δ‖ψ‖C−1−κ
and putting things together gives the estimate.

Definition 10. A smooth function η is said to be an Sm multiplier if for every multiindex α there
exists a constant Cα such that
(62)
∣∣∣∣ ∂α∂ξα f(ξ)
∣∣∣∣ .α (1 + |ξ|)m−|α|, ξ ∈ Rd.
We say that a family ηt is a uniformly S
m multiplier if (62) is satisfied for every t with Cα
independent of t.
Proposition 9. Let η be an Sm multiplier, s ∈ R, p, q ∈ [1,∞], and f ∈ Bsp,q(T
d), then
‖η(D)f‖Bs−mp,q . ‖f‖B
s
p,q
.
Furthermore the constant depends only on s, p, q, d and the constants Cα in (62).
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For a proof see [3] Lemma 2.78.
Proposition 10. Assume m 6 0, α ∈ (0, 1), β ∈ R. Let η be an Sm multiplier and q, p1, p2 ∈ [1,∞],
1
p1
+ 1p2 =
1
p , f ∈ B
β
p1,∞, g ∈ B
α
p1,∞. Then for any δ > 0.
‖η(D)(f ≻ g) − (η(D)f ≻ g)‖
Bα+β−m−δp,q
. ‖f‖
Bβp1,∞
‖g‖Bαp1,∞
.
The constant depends only on α, β, δ and the constants in (62).
For a proof see [3] Lemma 2.99.
Proposition 11. Let θ p, p1, p2 and s, s1, s2 be such that
1
p =
θ
p1
+ 1−θp2 and s = θs1+(1− θ)s2 and
assume that f ∈W s1,p1 ∩W s2,p2. Then
‖f‖W s,p 6 ‖f‖
θ
W s1,p1‖f‖
1−θ
W s2,p2 .
For a proof see [9].
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