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ON JENSEN-TYPE INEQUALITIES FOR UNBOUNDED RADIAL
SCATTERING SOLUTIONS OF A LOGLOG
ENERGY-SUPERCRITICAL SCHRO¨DINGER EQUATION
TRISTAN ROY
Abstract. We prove scattering of solutions of the loglog energy-supercritical
Schro¨dinger equation i∂tu+△u = |u|
4
n−2 g(|u|) with g(|u|) := logγ (log (10 + |u|2)),
0 < γ < γn, n ∈ {3, 4, 5}, and with radial data u(0) := u0 ∈ H˜k :=
H˙k(Rn) ∩ H˙1(Rn), where n
2
≥ k > 1 (resp. 4
3
> k > 1 ) if n ∈ {3, 4}
(resp. n = 5). The proof uses concentration techniques (see e.g [2, 14]) to
prove a long-time Strichartz-type estimate on an arbitrarily long time interval
J depending on an a priori bound of the L∞t H˜
k norm of the solution, com-
bined with an induction on time of the Strichartz estimates in order to bound
this norm a posteriori (see e.g [12, 13]). We also revisit the scattering theory
of solutions with radial data in H˜k, k > n
2
, and n ∈ {3, 4}: more precisely, we
prove scattering for a larger range of γ s than in [13]. In order to control the
barely supercritical nonlinearity for unbounded solutions, i.e solutions with
data in H˜k, k ≤ n
2
, we prove some Jensen-type inequalities.
1. Introduction
We shall study the solutions of the following Schro¨dinger equation in dimension
n, n ∈ {3, 4, 5}:
(1) i∂tu+△u = |u|
4
n−2ug(|u|)
with g(|u|) := logγ (log (10 + |u|2)), γ > 0. This equation has many connections
with the following power-type Schro¨dinger equation, p > 1
(2) i∂tv +△v = |v|
p−1v
(2) has a natural scaling: if v is a solution of (2) with data v(0) := v0 and if λ ∈ R
is a parameter then vλ(t, x) :=
1
λ
2
p−1
v
(
t
λ2
, x
λ
)
is also a solution of (2) but with data
vλ(0, x) :=
1
λ
2
p−1
v0
(
x
λ
)
. If sp :=
n
2 −
2
p−1 then the H˙
sp norm of the initial data is
invariant under the scaling: this is why (2) is said to be H˙sp - critical. If p = 1+ 4
n−2
then (2) is H˙1 (or energy) critical. The energy-critical Schro¨dinger equation
(3) i∂tu+△u = |u|
4
n−2u
has received a great deal of attention. Cazenave and Weissler [3] proved the local
well-posedness of (3): given any u(0) such that ‖u(0)‖H˙1 < ∞ there exists, for
some t0 close to zero, a unique u ∈ C([0, t0], H˙
1) ∩ L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0, t0]) satisfying
(3) in the sense of distributions, hence
1
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(4) u(t) = eit△u(0)− i
∫ t
0
ei(t−t
′
)△
[
|u(t′)|
4
n−2u(t′)
]
dt
′
The long-time behavior of radial solutions of (3) has been studied by several au-
thors. Bourgain [2] proved global well-posedness (i.e global existence) and scat-
tering (i.e linear asymptotic behavior) of the solutions in the class C
(
R, H˙1
)
∩
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (R) in dimension n ∈ {3, 4}. He also proved this fact that for
smoother solutions. Another proof was given by Grillakis [6] in dimension n = 3.
The result in the class mentioned above was extended to higher dimensions (i.e
n ≥ 5) by Tao [14].
If p > 1 + 4
n−2 then sp > 1 and we are in the energy supercritical regime. Since
for all ǫ > 0 there exists cǫ > 0 such that
∣∣∣|u| 4n−2ug(|u|)∣∣∣ ≤ cǫmax (1, ||u| 4n−2+ǫu|)
then the nonlinearity of (1) is said to be barely supercritical. Barely supercritical
equations have been studied extensively in the literature: see e.g [8, 10, 13, 12, 11].
The global well-posedness and scattering of radial solutions of (1) lying in H˜k
for n ∈ {3, 4} and k > n2 was proved in [13] for a range of positive γ s.
In this paper we are primarily interested in establishing global well-posedness and
scattering results of unbounded solutions of (1) for n ∈ {3, 4, 5}. By unbounded
solutions of (1) we mean solutions of (1) lying in H˜k with k ≤ n2
1. The local
well-posedness theory for unbounded solutions of (1) can be formulated as follows:
Proposition 1. Let n ∈ {3, 4, 5}. Let n2 ≥ k > 1 (resp.
4
3 > k > 1) if n ∈ {3, 4}
(resp. n = 5). Let M be such that ‖u0‖H˜k ≤ M . Then there exists δ := δ(M) > 0
and Tl > 0 (Tl := time of local existence) such that if Tl ≪ 1
2 and
(5) ‖e
it△u0‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
≤ δ
then there exists a unique
u ∈ C([0, Tl], H˜
k) ∩ L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0, Tl]) ∩ L
2(n+2)
n
t D
−1L
2(n+2)
n
x ([0, Tl])
∩L
2(n+2)
n
t D
−kL
2(n+2)
n
x ([0, Tl])
such that
(6) u(t) = eit△u0 − i
∫ t
0
ei(t−t
′
)△
(
|u(t
′
)|
4
n−2u(t
′
)g(|u(t
′
)|)
)
dt
′
is satisfied in the sense of distributions. Here D−αLr := H˙α,r endowed with the
norm ‖f‖D−αLr := ‖D
αf‖Lr .
Remark 1. Observe that Proposition 1 was already proved for the range k > n2 if
n ∈ {3, 4}, taking into account Footnote 2: see [13].
1The Sobolev embedding says that a function f is bounded if it lies in H˜k, k > n
2
, but not
necessarily if k ≤ n
2
. Hence the terminology “ unbounded ”.
2If n ∈ {3, 4} then the proof shows that the condition Tl ≪ 1 is not necessary
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Remark 2. In the sequel we denote by H˜k− solution a solution of (1) that is
constructed by Proposition 1.
The proof of Proposition 1 is given in the appendix. This allows to define the
notion of maximal time interval of existence Imax, that is the union of all the
intervals I containing 0 such that (6) holds in the class C(I, H˜k)∩L
2(n+2)
n−2
t L
2(n+2)
n−2
x (I)∩
L
2(n+2)
n
t D
−1L
2(n+2)
n
x (I) ∩ L
2(n+2)
n
t D
−kL
2(n+2)
n
x (I). The following property holds:
Proposition 2. If |Imax| <∞ then
(7) ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (Imax)
=∞
Proposition 2 is proved in Section 4. With this in mind, global well-posedness
follows from an a priori bound of the form
(8) ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([−T,T ])
≤ f(T, ‖u0‖H˜k)
for arbitrarily large time T > 0. In fact we shall prove that the bound does not
depend on time T : this is the preliminary step to prove scattering.
In this paper we also revisit the asymptotic behavior of radial H˜k− solutions of
(1) for n ∈ {3, 4} with k > n2 . In particular, we prove global well-posedness and
scattering of radial H˜k− solutions of (1) for a larger range of γ s than in [13].
The main result of this paper is:
Theorem 3. Let n ∈ {3, 4, 5}.
Let In defined as follows: if n ∈ {3, 4} then In := (1,∞) and if n = 5 then
In :=
(
1, 43
)
. Let γn be defined as follows: γ3 =
1
2744 , γ4 =
1
1600 , and γ5 =
1
3380 .
The H˜k− solution of (1) with radial data u(0) := u0 ∈ H˜
k, k ∈ In, and 0 < γ < γn,
exists for all time T . Moreover there exists a scattering state u0,+ ∈ H˜
k such that
(9) lim
t→∞
‖u(t)− eit△u0,+‖H˜k = 0
and there exists C depending only on ‖u0‖H˜k such that
(10) ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (R)
≤ C(‖u0‖H˜k)
Remark 3. By symmetry 3 there exists u0,− ∈ H˜
k such that
lim
t→−∞
∥∥u(t)− eit△u0,−∥∥H˜k = 0.
Remark 4. If n ∈ {3, 4} then this theorem and the Sobolev embeddings of H˜p into
Cm (space of functions such that the derivatives of order smaller or equal to m
exist and are continuous) for p and m integers properly chosen imply global results
regarding the regularity of the solutions. For example, the following result holds: if
3i.e if t→ u(t, x) is a solution of (1) then t→ u¯(−t, x) is a solution of (1)
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the data is smooth and radial with enough decay at infinity to be in H˜k for a k > n2
then for all time we have a finite bound of the L∞ norm of the solution of (1). The
following result also holds: if the data is Schwartz and radial then for all time the
solution is infinitely differentiable.
Remark 5. If n ∈ {3, 4} and k > n2 global well-posedness and scattering for radial
H˜k− solutions of (1) were already proved in [13] for 0 < γ < 15772 if n = 3 and for
0 < γ < 18024 if n = 4. Hence we extend our previous result by covering the range
1 < k ≤ n2 for n ∈ {3, 4} and the range 1 < k <
4
3 for n = 5. We also prove global
well-posedness and scattering with radial data in H˜k, k > n2 , for a larger range of
γ s.
We set up some notation and recall some estimates.
Unless otherwise specified, we let p′ be the conjugate of a positive number p, i.e
1
p
+ 1
p′
= 1. We write a ≪ b (resp. a ≪α b) if there exists a positive constant
c ≪ 1(resp. c := c(α) ≪ 1) such that a ≤ cb, a ≫ b (resp. a ≫α b) if there exists
a positive constant C ≫ 1 (resp. C := C(α) ≫ 1) such that a ≥ Cb, and a ≈ b
(resp. a ≈α b) if there exists a positive constant C (resp. C := C(α)) such that
1
C
b ≤ a ≤ Cb. If c := c(α) (resp. C := C(α)) but α is not an important variable
(in the sense that it does not play a crucial part in the main argument) then for
the sake of simplicity we forget the dependence on α and we write a ≪ b (resp.
a ≫ b) instead of a ≪α b (resp. a ≫α b)
4. The notation above naturally extend
to a ≪α1,...,αm b by letting the constants depending on α1,..., αm. If x ∈ R then
x+ := x+ ǫ for 0 < ǫ≪ 1 and 〈x〉 := (x2 + 1)
1
2 .
Let f be a function depending on space. Let u be a function depending on space
and time. Unless otherwise specified, for sake of simplicity, we do not mention in
the sequel the spaces to which f and u belong in the estimates: this exercise is
left to the reader. Let fh denote the function defined by x → fh(x) := f(x − h).
The pointwise dispersive estimate is ‖eit△f‖L∞ .
1
|t|
n
2
‖f‖L1. Interpolating with
‖eit△f‖L2 = ‖f‖L2 we have the well-known generalized pointwise dispersive esti-
mate:
(11) ‖e
it△f‖Lp .
1
|t|
n( 12− 1p )
‖f‖Lp′ ,
with 2 ≤ p ≤ ∞.
Let r > 1 and let m be a positive number such that m < n
r
. We denote by m∗r the
number that satisfies 1
m∗r
= 1
r
−m
n
. Let k¯ be a constant such that 1 < k¯ < min
(
n
2 , k
)
.
We recall the Sobolev inequalities:
(12)
‖f‖
L
k¯∗
2
. ‖f‖H˜k , and
‖f‖Lm∗r . ‖D
mf‖Lr ·
We also have
4For example the reader can check that C1 and C2 in Proposition 7 depend on the energy
E(u0) (see page 6). Since this dependance is not important, we do not take it into account.
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(13) k > n2 : ‖f‖L∞ . ‖f‖H˜k ·
Let (Q¯, R¯) be the following
(
Q¯, R¯
)
:=


(4+,∞−) if n = 3
(2+,∞−) if n = 4
(2+, 10−) if n = 5
Let (Q˘, R˘) be the following
(
Q˘, R˘
)
:=
{
(1, 2) if n ∈ {3, 4}(
3
2 ,
30
19
)
if n = 5
Let J be an interval. Let X(J, u) and Y (J, u) denote the following
X(J, u) := ‖u‖L∞t H˜k(J)
+ ‖Du‖
L2tL
1∗
2
x (J)
+‖Dku‖
L2tL
1∗
2
x (J)
, and
Y (J, u) := ‖u‖L∞t H˜k(J)
+ ‖Du‖
L
2(n+2)
n
t L
2(n+2)
n
x (J)
+‖Dku‖
L
2(n+2)
n
t L
2(n+2)
n
x (J)
·
We recall the two propositions:
Proposition 4. [13] Let 0 ≤ α < 1, k′ and β be integers such that k′ ≥ 2 and
β > k′ − 1, (r, r2) ∈ (1,∞)
2, (r1, r3) ∈ (1,∞]
2 be such that 1
r
= β
r1
+ 1
r2
+ 1
r3
. Let
F : R+ → R be a Ck
′
- function and let G := R2 → R2 be a Ck
′
- function such that
(14)
F [i](x) = O
(
F (x)
xi
)
, τ ∈ [0, 1] :
∣∣F (|τx+ (1− τ)y|2)∣∣ . F (|x|2) + F (|y|2),
and
(15) G[i](x, x¯) = O(|x|β+1−i)
for 0 ≤ i ≤ k′. Then
(16)
∥∥∥Dk′−1+α(G(f, f¯ )F (|f |2)∥∥∥
Lr
. ‖f‖βLr1‖D
k′−1+αf‖Lr2‖F (|f |
2)‖Lr3
Here F [i] and G[i] denote the ith− derivatives of F and G respectively.
Proposition 5. [13] Let (λ1, λ2) ∈ N
2 be such that λ1 + λ2 =
n+2
n−2 . Let J be an
interval. Let k > n2 . Then there exists C¯ > 0 such that
(17)
∥∥Dk(uλ1 u¯λ2g(|u|))∥∥
L
2(n+2)
n+4
t L
2(n+2)
n+4
x (J)
. ‖u‖
4
n−2
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
〈Y (J, u)〉C¯
We say that (q, r) is admissible if q > 2+ and 1
q
+ n2r =
n
4 . Let (q1, r1) and (q2, r2)
be two bipoints that are admissible. Let t0 ∈ J . If u is a solution of i∂tu+△u = G
on J then the Strichartz estimates (see e.g [7]) yield
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(18) ‖u‖Lq1t L
r1
x (J)
. ‖u(t0)‖L2 + ‖G‖
L
q′2
t L
r′2
x (J)
·
We write
(19) u(t) = ul,t0(t) + unl,t0(t),
with ul,t0 denoting the linear part starting from t0, i.e
(20) ul,t0(t) := e
i(t−t0)△u(t0),
and unl,t0 denoting the nonlinear part starting from t0, i.e
(21) unl,t0(t) := −i
∫ t
t0
ei(t−s)△G(s) ds·
If u is a solution of (1) on J such that u(t) ∈ H˜k, t ∈ J , then it has a finite energy
(22) E(u(t)) := 12
∫
Rn
|∇u(t, x)|2 +
∫
Rn
F (u, u¯)(t, x) dx,
with
(23) F (z, z¯) :=
∫ |z|
0
t
n+2
n−2 g(t) dt·
Indeed
∣∣∫
Rn
F (u, u¯)(t, x) dx
∣∣ . ‖u(t)‖k¯∗2Lk¯∗
2
+ ‖u(t)‖
1∗2
L1∗
2
. 〈‖u(t)‖H˜k〉
k¯∗2 :
this follows from a simple integration by part
(24) F (z, z¯) ∼ |z|1
∗
2g(|z|),
combined with g(|f |) . 1+|f |k¯
∗
2−1
∗
2 and (12). A simple computation shows that the
energy is conserved, or, in other words, that E(u(t)) = E(u0). Let χ be a smooth,
radial function supported on |x| ≤ 2 such that χ(x) = 1 if |x| ≤ 1. If x0 ∈ R
n,
R > 0 and u is an H˜k− solution of (1) then we define the mass within the ball
B(x0, R)
(25) Mass (B(x0, R), u(t)) :=
(∫
B(x0,R)
|u(t, x)|2 dx
) 1
2
Recall (see e.g [14]) that
(26) Mass (B(x0, R), u(t)) . R supt′∈[0,t] ‖∇u(t
′
)‖L2
and that its derivative satisfies 5
(27) |∂tMass(u(t), B(x0, R))| .
sup
t
′
∈[0,t]
‖∇u(t
′
)‖L2
R
·
5It is also well-known that if u is a linear H˜k− solution (i.e a solution of the linear Schro¨dinger
equation with data in H˜k), then (27) also holds
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We recall the following proposition:
Proposition 6. [13] Let u be a solution of (1) with data u0 ∈ H˜
k, k > n2 . Assume
that u exists globally in time and that ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (R)
< ∞. Then Y (R, u) <
∞.
We now explain the main ideas of this paper.
In Section 5 we prove the main result of this paper, i.e Theorem 3. The proof
relies upon the following bound of ‖u‖
L
Q¯
t L
R¯
x
on an arbitrarily long time interval:
Proposition 7. Let u be a radial H˜k− solution of (1) on an interval J . There
exists a constant C1 ≫ 1 such that if X(J, u) ≤M for some M ≫ 1, then
(28) ‖u‖
Q¯
L
Q¯
t L
R¯
x (J)
≤ C
C1g
bn+(M)
1
with bn such that
(29) bn :=


2744, n = 3
1600, n = 4
3380, n = 5·
The proof of this proposition is given in Section 6. We aim at establishing bounds
of norms of the solution that do not depend on time at a higher regularity (i.e H˜k)
than the energy (i.e H˙1) on an arbitrarily long-time interval. To this end we pro-
ceed in two steps (see e.g [13, 12]). First we establish a Strichartz-type estimate on
an arbitrarily long-time interval that depends on an a priori bound of these norms:
see Section 6. Then we find an a posteriori bound by combining this estimate
with a local induction on time of the Strichartz estimates: see Section 5. In the
first step, we use the techniques of concentration to establish the Strichartz-type
estimate by modifying closely an argument in [14]. Roughly speaking, we divide
the long-time interval into subintervals where the Strichartz-type norm is small but
not so small. Our goal then boils down to find an explicit bound of the number of
subintervals by using local estimates ont these subintervals and a Morawetz-type
inequality. A key element in the process of establishing this bound is to use the
slow increase of the function g by making the estimates involving the expressions
where g appears depend on g evaluated at the a priori bound, and not only on the a
priori bound. The function g appears whenever one has to control the nonlinearity
on these subintervals. The nonlinearity is controlled by using a fractional Leibnitz
rule and the smallness of the Strichartz-type norm on these subintervals. In [13],
we used extensively the boundedness of the solutions (in other words the Sobolev
embedding ‖f‖L∞ . ‖f‖H˜k), using to our advantage k >
n
2 for n ∈ {3, 4}, in
order to derive estimates that depend on g evaluated at the a priori bound. In this
paper, in order to deal with unbounded solutions, we prove some inequalities (the
so-called Jensen-type inequalities) that are substitutes for the Sobolev embedding
and we implement them in order to prove estimates that satisfy the same property
as that stated above.
We also use this opportunity to revisit the asymptotic behavior of radial H˜k− solu-
tions of (1) for k > n2 and n ∈ {3, 4}. We prove global well-posedness and scattering
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of radial H˜k− solutions of (1) for a larger range of γ s than in [13] by optimizing
the algorithm and the value of the parameters (such as the value of Q¯ and R¯) in
Proposition 7 and its proof.
Acknowledgments: The author would like to thank Nobu Kishimoto for dis-
cussions related to this problem. The author is supported by a JSPS Kakenhi
grant no. 15K17570.
2. Jensen-type inequalities
We prove the following Jensen-type inequalities:
Proposition 8. Let J be an interval. Let β > 0. Denote by P the following set
P :=
{
(x, y) :
1
x
+ n2y =
n−2
4
n = 5 : x ≥ 2, n = 4 : x > 2, n = 3 : x > 4
}
·
Let (q, r) ∈ P. Let 1
r¯
= n−2k¯
r(n−2) . Let (q
′, r′) be such that
(30)


if q 6=∞ :
(
1
q′
, 1
r′
)
:=
(
n−2k¯
4 −
n
2r¯ ,
1
r¯
+ k¯
n
)
if q =∞ :
(
1
q′
, 1
r′
)
:=
(
0, 12
)
·
Assume that there exist P . 1 and Q such that ‖u‖LqtLrx(J) ≤ P and ‖D
k¯u‖
L
q′
t L
r′
x (J)
≤
Q. Then
(31)
∥∥gβ(|u|)u∥∥
L
q
tL
r
x(J)
. P
(
gβ(Q) + P−
)
·
Proof. Let 1 ≫ ǫ > 0 be a fixed constant. Elementary considerations show that
there exists A ≈ 1 such that if |x| ≥ A then gβr is concave and gβr(|x|ǫ) ≥
1
10g
βr(|x|).
• Case 1: q =∞ 6
Let k¯∗2 − r ≫ ǫ > 0 to be a fixed constant. One has to estimate for all
t ∈ J
X1 :=
∫
|u(t,x)|≤A g
βr(|u(t, x)|)|u(t, x)|r dx, and
X2 :=
∫
|u(t,x)|≥A
gβr(|u(t, x)|)|u(t, x)|r dx.
Clearly |X1| . P
r. Observe also from (12) that
‖u(t)‖Lr+ǫ . ‖u(t)‖
1−θ
Lk¯
∗
2
‖u(t)‖θLr
. Q1−θ‖u(t)‖θLr ,
with θ :=
1
r+ǫ
− 1
k¯∗2
1
r
− 1
k¯∗2
=
(k¯∗2−(r+ǫ))r
(r+ǫ)(k¯∗2−r)
. We get from the Jensen inequality
6Hence r = 1∗2 =
2n
n−2
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|X2| .
∫
gβr (|u(t, x)|ǫ) |u(t, x)|r dx
.
∫
|u(t, x)|r dx gβr
(∫
|u(t,x|r+ǫ dx∫
|u(t,x)|r dx
)
.
∫
|u(t, x)|r dx gβr
(
Q(r+ǫ)(1−θ)
‖u(t)‖
r−θ(r+ǫ)
Lr
)
Elementary estimates show that
|X2| . ‖u(t)‖
r
Lr
(
gβr(Q) + gβr
(
1
‖u(t)‖Lr
))
. P r
(
gβr(Q) + P−
)
Hence (31) holds.
• Case 2: q <∞
Let k¯ − 1≫ ǫ > 0 to be a fixed constant. One has to estimate
X1 :=
∫
J
(∫
|u(t,x)|≤A g
βr(|u(t, x)|)|u(t, x)|r dx
) q
r
dt, and
X2 :=
∫
J
(∫
|u(t,x)|≥A
gβr(|u(t, x)|)|u(t, x)|r dx
) q
r
dt.
Clearly |X1| . P
q. From (12) we get
‖u‖
L
q(r+ǫ)
r
t L
r+ǫ
x (J)
. ‖u‖1−θ
L
q
tL
r
x(J)
‖u‖θ
L
q′
t L
r¯
x(J)
. ‖u‖1−θ
L
q
tL
r
x(J)
‖Dk¯u‖θ
L
q′
t L
r′
x (J)
. Qθ‖u‖1−θ
L
q
tL
r
x(J)
,
with θ :=
1
r−
1
r+ǫ
1
r−
1
r¯
= ǫ(n−2)
2(r+ǫ)(k¯−1)
. Applying twice the Jensen inequality
|X2| .
∫
J
(∫
gβr(|u(t, x)|ǫ)|u(t, x)|r dx
) q
r dt
.
∫
J
(∫
|u(t, x)|r dx gβr
( ∫
|u(t,x)|r+ǫ dx∫
|u(t,x)|r dx
)) q
r
dt
.
∫
J
(∫
|u(t, x)|r dx
) q
r gβq
(( ∫
|u(t,x)|r+ǫ dx∫
|u(t,x)|r dx
) q
r
)
dt
. ‖u‖q
L
q
tL
r
x(J)
gβq


‖u‖
q(r+ǫ)
r
L
q(r+ǫ)
r
t L
r+ǫ
x (J)
‖u‖q
L
q
tL
r
x(J)


. ‖u‖q
L
q
tL
r
x(J)
gβq

 Q θq(r+ǫ)r
‖u‖
q(1− (1−θ)(r+ǫ)r )
L
q
tL
r
x(J)


Elementary estimates show that
|X2| . ‖u‖
q
L
q
tL
r
x(J)
(
gβq(Q) + gβq
(
1
‖u‖LqtL
r
x(J)
))
. P q
(
gβq(Q) + P−
)
·
Hence (31) holds.

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3. Consequences
In this section, we implement the Jensen-type inequalities to prove some results.
3.1. Fractional Leibnitz rule. We prove the following fractional Leibnitz rule:
Proposition 9. Let J be an interval. Let 0 ≤ α ≤ 1, (q, r) ∈ P, and (q˘, q˜, r˘, r˜)
be such that
(
1
q˘
, 1
r˘
)
= 4
n−2
(
1
q
, 1
r
)
+
(
1
q˜
, 1
r˜
)
. Let G := R2 → R2 be a C2- function
such that
(32) G[i](x, x¯) = O(|x|
4
n−2+1−i)
for 0 ≤ i ≤ 2. Here G[i] denotes the ith− derivative of G. Let (q′, r′) be a bipoint
that satisfies (30). Assume that there exist P . 1 and Q such that ‖u‖LqtLrx(J) ≤ P
and ‖Dk¯u‖
L
q′
t L
r′
x (J)
≤ Q. Then
(33)
∥∥D1+α(G(u, u¯)g(|u|)∥∥
L
q˘
tL
r˘
x(J)
. P
4
n−2−g(Q)‖D1+αu‖
L
q˜
tL
r˜
x(J)
Proof. The proof combines Jensen-type inequalities with similar arguments that
are in the proof of the fractional Leibnitz rule established in [13].
Recall the usual product rule for fractional derivatives
(34) ‖Dα1(fg)‖Lq . ‖D
α1f‖Lq1‖g‖Lq2 + ‖f‖Lq3‖D
α1g‖Lq4
and the usual Leibnitz rule for fractional derivatives :
(35) ‖Dα2H(f)‖Lq . ‖H˜(f)‖Lq1‖D
α2f‖Lq2
ifH is C1 and it satisfies
∣∣∣H ′ (τx+ (1 − τ)y)∣∣∣ . H˜(x)+H˜(y) for τ ∈ [0, 1], 0 ≤ α1 <
∞, 0 < α2 ≤ 1, (q, q1, q2, q3, q4) ∈ (1,∞)
5, 1
q
= 1
q1
+ 1
q2
, and 1
q
= 1
q3
+ 1
q4
(see e.g
Christ-Weinstein [4], Taylor [9] and references in [9])7. Let g˜(v) := logγ log(10 + v)
for v ∈ R+. We have
(36)
∥∥D1+α(G(u, u¯)g(|u|))∥∥
L
q˘
tL
r˘
x(J)
≈
∥∥Dα∇(G(u, u¯)g˜(|u|2))∥∥
L
q˘
tL
r˘
x(J)
.
∥∥Dα(∂zG(u, u¯)∇ug˜(|u|2))∥∥Lq˘tLr˘x(J) + ∥∥Dα(∂z¯G(u, u¯)∇ug˜(|u|2))∥∥Lq˘tLr˘x(J)
+
∥∥∥Dα (g˜′(|u|2)ℜ (u¯∇u)G(u, u¯))∥∥∥
L
q˘
tL
r˘
x(J)
. A1 +A2 +A3
We estimateA1. A2 is estimated in a similar fashion. Let
(
1
q2
, 1
r2
)
= (1−θ)
(
1
q
, 1
r
)
+
θ
(
1
q˜
, 1
r˜
)
with θ = 11+α . Let (q1, r1) be such that
(
1
q˘
, 1
r˘
)
=
(
1
q1
+ 1
q2
, 1
r1
+ 1
r2
)
. We
can estimate A1 using (34) and (35). More precisely
7Abuse of notation: H˜(x), H(x), and H
′
(x) mean respectively H˜(x, x¯), H(x, x¯), and H
′
(x, x¯)
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(37)
A1 . ‖D
α(∂zG(u, u¯)g˜(|u|
2))‖Lq1t L
r1
x (J)
‖Du‖Lq2t L
r2
x (J)
+ ‖∂zG(u, u¯)g˜(|u|
2)‖
L
n−2
4
q
t L
n−2
4
r
x (J)
‖D1+αu‖
L
q˜
tL
r˜
x(J)
Next we implement the Jensen-type inequalities: see Section 2. Let (q3, r3) be such
that
(
6−n
(n−2)q ,
6−n
(n−2)r
)
+
(
1
q3
, 1
r3
)
=
(
1
q1
, 1
r1
)
. From
∥∥∥(∂zG(z, z¯)g˜(|z|2))′ (u, u¯)∥∥∥
L
n−2
6−n
q
t L
n−2
6−n
r
x (J)
. ‖ug˜
n−2
6−n (|u|2)‖
6−n
n−2
L
q
tL
r
x(J)
. P
6−n
n−2−g(Q), and
‖∂zG(u, u¯)g˜(|u|
2)‖
L
n−2
4
q
t L
n−2
4
r
x (J)
. ‖ug˜
n−2
4 (|u|2)‖
4
n−2
L
q
tL
r
x(J)
. P
4
n−2−g(Q)·
We get
(38)
A1 . P
6−n
n−2−g(Q)‖Dαu‖Lq3t L
r3
x (J)
‖Du‖Lq2t L
r2
x (J)
+P
4
n−2−g(Q)‖D1+αu‖
L
q˜
tL
r˜
x(J)
Notice that 1
q3
= θ
q
+ 1−θ
q˜
and 1
r3
= θ
r
+ 1−θ
r˜
. By complex interpolation, we have
(39) ‖D
αu‖Lq3t L
r3
x (J)
. ‖u‖θ
L
q
tL
r
x(J)
‖D1+αu‖1−θ
L
q˜
tL
r˜
x(J)
and
(40) ‖Du‖Lq2t L
r2
x (J)
. ‖u‖1−θ
L
q
tL
r
x(J)
‖D1+αu‖θ
L
q˜
tL
r˜
x(J)
Plugging (39) and (40) into (38) we get (33).
We estimate A3.
(41)
A3 .
∑
u˜∈{u,u¯}


∥∥∥Dα (g˜′(|u|2)u˜G(u, u¯))∥∥∥
L
q1
t L
r1
x (J)
‖Du‖Lq2t L
r2
x (J)
+‖D1+αu‖
L
q˜
tL
r˜
x(J)
∥∥∥g˜′(|u|2)u˜G(u, u¯)∥∥∥
L
(n−2)q
4
t L
(n−2)r
4
x (J)


. A3,1 +A3,2
Hence from elementary pointwise estimates of g˜ (and its derivatives) we see that
A3,1 (resp. A3,2) can be estimated similarly to the first term (resp. the second
term) of the right-hand side of (37).

3.2. Corollary. We prove the following corollary:
Corollary 1. Let q˘, r˘, q, r, q˜, r˜, Ω be such that
(q˘, r˘, q, r, q˜, r˜,Ω) :=
(
Q˘, R˘, Q¯, R¯,∞−, 2+, X
)
or
(q˘, r˘, q, r, q˜, r˜,Ω) :=
(
2(n+2)
n+4 (1, 1),
2(n+2)
n−2 (1, 1),
2(n+2)
n
(1, 1), Y
)
.
Let J be an interval such that ‖u‖LqtLrx(J) ≤ P . 1. Let j ∈ {1, k} with 1 < k ≤ 2.
Then
12 TRISTAN ROY
(42)
∥∥∥Dj (|u| 4n−2ug(|u|))∥∥∥
L
q˘
tL
r˘
x(J)
. P
4
n−2−g (Ω(J, u)) ‖Dju‖
L
q˜
tL
r˜
x(J)
·
Proof. Let θ ∈ [0, 1] be a constant that is allowed to change from one line to the
other one and such that all the estimate below are true.
We apply Proposition 9.
Let (q
′′
, r
′′
) be defined as follows:
(q
′′
, r
′′
) :=
{
(2, 1∗2) if Ω = X
2(n+2)
n
(1, 1) if Ω = Y ·
Observe that
(43)
‖Dk¯u‖
L
q′
t L
r′
x (J)
. ‖Dk¯u‖θ
L
q
′′
t L
r
′′
x (J)
‖Dk¯u‖1−θ
L∞t L
2
x(J)
,
‖Dk¯u‖
L
q
′′
t L
r
′′
x (J)
. ‖Dku‖θ
L
q
′′
t L
r
′′
x (J)
‖Du‖1−θ
L
q
′′
t L
r
′′
x (J)
, and
‖Dk¯u‖L∞t L2x(J) . ‖D
ku‖θ
L∞t L
2
x(J)
‖Du‖1−θ
L∞t L
2
x(J)
·
This yields (42).

4. Proof of Proposition 2
In this section we prove Proposition 2.
Assume that ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (Imax)
<∞.
Let J := [0, a] ⊂ Imax be an interval such that ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
. 1. By (18)
and Corollary 1 we have
(44)
Y (J, u) . ‖u0‖H˜k + ‖D(|u|
4
n−2ug(|u|))‖
L
2(n+2)
n+4
t L
2(n+2)
n+4
x (J)
+‖Dk(|u|
4
n−2ug(|u|))‖
L
2(n+2)
n+4
t L
2(n+2)
n+4
x (J)
≤ C¯‖u0‖H˜k + 2C¯Y (J, u)‖u‖
4
n−2−
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (J)
g(Y (J, u)),
where C¯ is a fixed, large, and positive constant.
Let 0 < ǫ≪ 1. We may assume without loss of generality that C¯ ≫ max
(
‖u0‖
100
H˜k
, 1
‖u0‖100
H˜k
)
.
We divide Imax into subintervals (Ij = [tj , tj+1])1≤j≤J such that
‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (Ij)
= ǫ
g
n−2
4
+((2C¯)j‖u0‖H˜k)
if 1 ≤ j < J and
‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (IJ )
≤ ǫ
g
n−2
4
+((2C¯)J‖u0‖H˜k)
·
Notice that such a partition always exists since, for J large enough,
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J−1∑
j=1
ǫ
2(n+2)
n−2
g
n+2
2
+((2C¯)j‖u0‖H˜k)
&
J−1∑
j=1
1
log ((2C¯)j‖u0‖H˜k
)
=
J−1∑
j=1
1
j log (2C¯)+log (‖u0‖H˜k
)
≥ ‖u‖
2(n+2)
n−2
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (Imax)
A continuity argument applied to (44) shows that Y (I1, u) ≤ 2C¯‖u0‖H˜k . By itera-
tion Y (Ij , u) ≤ (2C¯)
j‖u0‖H˜k . Therefore there exists Ymax such that Y (Imax, u) ≤
Ymax.
We write Imax = (amax, bmax). Choose t¯ < bmax close enough to bmax so that
‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([t¯,bmax))
≪ δ, with δ defined in Proposition 1. Then there exists
a large constant C such that
‖ei(t−t¯)△u(t¯)‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([t¯,bmax))
≤ ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([t¯,bmax))
+ C
∥∥∥D (|u| 4n−2ug(|u|))∥∥∥
L
2(n+2)
n+4
t L
2(n+2)
n+4
x ([t¯,bmax])
≤ o(δ) + (o(δ))
4
n−2− g(Ymax)‖Du‖
L
2(n+2)
n
t L
2(n+2)
n
x ([t¯,bmax))
≤ 3δ4 ·
Also observe that ‖ei(t−t¯)△u(t¯)‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([t¯,bmax))
. ‖u(t¯)‖H˙1 <∞. Hence by
the monotone convergence theorem, there exists ǫ > 0 such that
‖ei(t−t¯)△u(t¯)‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([t¯,bmax+ǫ])
≤ δ. Hence contradiction with Proposition
1.
5. Proof of Theorem 3
Let θ ∈ (0, 1) be a constant that is allowed to change from one line to the other
one and such that all the estimates below are true.
The proof is made of three steps:
• finite bound of ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x (R)
for 1 < k ≤ n2 if n ∈ {3, 4} and 1 <
k < 43 if n = 5. By monotone convergence theorem, (12), the interpolation
between L∞t L
1∗2
x and L
Q¯
t L
R¯
x , it is enough to find for all time T ≥ 0 a finite
bound of X([−T, T ], u). In fact we shall prove that this bound does not
depend on time T . By time reversal symmetry 8 we may WLOG restrict
ourselves to [0, T ]. We define
(45) F :=
{
T ∈ [0,∞) : supt∈[0,T ]X([0, t], u) ≤M0
}
We claim that F = [0,∞) for M0, a large constant (to be chosen later)
depending only on ‖u0‖H˜k . Indeed
– 0 ∈ F .
8i.e if t→ u(t, x) is a solution of (1) then t→ u¯(−t, x) is also a solution of (1)
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– F is closed by continuity
– F is open. Indeed let T ∈ F . Then, by continuity there exists δ > 0
such that for T
′
∈ [0, T + δ] we have X([0, T
′
]) ≤ 2M0. In view of
(28), this implies, in particular, that
(46) ‖u‖
Q¯
L
Q¯
t L
R¯
x ([0,T
′ ])
≤ C
C1g
bn+(2M0)
1 ·
Let J := [0, a] ⊂ Imax be an interval such that ‖u‖LQ¯t LR¯x (J)
. 1. By
(18) and Corollary 1 we get
X(J, u) . ‖u0‖H˜k +
∥∥∥D (|u| 4n−2ug(|u|))∥∥∥
L
Q˘
t L
R˘
x (J)
+
∥∥∥Dk (|u| 4n−2ug(|u|))∥∥∥
L
Q˘
t L
R˘
x (J)
≤ C¯‖u0‖H˜k + 2C¯X(J, u)‖u‖
4
n−2−
L
Q¯
t L
R¯
x (J)
g (X(J, u)) ,
where C¯ is a fixed, large, and positive constant.
Let 0 < ǫ ≪ 1. From the estimate above we see that if J satis-
fies ‖u‖
L
Q¯
t L
R¯
x (J)
= ǫ
g
n−2
4
+(2C¯‖u0‖H˜k )
then a simple continuity argument
shows that
X(J, u) ≤ 2C¯‖u0‖H˜k ·
We divide [0, T
′
] into subintervals (Ji)1≤i≤I such that ‖u‖LQ¯t LR¯x (Ji)
=
ǫ
g
n−2
4
+((2C¯)i‖u0‖H˜k)
, 1 ≤ i < I and ‖u‖
L
Q¯
t L
R¯
x (JI)
≤ ǫ
g
n−2
4
+((2C¯)I‖u0‖H˜k)
.
Notice that such a partition exists by (46) and the following inequality
(47)
C
C1g
bn+(2M0)
1 &
I−1∑
i=1
1
g
Q¯(n−2)
4
+((2C¯)i‖u0‖H˜k)
≥
I−1∑
i=1
1
log
Q¯(n−2)γ
4
+ (log (10+(2C¯)2i‖u0‖2
H˜k
))
&
I−1∑
i=1
1
log
Q¯(n−2)γ
4
+(2i log (2C¯)+2 log (‖u0‖H˜k ))
&
I−1∑
i=1
1
i
1
2
& I
1
2 ·
Moreover, by iterating over i we get
X([0, T
′
], u) ≤ (2C¯)I‖u0‖H˜k
Therefore by (47) there exists a positive constant C
′
log I . log (C
′
) + C1 log
(bn+)γ
(
log (10 + 4M20 )
)
log (C1)
and for M0 large enough
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log (C
′
) + C1 log
(bn+)γ
(
log (10 + 4M20 )
)
log (C1) ≤ log

 log
(
M0
‖u0‖H˜k
)
log (2C¯)


since (recall that γ < 1
bn
)
log (C
′
)+C2 log
(bn+)γ(log (10+4M20 )) log (C1)
log
 log
(
M0
‖u0‖H˜k
)
log (2C¯)

→M0→∞ 0·
HenceX(R, u) <∞. Observe that this implies a finite bound of ‖Dju||L∞−t L
2+
x (R)
,
j ∈ {1, k}, since
(48) ‖D
ju‖L∞−t L
2+
x (R)
. ‖Dju‖θ
L2tL
12∗
x (R)
‖Dju‖1−θ
L∞t L
2
x(R)
·
• Finite bound of Y (R, u) for all k ∈ In: this follows from Proposition 6.
• Scattering: it is enough to prove that e−it△u(t) has a limit ass t → ∞
in H˜k. If t1 < t2 then by (48), Corollary 1, Proposition 4, Proposi-
tion 5, and by dualizing (18) with G = 0 (more precisely the estimate
‖Dju‖
L
Q˘
′
t L
R˘
′
x ([t1,t2])
. ‖u0‖H˙j if j ∈ {1, k} ) we get
‖e−it1△u(t1)− e
−it2△u(t2)‖H˜k
. ‖Dk
(
|u|
4
n−2ug(|u|)
)
‖
L
Q˘
t L
R˘
x ([t1,t2])
+ ‖D
(
|u|
4
n−2ug(|u|)
)
‖
L
Q˘
t L
R˘
x ([t1,t2])
. ‖u‖
4
n−2−
L
Q¯
t L
R¯
x ([t1,t2])
and we conclude from the previous step that given ǫ > 0 there exists A(ǫ)
large enough such that if t2 ≥ t1 ≥ A(ǫ) then ‖e
−it1△u(t1)−e
−it2△u(t2)‖H˜k ≤
ǫ. The Cauchy criterion is satisfied. Hence scattering.
6. Proof of Proposition 7
In this section we prove Proposition 7.
Let (α, β, δ) be defined as follows:
(α, β, δ) :=
{ (
n−2
2 −,−
(
n−2
2 +
)
, n−2
n
+
)
if n ∈ {3, 4}(
1−,−(1+), 35+
)
if n = 5·
The proof relies upon a Morawetz-type estimate:
Lemma 10. Let u be an H˜k − solution of (1) on an interval I. Let A > 1. Then
(49)
∫
I
∫
|x|≤A|I|
1
2
F˜ (u,u¯)(t,x)
|x| dx dt . EA|I|
1
2
with
(50) F˜ (u, u¯)(t, x) :=
∫ |u|(t,x)
0
s
n+2
n−2
(
4
n−2g(s) + sg
′
(s)
)
ds
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Remark 6. If k > n2 then the proof of (49) is in [13]. If not, it is mostly contained
in [13]. Indeed, the proof relies on integration by parts of the local momentum
identity multiplied by an appropriate weight. In the case where n ∈ {3, 4}, the
integration by parts holds for smooth solutions of (1) (i.e solutions in H˜p with ex-
ponents p large enough). Then (49) holds for H˜k solutions for k ∈ In by a standard
approximation argument with smooth solutions. If n = 5 then the nonlinearity is
not that smooth: its derivatives are not even twice differentiable. So one should
first smooth out the nonlinearity, obtain an identity similar to the local momentum
identity for smooth solutions (i.e solutions lying in Sobolev spaces with large expo-
nent) of the “smoothed out” equation and then take limit in H˜k for k ∈ In by again
a standard approximation argument with smooth solutions.
We prove now Proposition 7. The proof follows closely an argument in [14] (this
argument was also used in [13]) and it is based upon methods of concentration (see
e.g [2]).
Step 1
We divide the interval J = [t1, t2] into subintervals (Jl := [t¯l, t¯l+1])1≤l≤L such
that
(51) ‖u‖
Q¯
L
Q¯
t L
R¯
x (Jl)
= η1
and
(52) ‖u‖
Q¯
L
Q¯
t L
R¯
x (JL)
≤ η1,
with 0 < c1 ≪ 1 and η1 :=
c1
g
(n−2)Q¯
6−n
+
(M)
. It is enough to find an upper bound of L.
In view of (28) , we may replace WLOG the “ ≤′′ sign with the “ =′′ sign in (52).
Notice that the value of this parameter, along with the values of the other param-
eters η2, η3 and η are chosen so that all the constraints appearing in the process to
find an upper bound of L are satisfied and so that Lη1 is as small as possible.
Step 2
We first prove that some norms on these intervals Jl are bounded.
Result 1. We have
(53) ‖Du‖L∞−t L
2+
x (Jl)
. 1
Proof. From (18), the conservation of the energy, Corollary 1, and Proposition 4
combined with (13), we get
‖Du‖L∞−t L
2+
x (Jl)
. ‖Du(t¯l)‖L2 +
∥∥∥D(|u| 4n−2ug(|u|))∥∥∥
L
Q˘
t L
R˘
x (Jl)
. 1 + ‖Du‖L∞−t L
2+
x (Jl)
‖u‖
4
n−2−
L
Q¯
t L
R¯
x (Jl)
g(M)
Therefore, by a continuity argument, we conclude that ‖Du‖L∞−t L
2+
x (Jl)
. 1.
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
Result 2. Let J˜ := [t˜1, t˜2] ⊂ Jl be such that
(54)
η1
2 ≤ ‖u‖
Q¯
L
Q¯
t L
R¯
x (J˜)
≤ η1
Then
(55) ‖ul,t˜j‖
Q¯
L
Q¯
t L
R¯
x (J˜)
& η1
for j ∈ {1, 2}.
Proof. From Result 1 we get
(56)
∥∥∥u− ul,t˜j
∥∥∥
L
Q¯
t L
R¯
x (J˜)
.
∥∥∥D(|u| 4n−2ug(|u|))∥∥∥
L
Q˘
t L
R˘
x (J˜)
. ‖Du‖
L
∞−
t L
2+
x (J˜)
‖u‖
4
n−2−
L
Q¯
t L
R¯
x (J˜)
g(M)
. ‖u‖
4
n−2−
L
Q¯
t L
R¯
x (J˜)
g(M)
≪ η
1
Q¯
1 ·
Therefore (55) holds.

Step 3
Let
(57)
η2 := c2η
(
1+n
(
1
2
− 1
R¯
)) 1
1−
1∗
2
R¯
+ n2α

1 g
−nδQ¯2α
(
1+n
(
1
2
− 1
R¯
))
(M)
with 0 < c2 ≪ c1. An interval Jl0 = [t¯l0 , t¯l0+1] of the partition (Jl)1≤l≤L is
exceptional if
(58) ‖ul,t1‖
Q¯
L
Q¯
t L
R¯
x (Jl0 )
+ ‖ul,t2‖
Q¯
L
Q¯
t L
R¯
x (Jl0)
≥ η2
Notice that, in view of (18) and (12), it is easy to find an upper bound of the
cardinal of the exceptional intervals:
(59) card {Jl : Jl exceptional} . η
−1
2
Step 4
Now we prove that on each unexceptional subintervals Jl there is a ball for which
we have a mass concentration.
Result 3. There exists an xl ∈ R
n, two positive constants c3 ≪ 1 and C3 ≫ 1
such that for each unexceptional interval Jl and for t ∈ Jl
(60) Mass
(
u(t), B(xl, C3g
γ3(M)|Jl|
1
2 )
)
≥ c3g
−γ3(M)|Jl|
1
2
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with
γ3 :=
(
n−2
6−n
(
1
1−
1∗
2
R¯
+ n2α
)
+ nδ2α
)
+ ·
Proof. By time translation invariance 9 we may assume that t¯l = 0. By using the
pigeonhole principle and the reflection symmetry (if necessary) 10 we may assume
that
(61) ‖u‖
Q¯
L
Q¯
t L
R¯
x
(
|Jl|
2 ,|Jl|
) ≥ η14
By the pigeonhole principle there exists t∗ such that [(t∗− η3)|Jl|, t∗|Jl|] ⊂
[
0, |Jl|2
]
(with 0 < η3 ≪ 1) with
(62)
∫ t∗|Jl|
(t∗−η3)|Jl|
(∫
Rn
|u(t, x)|R¯ dx
) Q¯
R¯ dt . η1η3, and
(63)
(∫
Rn
|ul,t1((t∗ − η3)|Jl|, x)|
R¯ dx
) Q¯
R¯ . η2|Jl| ·
Applying Result 2 to (61) we have
(64)
∫ |Jl|
t∗|Jl|
(∫
Rn
|ei(t−t∗|Jl|)△u(t∗|Jl|, x)|
R¯ dx
) Q¯
R¯ dt & η1·
By Duhamel formula we have
(65)
u(t∗|Jl|) = e
i(t∗|Jl|−t1)△u(t1)− i
∫ (t∗−η3)|Jl|
t1
ei(t∗|Jl|−s)△(|u(s)|
4
n−2u(s)g(|u(s)|)) ds
−i
∫ t∗|Jl|
(t∗−η3)|Jl|
ei(t∗|Jl|−s)△(|u(s)|
4
n−2u(s)g(|u(s)|)) ds
and, composing this equality with ei(t−t∗|Jl|)△ we get
(66)
ei(t−t∗|Jl|)△u(t∗|Jl|) = ul,t1(t)− i
∫ (t∗−η3)|Jl|
t1
ei(t−s)△(|u(s)|
4
n−2u(s)g(|u(s)|)) ds
−i
∫ t∗|Jl|
(t∗−η3)|Jl|
ei(t−s)△(|u(s)|
4
n−2u(s)g(|u(s)|)) ds
= ul,t1(t) + v1(t) + v2(t)
We get from a variant of the Strichartz estimates (18)
9i.e if u is a solution of (1) and t0 ∈ R then (t, x)→ u(t − t0, x) is also a solution of (1)
10if u is a solution of (1) then (t, x)→ u¯(−t, x) is also a solution of (1)
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(67)
‖v2‖LQ¯t LR¯x ([t∗|Jl|,|Jl|])∩L∞t D−1L2x([t∗|Jl|,|Jl|])
.
∥∥∥D (|u| 4n−2ug(|u|))∥∥∥
L
Q˘
t L
R˘
x ([(t∗−η3)|Jl|,t
∗|Jl|])
. ‖Du‖L∞−t L
2+
x ([(t∗−η3)|Jl|,t∗|Jl|])
‖u‖
4
n−2−
L
Q¯
t L
R¯
x ([(t∗−η3)|Jl|,t
∗|Jl|])
g(M)
. (η1η3)
4
Q¯(n−2)
−
g(M)
≪ η
1
Q¯
1
Notice also that η2 ≪ η1 and that Jl is non-exceptional. Therefore ‖ul,t1‖
Q¯
L
Q¯
t L
R¯
x ([t∗|Jl|,|Jl|])
≪
η1 and combining this inequality with (67) and (64) we conclude that the L
Q¯
t L
R¯
x
norm of v1 on [t∗|Jl|, |Jl|] is bounded from below:
(68) ‖v1‖
Q¯
L
Q¯
t L
R¯
x ([t∗|Jl|,|Jl|])
& η1
By (66) and (67) we also have an upper bound of the LQ¯t L
R¯
x norm of v1 on [t∗|Jl|, |Jl|]
(69) ‖v1‖
Q¯
L
Q¯
t L
R¯
x ([t∗|Jl|,|Jl|])∩L
∞
t D
−1L2x([t∗|Jl|,|Jl|])
. 1
Now we use a lemma that is proved in Subsection 6.1. This lemma provides some
information regarding the regularity of v1.
Lemma 11. We have
(70) ‖v1,h − v1‖L∞t LR¯x ([t∗|Jl|,|Jl|]) . |h|
α|Jl|
βgδ(M)·
Denote by vav1,h(x) :=
∫
χ(y)v1(x + |h|y) dy with χ a bump function with total
mass equal to one and such that supp(χ) ⊂ B(0, 1). Then
(71)
‖vav1,h − v1‖LQ¯t LR¯x ([t∗|Jl|,|Jl|])
. |Jl|
1
Q¯ ‖vav1,h − v1‖L∞t LR¯x ([t∗|Jl|,|Jl|])
. |h|α|Jl|
β+ 1
Q¯ gδ(M)·
Therefore if h satisfies |h| := c3η
1
Q¯α
1 |Jl|
−
(
β+ 1
Q¯
)
1
α
g−
δ
α (M) with 0 < c3 ≪ 1 then
(72) ‖vav1,h‖
Q¯
L
Q¯
t L
R¯
x ([t∗|Jl|,|Jl|])
& η1·
Now notice that by the Duhamel formula v1(t) = ul,(t∗−η3)|Jl|(t) − ul,t1(t) and
therefore ‖v1‖
L∞t L
1∗
2
x ([t∗|Jl|,|Jl|])
. 1. From that we get ‖vav1,h‖
L
Q¯1∗
2
R¯
t L
1∗2
x ([t∗|Jl|,|Jl|])
.
|Jl|
R¯
Q¯1∗2 and, by interpolation,
(73) ‖v
av
1,h‖LQ¯t LR¯x ([t∗|Jl|,|Jl|])
. ‖vav1,h‖
1−
1∗2
R¯
L∞t L
∞
x ([t
∗|Jl|,|Jl|])
‖vav1,h‖
1∗2
R¯
L
Q¯1∗2
R¯
t L
1∗
2
x ([t∗|Jl|,|Jl|])
·
Hence, in view of (72)
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(74) ‖vav1,h‖L∞t L∞x ([t∗|Jl|,|Jl|]) &
(
η
1
Q¯
1
|Jl|
1
Q¯
) 1
1−
1∗
2
R¯
WritingMass(v1(t), B(x, r)) = r
n
2
(∫
|y|≤1
|v1(t, x+ ry)|
2 dy
) 1
2
we deduce from Cauchy
Schwartz and (74) that there exists tˇl ∈ [t∗|Jl|, |Jl|] and xl ∈ R
n such that
(75) Mass
(
v1(tˇl), B(xl, |h|)
)
&
(
η
1
Q¯
1
|Jl|
1
Q¯
) 1
1−
1∗2
R¯ |h|
n
2 ·
Therefore, by (27) we see that if R = C3|Jl|
(
η
1
Q¯
1
|Jl|
1
Q¯
)− 1
1−
1∗2
R¯ |h|−
n
2 with C3 ≫ 1
then
(76) Mass (v1((t∗ − η3)|Jl|), B(xl, R)) &
(
η
1
Q¯
1
|Jl|
1
Q¯
) 1
1−
1∗2
R¯ |h|
n
2 ·
Notice that u ((t∗ − η3)|Jl|) = ul,t1 ((t∗ − η3)|Jl|) − iv1 ((t∗ − η3)|Jl|). By Ho¨lder
inequality, (57), and (63)
(77)
Mass (ul,t1((t∗ − η3)|Jl|), B(xl, R)) . R
n
(
1
2
− 1
R¯
) (
η2
|Jl|
) 1
Q¯ ·
≪
(
η
1
Q¯
1
|Jl|
1
Q¯
) 1
1−
1∗2
R¯ |h|
n
2 ·
ThereforeMass (u((t∗ − η3)|Jl|), B(xl, R)) ≈Mass (v1((t∗ − η3)|Jl|), B(xl, R)). Ap-
plying again (27) we get
(78) Mass (u(t), B(xl, R)) &
(
η
1
Q¯
1
|Jl|
1
Q¯
) 1
1−
1∗
2
R¯ |h|
n
2
for t ∈ Jl. Putting everything together we get (60).

Next we use the radial symmetry to prove that, in fact, there is a mass concen-
tration around the origin.
Step 5
Result 4. There exists a positive constant c4 ≪ 1 and a constant C4 ≫ 1 such
that on each unexceptional interval Jl we have
(79) Mass
(
u(t), B(0, C4g
γa4 (M)|Jl|
1
2 )
)
≥ c4g
−γb4 (M)|Jl|
1
2 ,
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with
(
γa4 , γ
b
4
)
:= (γ3(2× 1
∗
2 + 1), γ3).
Proof. Let A := C4g
γ3(2×1
∗
2+1)(M) for C4 ≫ C3 large enough so that all the state-
ments below are true. There are (a priori) two options:
• |xl| ≥
A
2 |Jl|
1
2 . Then there are at least A100C3gγ3 (M) rotations of the ball
B(xl, C3g
γ3(M)|Jl|
1
2 ) that are disjoint. Now, since the solution is radial, the
mass on each of these ballsBj is equal to that of the ballB(xl, C3g
γ3(M)|Jl|
1
2 ).
But then by Ho¨lder inequality we have
(80) ‖u(t)‖
1∗2
L2(Bj)
≤ ‖u(t)‖
1∗2
L1
∗
2 (Bj)
(
C3g
γ3(M)|Jl|
1
2
)1∗2
and summing over j we see from the estimate ‖u(t)‖
1∗2
L1
∗
2
. 1 that
(81)
A
100C3gγ3 (M)
(
c3g
−γ3(M)|Jl|
1
2
)12∗
.
(
C3g
γ3(M)|Jl|
1
2
)1∗2
must be true. But with the value of A chosen above we see that this
inequality cannot be satisfied. Therefore this scenario is impossible.
• |xl| ≤
A
2 |Jl|
1
2 . Then by (60) and the triangle inequality, we see that (79)
holds.

Step 6
Combining the inequality (79) with the Morawetz-type inequality in Lemma 10
we can prove that at least one of the intervals Jl is large. More precisely
Result 5. There exists a positive constant c5 ≪ 1 and l˜ ∈ [1, .., L] such that
(82) |Jl˜| ≥ c5g
−γ5(M)|J |,
with γ5 := 2
(
γa4
3n−2
n−2 + γ
b
41
∗
2
)
.
Proof. There are two options:
• Jl is unexceptional. Let R := C4g
γa4 (M)|Jl|
1
2 . By Ho¨lder inequality (w.r.t
space) and by integration in time we have
(83)
∫
Jl
∫
B(0,R)
|u(t,x)|1
∗
2
|x| dxdt ≥ |Jl| inft∈Jl Mass
1∗2 (u(t), B(0, R))R
2−3n
n−2 ·
After summation over l we see, by (79) and (49) that
(84)
L∑
l=1
|Jl|
(
g−γ
b
4(M)|Jl|
1
2
)1∗2 (
C4g
γa4 (M)|Jl|
1
2
) 2−3n
n−2
. |J |
1
2 ,
and after rearranging, we see that
22 TRISTAN ROY
(85)
L∑
l=1
|Jl|
1
2 g−(γ
b
41
∗
2+γ
a
4
3n−2
n−2 )(M) . |J |
1
2 ·
• Jl is exceptional. In this case by (59) and
(86)
L∑
l=1
|Jl|
1
2 . η−12 sup1≤l≤L |Jl|
1
2
. η−12 |J |
1
2 ·
Therefore, writing
L∑
l=1
|Jl|
1
2 ≥ |J|
sup1≤l≤L |Jl|
1
2
, we conclude that there exists a
positive constant c5 ≪ 1 and l˜ ∈ [1, .., L] such that (82) holds.

Step 7
We use a crucial algorithm due to Bourgain [2] to prove that there are many of
those intervals that concentrate.
Result 6. Let η := c5g
−γ5(M). There exist a time t¯, K > 0 and intervals Jl1 , ....,
JlK such that
(87) |Jl1 | ≥ 2|Jl2 |... ≥ 2
k−1|Jlk |... ≥ 2
K−1|JlK |,
(88) dist(t¯, Jlk) ≤ η
−1|Jlk |,
and
(89) K ≥ −
log (L)
2 log ( η8 )
·
A proof of this result in such a state can be found in [13] (see also [14] from
which the proof is inspired).
Step 8
We prove that L <∞, by using Step 7. More precisely
Result 7. There exists a constant C7 ≫ 1 such that
(90) L ≤ C
C7g
γ7+(M)
7 ,
with γ7 := (2γ3 + γ5)1
∗
2.
Proof. Let Rlk := Cg
γ3+γ5(M)|Jlk |
1
2 with C ≫ 1 a constant large enough such that
all the statements below are true. By Result 3 we have
(91) Mass (u(t), B(xlk , Rlk)) ≥ c3g
−γ3(M)|Jlk |
1
2
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for all t ∈ Jlk . By (27) and (88) we see that (91) holds for t = t¯ with c3 replaced
with c32 . On the other hand we see by (26) that
11
(92)
K∑
k
′=k+N
∫
B(xl
k
′ ,Rl′
k
)
|u(t¯, x)|2 dx .
(
1
2N
+ 1
2N+1
....+ 1
2K−k
)
R2lk
. 12N−1R
2
lk
Now we let N = C
′
log (g(M)) with C
′
≫ 1 large enough so that
R2lk
2N−1 ≪
c23g
−2γ3(M)|Jlk |. By (91) we have
(93)
K∑
k
′=k+N
∫
B(x
l
k
′
,Rl′
k
) |u(t¯, x)|
2 dx ≤ 12
∫
B(xlk ,Rlk )
|u(t¯, x)|2 dx
Therefore
(94)
∫
B(xlk
,Rlk
)/
⋃K
k
′
=k+N
B(xl
k
′
,Rl
k′
)
|u(t¯, x)|2 dx ≥ 12
∫
B(xlk ,Rlk )
|u(t¯, x)|2 dx
≥
c23g
−2γ3 (M)
4 |Jlk |
and by Ho¨lder inequality, there exists a positive constant≪ 1 (that we still denote
by c3) such that
(95)
∫
B(xlk
,Rlk
)/
⋃K
k
′
=k+N
B(xl
k
′
,Rlk′
)
|u(t¯, x)|1
∗
2 dx ≥ c3g
−(2γ3+γ5)1
∗
2 (M)
and after summation over k, we have
(96) K
N
c3g
−(2γ3+γ5)1
∗
2 (M) . 1,
since
K∑
k=1
χ
B(xlk
,Rlk
)/∪K
k
′
=k+N
B(x
l
k
′
,Rl
k′
)
≤ N and ‖u(t)‖
1∗2
L1
∗
2
. 1. Rearranging we see
from (89) that there exists a constant C7 ≫ 1 such that
(97) L ≤ C
C7g
γ7 (M)
7 ·
We see that (90) holds.
Step 9
This is the final step. Recall that there are L intervals Jl and that on each of
these intervals we have ‖u‖Q¯
L
Q¯
t L
R¯
x (J)
= η1. Therefore, there is a constant C1 ≫ 1
such that (28) holds.

11Notation:
K∑
k
′
=k+N
a
k
′ = 0, if k +N > K.
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6.1. Proof of Lemma 11. In this subsection we prove Lemma 11.
We write down some estimates.
We have
(98)
‖v1,h − v1‖
L∞t L
1∗2
x ([t∗|Jl|,|Jl|])
= ‖ul,(t∗−η3)|Jl|,h − ul,t1,h − (ul,(t∗−η3)|Jl| − ul,t1)‖L∞t L
1∗2
x ([t∗|Jl|,|Jl|])
. 1,
By the fundamental theorem of calculus (and the inequality ‖Du‖L∞t L2x([t∗|Jl|,|Jl|]) .
1 ) we have
(99) ‖uh − u‖L∞t L2x([t∗|Jl|,|Jl|]) . |h|
Moreover, by (12) we have
(100) ‖uh − u‖
L∞t L
1∗2
x ([t∗|Jl|,|Jl|])
. 1·
Let θ ∈
(
0, 4
n−2
)
.
There are two cases:
• n ∈ {3, 4}
Interpolating between (99) and (100) we get
‖uh(s)− u(s)‖
L
n
n−2
. |h|
n−2
2 ·
The fundamental theorem of calculus, elementary estimates of g and its
derivatives, (22), (24), Proposition 4 combined with (13), and Proposition
8 12 yield
‖|u(s)|
4
n−2u(s)g(|u(s)|)− |uh(s)|
4
n−2uh(s)g(|uh(s)|)‖L1
. ‖uh(s)− u(s)‖
L
n
n−2
‖u
4
n−2 (s)g(|u(s)|)‖
L
n
2
. ‖uh(s)− u(s)‖
L
n
n−2
∥∥∥∥u(s)θg θ1∗2 (|u(s)|)
∥∥∥∥
L
1∗2
θ
∥∥∥∥u(s) 4n−2−θg1− θ1∗2 (|u(s)|)
∥∥∥∥
L
1∗2
4
n−2
−θ
. |h|
n−2
2
∥∥∥∥∥∥u(s)g
1− θ
1∗
2
4
n−2
−θ (|u(s)|)
∥∥∥∥∥∥
4
n−2−θ
L
1∗
2
. g
n−2
n +(M)|h|
n−2
2 ,
by letting θ = 4
n−2− at the last line. Hence by the dispersive inequality
(11) we get
‖v1,h − v1‖L∞t L∞x ([t∗|Jl|,|Jl|]) . η
2−n
2
3 |Jl|
2−n
2 g
n−2
n +(M)|h|
n−2
2 ·
Interpolating this inequality with (98) we get (70).
12Observe from (43) that Proposition 8 is applicable
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• n = 5
From (99) we get
‖|u(s)|
4
3u(s)g(|u(s)|)− |uh(s)|
4
3uh(s)g(|uh(s)|)‖
L
10
9
. ‖uh(s)− u(s)‖L2‖u
4
3 (s)g(|u(s)|)‖
L
5
2
. ‖uh(s)− u(s)‖L2
∥∥∥∥u(s)θg θ1∗2 (|u(s)|)
∥∥∥∥
L
1∗
2
θ
∥∥∥∥u(s) 43−θg1− θ1∗2 (|u(s)|)
∥∥∥∥
L
1∗
2
4
3
−θ
.
∥∥∥∥∥∥ug
1− θ
1∗2
4
3
−θ (|u|)
∥∥∥∥∥∥
4
3−θ
L
1∗2
. g
3
5+(M)|h|,
by letting θ = 4
n−2− at the last line. Hence we get
‖v1,h − v1‖L∞t L10x ([t∗|Jl|,|Jl|]) . η
−1
3 |Jl|
−1g
3
5+(M)|h|·
Interpolating this inequality with (98) we get (70).
7. APPENDIX
In this appendix we prove Proposition 1 by using a fixed point argument.
First we prove an estimate in homogeneous Besov spaces (see e.g [1]) that will
be used when we deal with the case n = 5. Then we collect some estimates. Finally
we write down the proof of Proposition 1.
If 1 < k < 2 let α ∈ (0, 1) be such that k = 1 + α. Let θ ∈ [0, 1] and C be
two positive constants that are allowed to change from one line to the other one
and such that all the estimates below are true. In addition C is also allowed to
change within the same line.
7.1. An estimate in homogeneous Besov spaces. We prove the following
lemma:
Lemma 12. Assume that 0 < α < 1. Let r and β be such that α < β < 1 and
rβ ≥ 1. Let H : R2 → R2 be a Ho¨lder continuous function with exponent β which
is C1 (except at the origin) and which satisfies |H(f, f¯)| ≈ |f |β and |H
′
(f, f¯)| ≈
|f |β−1. Let 1− β ≫ ǫ > 0. Then
(101)
∥∥H(f, f¯)g(|f |)∥∥
B˙αr,r
. ‖f‖β
B˙
α
β
βr,βr
+ ‖f‖β+ǫ
B˙
α
β+ǫ
(β+ǫ)r,(β+ǫ)r
Proof. Let 1 > µ > 0 . Recall that if 0 < s < 1 and p ≥ 1 then
‖f‖p
B˙sp,p
≈
∫
Rn
‖f(x+h)−f(x)‖p
Lp
|h|n+sp dh·
Elementary considerations (such as the estimate g(|f |) . 1 + |f |ǫ) show that
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• if |f |(x)≫ |f |(x+ h) then
∣∣H(f, f¯)g(|f |)(x + h)−H(f, f¯)g(|f |)(x)∣∣ . ∣∣H(f, f¯)g(|f |)(x)∣∣ . |f |β(x) + |f |β+ǫ(x)
|f(x+ h)− f(x)|
µ
& ||f |µ(x+ h)− |f |µ(x)| & |f |µ(x)
• if |f |(x + h) ≫ |f |(x) then the same estimates as above hold, except that
x (resp. x+ h ) is replaced with x+ h (resp. x)
• if |f |(x) ≈ |f |(x+ h) then there are two cases. If |f |(x)≫ 1 then
∣∣H(f, f¯)g(|f |)(x + h)−H(f, f¯)g(|f |)(x)∣∣ . (|f |β−1(x) + |f |β−1+ǫ(x)) |f(x+ h)− f(x)|
|f(x+ h)− f(x)|
µ
& ||f |µ(x+ h)− |f |µ(x)| & |f |µ−1(x) |f(x+ h)− f(x)| ·
If |f |(x) . 1 then
∣∣H(f, f¯)g(|f |)(x + h)−H(f, f¯)g(|f |)(x)∣∣ . |f(x+ h)− f(x)|β ·
Hence dividing the region of integration of
∥∥H(f, f¯)g(|f |)∥∥r
B˙αr,r
into the regions
above, we see from the above estimates that (101) holds.

7.2. Some estimates. We write down some basic estimates. They will be used in
Subsection 7.3.
Let (q¯, r¯) be a bipoint. We have
1 ≤ m ≤ k : ‖Dmu‖Lq¯tLr¯x([0,Tl]) . ‖D
ku‖θ
L
q¯
tL
r¯
x([0,Tl])
‖Du‖1−θ
L
q¯
tL
r¯
x([0,Tl])
·
Let (q¯, r¯) be a bipoint such that q¯ ≥ 2(n+2)
n
and 1
q¯
+ n2r¯ =
n
4 . Then
‖Dk¯u‖Lq¯tLr¯x([0,Tl]) . ‖D
ku‖θ
L
2(n+2)
n
t L
2(n+2)
n
x ([0,Tl])
‖Du‖1−θ
L∞t L
2
x([0,Tl])
·
We have
‖Dαu‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
. ‖D1+αu‖
L
2n(n+2)
n−2
t L
2(n+2)
n2+4
x ([0,Tl])
, and
m ∈ {1, 1 + α} : ‖Dmu‖
L
2(n+2)
n−2
t L
2n(n+2)
n2+4
x ([0,Tl])
. ‖Dmu‖θ
L
2(n+2)
n
t L
2(n+2)
n
x ([0,Tl])
‖Dmu‖1−θ
L∞t L
2
x([0,Tl])
·
Let ǫ′ := 8(k¯−1)
(n−2)(n−2k¯)
and 0 < ǫ
′′
< ǫ
′
. Let r be such that 1n+2
2 (
4
n−2+ǫ
′)
= 1
r
− k¯
n
. We
have
‖u‖
L
n+2
2 ( 4n−2+ǫ′′)
t L
n+2
2 ( 4n−2+ǫ′′)
r ([0,Tl])
. ‖u‖θ
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
‖u‖1−θ
L
n+2
2 ( 4n−2+ǫ′)
t L
n+2
2 ( 4n−2+ǫ′)
x ([0,Tl])
, and
‖u‖
L
n+2
2 ( 4n−2+ǫ′)
t L
n+2
2 ( 4n−2+ǫ′)
x ([0,Tl])
. ‖Dk¯u‖
L
n+2
2 ( 4n−2+ǫ′)
t L
r
x([0,Tl])
·
Let ǫ¯
′
:= 2(k¯−1)(6−n)
(n−2)(n−2k¯)
and 0 < ǫ¯
′′
< ǫ¯
′
. Let r be such that 12(n+2)
6−n (
6−n
n−2+ǫ¯
′)
= 1
r
− k¯
n
.
We have
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‖u‖
L
2(n+2)
6−n (
6−n
n−2
+ǫ¯
′′)
t L
2(n+2)
6−n (
6−n
n−2
+ǫ¯
′′ )
x ([0,Tl])
. ‖u‖θ
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
‖u‖1−θ
L
2(n+2)
6−n (
6−n
n−2
+ǫ¯
′)
t L
2(n+2)
6−n (
6−n
n−2
+ǫ¯
′)
x ([0,Tl])
, and
‖u‖
L
2(n+2)
6−n (
6−n
n−2
+ǫ¯
′)
t L
2(n+2)
6−n (
6−n
n−2
+ǫ¯
′)
x ([0,Tl])
. ‖Dk¯u‖
L
2(n+2)
6−n (
6−n
n−2
+ǫ¯
′)
t L
r
x([0,Tl])
·
We assume that n = 3 until the end of this subsection. Let ǫ˜
′
:= 4(k¯−1)
3−2k¯
and
0 < ǫ˜
′′
< ǫ˜
′
. Let r be such that 1
n+2
4−n(
2(4−n)
n−2
+ǫ˜
′)
= 1
r
− k¯
n
. We have
‖u‖
L
n+2
4−n (
2(4−n)
n−2
+ǫ˜
′′)
t L
n+2
4−n (
2(4−n)
n−2
+ǫ˜
′′)
x ([0,Tl])
. ‖u‖θ
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
‖u‖1−θ
L
n+2
4−n (
2(4−n)
n−2
+ǫ˜
′)
t L
n+2
4−n(
2(4−n)
n−2
+ǫ˜
′)
x ([0,Tl])
, and
‖u‖
L
n+2
4−n (
2(4−n)
n−2
+ǫ˜
′)
t L
n+2
4−n (
2(4−n)
n−2
+ǫ˜
′)
x ([0,Tl])
. ‖Dk¯u‖
L
n+2
4−n (
2(4−n)
n−2
+ǫ˜
′)
t L
r
x([0,Tl])
·
7.3. The proof. We define
(102)
X := C([0, Tl], H˜
k) ∩ L
2(n+2)
n
t D
−1L
2(n+2)
n
x ([0, Tl]) ∩ L
2(n+2)
n
t D
−kL
2(n+2)
n
x ([0, Tl]) ∩ L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0, Tl])·
We also define
(103)
X1 := B
(
C([0, Tl], H˜
k) ∩ L
2(n+2)
n
t D
−1L
2(n+2)
n
x ([0, Tl]) ∩ L
2(n+2)
n
t D
−kL
2(n+2)
n
x ([0, Tl]), 2M
)
and, for 0 < δ ≪ 1 to be chosen later
(104) X2 := B
(
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0, Tl]), 2δ
)
·
X1 ∩ X2 is a closed space of the Banach space X : therefore it is also a Banach
space. Let
(105)
Ψ := X1 ∩X2 → X1 ∩X2
u→ eit△u(0)− i
∫ t
0 e
i(t−t
′
)△
(
|u|
4
n−2 (t
′
)u(t
′
)g(|u|(t′))
)
dt
′
• Ψ maps X1 ∩X2 to X1 ∩X2.
By the Strichartz estimates (18) and Corollary 1 we have
(106)
‖u‖L∞t H˜k([0,Tl])
+ ‖Du‖
L
2(n+2)
n
t L
2(n+2)
n
x ([0,Tl])
+ ‖Dku‖
L
2(n+2)
n
t L
2(n+2)
n
x ([0,Tl])
.M + δ
4
n−2−Mg(M)
Moreover
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(107)
‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
− ‖eit△u0‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
.
∥∥∥D(|u| 4n−2ug(|u|))∥∥∥
L
2(n+2)
n+4
t L
2(n+2)
n+4
x ([0,Tl])
. δ
4
n−2−Mg(M)
so that
(108) ‖u‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
− δ . δ
4
n−2−Mg(M)
Therefore Ψ(X1 ∩ X2) ⊂ X1 ∩ X2, provided that δ = δ(M) > 0 is small
enough.
• Ψ is a contraction.
Given τ ∈ [0, 1], let wτ := u+ τ(v − u). Let h(z, z¯) := |z|
4
n−2 zg(|z|).
By the fundamental theorem of calculus, the product rule (see proof of
Proposition 9), and the Sobolev embedding (12) we get
‖Ψ(u)−Ψ(v)‖X .
∑
β∈{1,k}
∥∥Dβ (h(u, u¯)− h(v, v¯))∥∥
L
2(n+2)
n+4
t L
2(n+2)
n+4
x ([0,Tl])
. supτ∈[0,1]


‖u− v‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
∑
β∈{1,k}
z˜∈{z,z¯}
‖Dβ∂z˜h(wτ , wτ )‖
L
n+2
3
t L
n+2
3
x ([0,Tl])
+
∑
β∈{1,k}
z˜∈{z,z¯}
‖Dβ(u− v)‖
L
2(n+2)
n
t L
2(n+2)
n
x ([0,Tl])
‖∂z˜h(wτ , wτ )‖
L
n+2
2
t L
n+2
2
x ([0,Tl])


From the estimates in Subsection 7.2 and elementary estimates of g we get
‖∂z˜h(wτ , wτ )‖
L
n+2
2
t L
n+2
2
x ([0,Tl])
.M
(
‖wτ‖
4
n−2
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
+ ‖wτ‖
4
n−2+ǫ
′′
L
n+2
2 ( 4n−2+ǫ′′)
t L
n+2
2 ( 4n−2+ǫ′′)
x ([0,Tl])
)
. 〈M〉CδC ·
We have
‖D∂z˜h(wτ , wτ )‖
L
n+2
3
t L
n+2
3
x ([0,Tl])
≈ ‖∇∂z˜h(wτ , wτ )‖
L
n+2
3
t L
n+2
3
x ([0,Tl])
. ‖∇wτ‖
L
2(n+2)
n
t L
2(n+2)
n
x ([0,Tl])
× Exp·
HereExp := ‖wτ‖
6−n
n−2
L
2(n+2)
6−n
t L
2(n+2)
6−n
x ([0,Tl])
+‖wτ‖
6−n
n−2+ǫ¯
′′
L
2(n+2)
6−n (
6−n
n−2
+ǫ¯
′′)
t L
2(n+2)
6−n (
6−n
n−2
+ǫ¯
′′)
x ([0,Tl])
.
We have
∥∥D1+α∂z˜h(wτ , w¯τ )∥∥
L
n+2
3
t L
n+2
3
x ([0,Tl])
.
∑
w˜τ∈{wτ ,wτ}
X1,w˜τ +X2,w˜τ ,
with X1,w˜τ =
∥∥∥Dα∇(|wτ | 4n−2 w˜τ
wτ
g(|wτ |)
)∥∥∥
L
n+2
3
t L
n+2
3
x ([0,Tl])
and
X2,w˜τ =
∥∥∥Dα∇(|wτ | 4n−2 w˜τ
wτ
|wτ |g
′
(|wτ |)
)∥∥∥
L
n+2
3
t L
n+2
3
x ([0,Tl])
.
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We estimateX1,w˜τ . Expanding the gradient we see that we have to estimate
terms of the form
Y := ‖Dα (∇wτG(wτ , w¯τ )g(|wτ |))‖
L
n+2
3
t L
n+2
3
x ([0,Tl])
,
Z := ‖Dα (∇wτG(wτ , w¯τ )g
′(|wτ |)|wτ |)‖
L
n+2
3
t L
n+2
3
x ([0,Tl])
,
Z¯ :=
∥∥∥Dα (∇wτG(wτ , w¯τ )g′′(|wτ |)|wτ |2)∥∥∥
L
n+2
3
t L
n+2
3
x ([0,Tl])
, and
terms that are similar to Y and Z (hence they are estimated similarly to
Y and Z). Here G denotes a function of which the regularity properties
depend on the dimension.
Assume that n = 3.
Hence G is a C1 function such that G˜(x) := G(x)g(|x|) satisfies
∣∣∣G˜′(x)∣∣∣ ≈
|x|
4
n−2−2 and
∣∣∣G˜′ (τx + (1− τ)y)∣∣∣ . ∣∣∣G˜′(x)∣∣∣ + ∣∣∣G˜′(y)∣∣∣ for all τ ∈ [0, 1] 13.
We only estimate Y : Z and Z¯ are estimated similarly. From the fractional
Leibnitz rule (see proof of Proposition 9) we see that
Y . ‖Dαwτ‖
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
‖∇wτ‖
L
2(n+2)
n
t L
2(n+2)
n
x ([0,Tl])

‖wτ‖
2(4−n)
n−2
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
+‖wτ‖
2(4−n)
n−2 +ǫ˜
′′
L
n+2
4−n (
2(4−n)
n−2
+ǫ˜
′′)
t L
n+2
4−n (
2(4−n)
n−2
+ǫ˜
′′)
x ([0,Tl])


+‖D1+αwτ‖
L
2(n+2)
n
t L
2(n+2)
n
x ([0,Tl])
× Exp
. 〈M〉C ·
Assume that n = 4.
Observe that for this value of n, 2(n+2)
n−2 =
2(n+2)
6−n . Let 0 < ǫ
′′′
≪ α. Let
r1, r1, r2, r3 and r3 be such that
1
r1
= n2(n+2) −
ǫ
′′′
n
, 1
r1
= n2(n+2) −
2ǫ
′′′
n
,
1
r2
= 6−n2(n+2) +
ǫ
′′′
n
, and 1
r3
= 6−n2(n+2) +
1−α
n
+ ǫ
′′′
n
= 1
r3
+ ǫ
′′′
n
.
First assume that k < 2. Expanding the gradient we see that we have to
estimate terms of the form
Y1 := ‖D
α (∇wτwτg(|wτ |))‖
L
n+2
3
t L
n+2
3
x ([0,Tl])
,
Y2 :=
∥∥∥Dα (∇wτg′(|wτ |)|wτ |)∥∥∥
L
n+2
3
t L
n+2
3
x ([0,Tl])
,
Y3 :=
∥∥∥Dα (∇wτg′′(|wτ |)|wτ |2)∥∥∥
L
n+2
3
t L
n+2
3
x ([0,Tl])
, and
similar terms to Y1, Y2, Y3 (hence they are estimated similarly to Y1, Y2,
and Y3 ). We only estimate Y1: Y2 and Y3 are estimated similarly. We have
13See Footnote 7
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Y1 . ‖∇wτ‖
L
2(n+2)
n
t L
r1
x ([0,Tl])
‖Dα (wτg(|wτ |))‖
L
2(n+2)
6−n
t L
r2
x ([0,Tl])
+‖D1+αwτ‖
L
2(n+2)
n
t L
2(n+2)
n
x ([0,Tl])
‖wτg(|wτ |)‖
L
2(n+2)
6−n
t L
2(n+2)
6−n
x ([0,Tl])
·
We have ‖wτg(|wτ |)‖
L
2(n+2)
6−n
t L
2(n+2)
6−n
x ([0,Tl])
. Exp. We have
‖∇wτ‖
L
2(n+2)
n
t L
r1
x ([0,Tl])
. ‖D1+ǫ
′′′
wτ‖
L
2(n+2)
n
t L
2(n+2)
n
x ([0,Tl])
,
‖∇wτ‖
L
2(n+2)
n
t L
r¯1
x ([0,Tl])
.
∥∥∥D1+2ǫ′′′wτ∥∥∥
L
2(n+2)
n
t L
2(n+2)
n
x ([0,Tl])
, and
‖wτ‖
L∞t L
1∗2
x ([0,Tl])
. ‖∇wτ‖L∞t L2x([0,Tl])·
We also have
‖Dα (wτg(|wτ |))‖
L
2(n+2)
6−n
t L
r2
x ([0,Tl])
. ‖∇ (wτg(|wτ |))‖
L
2(n+2)
6−n
t L
r3
x ([0,Tl])
,
‖∇ (wτg(|wτ |))‖
L
2(n+2)
6−n
t L
r3
x ([0,Tl])
. ‖∇wτ‖
L
2(n+2)
6−n
t L
r3
x ([0,Tl])
+ ‖∇wτ‖
L
2(n+2)
6−n
t L
r3
x ([0,Tl])
‖wτ‖
ǫ
′′′
1∗2
n
L∞t L
1∗
2
x ([0,Tl])
,
and
‖∇wτ‖
L
2(n+2)
6−n
t L
r3
x ([0,Tl])
. ‖∇wτ‖
θ
L
2(n+2)
6−n
t L
r3
x ([0,Tl])
‖∇wτ‖
1−θ
L
2(n+2)
6−n
t L
2n(n+2)
n2+4
x ([0,Tl])
,
. ‖D1+αwτ‖
θ
L
2(n+2)
6−n
t L
2n(n+2)
n2+4
x ([0,Tl])
‖∇wτ‖
1−θ
L
2(n+2)
6−n
t L
2n(n+2)
n2+4
x ([0,Tl])
·
Hence Y1 . 〈M〉
C .
Then assume that k = 2. This case boils down to the previous one by
replacing α with 1 in all the estimates.
Assume now that n = 5.
Hence G is an Ho¨lder continuous function with exponent 13 that is C
1 (ex-
cept at the origin) that satisfies |G(f, f¯)| ≈ |f |
1
3 and |G
′
(f, f¯)| ≈ |f |−
1
3 .
We only estimate Y : Z is estimated similarly. Let r and r˜ be such that
1
r
= 130 +
α
5 and
1
r˜
= 83210 −
α
5 . We have Y . Y1 + Y2 with
Y1 := Y¯1‖∇wτ‖
L
42
11
t L
r˜
x([0,Tl])
, and
Y2 := ‖G(wτ , w¯τ )g(|wτ |)‖
L
2(n+2)
6−n
t L
2(n+2)
6−n
x ([0,Tl])
‖D1+αwτ‖
L
2(n+2)
n
t L
2(n+2)
n
x ([0,Tl])
,
where Y¯1 := ‖D
α (G(wτ , w¯τ )g(|wτ |))‖L6tLrx([0,Tl])
. We have
Y2 .
(
‖wτ‖
6−n
n−2
L
2(n+2)
n−2
t L
2(n+2)
n−2
x ([0,Tl])
+ ‖wτ‖
6−n
n−2+ǫ¯
′′
L
2(n+2)
n−2 (
6−n
n−2
+ǫ¯
′′)
t L
2(n+2)
n−2 (
6−n
n−2
+ǫ¯
′′)
x ([0,Tl])
)
‖D1+αwτ‖
L
2(n+2)
n
t L
2(n+2)
2
x ([0,Tl])
. 〈M〉C ·
We then estimate Y1. We have
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‖∇wτ‖
L
42
11
t L
r˜
x([0,Tl])
.
∥∥D1+αwτ∥∥
L
42
11
t L
210
83
x ([0,Tl])
·
Writing wτ = P<1wτ +P≥1wτ
14 we also have Y¯1 . Y¯1,a+ Y¯1,b with Y¯1,a :=∥∥∥|wτ | 13 g(|wτ |)∥∥∥
L6tL
r
x([0,Tl])
and Y¯1,b := ‖G(wτ )g(|wτ |)‖L6t B˙
(α+)
r,r ([0,Tl])
.
We first estimate Y¯1,a. Let q1 and q2 be such that
1
q1
+ 152r =
3
4 and
1
q2
+
5
2r( 13+ǫ)
= 34 . Given i ∈ {1, 2}, let ri be such that
1
qi
+ 52ri =
5
4 . Let ǫ be
a constant such that 0 < ǫ ≪ α. Let α˜ be a constant that is allowed to
change from one line to the other line and such that 0 < α˜ < α and such
that all the estimates below are true. We have
‖wτ‖
L
q1
t L
r
3
x ([0,Tl])
. ‖Dwτ‖Lq1t L
r1
x ([0,Tl])
,
‖wτ‖
L
q2
t L
r( 13 +ǫ)
x ([0,Tl])
. ‖Dwτ‖Lq2t L
r2
x ([0,Tl])
,∥∥D(3(α+))+P≥1wτ∥∥
L2tL
r
3
x ([0,Tl])
. ‖D1+α˜wτ‖
L2tL
1∗
2
x ([0,Tl])
, and
‖D
(
α+
1
3
+ǫ
)
+
P≥1wτ‖
L2tL
r( 13+ǫ)
x ([0,Tl])
. ‖D1+α˜wτ‖
L2tL
1∗2
x ([0,Tl])
·
Let k ∈ {1, 1 + α}. If (q˜, r˜) satisfies 1
q˜
+ 52r˜ =
5
4 with q˜ ≥ 2 then
w ∈ {u, v} : ‖Dkw‖
L
q˜
tL
r˜
x([0,Tl])
.M +
∥∥∥Dk (|w| 4n−2wg(|w|))∥∥∥
L
2(n+2)
n+4
t L
2(n+2)
n+4
x ([0,Tl])
.M + δ
4
3−Mg(M)·
Since Tl ≪ 1 we have
‖wτ‖
L2tL
r
3
x ([0,Tl])
. ‖wτ‖
L
q1
t L
r
3
x ([0,Tl])
, and
‖wτ‖
L2tL
r( 13+ǫ)
x ([0,Tl])
. ‖wτ‖
L
q2
t L
r( 13+ǫ)
x ([0,Tl])
·
Hence
Y¯1,a . ‖wτ‖
1
3
L2tL
r
3
x ([0,Tl])
+ ‖wτ‖
1
3+ǫ
L
6( 13+ǫ)
t L
r( 13+ǫ)
x ([0,Tl])
. 〈M〉C ·
We then estimate Y¯1,b. From Lemma 12 we see that
Y¯1,b . ‖wτ‖
C
L2t B˙
3(α+)
r
3
, r
3
([0,Tl])
+ ‖wτ‖
C
L2t B˙
α+
1
3
+ǫ
r( 13+ǫ),r( 13+ǫ)
([0,Tl])
. ‖wτ‖
C
L2tL
r
3
x ([0,Tl])
+
∥∥D(3(α+))+P≥1wτ∥∥CL2tL r3x ([0,Tl]) + ‖wτ‖C
L2tL
r( 13+ǫ)
x ([0,Tl])
+‖D
(
α+
1
3
+ǫ
)
+
P≥1wτ‖
C
L2tL
r( 13 +ǫ)
x ([0,Tl])
. 〈M〉C ·
14Here P̂<1f(ξ) := φ(ξ)fˆ(ξ) with φ a smooth, real, radial function that is equal to one on
B(O, 1) and that is supported on B(O, 2).
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