An alternative methodology for the mathematical treatment of GPS positioning  by El-naggar, Aly M.
Alexandria Engineering Journal (2011) 50, 359–366Alexandria University
Alexandria Engineering Journal
www.elsevier.com/locate/aej
www.sciencedirect.comREVIEWAn alternative methodology for the mathematical treatment
of GPS positioningAly M. El-naggar *Transportation Department, Faculty of Engineering, Alexandria University, Alexandria, EgyptReceived 13 February 2011; revised 13 June 2011; accepted 17 July 2011
Available online 6 October 2011*
E-
11
Pr
Pe
U
doKEYWORDS
GPS;
Navigation equations;
Taylor model;
LinearizationTel.: +20 3 426 9483; fax: +
mail address: aly_m_gad@ya
10-0168 ª 2011 Faculty o
oduction and hosting by Els
er review under responsibility
niversity.
i:10.1016/j.aej.2011.07.002
Production and h20 3 426
hoo.com
f Engine
evier B.V
of Facu
osting by EAbstract The basic operation of GPS involves the detection and measurement, with a GPS recei-
ver, of data carried on electromagnetic signals transmitted by the earth-orbiting GPS satellite con-
stellation and the computation of the travel time of these received signals. The time measurements
are converted to distance measurements, which can then be used to compute the unknown position
and time of the receiver from the known positions of the satellite transmitters and signal transit
times. To solve the problem, at least four satellite’s measurements are needed to ﬁnd user position
and receiver time offset. A set of nonlinear navigation equations are formed. These nonlinear equa-
tions can be solved using iterative techniques based on linearization by Taylor model. This method
is approximate since only the ﬁrst term of Taylor model is used.
In this paper a simple alternative method is developed to solve the GPS navigation equations
directly without linearization and iteration. A practical study was done to evaluate the new model.
Performance analysis was conducted using data collected by Trimble 4000SSE dual frequency recei-
ver. The results indicated that the alternative methodology is simple, fast, and accurate as compared
to Taylor method.
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GPS is a complex system which can be used to achieve position
accuracies ranging from 100 m to a few millimeters depending
on the equipment used and procedures followed. In general,
higher accuracies require higher costs and more complex
observation and processing procedures [1].
The basic operation of GPS involves the measurement, with
a GPS receiver, of data carried on electromagnetic signals
transmitted by the earth-orbiting GPS satellite constellation
and the computation of the travel time of these received signals.
The time measurements are converted to distance measure-
ments, which can then be used to trilaterate the unknown posi-
tion and time of the receiver from the known positions of the
satellite transmitters and signal transit times [2].
The GPS provides two kinds of measurements: code and
carrier phase pseudoranges. Pseudorange is the range between
the phase centers of the GPS satellite and receiver antennas,
plus the offset between the transmitter and receiver clocks.
The pseudorange measurements, however, are corrupted by
various error sources. The error sources can be classiﬁed to
three groups: satellite (clock bias, orbital errors), signal prop-
agation (ionospheric and tropospheric refraction), and receiver
(antenna phase center variation, clock bias, and multipath) [3].
The pseudorange is a measure of the distance between the
satellite and the receiver’s antenna. The distance is measured
through measuring the GPS signal transit time from the satel-
lite to the GPS receiver’s antenna. Therefore, such a distance is
referred to the distance between the satellite at the time of the
GPS signal emission and the GPS antenna at the time of GPS
signal reception. The transmitting time is measured through
maximum correlation analysis of the receiver code and the
GPS signal. The receiver code is derived from the clock used
in the GPS receiver. The GPS signal is, of course, generated
according to the clock used in the GPS satellite. The measured
pseudorange is different from the geometric distance between
the satellite and the receiver’s antenna because of errors of
the both clocks and the inﬂuences of the signal transmitting
mediums. It is also notable that the path of the signal transmis-
sion differs slightly from the geometric path. The transmitting
medium not only delays the transmission of the signal, but also
bends the path of the signal [4].
A signal is transmitted from each satellite in the direction of
the Earth. This signal is encoded with the ‘‘Navigation
Message,’’ which can be read by the user’s GPS receivers.
The Navigation Message includes orbit parameters (oftencalled the ‘‘broadcast ephemeris’’), from which the receiver
can compute satellite coordinates (X, Y, Z). These are
Cartesian coordinates in a geocentric system, known as
WGS-84, which has its origin at the Earth centre of mass, Z
axis pointing towards the North Pole, X pointing towards
the Prime Meridian (which crosses Greenwich), and Y at right
angles to X and Z to form a right-handed orthogonal coordi-
nate system [5].
Two different models for the GPS observations can be
applied: one model for the code measurements and the other
model for phase measurements. The code observation is the
difference between the transmission time of the signal from
the satellite and the arrival time of that signal at the receiver
multiplied by the speed of light. The time difference is deter-
mined by comparing the replicated code with the received one.
The time difference is the time shift essential to align these
two codes. The code observation represents the geometric
distance between the GPS satellite and the receiver plus the
bias caused by the satellite and the receiver clock offsets. More-
over, the atmospheric bias and the noise inﬂuence the code
observations.
The phase measurement is the difference between the gen-
erated carrier phase signal in the receiver and the received
signal from the satellite. The phase measurement is in range
units when multiplied by the signal wave length. It includes
the same range and biases as the code observation, and
additionally the range related to the unknown integer
ambiguities.2. Pseudorange measurements
Once, the satellites’ position is known and the distance is
computed by measuring the TOA (Time Of Arrival) obtaining
pseudoranges. But, these pseudoranges are polluted. The GPS
code pseudorange, and carrier phase observables are
formulated as:
q ¼ Rþ c  Dt dsat þ diono þ dtropo þ drel þ dins
kU ¼ Rþ c  Dt dsat þ kN diono þ dtropo þ drel þ dins
ð1Þ
where R represents geometric range, c Æ Dt is the unknown dis-
tance caused by the offset of the receiver clock from system
time, dsat is the advance of the satellite clock with respect to
system time (GPST), diono represents ionospheric delay, dtropo
is the tropospheric delay, drelis the relativistic delay, and dins
is instrumental delay.
An alternative methodology for the mathematical treatment of GPS positioning 361Supposing that we are able to clean up the pseudoranges
from dsat, diono, dtropo, drel, dins, our pseudorange measurements
become:
q ¼ Rþ c  Dt ð2Þ
The equation can be rewrittenq ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxsat  xuserÞ2 þ ðysat  yuserÞ2 þ ðzsat  zuserÞ2
q
þ c  Dt
ð3Þ
where q, xsat, ysat, zsat are known and xuser, yuser, zuser, Dt are
unknown. Therefore, it seems obvious that to solve the prob-
lem, at least four satellite’s measurements are needed to ﬁnd
user position and receiver time offset.q1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxsat 1  xuserÞ2 þ ðysat1  yuserÞ2 þ ðzsat 1  zuserÞ2
q
þ c  Dt
q2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxsat 2  xuserÞ2 þ ðysat2  yuserÞ2 þ ðzsat 2  zuserÞ2
q
þ c  Dt
q3 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxsat 3  xuserÞ2 þ ðysat3  yuserÞ2 þ ðzsat 3  zuserÞ2
q
þ c  Dt
q4 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxsat 4  xuserÞ2 þ ðysat4  yuserÞ2 þ ðzsat 4  zuserÞ2
q
þ c  Dt
ð4Þ
These nonlinear equations can be solved using iterative
techniques based on linearization [6].Figure 2 Estimat
Figure 1 Conversion of the Taylor series.3. Taylor model for linearization the equations
The set of Eq. (4) produce a nonlinear set of equations. In
order to solve the set, the root function is ﬁrst linearized
according to the Taylor model, the ﬁrst part only being used
(Fig. 1).
Generally (with Dx= x  xo):
fðxÞ ¼ fðxoÞ þ f
n
1!
ðxoÞDxþ f
n
2!
ðxoÞ2Dxþ f
n
3!
ðxoÞ3Dxþ   
Simpliﬁed (1st part only):
fðxÞ ¼ fðxoÞ þ f
n
1!
ðxoÞDx ð5Þ
In order to linearize the set of Eq. (4), an arbitrarily esti-
mated value xo must therefore be incorporated in the vicinity
of x. For the GPS system, this means that instead of calculat-
ing XAnw, YAnw and ZAnw directly, an estimated position XGes,
YGes and ZGes is initially used (Fig. 2).
The estimated position includes an error produced by the
unknown variables Dx, Dy and Dz.
XAnw ¼ XGes þ Dx
YAnw ¼ YGes þ Dy
ZAnw ¼ ZGes þ Dz
ð6Þ
The distance RGes from the satellites to the estimated posi-
tion can be calculated as follows:
RGes i ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðXsat i  XGesÞ2 þ ðYsat i  YGesÞ2 þ ðZsat i  ZGesÞ2
q
ð7Þ
Eq. (7) combined with Eqs. (3) and (5) produces:
qi ¼ RGes i þ
@ðRGes iÞ
@X
 DXþ @ðRGes iÞ
@Y
 DYþ @ðRGes iÞ
@Y
 DZþ c  Dt
ð8Þ
After carrying out partial differentiation, this gives the fol-
lowing [7]:ing a position.
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XGes  Xsat i
RGes i
 DXþ YGes  Ysat i
RGes i
 DY
þ ZGes  Zsat i
RGes i
 DZþ c  Dt ð9Þ4. Solving the linearization equations
As mentioned in Section 3, at least four visible satellites are
needed. If our equation system is formed by more than four
satellites, there are more equations than unknowns, producing
a non-square matrix that cannot be inverted. That means there
are many combinations of four equations in order to ﬁnd un-
knowns, so the system has more than one solution. The Least
Mean Square (LMS) solution is a method that provides the
integration of all equations in a unique solution ﬁnding the
solution where the addition of all errors is minimum [6].
The four variables (Dx, Dy, Dz and Dt) can now be solved
according to the rules of Least Mean Square. The model can
be expressed in the matrix form as follows:
q1  RGes 1
q2  RGes 2
q3  RGes 3
  
qn  RGes n
2
6666664
3
7777775
¼
XGesXsat 1
RGes 1
YGesYsat 1
RGes 1
ZGesZsat 1
RGes 1
c
XGesXsat 2
RGes 2
YGesYsat 2
RGes 2
ZGesZsat 2
RGes 2
c
XGesXsat 3
RGes 3
YGesYsat 3
RGes 3
ZGesZsat 3
RGes 3
c
  
XGesXsat n
RGes n
YGesYsat n
RGes n
ZGesZsat n
RGes n
c
2
66666664
3
77777775

DX
DY
DZ
Dt
2
6664
3
7775
ð10Þ
This model can be expressed as
V ¼ A  Xþ L ð11Þ
where V is the vector of residuals.A ¼
XGesXsat 1
RGes 1
YGesYsat 1
RGes 1
ZGesZsat 1
RGes 1
cfracXGes  Xsat 2RGes 2 YGesYsat 2RGes 2
ZGesZsat 2
RGes 2
cfracXGes  Xsat 3RGes 3 YGesYsat 3RGes 3
ZGesZsat 3
RGes 3
c
   fracXGes  Xsat nRGes n YGesYsat nRGes n
ZGesZsat n
RGes n
c
" #X ¼
X
DY
DZ
Dt
2
6664
3
7775
Are unknown, which will be solved using the least square
techniques, and
L ¼ q1  RGes 1rho2  RGes 2rho3  RGes 3   rhon  RGes n
 q21  R2sat 1 þ c2Dt2 ¼ R21 þ 2q1  cDt 2Xsat 1  Xuser  2Ysat 1  Yuser 
q22  R2sat 2 þ c2Dt2 ¼ R22 þ 2q2  cDt 2Xsat 2  Xuser  2Ysat 2  Yuser 
q23  R2sat 3 þ c2Dt2 ¼ R23 þ 2q3  cDt 2Xsat 3  Xuser  2Ysat 3  Yuser 
q24  R2sat 4 þ c2Dt2 ¼ R24 þ 2q4  cDt 2Xsat 4  Xuser  2Ysat 4  Yuser 
  
q2n  R2sat n þ c2Dt2 ¼ R2n þ 2qn  cDt 2Xsat n  Xuser  2Ysat n  Yuser According to Least Square theorem, these equations can be
solved by minimizing the sum of the squares of the residuals
The normal equations become
ðAT  AÞ  X ¼ AT  L
or
N  X ¼ AT  L
ð12Þ
The solution will be in the form:
X ¼ N1  AT  L ð13Þ
The solution of Dx, Dy and Dz is used to recalculate the esti-
mated position XGes, YGes and ZGes in accordance with Eq. (6).
The estimated values XGes new, YGes newand ZGe new can now
be entered into the set of Eq. (10) using the normal iterative
process, until error components Dx, Dy and Dz are smaller
than the desired error (e.g. 0.01 m). Depending on the initial
estimation, three to ﬁve iterative calculations are generally re-
quired to produce an error Component of less than 1 cm [7].
5. A new model for solving the GPS navigation equations
As mentioned in Section 4, it seems obvious that to solve the
problem, at least four satellite’s measurements are needed to
ﬁnd user position and receiver time offset.
q1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxsat 1  xuserÞ2 þ ðysat1  yuserÞ2 þ ðzsat 1  zuserÞ2
q
þ cDt
q2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxsat 2  xuserÞ2 þ ðysat2  yuserÞ2 þ ðzsat 2  zuserÞ2
q
þ cDt
q3 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxsat 3  xuserÞ2 þ ðysat3  yuserÞ2 þ ðzsat 3  zuserÞ2
q
þ cDtq4 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxsat 4  xuserÞ2 þ ðysat4  yuserÞ2 þ ðzsat 4  zuserÞ2
q
þ cDt
  
qn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxsat n  xuserÞ2 þ ðysat n  yuserÞ2 þ ðzsat n  zuserÞ2
q
þ cDt
ð14Þ
These nonlinear equations can be solved by least square
without using iterative techniques as follows.2Zsat 1  Zuser
2Zsat 2  Zuser
2Zsat 3  Zuser
2Zsat4  Zuser
2Zsat n  Zuser
ð15Þ
An alternative methodology for the mathematical treatment of GPS positioning 363The set of Eq. (14) can be rewritten as
where
R2sat ¼ ðX2sat þ Y2sat þ Z2satÞ
R2 ¼ ðX2user þ Y2user þ Z2userÞ
Alternatively, it is suggested in the present work to take dif-
ferences between each two consecutive observation equationsA ¼
2c  ðq1  q2Þ 2ðXsat 1  Xsat 2Þ 2ðYsat 1  Ysat 2Þ 2ðZsat 1  Zsat 2Þ
2c  ðq2  q3Þ 2ðXsat 2  Xsat 3Þ 2ðYsat 2  Ysat 3Þ 2ðZsat 2  Zsat 3Þ
2c  ðq3  q4Þ 2ðXsat 3  Xsat 4Þ 2ðYsat 3  Ysat 4Þ 2ðZsat 3  Zsat 4Þ
2c  ðq4  q5Þ 2ðXsat 4  Xsat 5Þ 2ðYsat 4  Ysat 5Þ 2ðZsat 4  Zsat 5Þ
           
2c  ðqn1  qnÞ 2ðXsat n1  Xsat nÞ 2ðYsat n1  Ysat nÞ 2ðZsat n1  Zsat nÞ
2
666666666664
3
777777777775to get rid of second order terms. In this way we do not
need any linearization process or iteration. Thus we get a
new derived set of (n  1) equations which can be written as
follows:q21  q22  R2sat 1 þ R2sat 2 ¼ 2c  ðq1  q2Þ  Dt 2ðXsat 1  Xsat 2ÞXuser  2ðYsat 1  Ysat 2ÞYuser  2ðZsat 1  Zsat 2ÞZuser
q22  q23  R2sat 2 þ R2sat 3 ¼ 2c  ðq2  q3Þ  Dt 2ðXsat 2  Xsat 3ÞXuser  2ðYsat 2  Ysat 3ÞYuser  2ðZsat 2  Zsat 3ÞZuser
q23  q24  R2sat 3 þ R2sat 4 ¼ 2c  ðq3  q4Þ  Dt 2ðXsat 3  Xsat 4ÞXuser  2ðYsat 3  Ysat 4ÞYuser  2ðZsat 3  Zsat 4ÞZuser
q24  q25  R2sat 4 þ R2sat 5 ¼ 2c  ðq4  q5Þ  Dt 2ðXsat 4  Xsat 5ÞXuser  2ðYsat 4  Ysat 5ÞYuser  2ðZsat 4  Zsat 5ÞZuser
  
q2n1  q2n  R2sat n1 þ R2sat n ¼ 2c:ðqn1  qnÞDt 2ðXsat n1  Xsat nÞXuser  2ðYsat n1  Ysat nÞYuser  2ðZsat n1  Zsat nÞZuser
ð16ÞThe four variables (Xuser, Yuser, Zuserand Dt) can now be
solved according to the rules of Least Squares.L ¼ q
2
1  q22  R2sat 1 þ R2sat 2rho22  q23  R2sat 2 þ R2sat 3rho23  q24  R2sat 3 þ R2sat 4rho24  q25  R2sat 4 þ R2sat 5
   rho2n1  q2n  R2sat n1 þ R2sat n
" #It should be noted that these equations are not independent
because they are functions of the original ones and we need to
know the new variances and covariances. Proper treatment of
these equations should, therefore, involve the use of a derived
weighting system. In the following sections, we will introduce
regular and proper weighting solutions:5.1. Case of equal weights
Observation equations can be expressed in the matrix form as
follows:
V ¼ A  Xþ L ð17Þ
where V is the vector of residuals.X ¼
t
Xuser
Yuser
Zuser
2
6664
3
7775Are unknown, which will be solved using the least square
techniques, andThe normal equations become
ðAT  AÞ  X ¼ AT  L
or
N  X ¼ AT  L
ð18Þ
364 A.M. El-naggarThe least square will solve these equations by minimizing
the sum of the squares of the residuals, and the solution will
be in the form:
X ¼ N1  AT  L ð19Þ5.2. Case of unequal weights
Observation equations can be expressed in the matrix form as
follows:
WV ¼ WA  XþWL ð20Þ
where V is the vector of residuals.A ¼
2c  ðq1  q2Þ 2ðXsat 1  Xsat 2Þ 2ðYsat 1  Ysat 2Þ 2ðZsat 1  Zsat 2Þ
2c  ðq2  q3Þ 2ðXsat 2  Xsat 3Þ 2ðYsat 2  Ysat 3Þ 2ðZsat 2  Zsat 3Þ
2c  ðq3  q4Þ 2ðXsat 3  Xsat 4Þ 2ðYsat 3  Ysat 4Þ 2ðZsat3  Zsat 4Þ
2c  ðq4  q5Þ 2ðXsat 4  Xsat 5Þ 2ðYsat 4  Ysat 5Þ 2ðZsat 4  Zsat 5Þ
           
2c:ðqn1  qnÞ 2ðXsat n1  Xsat nÞ 2ðYsat n1  Ysat nÞ 2ðZsat n1  Zsat nÞ
2
666666664
3
777777775X ¼
Dt
Xuser
Yuser
Zuser
2
6664
3
7775
Are unknown, which will be solved using the least square
techniques, andL ¼ q
2
1  q22  R2sat 1 þ R2sat 2rho22  q23  R2sat 2 þ R2sat 3rho23  q24  R2sat 3 þ R2sat 4rho24  q25  R2sat 4 þ R2sat 5
   rho2n1  q2n  R2sat n1 þ R2sat n
" #The covariance matrix in this model can be written asX
FF
¼ A
X
AT ð21Þ
where
P
FF is the covariance matrix of the model and
P
is the
covariance matrix of the observations.
X
¼
r2Dt rDt x rDt y rDt z
rxD t r2x rx y rx z
ryDt ry x r2y ry z
rzDt rz x rz y r2z
2
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Assuming equal weights of the observations therefore the
covariance matrix of the observations
P
equal
X
¼
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
2
6664
3
7775 ð23Þ
The weight matrix W isW ¼ r20
X1
FF
ð24Þ
where r20 is the reference variance.
r20 ¼
LT PFF  L
r
ð25Þ
r= number of equations  number of unknowns.
The normal equations become
ðAT W  AÞ  X ¼ ATW  L
or
N  X ¼ ATW  L
ð26ÞThe least square will solve these equations by minimizing
the sum of the squares of the residuals, and the solution will
be in the form:
X ¼ N1  ATW  L ð27Þ6. Practical study and analysis
The numerical experiments are performed in order to compare
the computational efﬁciency by the proposed simpliﬁed equiv-
alent algorithm or by the traditional method.
A practical study was done to evaluate the new model. Per-
formance analysis was conducted using data collected by Trim-
ble 4000SSE dual frequency receiver. The coordinates of
observed satellite and Pseudorange are listed below in Table 1.
The analysis was performed twice in case of equal weights
the ﬁrst one using the Taylor model for linearization the nav-
igation equations and the second was performed to evaluate
the new model for solving the navigation equations.
The method of least squares is used to solve a set of
linear equations having more equations than unknown
variables. Since there are more equations than variables, the
solution will not be exactly correct for each equation; rather,
the process minimizes the sum of the squares of the residual er-
rors. The Microsoft excel was used to perform the Least
Square process.
Table 1 Coordinates of observed satellite and pseudorange.
Sat # X Y Z q
SAT 1 17934700.08 1201699.27 25412566.4 26063773.1
SAT 2 13642634.73 6241228.57 27327782.1 25880448.3
SAT 4 9078161.96 16940062.6 23258573.1 24898018.26
SAT 11 13950041.94 22815808.7 4876545.56 22162681.56
SAT 13 22247083.32 12695442.4 13764915.2 22716021.52
SAT 16 21944910.3 155,02,347 2490006.32 21452169.25
An alternative methodology for the mathematical treatment of GPS positioning 365The coefﬁcient matrix A for two methods, Taylor and new
author method can be expressed in numerical as follows:
For Taylor method in the ﬁrst iteration
A ¼
0:64083537 0:19589270 3 0:74226418 2997; 92; 458
0:14136331 9 0:98994797 3 0:00440718 2997; 92; 458
0:09780685 0:97054981 9 0:22015192 2997; 92; 458
0:49276918 4 0:56496171 3 0:66181326 2997; 92; 458
0:30377173 0:50833573 2 0:80580241 2997; 92; 458
0:78563534 6 0:60782540 7 0:1154356 2997; 92; 458
2
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For the second iteration
A ¼
0:76085243 2 0:01723491 0:64869603 2997; 92; 458
0:18858885 3 0:95656458 1 0:22230260 2 2997; 92; 458
0:11182754 7 0:99273305 7 0:04444859 2997; 92; 458
0:64923274 2 0:45346830 3 0:61062537 2997; 92; 458
0:38951006 0:39913528 0:83004394 2997; 92; 458
0:88700887 2 0:45456833 9 0:08113499 2 2997; 92; 458
2
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Iteration # Taylor method
1 X0 = 0
Y0 = 0
Z0 = 0
2 X1 = 5901169.92
Y1 = 3377289.93
Z1 = 4136949.25
3 X2 = 4799107.01
Y2 = 2760452.18
Z2 = 3337296.89
4 X3 = 4732559.37
Y3 = 2723971.31
Z3 = 3285666.7
5 X4 = 4732334.06
Y4 = 2723849.27
Z4 = 3285481.99
6 X4 = 4732334.06
Y4 = 2723849.27
Z4 = 3285481.99
Diﬀerence between two methodsFor new author method, the coefﬁcient matrix can be
expressed as follows:
A ¼
266; 64; 400 423; 74; 000 393; 87; 800 5:5522Eþ 14
127; 45; 000 12; 22; 800 114; 71; 200 7:2195Eþ 14
313; 23; 000 216; 59; 000 233; 77; 000 2:023Eþ 14
424; 26; 000 26; 66; 200 81; 65; 000 2:4318Eþ 14
254; 70; 400 50; 36; 600 371; 10; 400 1:487Eþ 15
2
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The results of analysis of two methods as shown in Table 2
In accordance with study done previously, the experimental
results indicate that the difference of estimated coordinate of
point between two methods, Taylor Model and author new
Model, is dX= 0.023, dY= 0.0105, dZ= 0.014 this dif-
ference between two methods because of the Taylor method
is approximate comparing to the author new method.
7. Conclusion
Based on the experimental results obtained so far, the follow-
ing conclusions can be drawn:
 An alternative methodology and mathematical model has
been proposed to solve the GPS navigation equations.
 The highest positional accuracy is gained with the new
author method. The experimental results indicate that the
difference of estimated coordinate of point between two
methods, Taylor Model and author new Model, isNew method
DX= 5901169.92 X= 4732334.084
DY= 3377289.93 Y= 2723849.278
DZ= 4136949.25 Z= 3285481.971
Dt= 0.00529274 Dt= 1.45386E10
DX= 1102062.91
DY= 616837.754
DZ= 799652.364
Dt= 0.00030776
DX= 66547.6379
DY= 36480.8671
DZ= 51630.1864
Dt= 1.0552E06
DX= 225.311142
DY= 122.041766
DZ= 184.715716
Dt= 2.7187E11
DX= 0.00260466
DY= 0.0014033
DZ= 0.00224722
Dt= 1.4769E11
DX= 2.7527E09
DY= 1.9404E12
DZ= 2.4448E09
Dt= 1.4769E11
Dif. of X= 0.022924492
Dif. of Y= 0.010477971
Dif. of Z= 0.014122592
Dif. of Dt= 1.45386E10
366 A.M. El-naggardX= 0.023 dY= 0.0105dZ= 0.014. This is an
expected result, because of the Taylor method is approxi-
mate comparing to the author new author method.
 The proposed alternative methodology is simple, fast, and
accurate as compared to Taylor method.
 It has been shown that the proposed alternative methodol-
ogy can contribute to improve positioning by GPS.References
[1] Caroline, Erickson, ‘‘GPS Positioning Guide’’ authority of
Natural Resources Canada Geodetic Survey Division
Information Services, 615 Booth Street, Ottawa, Ontario, 1995.
[2] S. Bisnath, Precise Orbit Determination of Low Earth Orbiters
with a Single GPS Receiver-based, Geometric Strategy,Department of Geodesy and Geomatics Engineering University
of New Brunswick, 2004.
[3] A. Chiaradia et al., The Use of the Single Frequency GPS
Measurements to Determine in Real Time Artiﬁcial
Satellite Orbits, INPE – Instituto Nacional de Pesquisas
Espaciais, 2010.
[4] Xu Guochang, GPS Theory, Algorithms and Applications,
Springer-Verlag, Berlin, Heidelberg, 2007.
[5] G. Blewitt, Basics of the GPS Technique: Observation Equations,
Department of Geomatics, University of Newcastle, Newcastle
upon Tyne, NE1 7RU, United Kingdom, 1997.
[6] O. Sole´, Development of a GPS navigator with Matlab, Escola
Politecnica Superior de Castelldefe, universitat politecnica De
catallunya, 2008.
[7] J. Zogg, GPS Basics, u-blox_ag, Zuercherstrasse 68 CH-8800
Thalwil, Switzerland, 2002.
