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Modulus of families of walks on graphs
Nathan Albin1, Faryad Darabi Sahneh2, Max Goering3, and Pietro Poggi-Corradini1
Abstract. We consider the notion of modulus of families of walks on graphs. We show
how Beurling’s famous criterion for extremality, that was formulated in the continuous case,
can be interpreted on graphs as an instance of the Karush-Kuhn-Tucker conditions. We
then develop an algorithm to numerically compute modulus using Beurling’s criterion as
our guide.
1. Introduction
The theory of modulus of curve families in the plane originally introduced by Beurling
and Ahlfors to solve famous open questions in function theory, has been extended over the
years to families of curves in Rn and to abstract metric spaces as well. R. J. Duffin in [5]
developed the related notion of extremal length on graphs, mostly in the context of planar
effective resistance problems. More recently, Oded Schramm [12] used a notion of modulus
on graphs to prove a striking uniformization theorem with squares. See also [4] for the
relation of discrete modulus with the classical Riemann mapping theorem, and [9] for a nice
introduction to modulus on graphs.
In what follows we develop a theory of modulus for families of walks. This generalizes the
notion of effective conductance, which can be recovered by restricting to walks that connect
two nodes or two sets of nodes. However, we want to emphasize that there are many families
of walks that are not “connecting”. In particular, in applications such as in network analysis
the graphs are seldom planar. So it is appropriate to consider the general case. Along the
way we try to justify our choice of using walks instead of other notions of curves (such as
connected subgraphs) and show why it seems to be a better approach from the point of
view of numerical computations. After a short preliminary section, we recall the famous
Beurling Criterion for extremality, see [1, Theorem 4-4, p. 61] for the original extremal
length formulation or [10, Theorem 3.1] for a more recent formulation using modulus. Then
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we prove that families of walks can be assumed to be finite, without loss of generality. And
hence modulus on graphs can be categorized as a problem of “ordinary convex optimization”,
see [11]. In particular, we show that the Beurling Criterion on graphs is an instance of
the Karush-Kuhn-Tucker (or KKT) conditions, see [11]. With this in mind, we develop a
numerical algorithm that always terminates and gives an approximate value of modulus,
within a preset tolerance. Our approach is guided by Beurling’s criterion as in [12], in that
our algorithm tries to build what we call a Beurling subfamily as it approximates modulus.
We then perform various empirical tests that suggest that this could be a reliable tool for
further investigations inspired by the wealth of results about modulus in the continuous case.
We acknowledge the anonymous referee for several helpful suggestions that have improved
the exposition.
2. Notations and Definitions
We will restrict our study to simple finite connected graphs. Let G = (V,E) be a graph
with vertex-set V and edge-set E. We say that G is simple if there is at most one undirected
edge between any two distinct vertices, and it is finite if the vertex set has cardinality
|V | := N ∈ N. In this case, the edge-set E can be thought of as a subset of (V
2
)
, the set of all
unordered pairs from V . Therefore the cardinality of E is |E| := M ≤ (N
2
)
= (N/2)(N − 1).
We say that two vertices x, y are neighbors and write x ∼ y if and only if {x, y} ∈ E.
Definition 2.1. A string W := x0 e1 x1 e2 x2 · · · en xn with xi ∈ V for i = 0, . . . , n
and ek = {xk−1, xk} ∈ E, for k = 1, . . . , n, is called a walk (with n hops) from x0 to
xn. For simplicity, we will sometime just list the vertices visited by the walk, and write
W = (x1, . . . , xn). Also a walk that makes no hops will be called a trivial or constant walk.
The graph G is connected if for any two vertices a, b ∈ V there is a walk from a to b. It
is known that connected graphs must satisfy |E| ≥ N − 1 (induction). A walk that does not
revisit any vertex is called a (simple) path.
The number of edges that are incident at a vertex x is the (local) degree of x and we
indicate it as deg(x). Every edge is incident to two distinct vertices and hence contributes
to two local degrees. Therefore ∑
x∈V
deg(x) = 2|E|.
This identity is sometimes referred to as the “Handshake Lemma”, see [2, Theorem 6.1]. It
says that instead of counting edges, one can add degrees, i.e., switch to deg(x) which is a
function defined on V .
Given a subset of vertices V ′ ⊂ V , we let E(V ′) ⊂ E be all the edges of G that connect
pairs of vertices in V ′. With this notation G(V ′) = (V ′, E(V ′)) is a simple graph which we
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call the subgraph induced by V ′. More generally, a subgraph of G is a graph G′ = (V ′, E ′)
such that V ′ ⊂ V and E ′ ⊂ E(V ′).
Definition 2.2. A curve γ = (V (γ), E(γ)) is a connected subgraph of G, such that
V (γ) ⊂ V, E(γ) ⊂ E.
Also define the trace of a walk W to be the curve H = ({xi}, {ej}) consisting of the
vertices and edges traversed by W . Conversely, any curve H is the trace of some walk. In
either case, |E(H)| is smaller than the number of hops W takes.
Notice also that there are finitely many curves but infinitely many walks. So at first
blush one would think that families of curves are a more reasonable object to study than
families of walks. Indeed the papers mentioned above [12] and [9] do take the approach of
curve families. However, as we will see, from the point of view of numerical computations,
families of walks are better suited.
3. Definition of modulus of families of walks
Given a function ρ : E → R, define the ρ-length of a walk W as in Definition 2.1 to be
`ρ(W ) := ρ(e1) + ρ(e2) + · · ·+ ρ(en).
If ρ : E → [0,∞), we say ρ is a density, and in this case ρ(e) can be thought of as
a cost or penalization that the walk must incur when traversing an edge e. Alternatively,
one could define densities on the vertex-set V and that would give rise to vertex-modulus as
opposed to edge-modulus. The energy of a density ρ is E(ρ) := ∑e∈E ρ(e)2. More generally,
Ep(ρ) :=
∑
e∈E ρ(e)
p for p ≥ 1.
Definition 3.1. Given a family of walks Γ, we say that a density ρ is admissible for Γ if
`ρ(γ) ≥ 1, for every walk γ ∈ Γ; and we let A(Γ) be the set of all admissible densities for Γ.
The modulus of a family of walks Γ is
Mod(Γ) := inf
ρ∈A(Γ)
E(ρ).
A density ρ0 ∈ A(Γ) is called extremal if E(ρ0) = Mod(Γ).
More generally, for p ≥ 1, the p-modulus of Γ is defined as Modp(Γ) = infρ∈A(Γ) Ep(ρ).
Even though the given definition does not make apparent the role played by shortest
paths, the following alternative definition shows that one can minimize over all densities
provided the energy functional is normalized by the shortest ρ-length.
Proposition 3.2 (Alternative Definition). Let Γ be a non-empty family of non-trivial
walks. Given a density ρ : E → [0,∞), define Lρ(Γ) := infγ∈Γ `ρ(γ), and let S(Γ) := {ρ :
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Lρ(Γ) > 0}. Then
Mod(Γ) = inf
ρ∈S(Γ)
E(ρ)
Lρ(Γ)2
.
Proof. Notice that for ρ ∈ A(Γ) we have Lρ(Γ) ≥ 1. Therefore
inf
ρ∈S(Γ)
E(ρ)
Lρ(Γ)2
≤ inf
ρ∈A(Γ)
E(ρ)
Lρ(Γ)2
≤ inf
ρ∈A(Γ)
E(ρ) = Mod(Γ).
Conversely suppose ρ˜ ∈ S(Γ) is arbitrary. Let ρ := ρ˜/Lρ˜(Γ), so that Lρ(Γ) = 1. Then ρ
is admissible and
Mod(Γ) ≤ E(ρ) = 1
Lρ˜(Γ)2
∑
e∈E
ρ˜(e)2 =
E(ρ˜)
Lρ˜(Γ)2
.
Now minimize over ρ˜ ∈ S(Γ). 
a b
c
1 1
2 2
Figure 1. Shortest walk or shortest curve from a to b through c
Remark 3.3. What is the shortest walk from a to b through c in Figure 1? By taking
the shortest walk from a to c first, then the shortest walk from c to b, one can see fairly easily
that the shortest walk has ρ-length equal to 5. On the other hand, the shortest curve, i.e.,
the minimal connected subgraph containing a, b and c can be seen to have length equal to 4.
It turns out that finding a shortest walk is a fairly easy problem to handle using Dijkstra’s
algorithm, which runs in polynomial time O(N2). While finding a shortest curve through 3
vertices is an instance of the Graphical Steiner Minimal Tree Problem, which is NP-complete.
This is the main reason why, in this work, we prefer families of walks to families of curves.
Proposition 3.4 (Basic Properties of Modulus). Let Γ (or Γi) be a family of walks in
a finite graph G. The following properties hold:
• Constant Walks: If Γ contains a constant walk, then Mod(Γ) =∞.
• Empty Family: If Γ = ∅, the empty family, then Mod(Γ) = 0.
• Monotonicity: If Γ1 ⊂ Γ2, then Mod(Γ1) ≤ Mod(Γ2).
• Countable Subadditivity: Mod(∪∞i=1Γi) ≤
∑∞
i=1 Mod(Γi).
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Proof. If Γ contains a constant walk, then no density can be admissible, therefore
A(Γ) = ∅ and Mod(Γ) = ∞. On the other hand, if Γ = ∅ then every density is admissible,
so Mod(Γ) = 0. Now, assume Γ1 ⊂ Γ2. Then A(Γ2) ⊂ A(Γ1), so Mod(Γ1) ≤ Mod(Γ2).
Finally, assume Γi are non-empty families of non-constant walks. For every Γi pick a density
ρi ∈ A(Γi) such that E(ρi) ≤ Mod(Γi)+2−i. Now let ρ := (
∑∞
i=1 ρ
2
i )
1/2. Then ρ is admissible
for Γ := ∪∞i=1Γi because if γ ∈ Γ, then γ ∈ Γi for some i and ρ ≥ ρi. Therefore,
Mod (∪∞i=1Γi) ≤ E(ρ) =
∑
e∈E
ρ(e)2 =
∑
e∈E
∞∑
i=1
ρi(e)
2 =
∞∑
i=1
∑
e∈E
ρi(e)
2
=
∞∑
i=1
E(ρi) ≤
∞∑
i=1
(
Mod(Γi) +

2i
)
=
∞∑
i=1
Mod(Γi) + .
Since  is arbitrary, we conclude that Mod(∪iΓ∞i=1) ≤
∑∞
i=1 Mod(Γi). 
Example 3.5 (House graph). Here we introduce a simple example of a graph and a
family of walks connecting two nodes that we will examine more thoroughly in Section 4.
1 2
34
5
Figure 2. House graph
For the graph in Figure 2, we may define the family of walks
Γ = Γ(1, 2) := {all walks from 1 to 2}.
In order to compute the modulus of this family we need to introduce some facts about
extremal densities first.
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4. Beurling’s criterion for extremality
Theorem 4.1 (Existence and uniqueness of extremal densities). Given a family of non-
constant walks Γ in a finite graph G, consider its modulus Mod(Γ). Then an extremal metric
ρ0 ∈ A(Γ) exists and is unique.
We defer the proof of Theorem 4.1 to Section 8.
Theorem 4.2 (Beurling’s Extremality Criterion). A density ρ ∈ A(Γ) is extremal, if
there is Γ˜ ⊂ Γ with `ρ(γ) = 1 for all γ ∈ Γ˜ such that:
(4.1)
∑
e∈E h(e)ρ(e) ≥ 0 whenever h : E → R with `h(γ) ≥ 0 for all γ ∈ Γ˜.
The proof is very simple and well-known, so we reproduce it here for completeness.
Proof of Theorem 4.2. Let σ be an arbitrary admissible metric for Γ. Let h := σ−ρ.
If γ ∈ Γ˜, then
`h(γ) = `σ(γ)− `ρ(γ) ≥ 1− 1 = 0.
By assumption (4.1), this implies
∑
e∈E h(e)ρ(e) ≥ 0. Hence,
∑
σ(e)ρ(e)−∑ ρ(e)2 ≥ 0. So
by the Cauchy-Schwarz inequality:
E(ρ) =
∑
e∈E
ρ(e)2 ≤
∑
e∈E
σ(e)ρ(e) ≤
√∑
e∈E
σ(e)2
√∑
e∈E
ρ(e)2.
Dividing both sides
√E(ρ) and squaring we get that E(ρ) ≤ E(σ). 
Definition 4.3. If Γ˜ ⊂ Γ is a subfamily as in Beurling’s Criterion (Theorem 4.2), we
say that Γ˜ is a Beurling subfamily.
Theorem 4.4 (Converse of Beurling’s Criterion). If ρ ∈ A(Γ) is extremal, then
Γ0(ρ) := {γ ∈ Γ : `ρ(γ) = 1}
is a Beurling subfamily.
We defer the proof of Theorem 4.4 to Section 8.
Corollary 4.5 (Beurling Subfamilies). If Γ˜ ⊂ Γ is a Beurling subfamily, then
Mod(Γ) = Mod(Γ˜).
Proof of Corollary 4.5. Since Γ˜ is a Beurling subfamily, letting ρ0 ∈ A(Γ) be the
extremal density for Γ, we see that Γ˜ ⊂ Γ0(ρ0) and (4.1) holds for ρ0.
By monotonicity, Mod(Γ˜) ≤ Mod(Γ). Conversely, let ρ ∈ A(Γ˜). Define h : E → R as
h = ρ − ρ0. Then, for every γ ∈ Γ˜ we have `h(γ) = `ρ(γ) − `ρ0(γ) ≥ 1 − 1 = 0. So by
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(4.1), we have
∑
e∈E h(e)ρ0(e) ≥ 0. This implies
∑
e∈E ρ(e)ρ0(e) ≥ E(ρ0) and by Cauchy-
Schwarz we see that E(ρ) ≥ E(ρ0) = Mod(Γ). Minimizing over all ρ ∈ A(Γ˜) we find that
Mod(Γ˜) ≥ Mod(Γ). 
Let’s revisit Example 3.5.
Example 4.6 (House graph continued). Define ρ0 as in Figure 3:
1 2
34
5
1/2
1
1/3
1/31/3
1/2
Figure 3. The density ρ0
We can test ρ0 using Beurling’s Criterion. Consider the paths P1 = (1, 2), P2 = (1, 5, 2), P3 =
(1, 4, 3, 2), and let Γ˜ := {P1, P2, P3}. Given a function h : E → R, if e = {x, y}, we write
h(e) as h(x, y). Suppose h is such that `h(P1) ≥ 0. That means h(1, 2) ≥ 0 and therefore
h(1, 2)ρ0(1, 2) ≥ 0. Similarly, if `h(P2) ≥ 0, then h(1, 5) + h(5, 2) ≥ 0. So h(1, 5)ρ0(1, 5) +
h(5, 2)ρ0(5, 2) = (1/2)`h(P2) ≥ 0. Finally, if `h(P3) ≥ 0, then
∑
e∈P3 h(e)ρ0(e) = (1/3)`h(P3) ≥
0. Therefore, since E = E(P1)∪E(P2)∪E(P3), by Beurling’s Criterion, we know that ρ0 is
extremal for Γ. Hence,
Mod(Γ) = E(ρ0) = 1 + 1/4 + 1/4 + 1/9 + 1/9 + 1/9 = 1.83.
5. General properties for modulus of walk families
In this section we review some standard properties of modulus.
Definition 5.1. Given two walks γ1 and γ2 on a graph G = (V,E), we say that
(5.1) γ1  γ2 ⇐⇒ `ρ(γ1) ≤ `ρ(γ2) ∀ρ : E 7→ [0,∞),
with strict inequality γ1 ≺ γ2 if the inequality on the right side is strict for some ρ.
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5.1. Shorter Walks: Suppose Γ1 and Γ2 are two walk families. If for every γ ∈ Γ2
there exists σ ∈ Γ1 such that σ  γ then Mod(Γ2) ≤ Mod(Γ1).
Proof. Recall that σ  γ means that `ρ(σ) ≤ `ρ(γ) for every density ρ. Therefore, if
ρ ∈ A(Γ1), then ρ ∈ A(Γ2). So minρ∈A(Γ1) E(ρ) ≥ minρ∈A(Γ2) E(ρ). 
5.2. Basic Estimate. Assume Γ is a walk family such that LengthG(γ) ≥ L > 0,
∀γ ∈ Γ. Then, Mod(Γ) ≤ |E|
L2
.
Definition 5.2. Here we write LengthG(γ) to mean the number of hops that γ takes.
Proof. Define ρ ≡ 1
L
. Then, since minγ∈Γ LengthG(γ) ≥ L, we have ρ ∈ A(Γ). Thus,
by definition of modulus, Mod(Γ) ≤ E(ρ) = |E|
L2
. 
5.3. Symmetry Rule. Suppose T : V → V is a bijection and a graph isomorphism,
that is, (v1, v2) ∈ E ⇐⇒ (T (v1), T (v2)) ∈ E, such that T 2 = I. Also assume Γ is a family
of walks that is T -invariant, namely, such that T (Γ) = Γ. Consider the set of T -invariant
densities A˜(Γ) := {ρ ∈ A(Γ)|ρ = ρ ◦ T}. Then:
Mod(Γ) = inf
ρ∈A˜(Γ)
E(ρ)
This says that in the presence of symmetry one can restrict to symmetric densities.
Proof. Let ρ ∈ A(Γ). Define ρ1 := ρ ◦ T . Then, `ρ1(T ◦ γ) = `ρ(γ) and since T (Γ) = Γ,
we also have ρ1 ∈ A(Γ). Moreover E(ρ1) = E(ρ). Now, if ρ2 := ρ+ρ12 then ρ2 ∈ A(Γ) and using
the fact that T is an involution, ρ2 =
ρ1+ρ
2
= (ρ+ρ1
2
) ◦ T = ρ2 ◦ T , so ρ2 ∈ A˜(Γ). Moreover,
E(ρ2) = 14E(ρ) + 14E(ρ1) + 12
√E(ρ)√E(ρ1) ≤ 12(E(ρ) + E(ρ1)). Thus, ∀ρ ∈ Γ,∃ρ˜ ∈ A˜(Γ) such
that E(ρ˜) ≤ E(ρ). 
5.4. Connecting Families.
Definition 5.3 (Connecting Families). If A and B are subsets of the vertex-set in a
graph H, let
Γ(A,B;H) := {all walks in H|γ : A B}.
The notation γ : A  B means that the walk starts on A and ends on B. Also a subset
C ⊂ V (H) is a cut for Γ(A,B;H) if ∀γ ∈ Γ(A,B;H), V (γ) ∩ C 6= ∅.
5.5. Extension Rules. Let Γ = Γ(A,B;H) be a connecting family of walks. The fol-
lowing holds.
(i) If B ⊂ B′, then Mod(Γ(A,B;H)) ≤ Mod(Γ(A,B′;H)).
(ii) If C is a cut for Γ, then Mod(Γ(A,B;H)) ≤ Mod(Γ(A,C;H)).
(iii) If H ⊂ H ′, then Mod(Γ(A,B;H)) ≤ Mod(Γ(A,B;H ′)).
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Proof. (i) Let Γ′ = Γ(A,B′;H). If ρ ∈ A(Γ′), then ρ ∈ A(Γ). So minρ∈A(Γ′) E(ρ) ≥
minρ∈A(Γ) E(ρ).
(ii) Note that for every γ ∈ Γ, there exists σ ∈ Γ(A,C;H) such that σ  γ, now apply
the Shorter Walk property 5.1.
(iii) Observe that, if Γ′ := Γ(A,B;H ′), then Γ ⊂ Γ′ and the claim follows by the Mono-
tonicity property, see Proposition 3.4. 
5.6. Parallel Rule. Suppose Γ = Γ1(A1, B1;H)∪ Γ2(A2, B2;H) and no trace of a walk
in Γ1 ever crosses a trace of a walk in Γ2, that is, V (γ1) ∩ V (γ2) = ∅ for every γ1 ∈ Γ1 and
γ2 ∈ Γ2. Then
Mod(Γ) = Mod(Γ1) + Mod(Γ2).
Proof. Observe that Mod(Γ) ≤ Mod(Γ1)+Mod(Γ2) by subadditivity (Proposition 3.4).
On the other hand, for i = 1, 2, let Ei consists of all the edges traversed by walks in
Γi. Then E1 ∩ E2 = ∅. So given ρ ∈ A(Γ), define ρi = ρ|Ei . Then ρi ∈ A(Γi), and E(ρ) ≥
E(ρ1)+E(ρ2). Taking the infimum of both sides, we get minρ∈A(Γ) E(ρ) ≥ minρ1∈A(Γ1) E(ρ1)+
minρ2∈A(Γ2) E(ρ2). Therefore, Mod(Γ) ≥ Mod(Γ1) + Mod(Γ2) and we have we reach the
desired conclusion. 
5.7. Serial Rule. Let C be a cut for Γ := Γ(A1, A2;H), such that C ∩ Aj = ∅, for
j = 1, 2. Define Γj = Γ(Aj, C;H), j = 1, 2. Then,
1
Mod(Γ)
≥ 1
Mod(Γ1)
+
1
Mod(Γ2)
.
Proof. First, define V1 the be the set of vertices v for which any walk γ : v  A2 must
necessarily cross C. Likewise, V2 is the set of vertices w for which any walk γ : w  A1 must
necessarily cross C. Note that C ⊂ V1 ∩ V2. Also V = V1 ∪ V2, because if one could walk
from a vertex v to A1 and A2 without crossing C, then C wouldn’t be a cut.
For i = 1, 2, let Hi be the subgraph of H induced by Vi. Given ρ˜i ∈ A(Γi), set ρi =
ρ˜i|E(Hi). Moreover set ρi(e) = 0 if e connects two vertices in C, so that ρ1 and ρ2 have
disjoint supports. Then ρi ∈ A(Γi). Indeed, given a path γ : A1  C, let γ˜ be the same
path stopped the first time it visits C. Then γ˜ does not visit any vertices in V2 or traverse
any edge connecting two vertices in C. So
`ρ1(γ) ≥ `ρ1(γ˜) = `ρ˜1(γ˜) ≥ 1.
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For some a, b ∈ R define:
ρ =
{
aρ1, on E(H1)
bρ2, on E(H2).
Now observe that for any γ ∈ Γ, there exist γi ∈ Γi, with E(γi) ⊂ E(Hi) such that
γi  γ. Therefore, `ρ(γ) ≥ `ρ(γ1) + `ρ(γ2) = a`ρ1(γ1) + b`ρ2(γ2) ≥ a+ b. The last inequality
is due to the fact that ρi ∈ A(Γi) for i ∈ {1, 2}. Now, choose a, b such that a + b = 1.
Then, ρ ∈ A(Γ). Moreover, E(ρ) = ∑e∈E ρ(e)2 = a2∑e∈E(H1) ρ1(e)2 + b2∑e∈E(H2) ρ2(e)2.
For convenience, let α =
∑
e∈E(H1) ρ1(e)
2 and β =
∑
e∈E(H2) ρ2(e)
2. Since b = 1 − a, we
now have E(ρ) = a2(α + β) − 2aβ + β. We want to minimize E(ρ) over the free variable a.
Completing the squares yields
E(ρ) = 1
α + β
[
((α + β)a− β)2 + αβ]
With the goal of minimizing E(ρ), since ((α+β)a−β)2 is nonnegative, choose a so this term
becomes zero. Then E(ρ) = αβ
α+β
= 11
α
+ 1
β
. Since Mod(Γ) ≤ E(ρ), we find that 1
Mod(Γ)
≥ 1
α
+ 1
β
.
Since ρ˜i were arbitrary, letting them vary over A(Γi), we reach our conclusion. 
6. Capacity
6.1. Potentials and gradients. Let u : V → R be a function (or potential). The
gradient of u is a density ρu : E → [0,+∞) defined on e = {x, y} by the formula
ρu(e) := |u(x)− u(y)|.
We say the pair (A,B) forms a condenser and define its capacity as
Cap(A,B) := inf
u|A=0,u|B=1
E(ρu).
A function U : V → R that attains the infimum is called a capacitary function. Such a
function U always exists and is unique. This is because E(ρ
U
) = 1
2
∑
e∈E ρU (e)
2 = U>LU
where L is the combinatorial Laplacian. Since L is symmetric, U>LU is a quadratic form
and the minimization can be handled by the method of Lagrange multipliers. Also U is
harmonic, i.e. LU = 0, on V \ (A ∪ B). Therefore, uniqueness can be derived from the
maximum principle. For more details see [7].
Proposition 6.1. We always have
Cap(A,B) = Mod(Γ(A,B)).
Proof. Suppose U is the capacitary function for (A,B), and let γ ∈ Γ be a walk from
A to B. Assume that γ visits the vertices {a = x0, ..., xn = b} where {xi, xi+1} ∈ E,∀i =
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0, ...n− 1, so that a ∈ A and b ∈ B. Then
1 ≤ |U(a)− U(b)| =
∣∣∣∣∣
n−1∑
i=0
(U(xi+1)− U(xi))
∣∣∣∣∣
≤
n−1∑
i=0
|U(xi+1)− U(xi)| =
n−1∑
i=0
ρ
U
({xi+1, xi}) = `ρ
U
(γ).
Therefore ρU ∈ A(Γ), and hence Cap(A,B) ≥ Mod(Γ(A,B)).
Conversely, let ρ ∈ A(Γ). Define U(x) = infγ:A x `ρ(γ). Note that: U |A ≡ 0 and U |B ≥ 1.
If e = {x, y} then (i) U(y) ≤ U(x) + ρ(e) and (ii) U(x) ≤ U(y) + ρ(e). Together (i) and
(ii) imply |U(x) − U(y)| ≤ ρ(e). Therefore, ρ
U
≤ ρ. At this point, if U |B ≡ 1, the proof is
complete. So, assume U |B > 1. In this case we use truncation. Define ν(x) = min{U(x), 1}.
Given e = {x, y} we have three cases:
Case 1: U(x) and U(y) < 1. Then, ρν(e) = ρU (e).
Case 2: U(x) ≥ 1 and U(y) < 1 Then, ρν(e) ≤ ρU (e).
Case 3: U(x) and U(y) ≥ 1. Then, ρν(e) = 0 ≤ ρU (e).
In each case, ρν(e) ≤ ρU (e). So Cap(A,B) ≤ E(ρν) ≤ E(ρ) and minimizing over ρ yields the
claim. 
6.2. Effective conductance. In the special case when A = {a} and B = {b}, we
write Cap(a, b) = Mod(a, b) in Proposition 6.1, and this is seen to also equal the effective
conductance (the reciprocal of effective resistance) between a and b, see [5] or [7, Theorem
6.3] where this connection is described in detail. Moreover, effective resistance between pairs
of points can be computed exactly by diagonalizing and inverting the Laplacian matrix. This
is explained and reviewed in Section 5 of [7]. From this point of view, modulus of families
of walks is a far reaching generalization of effective conductance when interpreting a graph
as an electrical network.
7. Essential subfamilies and inequality conditions for admissibility
In this section, we show that for any family of walks Γ in a finite graph, there exists
a finite subfamily Γ∗ ⊂ Γ with the property that A(Γ∗) = A(Γ). This will be important
in Section 8. We call such finite subfamily Γ∗ an essential subfamily. This can be useful in
certain applications, since it implies that the condition ρ ∈ A(Γ) can always be replaced by
a finite system of linear inequalities: ρ ≥ 0 and `ρ(γ) ≥ 1 for all γ ∈ Γ∗.
The construction of Γ∗ can be understood through a partial ordering  of walks defined
in (5.1). Define the nonnegative edge multiplicity of a family of walks Γ as
m : Γ× E → N0 m(γ, e) = the number of times γ crosses edge e .
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Choose an enumeration of the edges and define a mapping from Γ into N|E|0 ⊂ R|E| by
associating to each walk its vector of multiplicities:
(7.1) γ 7→ xγ :=
(
m(γ, e1),m(γ, e2), · · · ,m(γ, e|E|)
)
Consider the natural partial ordering on R|E| given by:
(7.2) x  y ⇐⇒ xi ≤ yi i = 1, 2, . . . , |E|,
and the associated strict inequality if additionally x 6= y.
Then the mapping (7.1) is order-preserving, that is to say:
(7.3) γ1  γ2 ⇐⇒ xγ1  xγ2 .
To check this, note that letting ρi = 1 on ei and 0 otherwise, we get that `ρi(γ) = m(γ, ei).
So γ1  γ2 implies xγ1  xγ2 . The converse follows from the fact that
(7.4) `ρ(γ) =
|E|∑
i=1
m(γ, ei)ρ(ei).
In this section, we prove the following theorem.
Theorem 7.1. Any family of walks Γ admits an essential subfamily, that is, a finite
subfamily Γ∗ ⊆ Γ such that A(Γ∗) = A(Γ).
This result arises as a corollary of the following theorem on sets of vectors of nonnegative
integers.
Theorem 7.2. Let X ⊆ Nn0 . Then there exists a finite subset X∗ ⊆ X such that
X =
⋃
x∗∈X∗
{x ∈ X : x∗  x} .
The proof of Theorem 7.2, in turn, relies on the following lemma.
Lemma 7.3. Every non-empty X ⊆ Nn0 has a minimal element (not necessarily unique)
with respect to the partial ordering (7.2).
Proof. Define the mapping h : Nn0 → N0 by
h(x) =
n∑
i=1
xi.
(When x = xγ, h(x) counts the number of “hops” in γ.) By the well-orderedness of the
natural numbers, the set {h(x) : x ∈ X} has a smallest value. Let x ∈ X be such that h(x)
equals this value. Then x must be a minimal element. Indeed, suppose that y ∈ X with
y  x. Then yi ≤ xi for all i = 1, 2, . . . , n. But h(x) ≤ h(y) then implies that no yi can be
strictly less than the corresponding xi and therefore that y = x. 
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Proof of Theorem 7.2. We proceed by induction. In the case, n = 1, the theorem
follows from the fact that N0 is well-ordered; X∗ can be taken as the single smallest element
of X. Now, suppose the result holds for dimensions k = 1, 2, . . . , n− 1; we will show that it
also holds for dimension n. Let X ⊆ Nn0 . If X is empty, we are finished. Otherwise, let x0
be a minimal element of X, whose existence is guaranteed by Lemma 7.3. Let X0 be the set
of elements in X that do not dominate x0:
X0 = {x ∈ X : x0 6 x}.
For any subset I of I := {1, 2, . . . , n}, define
X0I = {x ∈ X0 : xi < x0i ,∀i ∈ I, and xi ≥ x0i ,∀i 6∈ I}.
Note that X0 does not contain any elements that dominate x0, so X0I is empty if I is the
empty set. Also, no element of X0 can be dominated by the minimal element x0, so X0I is
empty if I = I.
Now, let I be a subset of I such that X0I is nonempty, and let k = |I|. We have seen that
necessarily 1 ≤ k ≤ n−1. After reordering, we can write any x ∈ X0I as x = (x′, x′′) with the
property that x′ ≺ (x0)′ and x′′  (x0)′′, where x′ is made up of the first k entries of x and x′′
of the remaining n− k entries. To simplify the notation, consider the projections p(x) = x′
and q(x) = x′′. Since p(x) ≺ (x0)′, there can only be finitely many such projections. So let
{zi}mIi=1 ⊂ Nk0 be an enumeration of the nonnegative integer vectors satisfying zi = p(x) for
some x ∈ X0I and define for each i = 1, 2, . . . ,mI the set
X0I,i := {q(x) ∈ Nn−k0 : (zi, q(x)) ∈ X0I }.
Since 1 ≤ n − k ≤ n − 1, the inductive hypothesis applies to X0I,i, and X0I,i has a finite
essential subset Y ∗. Hence, the set X∗I,i of vectors (zi, y) with y ∈ Y ∗ has the property that
every x ∈ X0I with x = (zi, x′′) dominates some element of X∗I,i.
Define
X∗I =
⋃
i=1,2,...,mI
X∗I,i, and X
∗ = {x0} ∪
⋃
I∈2I
X∗I
(using the convention that X∗I = ∅ if X0I = ∅, and “undoing” the reorderings used to
simplify the construction of X∗I ). As the finite union of finite sets, X
∗ is finite. Moreover,
given any x ∈ X, either x0  x or x ∈ X0I,i for some I and i and thus dominates some
x∗ ∈ X∗I,i. 
Proof of Theorem 7.1. The mapping of Γ into N|E|0 defined in (7.1) preserves partial
orders, as described in (7.3). Let X = {xγ : γ ∈ Γ} and let X∗ ⊆ X be the finite essential
subset guaranteed by Theorem 7.2. We may construct Γ∗ by choosing, for each x∗ ∈ X∗, a
corresponding γ ∈ Γ such that xγ = x∗. Then Γ∗ is finite, and every γ ∈ Γ dominates some
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element of Γ∗. Since Γ∗ ⊆ Γ, we have that A(Γ∗) ⊇ A(Γ). Moreover, if ρ ∈ A(Γ∗) and γ ∈ Γ
then there must exist a γ∗ ∈ Γ∗ so that
`ρ(γ) ≥ `ρ(γ∗) ≥ 1.
Thus, we also have the reverse inequality A(Γ∗) ⊆ A(Γ). 
8. Modulus as a Convex Program and the Karush-Kuhn-Tucker conditions
As mentioned above, upon enumerating the edges of the graph, each density ρ can be
thought as a vector in R|E|: ρ = (ρ(e1), . . . , ρ(en)). Also, by (7.1), every walk γ corresponds
to a vector xγ ∈ N|E|0 ⊂ R|E|. Moreover, by (7.4), the ρ-length of γ is simply the dot product
in R|E| of the vectors ρ and xγ. In particular, given a walk γ, the set {ρ ∈ R|E| : `ρ(γ) ≥ 1} is
a closed half-space. And given a family of walks Γ, the admissible set A(Γ) is an intersection
of closed half-spaces in R|E|, hence is convex.
Therefore, since the energy E(ρ) is a convex function of ρ, the problem of computing the
modulus of Γ can be categorized as a “standard convex optimization problem”, namely one
of minimizing a convex functional on a convex set.
minimize E(ρ)
subject to ρ ∈ A(Γ)(8.1)
We see that existence and uniqueness of a minimizer for this problem follows by compactness
and strict convexity of the Euclidean balls in R|E|. This proves Theorem 4.1. In fact, the
same applies to the generalized energy Ep(ρ) :=
∑
i ρ(ei)
p, for any p > 1.
Furthermore, Theorem 7.1 implies that Γ can be taken to be finite. Thus, the constraint
ρ ∈ A(Γ) can be replaced by the finite set of inequalities ρ ≥ 0 and `ρ(γi) ≥ 1 for i =
1, 2, . . . ,m, where {γi}mi=1 = Γ. Next, we note that the requirement ρ ≥ 0 can be omitted
altogether. Define
A˜(Γ) := {ρ : E → R : `ρ(γ) ≥ 1 ∀γ ∈ Γ}.
Neither the minimum value in (8.1), nor the extremal ρ will change if the constraint ρ ∈ A(Γ)
is replaced by ρ ∈ A˜(Γ); the property ρ ≥ 0 will be automatically satisfied by the extremal ρ.
Indeed, given any ρ ∈ A˜(Γ), the positive part ρ+(e) := max{ρ(e), 0} is in A(Γ) and satisfies
E(ρ+) ≤ E(ρ). Thus, the constraint ρ ≥ 0 need not be explicitly enforced.
Replacing the constraint by the equivalent finite set of inequalities, problem (8.1) takes
the form of an “ordinary convex program” [11, Sec. 28]
minimize E(ρ)
subject to 1− `ρ(γi) ≤ 0 i = 1, 2, . . . ,m.
(8.2)
where the minimum is taken over all real valued functions ρ : E → R. This is an ordinary
convex program with affine inequality constraints.
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Define the Lagrangian
(8.3) L(ρ, λ) := E(ρ) +
m∑
i=1
λi (1− `ρ(γi))
associated with problem (8.2). We recall that the optimization problem is said to have the
property of strong duality if the Lagrangian has a saddle point. That is, problem (8.2)
exhibits strong duality if there exist ρ∗ : E → R and λ∗ ∈ Rm+ (the set of m-dimensional
vectors with non-negative entries) such that
(8.4) L(ρ∗, λ) ≤ L(ρ∗, λ∗) ≤ L(ρ, λ∗) ∀ρ : E → R, λ ∈ Rm+ .
For convex problems, Slater’s condition (see also [11, Theorem 28.2]) ensures strong
duality if a strictly feasible point exists. In our context, a choice of ρ is called strictly feasible
if all inequality constraints are satisfied strictly: `ρ(γi) > 1 for i = 1, 2, . . . ,m. By choosing
ρ(e) = 2 for every e ∈ E, it is clear that strictly feasible choices for ρ exist.
Since the problem is convex, sufficiently smooth, and exhibits strong duality, the Karush-
Kuhn-Tucker (KKT) conditions provide necessary and sufficient conditions for optimality.
Stated for the present problem, the KKT conditions ensure the existence of an optimal
ρ∗ : E → R and dual optimal λ∗ ∈ Rm+ [11, Theorem 28.3] satisfying
λ∗i ≥ 0, 1− `ρ∗(γi) ≤ 0 for i = 1, 2, . . . ,m(8.5)
λ∗i (1− `ρ∗(γi)) = 0 for i = 1, 2, . . . ,m(8.6)
∇ρL(ρ∗, λ∗) = 0(8.7)
The density ρ∗ is the minimizer of (8.2).
The values of the Lagrange multipliers λ∗ provide a straightforward interpretation of Γ˜
in Beurling’s Criterion.
Theorem 8.1. Assume Γ is a finite (and enumerated) family of walks. Let ρ∗ and λ∗ be
a saddle point for the Lagrangian L as in (8.4). Then
Γ˜ := {γi : λ∗i > 0}
can be taken to be the subfamily Γ˜ of Γ in Beurling’s Criterion (Theorem 4.2).
Proof. First, note that the “complementary slackness” condition (8.6) implies that
Γ˜ ⊂ Γ0(ρ∗) as needed by the criterion. Now, suppose h : E → R satisfies `h(γ) ≥ 0, for all
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γ ∈ Γ˜, and that µ > 0. The saddle-point property requires that
0 ≤ L(ρ∗ + µh, λ∗)− L(ρ∗, λ∗)
= E(ρ∗ + µh) +
m∑
i=1
λ∗i>0
λ∗i (1− `ρ∗+µh(γi))− E(ρ∗)
= 2µ
∑
e∈E
ρ∗(e)h(e) + µ2E(h)− µ
m∑
i=1
λ∗i>0
λ∗i `h(γi),
which holds if and only if
2
∑
e∈E
ρ∗(e)h(e) ≥
m∑
i=1
λ∗i>0
λ∗i `h(γi)− µE(h).
Since µ > 0 is arbitrary and since, by hypothesis, `h(γi) ≥ 0 whenever λ∗i > 0, this implies∑
e∈E
ρ∗(e)h(e) ≥ 0.

9. An algorithm for approximating the modulus
9.1. Algorithm. Although (8.2) provides a convex programming characterization of
the modulus problem, it may not be particularly useful in practice. The problem is that,
although Theorem 7.1 shows that Γ can be taken to be finite, the number of walks in Γ may
still be very large. Consider, for example, the graph shown in Figure 4, where Γ is the set
of all walks connecting the red and blue nodes. More generally, consider a graph with N
nodes with the property that the first N −1 nodes induce a complete subgraph and the Nth
node has node 1 as its sole neighbor. Let Γ be the set of all walks connecting node 2 to
node N . It is straightforward to verify that the set Γ∗ ⊂ Γ defined as the set of all simple
paths connecting 2 to N form an essential subfamily of Γ, and every path in Γ∗ is minimal
in the sense of (5.1). However, only counting the paths in Γ∗ that traverse all nodes, we
already have |Γ∗| ≥ (N−3)!, which corresponds to an enormous number of constraints, even
for moderately large graphs. On the other hand, since the edge connecting nodes 1 and N
provides a “choke point” through which all curves in Γ must pass, it is natural to expect
that there may exist a relatively small subset Γ′ ⊂ Γ such that Mod(Γ′) ≈ Mod(Γ).
In this section, we present an algorithm for approximating the modulus of a family of
curves Γ which performs well in cases where such a Γ′ exists. In the following, we assume
that there exists an algorithm, denoted shortest(ρ), which produces a ρ-shortest walk in
Γ. That is, given ρ : E 7→ [0,∞)
γ∗ = shortest(ρ) =⇒ ∀γ ∈ Γ : `ρ(γ∗) ≤ `ρ(γ).
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Figure 4. Only a relatively small number of paths are required to approxi-
mate the modulus of the set of all walks connecting the red and blue nodes.
In the example above, for instance, shortest can be implemented by means of Dijkstra’s
algorithm, see [2, Theorem 7.15]. Pseudocode for the approximation algorithm is given in
Algorithm 1. Since our arguments do not require substantial modifications, we consider the
more general case of p-modulus Modp(Γ) := infρ∈A(Γ) Ep(ρ), for 1 < p <∞.
Algorithm 1 Approximates Modp(Γ) with an error tolerance of 0 < tol < 1.
ρ← 0
Γ′ ← ∅
loop
γ ← shortest(ρ)
if `ρ(γ)
p ≥ 1− tol then
stop
end if
Γ′ ← Γ′ ∪ {γ}
ρ← argmin{Ep(ρ) : ρ ∈ A(Γ′)}
end loop
During each iteration through the loop, a shortest walk is chosen from Γ using the
provided shortest algorithm. If the stopping criterion is not met, the new walk is added
to Γ′ and the convex optimization problem described in Section 8 is solved using a standard
convex programming code.
Theorem 9.1. Let Γ be a family of walks on a finite graph and suppose that ρ? is the
extremal density for Modp(Γ) with 1 < p < ∞. Fix an error tolerance 0 < tol < 1. Then,
Algorithm 1 will terminate in finite time, and will output a subfamily Γ′ ⊂ Γ and a density
ρ.
18 ALBIN, DARABI SAHNEH, GOERING, AND POGGI-CORRADINI
Moreover, Γ′ has the property that
(9.1) 0 ≤ Modp(Γ)−Modp(Γ
′)
Modp(Γ)
≤ tol,
while ρ satisfies
(9.2)
‖ρ? − ρ‖p
‖ρ?‖p ≤

21−1/p (ptol)
1/p if p ≥ 2
21/p
(
ptol
p−1
)1−1/p
if 1 < p < 2
Remark 9.2. The inequality (9.1) holds even when p = 1. However, (9.2) depends on
the strict convexity of the p-norm when p > 1. Also the lower bound in (9.1) follows from
the monotonicity of modulus.
Proof. Since the size of Γ′ is monotonically increasing within the loop and is bounded
from above by |Γ|, which by Theorem 7.1 we can assume to be finite, the algorithm will
certainly terminate in finite time. (As demonstrated in the examples to follow, however, for
certain graphs the algorithm tends to terminate after relatively few iterations.)
To see (9.1), we observe that the identity Ep(ρ) = Modp(Γ′) is a loop invariant. Moreover,
the loop can only terminate if ` := `ρ(γ) > 0. But when ` > 0, then the definition of γ
implies that 1
`
ρ ∈ A(Γ) and, thus, that
Modp(Γ) ≤ Ep
(ρ
`
)
=
1
`p
Ep(ρ) = 1
`p
Modp(Γ
′).
When the loop terminates, `p ≥ 1− tol, which implies
Modp(Γ) ≤ (1− tol)−1 Modp(Γ′).
This provides an estimate of the relative error upon termination:
Modp(Γ)−Modp(Γ′)
Modp(Γ)
= 1− Modp(Γ
′)
Modp(Γ)
≤ 1− (1− tol) = tol.
In order to prove (9.2), consider the Clarkson inequality for p ≥ 2:
(9.3) Ep(ρ+ ρ?) + Ep(ρ− ρ?) ≤ 2p−1 (Ep(ρ) + Ep(ρ?)) .
Notice that (ρ+ ρ?)/(1 + (1− tol)1/p) ∈ A(Γ). So
(9.4) Ep(ρ+ ρ?) ≥ (1 + (1− tol)1/p)p Modp(Γ).
Also Ep(ρ?) = Modp(Γ) and Ep(ρ) = Modp(Γ′) ≤ Modp(Γ), by (9.1). Therefore, by (9.4),
inequality (9.3) becomes
Ep(ρ− ρ?) ≤ 2p
(
1−
(
1 + (1− tol)1/p
2
)p)
Modp(Γ)
≤ 2p−1p (1− (1− tol)1/p)Modp(Γ) (since (1 + t)p ≥ 1 + pt)
≤ 2p−1pModp(Γ)tol (since 0 < tol < 1).
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Rewriting we obtain that
‖ρ? − ρ‖pp ≤ 2p−1p‖ρ?‖pptol.
When 1 < p < 2, the Clarkson inequality reads:
(9.5) ‖ρ+ ρ?‖qp + ‖ρ− ρ?‖qp ≤ 2
(‖ρ‖pp + ‖ρ?‖pp)q/p
where q = p/(p− 1).
Therefore, as before by (9.4) and the first inequality in (9.1), (9.5) becomes
‖ρ− ρ?‖qp ≤ 2
(‖ρ‖pp + ‖ρ?‖pp)q/p − (1 + (1− tol)1/p)q ‖ρ?‖qp
≤
[
21+q/p − (1 + (1− tol)1/p)q] ‖ρ?‖qp
≤ 2q
[
1−
(
1 + (1− tol)1/p
2
)q]
‖ρ?‖qp
= 2q−1qtol‖ρ?‖qp.

9.2. Examples.
9.2.1. Choked graph. In the case of the “choked graph” described at the beginning of this
section (see also Figure 4), the algorithm shortest(ρ) can be taken as an implementation
of Dijkstra’s algorithm. As described previously, the obvious essential subfamily Γ∗ ⊂ Γ of
simple paths in Γ is made up of minimal elements (in the sense of the ordering (5.1)) and
has at least |Γ∗| ≥ (N − 3)! elements. However, due to the “choke point” in the graph, it
seems reasonable to expect that Mod(Γ) can be approximated by many fewer paths than
this. Table 1 demonstrates the results of Algorithm 1 with tolerance tol = 10
−2 applied
to the N -node choked graph for several values of N . The “true” values of Mod(Γ) in the
table were computed via the effective resistance matrix, see Section 6.2. In all cases, only a
modest O(N) number of paths Γ′ ⊂ Γ are required to approximate Mod(Γ) to two decimal
places.
9.2.2. Random G(n, p) graphs. Intuitively, one might expect that for sparse graphs there
will be a relatively small number of choke points similar to the one in the choked graph
example; choosing a few key walks accessing those choke points would hopefully be sufficient
to approximate Mod(Γ). We can obtain an empirical understanding of the behavior of the
algorithm as follows. For fixed n, we take p to be a random real number chosen uniformly
from the range 2 log(n)/n ≤ p ≤ n and select a random graph G, chosen according to
the Erdo˝s-Re´nyi G(n, p) model: that is, G is a graph with n vertices, with each possible
edge selected independently for inclusion in the edge set with probability p. By choosing
p ≥ 2 log(n)/n, we ensure a high likelihood that G will be connected [6, Theorem 2.8.1]. We
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N (N − 3)! |Γ′| Mod(Γ′) Mod(Γ)
10 5040 8 0.81818182 0.81818182
40 1.38× 1043 38 0.95121951 0.95121951
160 1.17× 10278 158 0.98757764 0.98757764
640 2.47× 101511 400 0.99503722 0.99687988
Table 1. The results of applying Algorithm 1 to the choked graph (see Fig-
ure 4) with N nodes. As described in the text, the obvious choice of essential
subfamily has |Γ∗| ≥ (N − 3)! paths. However, the algorithm seems to require
less than N iterations to resolve Mod(Γ) to within a relative error of 10−2 or
less, as the column |Γ′| indicates.
then apply Algorithm 1 with tolerance tol = 10
−2 to the set Γ of all walks connecting the
first two vertices in G. (Again, shortest is based on Dijkstra’s algorithm.)
A natural guess for Γ∗ is the set Γs of all simple paths connecting the two vertices; every
walk in Γ contains a simple subpath, and each simple path is minimal. However, as will be
demonstrated, this choice of Γ∗ is much larger than the set Γ′ needed to approximate the
modulus. We begin by estimating E(|Γs|), the expected number of simple paths connecting
the first two nodes in a G(n, p) graph. For each simple path γ in the complete n-node graph,
define 1γ as the random variable which takes the value 1 for any G(n, p) graph that contains
γ, and 0 for all others. Then
E(|Γs|) = E
(∑
γ
1γ
)
=
∑
γ
E (1γ) .
Since all edges are selected independently with probability p, the expected value of 1γ for
any k-hop simple path γ is pk. Each such path passes through k − 1 vertices in addition to
the specially selected first and second, so there are (n− 2)!/(n− k− 1)! possible paths with
k hops. Thus, we have
E(|Γs|) =
n−1∑
k=1
(n− 2)!
(n− k − 1)! p
k.
The magnitude of this number can be approximated via Stirling’s approximation:
log n! ≥
(
n+
1
2
)
log n− n+ 1
2
log 2pi .
Approximating the sum by the final term, we arrive at the inequality
logE(|Γs|) ≥ (n− 1) log p+
(
n− 3
2
)
log(n− 2)− (n− 2) + 1
2
log 2pi.(9.6)
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Figure 5. Number of walks |Γ′| required to approximate the modulus of walks
between two points in a random sampling of G(23, p) graphs plotted against
the parameter p (left) and versus the size |E| (right).
 0
 100
 200
 300
 400
 500
 600
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
pa
th
s
p
 0
 100
 200
 300
 400
 500
 600
 100  200  300  400  500  600  700  800  900
pa
th
s
edges
Figure 6. Number of walks |Γ′| required to approximate the modulus of walks
between two points in a random sampling of G(42, p) graphs plotted against
the parameter p (left) and versus the size |E| (right).
The plots in Figure 5 show the number of curves in Γ′ upon algorithm termination versus
the parameter p and number of |E| for random G(n, p) graphs with n = 23 vertices obtained
as described above from 1000 random graph samples. In all 1000 graphs, |Γ′| = 200 was
sufficient to compute the modulus to within the tol = 10
−2 tolerance. For comparison,
Equation (9.6) approximates the size of Γs to be larger than 10
13 for p ≥ 0.5.
Figure 6 displays similar plots produced from 1000 random graphs with n = 42 vertices.
In this case, |Γ′| = 600 was sufficient to compute the modulus to within the tol = 10−2
tolerance. For comparison, Equation (9.6) approximates the size of Γs to be larger than 10
47
for p ≥ 0.5.
It would be interesting to be able to give a theoretical explanation for the inverted-
parabola nature of the graphs in Figure 5 and Figure 6.
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Figure 7. Examples of computing the modulus of the set of all walks begin-
ning at one of the large red nodes, passing through the large purple node, and
ending at one of the large blue nodes. The approximate modulus and size |Γ′|
(for tol = 10
−2) are reported for both examples.
9.2.3. Modulus of “via” walks. In order to demonstrate the flexibility of the proposed
algorithm, we consider a final example: the modulus of walks connecting two disjoint sets of
nodes A and B via a particular node c. That is, Γ consists of all walks beginning in A and
ending in B which pass through the node c along the way. In this case, shortest can be
implemented efficiently by iteration of Dijkstra’s algorithm. First, the algorithm determines
the shortest walk from A to c, then from c to B. The concatenation of these two walks gives
the shortest walk from A to B via c. Figure 7 provides a visualization of the results in two
different configurations. In the figures, the edge with highest weight is drawn in bright red.
All edges whose weights are at least 75% of the highest weight are drawn in red, with brighter
hues representing higher weights. All edges weighted between 25% and 75% of the highest
weight are drawn in blue, with brighter hues representing higher weights. The remaining
edges are drawn in gray.
10. Conclusion
We established the basic theory of families of walks in graphs and their modulus. This
is a concept that generalizes the fundamental notion of effective conductance in electrical
networks. The theory is derived from its continuous analog, where modulus has had many
applications. The advantage of finite graphs is their potential for computations. We pro-
pose to use walks instead of curves, because they’re more suitable to numerical algorithms,
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especially ones that try to find shortest walks within a family. We develop an algorithm for
computing the modulus of families of walks on graphs. Our experiments show this algorithm
to be fairly fast. However, more experiments and more theory is needed to obtain a complete
comparison of our proposed algorithm with other possible ones. See [3] for more theoretical
investigations of modulus, and [13, 8] for examples of applications.
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