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ABSTRACT 
A characterization is given of those n x n real matrices A which satisfy E,_,(PA) = 
E,_1(A) for all n x n permutation matrices P. 
1. INTRODUCTION 
Let S, denote the set of all YZ x n permutation matrices; let T denote 
the set of all transpositions in S,; let C denote the set of 3-cycles {(Y, Y + 1, 
t), Y = 1,. . .) n-2; t=r+2,..., a}, and let I be the identity matrix 
of S,. If E,_1(A) denotes the (n - l)th elementary symmetric function 
of an n x n matrix A, then we shall find those n x n matrices A such 
that E,_,(PA) = E,_,(A) for all P E S,. In order to characterize such 
matrices we shall need (n - 1)th compounds of all P E S, (Lemmas 1 
and 2). These compounds are used to express a G E {C,_,(P) : P E S,] 
as xl=, p,Pi, where Pi E (C,._,(P) : P E S,} and cS=, fii # 1 (Remark 1). 
It is subsequently shown that, for n x n matrices A, with the property 
that E,_,(PA) = E,_,(A) for all P E S,, E,_,(A) = 0 (Theorem 1). This 
is followed by a complete characterization of such matrices (Theorem 3). 
* I am grateful to Professor M. Marcus for suggesting this problem. And I am 
deeply indebted to Professor R. Westwick for his generous help. 
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2. PRELIMINARIES 
We require a notation for those matrices obtained from the permutation 
matrices by replacing some of the nonzero entries by - 1. If 1 < yi, 
ys,. _ . , rm < n are distinct integers and si,. . ., s,, t are real numbers, 
then by z = ((yr, ye,. . . , Y,); sl,. . . , s,; t) we will mean the matrix Q 
defined by Qriri+i = si, i = 1,. . . , m ; rmfl = r1 ; Qkck = t, k E (1,. . . , 
4\{%~ . .,r,},andQij = Ootherwise. Forexample r = ((1,3,4);1, - 1, 
1; - 1) is the matrix 
Also, we shall denote the set {C,_,(P): P E S,} by S,‘. 
LEMMA 1. Cn_l(~, s) = ((1~ - Y + 1,~ - s + 1); sl, sl; - l), where 
s1 = 1 if r + s is odd 
=- 1 if r+s iseven. 
Proof. Suppose P is the matrix of a linear transformation of n-space 
Rn relative to a unitary basis U,, . . . , U,. Then C,_,(P) is the matrix 
of a linear transformation of Rn relative to the basis U, A * . - A Ui_l A 
U,+lA..*hU,; i=n,n-l,..., 1. 
Now, if P = (r, s), 
C,_,(P) u, A * * . A U&l A Ui,l A * . . A u, 
= - u1 A** . A U,_l A Ui+l A * - . A U, if i # Y, s, 
since PU, A * * * A PUi_l A PUi,l A * . . A PU, is just U1 A * * * A Ui_l A 
Uifl A - - . A U, with U, and U, interchanged. This shows that the 
(i, i) element of C,_,(P) is - 1, if it is nonzero. If i = 7, then 
C,_I(P)U1 A * * - A Ui_l A Ui,l A. - - A U, 
=(-1)“+~-1U~A...hU,_~hU,+~h...hU,; 
Therefore the (N - Y + 1, n - s + 1) element of C,_,(P) is (- l)r+s-l. 
Similarly, if i = s, the (PZ - s + 1, n - Y + 1) element of C,_,(P) is 
(_ l)r+s-1. 
LEMMA 2. Let g = (rl,. . , rm), Y,+~ = rl, be any cycle in S,. If the 
r,th ooze, and the r,,,th colzbmn are deleted from the matrix CT, then the deter- 
minant of the remaining (n - 1) x (n - 1) submatrix is (- l)‘ifri+l-l sgn 0. 
Proof. Write 
rJ = Pi, Yifl) (Yi, Yi+2) . . . (Yi, Y&l) ; 
then 
C,_,(a) = Cn_l(Yi, Yi+l)Cn_l(Yi, Yi+2) *. * C,-l(ri, yi-1) x 
(C,-l(AB) = C,-l(~)C,-l(f4~ PI) 
= ((a -ri + l,n -Y~+~ + 1) ;s,,s,; - l)... 
((n-~ri+l,n-~r,_l+l);s,,s,;-l)**~. (1) 
Here sl,. . . , s2 are given by Lemma 1. The determinant of the submatrix 
of G obtained by removing the r&h row and r,+Ith column is given by 
the entry in position (PZ - yi + 1, n - Y~+~ + l} in C,_,(a). From Eq. 
(1)J 
C,-,(a) = ((a - yi + 1, n - yi+l + 1); ~1, sl; - l)P, 
where the sole nonzero element in the (n - Y~+~ + 1)th row is (- l)m+2 
and this occurs on the diagonal of P. Thus the {n - ri + 1, n - Y~+~ + l> 
element of C,_,(o) is (- l)Yi+‘i+lfl(- l)m+2 = (- l)rifri+l sgn(o). Hence 
the lemma. 
From Lemma 1, we get 
COROLLARY 1. C,_,(a) = ((n - y1 + l,..., n - Y, + 1); So,..., s,; 
sgn a), where CT = (rl,. . , Y,). 
From Eq. (l), the sign of the diagonal elements in C,_,(o) is (- l), . . , 
(- l), (m - 1) times, i.e., sgn G. Moreover, sl,. . , s, are determined by 
Lemma 2. 
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Thus, given any permutation matrix, its (n - 1) compound can be 
computed by the formulas above. 
Remark 1. There exists a E S,’ such that 0 = zi=, pip,, where 
Pi E S,’ and x1=1 Pi # 1. 
Let CJ = C,_1(3, 2, 1). We claim that 
C,_,(a) = - {G-,(3,2) + C,_1(3,1) + C,_,(2, l,} - C,_,(l, 2,3) - 1. 
For, by using the lemmas above, we get 
((n-2,n-l,n);-l,-1,l;l) 
= - {((n - 2,n - 1); 1,l; - 1) + ((n - 2,n); - 1, - 1; - 1) 
+ ((n - 1, n); 1,l; - 1)) - (( n,n-l,n-2);-I,-l,l;l)-1 
= ((n-2,12 - 1); - 1, - 1; 1) + ((n-2,92); 1,l; 1) + ((n- 1,n); 
- 1, - 1; 1) ((12,n l,n- 2); 1, 1, 1; 1) -1. - - - - - - 
Now this identity is obvious. 
Remark 2. It is interesting to note that, if T’ = {C,_,(P): P E T}; 
C’ = {C,_,(P) : P E C}, then the set T’UC’UI is an independent set 
in S,’ and it generates the whole set S,’ as linear combinations over the 
reals. 
Remark 3. In case of the set of 7 compounds {C,.(P): P E S,>, we 
have so far been unable to establish results similar to the remarks above 
except in the special cases when r = va - 1, 1. For 7 = 2 and n = 4, we 
can say that this set contains an independent set of cardinality 18 which 
is greater than (n - 1)2 + 1; viz., 10. Moreover, Remark 1 remains true 
in this special case; and we conjecture that it is true for the general set 
{C,(P): PES,}, Y # 1. 
2. MAIN THEOREMS 
Now we consider the set of n x n (n > 3) matrices {A : E,_,(PA) = 
E,_,(A) for all P E S,), where E,_,(A) denotes the (n - 1)th elementary 
symmetric function of A. We claim that for such matrices E,_,(A) = 0. 
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By Remark 1, for a P E S,, 
C,_,(P) = i Awn-l(Pi)> 
i=l 
and CI=i pi f 1; therefore 
C,_,(P)C,-,(A) = =i: B,C,-,(P,)C,-l(A)* 
i=l 
and 
WLPA)) = Wn-~(Wn-~(A)) 
By our assumption that E,_,(PA) = E,_,(A) for all P E S, and the 
fact that tr(C,_,(A)) = E,_,(A), we have tr(C,_,(P)C,_,(A)) = 
tr(C,_,(A)) = A, say. Substituting 1 in (2), we get 
which implies that A = 0, since xl=, pi # 1. 
Hence E +1(A) = tr(C,_,(A)) = 0, and we have 
THEOREM 1. A necessary condition that the n x n (n > 3) matrix A 
have the property E,_,(PA) = E,_,(A) for all P E S, is that E,_,(A) = 0. 
Notation. Write C,_,(A) = B and C,_,(P) = P’. 
In order to give further insight into matrices with the property 
E,_l(PA) = E,_,(A) for all P E S,, we establish 
THEOREM 2. For an n x n (n > 3) matrix A satis/ying E,_,(PA) = 
E,_1(A) for all P E S,, det A = 0. 
Proof. By Theorem 1, E,_,(PA) = tr(P’B) = 0 for all P E S,. In 
fact, tr(QB) = 0 for all linear combinations Q of such P”s. 
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Since det B = det C,_,(A) = (det A)n-l 11, p. 171, it is sufficient 
to establish that det B = 0. Thus we prove that the sum of any two 
adjacent columns of B is a multiple of (1, - 1, 1,. ., (- 1)12-1)T. From 
this it follows that B is singular, and so det B = 0. We begin by proving 
that the sum of the first two columns of B has the form above. In the 
following, we shall want to derive conclusions from the fact that tr(QB) = 0 
for any linear combination Q of P”s and the fact that E,_,(A) = ~~sl bii = 
0. We shall simply say “Q gives . . ,” where the dots indicate the simplified 
form of the equation tr(QB) = 0 obtained by using ~~=i bii = 0. Thus, 
for example, for Q = P’ = ((1, 2); 1, 1; - l), tr(P’B) = b,, + b,, - 
CL,2 St - b.. - 0. Using cr=, b,, = 0, we find that “((1, 2); 1, 1; - 1) 
gives b,, + b,, = - (b,, + b,,)“; and b,, + b,, = - (b,, + b,,). In 
the same way ((Y, s); t, t; - 1) gives b,, + b,, = * (b,, + b,,), where the 
positive sign is used if Y + s is even and otherwise the negative sign. 
If we let b,, + b,, = ccl, then b,, + b,, = - ccl. This says that the 
first two elements of the sum of the first two columns of B are c~i and 
- c~i, respectively. By judiciously picking sums of PI’s, we can show that 
the remaining elements in the sum of the first two columns of B are 
also~~crlwithcorrectsigns.I;orexample,Q=((1,2,3,4);1,1,1,1;-l)+ 
((1, 3, 4); 1, - 1, - 1; 1) gives b,, + b,, = - (b,, + b,,) = ccl. In 
general, for k even, ((1,2, k - 1, k); 1, 1, 1,l; - 1) + ((1, K - 1, 1); 
1, - 1, - 1; 1) gives b,_,, + b,_,, = - (b,, + b,,) = ccl. 
Ifkisodd,then((l, 2, k - 1, k); 1, - 1, 1, - 1; - 1) + ((1, k - 1,k); 
- I, - 1, 1; 1) gives b,_,, + bk_,z = (b,, + b,,) = - tll. 
These results give us all but the last element in the sum of the first 
two columns of B. Now we obtain the nth element of this column. 
For n odd, the matrix ((1, 2, n - 1, n); 1, - 1, I, - 1; - 1) + 
((2, n - 1, n); 1, - 1, - 1; 1) gives - (b,, + bz,) + (b,, + b,,) = 0. 
This can be rewritten as 
(b, + b,,) - b,, - !bn, + b,,) + b,, - (b,, i- b,,) + bnx + b,, = 0 
Since ((Y, s); t, t; - 1) gives b,, + b,, = & (b,, + b,,), we get b,l + b,, = 
b,, + b,, = ccl. Similarly, when n is even, the matrix ((1, 2, n - 1, n); 
1, 1, 1, 1; - 1) + ((2, n - 1,s); - 1, - 1, 1; 1) gives b,, + b,, = 
- (b,, + b,,) = - ~1. Hence the sum of the first two columns of 6’ 
is {c~i, - ~ci,. , (- l)n-l~l}T. 
To show that the sum of the kth and (k + 1)th columns of B has the 
form above, we proceed as follows. Let A = AP, where 
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P=(n,?S--_+l)(n-l,n-g. 
Then the first two columns of C,_,(A) consist of either the kth and 
(k + 1)th columns of B, respectively, or their negatives. In either case, 
it follows from the previous paragraph that the sum of these two columns 
is a multiple of (1, - 1, 1,. . . , (- l)“-i) r. Hence we have det A = 0. 
Q.E.D. 
If A is an m x n matrix, with p(A) = K, then p(C,(A)) = 
k 
0 
r [l, p. 281. 
Clearly, for k < r, p(C,(A)) = 0, i.e., every entry of C,(A) is zero. 
Inthepresentcase,whenr = n - l,p(B) = n ” 1 . 
i ) 
Since det A = 0, 
p(A) < 9%. But, for p(A) < n - 1, we have the trivial case in which 
p(B) = 0. In this case B = 0 and it is trivially true that, for any A 
(of rank < n - l), tr(C,_,(A)) = tr(C,_,(PA)) for all P E S,. 
We consider now the structure of B and A, when p(A) = n - 1 and 
p(B) is (consequently) 1. 
Assume that B has the form 
a2 
Jvz 
k-la2 
. . . 
. . * 
. . , 
If we examine the columns of B in the light of Theorem 2, we find that 
(4 + a,+1 P + kd = (a, + ar+dP - 4 
= (a, + ar+l )(I + (- l)n-lk,-l) 
=o 
for 
r=l,...,n-1. (3) 
We now consider the two cases which arise when a7 + ar+1 f 0 for 
somerE{l,..., n-l}andwhena,+a,+,=Oforallr~{l,...,~- I}. 
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Case (i). a, + a,,, # 0 for r = k. 
From (3), we have k, = (- 1)7 and the matrix B becomes 
al 
- al 
B= 
a2 . . . 
-a, 0.. 
a, 
- a, I. (4) _(- l)+lai (- l)+la, * * * (- l)n-lan. 
Case (ii). a,+a,+,=O for all rE{l,...,n- 1). 
In this case the matrix B takes the form 
-al ..* 
* . . k,_,(- l)+la, 
(5) 
Note that, as far as form is concerned, (5) is essentially the transpose 
of (4). It is therefore sufficient to determine the form of A when B is 
given by (4). 
If ui, i = 1,. . ., n, are the rows of A, then by [l, p. 171 
u, A u2 Il. . . hii,=(-l)n-iUlh...hiiiA...h~,,..., (6) 
where 6, implies the absence of Ui in the Grassmann product. 
Now A is of rank n - 1. Let us suppose that the row vectors U1,. . , 
U,_l are independent, and 
Taking the left Grassmann product of (7) with U, A . * - A iii A - . . A U,, 
we get 
Ui A U2 A. . . A Ui A. . . A U, = /J’JJ~ A. + . A U, A. - . A on A Ui 
z (- I)“-i-l&u, A.. . A 6,. 
Using (6), we obtain 
(- l)n-i(,T1 A.. . A U’, = (- l)n-+l/?,U, A . - . A U’,, 
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which implies that pi = - 1 for all i E (1,. . ., n - l}. Thus 
and 
Ul 
u2 
A= : I.1 . U n-1 n-1 - $5 ui FJ) 
Note that we are led to this form regardless of which rows of A we 
assume to be linearly independent. 
Similarly the form of A, when B is given by (5), is the transpose of (8). 
We summarize these results in 
THEOREM 3. If A is a rank n - 1, n-square matrix zedh the property 
that E ._,(PA) = E,_,(A) for all P E S,, then A is of the form (8) 07 its 
transpose. 
Before we state a suitable converse of this theorem, we observe the 
following : 
If an n x n matrix A is of the form (8) or its transpose, then its 
(n - 1)th compound B is of the type (4) or (5), respectively. Now, let 
/i denote the matrix A(AT) in which the ith row (column) is replaced by 
the row (column) [l, . . . , 11. The determinant of A, when expanded with 
the ith row (column), is a, - a2 + . * . + (- l)n-lan, which is also the 
trace of B. 
Thus, conversely, if an n x n matrix A is of the form (8) or its transpose 
with det(k) = 0, then E,_,(PA) = E,_1(A) for all P E S,. 
REFERENCES 
1 M. Marcus and H. Mint, A Survey of Matrix Theory and Matrix Inequalities, 
Allyn and Bacon, Boston, 1964. 
Received September, 1970 
