Abstract. We improve recent results of D. Gomez and A. Winterhof on the Waring problem with Dickson polynomials in finite fields. Our approach is based on recent advances in arithmetic combinatorics in arbitrary finite fields due to A. Glibichuk and M. Rudnev.
Introduction
For a finite field F q of q elements, and a parameter a ∈ F q , we define the sequence of Dickson polynomials D e (X, a), e = 0, 1, . . ., recursively by D e (X, a) = XD e−1 (X, a) − aD e−2 (X, a), e= 2, 3, . . . ,
where D 0 (X, a) = 2 and D 1 (X, a) = X; see [12] for a background on Dickson polynomials. D. Gomez and A. Winterhof [11] have considered an analogue of the Waring problem for Dickson polynomials over F q , that is, the question of the existence and estimation of a positive integer s such that the equation is solvable for any c ∈ F q ; see also [3] .
In particular, we denote by g a (e, q) the smallest possible value of s in (1) and put g a (e, q) = ∞ if such an s does not exist.
Since for a = 0 we have D e (X, a) = X e , this case corresponds to the classical Waring problem in finite fields where recently quite substantial progress has been achieved; see [4, 5, 6, 14] . A survey of earlier results can also be found in [13] . So, we can restrict ourselves to the case of a ∈ F * q . Using the identity • for a = 1 and (4) gcd(e, q + 1)
However, recently it has become apparent that the methods of arithmetic combinatorics provide a very powerful tool for the Waring problem and lead to results which are not accessible by other methods; see [4, 5] . The question of the possibility of extending this technique to the Waring problem with Dickson polynomials has been posed in [11] . This work gives a positive answer to this. More precisely, we use a recent result of A. Glibichuk and M. Rudnev [10] to show that in fact g a (e, q) remains uniformly bounded even under much more liberal conditions than (3) and (4) . We also replace the condition a = 1 by the weaker condition that a is a square in
ii. for any a that is a square in F * q and gcd(e, q + 1
Clearly Theorem 1 gives a stronger estimate than that of [11] (that is, g a (e, q) ≤ s under the conditions (3) and (4)) for
Furthermore, it is easy to see that for a prime q = p, a result of J. Bourgain [1] (see also [2] ) together with (2) immediately implies that for any fixed ε > 0 there exists a constant C(ε) such that g a (e, p) ≤ C(ε)
• for any a ∈ F * p and gcd(e, p − 1) ≤ p 1−ε ; • for any a that is a square in F * p and gcd(e, p + 1) ≤ p 1−ε .
Here we use a result of A. Glibichuk and M. Rudnev [10] to get a fully explicit bound on g 1 (e, q) (note that the case of a = 1 is of principal interest in [11] ) in arbitrary finite fields F q provided that gcd(e, q 2 − 1) ≤ q 2−ε and that at least one of the following conditions is satisfied: (5) and (6) is satisfied. 
In particular, it is noted in [11] that at least one of the conditions (5) and (6) is always satisfied, and thus g 1 (e, q) exists if gcd(e, q − 1) < q 1/2 or gcd(e, q + 1) < 0.75q 2/3 . From Theorem 2 we derive an explicit uniform bound
which holds if one of these inequalities is satisfied provided q is large enough. Finally, we note that the results and methods of arithmetic combinatorics have been used for several other additive problems; see [7, 8] . [11] , the identity (2) is one of our principal tools. We also need the following generalisation of [11, Equation (2.1)], which follows immediately from (2):
Preparations

Background on Dickson polynomials. As in
Lemma 3. For any v and w in the algebraic closure of F q , we have
For a ∈ F q we consider the sets
A simple remark is that D a , E ⊆ F q . Indeed, for D a it is obvious. To see this for 
We say that a set A ⊆ F q is special if for some α ∈ F * q and a proper subfield F r ⊆ F q , F r = F q , we have {αa : a ∈ A} ⊆ F r . Otherwise, we say that A is nonspecial.
By [9, Theorem 6] we have Lemma 6. For any nonspecial set A ⊆ F q with #A > q 1/(n−δ) , an arbitrary integer n ≥ 2 and a positive δ < 1, we have
where
We also recall that for special types of finite fields a series of stronger versions of Lemma 6 can be found in [9] . 
Thus, by Lemma 5, we see that for any c ∈ F q there are v 1 , . . . , v 8 ∈ V a and w 1 , . . . , w 8 ∈ V 1 such that
Applying Lemma 3, we obtain the first assertion. Now, if a is a square in F * q , we find b ∈ F * q with b 2 = a and remark that by (2) we have
We now notice that if v q+1 = 1, then and after simple calculations we obtain the desired result.
