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SPARSE CHOLESKY FACTORIZATION BY KULLBACK-LEIBLER
MINIMIZATION
FLORIAN SCHÄFER∗, MATTHIAS KATZFUSS† , AND HOUMAN OWHADI‡
Abstract. We propose to compute a sparse approximate inverse Cholesky factor L of a dense
covariance matrix Θ by minimizing the Kullback-Leibler divergence between the Gaussian distribu-
tions N (0,Θ) and N (0, L−>L−1), subject to a sparsity constraint. Surprisingly, this problem has
a closed-form solution that can be computed efficiently, recovering the popular Vecchia approxima-
tion in spatial statistics. Based on recent results on the approximate sparsity of inverse Cholesky
factors of Θ obtained from pairwise evaluation of Green’s functions of elliptic boundary-value prob-
lems at points {xi}1≤i≤N ⊂ Rd, we propose an elimination ordering and sparsity pattern that
allows us to compute ε-approximate inverse Cholesky factors of such Θ in computational complexity
O(N log(N/ε)d) in space and O(N log(N/ε)2d) in time. To the best of our knowledge, this is the
best asymptotic complexity for this class of problems. Furthermore, our method is embarrassingly
parallel, automatically exploits low-dimensional structure in the data, and can perform Gaussian-
process regression in linear (in N) space complexity. Motivated by the optimality properties of
our methods, we propose methods for applying it to the joint covariance of training and prediction
points in Gaussian-process regression, greatly improving stability and computational cost. Finally,
we show how to apply our method to the important setting of Gaussian processes with additive noise,
sacrificing neither accuracy nor computational complexity.
Key words. Covariance function, Vecchia approximation, kernel matrix, sparsity, transport
map, factorized sparse approximate inverse.
AMS subject classifications. 65F30 (42C40, 65F50, 65N55, 65N75, 60G42, 68W40)
1. Introduction.
The problem. This work is concerned with the sparse inverse–Cholesky factoriza-
tion of large dense positive-definite matrices Θ ∈ RN×N , frequently arising as kernel
matrices in machine-learning methods using the “kernel trick” [26], as covariance
matrices in Gaussian-process (GP) statistics [43], and as Green’s matrices in the nu-
merical analysis of elliptic partial differential equations (PDEs). Naive computations
of quantities such as Θv, Θ−1v, logdet Θ, which are required by the applications
mentioned above, scale as O(N2) or O(N3), and become prohibitively expensive for
N > 105 on present-day hardware.
Existing work. Numerous approaches have been proposed in the literature to im-
prove this computational complexity by taking advantage of the structure of Θ.
Many rely on sparse approximations to the kernel matrix (e.g., [17, 33]), its inverse
(e.g., [36, 45, 46, 44]), or the Cholesky factor of its inverse (e.g., [58]); also popular are
low-rank approximations (e.g., [59, 51, 15, 2, 16, 3]) and combinations of low-rank and
sparse approximations (e.g., [50, 52, 42, 47]). Near-linear computational complexity
can be achieved by applying these mechanisms hierarchically on multiple scales. Ex-
amples of hierarchical sparse approximations include wavelet methods (e.g., [7]), the
multi-resolution approximation [29, 30], and (implicitly) some versions of the Vecchia
approximation [31]. Hierarchical application of low-rank approximations leads to hi-
erarchical matrices [22, 24, 23, 8, 1, 25, 9, 10, 57], which are an algebraic abstraction
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of the fast multipole method [19]. [49] proposed an approximation based on incom-
plete Cholesky factorization that can be interpreted as both hierarchical sparse and
hierarchical low-rank.
The best asymptotic (in N and ε) memory complexity for the ε-accurate com-
pression of an N × N kernel matrix with finitely smooth covariance function and
d-dimensional feature space is O(N logd(N/ε)), which is achieved by wavelets in non-
standard form ([7], for asymptotically smooth kernels), or sparse inverse Cholesky
factors of Θ ([49], based on results in [40, 41]). However, we are not aware of practi-
cal algorithms that provably compute such approximations in near-linear time from1
O(N logd(N/ε)) entries of Θ chosen a priori.
Our method. We propose to compute a sparse approximate inverse Cholesky fac-
tor L of Θ, by minimizing with respect to L subject to a sparsity constraint, the
Kullback-Leibler (KL) divergence between two centered multivariate normal distri-
butions with covariance matrices Θ and (LL>)−1. Surprisingly, this minimization
problem has a closed-form solution, enabling the efficient computation of optimally
accurate Cholesky factors for any specified sparsity pattern.
The resulting approximation can be shown to be equivalent to the Vecchia approx-
imation of Gaussian processes [58], which has become very popular for the analysis
of geospatial data (e.g., [55, 11, 56, 20, 31, 32]); to the best of our knowledge, rig-
orous convergence rates and error bounds were previously unavailable for Vecchia
approximations, and this work is the first one presenting such results. An equivalent
approximation has also been proposed by [28] and [34] in the literature on factorized
sparse approximate inverse (FSAI) preconditioners of (typically) sparse matrices (see
e.g., [6] for a review and comparison); however, its KL-divergence optimality has not
been observed before. KL-minimization has also been used to obtain sparse lower-
triangular transport maps by [38]; while this literature is mostly concerned with the
efficient sampling of non-Gaussian probability measures, the present work shows that
an analogous approach can be used to obtain fast algorithms for numerical linear
algebra, if the sparsity pattern is chosen appropriately.
State-of-the-art computational complexity. Computational complexity and ap-
proximation accuracy of our approach depend on the choice of elimination ordering
and sparsity pattern. We propose a particular choice, similar to [20] and [49], that
is motivated by the screening effect (e.g., [53, 54, 4]), which implies (approximate)
conditional independence for many kernels of common interest. By using a grouping
algorithm similar to the heuristics proposed by [14] and [20], we can show that the
approximate inverse Cholesky factor can be computed in computational complexity
O(Nρ2d) in time and O(Nρd) in space, using only O(Nρd) entries of the original
kernel matrix Θ, where ρ is a tuning parameter trading accuracy for computational
efficiency.
The authors of [49] observe that recent results on numerical homogenization and
operator-adapted wavelets [37, 35, 40] imply the exponential decay of the inverse
Cholesky factors of Θ, if the kernel function is the Green’s function of an elliptic
boundary-value problem. Using these results, we prove that in this setting, an ε-
approximation of Θ can be obtained by choosing ρ ≈ log(N/ε). This leads to the
best-known trade-off between computational complexity and accuracy for this class
of kernel matrices.
1Hidden constants in all asymptotic complexities may depend on the dimension d of the dataset.
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Practical advantages. Our method has important practical advantages comple-
menting its theoretical and asymptotic properties. In many GP regression applica-
tions, large values of ρ are computationally intractable with present-day resources. By
incorporating prediction points in the computation of KL-optimal inverse-Cholesky
factors, we obtain a GP regression algorithm that is accurate even for small (≈ 3)
values of ρ, including in settings where truncation of the true Cholesky factor of Θ−1
to the same sparsity pattern fails completely.
For other hierarchy-based methods, the computational complexity depends expo-
nentially on the dimension d of the dataset. In contrast, because the construction
of the ordering and sparsity pattern only uses pairwise distances between points, our
algorithms automatically adapt to low-dimensional structure in the data, and operate
in complexities identified by replacing d with the intrinsic dimension d̃ ≤ d of the
dataset.
An important limitation of existing methods based on the screening effect [20, 49,
32] is that they deteriorate when applied to independent sums of two GPs, such as
when combining a GP with additive Gaussian white noise. Extending ideas proposed
in [49], we are able to fully preserve both the accuracy and asymptotic complexity of
our method over a wide range of noise levels. To the best of our knowledge, this is
the first time this has been achieved by a method based on the screening effect.
Finally, our algorithm is intrinsically parallel, because it allows each column of
the sparse factor to be computed independently (as in the setting of the Vecchia ap-
proximation, factorized sparse approximate inverses, and lower-triangular transport
maps). Furthermore, we show that in the context of GP regression, the loglikeli-
hood, the posterior mean, and the posterior variance can be computed in O(N + ρd)
space complexity. In a parallel setting, we require O(ρd) communication between
the different workers for every O(ρ3d) floating-point operations, resulting in a total
communication complexity of O(N). Here, most of the floating-point operations arise
from calls to highly optimized BLAS and LAPACK routines.
Outline. The remainder of this article is organized as follows. In section 2, we
show how sparsity-constrained KL-minimization yields a simple formula for approx-
imating the inverse Cholesky factor of a positive-definite matrix. In section 3, we
present elimination orderings and sparsity patterns that provably lead to state-of-the-
art trade-off between computational complexity and accuracy when applied to Green’s
functions of elliptic PDEs, and that we recommend more generally for covariance ma-
trices of Gaussian processes that are subject to a screening effect. In subsection 3.3,
we bound the computational complexity of our algorithm and rigorously quantify
its complexity/accuracy trade-off. In section 4, we showcase three extensions of our
method, allowing the treatment of additive noise due to measurement errors, im-
proving the speed and accuracy of prediction, and enabling GP regression at linear
complexity in space and communication (between workers) in a distributed setting.
In section 5, we present numerical experiments applying our method to GP regression
and to boundary-element methods for the solution of elliptic PDEs. We summarize
our findings in section 6. The proofs of the main results are deferred to an appendix.
Further details on the construction of the ordering and sparsity pattern, as well as on
the implementation of some variants of our method are provided in the supplementary
material.
2. Cholesky factorization by KL-minimization. The Kullback-Leibler di-
vergence between two probability measures P and Q is defined as DKL(P ‖ Q) =∫
log( dP/ dQ) dP . If Q is an approximation of P , then the KL divergence is the ex-
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pected difference between the associated true and approximate log-densities, and so
its minimization is directly relevant for accurate approximations of GP inference, in-
cluding GP prediction and likelihood-based inference on hyperparameters. By virtue
of its connection to the likelihood ratio test [12], the KL divergence can also be inter-
preted as the strength of the evidence that samples from P were not instead obtained
from Q. If P and Q are both N -variate centered normal distributions, the KL diver-
gence is equivalent to a popular loss function for covariance-matrix estimation [27],
and it can be written as
(2.1) 2DKL(N (0,Θ1) ‖ N (0,Θ2)) = trace(Θ−12 Θ1) + logdet(Θ2)− logdet(Θ1)−N.
Let Θ be a positive-definite matrix of size N × N . Given a lower-triangular
sparsity set S ⊂ I × I, where I = {1, . . . , N}, we want to use
(2.2) L := argminL̂∈S DKL
(
N
(
0,Θ
) ∥∥∥ N (0, (L̂L̂>)−1))
as approximate Cholesky factor for Θ−1, for S :=
{
A ∈ RN×N : Aij 6= 0⇒ (i, j) ∈ S
}
.
While solving the non-quadratic program (2.2) might seem challenging, it turns out
that it has a closed-form solution that can be computed efficiently:
Theorem 2.1. The nonzero entries of the i-th column of L as defined in Equa-
tion (2.2) are given by
(2.3) Lsi,i =
Θ−1si,sie1√
e>1 Θ
−1
si,sie1
,
where si := {j : (i, j) ∈ S}, Θ−1si,si := (Θsi,si)
−1, Θsi,si is the restriction of Θ to the
set of indices si, and e1 ∈ R#si×1 is the vector with the first entry equal to one and all
other entries equal to zero. Using this formula, L can be computed in computational
complexity O
(
#S + (max1≤i≤N #si)
2
)
in space and O
(∑N
i=1 (#si)
3 )
in time.
Proof. See Appendix A.1.
Compared to ordinary sparse Cholesky factorization (see Algorithm 4.2), the algo-
rithm implied by Theorem 2.1 has the advantage of giving the best possible Cholesky
factor (as measured by KL) for a given sparsity pattern. Furthermore, it is embar-
rassingly parallel — all evaluations of Equation (2.3) can be performed independently
for different i. While the computational complexity is slightly worse than the one
of in-place incomplete Cholesky factorization, we will show in Theorem 3.2 that for
important choices of S, the time complexity can be reduced to O
(∑N
k=1 (#sk)
2 )
,
matching the computational complexity of incomplete Cholesky factorization.
The formula in Equation (2.3) can be shown to be equivalent to the formula that
has been used to compute the Vecchia approximation [58] in spatial statistics, without
explicit awareness of the KL-optimality of the resulting L. In the literature on fac-
torized sparse approximate inverses, the above formula was derived for minimizers of
‖Id− L chol(Θ)‖FRO subject to the constraints L ∈ S and diag(LΘL>) = 1 [34], and
for minimizers of the Kaporin condition number (trace(ΘLL>)/N)N/ det(Θ(LL>))
subject to the constraint L ∈ S [28]. The KL-divergence, as opposed to ‖Id −
L chol(Θ)‖FRO, strongly penalizes zero eigenvalues of ΘLL>, which explains the ob-
servation of [13] that adding the constraint diag(LΘL>) = 1 tends to improve the
spectral condition number of the resulting preconditioner, despite increasing the size
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Fig. 1. To obtain the reverse-maximin ordering, for k = N − 1, N − 2, . . . , 1, we successively
select the point xik that has the largest distance `ik to those points xik+1 , . . . , xiN selected previously
(shown as enlarged). All previously selected points within distance ρ`i of xik (here, ρ = 2) form the
k-th column of the sparsity pattern.
of the fidelity term ‖Id− L chol(Θ)‖FRO. [38] showed that the embarrassingly paral-
lel nature of KL-minimization is even preserved when replacing the Cholesky factors
with nonlinear transport maps with Knothe-Rosenblatt structure. As part of ongoing
work on the sample complexity of the estimation of transport maps, [5] discovered
representations very similar to Equation (2.3), independently of the present work.
Based on the results above, we propose the following procedure to approximate
a large positive-definite matrix Θ:
1. Order the degrees of freedom (i.e., rows and columns of Θ) according to some
ordering ≺.
2. Pick a sparsity set S ⊂ I × I.
3. Use Formula (2.3) to compute the lower-triangular matrix L with nonzero
entries contained in S that minimizes DKL
(
N
(
0,Θ
) ∥∥ N (0, (LL>)−1)).
In the next section, we will describe how to implement all three steps of this procedure
in the more concrete setting of positive-definite matrices obtained from the evaluation
of a finitely smooth covariance function at pairs of points in Rd.
3. Ordering and sparsity pattern motivated by the screening effect.
The quality of the approximation given by Equation (2.2) depends on the ordering
of the variables and the sparsity pattern S. For kernel matrices arising from finitely
smooth Gaussian processes, we propose specific orderings and sparsity patterns, which
can be constructed in near-linear computational complexity and which lead to good
approximations for many Θ of practical interest.
3.1. The reverse-maximin ordering and sparsity pattern. Assume that
G is the covariance function of a Gaussian process that is conditioned to be zero
on (the possibly empty set) ∂Ω, and the kernel matrix Θ ∈ RI×I is obtained as
Θij := G(xi, xj) for a set of locations {xi}i∈I ⊂ Ω.
The reverse maximum-minimum distance (reverse-maximin) ordering [20, 49] of
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Algorithm 3.1 Without aggregation
Input: G, {xi}i∈I , ≺, S≺,l,ρ
Output: L ∈ RN×N l. triang. in ≺
1: for k ∈ I do
2: for i, j ∈ sk do
3: (Θsk,sk)ij ← G(xi, xj)
4: end for
5: Lsk,k ← Θ−1sk,skek
6: Lsk,k ← Lsk,k/
√
Lk,k
7: end for
8: return L
Algorithm 3.2 With aggregation
Input: G, {xi}i∈I , ≺, S≺,l,ρ,λ
output: L ∈ RN×N l. triang. in ≺
1: for k̃ ∈ Ĩ do
2: for i, j ∈ sk̃ do
3:
(
Θsk̃,sk̃
)
ij
← G(xi, xj)
4: end for
5: U ← P l chol(P lΘsk̃,sk̃P
l)P l
6: for k  k̃ do
7: Lsk,k ← U−>ek
8: end for
9: end for
10: return L
Fig. 2. KL-minimization with and without using aggregation. For notational convenience, all
matrices are assumed to have row– and column ordering according to ≺. P l denotes the order-
reversing permutation matrix, and ek is the vector with 1 in the k-th component and zero elsewhere.
{xi}i∈I is achieved by selecting the last index as
(3.1) iN := argmaxi∈I dist (xi, ∂Ω)
(or arbitrarily for ∂Ω = ∅), and then choosing sequentially for k = N −1, N −2, . . . , 1
the index that is furthest away from ∂Ω and those indices that were already picked:
(3.2) ik := argmaxi∈I\{ik+1,...,iN} dist
(
xi,
{
xik+1 , . . . , xiN
}
∪ ∂Ω
)
.
Write `ik = dist
(
xik ,
{
xik+1 , . . . , xiN
}
∪ ∂Ω
)
, and write i ≺ j if i precedes j in the
reverse-maximin ordering. We collect the {`i}i∈I into a vector denoted by `.
For a tuning parameter ρ ∈ R+, we select the sparsity set S≺,`,ρ ⊂ I × I as
(3.3) S≺,l,ρ := {(i, j) : i  j,dist(xi, xj) ≤ ρ`j} .The
The reverse-maximin ordering and sparsity pattern is illustrated in Figure 1.
By a minor adaptation of [49, Alg. 3], the reverse-maximin ordering and sparsity
pattern can be constructed using Algorithm C.1 (see Appendix C) in computational
complexity O(N log2(N)ρd̃) in time and O(Nρd̃) in space, where d̃ ≤ d is the intrinsic
dimension of the dataset, as will be defined in Condition B.2. The inverse Cholesky
factors L can then be computed using Equation (2.3), as in Algorithm 3.1.
3.2. Aggregated sparsity pattern. It was already observed by [14] in the
context of sparse approximate inverses, and by [55, 20] in the context of the Vecchia
approximation, that a suitable grouping of the degrees of freedom makes it possible
to reuse Cholesky factorizations of the matrices Θsi,si in Equation (2.3) to update
multiple columns at once. The authors of [20, 14] propose grouping heuristics based on
the sparsity graph of L and show empirically that they lead to improved performance.
In contrast, we propose a grouping procedure based on geometric information and
prove rigorously that it allows us to reach the best asymptotic complexity in the
literature, in a more concrete setting.
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Fig. 3. The left figure illustrates the original pattern S≺,`,ρ. For each orange point, we need
to keep track of its interactions with all points within a circle of radius ≈ ρ. In the right figure,
the points have been collected into a supernode, which can be represented by a list of parents (the
orange points within an inner sphere of radius ≈ ρ) and children (all points within a radius ≈ 2ρ).
Assume that we have already computed the reverse-maximin ordering ≺ and
sparsity pattern S≺,`,ρ, and that we have access to the `i as defined above. We will
now aggregate the points into groups called supernodes, consisting of points that are
close in both location and ordering. To do so, we pick at each step the first (w.r.t. ≺)
index i ∈ I that has not been aggregated into a supernode yet and then we aggregate
into a common supernode the indices in {j : (i, j) ∈ S≺,`,ρ, `j ≤ λ`i} for some λ > 1
(λ ≈ 1.5 is typically a good choice) that have not been aggregated yet. We proceed
with this procedure until every node has been aggregated into a supernode. We write
Ĩ for the set of all supernodes; for i ∈ I, ĩ ∈ Ĩ, we write i  ĩ if ĩ is the supernode
to which i has been aggregated. We furthermore define sĩ :=
{
j : ∃i ĩ, j ∈ si
}
and
introduce the aggregated sparsity pattern S̃≺,`,ρ,λ :=
⋃
k k̃
{
(i, k) : k  i ∈ sk̃
}
. This
sparsity pattern, while larger than S≺,`,ρ, can be represented efficiently by keeping
track of the set of parents (the k ∈ I such that k  sk̃) and children (the i ∈ sk̃) of
each supernode, rather than the individual entries (see Figure 3 for an illustration).
For well-behaved (cf. Theorem 3.2) sets of points, we obtain O(Nρ−d) supernodes,
each with O(ρd) parents and children, thus improving the cost of storing the sparsity
pattern from O(Nρd) to O(N).
While the above aggregation procedure can be performed efficiently once ≺ and
S≺,`,ρ are computed, it is possible to directly compute ≺ and an outer approximation
S̄≺,`,ρ,λ ⊃ S̃≺,`,ρ,λ in computational complexity O(N) in space and O(N log(N)) in
time. S̄≺,`,ρ,λ can either be used directly, or it can be used to compute S̃≺,`,ρ,λ in
O(N) in space and O(N log(N)ρd) in time, using a simple and embarrassingly parallel
algorithm. Details are given in Appendix C.
In addition to reducing the memory cost, the aggregated ordering and sparsity
pattern allows us to compute the Cholesky factors (in reverse ordering) Θsk̃,sk̃ = UU
>
once for each supernode and then use it to compute the Lsk,k for all k  k̃ as in
Algorithm 3.2 (see Figure 4 for an illustration).
As we show in the next section, this allows us to reduce the computational com-
plexity from O(Nρ3d) to O(Nρ2d) for sufficiently well-behaved sets of points.
3.3. Theoretical guarantees. We now present our rigorous theoretical result
bounding the computational complexity and approximation error of our method.
Proofs and additional details are deferred to Appendix B.
Remark 3.1. As detailed in Appendix B, the results below apply to more general
reverse r-maximin orderings, which can be computed in complexity O(N log(N)),
improving over reverse-maximin orderings by a factor of log(N).
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· =
Fig. 4. (Left:) By adding a few nonzero entries to the sparsity pattern, the sparsity patterns of
columns in sk̃ become subsets of one another. (Right:) Therefore, the matrices {Θsk,sk}k k̃, which
need to be be inverted to compute the columns L:,k for k  k̃, become submatrices of one another.
Thus, submatrices of the Cholesky factors of Θs
k̃
,s
k̃
can be used as factors of Θsk,sk for any k  k̃.
3.3.1. Computational complexity. We can derive the following bounds on
the computational complexity depending on ρ and N .
Theorem 3.2 (Informal). Under mild assumptions on {xi}i∈I ⊂ Rd, Lρ is
computed in complexity CNρd in space and CNρ3d in time when using Algorithm 3.1,
and in complexity CNρd in space and Cλ,`CNρ
2d in time when using Algorithm 3.2.
Here, the constant C depends only on d, λ, and the cost of evaluating entries of Θ.
A more formal statement and a proof of Theorem 3.2 can be found in Appendix B.
As can be seen from Theorem 3.2, using the aggregation scheme decreases the
computational cost by a factor ρd. This is because each supernode has ≈ ρd members
that can all be updated by reusing the same Cholesky factorization.
Remark 3.3. As described in Appendix B, the computational complexity only
depends on the intrinsic dimension of the dataset (as opposed to the potentially much
larger ambient dimension d). This means that the algorithm automatically exploits
low-dimensional structure in the data to decrease the computational complexity.
3.3.2. Approximation error. We derive rigorous bounds on the approxima-
tion error from results on the localization of stiffness matrices of gamblets (a class of
operator-adapted wavelets) proved by [40, 41], and their interpretation as Cholesky
factors introduced by [49]. Thus, the bounds hold in the setting of the above refer-
ences. We assume for the purpose of this section that Ω is a bounded domain of Rd
with Lipschitz boundary, and for an integer s > d/2, we write Hs0 (Ω) for usual Sobolev
the space of functions with zero Dirichlet boundary values and order s derivatives in
L2, and H−s0 (Ω) for its dual. Let the operator
(3.4) L : Hs0 (Ω) 7→ H−s (Ω) ,
be linear, symmetric (
∫
uLv =
∫
vLu), positive (
∫
uLu ≥ 0), bijective, bounded (write
‖L‖ := supu ‖Lu‖H−s(Ω)/‖u‖Hs0 (Ω) for its operator norm), and local in the sense that∫
uLv dx = 0, for all u, v ∈ Hs0 (Ω) with disjoint support. By the Sobolev embedding
theorem, we have Hs0 (Ω) ⊂ C0 (Ω) and hence {δx}x∈Ω ⊂ H−s (Ω). We then define G
as the Green’s function of L,
(3.5) G (x1, x2) :=
∫
δx1L−1δx2 dx.
A simple example when d = 1 and Ω = (0, 1), is L = −∆, and G(x, y) = 1x<y 1−y1−x +
1y≤x
y
x . Let us define the following measure of homogeneity of the distribution of
{xi}i∈I ,
(3.6) δ :=
minxi,xj∈I dist(xi, {xj} ∪ ∂Ω)
maxx∈Ω dist(x, {xi}i∈I ∪ ∂Ω)
.
FACTORIZATION BY KULLBACK-LEIBLER MINIMIZATION 9
Using the above definitions, we can rigorously quantify the increase in approximation
accuracy as ρ increases.
Theorem 3.4. There exists a constant C depending only on d, Ω, λ, s, ‖L‖,
‖L−1‖, and δ, such that for ρ ≥ C log(N/ε), we have
(3.7) DKL
(
N (0,Θ)
∥∥ N (0, (LρLρ,>)−1)) + ∥∥Θ− (LρLρ,>)−1∥∥
FRO
≤ ε
Thus, Algorithm 3.1 computes an ε-accurate approximation of Θ in computational
complexity CN logd(N/ε) in space and CN log3d(N/ε) in time, from CN logd(N/ε)
entries of Θ. Similarly, Algorithm 3.2 computes an ε-accurate approximation of Θ in
computational complexity CN logd(N/ε) in space and CN log2d(N/ε) in time, from
CN logd(N/ε) entries of Θ.
To the best of our knowledge, the above result is the best known complexity/accuracy
trade-off for kernel matrices based on Green’s functions of elliptic boundary value
problems. Some related but slower or less practically useful approaches were pre-
sented in [49], who showed that the Cholesky factors of Θ (as opposed to those of
Θ−1) can be approximated in computational complexity O(N log2(N) log2d(N/ε)) in
time and O(N log(N) logd(N/ε)) in space using zero-fill-in incomplete Cholesky fac-
torization (Algorithm 4.2) applied to Θ. Similarly, they showed that the Cholesky
factors of Θ−1 can be approximated in computational complexity O(N log2d(N/ε))
in time and O(N logd(N/ε)) in space using zero-fill-in incomplete Cholesky factoriza-
tion applied to Θ−1. While they also observed that the near-sparsity of the Cholesky
factors of Θ−1 implies that they can in principle can be computed in computational
complexity O(N log2d(N/ε)) from entries of Θ by a recursive algorithm (thus improv-
ing the complexity of inverting Θ), they did not provide an explicit algorithm for this
purpose. Indeed, we have found that recursive algorithms based on truncation are
unstable to the point of being useless in practice, when used to compute the Cholesky
factors of Θ−1 from entries of Θ.
3.3.3. Screening in theory and practice. The theory described in the last
section covers any self-adjoined operator L with an associated quadratic form
L[u] :=
∫
Ω
uLudx =
s∑
k=0
∫
σ(k)(x)‖D(k)u(x)‖2 dx
and σ(s) ∈ L2(Ω) positive almost everywhere. That is, L[u] is a weighted average
of the squared norms of derivatives of u and thus measures the roughness of u. A
Gaussian process with covariance function given by G has density ∼ exp(−L[u]/2)
and therefore assigns exponentially low probability to “rough” functions, making it a
prototypical smoothness prior. [49] prove that these Gaussian processes are subject to
an exponentially strong screening effect in the sense that, after conditioning a set of
`-dense points, the conditional covariance of a given point decays exponentially with
rate ∼ `−1, as shown in the first panel of Figure 5. The most closely related model in
common use is the Matérn covariance function [39] that is the Green’s function of an
elliptic PDE of order s, when choosing the “smoothness parameter” ν as ν = s−d/2.
While our theory only covers s ∈ N, [49] observe that Matérn kernels with non-integer
values of s and even the “Cauchy class” [18] seem to be subject to similar behavior. In
the second panel of Figure 5, we show that as the distribution of conditioning points
becomes more irregular, the screening effect weakens. In our theoretical results, this
is controlled by the upper bound on δ in (3.6). The screening effect is significantly
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Fig. 5. To illustrate the screening effect exploited by our methods, we plot the conditional
corelation with the point in red conditional on the blue points. In the first panel, the points are
evenly distributed, leading to a rapidly decreasing conditional correlation. In the second panel, the
same number of points is irregularly distributed, slowing the decay. In the last panel, we are at the
fringe of the set of observations, weakening the screening effect.
weakened close to the boundary of the domain, as illustrated in the third panel of
Figure 5 (see also [49, Section 4.2]). This is the reason why our theoretical results,
different from the Matérn covariance, are restricted to Green’s functions with zero
Dirichlet boundary condition, which corresponds to conditioning the process to be
zero on ∂Ω. A final limitation is that the screening effect weakens as we take the
order of smoothness to infinity, obtaining, for instance the Gaussian kernel. However,
as described in [49, Section 2.4], this results in matrices that have efficient low-rank
approximations instead.
4. Extensions. We now present extensions of our method that improve its per-
formance in practice. In subsection 4.1, we show how to improve the approximation
when Θ is replaced by Θ + R, for R diagonal, as is frequently the case in statistical
inference where R is the covariance matrix of additive, independent noise. In subsec-
tion 4.2, we show how including the prediction points can improve the computational
complexity (subsection 4.2.1) or accuracy (subsection 4.2.2) of the posterior mean and
covariance. In subsection 4.3, we discuss memory savings and parallel computation
for GP inference when we are only interested in computing the likelihood and the
posterior mean and covariance (as opposed to, for example, sampling from N (0,Θ)
or computing products v 7→ Θv).
We note that it is not possible to combine the variant in subsection 4.1 with that
in subsection 4.3, and that the combination of the variants in subsections 4.1 and 4.2.2
might diminish accuracy gains from the latter. Furthermore, while subsection 4.3 can
be combined with subsection 4.2.1 to compute the posterior mean, this combination
cannot be used to compute the full posterior covariance matrix.
4.1. Additive noise. Assume that a diagonal noise term is added to Θ, so
that Σ = Θ + R, where R is diagonal. Extending the Vecchia approximation to this
setting has been a major open problem in spatial statistics [11, 31, 32]. Applying our
approximation directly to Σ would not work well because the noise term attenuates
the exponential decay. Instead, given the approximation Θ̂−1 = LL> obtained using
our method, we can write, following [49]:
Σ ≈ Θ̂ +R = Θ̂(R−1 + Θ̂−1)R.
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Algorithm 4.1 Including independent
noise with covariance matrix R
Input: G, {xi}i∈I , ρ, (λ,) and R
Output: L, L̃ ∈ RN×N l. triang. in ≺
1: Comp. ≺ and S ← S≺,`,ρ(S≺,`,ρ,λ)
2: Comp. L using Alg. 3.1(3.2)
3: for (i, j) ∈ S do
4: Aij ← 〈Li,:, Lj,:〉
5: end for
6: A← A+R
7: L̃← ichol(A,S)
8: return L, L̃
Algorithm 4.2 Zero fill-in incomplete
Cholesky factorization (ichol(A,S))
Input: A ∈ RN×N , S
Output: L ∈ RN×N l. triang. in ≺
1: L← (0, . . . , 0)(0, . . . , 0)>
2: for j ∈ {1, . . . , N} do
3: for i ∈ {j, . . . , N} : (i, j) ∈ S do
4: Lij ← Aij − 〈Li,1:(j−1), Lj,1:(j−1)〉
5: end for
6: L:i ← A:i/
√
Aii
7: end for
8: return L
Fig. 6. Algorithms for approximating covariance matrices with added independent noise Θ +R
(left), using the zero fill-in incomplete Cholesky factorization (right). See subsection 4.1.
Applying an incomplete Cholesky factorization with zero fill-in (Algorithm 4.2) to
R−1 + Θ̂−1 ≈ L̃L̃>, we have
Σ ≈ (LL>)−1L̃L̃>R.
The resulting procedure, given in Algorithm 4.1, has asymptotic complexity O(Nρ2d),
because every column of the triangular factors has at most O(ρd) entries.
Following the intuition that Θ−1 is essentially an elliptic partial differential oper-
ator, Θ−1 +R−1 is essentially a partial differential operator with an added zero-order
term, and its Cholesky factors can thus be expected to satisfy an exponential decay
property just as those of Θ−1. Indeed, as observed by [49, Fig. 2.3], the exponential
decay of the Cholesky factors of R−1 + Θ−1 is as strong as for Θ−1, even for large R.
We suspect that this could be proved rigorously by adapting the proof of exponential
decay in [41] to the discrete setting. We note that while independent noise is most
commonly used, the above argument leads to an efficient algorithm whenever R−1 is
approximately given by an elliptic PDE (possibly of order zero).
For small ρ, the additional error introduced by the incomplete Cholesky factor-
ization can harm accuracy, which is why we recommend using the conjugate gradient
algorithm (CG) to invert (R−1 +Θ̂−1) using L̃ as a preconditioner. In our experience,
CG converges to single precision in a small number of iterations (∼ 10).
Alternatively, higher accuracy can be achieved by using the sparsity pattern of
LL> (as opposed to that of L) to compute the incomplete Cholesky factorization
of A in Algorithm 4.1; in fact, in our numerical experiments in subsection 5.2, this
approach was as accurate as using the exact Cholesky factorization of A over a wide
range of ρ values and noise levels. The resulting algorithm still requires O(Nρ2d)
time, albeit with a larger constant. This is because for an entry (i, j) to be part of the
sparsity pattern of LL>, there needs to exist a k such that both (i, k) and (j, k) are
part of the sparsity pattern of L. By the triangle inequality, this implies that (i, j)
is contained in the sparsity pattern of L obtained by doubling ρ. In conclusion, we
believe that the above modifications allow us to compute an ε–accurate factorization
in O(N log2d(N/ε)) time and O(N logd(N/ε)) space, just as in the noiseless case.
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4.2. Including the prediction points. In GP regression, we are given NTr
points of training data and want to compute predictions at NPr points of test data.
We denote as ΘTr,Tr, ΘPr,Pr, ΘTr,Pr,ΘPr,Tr the covariance matrix of the training data,
the covariance matrix of the test data, and the covariance matrices of training and
test data. Together, they form the joint covariance matrix
(
ΘTr,Tr ΘTr,Pr
ΘPr,Tr ΘPr,Pr
)
of training
and test data. In GP regression with training data y ∈ RNTr we are interested in:
• Computation of the log-likelihood ∼ y>Θ−1Tr,Try + logdet ΘTr,Tr +N log(2π)
• Computation of the posterior mean y>Θ−1Tr,TrΘTr,Pr
• Computation of the posterior covariance ΘPr,Pr −ΘPr,TrΘ−1Tr,TrΘTr,Pr
In the setting of Theorem 3.4, our method can be applied to accurately approximating
the matrix ΘTr,Tr in near-linear cost. The training covariance matrix can then be
replaced by the resulting approximation for all downstream applications.
However, approximating instead the joint covariance matrix of training and pre-
diction variables improves (1) stability and accuracy compared to computing the KL-
optimal approximation of the training covariance alone, (2) computational complexity
by circumventing the computation of most of the NTrNPr entries of the off-diagonal
part ΘTr,Pr of the covariance matrix.
We can add the prediction points before or after the training points in the elimi-
nation ordering.
4.2.1. Ordering the prediction points first, for rapid interpolation. The
computation of the mixed covariance matrix ΘPr,Tr can be prohibitively expensive
when interpolating with a large number of prediction points. This situation is common
in spatial statistics when estimating a stochastic field throughout a large domain. In
this regime, we propose to order the {xi}i∈I by first computing the reverse maximin
ordering ≺Tr of only the training points as described in subsection 3.1 using the
original Ω, writing `Tr for the corresponding length scales. We then compute the
reverse maximin ordering ≺Pr of the prediction points using the modified Ω̃ := Ω ∪
{xi}i∈ITr , obtaining the length scales `Pr. Since Ω̃ contains {xi}i∈ITr , when computing
the ordering of the prediction points, prediction points close to the training set will
tend to have a smaller length-scale than in the naive application of the algorithm,
and thus, the resulting sparsity pattern will have fewer nonzero entries. We then
order the prediction points before the training points and compute S(≺Pr,≺Tr),(`Pr,`Tr),ρ
or S(≺Pr,≺Tr),(`Pr,`Tr),ρ,λ following the same procedure as in subsections 3.1 and 3.2,
respectively. The distance of each point in the prediction set to the training set
can be computed in near-linear complexity using, for example, a minor variation
of [49, Alg. 3]. Writing L for the resulting Cholesky factor of the joint precision
matrix, we can approximate ΘPr,Pr ≈ L−>Pr,PrL
−1
Pr,Pr and ΘPr,Tr ≈ L
−>
Pr,PrL
>
Tr,Pr based
on submatrices of L. See Appendix D.1 and Algorithm D.1 for additional details. We
note that the idea of ordering the prediction points first (last, in their notation) has
already been proposed by [32] in the context of the Vecchia approximation, although
without providing an explicit algorithm.
If one does not use the method in subsection 4.1 to treat additive noise, then
the method described in this section amounts to making each prediction using only
O(ρd) nearby datapoints. In the extreme case where we only have a single prediction
point, this means that we are only using O(ρd) training values for prediction. On the
one hand, this can lead to improved robustness of the resulting estimator, but on the
other hand, it can lead to some training data being missed entirely.
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4.2.2. Ordering the prediction points last, for improved robustness. If
we want to use the improved stability of including the prediction points, maintain
near-linear complexity, and use all NTr training values for the prediction of even a
single point, we have to include the prediction points after the training points in
the elimination ordering. Naively, this would lead to a computational complexity
of O(NTr(ρd + NPr)2), which might be prohibitive for large values of NPr. If it is
enough to compute the posterior covariance only among mPr small batches of up
to nPr predictions each (often, it makes sense to choose nPr = 1), we can avoid this
increase of complexity by performing prediction on groups of only nPr at once, with the
computation for each batch only having computational complexity O(NTr(ρd+nPr)2).
A naive implementation would still require us to perform this procedure mPr times,
eliminating any gains due to the batched procedure. However, careful use of the
Sherman-Morrison-Woodbury matrix identity allows to to reuse the biggest part of
the computation for each of the batches, thus reducing the computational cost for
prediction and computation of the covariance matrix to only O(NTr((ρd + nPr)2 +
(ρd + nPr)mPr)). This procedure is detailed in Appendix D.2 and summarized in
Algorithm D.3.
4.3. GP regression in O(N + ρ2d) space complexity. When deploying di-
rect methods for approximate inversion of kernel matrices, a major difficulty is the
superlinear memory cost that they incur. This, in particular, poses difficulties in a
distributed setting or on graphics processing units. In the following, I = ITr de-
notes the indices of the training data, and we write Θ := ΘTr,Tr, while IPr denotes
those of the test data. In order to compute the log-likelihood, we need to compute
the matrix-vector product Lρ,>y, as well as the diagonal entries of Lρ. This can
be done by computing the columns Lρ:,k of L
ρ individually using (2.3) and setting
(Lρ,>y)k = (L
ρ
:,k)
>y, Lρkk = (L
ρ
:,k)k, without ever forming the matrix L
ρ. Similarly,
in order to compute the posterior mean, we only need to compute Θ−1y = Lρ,>Lρy,
which only requires us to compute each column of Lρ twice, without ever forming
the entire matrix. In order to compute the posterior covariance, we need to compute
the matrix-matrix product Lρ,>ΘTr,Pr, which again can be performed by computing
each column of Lρ once without ever forming the entire matrix Lρ. However, it does
require us to know beforehand at which points we want to make predictions. The
submatrices Θsi,si for all i belonging to the supernode k̃ (i.e., i  k̃) can be formed
from a list of the elements of s̃k. Thus, the overall memory complexity of the resulting
algorithm is O(
∑
k∈Ĩ #s̃k) = O(NTr +NPr + ρ
2d). The above described procedure is
implemented in Algorithms A.1 and A.2 in Appendix A.3. In a distributed setting
with workers W1,W2, . . ., this requires communicating only O(#s̃k) floating-point
numbers to worker Wk, which then performs O((#s̃k)3) floating-point operations; a
naive implementation would require the communication of O((#s̃)2) floating-point
numbers to perform the same number of floating-point operations.
5. Applications and numerical results. We conclude with numerical exper-
iments studying the practical performance of our method. The Julia code can be
found under https://github.com/f-t-s/cholesky by KL minimization.
5.1. Gaussian-process regression and aggregation. We begin our numer-
ical experiments with two-dimensional (d = 2) synthetic data. We use the FFT
[21][https://github.com/JuliaEarth/SpectralGaussianSimulation.jl] for the creation of
103 samples of a Gaussian process with exponential covariance function at 106 loca-
tions on a regular grid in Ω = [0, 1]2. From these 106 locations, we select NPr = 2×104
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Fig. 7. Accuracy of our approximation with and without aggregation for a Gaussian process
with Matérn covariance (ν = 3/2) on a grid of size N = 106 on the unit square. (Left:) Randomly
sampled 2 percent of the training and prediction points. (Middle:) RMSE, averaged over prediction
points and 1,000 realizations. (Right:) Empirical coverage of 90% prediction intervals computed
from the posterior covariance. We believe that the small discrepancy between the empirical and
nominal coverage for large ρ is due to the approximation error incurred by the FFT sampling on a
finite domain.
Fig. 8. Time for computing the factor Lρ with or without aggregation (N = 106), as a function
of ρ and of the number of nonzero entries. For the first two panels, the Matérn covariance function
was computed using a representation in terms of exponentials, while for the second two panels
they were computed using (slower) Bessel function evaluations. Computations performed on an
Intel®Core™i7-6400 CPU with 4.00GHz and 64 GB of RAM.
prediction points, and use the remaining N points as training data. As illustrated in
Figure 7 (left panel), half of the prediction points form two elliptic regions devoid of
any training points (called “region”), while the remaining prediction points are inter-
spersed among the training points (called “scattered”). We then use the “prediction
points first” approach of subsection 4.2.1 and the aggregated sparsity pattern S̃≺,`,ρ,λ
of subsection 3.2 with λ ∈ {1.0, 1.3}, to compute the posterior distributions at the
prediction points from the values at the training points. In Figure 7, we report the
RMSE of the posterior means, as well as the empirical coverage of the 90% posterior
intervals, averaged over all 103 realizations, for a range of different ρ. Note that while
the RMSE between the aggregated (λ = 1.3) and non-aggregated (λ = 1.0) is almost
the same, the coverage converges significantly faster to the correct value with λ = 1.3.
We further provide timing results for 106 training points uniformly distributed
in [0, 1]
2
comparing the aggregated and non-aggregated version of the algorithm in
Figure 8. As predicted by the theory, the aggregated variant scales better as we are
increasing ρ. This holds true both when using Intel® oneMKL Vector Mathematics
functions library to evaluate the exponential function, or when using amos to instead
evaluate the modified Bessel function of the second kind. While the former is faster
and emphasizes the improvement from O(Nρ3d) to O(Nρ2d) for the complexity of
computing the factorization, the latter can be used to evaluate Matérn kernels with
arbitrary smoothness. Due to being slower, using Bessel functions highlights the
improvement from needing O(Nρ2d) matrix evaluations without the aggregation to
just O(Nρd). By plotting the number of nonzeros used for the two approaches, we see
that the aggregated version is faster to compute despite using many more entries of Θ
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Fig. 9. Comparison of the methods proposed in subsection 4.1 for approximating Σ = Θ + R,
where Θ is based on a Matérn covariance with range parameter 0.5 and smoothness ν = 3/2 at
N = 104 uniformly sampled locations on the unit square, and R = σ2I is additive noise. For each
approximation, we compute the symmetrized KL divergence (the sum of the KL-divergences with
either ordering of the two measures) to the true covariance. “Naive”: Directly apply Algorithm 3.2
to Σ. “Exact”: Apply Algorithm 3.2 to Θ, then compute L̃ as the exact Cholesky factorization of
A := R−1 + Θ̂−1. “IC”: Apply Algorithm 3.2 to Θ, then compute L̃ using incomplete Cholesky
factorization of A on the sparsity pattern of either L or LL>. (Left:) Varying σ, fixed ρ = 3.0.
(Middle:) Varying ρ, fixed σ = 1.0. (Right:) Maximal relative error (over the above σ, ρ, ν ∈
{1/2, 3/2, 5/2} and 10 random draws) of inverting A using up to 10 conjugate-gradient iterations,
with IC, nonzeros(L) as preconditioner.
than the non-aggregated version. Thus, aggregation is both faster and more accurate
for the same value of ρ, which is why we recommend using it over the non-aggregated
variant.
5.2. Adding noise. We now experimentally verify the claim that the methods
described in subsection 4.1 enable accurate approximation in the presence of indepen-
dent noise, while preserving the sparsity, and thus computational complexity, of our
method. To this end, pick a set of N = 104 points uniformly at random in Ω = [0, 1]
2
,
use a Matérn kernel with smoothness ν = 3/2, and add I.I.D. noise with variance σ2.
We use an aggregation parameter λ = 1.5. As shown in Figure 9, our approximation
stays accurate over a wide range of values of both ρ and σ, even for the most fru-
gal version of our method. The asymptotic complexity for both incomplete-Cholesky
variants is O(Nρ2d), with the variant using the sparsity pattern of LL> being roughly
equivalent to doubling ρ. Hence, to avoid additional memory overhead, we recom-
mend using the sparsity pattern of L as a default choice; the accuracy of the resulting
log-determinant of Σ should be sufficient for most settings, and the accuracy for solv-
ing systems of equations in Σ can easily be increased by adding a few iterations of
conjugate gradient.
5.3. Including prediction points. We continue by studying the effects of in-
cluding the prediction points in the approximation, as described in subsections 4.2.1
and 4.2.2. We compare not including the predictions points in the approximation
with including them either before or after training points in the approximation. We
compare the accuracy of the approximation of the posterior mean and standard devi-
ation over three different geometries and a range of different values for ρ. The results,
displayed in Figure 10, show that including the prediction points can increase the
accuracy by multiple orders of magnitude. The performance difference between the
two schemes for including prediction points varies over different geometries, degrees
of regularity, and values of ρ. If the number of prediction points is comparable to
the number of training points, the only way to avoid quadratic scaling in the number
of points is to order the prediction points first, making this approach the method of
choice. If we only have few prediction points, ordering the prediction variables last
can improve the accuracy for low orders of smoothness, especially in settings in which
16 FLORIAN SCHÄFER, MATTHIAS KATZFUSS, AND HOUMAN OWHADI
Fig. 10. To analyze the effects of including the prediction points into the approximation, we
consider three datasets. Each consists of 5× 104 training points and 102 test points, averaged over
ten independent realizations of the Gaussian process. We use Matérn kernels with range parameter
0.5 and smoothness ν ∈ {1/2, 3/2, 5/2}, with ρ ranging from 1.0 to 10.0. We do not use aggregation
since it might lead to slightly different sparsity patterns for the three variants, possibly polluting the
results. On the y-axis we plot the RMSE of the posterior mean and standard deviation, scaled in
each point by the reciprocal of the true posterior standard deviation.
only a small part of the training data is used in the prediction-variables-first approach
(e.g., second row in Figure 10).
5.4. Single-layer boundary element methods. We now provide an applica-
tion to boundary element methods. For a domain Ω ∈ Rd with boundary ∂Ω, let us
assume that we want to solve the Dirichlet boundary value problem
−∆u(x) = 0, ∀x ∈ Ω
u(x) = g(x), ∀x ∈ ∂Ω.
For d = 3, the Green’s function of the Laplace operator is given by the gravitational
/ electrostatic potential
GR3(x, y) =
1
4π|x− y|
.
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Under mild regularity assumptions one can verify that
u =
∫
x∈∂Ω
GR3(x, ·)h(x) dx, for h the solution of g =
∫
x∈∂Ω
GR3(x, ·)h(x) dx.
Let us choose finite dimensional basis functions {φi}i∈IPr in the interior of Ω and
{φi}i∈ITr on the boundary of Ω. We form the matrix Θ ∈ R
(ITr∪IPr)×(ITr∪IPr) as
(5.1)
Θij :=
∫
x∈Di
∫
y∈Dj
φi(x)GR3 (x, y)φj(y) dy dx, where Dp =
{
∂Ω, for p ∈ ITr
Ω, for p ∈ IPr
and denote as ΘTr,Tr,ΘTr,Pr,ΘPr,Tr,ΘPr,Pr its restrictions to the rows and columns
indexed by ITr or IPr. Defining
~gi :=
∫
x∈∂Ω
φi(x)g(x) dx, ∀i ∈ ITr and ~ui :=
∫
x∈∂Ω
φi(x)u(x) dx, ∀i ∈ IPr,
we approximate ~u as
~u ≈ ΘIPr,ITrΘ−1ITr,ITr~g.(5.2)
This is a classical technique for the solution of partial differential equations, known as
single layer boundary element methods [48]. However, it can also be seen as Gaussian
process regression with u being the conditional mean of a Gaussian process with
covariance function G, conditional on the values of the process on ∂Ω. Similarly, it
can be shown that the zero boundary value Green’s function is given by the posterior
covariance of the same process.
The Laplace operator in three dimensions does not satisfy s > d/2 (cf. sub-
section 3.3.2). Therefore, the variance of pointwise evaluations at x ∈ R3 given by
GR3(x, x) is infinite and we cannot let {φi}i∈IPr be Dirac-functions as in other parts
of this work.
Instead, we recursively subdivide the boundary ∂Ω and use Haar-type wavelets
as [49, Ex. 3.2] for {φi}i∈ITr . For our numerical experiments, we will consider Ω :=
[0, 1]3 to be the three-dimensional unit cube. On each face of ∂Ω, we then obtain a
multiresolution basis by hierarchical subdivision, as shown in Figure 11. In this case,
the equivalent of a maximin ordering is an ordering from coarser to finer levels, with
an arbitrary ordering within each level. We construct our sparsity pattern as
(5.3) S≺,`j ,ρ := { (i, j) : i  j,dist(xi, xj) ≤ ρ`j +
√
2(`i + `j) },
where for i ∈ ITr, xi is defined as the center of the support of φi and `i as half of
the side-length of the (quadratic) support of φi. The addition of
√
2(`i + `j) to the
right-hand side ensures that the entries corresponding to neighboring basis functions
are always added to the sparsity pattern.
We construct a solution u of the Laplace equation in Ω as the sum over Nc = 2000
charges with random signs {si}1≤i≤Nc located at points {ci}1≤i≤Nc We then pick a
set of NPr points {xi}i∈IPr inside of Ω and try to predict the values {u(xi)}i∈IPr
using Equation (5.2) and the method described in subsection 4.2.2. We compare the
computational time, number of entries in the sparsity pattern, and mean accuracy of
the approximate method for ρ ∈ {1.0, 2.0, 3.0}, as well as the exact solution of the
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Fig. 11. We recursively divide each panel of ∂Ω. The basis functions on finer levels are
constructed as linear combinations of indicator functions that are orthogonal to functions on coarser
levels.
Fig. 12. Accuracy and computational complexity in boundary value problem. We compare the
root mean square error, number of nonzeros of sparsity pattern, and the computational time for the
exact boundary element method and using our approximation for ρ ∈ {1, 2, 3}. The dense solution
is prohibitively expensive for q > 6, which is why accuracy and computational time for these cases
are missing. The reason that the computational time is hardly affected by different choices of ρ is
due to the fact that entries
(
ΘTr,Tr
)
ij
for nearby φi, φj are significantly more expensive to compute
than for distant ones when using an off-the-shelf adaptive quadrature rule. The computations were
performed on 32 threads of an Intel® Skylake ™CPU with 2.10GHz and 192 GB of RAM.
linear system. We use different levels of discretization q ∈ {3, . . . , 8}, leading to a
spatial resolution of up to 2−8. As shown in Figure 12, even using ρ = 1.0 leads to
near-optimal accuracy, at a greatly reduced computational cost.
There exists a rich literature on the numerical solution of boundary element equa-
tions [48], and we are not yet claiming improvement over the state of the art. Pres-
ently, the majority of the computational time is spent computing the matrix entries of
ΘTr,Tr. In order to compete with the state of the art in terms of wall-clock times, we
would need to implement more efficient quadrature rules, which is beyond the scope
of this paper. Due to the embarrassing parallelism of our method, together with the
high accuracy obtained even for small values of ρ, we hope that it will become a useful
tool for solving boundary integral equations, but we defer a detailed study to future
work.
6. Conclusions. In this work, we have shown that, surprisingly, the optimal
(in KL-divergence) inverse Cholesky factor of a positive definite matrix, subject to
a sparsity pattern, can be computed in closed form. In the special case of Green’s
matrices of elliptic boundary value problems in d dimensions, we show that by apply-
ing this method to the elimination orderings and sparsity patterns proposed by [49],
one can compute the sparse inverse Cholesky factor with accuracy ε in computational
complexity O(N log2d(N/ε)) using only O(N logd(N/ε)) entries of the dense Green’s
matrix. This improves upon the state of the art in this classical problem. We also
propose a variety of improvements, capitalizing on the improved stability, parallelism,
and memory footprint of our method. Finally, we show how to extend our approxi-
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mation to the setting with additive noise, resolving a major open problem in spatial
statistics.
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[6] M. Benzi and M. Tůma, A comparative study of sparse approximate inverse precondi-
tioners, Appl. Numer. Math., 30 (1999), pp. 305–340, https://doi.org/10.1016/S0168-
9274(98)00118-4, https://doi.org/10.1016/S0168-9274(98)00118-4. Iterative methods and
preconditioners (Berlin, 1997).
[7] G. Beylkin, R. Coifman, and V. Rokhlin, Fast wavelet transforms and nu-
merical algorithms. I, Comm. Pure Appl. Math., 44 (1991), pp. 141–183,
https://doi.org/10.1002/cpa.3160440202.
[8] S. Chandrasekaran, M. Gu, and T. Pals, Fast and stable algorithms for hierarchically semi-
separable representations, submitted for publication, (2004).
[9] P. Coulier and E. Darve, Efficient mesh deformation based on radial basis function inter-
polation by means of the inverse fast multipole method, Computer Methods in Applied
Mechanics and Engineering, 308 (2016), pp. 286–309.
[10] P. Coulier, H. Pouransari, and E. Darve, The inverse fast multipole method: using a fast
approximate direct solver as a preconditioner for dense linear systems, SIAM Journal on
Scientific Computing, 39 (2017), pp. A761–A796.
[11] A. Datta, S. Banerjee, A. O. Finley, and A. E. Gelfand, Hierarchical nearest-neighbor
Gaussian process models for large geostatistical datasets, Journal of the American Statis-
tical Association, 111 (2016), pp. 800–812.
[12] S. Eguchi and J. Copas, Interpreting Kullback-Leibler divergence with the
Neyman-Pearson lemma, J. Multivariate Anal., 97 (2006), pp. 2034–2040,
https://doi.org/10.1016/j.jmva.2006.03.007, https://doi.org/10.1016/j.jmva.2006.03.007.
[13] A. Y. Eremin, L. Y. Kolotilina, and A. A. Nikishin, Factorized sparse approximate
inverse preconditionings. III. Iterative construction of preconditionings, Zap. Nauchn.
Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI), 248 (1998), pp. 17–48, 247,
https://doi.org/10.1007/BF02672769, https://doi.org/10.1007/BF02672769.
[14] M. Ferronato, C. Janna, and G. Gambolati, A novel factorized sparse approximate inverse
preconditioner with supernodes, Procedia Computer Science, 51 (2015), pp. 266–275.
[15] S. Fine and K. Scheinberg, Efficient SVM training using low-rank
kernel representations, J. Mach. Learn. Res., 2 (2001), pp. 243–264.
[16] C. Fowlkes, S. Belongie, F. Chung, and J. Malik, Spectral grouping using the Nyström
method, IEEE Trans. Pattern Anal. Mach. Intell., 26 (2004), pp. 214–225.
[17] R. Furrer, M. G. Genton, and D. Nychka, Covariance tapering for interpola-
tion of large spatial datasets, J. Comput. Graph. Statist., 15 (2006), pp. 502–523,
https://doi.org/10.1198/106186006X132178.
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22 FLORIAN SCHÄFER, MATTHIAS KATZFUSS, AND HOUMAN OWHADI
Appendix A. Computation of the KL-minimizer.
A.1. Computation without aggregation. Recall that we write I for the set
indexing the degrees of freedom, ≺ for a r-reverse-maximin ordering, and S = S≺,`,ρ
for the associated sparsity pattern (which we assume to be fixed). Unless explicitly
mentioned, we assume all matrices have rows and columns ordered according to ≺.
For k ∈ I, we then write sk := {(i, k) : k  i, (i, k) ∈ S} for the sparsity set of the
k-th column L:,k of L. As before, ek is the vector that is 1 on the k-th coordinate
and zero everywhere else.
Proof of Theorem 2.1. By using the formula for the KL-divergence of two Gauss-
ian random variables in (2.1), we obtain
L = argminL̂∈S
(
trace(L̂L̂>Θ)− logdet(L̂L̂>)− logdet(Θ)−N
)
(A.1)
= argminL̂∈S
(
trace(L̂>ΘL̂)− logdet(L̂L̂>)
)
(A.2)
= argminL̂∈S
N∑
k=1
(
L̂>sk,kΘsk,sk L̂sk,k − 2 log(L̂k,k)
)
.(A.3)
The k-th summand depends only on the k-th column of L̂. Thus, taking the derivative
with respect to the k-the column of L and setting it to zero, we obtain Θsk,sk L̂sk,k =
e1
L̂k,k
⇔ L̂sk,k =
Θ−1sk,sk
e1
L̂k,k
. Therefore, L̂sk,k can be written as λΘ
−1
sk,sk
e1 for a λ ∈ R. By
plugging this ansatz into the equation, we obtain λ =
√(
Θ−1sk,ske1
)
1
=
√
e>1 Θ
−1
sk,ske1
and hence Equation (2.3). By using dense Cholesky factorization to invert the Θsk,sk ,
the right-hand side of Equation (2.3) can be computed in computational complexity
O
(
# (sk)
2
)
in space and O
(
# (sk)
3
)
in time, from which follows the result.
Algorithm 3.1 is a direct implementation of the above formula.
A.2. Computation for the aggregated sparsity pattern. We first intro-
duce some additional notation, defined in terms of an r-maximin ordering ≺ (see
Appendix B) and aggregated sparsity set S = S̃≺,`,ρ,λ, which we assume to be fixed.
As before, I is the index set keeping track over the degrees of freedom, and Ĩ is
the index set indexing the supernodes. For a matrix A and sets of indices ĩ and j̃,
we denote as the Aĩ,j̃ the submatrix obtained by restricting the indices of A to ĩ
and j̃, and as Aĩ,: (A:,j̃) the matrix obtained by only restricting the row (column)
indices. We adopt the convention of indexing having precedence over inversion, i.e.
A−1
ĩ,j̃
= (Aĩ,j̃)
−1. For a supernode k̃ ∈ Ĩ and a degree of freedom j ∈ I, we write
j ∈ k̃ if there exists a k  k̃ such that k  j and (k, j) ∈ S, and we accordingly form
submatrices Aĩ,j̃ := (Aij)i∈ĩ,j∈j̃ . Note that by definition of the supernodes, we have
sk ⊂ k̃ for all k  k̃. Since we assume the sparsity pattern S to contain the diagonal,
we furthermore have k  k̃ ⇒ k ∈ k̃.
We first show how to efficiently compute the inverse Cholesky factor for the
aggregated sparsity pattern (as has been observed before by [14], and [20]). For k̃ ∈ Ĩ,
we define U k̃ as the unique upper triangular matrix such that Θk̃,k̃ = U
k̃U k̃,>. U k̃ can
be computed in complexity O((#k̃)3) in time and O((#k̃)2) in space by computing
the Cholesky factorization of Θk̃,k̃ after reverting the ordering of its rows and columns,
and then reverting the order of the rows and columns of the resulting Cholesky factor.
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The upper triangular structure of U k̃ implies the following properties
Θsk,sk = U
k̃
sk,sk
U k̃,>sk,sk , U
k̃,−1
sk,sk
1 =
1
U k̃kk
e1,(A.4)
U k̃,−>sk,sk 1 =
(
U k̃,−>ek
)
sk,sk
, U k̃,−1sk,skvsk =
(
U k̃,−1v
)
sk
,(A.5)
where v ∈ Rk̃ is chosen arbitrarily. For any k  k̃, the first three properties above
imply
(A.6) Lρ:,k =
Θ−1sk e1√
e>1 Θ
−1
sk e1
= U k̃,−>sk,sk e1 = U
k̃,−>ek.
Thus, computing the columns L:,k for all k  k̃ has computational complexity
O((#k̃)3) in time and O((#k̃)2) in space. Algorithm 3.2 implements the formulae
derived above.
A.3. GP regression in O(N + ρ2d) space complexity. As mentioned in sub-
section 4.3, for many important operations arising in GP regression, the inverse-
Cholesky factors L of the training covariance matrix need never be formed in full.
Instead, matrix-vector multiplies with L or L>, as well as the computation of the log-
determinant of L can be performed by computing the columns of L in an arbitrary
order, using them to update the result, and deleting them again. For the example
of computing the posterior mean µ and covariance C, this is done in Algorithm A.1
(without aggregation) and A.2 (with aggregation). In Appendix C, we show how to
compute the reverse maximin ordering and aggregated sparsity pattern in space com-
plexity O(N + ρd), thus allowing the entire algorithm to be run in space complexity
O(N + ρd) when using the aggregated sparsity pattern.
Appendix B. Postponed proofs. Our theoretical results apply to more
general orderings, called reverse r-maximin orderings, which for r ∈ (0, 1] have the
following property.
Definition B.1. An elimination ordering ≺ is called reverse r-maximin with
length scales {`i}i∈I if for every j ∈ I we have
(B.1) `j := min
ij
dist(xj , {xi} ∪ ∂Ω) ≥ rmax
jk
min
ij
dist(xk, {xi} ∪ ∂Ω).
We note that the reverse maximin ordering from subsection 3.1 is a reverse 1-maximin
ordering; reverse r-maximin orderings with r < 1 can be computed in computational
complexity O(N log(N)) (see Appendix C). We define the sparsity patterns S≺,`,ρ and
S̃≺,`,ρ,λ analogously to the case of the reverse maximin ordering, and we will write
Lρ for the incomplete Cholesky factors of Θ−1 computed using (2.3) based on the
sparsity pattern S≺,`,ρ or S̃≺,`,ρ,λ.
B.1. Computational complexity. Our estimates only depends on the the in-
trinsic dimension of the dataset which is defined by counting the number of balls of
radius r can be fit into balls of radius R, for different r,R > 0.
Condition B.2 (Intrinsic dimension). We say that {xi}i∈I ⊂ Rd has intrinsic
dimension d̃ if there exists a constant Cd̃, independent of N , such that for all r,R > 0,
x ∈ Rd, we have
(B.2)
max {|A| : i, j ∈ A⇒ dist(xi, x),dist(xj , x) ≤ R,dist(xi, xj) ≥ r} ≤ Cd̃ (R/r)
d̃
.
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Algorithm A.1 Without aggregation
Input: G, {xi}i∈I , ≺, S≺,`,ρ
Output: Cond. mean µ and cov. C
1: for k ∈ IPr do
2: µk ← 0
3: end for
4: for i ∈ ITr, j ∈ IPr do
5: (ΘTr,Pr)ij ← G(xi, xj)
6: end for
7: for i ∈ IPr, j ∈ IPr do
8: (ΘPr,Pr)ij ← G(xi, xj)
9: end for
10: for k ∈ ITr do
11: for i, j ∈ sk do
12: (Θsk,sk)ij ← G(xi, xj)
13: end for
14: v ← Θ−1sk,skek
15: v ← v/vk
16: µk,: ← µk,: + vkΘk,Pr
17: Bk,: ← v>ΘTr,Pr
18: end for
19: C ← ΘPr,Pr −B>B
20: return µ,C
Algorithm A.2 With aggregation
Input:G, {xi}i∈I , ≺, S≺,`,ρ,λ
Output: Cond. mean µ and cov. C
1: for k ∈ IPr do
2: µk ← 0
3: end for
4: for i ∈ ITr, j ∈ IPr do
5: (ΘTr,Pr)ij ← G(xi, xj)
6: end for
7: for i ∈ IPr, j ∈ IPr do
8: (ΘPr,Pr)ij ← G(xi, xj)
9: end for
10: for k̃ ∈ Ĩ do
11: for i, j ∈ sk̃ do
12:
(
Θsk̃,sk̃
)
ij
← G(xi, xj)
13: end for
14: U ← P l chol(P lKsk̃,sk̃P
l)P l
15: for k  k̃ do
16: v ← U−>ek
17: µk,: ← µk,: + vkΘk,Pr
18: Bk,: ← v>ΘTr,Pr
19: end for
20: end forC ← ΘPr,Pr −B>B
21: return µ,C
Fig. 13. Prediction and uncertainty quantification using KL-minimization with and without
aggregation in O(N + ρ2d̃) memory complexity
Remark B.3. Note that the we always have d̃ ≤ d.
We also make a mild technical assumption requiring that most of the points belong
to the finer scales of the ordering:
Condition B.4 (Regular refinement). We say that {xi}i∈I ⊂ Rd fulfills the
regular refinement condition for λ and ` with constant Cλ,`, if
∞∑
k=blog(`1)/ log(λ)c
#{i : λk ≤ `i} ≤ Cλ,`N
This condition excludes pathological cases like xi = 2
−i for which each scale contains
the same number of points.
Analogously to the results of [49], we obtain the following computational com-
plexity:
Theorem B.5. Under Condition B.2 with Cd̃ and d̃, using an r-reverse maximin
ordering ≺ and S≺,`,ρ, Algorithm 3.1 computes Lρ in complexity CNρd̃ in space and
CNρ3d̃ in time. If we assume in addition that {xi}i∈I fulfills Condition B.4 for λ
and l with constant Cλ,`, then, using S̃≺,`,ρ,λ or S̄≺,`,ρ,λ, Algorithm 3.2 computes L
ρ
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in complexity CNρd̃ in space and Cλ,`CNρ
2d̃ in time. Here, the constant C depends
only on Cd̃, d̃, r, λ, and the maximal cost of evaluating a single entry of Θ, but not
on N or d.
Proof. We begin by showing that the number of nonzero entries of an arbitrary
column of S≺,`,ρ is bounded above as Cρ
d̃. Considering the i-th column, the reverse
r-maximin ordering ensures that for all j, k  i, we have dist(xj , xi) ≥ r`i. Since
for all (i, j) ∈ S≺,`,ρ we have i ≺ j and dist(xi, xj) ≤ ρ`i, Condition B.2 implies
that # {j : (i, j) ∈ S≺,`,ρ} ≤ Cd̃
(
ρ`i
r`i
)d̃
. Computing the i-th column of Lρ requires
the inversion of the Matrix Θsi,si which can be done in computational complexity
Cρ3̃d, leaving us with a total time complexity of CNρd̃. We now want to bound
the computational complexity when using the aggregated sparsity patterns S̃≺,`,ρ,λ or
S̄≺,`,ρ,λ. As before, we write j ∈ s if j is a child of the supernode s, that is if there
exists a i s such that (i, j) is contained in S̃≺,`,ρ,λ or S̄≺,`,ρ,λ. We write #s to denote
the number of children of s. By the same argument as above, the number of children
in each supernode s is bounded by Cρd̃. We now want to show that the sum of the
numbers of children of all supernodes is bounded as CN . For a supernode s we write√
s ∈ I to denote the index that was first added to the supernode (see the construction
described in subsection 3.2). We now observe that for two distinct supernodes s and
t with c ≤ `√s, `√t ≤ cλ, we have dist(x√s, x√t) ≥ cρ, since otherwise we would have
either
√
s  t or
√
t  s. Thus, for every index i ∈ I and k ∈ Z, there exist at most
C supernodes s with i ∈ s, λk ≤ `√s < λk+1. By using Condition B.4, we thus obtain∑
s∈Ĩ
#s =
∑
i∈I
#
{
s ∈ Ĩ : i ∈ s
}
=
∑
k∈Z
∑
i∈I
#
{
s ∈ s̃ : i ∈ s, λk ≤ `√s < λk+1
}
≤
∑
k∈Z
∑
i∈I:`i≥λk
C ≤ NC.
We now know that there are at most CN child-parent relationships between indices
and supernodes and that each supernode can have at most Cρd̃ children. The worst
case is thus that we have CN/ρd̃ supernodes, each having Cρd̃ children. This leads
to the bounds on time– and space complexity of the algorithm.
B.2. Approximation accuracy. Our goal is to prove the following theorem:
Theorem B.6. Using an r-maximin ordering ≺ and sparsity patterns S≺,`,ρ or
S̃≺,`,ρ,λ, there exists a constant C depending only on d, Ω, r, λ, s, ‖L‖, ‖L−1‖, and
δ, such that for ρ ≥ C log(N/ε), we have
(B.3) DKL
(
N (0,Θ)
∥∥ N (0, (LρLρ,>)−1)) + ∥∥Θ− (LρLρ,>)−1∥∥
FRO
≤ ε.
Thus, Algorithm 3.1 computes an ε-accurate approximation of Θ in computational
complexity CN logd(N/ε) in space and CN log3d(N/ε) in time, from CN logd(N/ε)
entries of Θ. Similarly, Algorithm 3.2 computes an ε-accurate approximation of Θ in
computational complexity CN logd(N/ε) in space and CN log2d(N/ε) in time, from
CN logd(N/ε) entries of Θ.
[49] prove that under the conditions of Theorem 3.4 the Cholesky factor of A =
Θ−1 decays exponentially away from the diagonal.
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Theorem B.7 ([49, Thm. 4.1]). In the setting of Theorem 3.4, there exists a con-
stant C depending only on δ, r, d,Ω, s, ‖L‖, and ‖L−1‖, such that for ρ ≥ C log(N/ε),
(B.4) S ⊃ {(i, j) ∈ I × I : dist(xi, xj) ≤ ρmin(`i, `j)}
and
(B.5) LSij :=
{(
chol(A)
)
ij
, (i, j) ∈ S,
0, otherwise,
we have
∥∥A− LSLS,>∥∥
FRO
≤ ε.
In order to prove the approximation accuracy of the KL-minimizer, we have to com-
pare the approximation accuracy in Frobenius norm and in KL-divergence. For
brevity, we write DKL(A ‖ B) := DKL(N (0, A) ‖ N (0, B)).
Lemma B.8. Let λmin, λmax be the minimal and maximal eigenvalues of Θ, re-
spectively. Then there exists a universal constant C such that for any matrix M ∈
RI×I , we have
λmax
∥∥A−MM>∥∥
FRO
≤ C ⇒ DKL
(
Θ
∥∥∥ (MM>)−1) ≤ λmax ∥∥A−MM>∥∥FRO ,
DKL
(
Θ
∥∥∥ (MM>)−1) ≤ C ⇒ ∥∥A−MM>∥∥
FRO
≤ λ−1minDKL
(
Θ
∥∥∥ (MM>)−1).
Proof. Writing L := chol(A) and φFRO(x) := x
2 and φKL(x) := (x− log(1+x))/2,
we have
λmin
∥∥∥A−MM>∥∥∥
FRO
= λmin
∥∥∥LL−1 (A−MM>)L−>L>∥∥∥
FRO
≤
∥∥∥Id− L−1MM>L−>∥∥∥
FRO
=
N∑
k=1
φFRO
(
λk
(
L−1MM>L−>
)
− 1
)
=
∥∥∥L−1 (A−MM>)L−>∥∥∥
FRO
≤ λmax
∥∥∥A−MM>∥∥∥
FRO
and
(B.6) DKL
(
Θ
∥∥∥∥ (MM>)−1) = N∑
k=1
φKL
(
λk
(
L−1MM>L−>
))
,
where (λk(·))1≤k≤N returns the eigenvalues ordered from largest to smallest, while λmin(·)
(λmax(·)) returns the smallest (largest) eigenvalue. The leading-order Taylor expansion
of φKL around 0 is given by x 7→ x2/4. Thus, there exists a constant C such that for
min(|x|, φFRO(x), φKL(x)) ≤ C we have φKL(x) ≤ φFRO(x) ≤ 8φKL(x). Therefore, for
λmax
∥∥A−MM>∥∥
FRO
≤ C we have DKL
(
Θ
∥∥∥ (MM>)−1) ≤ λmax ∥∥A−MM>∥∥FRO. For
DKL
(
Θ
∥∥∥ (MM>)−1) ≤ C this implies ∥∥A−MM>∥∥
FRO
≤ λ−1minDKL
(
Θ
∥∥∥ (MM>)−1).
Using Lemma B.8, we can now use the results of [49] to conclude Theorem 3.4.
Proof of Theorem B.6. [49, Thm. 3.16] implies that there exists a polynomial p
depending only on (d, s, δ,L) such that λmax, λ−1min ≤ p(N). Thus, by choosing ρ ≥
C log(N) we can deduce by Theorem B.7 that λmax
∥∥A− LSLS,>∥∥ ≤ C for C the con-
stant in Lemma B.8. Thus, We have DKL
(
Θ
∥∥∥ (LSLS,>)−1) ≤ λmax ∥∥A− LSLS,>∥∥.
The KL-optimality of Lρ, implies DKL
(
Θ
∥∥∥ (LρLρ,>)−1) ≤ λmax ∥∥A− LSLS,>∥∥ ≤ C.
Using one more time Lemma B.8, we also obtain
(B.7)
∥∥A− LρLρ,>∥∥ ≤ λ−1minDKL(Θ ∥∥∥ (LρLρ,>)−1) ≤ λmax/λmin ∥∥A− LSLS,>∥∥ .
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Appendix C. Computation of the ordering and sparsity pattern.
We will now explain how to compute the ordering and sparsity pattern described
in section 3, using only near-linearly many evaluations of an oracle dist(i, j) that
returns the distance between the points xi and xj . To do so efficiently in general, we
need to impose a mild additional assumption on the dataset (c.f. [49]).
Condition C.1 (Polynomial Scaling). There exists a polynomial p for which
maxi 6=j∈I dist(xi, xj)
mini 6=j∈I dist(xi, xj)
≤ p(N).
Under Condition B.2 and C.1 , [49, Alg. 3] allows us to compute the maximin or-
dering ≺ and sparsity pattern {(i, j) : dist(xi, xj) ≤ ρmax(`i, `j)} in computational
complexity O(N log(N)ρd̃) in space and time. The resulting pattern is larger than
the sparsity pattern S≺,lρ introduced in subsection 3.1, which can thus be obtained
by truncating the pattern obtained by [49, Alg. 3]. By performing the truncation of
the sets of children and parents c, p as used by [49, Alg. 3] during execution of the
algorithm, as opposed to truncating the sparsity pattern after execution of the algo-
rithm, the space complexity for obtaining ≺ and S≺,l,ρ can be reduced to O(Nρd̃).
Algorithm C.1 is a minor modification of [49, Alg. 3] that performs such a truncation.
Theorem C.2 (Variant of [49, Thm. A.5]). Let Ω = Rd and ρ ≥ 2. Algorithm C.1
computes the reverse maximin ordering ≺ and sparsity pattern S≺,l,ρ in computational
complexity Cρd̃N in space and CN log(N)ρd̃(logN + Cdist) in time. Here, C =
C(d̃, Cd̃,p) depends only on the constants appearing in Condition B.2 and C.1, and
Cdist is the cost of evaluating dist.
Proof. The proof is essentially the same as the proof of [49, Thm. A.5].
Similarly, the proof of [49, Thm. A.2] can be adapted to show that in the setting of
Theorem 3.4, there exists a constant C depending only on d, Ω, and δ, such that for
ρ > C, Algorithm C.1 computes the maximin ordering in computational complexity
CN(log(N)ρd +CdistΩ) in time and CNρ
d in space, where CdistΩ is an upper bound
on the complexity of computing the distance of an arbitrary point x ∈ Ω to ∂Ω.
We furthermore note that a reverse r-maximin ordering with r < 1 (see Defini-
tion B.1) can be computed in computational complexity O(N log(N)) by quantizing
the values of (log(`i))i∈I in multiples of log(r), which avoids the complexity incurred
by the restoration of the heap property in Line 20 of [49, Alg. 3].
As described in subsection 3.2, the aggregated sparsity pattern S≺,l,ρ,λ can be
computed efficiently from S≺,l,ρ. However, forming the pattern S≺,l,ρ using a variant
of [49, Alg. 3] has complexity O(N log(N)ρd̃) in time and O(Nρd̃) in space, while the
aggregated pattern S≺,l,ρ,λ only has space complexity O(N), begging the question
if this computational complexity can be improved. Let {sĩ}ĩ∈Ĩ be the supernodes
as constructed in subsection 3.2 and identify each supernodal index ĩ with the first
(w.r.t. ≺) index i ∈ I such that i ĩ. We then define
(C.1) S̄≺,l,ρ,λ :=
⋃
ĩ∈Ĩ
{
(i, j) : i  j, i ĩ,dist(xĩ, xj) ≤ ρ(1 + λ)̃i
}
.
Algorithm C.2 allows us to construct the sparsity pattern S̄≺,l,ρ,λ ⊃ S̃≺,l,ρ,λ in com-
plexity O(N log(N)) in time and O(N) in space, given ≺ and l. In this algorithm, we
will implement supernodes as pairs of arrays of indices σ = (σm, σn). This encodes
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the relationship between all indices in σm (the parents) and all indices in σn (the chil-
dren). Naively, this would require O(#σm#σn) space complexity, but by storing the
entries of σm and σn, the complexity is reduced to O(#σm + #σn) space complexity,
which improves the asymptotic computational complexity.
Theorem C.3. Let the {xi}i∈I satisfy Condition B.2 with d̃ and Cd̃, Condi-
tion B.4 with constant Cregref , and Condition C.1 with p and let λ > 1. Then there
exists a constant C = Cd̃,Cd̃,Cregref ,p,λ
such that Algorithm C.2 can compute S̄≺,l,ρ,λ
in computational complexity CCdistN log(N) in time and CN in space and S̃≺,l,ρ,λ
in computational complexity CCdistN(log(N) + ρ
d̃) in time and CN in space.
Proof. To establish correctness, the main observation is that after every applica-
tion of Algorithm C.4, each degree of freedom i can be found in exactly one of the
supernodes σ ∈ N . Furthermore, each σ ∈ N has a root
√
σ ∈ I such that
1.
√
σ ∈ σn, σm,
2. j ∈ σm ⇒ dist(
√
σ, j) ≤ ρλr,
3. j ∈ σn ⇔ dist(
√
σ, j) ≤ 2ρλr,
4. σ 6= σ̄ ⇒ dist(
√
σ,
√
σ̄) > ρλr.
The main reason why the above could fail to hold true is that the inner for loop does
not range over all j ∈ I, but only over those in σn. However, at the first occurrence
of Algorithm C.4 we have σn = I leading to the observations to hold true. For
subsequent calls, we can show the invariance of these properties by induction. The
set N≥ is obtained from the set N by only selecting the points in a certain range of
length scales. Therefore, after completion of the while-loop of Algorithm C.2, every
i ∈ I is contained in at least one of the {σm}σ∈N≥ , and for i  σ ∈ N≥, we have{
j : (i, j) ∈ S̄
}
⊂ σn. Thus, the for-loop of Algorithm C.2 indeed computes S̄. Since
S̃≺,l,ρ,λ ⊂ S̄≺,l,ρ,λ, Algorithm C.3 correctly recovers S̃≺,l,ρ,λ.
We begin by analyzing the computational complexity of the while-loop of Algo-
rithm C.2. We first note that at every execution of the loop, r is divided by λ. Thus,
Condition C.1 implies that the loop is entered at most C log(N) times. We now claim
that that the time complexity of Algorithm C.4 is bounded above by CCdistN . To this
end it is enough to upper-bound the number of points i for which a given index can be
picked as index j in the while-loop of Algorithm C.4. By Item 2, for this to happen we
need dist(i,
√
σ) ≤ ρλr and dist(j,
√
σ) ≤ 2ρλr and hence, by the triangle inequal-
ity, dist(i, j) ≤ 3ρλr. On the other hand, i can not be in J already, which means
that any two distinct i1, i2 have to satisfy dist(i1, i2) > ρλr. By Condition B.2, we
conclude that the maximum number of indices i for which a given index j gets picked
is bounded above by a constant C that depends of Cd̃ and d. This upper bounds the
computational complexity of the while-loop in Algorithm C.4 by CN . The computa-
tional complexity of the outermost for-loop of Algorithm C.4 can be bounded by CN ,
by a similar argument. Summarizing the above, we have upper-bounded the time
complexity of the while-loop in Algorithm C.2 by CN log(N). In order to bound the
space complexity of the while-loop, we need to ensure that the size of N≥ is bounded
above as CN . To this end, we notice that by arguments similar to the above, one can
show that at all times, the number maxi∈I #{σ ∈ N : i ∈ σm or i ∈ σN} is bounded
from above by a constant C. By using Condition B.4, we can show that the space
complexity of N≥ is bounded by CN . By ways of similar ball packing arguments, the
complexity of the outer for-loop of Algorithm C.2 can be bounded by CN , as well.
The complexity of Algorithm C.3 is bounded by CNρd̃, the number of entries of the
sparsity pattern S̄, since it iterates over all entries of S̄.
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Appendix D. Including the prediction points.
D.1. Ordering the prediction points first. Algorithm D.1 describes how to
compute the inverse Cholesky factor when forcing the prediction points to be ordered
before the training points. In order to compute the ordering of the prediction points
after the ordering of the training points has been fixed, we need to compute the
distance of each prediction point to the closest training point. When using [49, Alg. 3],
this can be done efficiently while computing the maximin ordering of the training
points by including the prediction points into the initial list of children of i, as is done
in Line 11 of the algorithm. Once the joint inverse Cholesky factor L =
(
LPr,Pr 0
LTr,Pr LTr,Tr
)
has been computed, we have E [XPr|XTr = y] = L−>Pr,PrL>Tr,Pry and Cov [XPr|XTr] =
L−>Pr,PrL
−1
Pr,Pr. We note that the conditional expectation can be computed by forming
the columns of L one by one, without every having to hold the entire matrix in
memory, thus leading to linear space complexity similar to subsection 4.3, while the
same is not possible for the conditional covariance matrix.
D.2. Ordering the prediction points last, for accurate extrapolation.
Splitting the prediction set IPr =
⋃
1≤b≤mPr
Jb into mPr batches of nPr predictions,
we want to compute the conditional mean vector and covariance matrix of the vari-
ables in each batch separately, by using the inverse Cholesky factor L̄ρ of the joint
covariance matrix obtained from KL-minimization subject to the sparsity constraint
given by S̄ = S≺,l,ρ,λ ∪ {(i, j) : j ∈ Jb}. Naively, this requires us to recompute the
inverse Cholesky factor L for every batch, leading to a computational complexity of
O
(
mPr(N + nPr)(ρ
d̃ + nPr)
2
)
. However, by reusing a part of the computational com-
plexity across different batches, Algorithm D.3 is to instead achieve computational
complexity of O
(
(N + nPr)(ρ
2d̃ +mPr
(
ρd̃ + n2Pr
))
. In the following, we derive the
formulae used by this algorithm to compute the conditional mean and covariance. For
a fixed batch Jb, define Θ̄ as the approximate joint covariance matrix implied by the
inverse Cholesky factor L̄ρ. It has the block-structure
(D.1)(
Θ̄Tr,Tr Θ̄Tr,b
Θ̄b,Tr Θ̄b,b
)
=:
(
ĀTr,Tr ĀTr,b
Āb,Tr Āb,b
)−1
=
(
L̄>Tr,Tr L̄
>
b,Tr
0 L̄>b,b
)−1 (
L̄Tr,Tr 0
L̄b,Tr L̄b,b
)−1
=: L̄
ρ,−>
L̄
ρ,−1
,
where L̄ρ is the inverse-Cholesky factor obtained by applying KL-minimization to
the joint covariance matrix subject to the sparsity constraint given by S̄. We can
then write the posterior mean and covariance of a GP X ∼ N (0, Θ̄) as
E [Xb|XTr = y] = Θ̄b,TrΘ̄−1Tr,Try = −Ā
−1
b,b Āb,Try = −
(
L̄b,TrL̄
>
b,Tr + L̄b,bL̄
>
b,b
)−1
L̄b,TrL̄
>
Tr,Try
(D.2)
Cov [Xb|XTr] = Θ̄b,b − Θ̄b,TrΘ̄−1Tr,TrΘ̄Tr,b = Ā
−1
b,b =
(
L̄b,TrL̄
>
b,Tr + L̄b,bL̄
>
b,b
)−1(D.3)
Expanding the matrix multiplications into sums, this can be rewritten as
E [Xb|XTr] = −
L̄b,bL̄>b,b + ∑
k∈ITr
L̄b,k ⊗ L̄b,k
−1 ∑
k∈ITr
L̄b,k
(
y>L̄Tr,k
)
.(D.4)
Cov [Xb|XTr] =
L̄b,bL̄>b,b + ∑
k∈ITr
L̄b,k ⊗ L̄b,k
−1(D.5)
L̄b,b is simply the Cholesky factor of Θ
−1
b,b . Thus, given
(
y>L̄Tr,k, Lb,k
)
k k̃
, the above
expressions can be evaluated in computational complexity O(n3Pr +NTrn2Pr +nPr#S)
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in time and O(n2Pr +maxl̃∈Ĩk #l̃) in space. Naively, computing the
(
y>LTr,k, Lb,k
)
k k̃
for each batch has computational complexity O(mPr(#k̃+ nPr)3) which becomes the
bottleneck for large numbers of batches. However, as we will see, 〈LTr,k, y〉 and Lb,k
can be computed in computational complexity O((#k̃ + nPr)3 + mPr(#k̃ + nPr)2)
by reusing parts of the computation. Fix a supernodal index k̃ ∈ Ĩ and define the
corresponding exact joint covariance matrix as
(D.6) Θk̃ := (Θij){i,j∈k̃∪Jb} =
(
Θk̃,k̃ Θk̃,b
Θb,k̃ Θb,b
)
For any k  k̃ the column Lρ:,k is, according to (2.3), equal to
(D.7)
(
Θk̃k:,k:
)−1
e1√
e>1
(
Θk̃k:,k:
)−1
e1
.
Let as before U k̃U k̃,> = Θk̃,k̃. Using the Sherman-Morrison-Woodbury matrix iden-
tity we can then rewrite Θk̃,−1k:,k: e1 as
Θk̃,−1k:,k: e1 =
(
Id 0
−Θ−1b,bΘb,sk Id
)(Θsk,sk −Θsk,bΘ−1b,bΘb,sk)−1 0
0 Θ−1b,b
(Id −Θsk,bΘ−1b,b
0 Id
)
e1
=
 (Θsk,sk −Θsk,bΘ−1b,bΘb,sk)−1 e1
−Θ−1b,bΘb,sk
(
Θsk,sk −Θsk,bΘ
−1
b,bΘb,sk
)−1
e1

=

(
Θ−1sk,sk −Θ
−1
sk,skΘsk,b
(
−Θb,b + Θb,skΘ
−1
sk,skΘsk,b
)−1
Θb,skΘ
−1
sk,sk
)
e1
−Θ−1b,bΘb,sk
(
Θ−1sk,sk −Θ
−1
sk,skΘsk,b
(
−Θb,b + Θb,skΘ
−1
sk,skΘsk,b
)−1
Θb,skΘ
−1
sk,sk
)
e1

Using Equation (A.4) and setting Bk̃ := U k̃,−1Θk̃,b, we obtain
(D.8) Θ̄k̃,−1k:,k: e1 =
1
U k̃k,k
 U
k̃,−>
sk,sk
(
e1 +B
k̃
sk,b
(
Θb,b −Bk̃,>sk,bB
k̃
sk,b
)−1
Bk̃,>k,b
)
−Θ−1b,bB
k̃,>
sk,b
(
e1 +B
k̃
sk,b
(
Θb,b −Bk̃,>sk,bB
k̃
sk,b
)−1
Bk̃,>k,b
)
 .
Setting yk̃ = U k̃,−1ysk̃ , this yields the formulae
y>L̄Tr,k =
yk̃,>k + y
k̃,>
sk
Bk̃sk,b
(
Θb,b −Bk̃,>sk,bB
k̃
sk,b
)−1
Bk̃,>k,b
ck
(D.9)
L̄b,k =
−Θ−1b,bB
k̃,>
sk,b
(
e1 +B
k̃
sk,b
(
Θb,b −Bk̃,>sk,bB
k̃
sk,b
)−1
Bk̃,>k,b
)
ck
,(D.10)
where
(D.11) ck :=
√
1 +Bk̃k,b
(
Θb,b −Bk̃,>sk,bB
k̃
sk,b
)−1
Bk̃,>k,b .
Algorithm D.3 implements the formulae above. Since U k̃ does not depend on b, it
only has has to be computed once and can be used to compute the Bk̃ and yỹ for all
1 ≤ b ≤ mPr.
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Algorithm C.1 Ordering and sparsity pattern algorithm (see [49, Alg. 3]).
Input: A real parameter ρ ≥ 2 and Oracles dist( · , · ), dist∂Ω( · ) such that dist(i, j) = dist (xi, xj)
and dist∂Ω (i) = dist (xi, ∂Ω)
Output: An array l[:] of distances, an array P encoding the multiresolution ordering, and an array
of index pairs S containing the sparsity pattern.
1: P = ∅
2: for i ∈ {1, . . . , N} do
3: l[i]← dist∂Ω(i)
4: p[i]← ∅
5: c[i]← ∅
6: end for
7: {Creates a mutable binary heap, containing pairs of indices and distances as elements:}
8: H ← MutableMaximalBinaryHeap
(
{(i, l[i])}i∈{1,...,N}
)
9: {Instates the Heap property, with a pair with maximal distance occupying the root of the heap:}
10: heapSort!(H)
11: {Processing the first index:}
12: {Get the root of the heap, remove it, and restore the heap property:}
13: (i, l) = pop(H)
14: {Add the index as the next element of the ordering}
15: push (P, i)
16: for j ∈ {1, . . . , N} do
17: push(c[i], j)
18: push(p[j], i)
19: sort! (c[i], dist( · , i))
20: decrease! (H, j, dist(i, j))
21: end for
22: {Processing remaining indices:}
23: lTrunc ← l
24: while H 6= ∅ do
25: {Get the root of the heap, remove it, and restore the heap property:}
26: (i, l) = pop(H)
27: l[i]← l
28: {Select the parent that has possible children of i amongst its children, and is closest to i:}
29: k = argminj∈p[i]:dist(i,j)+ρl[i]≤ρmin(lTrunc,l[j]) dist (i, j)
30: {Loop through those children of k that are close enough to k to possibly be children of i:}
31: for j ∈ c[k] : dist(j, k) ≤ dist(i, k) + ρl[i] do
32: decrease! (H, j, dist(i, j))
33: if dist(i, j) ≤ ρl[i] then
34: push(c[i], j)
35: push(p[j], i)
36: end if
37: end for
38: {Add the index as the next element of the ordering}
39: push (P, i)
40: {Sort the children according to distance to the parent node, so that the closest children can
be found more easily}
41: sort! (c[i], dist( · , i))
42: {Truncate the sparsity pattern to achieve linear space complexity}
43: if ∀j /∈ P,∃i ∈ P : dist(i, j) < lTrunc/2 then
44: lTrunc ← lTrunc/2
45: for j ∈ c[i] \ P, dist(i, j) > ρlTrunc do
46: c[i]← c[i] \ {j}
47: p[j]← p[j] \ {i}
48: end for
49: end if [c.f.][]
50: end while
51: {Aggregating the lists of children into the sparsity pattern:}
52: for i ∈ {1, . . . , N} do
53: for j ∈ c[i] do
54: push! (S, (i, j))
55: push! (S, (j, j))
56: end for
57: end for
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Algorithm C.2 Computation of S̃ and S̄
Input: I,≺, l, dist(·, ·), ρ, λ
Output: Sets of supernodes S̄, S̃
1: iN , iN−1 ← last two ind. w.r.t. ≺
2: N ,N≥ ← {({iN}, I)}, {({iN}, {iN})}
3: r, liN ← liN−1/λ,∞
4: while r > mini∈I li do
5: N , Ñ≥ ← Refine(N , l, r, ρ, λ)
6: N≥ ← N≥ ∪ Ñ≥
7: r ← r/λ
8: end while
9: J, S̄ ← ∅, ∅
10: for i ∈ I (in increasing order by ≺) do
11: if i /∈ J then
12: s̃← (∅, ∅), Pick σ ∈ N≥ : i ∈ σm
13: for j ∈ σm do
14: if i  j, lj ≤ λli, j /∈ J then
15: J, s̃n ← J ∪ {j}, s̃n ∪ {j}
16: end if
17: end for
18: for σ̃ ∈ N≥ : ∃j ∈ σ̃m : j ∈ σm do
19: for k ∈ σ̃n : dist(i, k) ≤ ρ(1+λ) do
20: s̃m ← s̃m ∪ {k}
21: end for
22: end for
23: S̄ ← S̄ ∪ {s̃}
24: end if
25: end for
26: S̃ ← Reduce(ρ,≺, l, S̄)
27: return S̄, S̃
Algorithm C.3 Reduce(ρ,≺, l, S̄)
Input: ≺, l, dist(·, ·), ρ, S̄
OutputS̃ = S̃≺,l,ρ
1: S̃ ← ∅
2: for σ ∈ S̄ do
3: s̃← (σm, ∅)
4: for i ∈ σm, j ∈ σn do
5: if dist(i, j) ≤ ρli and i ≺ j then
6: s̃n ← s̃n ∪ {j}
7: end if
8: end for
9: S̃ ← S̃ ∪ {s̃}
10: end for
11: return S̃
Algorithm C.4
Refine(N , l, r, ρ, λ)
Input: Supernodal set N ,
dist(·, ·), l, r, ρ, λ
Output: A new set M of su-
pernodes, set N≥ of truncated
supernodes
1: J,N≥,M← ∅, ∅, ∅
2: while J 6= I do
3: Pick i ∈ I \ J
4: J ← J ∪ {i}
5: Pick σ ∈ N satisfying i ∈ σm
6: σ̃m, σ̃n ← ∅, ∅
7: for j ∈ σn do
8: if dist(i, j) ≤ ρλr then
9: σ̃m ← σ̃m ∪ {j}
10: J ← J ∪ {j}
11: end if
12: if dist(i, j) ≤ 2ρλr then
13: σ̃n ← σ̃n ∪ {j}
14: end if
15: end for
16: M←M∪ {(σ̃m, σ̃n)}
17: end while
18: for σ ∈ N do
19: σ≥m, σ
≥
n ← ∅, ∅
20: for i ∈ σm do
21: if r ≤ li then
22: σ≥m ← σ≥m ∪ {i}
23: end if
24: end for
25: for i ∈ σn do
26: if r ≤ li then
27: σ≥n ← σ≥n ∪ {i}
28: end if
29: end for
30: N≥ ← N≥ ∪ {(σ≥m, σ≥n )}
31: end for
32: return M, N≥
Fig. 14. Algorithm for constructing the aggregated sparsity pattern from the reverse maximin
ordering ≺ and length-scales l
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Algorithm D.1 Ordering prediction
variables first
Input: G, {xi}i∈ITr , Ω, {xi}i∈ITr , ρ,
(λ)
Output: L ∈ RN×N l. triang. in ≺
1: Comp. ≺Pr, lPr from {xi}i∈IPr , Ω̃
2: Comp. ≺Tr, lTr from {xi}i∈ITr , Ω
3: ≺← (≺Pr,≺Tr)
4: l← (lPr, lTr)
5: S ← S≺,l,ρ (S ← S≺,l,ρ,λ)
6: Comp. L using Algorithm 3.1(3.2)
7: return L
Algorithm D.2 Ordering prediction
variables last, with nPr = 1
Input: G, {xi}i∈ITr , Ω, {xi}i∈ITr , ρ, λ
Output: Cond. mean and var.
µ, σ ∈ RIPr
1: Comp. ≺, S≺,l,ρ,λ from {xi}i∈ITr ,
Ω
2: for k ∈ IPr do
3: δk, σk ← G(xk, xk), G(xk, xk)−1
4: µk ← 0
5: end for
6: for k̃ ∈ Ĩ do
7: U←P l chol(P lΘsk̃,sk̃P
l)P l
8: for k ∈ sk̃, l ∈ IPr do
9: Bkl ← G(xk, xl)
10: end for
11: B ← U−1B
12: ỹ ← U−1ysk̃
13: for k  k̃ do
14: α← ỹ>skBsk,Pr
15: β ← B>sk,PrBsk,Pr
16: γ ←
√
1 + (δ − β)−1B2k,Pr
17: ` ← −δ−1γ−1B>k,Pr
(
1 + βδ−β
)
18: µ← µ+ `/γ
(
ỹk +
Bk,Prα
δ−β
)
19: σ ← σ + `2
20: end for
21: end for
22: σ ← σ−1
23: µ← −σµ
24: return µ, σ
Algorithm D.3 Ordering prediction vari-
ables last
Input: G, {xi}i∈ITr , Ω, {xi}i∈ITr , ρ, λ
Output: Per batch cond. mean {µb}1≤b≤mPr
and cov. {Cb}1≤b≤mPr
1: Comp. ≺, S≺,l,ρ,λ from {xi}i∈ITr , Ω
2: for k̃ ∈ Ĩ do
3: U k̃ ← P l chol(P lΘsk̃,sk̃P
l)P l
4: end for
5: for b ∈ {1, . . . ,mPr} do
6: for k̃ ∈ Ĩ do
7: for k ∈ sk̃, l ∈ Jb do
8: (Θsk̃,b)kl ← G(xk, xl)
9: end for
10: for k, l ∈ Jb do
11: (Θb,b)kl ← G(xk, xl)
12: end for
13: Cb ← Θ−1b,b
14: Bk̃ ← U k̃,−1Θk̃,b
15: yk̃ ← U k̃,−1ysk̃
16: for k  k̃ do
17: v ←
Bk̃sk,b
(
Θb,b −Bk̃,>sk,bBsk,b
)−1
Bk̃,>k,b
18: c←
√
1 + vk
19: Lb,k ← − 1ckΘ
−1
b,bB
k̃,>
sk,b
(e1 + v)
20: Cb ← Cb + Lb,kL>b,k
21: µb ← µb + Lb,k( 1ck y
k̃,>
sk
(e1 + v))
22: end for
23: end for
24: µb ← −Cbµb
25: end for
26: Cb ← C−1b
27: return (µb, Cb)1≤b≤mPr
Fig. 15. The algorithms to use when ordering prediction points first or last. Here, we partition
the prediction variables into batches, as IPr =
⋃mPr
b=1 Jb.
