Conventional hedonic techniques for estimating the value of local amenities rely on the assumption that households move freely among locations. We show that when moving is costly, the variation in housing prices and wages across locations may no longer reflect the value of differences in local amenities. We develop an alternative discrete-choice approach that models the household location decision directly, and we apply it to the case of air quality in U.S. metro areas in 1990 and 2000. Because air pollution is likely to be correlated with unobservable local characteristics such as economic activity, we instrument for air quality using the contribution of distant sources to local pollution -excluding emissions from local sources, which are most likely to be correlated with local conditions. Our model yields an estimated elasticity of willingness to pay with respect to air quality of 0.34 to 0.42. These estimates imply that the median household would pay $149 to $185 (in constant 1982-1984 dollars) for a one-unit reduction in average ambient concentrations of particulate matter. These estimates are three times greater than the marginal willingness to pay estimated by a conventional hedonic model using the same data. Our results are robust to a range of covariates, instrumenting strategies, and functional form assumptions. The findings also confirm the importance of instrumenting for local air pollution.
Introduction
Since Rosen's (1974) seminal paper, economists have used hedonic techniques to estimate the value of a wide range of amenities, including clean air, school quality, and lower crime rates. The great attraction of the approach is that it uses observed behavior in housing and labor markets to infer the value of non-market goods. On the standard assumption that individuals choose the residential locations that maximize their utility, marginal rates of substitution between local amenities and other goods will equal the price ratio. Hence the marginal willingness to pay for those amenities can be measured by their implicit prices, as reflected in housing prices and wages. The broad avail of this approach, along with considerable practical interest in the estimates it provides, explains the continuing interest among economists in the theory and identification of hedonic models.
1 This paper addresses a crucial but often overlooked assumption in hedonic models, and shows how that assumption may lead to biased estimates of willingness to pay for local amenities. Hedonic models typically assume that people can move freely among locations when they buy homes and choose jobs. If so, wages and rents must adjust to reflect the implicit prices of local amenities; hence, willingness to pay can be inferred from variation in housing prices and income. The key assumption of perfect mobility, however, ignores an important feature of the real world: migration is costly. Moving to a new city entails not only out-of-pocket costs, but (much more important) psychic costs of leaving behind one's family and cultural roots. Data on residential choices suggests that such costs are significant. Table 1 relates birth location to residential location: it shows that great majority of U.S. household heads reside in the region of their birth. A similar pattern holds at the state level. This strong revealed preference for staying close to home belies the assumption that residential choices reflect a simple tradeoff between local attributes and prevailing rents and wages. If migration costs enter into residential location decisions, they should be considered by analysts measuring the value of local amenities.
How will migration costs affect estimates of willingness to pay? Consider an exogenous improvement in air quality in a particular city. In response, we would expect housing prices to rise and wages to fall until a new equilibrium is reached. If migration is costless, these changes will fully reflect the value of the cleaner air. But if migration is costly, the change in housing prices and wages must be smaller: the benefit someone gets from moving to the city must now compensate her not only for the higher rents and lower income, but also for the cost of moving. To see the intuition, consider someone born in Detroit who would willingly pay $100 for the gain in air quality that she would get from moving to an otherwise identical neighborhood in Tucson. If the disutility of moving to the new city is $40, she will move only if the difference in housing prices (net of income) is less than $60. Hence the change in housing prices and wages that accompanies a change in air quality will understate willingness to pay for clean air. Notice also that the extent of the understatement depends on the size of migration costs relative to the benefits from the amenity -a point to which we will return below.
Beyond the theoretical questions of identification and estimation, numerical estimates of the value of local public goods are of great practical interest. Again consider the example of air quality, whose protection motivates a range of government policies that impose substantial costs on firms and consumers. A comprehensive survey of cross-sectional hedonic property value studies found wide dispersion in estimated willingness to pay, with many instances of negligible or even negative estimates (Smith and Huang 1995) . If those low estimates are reliable, the costs of stringent air pollution regulation may outweigh the benefits. On the other hand, evidence that such estimates understate the value of clean air would bolster the case for government policy.
In this paper, we show how migration costs can be incorporated into a hedonic analysis. We start by incorporating migration into the canonical wage-hedonic model proposed by Roback (1982) . If moving is costly, then the sum of the derivatives of housing prices and wages with respect to the amenity -the standard hedonic measure of marginal willingness to pay -will no longer equal the implicit price of the amenity. The more costly is migration relative to the marginal benefits of an improvement in the amenity, the greater will be the bias from ignoring migration costs in the analysis.
To allow for costly mobility, we employ a different empirical strategy. The starting point for our analysis is the household location decision, rather than the first order condition implied by a traditional hedonic model. This approach allows us to incorporate migration costs (as the implicit disutility of moving various distances from one's birth state) directly into the household optimization problem.
We apply our method to the case of air quality -specifically, ambient concentrations of particular matter ("PM10") in metropolitan areas throughout the U.S., for the years 1990 and 2000. We study air pollution in general, and PM10 in particular, for a number of reasons. First, an estimate of the economic value of improvements in air quality is of central importance to the U.S. Environmental Protection Agency in the regulation of air pollution under the Clean Air Act and its subsequent amendments.
Second, air quality improved significantly over the decade studied, providing useful panel variation.
Third, migration costs are likely to be large relative to the potential gains of changing locations for the sake of air quality; hence ignoring such costs is likely to produce substantial bias in estimates of WTP for 1 The study of the theory and identification of hedonic markets in competitive settings dates back to Rosen (1974) . The topic has recently seen a resurgence with methodological papers by Ekeland, Heckman and Nesheim (2004) , Heckman, Matzkin, and Nesheim (2005) , and Bajari and Benkard (2001) . air quality.
2 Fourth, a long literature, dating back to Ridker and Henning (1967) and Harrison and Rubinfeld (1978) , has used hedonic methods to value air quality (see Smith and Huang (1995) for a metaanalysis). Finally, particulate matter is a natural choice of pollutant: it is the standard measure of air pollution used in the literature, and an increasing body of evidence suggests that it is by far the most important local air pollutant in terms of health effects.
Our empirical analysis proceeds in two stages. First, we use a discrete-choice model to infer the utility associated with living in various metropolitan areas. We then regress these metro-area utilities on air pollution concentrations in order to recover the willingness to pay for air quality. This second stage is analogous to the traditional hedonic approach, which regresses housing prices on air pollution. An identification problem thus arises that is endemic to hedonic analyses. As Chay and Greenstone (2005) point out, local air quality is likely to be correlated with unobserved local economic factors that also affect housing prices. If so, naïve estimates of willingness to pay will be biased downward -helping to explain the low estimates reported in the existing literature.
We employ a novel instrumental variables approach to deal with this endogeneity problem. The intuition behind our approach is simple. Although local emissions (correlated with local economic activity) are the major determinant of local air quality, pollution also wafts in from distant sources. The tall stacks of electric power plants spew particulate matter and other pollutants high into the atmosphere, where they travel great distances before affecting ground-level air quality. Distant emissions, however, are likely to be uncorrelated with local economic activity -a conjecture that is confirmed by the data.
Hence pollution from distant sources provides a natural instrument for local air pollution. We compute this instrument using a detailed source-receptor matrix, developed for the U.S. EPA, that relates emissions from nearly 6,000 sources to particulate matter concentrations in each county in the U.S.
Our results demonstrate the importance of accounting for endogeneity and incorporating mobility costs. As a preliminary step, we estimate a traditional wage-hedonic model. Instrumenting for air pollution greatly increases the magnitude of the estimated coefficient on particulate matter concentration in a regression of housing prices on local amenities. The elasticity of housing prices with respect to air pollution estimated by instrumental variables is -0.50 to -0.63. Income is essentially unaffected by air pollution. Since housing accounts for approximately one-fifth of a household's total expenditures, and the hedonic approach assumes that the entire value of local amenities is incorporated into housing prices and income, this estimate corresponds to an elasticity of total willingness to pay of -0.10 to -0.13.
2 As a likely contrast, consider the case of households sorting across school districts within a single MSA in response to changes in school quality. Here we would expect that migration costs would be low, and that households would be highly motivated, leading to an expectation that the bias may be quite small.
These initial results provide a benchmark for assessing the results of our residential sorting model. In line with intuition, the estimated value of clean air rises considerably when migration costs are taken into account. In our full model, the elasticity of total willingness to pay with respect to air pollution is estimated to be between -0.34 and -0.43. In dollar terms, these elasticities correspond to marginal willingness to pay between $149 and $185. By comparison, the marginal willingness to pay estimated from the conventional hedonic model is $55. In other words, the value of clean air implied by our residential sorting model is roughly three times greater than that found by applying the standard hedonic approach to the same data. Importantly, we show that our parameter estimates are robust to a range of alternative specifications.
These results suggest that migration costs are large enough (relative to the benefits from air quality) that only a third of the total economic value of the improvements in air quality over the 1990s was reflected in housing prices. These results have important implications for policy, suggesting that the economic benefits of regulations that reduced particulate matter emissions are substantially larger than found in previous studies.
The remainder of the paper proceeds as follows. The next section demonstrates the difficulties that mobility costs pose for the standard wage-hedonic model, and then develops the alternative econometric approach we use in this paper. Section 3 describes the data we use to identify both models.
Section 4 details our empirical specification, and Section 5 presents our results. Section 6 concludes.
Econometric models for valuing local amenities

Incorporating mobility costs into the traditional hedonic model
Consider the following variant of Roback's (1982) model, incorporating mobility costs. We present the simplest possible version of this model in order to demonstrate the basic intuition. At the end of the section, we argue that extending the model to make it more realistic will only exacerbate the difficulties introduced by mobility costs.
As in Roback's model, all individuals simultaneously choose their location along with consumption of a composite commmodity C and a non-traded good ("housing") H. Each location j is characterized by a quantity X j of a location-specific amenity ("air quality"). In addition, there is a moving cost M j associated with settling in city j. Following Roback, we assume that individuals have identical preferences and abilities. To keep the model as simple as possible, we suppose that all individuals are born in the same place, and that moving costs are a monotonic function of the amenity level. For example, we might imagine that everyone is born in a central location, and that other cities are arranged in concentric rings with amenities improving as one moves outward. While heroic, these assumptions are useful in conveying the basic intuition; we discuss the consequences of more general assumptions below.
Each individual chooses her location j, along with consumption of C and H, to maximize her utility subject to a budget constraint:
(1)
where I j is income in location j; ρ j is the price of housing in location j; and the price of the composite commodity is normalized to unity. In equilibrium each individual must be indifferent among locations; if not, she would prefer to move. Hence indirect utility, denoted V, is constant:
The individual's problem is to trade off local amenities against wages and rents (which affect the budget constraint and determine the individual's consumption of commodity C). Taking the total derivative of equation (2) and using Roy's Identity to substitute for
, we arrive at the following equation for the implicit amenity price p * :
.
Hence p * is the marginal willingness to pay: more precisely, the change in income that would exactly compensate the individual for a marginal change in the amenity at her chosen location. The first two terms on the right-hand side of equation (3) are the familiar terms from Roback's analysis. If mobility is costless (V M = 0), or mobility costs are constant (dM = 0), then the model is identical to Roback's. In those cases, the implicit price of the amenity X can be measured as the extra cost of housing minus the compensating wage increase.
When mobility costs are positive and vary with location, the familiar equation no longer holds.
Suppose that the amenity increases with distance from 0. In this case, V M < 0 (since mobility is costly) and dM/dX > 0. Thus the true value of a marginal change in the amenity, given by p * , is greater than the sum of the housing price and wage effects. Intuitively, when it is more costly to move to locations with better amenities, the housing and labor markets will appear to undervalue those amenities: in order to induce anyone to move to the more attractive locales, rents must be lower (or wages higher) than they would in a world without mobility costs. 
A model of residential sorting
To surmount these difficulties, we develop a structural approach that explicitly models the location decision as taking place prior to the consumption of housing and the composite commodity. Essentially, we push the analysis back a step, examining the utility maximization problem in (1) rather than simply analyzing the equilibrium condition implicit in (3). Estimation proceeds in two steps. First, we specify a discrete-choice model of the household location decision. Doing so allows us to estimate city-specific fixed effects that represent the composite utility of local attributes. Second, we regress these estimated fixed effects on local amenities, using instrumental variables to correct for likely endogeneity.
We start by assuming the following utility function for individual i living in location j and consuming quantities C i and H i of the numeraire good and housing, respectively:
As before, X j denotes the local amenity of interest (here, air quality). M i,j measures the long-run (dis)utility of migration associated with moving from i's birth location to destination j. This formulation is meant to capture mobility constraints, broadly defined. Unobservable attributes of location j are captured in ξ j . Finally, η i,j represents an individual-specific idiosyncratic component of utility that is assumed independent of mobility costs and city characteristics.
Individuals maximize their utility subject to the budget constraint in equation (1). Incorporating that budget constraint into the utility function, differentiating with respect to H i , and rearranging yields: (5) states that housing expenditure accounts for a constant fraction of income, given by β H /(β H + β C ). For the sake of exposition, we assume that ρ j (the price of housing services in location j) is known; in the empirical analysis we will estimate it from the data, as described in Section 4 below.
Substituting for H * in (4) and using the budget constraint yields the indirect utility function:
where
. Marginal willingness to pay (MWTP) for the amenity X j equals the marginal rate of substitution between X j and income: i.e., for individual i, (In Section 4, we describe how we estimate income from the data.) Substituting this into equation (6) and taking logs yields:
θ j comprises all of the utility-relevant attributes of location j that are constant across individuals.
Meanwhile, υ i,j is an error term that summarizes individual i's idiosyncratic preferences for location j.
Each individual chooses her location to maximize her utility. We assume that the idiosyncratic city preferences, i.e., the {υ i,j }, are independently and identically distributed as type I extreme value. This implies that the share of the population choosing to live in city j is given by a logit specification. In practice, it is convenient to divide the right-hand side of equation (7) by β I , the marginal utility of income.
Let tildes denote variables multiplied by 1/β I , e.g.,
Hence the probability that individual I settles in location j can be written (10)
is a logit scaling parameter. We estimate equation (10) by maximum likelihood.
We recover the } {θ as parameters in the logit estimation. These city-specific fixed effects represent the indirect utility (somewhat loosely, the "quality of life") from residing in each city, independent of mobility costs or income. In the second stage of estimation, we regress the estimated } {θ on local air pollution concentrations and other local amenities. From equation (8), we have
Notice that
. Thus the coefficient on ln X j in equation (11) provides an estimate of the negative of the elasticity of willingness to pay with respect to air quality.
Relationship between the two approaches
The discrete-choice model just outlined is closely related to the Roback model. In the latter setting, all individuals are identical (i.e., η i,j ≡ 0) and indifferent among locations, hence V is constant. Taking the total derivative of equation (6) and setting it equal to zero yields (after some algebra and treating ξ j like another element of X j with a coefficient equal to 1):
which is identical to equation (3). Nonetheless, the identifying assumptions of the two models are very different. The Roback model uses individuals' indifference among locations to derive the result in equation (13). Since in that model individuals equate their marginal rate of substitution with the implicit amenity price, estimating the elements of (13) amounts to inferring the marginal willingness to pay.
In contrast, our discrete-choice model relies on location decisions to reveal preferences about local amenities. In our model, individuals sort among locations on the basis of idiosyncratic tastes, and thus have strict preferences over location. If we are willing to assume that a city's appeal is a weighted sum of the city's characteristics, and that the weights are constant among individuals, then we can identify the underlying marginal willingness to pay directly from an equation such as (11). These additional assumptions represent the cost of our approach. The benefit is that it readily allows us to incorporate mobility costs. As we showed above, the presence of mobility costs complicates inference in the traditional hedonic model. In the empirical analysis that follows, we confirm that allowing for mobility costs makes a large difference in the estimated value of clean air.
Our discrete-choice model also highlights the question of how the size of a city should be used in inferring the value of local amenities. City size plays only an indirect role (i.e., through equilibrium housing prices and incomes) in the conventional wage-hedonic model. In contrast, our approach -by relying on residential location to reveal preferences -infers higher utility for places chosen by a larger share of individuals. All else equal, bigger cities must have larger estimated values of j θ . If big cities are big because of the observable amenities they offer, then the larger estimated city fixed effects convey useful information about how people value local attributes. On the other hand, city size might enter into individuals' utility directly (e.g., positively through agglomeration effects or negatively via congestion costs). If city size is also correlated with local amenities (e.g., larger cities have more manufacturing facilities and thus poorer air quality), then omitting it will introduce bias. Accordingly, in our empirical analysis we report results from specifications with and without population included as a covariate.
Identification
Two final econometric issues must be addressed in estimating equation the second stage of our model, given by equation (11). First, the price of housing services, ρ j , varies with observable characteristics of city j, and is likely correlated with unobserved local characteristics in ξ j . We solve this ( , the share of income devoted to housing. We set this parameter equal to its median value in our sample, which is 0.2.
3 Second, amenity levels are likely correlated with local unobservable attributes. In our case of air quality, local economic activity is likely to be positively correlated with local air pollution as well as local rents and wages. As a consequence, naïve estimation of equation (11) by OLS is likely to yield biased parameter estimates. To address this potential source of bias, previous research has attempted to isolate a component of air pollution that is orthogonal to economic activity. In a recent paper, for example, Chay
and Greenstone (2005) use discontinuities implicit in the Clean Air Act to isolate a source of pseudorandom variation in regulatory intensity across similar locations.
Following Chay and Greenstone, we combine two strategies to deal with this potential correlation. First, we estimate equation (11) in first differences, using panel data from 1990 and 2000:
where, for example,
; and j ζ is the time varying component of the unobservable j ξ~.
Note that we have moved j H ρ β lñ ∆ to the left-hand side of the regression equation. Taking first differences eliminates any bias due to correlation between persistent air pollution and permanent unobserved city characteristics -for example, a concentration of highly polluting manufacturing industries, or perennial traffic congestion. However, one might still worry about potential correlation between j ζ and ∆X j . 4 Hence we also need to find an instrument for air pollution.
We develop a novel instrument that exploits the geography of particulate matter formation and transmission. Pollution travels long distances: particulates emitted from Midwestern power plants, for example, contribute substantially to air pollution in the Northeast and Mid-Atlantic. At the same time, such emissions are likely to be uncorrelated with housing prices or local economic activity. Drawing on this intuition, we instrument for changes in local air pollution using changes in particulate matter originating from distant sources. In particular, for the years 1990 and 1999, we compute the particulate matter in location j that is attributable to all sources located at least 80 kilometers from that location, and use the difference between the two measures as our instrument for the change in air pollution. We describe the construction of the instrument in detail in Section 3. The key step is the use of a county-tocounty source-receptor (S-R) matrix developed for the U.S. Environmental Protection Agency. This matrix relates emissions from nearly 6,000 sources throughout the U.S. to pollution concentrations in the 3,080 receptor counties. By excluding sources within a chosen radius, we can construct a measure of the pollution concentration for a given city that is attributable to distant sources. 
Data
Primary data sources
The data used for this analysis come from several sources, all publicly available. (Savageau and Boyer 1993; Savageau and D'Agostino 2000) . 5 Table 2 presents summary statistics and a full description of the variables used in the analysis.
Air quality measures
Our measure of air pollution is the ambient concentration of particulate matter. 6 Particulate matter refers to airborne small particles, fine solids, and aerosols that form as a result of activities as diverse as the fossil fuel combustion, mining, agriculture, construction and demolition, and driving on unpaved roads.
While most of the particles resulting from these processes are relatively large in size (i.e., approximately 1/7 th the diameter of a human hair), smaller particles result from chemical processes that occur when sulfur dioxide, nitrogen oxides, and volatile organics react with other compounds in the atmosphere. The result is an array of pollutants, collectively known as "PM10" (because they are all smaller than 10 micrometers in size), that carry with them serious health consequences. 5 Data from the REIS and CCDB are at the county level. We aggregate up to the metro-area level using the same MSA definitions as we use in the pollution data (based on MSA designations in 1990). Doing so ensures that our definitions of MSAs remain constant in both years, even as the official Census designations changed. 6 In an ideal world, we would estimate our model on other measures of ambient air pollution as well, such as sulfur dioxide (SO 2 ) or ground-level ozone (O 3 ). However, we are unaware of any fine-grained source-receptor matrix for other pollutants comparable to the PM10 S-R matrix we use here. This prevents us from implementing our instrumental variables strategy for other pollutants; our empirical results confirm the importance of doing so. A consolation is that PM10 is far and away the most important air pollutant in terms of human health effects. Moreover, it is the pollutant that has been most commonly studied in the previous literature (albeit under its previous guise of "Total Suspended Particulates," or TSP.) Finally, to the extent that PM10
concentrations are correlated with other important pollutants, our results will apply more broadly. Such correlation is probably more likely for SO 2 (which results from similar anthropogenic processes and transported similar distances) than for O 3 , whose creation depends on poorly understood interactions between manmade NO x emissions and biogenic volatile organic compounds.
7 Beginning with the Harvard Six City Study (Dockery et al., 1993) , thousands of analyses have found serious health effects from atmospheric particulate matter. These are most severe for the young and the elderly -especially those suffering from asthma (Lin et al., 2002; Norris et al., 1999; Slaughter et al., 2003; Tolbert et al., 2000) . Fine particles have been shown to enter the bloodstream, increasing the risk of heart attacks and strokes (Hong et al., 2002; Tsai et al., 2003; D'Ippoliti et al., 2003) . Studies have also found evidence of lung tissue inflammation (Ghio et al., 2000) , reduced lung function in children (Gauderman et al., 2002) , increased risk of lung cancer (Pope et al., 2002) , and even the possibility of heritable diseases (Samet et al., 2004 We use data for 1999 rather than 2000 because the National Emissions Inventory is collected at three-year intervals. 9 We thank Wayne Gray and his co-authors for generously sharing the S-R matrix with us. The discussion of the matrix is based in part on the discussion in Shadbegian, Gray, and Morgan (2004) . 10 We use the predicted measures for two reasons: first, they do not depend on the placement of particular air monitors or idiosyncratic weather events and wind patters; second, they lend themselves well to our instrumental variables strategy.
Importantly, our computed measures of air quality are positively correlated with EPA data based on air quality monitors, with correlations significantly different from zero at p < 0.001. underlying weather patterns. Thus the cities of the West Coast have relatively low levels of particulates on the whole, while the nation's highest concentrations occur in Atlanta and New York.
Instrumental variables approach
To create our instruments, only a slight twist is needed. First, we calculate distances from the center of each source county (or the actual location of point sources) to the center of each receptor county. The validity of this approach depends on the orthogonality of distant pollution and local economic activity. One potential concern in this context might be regional variation in how distant U.S.
sources affect local air pollution. Because prevailing winds blow from west to east, the contribution of distant sources to local air pollution increases in the same direction. For example, the relative importance of distant sources is likely to be very different in Syracuse than in San Diego. If cities in a given region also experience common economic shocks, our instrument may fail the exclusion restriction. To solve this problem, we take two important steps. First, we condition the full analysis on a set of nine Census regional dummies. Second, in creating our instruments, we interact our estimates of "distant pollution" -i.e., the vector ∆lnPM 80 -with dummy variables for the nine census regions used in the analysis. Thus
, where R is a 9 × J matrix with cell R(j,r) equal to 1 if city j is in region r, and zero otherwise. This approach is a conservative one. Having conditioned on region, our model must identify the effects of air pollution entirely off of intra-regional effects.
Moreover, as we show in the empirical analysis, our results are robust to using the "unconditional" instrument -that is, the measure of distant air pollution alone, without regional interactions. ). Note that the first of these is our measure of ambient air quality, while the third is the basis of our instrument. We consider correlations between these measures of air quality and local economic activity, as measured by the number of manufacturing establishments, total employment, and total income. We report correlations for the years 1990 and 1999, and for the change between those years. For our instruments, we report correlations with and without conditioning on the census region. Numbers in boldface are significantly different from zero at the 5% level.
The first column of the table shows correlations between local economic activity and the computed MSA PM10 concentration. Local pollution and local economic activity are strongly and positively correlated in the levels. This confirms the intuition that a naïve regression of housing prices (or city fixed effects) on local air quality is likely to yield biased results. Note that we find a strong but negative correlation in the differences, for total employment and income. This result is driven by falling PM10 concentrations and growing economic activity in four of the largest cities in the U.S. (New York, Los Angeles, Chicago, and Houston).
The cells in the next four columns and the bottom set of rows report correlations between local economic activity and variations on our instrument. As shown in the far right-hand column, our primary instrument (based on pollution from sources more than 80km away and conditional on region) is essentially uncorrelated with manufacturing establishments, employment, or income. These near-zero correlations suggests that the portion of PM10 concentration due to sources outside 80km is uncorrelated with local economic activity and thus is a reasonable instrument. The correlations are somewhat larger (but still insignificant) for the less restrictive instrument that excludes sources within 50 kilometers. Table 3 illustrates as well the importance of conditioning the analysis on regional dummies; compare the correlations in columns (4) (without regional controls) and (5) (with regional controls). Of course, the ultimate source of concern is the correlation between our instrument and unobservable characteristics of metropolitan regions. Nonetheless, Table 3 provides as much support for our approach as observable data might be expected to provide.
Econometric specification
Several steps are needed to implement the residential sorting model outlined in Section 2. First, we must estimate housing prices and incomes in each location. Next, we must choose a representation of mobility costs. We can then use a logit model of location choice to estimate the city-specific fixed effects.
Finally, we regress those fixed effects on local attributes. We discuss the details of each step in turn.
Throughout this analysis, we use i to index households, j to index locations (MSAs), and t to index the year (1990 or 2000) . We will often pool data from both years. Note that while the set of metropolitan areas is the same in each year, the set of households is not.
One approach to housing prices would be to take an aggregate measure of housing prices -for example, the median value of a home in each MSA. However, such an approach raises potentially serious problems of aggregation bias. In particular, home values might rise because of unobserved changes in the quality of the housing stock, rather than changes in local amenities. If these changes in housing supply are correlated with local amenities, an endogeneity problem arises.
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We employ a different approach that takes explicit account of the characteristics of individual homes. Let P i,j,t denote the value of the home owned by household i in location j appearing in year t, which we define as the value of the house (for owner-occupied housing) or monthly rent (for rental units).
We model P i,j,t as a function of the characteristics of the dwelling, given by a vector h i,t , and a scaling parameter ρ j,t specific to city j and year t:
. Ω i,t is a dummy variable that equals 1 if household i owns its home and 0 otherwise; thus λ j,t measures the premium on owned housing. Taking logs, equation (15) 
Along with housing characteristics, the parameters φ t yield an index of "housing services" each period, defined as ) exp( ,
Hence the parameter ρ j,t measures the effective "price of housing services" in a particular location and a particular year. Because we control for the bundle of housing services, these prices provide a consistent measure of the true price of housing across metropolitan areas with different housing stocks. We can readily estimate these prices as the MSA and time specific intercepts in a regression of equation (16), using the census microdata described in Section 3.
Next, consider income. We do not observe the income that a given individual would earn in every location, but only what he earns in his chosen city. In the micro-data used for estimation, however, household heads with similar characteristics are scattered among locations. Hence we can impute the income each individual would earn in every location by estimating a series of location-specific regressions of incomes on a set of individual attributes:
12 Chay and Greenstone (2005) 
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and measures the observed percentage of individuals with education level ED, born in region R B , that are found to be living in region R D . This correction therefore requires that our data include individuals of each education type migrating from every region to every region -a condition that is satisfied in the census data for our nine-by-nine regional grid. We estimate the income equation (17) 14 We normalize migration costs to zero if the household head does not leave his birth state.
We now turn to estimation of the parameter vector
. On the assumption that preferences are stable over time, we can estimate a single set of behavioral parameters (the mobility 13 Note that, in fitting 15, 16 Recall that the } { ,t j θ represent composite city-level attributes. Let PM j,t denote the air pollution (PM10) concentration in location j and period t, computed as described in Section 3. Note that higher values of PM j,t correspond to worse air quality, so that 0 < PM β if individuals are willing to pay for better air quality. Let Z j,t denote a vector of other observable city attributes. The equation to be estimated in the second stage is thus (updating equation (14))
We estimate equation (21) by instrumental variables, using 80 ,
The covariates in Z j,t include a range of local characteristics of metropolitan areas, including local economic activity, crime, local government tax and expenditure data, and rankings of MSAs in various categories of quality of life such as health care provision, arts, and transportation infrastructure.
Estimation Results
Housing price and income regressions
Results from the housing price regressions described in equation (16) are reported in Table A2 for each year. Results are as expected. Bigger, newer houses yield more housing services, as do houses on larger plots and with complete kitchen and plumbing facilities. An inspection of the most and least expensive 15 In practice, when the choice set is large (as it is in our application), estimating the full vector θ by maximum likelihood can be computationally prohibitive. Berry (1994) provides a computational algorithm whereby these values are imputed indirectly.
cities in the U.S. in terms of the price of housing services corresponds to conventional wisdom. The average price of housing services (in logs) rises from 3.72 in 1990 to 4.48 in 2000, while the premium on owned housing rises from 5.27 to 5.41. All estimates are statistically significant at the usual levels. Table A3 summarizes the results from the MSA-specific income regressions described in equation (17). Men earn more than women; whites earn more than minorities; and income increases with education. Income falls significantly for those over age 60, reflecting retirement patterns. The premiums for white and male, along with the age penalty, all diminish between 1990 and 2000. In the case of the age penalty, this fall may reflect growing participation in the labor market after age 60. Over the same time period, the premium for college education rises, while that for a high school diploma falls.
Estimates from the conventional model
As a benchmark for comparison with our residential sorting model, we estimate a conventional hedonic model without mobility costs. We estimate the model with and without instruments for air pollution, as a preliminary assessment of the severity of the bias and the success of our instrumenting strategy.
Recall that in the conventional model with costless migration, the implicit price of local amenities -and hence marginal willingness to pay -can be estimated as the sum of the housing price and income gradients with respect to a given amenity. Accordingly, we regress the log of per capita income in MSA j (denoted Y j ) and the price of housing services ρ j (the MSA-specific intercept from the housing price regressions) on particulate matter concentrations PM j and the matrix of regional dummies R. We estimate these equations in first differences: 17 For the housing price regression, the covariates in the specifications reported in columns (2) and (4) are the same as in the main results from the residential sorting model (refer to Table 6 ). For the income regression, the employment rate and number of manufacturing establishments are omitted because they are simultaneously determined with wages and salaries.
these coefficients imply that both housing prices and wages rise when air quality improves. The former effect is consistent with expectations, but not the latter.
The effects of instrumenting for air pollution suggest that the OLS estimates are indeed biased.
The estimated elasticity of housing prices with respect to air pollution more than doubles in magnitude, going from -0.30 in the OLS regression to -0.63 in the IV estimates. Meanwhile, the effect of air pollution on per capita income vanishes. We ignore the results from the income equation in computing MWTP. 18 This is a conservative approach: since the estimates are negative, excluding them inflates the estimates of MWTP from the conventional model. This closes the gap between those estimates and those from our discrete choice model below, leading us to understate the importance of migration costs.
5.3
Estimates from the residential sorting model (21). Table 6 reports results for a range of specifications. Columns (1) and (2) present OLS estimates; columns (3)- (5) report results from instrumental variables estimation. To account for the potential role played by city size, we include the logarithm of population as a covariate in the specifications reported in columns (2) and (5).
The estimated coefficients on ∆ln(PM) are presented in the first row of the table. These coefficients represent the elasticity of willingness to pay (WTP) with respect to air pollution concentrations. As in the housing price regressions (Table 4) , OLS yields statistically significant 18 Chay and Greenstone (2005) report a similar finding, and likewise ignore the income estimates in computing MWTP. 19 In the raw rankings, city size makes a big difference, as we discussed above in Section 2.3. Without controlling for population, the cities with the highest estimates of estimates with the expected sign. Once again, a comparison with the IV results reveals strong evidence of endogeneity bias. When we instrument for air pollution, the estimated elasticity nearly triples in magnitude: the OLS estimates are -0.13 to -0.16, while the IV estimates range from -0.34 to -0.42.
Note that these WTP elasticities are not directly comparable to the elasticities of housing prices reported in Table 4 . The estimates from the conventional model represent the percent change in housing expenditures associated with a one percent change in air pollution. In contrast, the elasticities estimated by the residential sorting model incorporate not only changes in housing prices, but also foregone income and the disutility from moving. Thus the relative magnitudes of the raw parameter estimates in the conventional model are misleading; in dollar terms, as we shall see below, the results from the residential sorting model are more than three times as large as the results from the conventional approach. Hence including mobility costs matters greatly for our estimates. In the specification of column (4), the size of the local economy (as measured by manufacturing establishments) is positively and significantly correlated with the appeal of an area, but the effect vanishes when population is included (the two variables are strongly correlated). Our other measure of local economic activity (i.e., employment as a fraction of the total population) turns out to be insignificant.
Importantly, the inclusion of metropolitan area characteristics in general has only a small effect on the estimated coefficient on ∆lnPM. This robustness provides additional support for our instrumental variables strategy. Finally, the coefficient on population is highly significant, in line with expectations.
Controlling for population reduces the magnitude of the estimated impact of air quality by just under 20%. Thus the specifications with and without population define the range of willingness to pay.
The coefficients on these covariates allow the computation of elasticities with respect to local amenities other than air quality. For example, the median value of the health care ranking (across both years) is 145.5. Thus the estimated coefficient of -0.001 on ∆(Health) from the full specification implies that a one percent increase in a city's health care ranking translated into a 0.15% increase in its attractiveness, as measured by willingness to pay. Similarly, the elasticity of willingness to pay with respect to government spending (at the sample median of 1.34, in thousands of dollars) is 0.23. By comparison, the WTP elasticity with respect to air quality is larger but of the same general magnitude.
Alternatively, we can estimate the percentage increase in willingness to pay that resulted from the median change in local amenities in the data. For government expenditures, the median change was 0.22, corresponding to a 4% increase in WTP. The median change in PM concentration was a reduction of 5.7 µg/m 3 -which translates into a 5% increase in WTP. Thus the median improvement in air quality was comparable, in quality-of-life terms, to the median increase in per-capita government expenditure. ; see panel (e)). Indeed, this is exactly as we should expect, since the smaller exclusion distance renders the instrument and the regressor more alike.
Finally, consider the choice of functional form. In the bottom panel of the table, we report results when the change in PM10 concentration enters linearly (rather than in logs). The main effect is to amplify the importance of the covariates. Without controlling for MSA characteristics and other amenities, the estimated elasticity is close to that in the corresponding base specification. With covariates included, however, the log-linear specification yields a much higher estimated elasticity. This is presumably explained by the greater weight that the log-linear specification gives to outliers -in particular, to a handful of large cities that experienced large drops in computed PM10 concentrations.
Based on the evidence presented in Table 7 , we conclude that our base specification is a reasonable one, and that our conclusions are robust to the choice of empirical strategy in the second stage. The results provide striking evidence of the importance of accounting for endogeneity and mobility costs. When we instrument for air pollution in the full model, the estimated MWTP more than doubles, increasing from $69 to $149. Incorporating mobility costs matters even more. The marginal willingness to pay estimated by our residential sorting model is much larger than the comparable estimate from the conventional hedonic model: MWTP increases from $55 to $149 in comparable specifications (compare columns (3) and (4) of Table 8 ). We also present MWTP for the IV specifications with other sets of covariates (columns (3) and (4) in Table 6 ). The estimated elasticity of 0.38 from the specification without MSA covariates implies a MWTP of $165. When local attributes other than population are included, estimated MWTP rises to $185. 20 An alternative approach, more directly in line with theory (see, e.g., eqn (3)) is to calculate MWTP for the conventional model by multiplying the estimated coefficients in Table 4 by the price of housing divided by PM10 concentration (to recover an estimate of the derivative of housing prices with respect to air pollution) and then multiply by the bundle of housing services, H * .
Marginal willingness to pay
Of course, this amounts to essentially the same thing; and when we carry out those calculations, using median values, we get nearly identical estimates of WTP.
Thus a broad statement of our results is that we find an estimated MWTP for air quality ranging from $149 to $185, in constant 1982-1984 dollars, for a household whose head earns the median income of $15,679. These estimates are large relative to the previous hedonics literature. Chay and Greenstone (2005) , for example, report an elasticity of housing prices with respect to particulate matter concentrations of -0.20 to -0.35 -half as large as our conventional hedonic estimates, and roughly one-sixth the size of the elasticities estimated by our residential sorting model.
The discrepancy is even larger in dollar values. Our model identifies marginal willingness to pay in terms of foregone consumption of housing services and other goods. As a result, our estimates correspond to annual marginal willingness to pay -equivalently, the willingness to pay for a one-unit improvement in air quality that lasts for one year. The comparable estimates in Chay and Greenstone correspond to a marginal willingness to pay of $22 for a reduction in PM10 concentrations -one-seventh the size of our lower estimate. 22 Moreover, the estimates by Chay and Greenstone were themselves much larger than the previous literature. Part of the discrepancy between their estimates and our estimates using the conventional hedonic approach can be explained by rising willingness to pay between the 1970s and 1990s due to rising incomes; Smith and Huang (1995) report finding such an effect in their comparative analysis of the previous literature. Moreover, our MWTP estimates likely capture the effects of other pollutants whose concentrations are correlated with PM10.
The internal comparison between our estimates from the wage-hedonic model and the residential sorting model remains striking. Incorporating mobility costs yields estimates of marginal willingness to pay that are more than three times as large as estimates from a conventional model. In other words, assuming that migration is costless would result in understating willingness to pay for air quality by roughly two-thirds.
Conclusions
This paper argues that mobility constraints hinder the use of conventional wage-hedonic techniques to estimate household willingness to pay for local amenities such as clean air. We develop and implement a discrete-choice model that uses data on residential patterns, along with a flexible model of migration costs, to infer the utility of living in individual metropolitan areas across the U.S. We then estimate the marginal willingness to pay for a reduction in air pollution, as measured by the ambient concentration of particulate matter (PM10), using the contribution of distant sources to local air pollution as an instrument.
22 Like the literature before them, Chay and Greenstone frame their results in terms of total suspended particulates (TSP), which was the preferred measure of particulate pollution prior to 1987. In order to convert our WTP estimates to results in terms of TSP, one should divide our measures by approximately 1.82.
Our results suggest that the conventional approach (ignoring mobility costs) substantially understates the true willingness to pay for air quality. Our estimates imply that the median household would pay $149 to $185 for a one-unit reduction in PM10 concentrations, in constant 1982-1984 dollars.
These estimates are three times as large as the corresponding estimate of marginal willingness to pay from a conventional hedonic model estimated using the same data. Instrumenting for local air pollution makes a large difference in both models -confirming the findings of Chay and Greenstone (2005) .
These findings highlight the potential importance of incorporating mobility constraints into hedonic models. We suspect that the consequences of ignoring mobility costs will be greater, the larger are those costs relative to the benefits at stake. For example, while households value clean air, few are likely to leave behind their hometowns and families purely for the sake of modest reductions in air pollution. More generally, mobility costs are more likely to constrain choices among metropolitan areas, rather than among neighborhoods within a metropolitan area.
The adverse health impacts of air pollution have prompted a wide array of legislative responses at both the state and federal levels over the last thirty years. Evaluated according to simple criteria (i.e., emissions reductions and cost-effectiveness), these policies are generally considered to have been successful. Even so, studies find that over 81 million Americans face unhealthy short-term exposure to PM, while 66 million live with chronically high exposure (American Lung Association, 2004) . This is cause for concern, particularly in light of current legislative efforts that would reduce the capacity of the EPA to regulate certain pollution sources (i.e., new power plants). While most of these legislative efforts arise out of concern for the cost of compliance with EPA regulations, little is known about the size of the benefits. This complicates careful evaluation based on efficiency criteria. The present study suggests that the true value of clean air may be substantially greater than has been recognized. 
