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Remarks on the asymptotic behavior of the solution to an
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Abstract
We study an abstract damped wave equation. We prove that the solution of the damped wave
equation becomes closer to the solution of a heat type equation as time tend to infinity. As an ap-
plication of our approach, we also study the asymptotic behavior of the damped wave equation in
Euclidean space under the geometric control condition.
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1 Introduction
We study the following abstract damped wave equation
(1.1) (∂2t +A+B∂t)u = 0.
Here ∂t =
∂
∂t and A, B are self-adjoint operators on a Hilbert space H . We assume A is a densely-defined
positive operator i.e. A > 0. B is a strictly positive bounded operator on H i.e. B ≥ c Id for a constant
c > 0. We also assume B1/2 and B−1/2 are continuous operators on D(A), i.e. there exists a constant
C > 0 such that for any u ∈ D(A), the following bounds hold
‖AB1/2u‖H ≤ C(‖u‖H + ‖Au‖H),
‖AB−1/2u‖H ≤ C(‖u‖H + ‖Au‖H).
An example of this equation is the usual damped wave equation
(1.2) (∂2t −∆+ a(x)∂t)u = 0 in R×Rd
where ∆ is the constant coefficient Laplace operator on Rd, a(x) is a strictly positive definite smooth
function with bounded derivatives. It is known that eventually the solution of (1.2) are close to the
solution of a heat type equation. Here we see this by heuristic argument. The stationary equation
is closely related to the asymptotic profile. So we take u = etλu0(x) in (1.2), we have the following
stationary damped wave equation
(1.3) (λ2 + a(x)λ −∆)u0 = 0.
To the solution of (1.2), the influence of large frequency part becomes smaller as time tend to infinity by
damping. So for small λ, if we neglect λ2 term in (1.3), we obtain
(a(x)λ −∆)u0 = 0.
This equation is a stationary equation to the following heat equation
(a(x)∂t −∆)u0 = 0.
So we may expect the asymptotic behavior of the solution to (1.1) is close to the following abstract heat
equation
(1.4) B1/2(∂t + A˜)B
1/2v = 0.
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Here A˜ = B−1/2AB−1/2. The solution of this equation can be written as follows
B−1/2e−tA˜B1/2u0.
Thus we can expect that the solution of the damped wave equation approach to the above solution as
time tend to infinity. The following statement gives a justification of this argument.
Theorem 1.1. Let u be the solution to the Cauchy problem of the following abstract damped wave equation
(1.5)
{
(∂2t +A+B∂t)u = 0,
u|t=0 = u0, ∂tu|t=0 = u1.
Then there exists C > 0 such that for any u0 ∈ D(
√
A), u1 ∈ H and t > 1, the following asymptotic
profile holds
‖u(t)− B−1/2e−tA˜B1/2u0 −B−1/2e−tA˜B−1/2u1‖H ≤ Ct−1(‖u0‖H + ‖
√
Au0‖H + ‖u1‖H).
Remark 1.2. We can get more sharp estimate, see Remark 5.5. On the other hand, this decay rate is
optimal, see Proposition 5.6 which is a generalization of the result of [6].
In many situation, we impose some assumptions to the initial data. In the case, Theorem 1.1 does
not give sufficient information. For example, we consider the constant coefficient damped wave equation
on Rd
(∂2t −∆+ ∂t)u = 0.
The correspondence heat propagator satisfies
et∆ : L1 → L2 = O(t−d/4).
From this decay estimate, we can not get the top term from Theorem 1.1 if the initial date u0, u1 are in
L1 and d > 3. So we need to impose some more assumption to the equation. For the purpose, we specify
H = L2(Ω, µ) where (Ω, µ) is a σ-finite measure space and assume that {e−tA˜}t>0 is also a bounded
semi-group on L1(Ω, µ)
(1.6) ‖e−tA˜u‖L1 = O(1)‖u‖L1, t > 0.
We also assume that there exists m > 0 such that the following diffusion estimate holds
(1.7) ‖e−tA˜u‖L2 = O(t−m)‖u‖L1, t > 0.
Furthermore B1/2 is also a bounded operator on L1 satisfying
(1.8)
1
C
‖u‖L1 ≤ ‖B1/2u‖L1 ≤ C‖u‖L1
for a constant C > 0. Our model problem (1.2), satisfies this assumption. The next result is a diffusion
type estimate for such operators.
Theorem 1.3. Under the assumptions of Theorem 1.1, we also assume (1.6), (1.7) and (1.8). Then
there exists a constant C > 0 such that for any u0 ∈ D(
√
A) ∩ L1, u1 ∈ L2 ∩ L1, t > 1, the solution u(t)
of (1.5) satisfies the following asymptotic profile
‖u(t)−B−1/2e−tA˜B1/2u0 −B−1/2e−tA˜B−1/2u1‖L2 ≤ Ct−m−1(‖u0‖L2∩L1 + ‖
√
Au0‖L2 + ‖u1‖L2∩L1).
In the final section, as an application of the above theorems, we consider an example of damped wave
equation on Euclidean space and we give an asymptotic profile of the solution for a variable coefficient
damped wave equation, see Theorem 7.1. We also treat a perturbation of this case for which the strictly
positivity of the damping term may not be satisfied but the geometric control condition holds. In this
case, we can give the similar asymptotic profile, see Theorem 7.9.
Now we remark some related result. On bounded domains or manifolds, under the geometric control
condition, the exponential energy decay of the solution was proved in [1], [16]. On the other hand, for
unbounded domains the energy does not decay exponentially. In [13], the fact that the decay late of the
solution is similar to the heat equation is proved to study the semi-linear damped wave equation. The
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solution of the damped wave equation tend to the solution of the heat equation is well-known for example
[14]. This type results may be called diffusion phenomena for the damped wave equation. For variable
coefficient damping, Y, Wakasugi ([18]) proved the diffusion phenomena for spacial decreasing damping.
For abstract setting, the diffusion phenomena may be proved in [17] but at present, the manuscript does
not published and their result seems to slightly different from ours.
If the damping term is too weak, for example short range case, the asymptotic behavior of the solution
is quite different. In the case, the solution tend to the solution of the wave equation and the local energy
decay is an important problem, see [3].
2 Abstract damped wave equation
We recall the setting of the problem. In this section, we only assume that B is a bounded and non-negative
operator. We reduce (1.1) to a first order system. We introduce the following operator
A =
(
0 Id
−A −B
)
: H0 → H0, D(A) = {t(u, v) ∈ H1 ×H ;Au ∈ H, v ∈ D(
√
A)}.
Here H0 = H1 ×H is the energy space, H1 is the Hilbert space completion of D(A) by the norm
‖u‖H1 = ‖
√
Au‖2H .
H−1 denotes the dual space of H1. We note D(
√
A) is naturally embedded in H1. So in what follows,
we consider D(
√
A) is a subspace of H1. By using this operator, we can rewrite the wave equation (1.5)
as follows,
(2.1) ∂t
(
u
∂tu
)
= A
(
u
∂tu
)
,
(
u
∂tu
)∣∣∣∣
t=0
=
(
u0
u1
)
∈ D(
√
A)×H.
Since we are considering the damped wave equation, we have the following proposition.
Proposition 2.1. A is a m-dissipative operator.
Proof. From the definition, we easily prove A is closed. For (u, v) ∈ D(A), we compute as follows
Re(At(u, v), t(u, v))H0 = Re{(A1/2v,A1/2u)H − (Au +Bv, v)H} = −(Bv, v)H ≤ 0.
Thus A is dissipative.
From this proposition, we have the following resolvent estimate for Reλ > 0
‖(λ−A)−1‖H0→H0 ≤
1
Reλ
.
So by Hille-Yosida Theorem, A generates a contraction semi-group
U(t) = etA : H0 → H0.
To an initial date t(u0, u1) ∈ H0, we write the solution as follows
t(u(t), v(t)) = U(t)t(u0, u1).
We restrict the initial date since the energy space H0 is a exotic space. For t(u0, u1) ∈ D(A)×D(
√
A) ⊂
D(A), since U(t)t(u0, u1) is C1, we have the following identity in H1
u(t) = u0 +
∫ t
0
v(s)ds.
By the density argument, the above identity also holds for t(u0, u1) ∈ D(
√
A)×H . From the right hand
side of the above identity.,we can regard u(t) ∈ H . So we introduce the space H = D(
√
A) ×H by the
norm
‖(u, v)‖H = {‖u‖2H + ‖u‖2H1 + ‖v‖2H}1/2.
Since U(t) is a contraction operator, from the above identity, we have the following bound for the
propagator
(2.2) ‖U(t)‖H→H ≤ C(1 + t).
In this paper, we call u(t) ∈ D(√A) for t(u(t), v(t)) = U(t)t(u0, u1), (u0, u1) ∈ H as the solution to (1.5).
3
3 Resolvent estimate
We prove some related estimates to the resolvent of A. Probably these estimates are well-known, c.f. [5],
but for completeness, we give the proof. First we study the following operator which is almost similar to
the resolvent
(3.1) R(λ) = (λ2 +Bλ+A)−1.
From the positivity of B, we have the following estimate.
Lemma 3.1. There exists δ > 0 such that for Reλ > −δ and Imλ 6= 0, R(λ) : H → D(A) exists and the
following bound holds
(3.2) ‖R(λ)‖H→H = O(|Imλ|−1).
Proof. For u ∈ D(A), we have
((λ2 +Bλ+A)u, u)H = ((|Reλ|2 − |Imλ|2 +BReλ+A)u, u)H + iImλ((2Reλ+B)u, u)H .(3.3)
Taking imaginary part of the above identity and using B ≥ cId we have the following bound
|((λ2 +Bλ+A)u, u)H | ≥ |Imλ((2Reλ+B)u, u)H |
≥ |Imλ|(c+ 2Reλ)(u, u)H
for Reλ > −c/2. So (λ2 + Bλ + A) is injective if Reλ is sufficiently small and Imλ 6= 0. We can also
prove (λ2 + Bλ + A) is surjective by considering adjoint operator (λ2 + Bλ + A) and applying similar
argument. So the inverse exists and we have the bound.
Taking real part of the identity (3.3) and applying similar argument, we can also prove the following
lemma.
Lemma 3.2. If Reλ > |Imλ|, then R(λ) exists and the following bound holds
(3.4) ‖R(λ)‖H→H = O(|Reλ|−1).
Remark 3.3. From the identity (λ2 + Bλ + A)∗ = λ2 + Bλ + A, we have R(λ)∗ = R(λ). So if R(λ)
exists then R(λ) exists.
Next we estimate R(λ) as an operator between different Hilbert spaces.
Lemma 3.4. If R(λ) exists, then the following bound holds
(3.5) ‖R(λ)‖H→H1 = O(‖R(λ)‖1/2H→H + (|λ|1/2 + |λ|)‖R(λ)‖H→H ).
Proof. For u ∈ H , we have
‖R(λ)u‖2H1 = (
√
AR(λ)u,
√
AR(λ)u)H
= (AR(λ)u,R(λ)u)H
= ((A+ λ2 +Bλ)R(λ)u,R(λ)u)H − ((λ2 +Bλ)R(λ)u,R(λ)u)H
= (u,R(λ)u)H − ((λ2 +Bλ)R(λ)u,R(λ)u)H
= O(‖R(λ)‖H→H + (|λ| + |λ|2)‖R(λ)‖2H→H)‖u‖2H.
Lemma 3.5. If R(λ) exists, then R(λ)A : D(A)→ H can be extend to H1 → H and the following bound
holds
(3.6) ‖R(λ)A‖H1→H = O(‖R(λ))‖1/2H→H + (|λ|1/2 + |λ|)‖R(λ)‖H→H).
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Proof. By R(λ)∗ = R(λ) and Lemma 3.4, R(λ) is a bounded operator fromH toH1. Since R(λ)∗ = R(λ),
we can regard R(λ) as an operator from H−1 to H by duality argument. From Lemma 3.4, we have the
following estimate
R(λ) : H−1 → H = O(‖R(λ)‖1/2H→H + (|λ|1/2 + |λ|)‖R(λ)‖H→H ).
We extend A to the operator form H1 to H
−1 by using the following identity
〈Au, v〉H−1,H1 = (
√
Au,
√
Av)H .
From the definition, A satisfies
A : H1 → H−1 = O(1).
Thus we obtain the lemma.
Lemma 3.6. If R(λ) exists for a λ 6= 0 then R(λ)(λ +B) : D(A)→ H1 can be extend to H1 → H1 and
the following bound holds
(3.7) ‖R(λ)(λ+B)‖H1→H1 = O((|λ|−1/2 + 1)‖R(λ)‖1/2H→H + (1 + |λ|)‖R(λ)‖H→H + |λ|−1).
Proof. We will estimate R(λ)(λ +B) using the following identity
R(λ)(λ +B) =
1
λ
− 1
λ
R(λ)A.
For f ∈ D(A), we consider the following equation
R(λ)Af = u.
This can be written as follows
Af = (λ2 +Bλ+A)u.
So we have
(Au, u)H = (Af, u)H − ((λ2 +Bλ)u, u)H .
Taking real part, for sufficiently small ε > 0, we obtain
‖u‖2H1 ≤ C((|λ|2 + |λ|)‖u‖2H + ‖f‖2H1) + ε‖u‖2H1.
Thus
‖R(λ)Af‖H1 ≤ C((|λ|1/2H + |λ|)‖R(λ)Af‖H + ‖f‖H1).
Applying (3.6), the following bound holds
‖R(λ)Af‖H1 ≤ C((|λ|1/2 + |λ|)‖R(λ)‖1/2H→H + (|λ| + |λ|2)‖R(λ)‖H→H) + 1)‖f‖H1).
By density, we conclude the extension and the estimate.
By these lemmas, we can give the existence of the resolvent.
Proposition 3.7. If R(λ) exists for a λ 6= 0, then the resolvent (λ − A)−1 : H0 → H0 exists and the
following identity holds
(3.8) (λ−A)−1 =
(
R(λ)(λ+B) R(λ)
−R(λ)A R(λ)λ
)
.
The following estimate also holds
(3.9) ‖(λ−A)−1‖H0→H0 = O((1 + |λ|−1/2)‖R(λ)‖1/2H→H + (1 + |λ|)‖R(λ)‖H→H ) + |λ|−1).
Proof. From Lemma 3.4, Lemma 3.5 and Lemma 3.6, the right hand side of (3.8) can be extend as an
bounded operator on H0. By the direct computation, if t(u, v) ∈ D(A)×D(A) then(
R(λ)(λ +B) R(λ)
−R(λ)A R(λ)λ
)
(λ−A)
(
u
v
)
=
(
R(λ)(λ +B) R(λ)
−R(λ)A R(λ)λ
)(
λ −Id
A λ+B
)(
u
v
)
=
(
u
v
)
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So by density it is the left inverse. On the other hand for t(u, v) ∈ D(A) ×D(√A)(
λ −Id
A λ+B
)(
R(λ)(λ +B) R(λ)
−R(λ)A R(λ)λ
)(
u
v
)
=
(
Id 0
AR(λ)(λ +B)− (λ+B)R(λ)A Id
)(
u
v
)
We use the following trick, for a λ 6= 0
λ(AR(λ)(λ +B)− (λ +B)R(λ)A)u = (AR(λ)(λ2 +Bλ+A)− (λ2 +Bλ+A)R(λ)A)u = 0.
Thus the density argument, it is also the right inverse. From Lemma 3.4, Lemma 3.5 and Lemma 3.6,
we have the bound.
Remark 3.8. From this proposition, we have the following identities
((λ −A)−1 t(0, u), t(0, v))H0 = λ(R(λ)u, v)H ,
((λ−A)−1 t(0, u), t(v, 0))H0 = (R(λ)u, v)H1 .
The left hand side is complex analytic since the resolvent is analytic. So the right had side is complex
analytic so R(λ) : H → H,H → H1 are complex analytic family of operators.
Applying Lemma 3.4 directly to R(λ)(λ+B) : H → H1, we also have the following estimates to the
resolvent.
Proposition 3.9. If R(λ) exists for a λ 6= 0, then we have the following estimate
(3.10) ‖(λ−A)−1‖H→H0 = O((|λ| + 1)‖R(λ)‖1/2H→H + (|λ|1/2 + |λ|2)‖R(λ)‖H→H).
This proposition says if we restrict the domain of the resolvent to H then the singularity, as λ tend to
0, become weaker one. This estimate is important for energy decay. We also have the following estimate.
Proposition 3.10. If R(λ) exists for a λ 6= 0, then we have the following estimate
(3.11) ‖(λ−A)−1‖H→H = O((1 + |λ|−1/2)‖R(λ)‖1/2H→H + (1 + |λ|)‖R(λ)‖H→H + |λ|−1).
By Lemma 3.1 and Lemma 3.2, we conclude the following estimates of the resolvent.
Proposition 3.11. If |Reλ| < c for sufficient small c > 0 and Imλ 6= 0, then the resolvent satisfies
‖(λ−A)−1‖H0→H0 = O(|Imλ|−1 + 1),
‖(λ−A)−1‖H→H0 = O((1 + |λ|)|Imλ|−1/2 + (|λ|1/2 + |λ|2)|Imλ|−1),
‖(λ−A)−1‖H→H = O(|Imλ|−1 + 1).
If Reλ > 0, the following estimate also holds
‖(λ−A)−1‖H0→H0 = O(|λ|−1 + 1),
‖(λ−A)−1‖H→H0 = O(1 + |λ|+ |λ|−1/2),
‖(λ−A)−1‖H→H = O(|λ|−1 + 1).
4 Abstract energy decay
We prove the following abstract energy decay estimate to the damped wave equation. The theorem may
be well known but we prove here for later argument.
Theorem 4.1. There exists a constant C such that for any t(u0, u1) ∈ H, and t > 1, the following bound
holds
‖U(t)t(u0, u1)‖H0 ≤ C(t−1/2‖t(u0, u1)‖H).
Remark 4.2. We give one example which may be useful to understand the proof of this theorem. We
consider the constant coefficient damped wave equation on Rd
(∂2t −∆+ ∂t)u = 0.
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The Fourier transform of the solution is the following form
u+(ξ)exp
(
−1 +
√
1− 4|ξ|2
2
t
)
+ u−(ξ) exp
(
−1−
√
1− 4|ξ|2
2
t
)
.
For simplicity, we assume u+ and u− are in L2, then u− part decays exponentially so it is no interest.
If ξ = 0, u+ part does not decay therefore uniform decay does not occur if we only assume u+(ξ) ∈
L2. However if we assume |ξ|u+(ξ) ∈ L2, we have the uniform decay estimate, by using the following
decomposition,∥∥∥∥∥|ξ|u+(ξ)exp(−1 +
√
1− 4|ξ|2
2
t)
∥∥∥∥∥
L2
≤
∥∥∥∥∥χ{|ξ|<1/2}|ξ|u+(ξ)exp(−1 +
√
1− 4|ξ|2
2
t)
∥∥∥∥∥
L2
+
∥∥∥∥∥χ{|ξ|≥1/2}|ξ|u+(ξ)exp(−1 +
√
1− 4|ξ|2
2
t)
∥∥∥∥∥
L2
≤ ∥∥χ{|ξ|<1/2}|ξ|exp(−|ξ|2t)∥∥L∞ ‖u+(ξ)‖L2 +O(e−t)‖|ξ|u+(ξ)‖L2
≤ O(t−1/2)(‖u+(ξ)‖L2 + ‖|ξ|u+(ξ)‖L2).
Here χ{·} denote the characteristic functions. The high frequency part decays exponentially and the low
frequency part becomes the main part. This type decomposition will be used in the proof of the theorem.
We also remark that the above estimate is optimal without any further assumption for u+.
We give a proof of the theorem. First we assume the Cauchy data f = t(u0, u1) is in D(Ak) for large
k and u0 ∈ H . So U(t)f is in Ck as t variable function. We take a smooth cut-off function ψ satisfying
ψ(t) =
{
1, t ≥ 2,
0, t < 1.
We shall estimate the following cut-off propagator as in [4], [11], [19].
V (t)f = ψ(t)U(t)f.
From (2.2), we can define its Fourier-Laplace transform by
V̂ f(λ) =
1√
2pi
∫ ∞
−∞
e−iλtV (t)fdt
if Im λ = −Re iλ = −ε < 0. Then by Fourier inversion formula, the following identity holds
V (t)f =
1√
2pi
∫
Imλ=−ε
eiλtV̂ f(λ)dλ.
By definition, we have the identity
(∂t −A)V (t)f = ψ′(t)U(t)f.
Taking its Fourier-Laplace transform, we get
(iλ−A)V̂ f(λ) = ψ̂′Uf(λ).
if Im λ = −ε < 0. Since A is a dissipative operator the resolvent exists for Imλ = −ε < 0 and we obtain
V̂ f(λ) = (iλ−A)−1ψ̂′Uf(λ).
We take its inverse Fourier transform and we get
V (t)f =
1√
2pi
∫
Imλ=−ε
(iλ−A)−1eiλtψ̂′Uf(λ)dλ.
Since ψ′(t) has a compact support, ψ̂′Uf(λ) is a holomorphic function and by the results of previous
section, (iλ − A)−1 can be holomorphically extended to Re iλ = −a < 0 if a > 0 is a sufficiently small
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constant and Im iλ 6= 0. Since U(t)f is Ck in D(A) ×H , ψ̂′Uf(λ) decays sufficiently first as λ tend to
infinity, so we can change the integral contour as follows
V (t)f =
1√
2pi
∫
Imλ=a
χ(λ)(iλ −A)−1eiλtψ̂′Uf(λ)dλ + 1√
2pi
∫
C
(iλ−A)−1eiλtψ̂′Uf(λ)dλ
= e−atI1f(t) + I2f(t) = (High frequency part) + (low frequency part).
Here χ is a cut-off function defined by
χ(λ) =
{
1, |Reλ| ≥ δ,
0, |Reλ| < δ,
for sufficient small δ > 0. C which we choose later, is a contour around the origin connecting two points
±δ+ ia . We prove the following bound of I1 by using the method of [11] which is known as Morawetz’s
argument
(4.1) ‖e−atI1f(t)‖H0 ≤ Ce(−a+ε)t‖f‖H0.
First we estimate L2 norm of I1f . Using Plancheral’s identity, we have∫ ∞
−∞
‖I1f(τ)‖2H0dτ =
∫ ∞
−∞
∥∥∥∥ 1√2pi
∫
Imλ=a
e(iλ+a)τχ(λ)(iλ −A)−1ψ̂′Uf(λ)dλ
∥∥∥∥2
H0
dτ
≤
∫ ∞
−∞
‖χ(λ+ ia)(iλ− a−A)−1ψ̂′Uf(λ+ ia)‖2H0dλ.
By proposition 3.11 and χ cut low frequency, χ(λ+ ia)(iλ− a−A)−1 are uniformly bounded operators
on H0 so we estimate ∫ ∞
−∞
‖I1f(τ)‖2H0dτ ≤ C
∫ ∞
−∞
∥∥∥ψ̂′Uf(λ+ ia)∥∥∥2
H0
dλ
= C
∫ +∞
−∞
e2at‖ψ′(t)U(t)f‖2H0dt.
For last identity, we use Plancheral’s identity again. Since ψ′ is a compact support function, we have the
following estimate
(4.2)
∫ ∞
−∞
‖I1f(τ)‖2H0dτ ≤ C‖f‖2H0.
We give point-wise bound of I1f(t) using this estimate. From this inequality, there exist 0 < s < 2 such
that
‖I1f(s)‖H0 ≤ C‖f‖H0.
We define
∂tI1f(t)−AI1f(t) = 1√
2pi
∫
Imλ=a
χ(λ)e(iλ+a)tψ̂′Uf(λ)dλ + aI1f(t)
= I3f(t) + aI1f(t).
By Duhamel’s principle, we have
(4.3) I1f(t) = U(t− s)I1f(s) +
∫ t
s
U(t− τ)(I3f(τ) + aI1f(τ))dτ.
We shall estimate the last part. First we obtain∫ t
s
‖U(t− τ)I3f(τ)‖2H0dτ =
∫ t
s
∥∥∥∥U(t− τ)∫
Imλ=a
e(iλ+a)τχ(λ)ψ̂′Uf(λ))dλ
∥∥∥∥2
H0
dτ
≤
∫ +∞
−∞
∥∥∥∥∫
Imλ=a
e(iλ+a)τχ(λ)ψ̂′Uf(λ))dλ
∥∥∥∥2
H0
dτ
(4.4)
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since U(t) is a propagator of a dissipative operator. By Plancheral’s identity we have∫ t
s
‖U(t− τ)I3f(τ)‖2H0dτ ≤
∫ +∞
−∞
‖χ(λ+ ia)ψ̂′Uf(λ+ ia)‖2H0dλ
≤ C
∫ +∞
−∞
‖ψ̂′Uf(λ+ ia)‖2H0dλ.
We use Plancheral’s identity again and since ψ′ is a compact support function, we have∫ t
s
‖U(t− τ)I3f(τ)‖2H0dτ ≤ C
∫ +∞
−∞
e2at‖ψ′(t)U(t)f‖2H0dt
≤ C‖f‖2H0.
(4.5)
By the Schwartz inequality, from (4.3), (4.2) and (4.5), we have
e−εt‖I1f(t)‖H0 ≤ e−εt‖U(t− s)I1f(s)‖H0 +
∥∥∥∥∫ t
s
e−εtU(t− τ)(I3f(τ) + aI1f(τ))dτ
∥∥∥∥
H0
≤ C‖f‖H0 +
{∫ t
s
e−2εtdτ
}1/2 {∫ t
s
‖U(t− τ)I3f(τ)‖2H0dτ +
∫ t
s
‖U(t− τ)aI1f(τ)‖2H0dτ
}1/2
≤ C‖f‖H0 + C
{∫ t
s
‖U(t− τ)I3f(τ)‖2H0dτ +
∫ ∞
−∞
‖I1f(τ)‖2H0dτ
}1/2
≤ C‖f‖H0.
So e−atI1f(t) decays exponentially.
Next we study I2f part. We show the following estimate.
Proposition 4.3. There exists C > 0 such that for any t > 1 and f ∈ H, the following bound holds
‖I2f(t)‖H0 ≤ C(t−1/2‖f‖H).
Proof. We choose the contour as follows C = Co ∪ C+ ∪ C−. Co = { 1t eis; s ∈ [−pi, 0]}, C+ = {(1 − s)1t +
s(δ + ia); s ∈ [0, 1]}, C− = {−(1 − s)1t + s(−δ + ia); s ∈ [0, 1]}. Here we impose suitable orientation on
these contours. We estimate each contours in the following integral,
I2f(t) =
1√
2pi
∫
Co∪C+∪C−
(iλ−A)−1eiλtψ̂′U(λ)fdλ.
We have ‖(iλ−A)−1‖H→H0 = O(t1/2) on Co by Proposition 3.11 and the length of Co is O(1/t). So the
following bound holds∥∥∥∥∫Co(iλ−A)−1eiλtψ̂′Uf(λ)dλ
∥∥∥∥
H0
= O
(
1
t
t1/2 sup
λ∈Co
‖ψ̂′Uf(λ)‖H
)
.
From (2.2) and ψ′ is a compact support function, we have
sup
λ∈Co
‖ψ̂′Uf(λ)‖H = sup
λ∈Co
∥∥∥∥ 1√2pi
∫ ∞
−∞
e−iλsψ′(s)U(s)fds
∥∥∥∥
H
= O(1)‖ψ′‖L1‖f‖H
So we have the estimate for Co part. Next we estimate C+ part, for sufficient large t, we have |λ| ∼
|Reλ| ∼ s+ 1/t on C+. So by Proposition 3.11, we obtain
‖(iλ−A)−1‖H→H0 = O(t1/2).
Thus ∥∥∥∥∥
∫
C+
(iλ−A)−1eiλtψ̂′Uf(λ)dλ
∥∥∥∥∥
H0
= O
∫ 1
0
t1/2e−astds sup
λ∈C+
‖ψ̂′Uf(λ)‖H
= O(t−1/2‖f‖H).
In the same way, we can estimate C− part and we have proved.
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Thus we have proved the abstract energy decay of the damped wave equation for sufficiently regular
initial data. Then by density argument, we obtain the theorem.
Remark 4.4. In the proof, we essentially use the following facts
(i) the existence of the resolvent for Imλ 6= 0 and Reλ > −c, c > 0,
(ii) uniform estimate of resolvent for large λ which comes from |Imλ|−1 order estimate of R(λ),
(iii) |λ|−1/2 order estimate of the resolvent near the origin which comes from |λ|−1 estimate of R(λ)
for Reλ > 0 and Imλ ∼ |λ| regions.
5 Proof of Theorem 1.1
From now on we shall prove Theorem 1.1. We recall A˜ = B−1/2AB−1/2. Since B−1/2 is bounded from
D(A) to D(A), this operator is also a self-adjoint operator whose domain is D(A). By the spectral
theorem, we introduce a projection operator φ(A˜). Here φ is a cut-off function defined as follows
(5.1) φ(x) =
{
1, x ≥ ε,
0, x < ε.
By using this function, we define a cut-off operator by
φB(A) = B
−1/2φ(A˜)B1/2.
Then we have
φB(A)
2 = φB(A), φB(A)
∗ = B1/2φ(A˜)B−1/2.
Since U(t) : H → H, we can apply φB(A) to U(t)f = t(u(t), v(t)), f = t(u0, u1) ∈ H by
φB(A)U(t)f =
t(φB(A)u(t), φB(A)v(t)).
To prove Theorem 1.3, we use the following decomposition
U(t)f = φB(A)U(t)f + (1 − φB(A))U(t)f
= (High frequency part) + (Low frequency part)
and estimate each part. First we estimate the High frequency part.
Proposition 5.1. There exists C > 0 such that for any t > 1 and f ∈ H, we have the following bound
‖φB(A)U(t)f‖H ≤ Ct−2‖f‖H.
Proof. Applying similar argument to the previous section, for sufficient regular f , we write
φB(A)ψ(t)U(t)f = φB(A)
1√
2pi
∫
Imλ=a
χ(λ)(iλ −A)−1eiλtψ̂′Uf(λ)dλ
+ φB(A)
1√
2pi
∫
C
(iλ−A)−1eiλtψ̂′Uf(λ)dλ
= φB(A)e
−atI1f(t) + φB(A)I2f(t)
= (High frequency part) + (Low frequency part)
Here ψ(t) and χ(λ) are cut-off functions introduced in previous section, a > 0 is a sufficient small constant
and C is the contour around the origin which is also used in the former section. Since ψ(t) = 1 for large
t, we have
φB(A)U(t)f = φB(A)ψ(t)U(t)f
for large t. So we need the estimate of φB(A)ψ(t)U(t)f . The estimate of e
−atI1f(t) is essentially similar
to the argument to Proposition 4.1 but we need small modification in (4.4) since we only know the
estimate (2.2) and U(t − τ) may be not bounded. In this case, we can prove the following estimate by
similar argument for arbitrary small ε > 0∫ t
s
‖e−εtU(t− τ)I3f‖2Hdτ ≤ C‖f‖H.
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So we conclude the following bound
(5.2) ‖φB(A)e−atI1f(t)‖H = O(e−(a−2ε)t‖f‖H).
Next we shall estimate φB(A)I2f by using the operator
(Bλ +A)−1 = B−1/2(λ+ A˜)−1B−1/2.
This identity is easily seen from (Bλ +A) = B1/2(λ + A˜)B1/2. From the following identity
(λ2 +Bλ+A)(Bλ +A)−1 = Id+ λ2(Bλ+A)−1,
we also have
(5.3) R(λ) = (Bλ+ A)−1 − λ2(Bλ +A)−1R(λ).
Here R(λ) = (λ2 +Bλ+A)−1 and (Bλ+A)−1 are commutative operators. We recall the identity
(λ−A)−1 = R(λ)
(
(λ+B) Id
−A λ
)
= R(λ)M(λ).(5.4)
Applying these identities, we have
φB(A)I2f(t) =
1√
2pi
∫
C
φB(A){(Biλ +A)−1 + λ2(Biλ+A)−1R(iλ)}M(iλ)eiλtψ̂′Uf(λ)dλ
= J1f(t) + J2f(t).
Here
J1f(t) =
1√
2pi
∫
C
B−1/2φ(A˜)(iλ+ A˜)−1B−1/2eiλtM(iλ)ψ̂′Uf(λ)dλ,
(5.5) J2f(t) =
1√
2pi
∫
C
B−1/2φ(A˜)(iλ+ A˜)−1B−1/2λ2(iλ−A)−1eiλtψ̂′Uf(λ)dλ.
Since φ(A˜) is a cut-off operator to the high frequency part. φ(A˜)(iλ + A˜)−1 can be holomorphically
extended across the origin. Since B1/2 and B−1/2 are continuous on D(A), by interpolation we have the
following estimate if λ is sufficiently near the origin,
‖B−1/2φ(A˜)(iλ+ A˜)−1u‖2H1 = ‖
√
AB−1/2φ(A˜)(iλ+ A˜)−1u‖2H
= (A˜φ(A˜)(iλ+ A˜)−1u, φ(A˜)(iλ+ A˜)−1u)H
= ‖
√
A˜φ(A˜)(iλ+ A˜)−1u‖2H
= ‖φ(A˜)(iλ+ A˜)−1
√
A˜u‖2H
= O(‖
√
A˜u‖2H) = O(‖u‖2H1 + ‖u‖2H).
In the same way, using (iλ+ A˜)−1A˜ = Id− iλ(iλ+ A˜)−1, near the origin, we have the following bound
‖B−1/2φ(A˜)(iλ+ A˜)−1B−1/2M(iλ)‖H→H = O(1).
For J1f , we deform the contour to Re iλ < 0. Then we have
‖J1f(t)‖H = 1√
2pi
∥∥∥∥∥
∫
Imλ=a,|Reλ|<δ
B−1/2φ(A˜)(iλ+ A˜)−1B−1/2eiλtM(iλ)ψ̂′Uf(λ)dλ
∥∥∥∥∥
H
≤ C
∫
Imλ=a,|Reλ|<δ
|eiλt|‖ψ̂′Uf(λ)‖Hdλ
≤ Ce−at‖f‖H.
Thus this part decays exponentially. We apply same contour deformation as in Proposition 4.3 to J2f .
Since ‖λ2(iλ+A)−1‖H→H = O(λ) for Re iλ > 0, we obtain ‖λ2(iλ+A)−1‖H→H = O(1/t) on Co which is
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defined in the proof of Proposition 4.3. Then the length of Co is O(1/t) and φ(A˜)(iλ+ A˜)−1 is bounded,
we obtain ∥∥∥∥∫Co B−1/2φ(A˜)(iλ+ A˜)−1B−1/2λ2(iλ+A)−1eiλtψ̂′Uf(λ)dλ
∥∥∥∥
H
= O(t−2‖f‖H).
On C+, we have |λ| ∼ |Reλ| ∼ s+ 1/t. So ‖(iλ+A)−1‖H→H = O(|λ|−1) = O(t) and∥∥∥∥∥
∫
C+
B−1/2φ(A˜)(iλ+ A˜)−1B−1/2λ2(iλ+A)−1eiλtψ̂′Uf(λ)dλ
∥∥∥∥∥
H
= O(1)
∫ 1
0
t(s+ 1/t)2e−astds‖f‖H
= O(t−2‖f‖H).
We can get the same estimate for C−. Now by density, we have proved.
Next we estimate the low frequency part: (1− φB(A))U(t)f = φ˜B(A)U(t)f . Here we write
φ˜ = 1− φ.
We assume f is sufficiently regular then by the similar argument used in the previous section, for a cut-off
function ψ, the following identity holds
φ˜B(A)ψ(t)U(t)f =
1√
2pi
∫
Imλ=−ε
φ˜B(A)R(iλ)M(iλ)e
iλtψ̂′Uf(λ)dλ.
Writing U(t)f = t(u(t), v(t)), ψ̂′Uf(λ) = t(ψ̂′Uf(λ)0, ψ̂′Uf(λ)1), we have the following identity for large
t
(5.6) φ˜B(A)u(t) =
1√
2pi
∫
Imλ=−ε
φ˜B(A)R(iλ)e
iλt
(
(iλ+B)ψ̂′Uf(λ)0 + ψ̂′Uf(λ)1
)
dλ.
We define ψn(t) = ψ(nt) for the cut-off function ψ satisfying ψ
′ ≧ 0. Then ψ′n become a Dirac sequence
i.e. ψ′n(t) → δ(t), as n → ∞ where δ(t) is the Dirac measure. We change ψ in the above integral to a
sequence of cut-off functions {ψn}. So ψ̂′nUf(λ) → 1√2piU(0)f = 1√2pif as n → ∞ and we would like to
take this limit in the integral. To verify this limiting argument, we use the following lemma.
Lemma 5.2. If R(λ) exists for a λ 6= 0 then we have the following bound
‖φ˜B(A)R(λ)u‖H = O(|λ|−2‖u‖H) +O(|λ|−2(|λ| + 1)‖R(λ)u‖H),
‖φ˜B(A)R(λ)Av‖H = O(|λ|−2‖v‖H) +O(|λ|−2(|λ|+ 1)‖R(λ)Av‖H),
for u ∈ H and v ∈ D(A).
Remark 5.3. If A is bounded, then λ2 + λB + A = O(λ2) for large λ. So we can expect nearly |λ|−2
estimate of the high frequency cut-off resolvent.
Proof. Since φ˜(A˜) : H → D(A) and B1/2 : D(A)→ D(A) are bounded, we have
‖φ˜B(A)Au‖H = ‖φ˜B(A)A‖H→H‖u‖H = ‖(φ˜B(A)A)∗‖H→H‖u‖H
= ‖AB1/2φ˜(A˜)B−1/2‖H→H‖u‖H ≤ C‖u‖H.
So we obtain
‖(φ˜B(A)(λ2 +Bλ+A)u‖H ≥ |λ|2‖φ˜B(A)u‖H − C(|λ|+ 1)‖u‖H.
Thus
‖φ˜B(A)u‖H ≤ |λ|−2‖(φ˜B(A)(λ2 +Bλ+A)u‖H + C|λ|−2(|λ|+ 1)‖u‖H.
Taking u = R(λ)v and u = R(λ)Av, we have the desired inequality.
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Since R(λ)(λ +B) = (1 +R(λ)A)/λ, by (5.6), we obtain
φ˜B(A)u(t) =
1√
2pi
∫
Imλ=−ε
φ˜B(A)e
iλt 1
iλ
ψ̂′Uf(λ)0dλ
+
1√
2pi
∫
Imλ=−ε
φ˜B(A)e
iλt
(
1
iλ
R(iλ)Aψ̂′Uf(λ)0 +R(iλ)ψ̂′Uf(λ)1
)
dλ
=J˜1(t) + J˜2(t).
If supp ψ′ ⊂ [0, c] we have the following estimate
‖ψ̂′Uf(λ)‖H =
∥∥∥∥ 1√2pi
∫ ∞
−∞
e−iλsψ′(s)U(s)fds
∥∥∥∥
H
≤ CecImλ‖ψ′‖L1‖f‖H = CecImλ‖f‖H.
So for sufficient large t, in the integral J˜1, we change the contour to C˜ = C˜+ ∪ C˜− ∪ C. Here C˜± =
{±s+ is; s ∈ [δ,∞)} and C is a contour around the origin. Thanks to the estimate |eiλt| ≦ Ce−tImλ on
C˜+ ∪ C˜−, if t is sufficiently large, we have
J˜1(t) =
1√
2pi
∫
C˜+∪C˜−∪C
φ˜B(A)e
iλt 1
iλ
ψ̂′Uf(λ)0dλ
=
1√
2pi
∫
C
φ˜B(A)e
iλt 1
iλ
ψ̂′Uf(λ)0dλ+O(e−δ(t−c)‖f‖H)
in H . For J˜2, we change the contour to Ĉ = Ĉ+ ∪ Ĉ− ∪ C. Here Ĉ± = {±s + iε; s ∈ [δ,∞)} and C is a
contour around the origin as in the proof of Proposition 4.3. By Lemma 5.2, Lemma 3.5 and Lemma 3.1,
on Ĉ±, we have the following estimate,∥∥∥∥ 1iλ φ˜B(A)R(iλ)Aψ̂′Uf(λ)0 + φ˜B(A)R(iλ)ψ̂′Uf(λ)1
∥∥∥∥
H
= O(|λ|−2‖ψ̂′Uf(λ)‖H) = O(|λ|−2‖f‖H).
This is integrable and changing the contour, we obtain
J˜2(t) =
1√
2pi
∫
C
(
1
iλ
φ˜B(A)R(iλ)Aψ̂′Uf(λ)0 + φ˜B(A)R(iλ)ψ̂′Uf(λ)1
)
dλ+O(e−εt‖f‖H)
in H . Thus for sufficient large t, we have
φ˜B(A)u(t) =
1√
2pi
∫
C
φ˜B(A)e
iλt
(
R(iλ)(iλ+B)ψ̂′Uf(λ)0 +R(iλ)ψ̂′Uf(λ)1
)
dλ+O(e−εt‖f‖H).
Changing ψ in the above identity to the sequence {ψn} and we take n to infinity. Since ‖ψ′n‖L1 = ‖ψ′‖L1
and supp ψn ⊂ [0, c], the exponential term decays uniformly with respect to n and C is compact, we can
take limit under the integral sign. So tending n to infinity, we conclude
φ˜B(A)u(t) =
1
2pi
∫
C
φ˜B(A)e
iλt (R(iλ)(iλ+B)u0 +R(iλ)u1) dλ+O(e−εt‖f‖H)
= J˜3(t) +O(e−εt‖f‖H).
(5.7)
Finally we apply the identity (5.3) to get the asymptotic profile. By (5.3), we have
J˜3(t) =
1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2eiλt (Bu0 + u1) dλ
+
1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2eiλt (iλu0) dλ
+
1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2λ2R(iλ)eiλt ((iλ+B)u0 + u1) dλ.
In the former integral, we can add contours C˜± = {±s + is; s ∈ [ε,∞)}, modulo exponential decaying
factor. To the latter integrals, we apply same contour deformation as in Proposition 4.3. Then on the
contour, φ˜(A˜)(iλ+ A˜)−1 and R(iλ) are |λ|−1 order. So we obtain these integrals have 1/t bound. Thus
we get
J˜3(t) =
1
2pi
∫
C∪C˜+∪C˜−
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2eiλt (Bu0 + u1) dλ+O(1/t)(‖u0‖H + ‖u1‖H)
= J˜4(t) +O(1/t)(‖u0‖H + ‖u1‖H).
(5.8)
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Since A˜ is self-adjoint operator, it is a generator of an analytic semi-group and we have
1
2pi
∫
Co∪C˜+∪C˜−
(iλ+ A˜)−1eiλtdλ = e−tA˜.
Thus we obtain
J˜4(t) =B
−1/2e−tA˜B−1/2 (Bu0 + u1)
+
1
2pi
∫
Co∪C+∪C−
B−1/2(1− φ˜(A˜))(iλ+ A˜)−1B−1/2eiλt (Bu0 + u1) dλ.
(5.9)
Since (5.1), 1 − φ˜(A˜) = φ(A˜) cut low frequency, φ(A˜)(iλ + A˜)−1 is analytic near the origin. Thanks to
the eitλ factor, by the contour deformation across the origin, we know the latter decays exponentially.
By (5.7), (5.8), (5.9) and density, we conclude
Proposition 5.4. If φ cut high frequency, then there exists C > 0 such that the following bound holds
for t > 1 and u(t) which is the solution of the problem (1.5) with the initial deta t(u0, u1) ∈ H
‖(1− φB(A))u(t)− B−1/2e−tA˜B−1/2 (Bu0 + u1) ‖H ≤ C(t−1(‖u0‖H + ‖u1‖H) + t−2‖u0‖H1).
From Proposition 5.1 and 5.4, we have proved Theorem 1.1.
Remark 5.5. From the proof, we can get more sharp decay i.e. we can change t−1‖
√
Au0‖H term to
t−2‖√Au0‖H . Moreover if we apply the argument of Proposition 6.3, we can get this term is t−∞ order.
Next we show the optimality and an improvement of Theorem 1.1. The following statement says the
optimality of the decay rate of Theorem 1.1.
Proposition 5.6. Assume that 0 belongs to the spectrum of A. Then
lim sup
t→∞
sup
‖t(u0,u1)‖H≤1
t‖u(t)−B−1/2e−tA˜B1/2u0 −B−1/2e−tA˜B−1/2u1‖H > 0
where u(t) is the solution of the problem (1.5).
Theorem 1.1 is an uniform estimate and for individual solution, we can obtain the following result.
Proposition 5.7. For each solution u(t) of the problem (1.5) with t(u0, u1) ∈ H, we have
lim
t→∞ t‖u(t)−B
−1/2e−tA˜B1/2u0 −B−1/2e−tA˜B−1/2u1‖H = 0.
Proof of Proposition 5.7. From the proof of Theorem 1.1, the main part of u(t) is J˜3(t). Since (iλ +
A˜)−1B−1/2λ2R(iλ)iλ = O(|λ|) on C, we can apply the same argument as in the proof of Proposition 4.3
and 5.1, this part is negligible in J˜3. So we have
I(t) = u(t)−B−1/2e−tA˜B1/2u0 −B−1/2e−tA˜B−1/2u1
=
1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2eiλt (iλu0) dλ
+
1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2λ2R(iλ)eiλt (Bu0 + u1) dλ+O(t−2‖f‖H).
For latter integral, we apply (5.3). Since R(iλ) and (Biλ + A)−1 are O(|λ|−1) on C, we can neglect
the remainder term. For former integral, we apply the similar argument to get heat type asymptotic
behavior. We obtain
I(t) = −B−1/2A˜e−A˜tB−1/2u0 + 1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1λ2(iλ+ A˜)−1eiλtB−1/2 (Bu0 + u1) dλ
+O(t−2‖f‖H).
For φ satisfying (5.1), we define φn(A˜) = φ(nA˜). Then by the spectral theorem, we have
φn(A˜)u→ u in H as n→∞.
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We decompose I(t) as follows
I(t) = −B−1/2A˜e−A˜tB−1/2u0
+
1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1λ2(iλ+ A˜)−1eiλtφn(A˜)B−1/2 (Bu0 + u1) dλ
+
1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1λ2(iλ+ A˜)−1eiλt(1− φn(A˜))B−1/2 (Bu0 + u1) dλ
+O(t−2‖f‖H).
Since φn(A˜) cut low frequency, (iλ + A˜)φn(A˜) is bounded near the origin. So in the first integral,
the integrand is |λ| order and can be estimate Cnt−2 as in the proof of Proposition 4.3 and 5.1. The
second integral can be estimated as in the estimate of (5.8) and we get uniform t−1 estimate. Since
(1 − φn(A˜))B−1/2 (Bu0 + u1)→ 0 in H as n→ H . By letting n sufficiently large, this part decays εt−1
order for any ε > 0. Now we recall the fact, tA˜e−A˜tu→ 0 as t→∞, for individual u. This fact is easily
observed from the spectral theory. Thus we have proved.
Proof of Proposition 5.6. For simplicity, we can assume u0 = 0. From the proof of Proposition 5.7, we
have
u(t)−B−1/2e−tA˜B−1/2u1
=
1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2λ2B−1/2(iλ+ A˜)−1B−1/2eiλtu1dλ+O(t−2‖u1‖H).
So we get
(u(t)−B−1/2e−tA˜B−1/2u1, u1)H
=
1
2pi
∫
C
(B−1λ2eiλt(iλ+ A˜)−1B−1/2u1, φ˜(A˜)(iλ+ A˜)−1B−1/2u1)Hdλ+O(t−2‖u1‖2H).
For a ∈ σ(A˜)∩ supp φ˜, we take a sequence of functions fn such that ψn(A˜)fn = fn and ‖fn‖H = 1. Here
ψn(x) =
{
1, |x− a| ≤ 1/n,
0, |x− a| > 1/n.
We take un1 = B
1/2fn, then
1
C
=
1
C
‖B−1/2un1‖H ≤ ‖B−1un1‖H ≤ C‖B−1/2un1‖H = C.
So if necessary, we take a subsequence and we can assume ‖B−1un1‖H converge to βa ≥ 1/C as n tends
to infinity. We also note ‖Afn‖H is uniformly bounded so from the continuity of B1/2 and interpolation,
‖un1‖H1 is uniformly bounded. For λ ∈ C, we easily see
(iλ+ A˜)−1B−1/2un1 − (iλ+ a)−1B−1/2un1 → 0
in H as n tends to infinity and the convergence is locally uniform. We have
lim
n→∞
(un(t)− B−1/2e−tA˜B−1/2un1 , un1 )H = βa
1
2pi
∫
C
λ2eiλt(iλ+ a)−2dλ+O(t−2).
In the above integral, we can change C to a simple closed contour C˜ by adding a contour with exponential
error terms. So we have
lim
n→∞
(un(t)−B−1/2e−tA˜B−1/2un1 , un1 )H = iβa
1
2pi
∫
C˜
λ2eiλt∂λ(iλ+ a)
−1dλ+O(t−2)
= −βa 1
2pii
∫
C˜
(2iλeiλt − λ2teiλt)(iλ+ a)−1d(iλ) +O(t−2)
= βa(2ae
−at − a2te−at) +O(t−2).
Taking t = 1/a and a→ 0. Since βa ≥ 1/C, we obtain this integral does not decay faster than t−1 order.
So we have proved Proposition 5.6.
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6 Proof of Theorem 1.3
Here we study the asymptotic expansion of the propagator for proving Theorem 1.3. In this section, we
assume H = L2. We apply the identity (5.3) to (5.7) and get
φ˜B(A)u(t) =
1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2eiλt (Bu0 + u1) dλ
+
1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2eiλt (iλu0) dλ
+
1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2R(iλ)eiλt (Bu0 + u1) dλ
+
1
2pi
∫
C
B−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2R(iλ)eiλt (iλu0) dλ+O(e−εt‖f‖H)
= I + I˜ +R1 + R˜1 +O(e−εt‖f‖H) = I + I˜ +R+O(e−εt‖f‖H).
(6.1)
R = R1 + R˜1 is the reminder term and C is a contour around the origin as in the proof of Proposition
4.3. We have estimated I in previous section and get heat type asymptotic behavior modulo exponential
decay.
(6.2) I = B−1/2e−tA˜B−1/2(Bu0 + u1) +O(e−εt‖f‖H).
So we shall estimate I˜ and R. Since (λ+ A˜)−1(λ+ A˜) = Id, we have
I˜ =
1
2pi
∫
C
B−1/2φ˜(A˜)B−1/2eiλtu0dλ− 1
2pi
∫
C
B−1/2φ˜(A˜)A˜(iλ+ A˜)−1B−1/2eiλtu0dλ
In the former integral, the integrand is holomorphic. So by the contour deformation across the origin, we
get exponential decay from eitλ term. In the latter integral, we can apply similar argument for proving
heat type asymptotic behavior and obtain the following asymptotics
(6.3) I˜ = −B−1/2A˜e−tA˜B−1/2u0 +O(e−εt‖f‖H).
By the assumption, we have the bound
e−t/2A˜ : L1 → L2 = O(t−m).
Since xe−x, x ≥ 0 is bounded, tAe−tA is bounded. So we have
A˜e−t/2A˜ : L2 → L2 = O(t−1).
B−1/2 is also a bounded operator on L1 so if u0 ∈ L1, using the identity A˜e−tA˜ = A˜e−t/2A˜e−t/2A˜, we
obtain
(6.4) ‖I˜‖L2 = O(t−m−1(‖u0‖L1 + ‖f‖H)).
Next we study the remainder term R. Since λ2B−1/2(iλ+ A˜)−1B−1/2 : H → H = O(|λ|) on the contour,
using (5.3) repeatedly, we obtain, for sufficiently large N
R =
1
2pi
∫
C
eiλtB−1/2φ˜(A˜)(iλ+ A˜)−1B−1λ2(iλ+ A˜)−1B−1/2 (Bu0 + u1) dλ
+
1
2pi
∫
C
eiλtB−1/2φ˜(A˜)(iλ+ A˜)−1B−1λ2(iλ+ A˜)−1B−1/2 iλu0 dλ
+
1
2pi
∫
C
eiλtB−1/2φ˜(A˜)(iλ+ A˜)−1B−1λ2(iλ+ A˜)−1B−1λ2(iλ+ A˜)−1B−1/2 (Bu0 + u1) dλ
+ · · ·+
∫
C
eiλtO(|λ|N )‖f‖Hdλ = 1
2pi
K1 +
1
2pi
K˜1 +
1
2pi
K2 + · · ·+ 1
2pi
KN +
1
2pi
K˜N +O(t−N−1)‖f‖H.
For the latter estimate, we apply same contour deformation as in Proposition 4.3 by using the estimate
O(|λ|N ) on the contour. Here
Kn =
∫
C
eiλtB−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2(λ2B−1/2(iλ+ A˜)−1B−1/2))n (Bu0 + u1) dλ,
K˜n =
∫
C
eiλtB−1/2φ˜(A˜)(iλ+ A˜)−1B−1/2(λ2B−1/2(iλ+ A˜)−1B−1/2))n iλu0 dλ.
First we estimate K1 and K˜1.
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Proposition 6.1. There exists a constant C > 0 such that the following estimates hold for any t > 1
and u0 ∈ L1 ∩D(
√
A), u1 ∈ L2 ∩ L1
‖K1‖L2 ≤ C(t−m−1(‖u0‖L1∩L2 + ‖u1)‖L1∩L2),
‖K˜1‖L2 ≤ C(t−m−2(‖u0‖L1∩L2 + ‖u1‖L1∩L2).
Proof. We use the following identity
(6.5) (iλ+ A˜)−1 = (iλ+ A˜)−1e−t(iλ+A˜)/2 +
∫ t/2
0
e−t1(iλ+A˜)dt1.
Inserting this identity, we obtain
K1 =
∫
C
eiλt/2B−1/2φ˜(A˜)(iλ+ A˜)−1B−1λ2(iλ+ A˜)−1e−tA˜/2B−1/2 (Bu0 + u1) dλ
+
∫
C
dλ
∫ t/2
0
dt1 e
iλ(t−t1)B−1/2φ˜(A˜)λ2(iλ+ A˜)−1B−1e−t1A˜B−1/2 (Bu0 + u1) .
The first integral is easily treated since we have the (iλ+ A˜)−1 = O(|λ|−1) on C. For latter integrals, we
apply the following identity
λ(iλ+ A˜)−1 = −iId+ iA˜(iλ+ A˜)−1.
So we have
K1 =
∫
C
eiλt/2O(1)e−t/2A˜B−1/2 (Bu0 + u1) dλ
− i
∫
C
dλ
∫ t/2
0
dt1 e
iλ(t−t1)B−1/2φ˜(A˜)λB−1e−t1A˜B−1/2 (Bu0 + u1)
+
∫
C
dλ
∫ t/2
0
dt1 e
iλ(t−t1)B−1/2φ˜(A˜)A˜B−1e−t1A˜B−1/2 (Bu0 + u1)
−
∫
C
dλ
∫ t/2
0
dt1 e
iλ(t−t1)B−1/2φ˜(A˜)A˜2(iλ+ A˜)−1B−1e−t1A˜B−1/2 (Bu0 + u1) .
In second and third integrals, integrands are holomorphic with respect to λ variable, and t− t1 ≧ t/2, we
can deform the contour across the origin and get exponential decay. For the fourth integral, we can get
heat type semi-group modulo exponential error by applying same argument as in the previous section.
We obtain
K1 =
∫
C
eiλt/2O(1)dλe−t/2A˜B−1/2 (Bu0 + u1)
+
∫ t/2
0
B−1/2φ(A˜)A˜2e−(t−t1)A˜B−1e−t1A˜B−1/2 (Bu0 + u1) dt1 +O(e−εt)(‖u0‖L2 + ‖u1‖L2)
= I˜1 + I˜2 +O(e−εt)(‖u0‖L2 + ‖u1‖L2).
Applying same contour deformation as in Proposition 4.3, we get
‖I˜1‖L2 = O(t−1‖e−t/2A˜B−1/2 (Bu0 + u1) ‖L2)
= O(t−m−1)(‖u0‖L1 + ‖u1‖L1).
Since
∫ t/2
0 dt1 = O(t) and ‖φ(A˜)A˜2e−t/4A˜‖L2→L2 = O(t−2), the following estimate holds
‖I˜2‖L2 = O(t‖φ(A˜)A˜2e−t/4A˜‖L2→L2 sup
0≤t1≤t/2
‖e−A˜(3t/4−t1)B−1e−t1A˜B−1/2 (Bu0 + u1) ‖L2)
= O(t−1 sup
0≤t1≤t/2
‖e−A˜(3t/4−t1)‖L1→L2‖B−1e−t1A˜B−1/2 (Bu0 + u1) ‖L1)
= O(t−m−1(‖u0‖L1 + ‖u1)‖L1).
Thus we have estimated K1 part. The estimate of K˜1 is almost similar.
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We can apply similar idea for the estimate of Kn and K˜n terms, as an example, we next prove the
following estimate
‖K2‖L2 = O(t−m−2(‖u0‖L1∩L2 + ‖u1‖L1∩L2)).
By the identity (6.5), we have
K2 =
∫
C
eiλt/2B−1/2φ˜(A˜)(iλ+ A˜)−1B−1λ2(iλ+ A˜)−1B−1λ2(iλ+ A˜)−1e−t/2A˜B−1/2 (Bu0 + u1) dλ
+
∫
C
dλ
∫ t/2
0
dt1 e
iλ(t−t1)B−1/2φ˜(A˜)(iλ+ A˜)−1B−1λ2(iλ+ A˜)−1B−1λ2e−t1A˜B−1/2 (Bu0 + u1) .
Applying the following identity to the second integral
(6.6) (iλ+ A˜)−1 = (iλ+ A˜)−1e−t/4(iλ+A˜) +
∫ t/4
0
e−t2(iλ+A˜)dt2,
we get
K2 =
∫
C
eiλt/2O(|λ|)dλe−t/2A˜B−1/2 (Bu0 + u1)
+
∫
C
dλ
∫ t/2
0
dt1 e
iλ(3t/4−t1)B−1/2φ˜(A˜)(iλ+ A˜)−1B−1λ4(iλ+ A˜)−1e−t/4A˜B−1e−t1A˜B−1/2 (Bu0 + u1)
+
∫
C
dλ
∫ t/2
0
dt1
∫ t/4
0
dt2 e
iλ(t−t1−t2)B−1/2φ˜(A˜)λ4(iλ+ A˜)−1B−1e−t2A˜B−1e−t1A˜B−1/2 (Bu0 + u1) .
We can apply similar argument as in the proof of Proposition 6.1 and we can get the estimate.
In the same way, we obtain
Proposition 6.2. There exists a constant C > 0 such that the following estimates holds for any t > 1
and u0 ∈ L1 ∩D(A), u1 ∈ L2 ∩ L1
‖Kn‖L2 ≤ C(t−m−n(‖u0‖L1∩L2 + ‖u1‖L1∩L2),
‖K˜n‖L2 ≤ C(t−m−n−1(‖u0‖L1∩L2 + ‖u1‖L1∩L2).
By these propositions, we have estimated φ˜B(A)u(t) part and we have
(6.7) φ˜B(A)u(t) = B
−1/2e−tA˜B−1/2(Bu0 + u1) +O(t−m−1‖u0‖L1 + ‖u1‖L1 + ‖f‖H).
Next we estimate (1 − φ˜B(A))u(t) = φB(A)u(t) term by sharpening the estimate of Proposition 5.1. In
the proof of Proposition 5.1, we have the decomposition
φB(A)ψ(t)U(t)f =
1
2pi
J2f +O(e−εt‖f‖H).
Here ψ(t) = 1 for t > 2 and
J2f =
∫
C
dλ
∫ ∞
−∞
ds B−1/2λ2φ(A˜)(iλ+ A˜)−1eiλ(t−s)B−1/2ψ′(s)U(s)(iλ −A)−1f.
Since A is a generator of U(t), we exchange U(t) to (iλ−A)−1. We apply similar argument to Proposition
6.1. By (5.3) and (5.4), we have
J2f =
∫
C
dλ
∫ ∞
−∞
ψ′(s)ds B−1/2λ2φ(A˜)(iλ+ A˜)−1eiλ(t−s)B−1/2U(s)B−1/2(iλ+ A˜)−1B−1/2M(λ)f +R2.
(6.8)
Here R2 is the reminder term. We recall the support of ψ
′ is in [1, 2]. We apply identity (6.5) and J2f
becomes
∫
C
dλ
∫ 2
1
ψ′(s)ds B−1/2λ2φ(A˜)(iλ+ A˜)−1eiλ(t/2−s)B−1/2U(s)B−1/2(iλ+ A˜)−1e−tA˜/2B−1/2M(λ)f
+
∫
C
dλ
∫ 2
1
ψ′(s)ds
∫ t/2
0
dt1 B
−1/2λ2φ(A˜)(iλ + A˜)−1eiλ(t−t1−s)B−1/2U(s)B−1/2e−t1A˜/2B−1/2M(λ)f +R2.
(6.9)
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For the first integral, on the contour, we have
‖(iλ+ A˜)−1‖L2→H1 = O(|λ|−1),
and
‖e−tA˜B−1/2A‖L1→L2 = ‖A˜e−tA˜B1/2‖L1→L2 = O(t−m−1).
From these estimate, we can estimate the first integral by similar contour deformation as in Proposition
4.3 and get t−m−2 order decay. In the second integral, we need the following estimate
‖B−1/2e−t1A˜/2B−1/2M(λ)f‖H = O(t−1/21 + 1)‖f‖H.
This estimate follows from
‖B−1/2e−t1A˜/2u‖H1 = O(t−1/21 + 1)‖u‖H
and
‖B−1/2e−t1A˜/2B−1/2Au‖H = O(t−1/21 + 1)(‖u‖H1).
In the above, the first estimate holds by interpolating the following estimate and boundedness on H
‖AB−1/2e−t1A˜/2B−1/2u‖H = ‖B1/2A˜e−t1A˜/2B−1/2u‖H = O(t−11 )‖u‖H
The second one is obtained from the first estimate by taking its adjoint
‖B−1/2e−t1A˜/2B−1/2Au‖H = ‖B−1/2e−t1A˜/2B−1/2A1/2A1/2u‖H
≤ ‖(B−1/2e−t1A˜/2B−1/2A1/2)‖H→H‖A1/2u‖H
= ‖(B−1/2e−t1A˜/2B−1/2A1/2)∗‖H→H‖A1/2u‖H
= ‖A1/2B−1/2e−t1/2A˜B−1/2‖H→H‖
√
Au‖H
= O(t−1/21 + 1)‖u‖H1 .
In the second integral, since the integrand is holomorphic and t
−1/2
1 is integrable near t1 = 0, we obtain
exponential decay by contour deformation. Using the above estimates, we can repeat similar argument
for reminder term R2. In this case, one may think the L
1L1 estimate of e−t1A˜/2A˜ is needed but since
e−tA˜/2A˜ = −∂te−tA˜/2 and using integration by parts, we can avoid this term. Since the argument is
essentially similar, we omit the detail and we get
Proposition 6.3. There exists a constant C > 0 such that the following estimates holds for any t > 1
and f ∈ H
‖(1− φ˜B(A))u(t)‖H ≤ Ct−m−2‖f‖H.
From these propositions, we have proved Theorem 1.3.
7 Applications
As applications of our approach, here we consider some examples of damped wave equation on Rd. We
study the following divergence form damped wave equation
(7.1)
∂2t − d∑
i,j=1
∂igij(x)∂j + a(x)∂t
 u(x, t) = (∂2t + P + a(x)∂t)u(x, t) = 0.
Here we write ∂i =
∂
∂xi
and P = −∑di,j=1 ∂igij(x)∂j . We assume gij are smooth functions with bounded
derivatives and (gij(x)) is a family of uniformly elliptic real symmetric matrices, i.e. there exists a
constant C > 0 such that
1
C
Id ≤ (gij(x)) ≤ CId
holds for any x ∈ Rd. Under this assumption P is a positive definite self-adjoint operator on H2 and
D(
√
P ) = H1 where H1 and H2 are usual sobolev spaces on Rd. The damping term a(x) is a smooth
non-negative function with bounded derivatives. If a(x) > c for a constant c > 0, by Lemma 7.12 below,
we can apply Theorem 1.1 and Theorem 1.3. Thus we obtain similar decay estimates for the constant
coefficient case.
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Theorem 7.1. Let u be a solution of (7.1) with the initial data u|t=0 = u0 and ∂tu|t=0 = u1. We assume
a(x) > c for c > 0 and define
v(t) = a(·)−1/2e−ta−1/2Pa−1/2a(·)1/2u0 − a(·)−1/2e−ta
−1/2Pa−1/2a(·)−1/2u1.
Then there exists C > 0 such that we have the following asymptotic profile
‖u(t)− v(t)‖L2 ≤ Ct−1(‖u0‖H1 + ‖u1‖L2).
for u0 ∈ H1, u1 ∈ L2 and t > 1. Furthermore, if we assume u0 ∈ H1 ∩ L1 and u1 ∈ L2 ∩ L1, then we
also have the following bound for t > 1,
‖u(t)− v(t)‖L2 ≤ Ct−d/4−1(‖u0‖L2∩L1 + ‖u1‖L2∩L1).
We shall study the case that a(x) may be vanish on a compact set however the geometric control
condition holds. So we recall about the geometric control condition. For the operator P , we define its
Hamiltonian flow φt(x, ξ) = (x(t), ξ(t)) by the solution of the following the Hamiltonian equation
dx
dt
=
∂p
∂ξ
,
dξ
dt
= − ∂p
∂x
(x(0), ξ(0)) = (x, ξ).
Here the symbol p(x, ξ) =
∑d
i,j=1 gij(x)ξiξj is associated with P . By the uniform ellipticity, the above
Hamilton equation has time global solutions for any initial date and we can define the Hamiltonian flow.
For the damped wave equation, it is known that the mean value of the damping term along a geodesic
is closely related to the asymptotic profile of the solution c.f. [7], [16]. So we introduce
〈a〉T (x, ξ) = 1
T
∫ T
0
a(φt(x, ξ))dt
where T > 0 and we use the notion a(x, ξ) := a(x). We study the asymptotic behavior of the damped
wave equation under the following geometric control condition.
Geometric control condition: There exist T > 0 and α > 0 such that for all (x, ξ) ∈ p−1(1), we have
〈a〉T (x, ξ) ≥ α.
Under the geometric control condition, we can expect the asymptotic profile is similar to the strictly
positive case. We first obtain the energy decay. Let U(t) be the propagator of the damped wave equation.
We have the following energy decay estimate.
Theorem 7.2. We assume the geometric control condition and a(x) > c for |x| > R where c > 0 and
R > 0 are some constants. Let u be a solution of (7.1) with the initial data u|t=0 = u0 ∈ H1 and
∂tu|t=0 = u1 ∈ L2. Then there exists a constant C such that for t > 1 the following bound holds
‖∇u‖2L2 + ‖∂tu‖2L2 ≤ C(
d∑
i,j=1
(gij∂iu, ∂ju)L2 + ‖∂tu‖2L2) ≤ Ct−1(‖u0‖2H1 + ‖u1)‖L2).
In this case, the damping term is not uniformly positive. But we can prove the similar resolvent
estimate and we can apply the argument of proving Theorem 4.1. We study the resolvent by dividing
three range of frequencies.
For low frequency, we use the following estimate
Lemma 7.3. If λ and δ > 0 are sufficiently small, then (P +λ2+λa(·))−1 : L2 → L2 exists for Reλ > 0
or |Imλ| > δ|Reλ| and we have the following bound
(P + λ2 + λa(·))−1 = O(|λ|−1).
Proof. First we prove the following bound, for sufficient small λ > 0
(7.2)
∫
Rd
|∇u|2dx+ λ
∫
Rd
a(x)|u(x)|2dx ≥ Cλ
∫
Rd
|u|2dx.
Taking a smooth compact support non-negative function χ(x), χ(x) = 1 for |x| < 1. We set χr(x) = χ(rx)
for r > 0. We have
‖∇u‖L2 ≥ ‖χr∇u‖L2 ≥ ‖∇(χru)‖L2 − ‖[∇, χr]u‖L2.
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Since a > c for |x| > R and (∇χ)r(x) = ∇χ(rx) = 0 for |x| < 1/r, we obtain
‖[∇, χr]u‖L2 = r‖(∇χ)ru‖L2 ≤ Cr
(∫
Rd
a(x)|u(x)|2dx
)1/2
for sufficient small r and some C > 0. Since χru = 0 for |x| > 1/r, by the Poincare´ inequality, we have
‖χru‖L2 ≤ C
1
r
‖∇(χru)‖L2.
So we get
‖∇u‖L2 ≥
1
C
r‖χru‖L2 − Cr
(∫
Rd
a(x)|u(x)|2dx
)1/2
.
Taking r = ε
√
λ for sufficient small ε, we have (7.2) since a > c for |x| > R. Now we prove the lemma.
We use the following identity
((P + λ2 + λa(·))u, u)L2 = (Pu, u)L2 + λ2‖u‖2L2 + λ
∫
Rd
a(x)|u(x)|2dx,
From this identity and uniform ellipticity of P , we have
|((P + λ2 + λa(·))u, u)L2 | ≥ C‖∇u‖L2 + C|λ|
∫
Rd
a(x)|u(x)|2dx−O(|λ|2‖u‖L2).
for Reλ > 0 or |Imλ| > δ|Reλ| if δ is sufficient small . So for sufficient small |λ|, applying (7.2) we get
|((P + λ2 + λa(·))u, u)L2 | ≥ C|λ|‖u‖2L2.
From this bound we easily prove the existence of the inverse and the estimate by applying similar argument
for Lemma 3.1.
Remark 7.4. The above estimate holds for u ∈ C∞0 (Ω) for exterior domain Ω and we can generalize the
theorem for exterior problem with Dirichlet boundary condition.
By the geometric control condition, we can control high frequency part and we can prove the following
statement.
Lemma 7.5. Under the geometric control condition, R(λ) = (P + λ2 + λa(·))−1 : L2 → L2 exists for
λ = iτ , τ ∈ R\{0}, |τ | > C for sufficient large C > 0 and we have the following bound
(P + λ2 + λa(·))−1 = O(|λ|−1)
This type lemma is well-known, e.g. [7], [19], so we omit the proof. From this Lemma and by
Proposition 3.7, we have
(λ−A)−1 = O(1 + |λ|−1).
This estimate guarantees the analytic continuation of the resolvent across the imaginary axis for high
frequency region.
For middle frequency region, we can use the Fredholm theory. We follow the argument in [19]. We
take a smooth compact support function b(x) satisfying,
c(x) = a(x) + b(x) > c
for a constant c > 0. Then (P + λ2 + λc(·))−1 exists for pure imaginary λ = iτ , τ ∈ R\{0} and we have
(P + λ2 + λa(·))(P + λ2 + λc(·))−1 = Id− λb(·)(P + λ2 + λc(·))−1
Since (P + λ2 + λc(·))−1 takes L2 to H1 and b(x) is a compact support function, by Rellich’s compact
embedding theorem, b(·)(P + λ2 + λc(·))−1 is a compact operator. Thus by the Fredholm theory, the
resolvent exists if and only if the following equation have a solution
λb(·)(P + λ2 + λc(·))−1u = u.
Taking u = (P + λ2 + λc(·))v, the equation can be written as follows
(P + λ2 + λa(x))v = 0.
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For pure imaginary λ = iτ , τ ∈ R\{0}, multiplying v¯ to the equation, integrating on Rd and taking
imaginary part, we have ∫
Rd
a(x)|v(x)|2dx = 0.
So v = 0 on the support of a. Then by the unique continuation of second order elliptic operators, we
conclude v = 0. Thus for pure imaginary λ 6= 0, we have u = 0. So the resolvent exist and by continuity,
for middle frequency, we have the existence of the resolvent across the imaginary axis. Combining the
existence of the resolvent for high and middle frequency, we have the following lemma.
Lemma 7.6. For any ε > 0 there exists δ > 0 such that R(λ) = (P + λ2 + λa(·))−1 : L2 → L2 exists for
Reλ > −δ if |Imλ| > ε.
From these lemmas, we can conclude the energy decay by applying similar argument as in section 4
c.f. Remark 4.4.
Remark 7.7. We can also prove the energy decay only assuming the geometric control condition, by
using the argument in [7], see Appendix.
Remark 7.8. We can also treat a small perturbation of the above case and we can get the energy decay
for the case that a(x) ≥ 0 does not hold. In the above setting, we take a smooth function b(x) > 0 with
bounded derivatives and we consider the following damped wave equation.
(∂2t + P + a(x)∂t − εb(x)∂t)u(t, x) = 0.
From the above argument, we get the following bound for λ = iτ , τ ∈ R\{0}
‖(P + λ2 + λa(·))−1u‖L2 ≤ C|λ|−1‖u‖L2.
Taking u = (P + λ2 + λa(·))v, we get
|λ|‖v‖L2 ≤ C‖(P + λ2 + λa(·))v‖L2 .
So we have
‖(P + λ2 + λa(·)− ελb(·))v‖L2 ≥ ‖(P + λ2 + λa(·))v‖H − Cε|λ|‖v‖L2 ≥ C|λ|‖v‖L2
if ε is sufficiently small. This inequality implies the existence of the resolvent and we can apply previous
argument to get the energy decay though for applying the previous argument, we need a small modification
since at first we only know U(t) may be growth like eCεt order.
We also give the asymptotic profile of the solution. We take a smooth compact support function b(x)
satisfying
c(x) = a(x) + b(x) > c
for a constant c > 0. We take
P˜ := c(·)−1/2Pc(·)−1/2.
The following theorem is a generalization of Theorem 1.1.
Theorem 7.9. Let u, v be the solution of the following equations{
(∂2t + P + a(·)∂t)u = 0,
u|t=0 = u0, ∂tu|t=0 = u1,
(7.3) {
(∂t + P˜ )v = 0,
v|t=0 = c(·)1/2u0 + c(·)−1/2u1
(7.4)
on R ×Rd for d > 2, respectively. Under the assumption of Theorem 7.2, there exists C > 0 such that
for any u0 ∈ H1, u1 ∈ L2 and t > 1, the following asymptotic profile holds
‖u(t)− c(·)1/2v(t)‖L2 ≤ Ct−1(‖u0‖H1 + ‖u1‖L2).
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To prove the theorem, we need the asymptotic expansion of the resolvent near the origin. Since c(x)
is uniformly positive, the resolvent R(λ) = (P + λ2 + λc(·))−1 exists near the imaginary axis. We have
the following identity
(7.5) (P + λ2 + λc(·))−1(P + λ2 + λa(·)) = Id+ λ(P + λ2 + λc(·))−1b(·).
We use the following estimate for the cut-off resolvent.
Lemma 7.10. Let d > 2 and χ is a continuous compact support function then there exists a constant
δ > 0 such taht the following estimate holds for |λ| with Reλ > 0 or |Imλ| > δ|Reλ|,
‖χR(λ)χ‖L2→L2 = O(1).
Proof. By uniform ellipticity, we have
|((P + λ2 + λc(·))u, u)L2 | ≥ C‖∇u‖2L2 + C|λ|
∫
Rd
c(x)|u(x)|2dx− C|λ|2‖u‖2L2
for Reλ > 0 or |Imλ| > δ|Reλ| if δ is sufficient small. Since c(x) > c, for sufficient small λ, we have
|λ|
∫
Rd
c(x)|u(x)|2dx− |λ|2‖u‖2L2 ≥ 0.
If d > 2, by the Hardy’s inequality, we obatain
‖∇u‖2L2 ≥ C‖|x|−1u‖2L2 ≥ C‖〈x〉−1u‖2L2.
Here 〈x〉 = √1 + x2. So we have
‖(〈x〉(P + λ2 + λc(x))u‖L2‖〈x〉−1u‖L2 ≥ |(〈x〉(P + λ2 + λc(x))u, 〈x〉−1u)L2 |
= |(P + λ2 + λc(x))u, u)L2 | ≥ C‖〈x〉−1u‖2L2.
Taking u = R(λ)〈x〉−1v, we obtain
(7.6) ‖〈x〉−1R(λ)〈·〉−1v‖L2 ≤
1
C
‖v‖L2.
From this inequality, we have the estimate
For d = 1, 2, we can give the following results.
Lemma 7.11. If χ is a real-valued continuous compact support function, then there exists a constant
δ > 0 such that the following estimates hold for sufficient small |λ| with Reλ > 0 or |Imλ| > δ|Reλ|,
‖χR(λ)χ‖L2→L2 = O(log |λ|) (d = 2),
‖χR(λ)χ‖L2→L2 = O(|λ|−1/2) (d = 1).
Proof. By uniform ellipticity, we have
(7.7) |((P + λ2 + λc(·))u, u)L2 | ≥ C(‖∇u‖2L2 + |λ|‖u‖2L2) ≥ C‖(|∇|+ |λ|1/2)u‖2L2 .
We prove the following estimate.
(7.8) ‖(|∇|+ |λ|1/2)u‖2L2 ≥
{
C 1log |λ|‖χu‖2L2, (d = 2),
C|λ|1/2‖χu‖2L2, (d = 1).
We take a compact support cut off function χ˜(ξ) which satisfies χ˜(ξ) = 1 if |ξ| is sufficient small. Then
by the Plancherel theorem and (|ξ|+ |λ|1/2)−1(1 − χ˜(ξ)) is bounded for sufficient small λ, we have
‖χ(|∇|+ |λ|1/2)−1u‖2L2 ≤ ‖χ(|∇|+ |λ|1/2)−1χ˜(D)u‖2L2 + ‖(|∇|+ |λ|1/2)(1− χ˜(D))u‖2L2
≤ ‖(|∇|+ |λ|1/2)−1χ˜(D)u‖2L∞ + ‖(|ξ|+ |λ|1/2)−1(1− χ˜(ξ))û‖2L2
≤ ‖(|ξ|+ |λ|1/2)−1χ˜(ξ)u‖2L1 + C‖u‖2L2
≤ ‖(|ξ|+ |λ|1/2)−1χ˜(ξ)‖2L2‖u‖2L2 + C‖u‖2L2.
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By easy computations, we obtain
‖(|ξ|+ |λ|1/2)−1χ˜(ξ)‖2L2 ≤
{
C log |λ|, (d = 2),
C|λ|−1/2, (d = 1).
Taking u = (|∇|+ |λ|1/2)v, we have (7.8). From (7.7) and (7.8), we get
‖χu‖2L2 ≤
{
C log |λ||((P + λ2 + λc(x))u, u)L2 |, (d = 2),
C|λ|−1/2|((P + λ2 + λc(x))u, u)L2 |, (d = 1).
Now we take u = (P + λ2 + λc(x))−1χv then we have
‖χu‖L2‖χ(P + λ2 + λc(x))−1χv‖L2 ≤
{
C log |λ||((v, χu)L2 ≤ C log |λ|‖v‖L2‖χu‖L2, (d = 2),
C|λ|−1/2|((v, χu)L2 ≤ C|λ|−1/2‖v‖L2‖χu‖L2, (d = 1).
Dividing by ‖χu‖L2, we have proved.
We take the inverse of the right hand side of the identity (7.5). We define
R˜(λ) =
√
b(·)λ(P + λ2 + λc(·))−1
√
b(·).
Since b(x) is compact support function, by the above lemmas, we can assume ‖R˜(λ)‖L2→L2 < 1 for
sufficient small λ. For such λ, we can construct the inverse by Neumann series.
(Id− λ(P + λ2 + λc(·))−1b(·))−1
= Id+
∞∑
n=0
(−1)nλ(P + λ2 + λc(·))−1
√
b(·){λR˜(λ)}n
√
b(·).
Thus we have the following identity for the resolvent R(λ) = (P + λ2 + λa(·))−1 and Rc(λ) = (P + λ2 +
λc(·))−1
R(λ) = (P + λ2 + λc(·))−1
+
∞∑
n=0
(−1)nλ(P + λ2 + λc(·))−1
√
b(·){λR˜(λ)}n
√
b(·)(P + λ2 + λc(·))−1
= Rc(λ) + λRc(λ)b(·)Rc(λ) +R1(λ).
(7.9)
Here R1(λ) is the reminder term. So we have the asymptotic expansion of the resolvent. We shall prove
Theorem 7.3. If d > 2 then R˜(λ) is bounded so we have ‖λR˜(λ)‖L2→L2 = O(|λ|) and ‖R1(λ)‖l2→L2 =
O(1) near the origin. To the first term Rc(λ), we can apply similar argument in Theorem 1.1 and get
the heat type asymptotic. R1(λ) term becomes lower order term since ‖R1(λ)‖ = O(1) is lower than the
main order |λ|−1 and we can get t−1 order decay. The main difference is the second term and we study
the term. We have ‖φc(P )λRc(λ)b(x)Rc(λ)‖ = O(1) if φc(P ) cut low frequency so, corresponding to
Proposition 5.1, we have t−1 order decay to the high frequency part. For low frequency part, we follow
the proof of Theorem 1.1. To obtain (5.7), we do not use the identity (5.3) and we only use these estimate
of the resolvent which is similar in this situation. Thus the main term is J˜3 and we have
u(t) =
1
2pi
∫
C
φ˜c(P )e
iλt (R(iλ)(iλ+ c(·))u0 +R(iλ)u1) dλ +O(t−1).(7.10)
Inserting (7.9), since R1(λ) and the first term are a lower order, we get
u(t) =
1
2pi
∫
C
φ˜c(P )e
iλt (Rc(iλ) + iλRc(iλ)b(·)Rc(iλ))(c(·)u0 + u1) dλ+O(t−1)
= L1 +
1
2pi
L2 +O(t−1).
(7.11)
In the above integral the first term is similar to the strictly positive case, so we can get the following
asymptotic profile by applying similar argument to prove Theorem 1.1.
L1 = c(·)−1/2e−tP˜ c(·)−1/2(c(·)u0 + u1) +O(t−1).
To estimate L2 part, we recall the following properties of our heat propagator.
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Lemma 7.12. There exists a constant C > 0 such that the following bounds hold for u ∈ L1 ∩ L2 and
t > 1
‖e−tP˜u‖L1 ≤ C‖u‖L1,
‖e−tP˜u‖L2 ≤ Ct−d/4‖u‖L1,
‖e−tP˜u‖L∞ ≤ Ct−d/4‖u‖L2.
Proof. Probably this result is well know c.f. [8] and we give an outline of the proof. We use the following
Nash’s inequality
‖u‖2+4/dL2 ≤ C(P˜ u, u)L2‖c(·)1/2u‖
2/d
L1 .
Since P is uniformly elliptic and c(·) is strictly positive bounded function, this inequality is easily obtained
from the following usual Nash’s inequality
‖u‖2+4/dL2 ≤ C‖∇u‖2L2‖u‖
4/d
L1 .
Let u(t) = u(t, ·) = e−tP˜u0, then by the integration by parts, we have
d
dt
∫
Rd
c(x)1/2u(t, x)dx = −
∫
Rd
∂i
(
gij(x)∂jc(x)
−1/2u(t, x)
)
dx = 0.
Thus the propagator etP˜ preserves this modified total heat. Under our assumption, etP˜ also preserve
positivity see [9]. So we can only consider the positive solution and we assume u(t) is positive. From the
conservation of the modified total heat, we have the L1L1 bound. Next we define
H(t) :=
‖u(t)‖2L2
‖c(·)1/2u(t)‖2L1
.
Since the modified total heat is preserved, by the Nash’s inequality, we have
d
dt
H(t) = − 2(P˜ u, u)‖c(·)1/2u(t)‖2L1
≤ −CH(t)1+2/d.
This inequality implies
−H(t)−2/d ≤ H(0)−2/d −H(t)−2/d ≤ −Ct.
So we obtain
‖u(t)‖L2 ≤ Ct−d/4‖u0‖L1 .
From this estimate, we can prove the L∞ estimates by using duality argument. For positive v and s ≤ t,
we take
v(s, x) = v(s) := e(s−t)P˜ v.
Then we have
d
ds
∫
Rd
u(s, x)v(s, x)dx =
∫
Rd
(
−P˜ u(s, x)
)
v(s, x)dx +
∫
Rd
u(s, x)
(
P˜ v(s, x)
)
dx = 0.
Thus the above integral does not depend s so taking s = t and s = t/2, we have∫
Rd
u(t, x)vdx =
∫
Rd
u(t/2, x)v(t/2, x)dx ≤ ‖u(t/2)‖L2‖v(t/2)‖L2 ≤ Ct−d/4‖u‖L2‖v‖L1.
By this inequality and duality, we get the L∞L2 estimate.
Using this bound, we estimate L2 in the decomposition (7.10). From the identity (5.3), we have
(7.12) Rc(λ) = c(·)−1/2(λ+ P˜ )−1c(·)−1/2 − λ2c(·)−1/2(λ+ P˜ )−1c(·)−1/2Rc(λ).
Inserting this identity to L2, since λ
2c(·)−1/2(λ+ P˜ )−1c(·)−1/2Rc(λ) = O(|λ|), we obtain
L2 =
∫
C
φ˜c(P )e
iλtiλc(·)−1/2(λ+ P˜ )−1c(·)−1/2b(x)c(·)−1/2(λ+ P˜ )−1c−1/2(c(·)u0 + u1)dλ+O(t−1)
= L3 +O(t−1).
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So we estimate L3 part. We use identities (6.5) and (6.6). By these identities, we have
L3 =
∫
C
φ˜c(P )iλc(·)−1/2(λ+ P˜ )−1e−tP˜/2c(·)−1/2b(·)c(·)−1/2e−tP˜/4(iλ+ P˜ )−1c(·)−1/2(c(·)u0 + u1)dλ
+
∫
C
φ˜c(P )e
iλtiλc−1/2
∫ t/2
0
e−t1(iλ+P˜ )dt1c−1/2b(·)c(·)−1/2(iλ+ P˜ )−1e−t(iλ+P˜ )/4c−1/2(c(·)u0 + u1)dλ
+
∫
C
φ˜c(P )e
iλtiλc(·)−1/2(λ+ P˜ )−1e−tP˜ /2c(·)−1/2b(·)c(·)−1/2
∫ t/4
0
e−t2(iλ+P˜ )dt2c(·)−1/2(c(·)u0 + u1)dλ
+
∫
C
φ˜c(P )e
iλtiλc(·)−1/2
∫ t/2
0
e−t1(iλ+P˜ )dt1c(·)−1/2b(·)c(·)−1/2
∫ t/4
0
e−t2(iλ+P˜ )dt2c(·)−1/2(c(·)u0 + u1)dλ
= L4 + L5 + L6 + L7
Since b(x) is compact support function and d > 2, from Lemma 7.12, we have
‖e−tP˜ /2c(x)−1/2b(x)c(x)−1/2e−tP˜ /4‖L2→L2 ≤ ‖e−tP˜/2‖L1→L2‖c(x)−1/2b(x)c(x)−1/2e−tP˜/4‖L2→L1
≤ Ct−d/4‖c(x)−1/2b(x)c(x)−1/2‖L1‖e−tP˜/4‖L2→L∞
≤ Ct−d/2 ≤ Ct−1.
From this estimate, we know L4 is a lower order term. For L5, since∥∥∥∥∥
∫ t/2
0
e−t1P˜ dt1
∥∥∥∥∥
L1→L2
= max{1, t−d/4+1+ε}
for any ε > 0, we have∥∥∥∥∥
∫ t/2
0
eiλ(3t−4t1)/4(iλc−1/2e−t1P˜ c−1/2b(·)c(·)−1/2(iλ+ P˜ )−1e−tP˜ /4c−1/2dt1
∥∥∥∥∥
L2→L2
≤
∫ t/2
0
∥∥∥eiλ(3t−4t1)/4c−1/2e−t1P˜∥∥∥
L1→L2
∥∥∥c−1/2b(·)c(·)−1/2e−tP˜/4iλ(iλ+ P˜ )−1c−1/2∥∥∥
L2→L1
dt1
≤
∫ t/2
0
∥∥∥eiλ(3t−4t1)/4c−1/2e−t1P˜∥∥∥
L1→L2
dt1
∥∥∥c−1/2b(·)c(·)−1/2‖L1‖e−tP˜/4‖L2→L∞‖iλ(iλ+ P˜ )−1c−1/2∥∥∥
L2→L2
≤ Cmax{e−3tImλ/4, e−tImλ/4}max{1, t−d/4+1+ε}t−d/4.
From this estimate the integrand is O(1) as λ variable and by contour deformation as in the proof of
Proposition 4.3, we get further t−1 decay. Thus we have
‖L5‖L2 ≤ Cmax{1, t−d/4+1+ε}t−d/4−1 ≤ Ct−1.
We can apply similar argumetn to estimate L6 term and we get t
−1 order decay. For L7 term, the
integrand is holomorphic so thanks to the e−iλ(t−t1−t2) factor, we can get the exponential decay estimate,
by contour deformation across the origin. Thus we have proved Theorem 7.9. For d = 1, 2, in the same
way, we can also prove the following result.
Theorem 7.13. Under the assumption of Theorem 7.2, for any ε > 0 and d = 1, 2, there exists C > 0
such that for t > 2 the following estimates between the solution u of the equation (7.3) and the solution
v of the equation (7.4) hold
‖u(t)− c(·)1/2v(t)‖L2 ≤ Ct−1 log t(‖u0‖H1 + ‖u1‖L2), (d = 2),
‖u(t)− c(·)1/2v(t)‖L2 ≤ Ct−1/2(‖u0‖H1 + ‖u1‖L2), (d = 1).
Remark 7.14. In the above theorems we have the arbitrariness to the choice of c(·) term. Probably our
estimates come from the arbitrariness of c(·). For simplicity, we consider the following heat equation
((1 + a(·))∂t −∆)u = 0, u|t=0 = (1 + a(·))−1u0
Here a(·) is a non-negative compact support function. Then by Duhamel’s principle we have
u(t) = et∆u(0)−
∫ t
0
e(t−s)∆a(·)∂su(s)ds.
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By integration by parts, we obtain
u(t) = et∆u0 −
∫ t
t/2
e(t−s)∆a(·)∂su(s)ds−
∫ t/2
0
(
∂te
(t−s)∆
)
a(·)u(s)ds− et/2∆a(·)u(t/2).
In the right hand side, the first term is the top term. Since a(x) is a compact support function, we have
‖et∆/2a(·)u(t/2)‖L2 ≤ ‖et/2∆‖L1→L2‖a(·)u(t/2)‖L1
≤ ‖et/2∆‖L1→L2‖a(·)‖L1‖u(t/2)‖L2→L∞ ≤ Ct−d/2‖u(0)‖L2.
From well-known estimates of heat propagators, we get the following estimate∥∥∥∥∥
∫ t
t/2
e(t−s)∆a(·)∂su(s)ds
∥∥∥∥∥
L2
≤ C
∫ t
t/2
(t−s)−d/4s−d/4−1‖a(·)‖L1‖u(0)‖L2ds ≤ C
{
t−1‖u0‖L2 (d = 2),
t−1/2‖u0‖L2 (d = 1).
We can treat the another integral by same manner and get similar estimate. So the above estimate seems
almost optimal.
In the same manner, we can generalize Theorem 1.3.
Theorem 7.15. Let u, v are the solution of the equations (7.3), (7.4) respectively. Then under the
assumption of Theorem 7.1, for any ε > 0, there exists C > 0 such that for any u0 ∈ H1 ∩ L1 and
〈x〉u0 ∈ L2, u1 ∈ L2 ∩ L1 and t > 2, the following asymptotic profile hold
‖u(t)− c(·)1/2v(t)‖L2 ≤ Ct−1−d/4(‖u0‖H1∩L1 + ‖u1‖L2∩L1)
Proof. The proof is essentially same and we give an outline of the proof. We use the expansion (7.9). Rc
term can be treated by similar manner in the proof of Theorem 1.3 and we get the heat type asymptotic.
8 Appendix
In this appendix, we prove the energy decay estimate under the geometric control condition. We estimate
the resolvent dividing three frequency parts in the same way as Theorem 7.2. We can use Lemma 7.5 to
estimate the high frequency part. So we need to estimate middle and low frequency parts. We take
L = P + λ2 + λa(·)
and estimate ‖Lu‖L2 from below. The following argument is essentially similar to [7]. By the geometric
control condition, we can take a sequence (xn) ⊂ Rd such that a(xn) ≥ α/T and any point of Rd is
at bounded distance from the set ∪n{xn}. By the uniformly continuity, we can find r, β > 0 such that
a(x) ≥ β > 0 on ω = ∪nB(xn, r).
We estimate the low frequency part. First we assume |Reλ| < |Imλ|. By taking imaginary part of
(Lu, u)L2, we easily have
(8.1) ‖Lu‖2L2 + ε2|λ|2‖u‖2L2 + Cε|λ|3‖u‖2L2 ≥
ε|λ|2
C
‖√au‖2L2.
We can take ε > 0 arbitrary small and C > 0 is some constant. As in [7], we set
Qh = h
2eϕ/h(P + λ2)e−ϕ/h
here h > 0 is sufficiently small. Then we can take a uniformly bounded weight ϕ such that the following
sub-elliptic estimate holds
(8.2) ‖Qhu‖2L2 ≥ Ch‖u‖2L2
here C > 0 and u satisfies u|ω = 0, see [7] for the proof. We take a real-valued cut-off function χ ∈ C∞0
such that χ(s) = 0 for s ≥ β and χ ≡ 1 in a neighborhood of 0. Then ac = χ ◦ a vanishes on ω and any
derivatives of ac is controlled by a. We set v = eφ/hacu and compute
Qhv = h
2eφ/hacLu− h2eφ/hλacau+ h2eφ/h [P, ac]u.
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Since v|ω = 0, from this identity and (8.2), we obtain
‖h2eφ/hacLu‖2L2 + ‖h2eφ/hλacau‖2L2 + ‖h2eφ/h [P, ac]u‖2L2 ≥ ‖Qhv‖2L2 ≥ Ch‖v‖2L2 .
Since ϕ is uniformly bounded, for fixed h, eφ/h is uniformly positive and bounded . Thus we have
‖Lu‖2L2 + C|λ|2‖au‖2L2 + C‖ [P, ac]u‖2L2 ≥
1
C
‖acu‖2L2.
Since derivatives of ac are controlled by a, for sufficient small |λ|, we have
(8.3) ε3/2|λ|2‖Lu‖2L2 + Cε3/2|λ|2‖
√
au‖2L2 + Cε3/2|λ|2
d∑
i,j=1
‖(∂jac)∂iu‖2L2 ≥
ε3/2|λ|2
C
‖acu‖2L2.
For k = 1, 2, · · · , d, using integration by parts, we have
(Pu, (∂ka
c)2u)L2 =
d∑
i,j=1
(gij(∂ka
c)∂iu, (∂ka
c)∂ju)L2 + 2
d∑
i,j=1
((∂ka
c)∂iu, gij(∂j∂ka
c)u)L2 .
Since derivatives of ac are controlled by a, from this identity, we have
‖Lu‖2L2 + ‖
√
au‖2L2 ≥ C
d∑
k,i=1
‖(∂kac)∂iu‖2L2
for sufficiently small |λ|. So from (8.3), we get
(8.4) ε3/2|λ|2‖Lu‖2L2 + Cε3/2|λ|2‖
√
au‖2L2 ≥
ε3/2|λ|2
C
‖acu‖2L2.
Thus from (8.1) and (8.4), we obtain
‖Lu‖2L2 + Cε2|λ|2‖u‖2L2 + Cε3/2|λ|2‖
√
au‖2L2 + Cε|λ|3‖u‖2L2 ≥
ε|λ|2
C
‖√au‖2L2 +
ε3/2|λ|2
C
‖acu‖2L2.
Now taking ε sufficiently small and |λ| < ε, since ac(x) = 1 if a(x) = 0, we conclude
(8.5) ‖Lu‖2L2 ≥ C|λ|2‖u‖2L2.
From this estimate, we get R(λ) = O(|λ|−1) for sufficiently small |λ| around the imaginary axis. If
Reλ ≥ |Imλ|, by taking real part of (Lu, u)L2 , we have
‖Lu‖2L2 + ε2|λ|2‖u‖2L2 ≥ Cε|λ|2‖
√
au‖2L2.
By similar argument, we can also prove (8.4) in this case. So we have (8.5) and get R(λ) = O(|λ|−1) for
Reλ > 0. Thus we have estimated the low frequency part. The estimate of the middle frequency part
is essentially same and more easy (we only need the reversibility of P − λ2 + iλa if λ is real and in a
compact subset of (0,∞)) so we omit the proof. From these estimate, We conclude the following energy
decay estimate.
Theorem 8.1. We assume the geometric control condition. Let u be a solution of (7.1) with the initial
data u|t=0 = u0 ∈ H1 and ∂tu|t=0 = u1 ∈ L2. Then there exists a constant C such that for t > 1 the
following bound holds
‖∇u‖2L2 + ‖∂tu‖2L2 ≤ C(
d∑
i,j=1
(gij∂iu, ∂ju)L2 + ‖∂tu‖2L2) ≤ Ct−1(‖u0‖2H1 + ‖u1)‖L2).
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