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1. INTRODUCTION 
The influence of Richard Bellman is seen in algorithms throughout the 
computer science literature. Bellman’s principle of optimality has been used 
to develop highly efficient dynamic programming solutions to many impor- 
tant and difficult problems. The paradigm is now well entrenched as one of 
the most successful algorithm design tools employed by computer scientists. 
The optimality principle was given a broad and general statement by 
Bellman [23, making it applicable to problems of diverse types. Since com- 
puter programs are often employed to implement solutions based on the 
principle of optimality, Bellman’s impact on computing in general has been 
immense. In this paper we wish to focus in particular on the influence of 
Bellman’s work on the area of computer science known as algorithm design 
and analysis. A primary goal of algorithm design and analysis is to discover 
theoretical properties of classes of algorithms (e.g., how efficient they are, 
when they are applicable) and thus learn how to better apply the 
algorithms to new problems. 
From the perspective of algorithm design and analysis, combinatorial 
optimization problems form the class of problems on which the principle of 
optimality has had its greatest impact. Problem decomposition is a basic 
technique for attacking problems of this type-the solution to a large 
problem is obtained by combining solutions to smaller subproblems. The 
trick of this approach, of course, is to define an efficient decomposition 
procedure which assures that combining optimal solutions to subproblems 
will result in an optimal solution to the larger problem. As a standard 
course of action, computer scientists attempt to define a decomposition 
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based on Bellman’s principle of optimality. Problem decompositions based 
on the principle of optimality not only are at the heart of dynamic 
programming algorithms, but are also integral parts of the strategies of 
other important classes of algorithms, such as branch and bound. 
The remainder of this paper is divided into three sections. Each section 
attempts to illustrate the manner in which Bellman’s principle of optimality 
has influenced researchers addressing issues arising in one particular area 
of algorithm design and analysis. Section 2 samples several problems with 
important applications directly in computer science. These problems have 
been successfully solved by algorithms based on the principle of optimality. 
Section 3 considers the class of NP-complete problems-a large class of 
problems for which it is strongly believed that no efficient (i.e., sub- 
exponential time) algorithms exist. We discuss how, for some of these 
problems, the principle of optimality has been used to construct algorithms 
which are acceptable in certain situations. The final section discusses how 
the principle of optimality has been incorporated as a key component of 
several formal models of optimization algorithms. We summarize some 
significant theoretical results obtained from these models concerning the 
applicability and efficiency of dynamic programming. 
2. A SAMPLING OF PROBLEMS IN COMPUTER SCIENCE 
SOLVED EFFICIENTLY BY DYNAMIC PROGRAMMING 
In selecting the material for this section, we have attempted to include 
problems which are not widely known outside of the computer science 
literature. We also have made an attempt to select problems possessing 
dynamic programming solutions which, in addition to being highly 
efficient, utilize the principle of optimality in somewhat novel ways. Con- 
sequently, classic problems such as shortest path, network flow, reliability, 
and resource allocation are absent from this survey. More extensive surveys 
of dynamic programming in computer science can be found in [S, 11, 271. 
We begin with the string-to-string correction problem [29]. The problem 
is to take a “misspelled” word M’ and determine which word from a given 
finite collection of words (e.g., a dictionary) w is “closest” to. In addition to 
the problem’s obvious importance to automated spelling checkers, it has 
many other applications, including compiler construction (e.g., as part of a 
program debugging tool) and programming language design (e.g., to help 
select key words that are far apart). 
The “distance” between two strings A and B can be defined in terms of a 
sequence of edit operations that transforms A into B. Edit operations 
include character replacement, insertion, deletion, and transposition. A cost 
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is associated with each of these operations and the distance d(A, B) 
between strings A and B is defined to be the minimum over the costs of all 
the edit sequences that transform A to B. It is essential to the success of a 
string-to-string correction system that it be able to find least cost edit 
sequences extremely quickly, since a misspelled word will often have to be 
checked against each word in a large list. 
An elegant dynamic programming algorithm for computing &A, B) is 
described in [29]. This solution allows three types of edit operations: 
character replacement, insertion, and deletion. (A slightly more com- 
plicated version of the algorithm allows for transposition as well [21].) A 
replacement operation is denoted (a -+ 6). an insertion operation (/1 + h ), 
and a deletion operation (a + A) (u and b are characters and n is the “null 
string”). For example, if A is the string A L aA,, the edit operation (a -+ A ) 
can transform A into B = A, A,. Each operation (.Y + J) is assigned a non- 
negative cost 7(-u -+ ,I,). Note that the cost of an operation depends on the 
specific characters involved. This allows costs to account for such factors as 
keyboard layout and common homophonic misspellings. (The costs are 
assumed to obey y(x, XV) = 0 and 7(x, y) + y( ~9, z) 3 Y(X, z). j 
A key to the dynamic programming algorithm for computing &A, B) is 
the notion of a trace. A trace from A to B describes how an edit sequence 
can transform A to B. For example, the following depicts a trace from 
A to B. 
A:ahcde 
A line joining characters A[i] and B[j] corresponds to the edit operation 
(A[i] + B[j]). If no line touches A[i], this corresponds to the edit 
operation (A[i] + /i). If no line touches B[j], this corresponds to the edit 
operation (A -+ B[j]). The above trace thus corresponds to an edit 
sequence consisting of the operations (a -+ a), (b -+ A), (A + d), (c -+ A). 
(d- A), (e + w). 
There are two structural restrictions on a trace: 
(i) A[i] or B[j] can be touched by at most one line. That is, if T 
contains lines (i, j) and (i’, j’) then i # i’ and j#j’. 
(ii) No pair of lines can “cross.” That is, if T contains lines Ii, j) and 
(i’, j’) then i< i’ iff j< j’. 
It should be clear that any trace T from A to B determines exactly one 
sequence of edit operations which transforms A to B (ignoring the order of 
the operations). The cost Cost(T) of a trace T is defined to be equal to the 
100 PAUL HELMAN 
cost of the corresponding sequence of operations. Note that it is not the 
case that the operations of every edit sequence corresponds to a trace. The 
structural restrictions of a trace limit the correspondence to “canonical” 
edit sequences. 
The significance of traces is that there is always at least one trace from A 
to B that corresponds to a least cost edit sequence from A to B. That is, if 
T* is a least cost trace from A to B, then 
Cost( T*) = min{Cost(S) I S is an edit sequence from A to B} = &A, B). 
6(A, B) therefore can be computed by constructing a least cost trace from 
A to B. However, since the number of possible traces from A to B is 
exponential in the length of the strings, it is not feasible to explicitly con- 
sider every trace. The dynamic programming solution constructs a least 
cost trace while inspecting only O(nm) “subtraces,” where n = length(A) 
and m = length(B). 
To apply the principle of optimality, we must consider how a trace can 
be decomposed into subtraces. If T is a trace from A to B, then T can 
always be broken into two disjoint subtraces T, from A [ 1 ... i] to 
B[l...j] and T, from A[i+ 1 . ..n] to B[j+ 1 . ..rn]. for some 1 <i<n, 
16jQm such that i<n orjcm, i.e., A[i+ 1 ...n] and B[j+ 1 . ..rn] are 
not both the null string. 
AC1 . ..3]. a b c A[4...5]: de 
i 
,/ 
BC1 . ..2]. a d B[3...3]: ,: 
T, T2 
The traces are disjoint in the sense that no line joins a character in 
A[1 . ..i] to a character in B[j+ 1 ... m] and no line joins a character 
from A[i+ 1 ..a n] to B[ l... j]. It is apparent that 
Cost(T) = Cost( T,) + Cost( T,). 
The principle of optimality, applied to traces, states that 
If T is a least cost trace from A to B and T can be decomposed into 
disjoint traces T, from A[ 1 ... i] to B[ 1 .. . j] and T, from 
A[i+ 1 . ..n] to B[j+ 1 . . . m], then T, must be a least cost trace 
from A [ 1 . . i] to B[ 1 . . . j] and T2 must be a least cost trace from 
A[i+ 1 . ..n] IO B[j+ 1 . ..rn]. 
In order to efficiently apply this principle of optimality, a final obser- 
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vation is needed. Any trace T can be decomposed in at least one of three 
standard ways: 
(1) If T contains a line joining A[n] to B[m] then T can be decom- 
posed into T, from A[l...n- l] to B[l...m- l] and T, from A[n] to 
B[nz]. In this case Tz consists of a line joining A[n] to B[m]. 
(2) If T contains no line touching B[m] then T can be decomposed 
into T, from /1[1... n] to B[ 1 ... m - l] and T, from 4 to B[m]. In this 
case T, contains no lines. 
(3 ) If T contains no line touching A [n] then ,T can be decomposed 
into T, from A[ 1 “‘II - l] to B[m] and T, from A[n] to 4. In this case 
T, contains no lines. 
NOW. A consequence of the restriction that no lines of a trace cross is 
that if T contains lines touching both A[n] and B[m], then A[n] and 
B[m] in fact must be joined by a (single) line. Therefore, any trace T will 
be in at least one of these three forms. 
It follows from the principle of optimality and the above observation 
about trace decompositions that an optimal trace T* from A to B is always 
constructable from one of three pairs of optimal subtraces: 
( 1) T* = T:. T:, where T: is an optimal trace from A [ 1 . II - I ] 
to B[ 1 . tn - l] and T: is the trace from A[tz] to B[m] consisting of a 
line joining these characters. 
(2) T*=T:.Tf, where T: is an optimal trace from A[l...n] to 
B[l .‘. m - l] and TT is the trace from 4 to B[tn] consisting of no lines. 
(3) T* = T:. T;, where T: is an optimal trace from A[ 1 .. tz - I ] 
to B[l... tn] and Tt is the trace from A[n] to 4 consisting of no lines. 
Letting T(i, j) denote the cost of a least cost trace from .4[ 1 ... i] to 
B[ 1 . ..j] we obtain the functional equations 
T(0, 0) = 0 
Vi, 0) = 1 y(A[i] + A), 
k=l 
for 1 <i<n 
TiO,.j)= i y(A + NA L for 1 <jdtn 
h=l 
T(i, j)=min(T(i- 1, j- l)+y(A[i] + B[.j]). for I di6n: l< j<<z 
TCi,.j- l)+y(A -+ B[j]), 
T(i- 1, j)+y(A[i] -A);. 
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T(n, m) = @A, E) can be computed iteratively as 
BEGIN 
T[O, O] := 0 
for i := 1 to n do 
z-[&O] := T[i- l,O] +y(A[i] -,A) 
forj:=l to m do 
T[O, j] := z-co, j- 1-J + y(A + E[j]) 
for i:= 1 to n do 
forj:=l tomdo 
T[I’,j] :=min( T[I’- l,j- l] +y(A[i] -B[j]), 
~CLj-~I+y(~+~Cjl) 
T[i- l,j] +Y(A[i] -A), 
1 
END 
This dynamic programming algorithm requires only O(nm) time. 
Several important problems in computer science require the construction 
of an “optimal” binary tree. Applications include those in which binary 
trees correspond to structures for data storage and to operand associations 
for the evaluation of an algebraic expression. We shall briefly describe these 
two applications and illustrate how the principle of optimality has been 
used to obtain an efficient dynamic programming algorithm for building 
optimal binary trees. 
A common problem in information storage and retrieval requires that we 
store a collection of data records so that we can efficiently retrieve the 
record that matches a specified key value. A binary search tree is a structure 
often used for this problem. (See Fig. 1.) 
FIG. 1. A binary search tree. 
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DEFINITION. Binary tree T is a binary search fret’ if 
(i) T is empty (it contains no nodes), or 
(ii) the record in the root of T has a key value greater than all the 
key values in T’s left subtree and less than all the key values in T’s right 
subtree. In addition, the left subtree of T and the right subtree of T must 
each be a binary search tree. 
If a collection of records is stored in a binary search tree T, we can 
search for a given key value with the following recursive algorithm: 
Search( T, K) 
I’* Search binary search tree T for record with key value K *: 
BEGIN 
if T is empty then 
KEY VALUE NOT PRESENT 
else if key of the record R in the root of T is equal to K then 
RETURN RECORD R 
else if key of the record R in the root of T is greater than K then 
Search(left subtree of T, K) 
else Search(right subtree of T, K) 
END 
Observe that a record’s position in the tree affects the speed with which 
the Search algorithm will locate it-the number of comparisons required to 
locate record R is equal to the level of R in the tree (the root is at level 1, 
its children are at level 2, and so forth). Since many binary search trees are 
possible for a given collection of records, an optimization problem arises: 
OPTIMAL BINARY SEARCH TREE PROBLEM. Given a collection of records 
R,, R2, ..., R,V with key values K,, Kz, ., K, and probabilities p, that 
K, will be requested, find the binary search tree T which minimizes the 
expected search time 
1 p? (level of Ri in T). 
r=l 
(For simplicity we are considering the cost of only successful searches. 
Typically, failure probabilities are also taken into account.) 
A second “tree problem” involves the evaluation of an algebraic 
expression. Consider the expression 
A,@A2@ ... @A,,. 
Assuming that the 0 operator is associative. the grouping of the operands 
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does not affect the value of the expression. However, in many applications, 
the grouping can have a significant effect on the cost of the evaluation. A 
well-known example of this occurs when the operands Ai are matrices and 
0 is matrix multiplication. The problem also arises in query evaluation for 
relational databases. Here, the operands A ; are relational tables and @ is a 
join operator [28]. 
We can represent an association of the algebraic expression 
A,OA*O ... @A, as a binary tree. The leaves of the tree are the operands 
Ai, ordered left-to-right from A, to A,. Each internal node N represents 
the result of applying @ to N’s two children. For example, Fig. 2 shows 
two different association trees for evaluating A, 63 A2 0 A,. The 
optimization problem is to find a least cost association tree. 
We now consider a solution to these tree problems. The number of 
binary trees with n nodes is equal to the nth Catalan number C, %4’/ 
(rrl!* * n312) [20]. There is a one-to-one correspondence between the set of n 
node binary trees and the set of binary search trees for a given collection of 
n records; similarly, it can be shown that the number of association trees 
for n operands is approximately equal C,, [22]. It thus is certainly not 
feasible to solve these problems by explicitly examining every solution, 
unless n is extremely small. Fortunately, the principle of optimality has 
been applied to develop a very efficient dynamic programming solution to 
these tree problems. 
The principle of optimality for binary tree problems (Fig. 3) takes the 
general form 
If T is an optimal tree for the entire problem, then the left subtree 
T, and the right subtree T, must be optimal trees for their sub- 
problems. 
For example, if T is an optimal binary search tree, then T, must be an 
FIG. 2. Two association trees for A, * A2 * A,. 
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?A ATL TR is optimal is optima 
Optimal Tree T 
FIG. 3. Principle of optimality for binary tree problems. 
optimal binary search tree for the records that are in the left subtree of T, 
and T, must be an optima1 binary search tree for the records that are in 
the right subtree of T. 
The principle of optimality leads to the development of a dynamic 
programming solution which, at successive iterations, builds optimal trees 
by combining optima1 subtrees; the only work required at each iteration is 
determining which optima1 subtrees should be combined to form the new 
tree. We shall explicitly consider the details of the solution to the matrix 
association problem [l, 51; the dynamic programming solution to the 
optimal binary search tree problem is quite similar. See [20] for details. 
The cost of an association of the matrix product A, * ... * A,, is 
measured by the number of scalar multiplications required in its 
evaluation. For simplicity, assume that multiplying an N x M matrix by an 
Mx P matrix requires N * M * P scalar multiplications; no conceptual 
change is required in the solution if a more efficient matrix multiplication 
algorithm (e.g., Strassen multiplication) is employed. Let DIM(i) represent 
the dimensions of the matrices, that is, A, has DIM(i - 1) rows and DIM(i) 
columns, for 1 d id n. Thus the cost of the multiplication .4, * ;4, + , is 
DIM(i- 1) * DIM(i) * DIM(i+ I). 
The dynamic programming solution constructs a least cost tree for 
A, * A, * .. . * A,, by constructing least cost trees for subexpressions 
A, * rl,, , *... * Ai. For 1 <i<,jdn, let 
T, = the least cost association tree for A, * A, + , * * .4, 
C,i = cost( T,). 
We apply the principle of optimality to obtain the recurrence 
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cii=o for 1Qidn 
C, = min Cik + Ck+ ,,i 
i<k-cj 
+DIM(k- 1) * DIM(k) * DIM(k+ l), 
for 1 <i<j<n. 
The optimal tree T, has T, as its left subtree and Tk + ,,i as its right sub- 
tree, where k is the minimizer of the recurrence. 
The following iterative algorithm computes C,,. The value of the 
minimizer at each step is stored in the array MinK[i, j]; from this the 
optimal tree easily can be constructed. 
BEGIN 
(initialize) 
for i:= 1 to n do 
BEGIN 
C[i, i] :=o 
MinK[i, i] := i 
END 
for ExpLen := 2 to n do 
BEGIN 
(find an optimal tree for each subexpression containing ExpLen 
matrices ‘, 
for i:= 1 to (n-ExpLen+ 1) do 
BEGIN 
j:=i+(ExpLen-1) 
{compute cost of T, and find its root } 
C[i,j] :=min{C[I’, k] +C[k+ l,j] 
+DIM[k-l]*DIM[k]*DIM[k+ l])i<k<j} 




This dynamic programming algorithm requires O(n3) time to find the 
optimal association tree for an expression containing n matrices. 
We conclude this section with a type of application of a somewhat dif- 
ferent spirit. Though the principle of optimality was stated for optimization 
problems, there are several non-optimization problems in computer science 
whose solutions are based on a generalized version of the principle. These 
applications include language recognition [S, 22, 303 and probability 
calculations [9]. We shall briefly illustrate with the former problem, as its 
solution closely parallels the solution to the matrix association problem. 
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A grammar consists of a set of production rules of the form 
L,L,... L,+ R,R,... R,. 
Symbols which appear only on the right-hand side of production rules are 
called terminals (they cannot be expanded) and those which appear on 
either side are called nonterminals. A special symbol S is the start symbol. 
The language generated by a grammar is the set of strings over the terminal 
symbols which can be obtained from S by a finite number of applications 
of the production rules. The language recognition problem for a grammar G 
is to determine if a given string is a member of the language L(G) 
generated by G. 
Grammars are important in computer science because they often are 
used to specify the rules of syntax for machine processable languages (e.g., 
programming languages and user interface languages). Many such gram- 
mars have special structures that can be exploited by their recognition 
algorithms. Conte.ut:free grammars restrict production rules so that there is 
a single nonterminal on the left-hand side of each production rule. A well- 
known result is that any context free grammar is equivalent to some con- 
text-free grammar in which all production rules are of the further restricted 
form 
where X, W, and Y are nonterminal symbols and P is a terminal symbol. 
Such a context-free grammar is said to be in Chomsky Normal Form. 
The language recognition problem for a grammar G in Chomsky Nor- 
mal Form can be solved by a dynamic programming approach closely 
paralleling the solution to the matrix association problem. First observe 
that any generation of a string from the production rules of G can be 
represented by a strictly binary derioation tree (see Fig. 4). For example, if 
G contains the production rules A -+ BC. B + DE, D + u, E -+ h, and 
C --, c, then the following is a derivation tree for ahc. If nonterminal X is at 
the root of a derivation tree for string Z= z, ... :,I, then X can generate Z. 
Therefore, Z is in L(G) iff there is a derivative tree for Z rooted at start 
symbol S. 
The dynamic programming recognition algorithm applies the following 
form of the principle of optimality to efficiently construct derivation trees: 
T is 11 derivation tree .for zi. z, iff these s>wzhols label the leaves of 
T and 
( 1 ) the left subtree T, qf T is u derivation tree.for the s~wbols 
labeling its leaves, 
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FIG. 4. A derivation tree for abc. 
(2) the right subtree T, of T is a derivation tree for the syn- 
bols labeling its leaves, and 
(3) the production rule X + Y, Y, is in G, where X is the root 
of T and Y, and Yz are the roots of T, and T,. 
The dynamic programming solution constructs the set of derivation trees 
for substrings zi. . . zj of Z from the sets of derivation trees for zi.. . zk and 
zk+l”‘zi, for each i < k < j. Letting T,. denote the set of derivation trees 
for zi”’ zj, the principle of optimality yields the following recurrence: 
For l<idn, 
Tii = {tree T 1 T consists of a single node containing X -+ zi, 
where this is a production rule in G} 
for 1 <i<j<n 
J-1 
T, = u {tree TJ T, is left subtree of T and T, is right subtree 
k=i 
T, is in Tik 
T,isin TkcLJ 
root of Tproduces roots of T, and TR ). 
T,, can be computed in O(n3) time by an algorithm very similar to the 
one previously presented for the matrix association problem. 
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3. INTRACTABLE PROBLEMS AND THE PRINCIPLE OF OPTIMALITY 
The most important determinant of whether a proposed algorithm is a 
satisfactory solution to a given problem is whether or not the running time 
of the algorithm is bounded by a polynomial function of the problem size 
(e.g., the number of characters in the word to be corrected, the number of 
matrices to be multiplied). If no polynomial bound exists, the algorithm 
requires an amount of time exponential (or worse) in its problem size, 
which, in practice, makes the algorithm unusable for all but the smallest 
instances of the problem. The distinction between a polynomial and 
exponential time algorithm is not one of horc quickly and cheaply it cun 
obtain the solution; for all but the smallest problem instances. the dis- 
tinction is whether or not the algorithm can be used at all. 
The problems presented in the previous section share the characteristic 
that they possess very large solution spaces, yet are solvable quite 
efficiently by dynamic programming algorithms. To be more precise, the 
problems considered have a number of candidate solutions exponential in 
their sizes; their dynamic programming solutions, however, need consider 
only a polynomial number of partial solutions. In contrast. this section con- 
siders problems for which there is apparently no method for producing an 
optimal solution without inspecting an exponential number of possibilities. 
Though these problems are, in the general context, intractable, algorithms 
based on the principle of optimality have afforded limited success in coping 
with some of them. 
One of the most significant results of theoretical computer science was 
the identification of the class of problems know as nondeterministic 
polynomial time complete (NP-complete) [6, 181. If a problem Q is 
NP-complete it means that 
1. Q can be solved in polynomial time by a nondeterministic 
algorithm (Q is in NP). 
2. Q is “at least as difficult” as any other problem in NP (Q is 
complete for NP). 
The significance of the class NP-complete is that problem Q’s membership 
in it is considered by most to be almost iron-clad evidence that no sub- 
exponential time algorithm can exist for solving Q. The existence of a 
(deterministic) polynomial time algorithm for any NP-complete problem 
would imply the existence of a (deterministic) polynomial time algorithm 
for euery problem in NP (that is, P= NP), an eventuality that would 
greatly surprise most computer scientists. Unfortunately, a great number of 
important problems are NP-complete. Garey and Johnson [8] present an 
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excellent introduction to the theory of NP-completeness. Many of the ideas 
discussed in this section are more fully developed in their book. 
The problems in NP are decision problems, with answers of either YES 
or NO. For example, the travelling salesman decision problem asks if a 
graph contains a tour of cost less than or equal to some bound B. Of at 
least as much practical importance as the decision problems are their 
associated optimization problems. The travelling salesman optimization 
problem is to find a least cost tour through a graph. The optimization 
problem associated with an NP-complete decision problem belongs to a 
class known as NP-hard problems. An NP-hard optimization problem 
clearly is at least as difftcult as its decision problem, since a polynomial 
time solution to the optimization problem easily could be converted to a 
polynomial time solution to the decision problem. (In fact an NP-complete 
decision problem and its corresponding NP-hard optimization problem 
are, in general, of equivalent difficulty; the existence of a polynomial time 
solution to the optimization problem usually would follow immediately 
from the existence of a polynomial time solution to the decision problem.) 
What can one do when faced with an NP-complete or NP-hard 
problem? We shall consider two techniques that have been successful in 
producing “acceptable” solutions to many such problems. These techniques 
lead to pseudo-polynomial time algorithms and approximation algorithms, 
two types of algorithms which often rely heavily on the principle of 
optimality. We begin with an example of a pseudo-polynomial time 
algorithm described in [S]. 
Though there is almost certainly no algorithm that will run in 
polynomial time for all instances of an NP-complete problem, it may be 
that we can devise an algorithm that will run in polynomial time for all 
naturally occurring instances of the problem. For example, consider the set 
partition problem. We are given a set of objects .+I = {a,, a,, ., a,z t and 
positive integer weights \i!, , )v,, . . ., ~3, for the objects. The problem is to 
determine if A can be partitioned into two sets such that the sum of the 
weights of the objects in the sets are equal. That is, determine if there exists 
a set SC A such that 
c (weight )t’i of ai) = c (weight IVY of a,). 
(I, E s u,t.4-S 
Observe that there are 2” different ways to partition A into two sets, and 
thus the brute force approach of testing every partition will require time 
exponential in the number of objects. In fact, it is well known that the par- 
tition problem is NP-complete. The problem is thus intractable in the 
general context-there is no algorithm that will run in sub-exponential 
time on all of its instances. The NP-completeness of the partition problem 
is, however, somewhat “weak.” When we say that an algorithm is 
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polynomial or exponential we mean that there is a polynomial or exponen- 
tial function f such that for any problem instance of size S, the algorithm 
requires no more than f(S) units of time. The NP-completeness of the par- 
tition problem is tied to the fact that one component of an instance’s 
specification, the magnitudes of the weights H’. can be very great in com- 
parison to the number n of objects in the set A. If, for a particular 
application, we will encounter only instances of partition for which the 
magnitudes of the weights II’ are not so great in comparison to t1 (e.g., 
bounded by a polynomial of n), we are in good shape. We can construct a 
dynamic programming solution that will run in time bounded by a 
polynomial of n for all such instances of the problem. 
The principle of optimality can be used to construct an algorithm which 
solves the partition problem while inspecting only a number of partial 
solutions proportional to n * W, where W= x;~=, )I’,. The strategy is to 
solve a collection of subproblems of the form 
S(i, r)= (s [here a subset of (a,. ..., a,] ttith ~~,eights that sum to exactl~~ L’ ?
Notice that the answer to S(n, w/2) is the answer to the original partition 
problem. ( W is assumed to be even; otherwise there is obviously no equal 
weight partition of ‘4. ) 
The dynamic programming algorithm builds solutions to large problems 
from solutions to smaller ones. If the answer to S(i- 1, 1%) is YES. then the 
answer to S(i, /1) is YES-the same subset of {a,, .‘., CI, , ) which sums to 
I’ is a subset of {a,;..,a, , , ai) which sums to L’. If the answer to 
S(i- 1. I’) is NO, we need to consider the effect of now being able to 
include (7, in a subset. This new object allows us to sum to L’ iff 
S(i- 1, I’ - it.,) has answer YES-to obtain a subset of {(I,, ...7 u, , , (I,) 
with weights summing to ~7, we start with the subset of :(I,, ..., a, , 1 
which sums to I’ - II’, and add a, to this set. 
We thus have a relationship between subproblem solutions based on the 
principle of otimality: 
S(i. I,)= S(i- 1. ~1) OR S(i- 1. I‘- H,,). 
That is, S( i, 1’) has answer YES if and only if either S( i - I, t.) or 
S(i- 1. 1’ - n’,) has answer YES. This relationship is used to construct an 
iterative algorithm for computing S(tz, W/2). 
BEGIN 
i initialize ) 
for c := 0 to IV do 
if (c=O) or (c=~t’,) 
then S( I, o) := YES 
else S( I, r ) : = NO 
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for i:=2 ton do 
for u:=O to;do 
if (u > wi) 
then S(i, u) :=S(i- 1, D) or S(i- 1, u-wi) 
else S(i, u) := S(i- 1, u) 
END 
It is apparent that the running time of this algorithm is proportional to 
the number of values S(i, j) computed, and that this number is on the 
order of n * W. This is not, however, a polynomial time solution to the par- 
tition problem because n * W might not be polynomial in the problem size. 
Formally, the size of a problem instance is measured by its “length.” 
Typically this length naturally reflects the parameters of the problem (e.g., 
the number of objects). However, when large integers are part of a problem 
instance’s pecification, the correspondence might not be quite so natural. 
The disparity is a result of the fact that the mug&&e of an integer X 
can be exponential in the number of symbols used to represent X in the 
instance’s specification. (If a base ten representation is used, then only n 
symbols are required to represent an integer of magnitude up to 10” - 1.) 
In the partition problem, for example, part of an instance’s pecification 
are the weights ivi of the objects. Since W is at least as large as any of the n 
weights, the size of an instance is no more than O(n * log W). Thus, for the 
class of instances of the problem for which the magnitude of W is exponen- 
tial in n, no polynomial of the problem size, n * log W, bounds the running 
time, n * W, of the algorithm. Therefore, the dynamic programming 
algorithm is, in the theoretical sense, an exponential time algorithm for the 
partition problem. Despite this fact, the dynamic programming algorithm 
could be quite efficient in practice. If we have an application where the 
object weights neve+ exceed some constant k, then the dynamic program- 
ming algorithm will be quadratic in the problem size (i.e., on the order 
k * n’). Even if the magnitude of the object weights are polynomial in the 
number of objects (bounded by n“, for some integer d) the running time of 
the algorithm will be polynomial in the problem size (i.e., on the order 
&+2 1. 
An algorithm such as this is said to be a pseudo-polynomial time 
algorithm. A pseudo-polynomial time algorithm runs in polynomial time on 
the class of problem instances for which the magnitude of any integer in the 
instance is restricted to be polynomial in the length of the instance. 
Pseudo-polynomial time algorithms-many of which are based on dynamic 
programming and the principle of optimality-are often quite acceptable, 
since they efficiently solve what may well be all the naturally occurring 
instances of a problem. 
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A tact frequently adopted when confronted with an NP-hard 
optimization problem is to construct an approximation algorithm. The goal 
is an algorithm which runs in polynomial time on all instances of the 
problem (it is a true, rather than pseudo, polynomial time algorithm) and 
produces a solution with a value that is within a prescribed degree of 
accuracy of the value of the optimal solution. The principle of optimality 
and dynamic programming are often the primary ingredients of this type of 
solution. 
The most desirable type of approximation algorithm for NP-hard 
problems is a fully polynomial approximation scheme (FPAS) [S, 161. An 
FPAS for a problem Q is an algorithm which, given an instance I of Q and 
a desired degree of accuracy E (0 < E < 1) as input, produces a solution with 
value V such that 
Iv*- b’I+ 
v* ” 
where V* is the value of the optimal solution. The algorithm is required to 
run in time bounded by a polynomial of (Size(l), I/E). General discussions 
of techniques for constructing FPASs can be found in [ 11, 17, 251. The 
following example illustrates several of these techniques. 
Consider the O/l knapsack problem, a well-known NP-hard optimization 
problem which generalizes the set partition decision problem previously 
discussed. An instance of the O/l knapsack problem consists of a set of 
objects .(x,:.., x,,), a value 11~ and a size si for each object xi, and a 
capacity B (the tli, si, and B are nonnegative integers). The problem is to 
select a subset of the objects (by assigning the value 1 to each -K, selected 
and the value 0 to each .yi not selected j so as to maximize 
;g, 0, * -Kr, subject to ;g, s, * -K, 6 B. 
An FPAS for the O/l knapsack problem is obtained by modifying a 
dynamic programming algorithm that computes the exact optimal solution. 
For 0 < k ,< n, Sk denotes a set of ordered pairs of integers (0, s). The pair 
(1’, s) is in Sk if and only if there is a O/l assignment o -K,. .‘., sx- such that 
(i) If;=, 0, * .K, = 11, 
(ii) ~~=L.ri*.~r=~, 
(iii) s<B. 
In other words, SI, consists of the value and size of each feasible partial 
solution which uses only objects from the set I-K,. “.. ,K~). 
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A dynamic programming algorithm computes Sk from the functional 
equations 
so= uo, w 
Sk=Sk-,u {(u+o~,s+s~)((u,s)ES~-, and s+s,<f?), 
for l<k<n. 
Unfortunately, the time required by an algorithm based directly on this 
recurrence is exponential in the number of objects n, since, for each k, S, 
can double in size from Sk _ , . 
The efficiency of the algorithm can be improved greatly by appealing to 
the principle of optimality to prune “suboptimal” pairs (u’, s’) from the sets 
Sk. Define the relationship 4 by 
(0, s) < (u’, s’) iff u=v‘ and SGS’. 
Suppose Pk and P; are partial solutions using objects from only 
{XI/.., xk}. Further, suppose that Pk has value u and size s, Pi has value 
t” and size s’, and (u, s) G (u’, s’). If Pi. E is a feasible completion of P; 
(i.e., E is a selection of objects from (xk + 1, . . . , x,,} ) it follows that Pk . E is 
a feasible completion of P, (since s < s’) and that the values of Pk. E and 
Pi. E are identical (since u = u’). Consequently, if Sk contains pairs (u, s) 
and (u’, s’) such that (t’, s) 4 (u’, s’), (u’, s’) does not need to be “carried 
along”-the partial solution Pi it represents is suboptimal in the sense that 
it can lead to an optimal solution only if the partial solution P, represented 
by (u, s) can also. 
This comparability relation can be used to prune each Sk so that it con- 
tains no elements which agree on their value coordinates. Since there are at 
most V = zy= , uk distinct values that can be attained by the possible par- 
tial solutions, the upperbound on the size of the sets Sk is reduced from 2” 
to min(2”, V). However, this upperbound is still not polynomial in the 
length of the problem instance ( V is not necessarily polynomial in 
in * log V). Thus, this approach can lead only to a pseudo-polynomial time 
algorithm (though it would produce the exact optimal solution). 
To obtain an FPAS (which, recall, is polynomial in the sizes of all 
instances of the knapsack problem), the principle of optimality must be 
“relaxed.” 4 is an exact comparability relation in the sense that (u, s) 6 
(tl’, s’) implies (u’, s’) cannot be extended into a complete solution that is 
any better than (0, s). We also can consider an “approximate” com- 
parability relation 5. The idea is to define 5 in such a way that 
(u, s) 5 (L)‘, s’) implies that (o’, s’) cannot be extended into a complete 
solution that is significant/y better than (a, s). The trick is to trade-off a 
small amount accuracy (small enough so that the solution produced is 
within the accuracy range prescribed by E) in order that the sizes of the S,‘s 
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be decreased enough so that the algorithm is guaranteed to run in 
polynomial time. 
Define the “approximate” comparability relation 5 by 
(u,.s)~(LJ’,s’) iff IL’-u’~<~ and s < s ‘. 
where A depends on E in a manner described below. This relation preserves 
the property of < that any feasible way of extending the partial solution 
represented by (II’, s’) is also a feasible way of extending the partial 
solution represented by (cl, s). However, the extension of (u’, s’) can now 
have a value up to d higher than the corresponding extension of (tl, s). 
An FPAS for the knapsack problem is obtained by using a 5 relation to 
prune the sets Sk, with A depending on the specified degree of accuracy c. 
The algorithm iteratively constructs each set S, from S/, ~, using the 
original recurrence 
so= {(O, 0)) 
s,=.s-,u {(L’+L’k, s+s,)I(a.s)~S~~, and s+s,<B). 
for l<kdn. 
Once the set S, is obtained from Sk ~, , the 5 relation is applied to prune 
“approximately” suboptimal solutions. The pruning of each Sk must be 
implemented in such a way that (i) it requires time polynomial in the n. 
and (ii) when S,, is computed it is guaranteed to contain a (/I”, s,,) with the 
property that 
) v* - u,I 
V* 
< E. 
One technique for pruning the sets Sk is known as interval partitioning. Let 
c: denote the largest value coordinate in Sk (just after Sk has been com- 
puted from Sk ~ ,). Partition the interval [0, L’:] into subintervals of size 
(t’z * s)/n (the last subinterval may be smaller). The set Sk is then par- 
titioned according to which subinterval the value coordinate of each of its 
elements falls into. Within each partition cell C, the relation 5 (with 
d = (0: *6)/n) is applied to discard all elements of C except the element 
with the minimum second coordinate value. When the pruning is complete, 
each of the rFZ/El cells of Sk will contain at most one element. 
Since Sk has size at most 2 *m/s] before it is pruned, the pruning can be 
accomplished in time O(rn/s]*). The total time of the algorithm (to com- 
pute and prune the n sets S,) is thus bounded by a low-order polynomial 
of (n, l/e). Further, the solution (u,, s,) produced by the algorithm (0, is 
the highest value coordinate in S,) meets the accuracy requirement. If 
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(II’, s’) is pruned from partition cell C of Sk, there remains in C an element 
(u, s) such that (u, s) 5 (u’, s’). Thus, after the pruning, Sk contains at least 
one element (u, s) for each (u’, s’) that was removed from Sk, such that 
(u, s) can be extended into a solution that is within (ut * s)/n of the best 
extension of (v’, s’). Since the pruning procedure is applied n times, with 
each interval of length no more than (V* * s)/n, the value ~1, of the solution 
produced by the algorithm is within V* * E of the optimal. Hence the 
requirement 
I v* - %I 
v* GE 
is satisfied. The algorithm is therefore an FPAS. 
Unfortunately, not all NP-complete and NP-hard problems posses 
pseudo-polynomial time algorithms or FPAS’s. A subclass of NP-complete 
(-hard) problems, known as strongly NP-complete (-hard) problems, has 
been identified. If a problem Q is NP-complete or NP-hard in the strong 
sense, the existence of either a pseudo-polynomial time algorithm or of an 
FPAS for Q would imply that P= NP [7, 81. (The result ruling out an 
FPAS for a problem which is NP-hard in the strong sense applies so long 
as the value of each instance’s optimal solution is polynomial in the instan- 
ce’s length and the magnitude of its largest integer. This is a requirement 
that is almost always satisfied.) 
The traveling salesman problem is a classic example of a problem which 
is NP-hard in the strong sense. Given a directed graph G = (V, E) and a 
nonnegative integer cost for each edge, the problem is to find the least cost 
tour through G. The fact that traveling salesman problem is NP-hard in the 
strong sense implies that it possesses neither a pseudo-polynomial time 
solution nor an FPAS. In fact, the problem of simply determining if the 
graph G contains any tour at all is NP-complete. 
A problem, such as traveling salesman, which is NP-hard in the strong 
sense presents algorithm designers with little hope of obtaining a solution 
that is satisfactory outside of limited contexts. For example, the well- 
known dynamic programming solution to the traveling salesman problem 
[ 1 l] has a running time on the order of n2 * 2”, where n is the number of 
vertices in the graph. The dynamic programming solution affords only a 
slight increase in the maximum solvable problem size over the brute force 
solution of inspecting all n! tours. All approximation algorithms for the 
traveling salesman problem also leave much to be desired. It has been 
shown [26] that any polynomial time approximation algorithm for the 
traveling salesman problem must have an unbounded performance ratio 
(assuming that P # NP and that no additional restrictions are placed on 
the graph’s edge costs). 
THE PRINCIPLE OF OPTIMALITY 117 
4. FORMALISMS AND FRAMEWORKS 
Bellman’s statement of the principle of optimality was quite generic [Z]. 
Though this generality has made the principle applicable to a wide range of 
problems, it has also made it less than amenable to mathematical analysis. 
There has been considerable effort on the part of researchers in computer 
science, operations research, and related fields to develop formal models of 
algorithms based on the principle of optimality. We can identify at least 
three different (though related) goals of these models: 
(i) To provide a framework in which a wide variety of com- 
binatorial optimization problems can be stated. Such frameworks allow 
axioms capturing the principle of optimality to be tested against a given 
problem so as to formally establish the correctness of algorithms based on 
the principle. 
(ii) To provide a framework in which classes of algorithms, such as 
dynamic programming, can be studied. This allows researchers to obtain 
results categorizing classes of problems which are solvable by dynamic 
programming algorithms, and to explore the complexity of such solutions. 
(iii) To provide guidance to the algorithm designer in applying the 
principle of optimality to the construction of new solutions. An ultimate 
goal would be to incorporate the models into software that helps the 
algorithm designer generate dynamic programming solutions. 
One of the earliest and most important of these models was developed 
by Karp and Held [19]. This model has two components, the discrete 
decision process (ddp) and the sequential decision process (sdp). The ddp is 
a framework in which problems are stated, and the sdp is a finite state 
automaton-based model of the solution process. 
The ddp is a triple (Z, S, f), where 
Z is a finite set, or alphabet of “primitive decisions” 
S is a set of feasible policies over L 
,f is an objective function f: S + {Reals ). 
The perspective of a ddp is that the objects under consideration are 
sequences, or strings d, d, . dk of primitive decisions called policies. S c Z* 
(Z* denotes the set of all strings over Z) is the set of feasible policies, i.e., S 
is the problem’s solution space. The optimization problem requires that we 
find the policy in S which minimizes the objective functionf: 
The first step in constructing a dynamic programming solution to a ddp 
is to represent it as a sequential decision process (sdp). The basis of an sdp 
is a finite automaton. A finite automaton consists of five components: 
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C is a finite input alphabet 
Q is a finite set of states 
q,, E Q is the initial state 
Fc Q is the set of final states 
L is the state transition function 1: Q XC + Q. 
A finite automaton takes a string a, a,. . * ak E C* as input and, after begin- 
ning in state qo, applies the transition function 1 to each ai in turn. The 
subset L c C* of strings which leave the automaton in a final state of F is 
called the language of the automaton, i.e., the language of an automaton is 
the set of strings XEZ* such that l(qo, X)E F (1 is extended to Q XZ* in 
the obvious way). 
In order for an sdp to represent a ddp, its finite automaton must be 
augmented with a cost function that “corresponds” to the objectivef of the 
ddp (as we shall indicate, there are two different notions of correspon- 
dence). The cost function h of an sdp is defined on primitive transitions and 
then extended inductively to strings (i.e., to Z*). 
Formally, h is a function 
h.RXQXZ+R. 
h(c, q, a) is interpreted as specifying the cost of the finite automaton 
reaching state il(q, a) by first reaching state q at cost c and then applying 
the transition function to input symbol a. h is extended to L’* by 
h(c,q, n)=c (A is the empty string) 
h(c, q, xa) = h(h(c, q, x), A(q, -u), a). 
Of particular interest is h(c,, q,,, x), where c0 is a (pre-delined) constant 
that specifies the cost of beginning in the initial state qo. h(c,, qo, x) thus 
gives the cost of starting in the initial state and applying the input string x. 
Karp and Held’s notion of how an sdp can represent a ddp is as follows. 
An sdp represents a ddp if: 
(i) The language of the sdp’s automaton is the set S, the set of 
feasible policies of the ddp. 
(ii) The cost function h of the sdp agrees with the ddp’s objective 
function f on every member of S, i.e., h(co, qo, X) =f(x) for all x E S. 
Using this correspondence between an sdp and a ddp, Karp and Held 
presented a rigorous interpretation of the principle of otimality. A 
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monotone sdp (msdp) is defined to be an sdp with cost function h obeying 
the monotonicity property 
(v(q,a)EQx~)c,6c,~h(c,,q,a)6h(c,,q,a), for all reals cl. 1’2. 
The following statement of the principle of optimality holds for any msdp. 
Suppose strings x and J* take the automaton to the same state q, and 
suppose that h(c,,, qO, x) < h(c,, qO, y). Then for an)’ WE I*. if~x. 
is a minimum cost member of S, .w is also a minimum cost member 
of s. 
It follows from this “principle of optimality” that a minimum cost string 
of the automaton’s language S can be found (assuming that a minimum 
cost string exists) by solving the following functional equations which 
specify the minimum cost with which each state in Q can be reached [ 19. 
Theorem I]. 
G(q) = min (h(G(q’), q’, a)lI(q’. a) = q) 1, for q#qO. 
Therefore, if a ddp is represented by a msdp, a solution to the ddp could be 
obtained by solving this recurrence. 
The sdp model is thus able to capture formally Bellman’s principle of 
optimality and generate the functional equations associated with dynamic 
programming. At this juncture one might also expect that this model 
ultimately could serve as the basis of an automated algorithm design aid 
for generating dynamic programming solutions to problems stated as ddp’s. 
However, for this goal to be realizable, at least three fundamental issues 
would have to be resolved successfully: 
I. How can a monotone sdp be constructed to represent an 
arbitrarily given ddp? 
2. If the representation of a ddp by an sdp is not unique, how can the 
“best” representation be obtained? 
3. How can the functional equations generated by a monotone sdp 
be solved in general? 
Karp and Held began to address the first of these issues with a 
“representation theorem” categorizing ddp’s that can and cannot be 
represented as monotone sdp’s [19, Theorem 21. This organization is 
based on a well-known categorization of regular sets (a set is said to be 
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regular if it is the language of some finite automaton). A set L is regular iff 
the relation RL on Z* defined by 
x R, yo [(Vu~C*)xu is in L iff yu is in L] 
has finite rank. 
A necessary condition for a ddp (with set of feasible policies S) to be 
representable by any sdp thus is that the relation R, has finite rank. In 
order that the ddp be representable by a monotone sdp, there must in 
addition exist a right congruence relation - which refines Rs and acts as a 
“comparability relation” for objective f in the following sense: 
If x - y, then one of the following must hold: 
(i) (VuEZ*3xuES) f(xu)<f(yu) 
(ii) (Vu~~*3xu~S)f(xu)kf(yu). 
Karp and Held’s proof gives a method of constructing an msdp from such 
a comparability relation -. 
While Karp and Held categorized the class of ddp’s representable with 
an msdp, the problem of algorithmically determining if an arbitrary ddp 
can be represented by an msdp (and of algorithmically obtaining a 
representing msdp if one exists) remained open. In [13] Ibaraki proved 
this to be an unsolvable problem. That is, there exists no algorithm which, 
given a ddp, can decide if it is representable by a msdp. Therefore, the goal 
of a general, algorithmic problem solving procedure which begins with a 
ddp, transforms it into an sdp, and then solves the associated functional 
equations, was shown to be unobtainable. 
Ibaraki in fact proved this unsolvability result with respect to two dif- 
ferent notions of “representation of a ddp by an sdp.” Ibaraki termed Karp 
and Held’s notion a strong representation, and introduced the notion of a 
t$leak representation. For an sdp to weakly represent a ddp, it is required 
only that the set of optimal policies of the ddp be equal to the set of 
minimum cost strings in the automaton’s language. Weak representations 
are generally regarded as being of more practical importance, since obtain- 
ing the set of optimal policies is usually all that is required. Ibaraki proved 
both the strong and weak representation problems to be undecidable. In 
the remainder of this discussion representation will mean weak represen- 
tation. 
Ibaraki also demonstrated the unsolvability of even the less ambitious 
procedure of obtaining the optimal policies of an msdp that is given a 
priori. In [ 13) it is proved that there exists no algorithm which, given an 
arbitrary msdp as input, can find its optimal set of policies. Consequently, 
the functional equations derived from an msdp, which are considered to be 
the embodiment of dynamic programming, are not solvable by a general 
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procedure. (Ibaraki proved these undecidability results with respect to the 
classes of ddp’s and msdp’s which possess computable cost functions. This 
was necessary since questions regarding the solvability of the optimization 
problem are vacuous when the cost function is not computable.) 
These undecidability results led Ibaraki to consider subclasses of msdp’s 
in the hope of identifying less general, but solvable problems. In [ 121 
Ibaraki defines three such subclasses: loop-free msdp’s, categorized by a 
finite set of feasible policies; strictly monotone sdp’s, categorized by a 
strictly monotone cost function (h satisfies 
(V(q, U)EQ XC) c, <c,=t-h(c,, q, a)<h(c2, q, a), for all reals cl, cl): 
and positively monotone sdp’s, categorized by a positively monotone cost 
function (h satisfies 
(V(q, a) E Q XL) h(c, q, a) 3 c, for all reals c). 
Ibaraki presents a dynamic programming algorithm for each of these 
classes which, given an arbitrary msdp of that class, obtains the set of 
optimal policies. 
The efficiency of these algorithms, as measured by the number of iz 
evaluations they perform, depends on the number of states in the sdp’s 
finite automaton. In [lS] it is shown that the dynamic programming 
algorithms for Imsdp’s and pmsdp’s are optimally efficient in the following 
sense. Given any algorithm A for obtaining the optimal policy of an sdp of 
one of the two classes, there exists an sdp of that class with an n-state finite 
automaton (for any value of n 2 2) for which A must perform at least as 
many h evaluations as the dynamic programming algorithm performs for 
this sdp. Rosenthal [23] strengthened this result for lmsdp’s. He showed 
that the dynamic programming algorithm performs the minimum possible 
number of h evaluations for an)’ lmsdp (certain trivial cases are eliminated 
from consideration). 
These results give efficient methods for obtaining the optimal policies of 
an arbitrary sdp of one of the three solvable classes. The problem of deter- 
mining whether a given ddp can be represented by an sdp from any of 
these three solvable classes is, however, undecidable [12]. On the other 
hand, there do exist algorithms for transforming a given sdp of one of the 
three classes into an equivalent sdp (of the corresponding class) with the 
minimum number of states [ 141. Therefore, if any sdp representation from 
one of the solvable classes can be obtained (e.g., by ad hoc methods), the 
minimization algorithms could be used to “pre-process” the sdp. If the sdp 
is either an lmsdp or a pmsdp, this pre-processing will ensure that the 
dynamic programing solution will perform the minimum possible number 
of function evaluations. 
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Several researchers have proposed models of Bellman’s principle of 
optimality and dynamic programming which are specifically oriented to the 
design and analysis of computer algorithms for finite problems [3, 4, 
10, 241. These models view computations as performing sequences of com- 
parisons between pairs of potential solutions, and dynamic programing is 
identified with a particular class of strategies for performing the com- 
parisons. Several significant results regarding the optimality of dynamic 
programming (with respect to minimizing the number of comparisons per- 
formed) have been obtained. In addition to yielding these theoretically 
important results, some of the models also provide very practical algorithm 
design tools. They allow the principle of optimality to be applied to a more 
general class of (finite) problems than those naturally stated as a ddp, and 
they lead to a more direct implementations of the solutions than does the 
finite automaton-based sdp. 
Bonzon, Bertele and Brioschi, and Rosenthal consider the general 
problem of finding a variable assignment which minimizes an objective 
function of the form 
where each X, is a subset of the set of variables X= {x,, x2, *.., x,}. No 
assumptions are made about the objective except that each xi takes on only 
a finite number of values. The principle of optimality provides the means to 
construct algorithms that avoid explicit comparisons of all assignments to 
the variables in X; dynamic programing is a provably efficient strategy for 
choosing the collection of comparisons to which the principle of optimality 
is applied. 
When the interaction of the variable sets Xi takes the form 
the problem closely resembles a finite ddp and can be solved with a 
traditional, serial dynamic programming algorithm. The principle of 
optimality provides the basis for a “variable elimination” scheme: 
If(x,=v,, .K~=v~;~~,x~~,=v~~,, x =v,) is to bepart of an 
optimal assignment, then the partial assignment (xL = v,, x2 = 
V2,“‘, xk-, =vkPl) must minimize f,(x,,x2)+f2(x2,x,)+ “’ + 
f+ L(.~k- ,, xk) for the fixed assignment (xk = ok). 
The dynamic programming algorithm, at its ith iteration, eliminates xi 
by computing the function 
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hi(xi+ 1) =yJr Chi- Itxi) +.L(-y,7 sy,+ I))3 for Z<i<n- 1. 
Thus hi(xj+,) represents the minimum contribution to the total cost that 
the terms f;, fi, ..., fi can make for a given assignment to x,+ , . In 
addition, each minimizing value of xi is stored, i.e., for each value of +yi + , , 
the associated minimizing value Vi(x,+ ,) of xi is tabulated. After h, ~, has 
been computed, the value x,* of X, is chosen so as to minimize h,, ,(x,~). Y: 
is then used to determine the value x:-, (it has been stored as V,‘,, ,(xz)), 
and so forth until the value of each variable is determined. The time 
required by this dynamic programming algorithm is O(n * D’), where D is 
the domain size of the +yi. 
Bertele and Brioschi and Rosenthal [3, 241 also extensively studied the 
more general minimization problem in which there is no restriction on the 
interaction of the variable sets Xi in the objective 
The principle of optimality as formulated for the serial problem does not 
apply to this more general case. For example, if the objective is 
the optimal assignment o X, cannot be computed as a function of .Y?; the 
optimal assignment o X, now depends on the values assigned to .Y?. s,. 
and -x5. 
Rosenthal [24] developed a framework for studying a general class of 
comparison algorithms for the nonserial problem. Given any subset S of the 
variables, define 
Boundary(S) = {X E S 1 x appears in at least one term .f; 
with a variable not in SJ 
Interior(S) = S - Boundary(S). 
In the example above, Boundary( {x,, x,, ,Y~) = .f s, , sq ). 
The principle of optimality implies that 
It is valid to compare a pair of assignments to the variables in S 
exactly when the assignments agree on the values .for all the 
variables in Boundary(S). 
When this is the case, it can be concluded that the assignment with the 
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higher objective value is suboptimal and all of its extensions can be 
eliminated from consideration. (When computing the objective value of an 
assignment o S, only terms f, satisfying X,C S are considered.) All valid 
comparison algorithms make a sequence of assignment comparisons based 
on this principle of optimality until only one assignment remains. Non- 
serial dynamic programming is a class of comparison algorithms that 
makes its comparisons in a manner that generalizes the variable 
elimination procedure of the serial algorithm. 
To illustrate the nonserial dynamic programing algorithm, again con- 
sider the objective 
Variable x, can be eliminated by computing the function 
Notice that computing this function h is equivalent to making a sequence 
of comparisons of assignments to the variables in {x,, .x2, x4, x5}. Since 
{x1 } is the interior of this set, the principle of optimality implies that for 
each fixed assignment o {x,, x4, x5} (the boundary of the set) different 
assignments to X, can be compared. 
Once h(xz, x4, x5) has been computed, it replaces the terms f, andf, and 
the problem is transformed into one of minimizing 
The remaining variables are then eliminated one-by-one in an analogous 
manner. 
There are objective functions on which the dynamic programming 
algorithm requires time exponential in the number of variables; the general 
problem is NP-hard even when the domain of each xi is (0, 1 }. For many 
objective functions, however, the dynamic programming algorithm will be 
very fast. The two factors determining the efficiency of the algorithm are 
the interaction pattern of the variables in the objective, and the order in 
which the variables are eliminated. When a variable is eliminated it can 
cause a phenomenon known as fill-variables that previously did not appear 
together in a term of the objective appear in the newly computed function h 
(as was the case with x2 -x5 and x4 - x5 in the above example). The order 
in which the variables are eliminated can greatly affect the amount of fill, 
and hence the efficiency of the solution. Several heuristics for finding good 
variable eliination orderings have been developed [3], though there is no 
known algorithm for finding the optimal ordering in sub-exponential time. 
Nonserial dynamic programing is only one of many strategies for apply- 
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ing the principle of optimality to the comparison of partial assignments. In 
[3, 241 various comparison strategies are studied. Rosenthal identified a 
large class of strategies that are particularly amenable to implementation 
by a computer algorithm. These so called nonoverlapping strategies 
(because of the restricted interaction of the variable sets involved in the 
comparisons) in general have substantially less overhead associated with 
their implementation than do other comparison strategies. This overhead 
primarily is the repeated accessing of tabulated information in the course of 
the computation. Rosenthal proved that dynamic rogramming is an 
optimally efficient subclass of nonoverlapping comparison algorithms. 
Specifically, given an objective function with an): variable interaction pat- 
tern, the nonserial dynamic programming algorithm (using an optimal 
variable elimination ordering) will perform as few comparisons as any 
other nonoverlapping comparison algorithm. 
These variable assignment models provide very useful frameworks for 
studying different comparison algorithms. However, they sacrifice much of 
the ddp’s natural perspective that a problem requires the selection of the 
best among several possible “application objects,” such as paths or trees. In 
[lo] Helman and Rosenthal develop a model in which application objects 
play a central role in the statement of a problem and its dynamic program- 
ming solution. The application objects are similar to the strings of a ddp, 
but the “concatenation operator” is not assumed to associate. This allows 
objects, such as binary trees, which do not combine in an associative man- 
ner to be modeled directly. 
Computations are viewed as implicitly enumerating sets of application 
objects. The binary operator @ combines operands of the form (c, Y). 
where Y is a set of objects and c is an object from this set. The operation 
(c, Y)@(c’, Y’) yields (c.c’, Y@ Y’), where c.c’ denotes the “con- 
catenation” of objects c and c’ and Y@ Y’ is the set (c . c’ 1 c E Y and 
(‘IE Yf>. 
In this setting Bellman’s principle of optimality takes the following form: 
Let Y and Y” each be a set of comparable objects, with c the 
optimal object in Y and c’ the optimal object in Y’. Then c. c’ is the 
optimal object in the set YQ Y’. 
A computation performs combinations based on this principle of 
optimality to implicitly enumerate the set of all feasible objects, and, in so 
doing, obtains the optimal object. It is shown that Rosenthal’s result on the 
optimality of nonserial dynamic programming generalizes to this type of 
computation. An instance of this generalized result is that the dynamic 
programming algorithm presented in Section 2 for tree problems is 
optimally efficient when viewed in terms of these combinations. 
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