Abstract. In this paper, logarithmically improved regularity criteria for the NavierStokes/Poisson-Nernst-Planck system are established in terms of both the pressure and the gradient of pressure in the homogeneous Besov space.
Introduction
In this paper, we study the following Navier-Stokes/Poisson-Nernst-Planck system modeling electro-diffusion, which is governed by transport, and Lorentz force coupling between the Navier-Stokes equations of an incompressible fluid and the transported Poisson-Nernst-Planck equations of a binary diffuse charge densities:
x ∈ R 3 , t > 0, ∂ t w + (u · ∇)w = ∇ · (∇w + w∇Ψ), x ∈ R 3 , t > 0, ∆Ψ = v − w, x ∈ R 3 , t > 0, (u, v, w)| t=0 = (u 0 , v 0 , w 0 ),
where u = (u 1 , u 2 , u 3 ) is the velocity field, Π is the pressure, Ψ is the electric potential, v and w are the densities of binary diffuse negative and positive charges (e.g., ions), respectively. The right-hand side term in the momentum equations is the Lorentz force 1 , which exhibits ∆Ψ∇Ψ = ∇ · σ, where the electric stress σ is a rank one tensor plus a pressure, for i, j = 1, 2, 3,
Here ⊗ denotes the tensor product, I is 3 × 3 identity matrix and δ ij is the Kronecker symbol. The electric stress σ stems from the balance of kinetic energy with electrostatic energy via the least action principle (cf. [25] ). For simplicity, we have assumed that the fluid density, viscosity, charge mobility and dielectric constant are unity.
System (1.1) was first proposed by Rubinstein [23] , which is capable of describing electro-chemical and fluid-mechanical transport throughout the cellular environment, we refer the readers to see [1] , [15] , [25] , [26] and the references therein for more details of physical background and applied aspects. Based on Kato's semigroup framework, the local smooth theory of the system (1.1) has been established by Jerome [14] . In more general situation, the global existence of strong solutions with small initial data and the local existence of strong solutions with any initial data in various scaling invariant spaces have been studied by Zhang and Yin [29] , Zhao, Deng and Cui [31] , Zhao and Liu [32] , and Zhao, Zhang and Liu [33] . The Prodi-Serrin type blow up criterion and the BealeKato-Majda type blow-up criterion for local smooth solutions have been established by Zhao and Bai [30] .
Notice that, the first two equations of system (1.1) are the linear momentum equations of incompressible flow, which reduces to the following Navier-Stokes equations if the flow is charge-free (i.e., v = w = Ψ = 0):
and questioned whether the weak solution is regular or smooth for a given smooth and compactly supported initial data u 0 . This problem still remains generally unsolved. In the celebrated work [27] , Serrin introduced the class
) and showed that any weak solution u satisfies
then u is regular on (0, T ], while the limit case p = 3 was covered by Escauriaza et al. [6] . Later on, Beirão da Veiga [2] showed that if the gradient of the velocity ∇u satisfies
then u is still regular on (0, T ]. Since then, many interesting sufficient conditions were proposed to guarantee the regularity of weak solutions, see [8] , [18] , [19] , [22] , [36] and the references cited there.
On the other hand, based on the well-known pressure-velocity relation of the NavierStokes equations (1.3) in R 3 , given by
where R i (i = 1, 2, 3) are the Riesz transforms in R 3 , certain growth conditions in terms of pressure were proposed to ensure the regularity of weak solutions. Chae and Lee [4] showed that if the pressure Π satisfies
then the weak solution u is actually smooth. A similar condition in terms of the gradient of pressure
also implies the regularity of weak solution u as shown by Zhou [35] and Struwe [28] . These two results were subsequently refined by many authors, we refer to [3] , [5] , [9] , [12] and [34] for more details. Recently, Fan et al. [8] proved that if the pressure satisfies one of the following conditions: 10) then the solution u can be smoothly extended beyond time T . Guo and Gala [13] refined the regularity criterion (1.9) to prove that if the pressure satisfies 11) then the solution u is smooth up to time T . Due to the scaling invariant property of the Navier-Stokes equations satisfied, these three regularity criteria can be regarded as an eventual forms in terms of pressure and the gradient of pressure.
For the system (1.1), the global existence of weak solutions of the initial/boundaryvalue problem has been established by Jerome and Sacco [16] , Ryham [24] and Schmuck [26] . Since the Navier-Stokes equations is a subsystem of the system (1.1), the smoothness of weak solutions of (1.1) is also unknown. Some logarithmical improved regularity criteria in terms of the velocity to some more generalized system than (1.1) have been concerned by Fan et al. [7] , [10] and [11] . Motivated by the regularity criteria (1.9)-(1.11) for the Navier-Stokes equations, in this paper, we aim at extending these regularity criteria in terms of pressure and the gradient of pressure to the system (1.1).
The main results in this paper now read:
) and v 0 , w 0 ≥ 0. Suppose that the pressure Π satisfies one of the following conditions: 
, the condition (1.13) in Theorem 1.1 can be superseded by the following condition
which still implies the smoothness of the solution (u, v, w) on (0, T ].
Similarly, logarithmical regularity criterion in terms of the gradient of pressure can be also established as follows. 
(1.14)
Then the local smooth solution (u, v, w) is smooth up to time T . Remark 1.3. If T * < ∞ is the maximal existence time of the solution (u, v, w), then by Theorem 1.2, we have
Remark 1.4. To prove Theorems 1.1 and 1.2, the main crux lies in exploiting the relationship of the pressure Π and the solution (u, v, w), see Lemma 2.6 below. Moreover, for simplicity, we just consider initial data
. As a matter of fact, one can also prove the same result for initial data
The remainder of the paper is organized as follows. In Section 2, we first present the Littlewood-Paley decomposition theory and the definition of the homogeneous Besov space, then we list several crucial lemmas used to prove Theorems 1.1 and 1.2. Section 3 is devoted to derive the crucial a priori estimates of local smooth solutions, while the last section is devoted to the proof of Theorems 1.1 and 1.2. Throughout the paper, we denote by C and C i (i = 0, 1, · · · ) the harmless positive constants, which may depend on the initial data and its value may change from line to line, the special dependence will be pointed out explicitly in the text if necessary.
Preliminaries
2.1. Littlewood-Paley theory and Besov space. We start with the Fourier transform. Let S(R 3 ) be the Schwartz class of rapidly decreasing function, and S ′ (R 3 ) of temperate distributions be the dual set of S(R 3 ). Given f ∈ S(R 3 ), the Fourier transform F (f ) is defined by
More generally, the Fourier transform of a tempered distribution f ∈ S ′ (R 3 ) is defined by the dual argument in the standard way.
We now introduce a dyadic partition of R 3 . Choose ϕ ∈ S(R 3 ) such that ϕ is even,
Moreover, there holds
Let h = F −1 ϕ, where F −1 is the inverse Fourier transform. Then for any f ∈ S ′ (R 3 ), we define the dyadic blocks ∆ j and S j as follows:
Informally, ∆ j is a frequency projection to the annulus {|ξ| ∼ 2 j }, while S j is a frequency projection to the ball {|ξ| ≤ 2 j }.
Let P(R 3 ) be the class of all polynomials of R 3 and denote by S
Next we give the definition of the homogeneous Besov space.
Definition 2.1. For s ∈ R, 1 ≤ p, r ≤ ∞, the homogeneous Besov space is defined bẏ
where
It is easy to verify that the classical homogeneous Sobolev spaceḢ 
with the constant C depending only on p.
, we have
Then there exists a constant C depending only on β, p and q such that the estimate
Actually, we shall use the following specific form of (2.5) by taking s = β = 1, p = 2 and q = 4: 6) which the proof can be found in [13] .
Let us complete this section by presenting the following lemma in terms of pressure and the gradient of pressure which will play an important role in Section 3. Lemma 2.6. Let (u, v, w) be a smooth solution of the system (1.1), Π and Ψ are determined by the momentum (first) equations and the Poisson (fifth) equation of (1.1). Then for any 1 < q < ∞, we have
and
where C is a constant depending only on q.
Proof. Notice that by (1.2), we actually have
Taking ∇· on both sides of the first equations of (1.1), with the aid of the divergence free condition ∇ · u = 0 and the force balance relation (2.9), one can obtain
which yields to
Recall that R i (i = 1, 2, 3) are Riesz operators, the Calderon-Zygmund inequality implies that
The proof of Lemma 2.6 is complete.
A Priori Estimates
The proofs of Theorems 1.1 and 1.2 are essentially based on the following three a priori estimates for local smooth solutions of the system (1.1).
with v 0 , w 0 ≥ 0, and let (u, v, w) be the corresponding local smooth solution to the system (1.1) on [0, T ) satisfying the condition (1.12). Then we have
where C 0 is a constant depending only on u 0
Proof. We first notice that the masses of v and w are conserved, i.e., for every t ∈ [0, T ), there hold:
Moreover, by the maximum principle, we deduce that if v 0 and w 0 are non-negative, then v and w are also non-negative, see [26] for more details.
Step 1: Basic energy estimates Testing the third equation of (1.1) by v, the fourth equation of (1.1) by w, summing up the resulting equalities, and using the fifth equation of (1.1) and the divergence free condition, one can easily obtain
Since v and w are non-negative, we infer from (3.2) that for all 0 ≤ t < T ,
On the other hand, multiplying the first equations of (1.1) by u, the third and fourth equations of (1.1) by Ψ, then integrating over R 3 , with the aid of the fifth equation of (1.1), it can be easily seen that
Subtracting (3.6) from (3.5) and using the fifth equation of (1.1) again, gives us to
Adding (3.4) and (3.7) together, we find that
which yields the L 2 bound of u and ∇Ψ by observing the non-negativity of v and w:
for all 0 ≤ t < T , where C is a constant depending only on u 0 L 2 and
Step 2: L 4 estimate of the velocity Multiplying the first equations of (1.1) by |u| 2 u and integrating over R 3 , after suitable integration by parts, one has
Notice that, by choosing q = 2 in (2.7) and applying (3.3) and (3.9), one has
where we have used the following interpolation inequality:
Thus, after integration by parts, by applying Lemma 2.2 with p = 4, I 1 can be bounded by
For I 2 , by using the fifth equation of (1.1) and the following Hardy-Littlewood-Sobolev inequality with p = 2:
we obtain
where we have used the interpolation inequality:
Moreover, by (2.10), (3.3) and (3.9), one has
Plugging (3.11) and (3.12) into (3.10), and using the above facts and Lemma 2.3, it follows that
By the fact (3.3) and the condition (1.12), one concludes that for any small constant σ > 0, there exists T 0 < T such that
Then applying Gronwall's inequality to (3.13) in the time interval [T 0 , t] for any T 0 ≤ t < T , we conclude that 14) where
Step 3: L 2 estimate for the gradient of velocity field Multiplying the first equations of (1.1) by −∆u, and integrating over R 3 , one has
By applying Young's inequality, J 1 can be estimated as follows: 16) where we have used the interpolation inequality:
L 2 . Moreover, applying the fifth equation of (1.1), (3.3) and (3.9), we bound J 2 as
Plugging (3.16) and (3.17) into (3.15), we obtain
Integrating (3.18) on the time interval [T 0 , t] and using (3.3) and (3.14), it follows that
where C is a constant depending only on u 0 H 1 , (v 0 , w 0 ) L 1 ∩L 2 and T .
Step 4: Higher-order derivatives estimates Taking ∇∆ on the first equations of (1.1), multiplying the resulting equality with ∇∆u and integrating over R 3 , observing that the pressure Π can be eliminated by the incompressible condition ∇ · u = 0, one obtains that
Since ∇ · u = 0, it follows from Lemma 2.4 that
For K 2 , applying the fifth equation of (1.1), (3.3) and (3.9), it follows from the Leibniz's law that
Putting (3.21) and (3.22) together, we deduce that
Taking ∆ to the third equation of (1.1), then multiplying ∆v, after integration by parts, we see that
Applying (3.3) and (3.9), L 1 and L 2 can be bounded by
Taking the above two inequalities into (3.24) gives us to
The bound of w can be derived analogously, thus we get
Now we complete the proof of Lemma 3.1. We conclude from (3.14), (3.19) , (3.23) , (3.25) and (3.26) that
. (3.27) Choosing σ small enough such that 72Cσ ≤ 1, the above inequality (3.27) yields to
For any T 0 ≤ t < T , applying Gronwall's inequality to (3.28), we get
This together with the basic energy estimates (3.3) and (3.9) yield that
where C 0 is a constant depending only on u 0 H 3 , (v 0 , w 0 ) L 1 ∩H 2 and T . We complete the proof of Lemma 3.1.
Similarly, under the condition (1.13), we have the following a priori estimate of local smooth solutions. Proof. Since Lemma 3.2 can be proven analogously to Lemma 3.1, we sketch its proof here. Notice that Riesz operators are bounded in L p (R 3 ) for all 1 < p < ∞, it follows from Lemma 2.6 that 29) which leads to the bound of I 1 by (2.6),
Hence, combining (3.30) with (3.12), it follows that
Under the condition (1.13), one concludes that for any small constant σ > 0, there exists T 0 < T such that
Applying Gronwall's inequality to (3.31) in the time interval [T 0 , t] for any T 0 ≤ t < T , we obtain
Having obtained (3.32), we can follow a similar argument as that in the proof of Lemma 3.1 to get the desired assertion (3.1), thus we safely omit the proof here. This completes the proof of Lemma 3.2.
Furthermore, under the condition (1.14), we have the following a priori estimate of local smooth solutions. Proof. Under the condition (1.14), by (2.2) and (3.29), we can bound I 1 as follows:
Putting (3.33) and (3.12) together, and using (2.3), we see that × ln e + ∇∆u Under the condition (1.14), we conclude that for any small constant σ > 0, there exists T 0 < T such that Having obtained (3.35) , similarly, we can follow the remaining steps in Lemma 3.1 to complete the proof of Lemma 3.3.
Proofs of Theorems 1.1 and 1.2
We are now in a position to prove Theorems 1.1 and 1.2. Since u 0 ∈ H 3 (R 3 ) with
, it follows from the local existence theorem in [14] that there exists a time T * and a unique solution ( u, v, w) on [0, T * ) with initial data (u 0 , v 0 , w 0 ) satisfying
Notice that it follows from [26] that the weak solution coincide with the above local smooth solution u ≡ u, v ≡ v, w ≡ w on [0, T * ).
Thus it is sufficient to show that T = T * . Suppose that T * < T . Without loss of generality, we may assume that T * is the maximal existence time for ( u, v, w). Since u ≡ u, v ≡ v and w ≡ w on [0, T * ), by the assumptions (1.12)-(1.14), we have dt < ∞, where Π is determined by ( u, v, w) through the first equations of (1.1) ( Ψ is determined by the fifth equation of (1.1)). Therefore, it follows from Lemmas 3.1-3.3 that we can extend the existence time of ( u, v, w) beyond the time T * , which contradicts with the maximality of T * . This completes the proof of Theorems 1.1 and 1.2.
