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RESUMO 
A motivação inicial do presente trabalho constituiu-se na realização da modelagem do processo 
de tratamento de efluentes orgânicos da Rhodia Paulínia visando a predição da concentração de 
nitrogênio no seio do reator biológico e assim fornecendo dados ao operador para controlar a dosagem 
de hidróxido de amônio, evitando-se o excesso de nitrogênio enviado para a bacia fluvial. Como os 
fenômenos que ocorrem no reator biológico são de dificil modelagem fenomenológica e, uma vez que 
existe uma extensa base de dados com todas as informações das variáveis de entrada e saída, a 
modelagem via redes neurais artificiais foi a escolhida. Através de uma análise qualitativa realizada por 
especialistas do processo, onze variáveis foram definidas como de entrada e uma variável 
(concentração de nitrogênio no seio do reator) como saída, formando uma arquitetura da rede neural de 
11 neurônios na camada de entrada, 27 na camada oculta e 1 na camada de saída. Utilizando o modelo 
neural treinado para simular a estação de tratamento de efluentes, detectou-se a realização de um 
procedimento operacional - adição de anti -espumante ao reator biológico - que trazia sérios problemas 
de estabilização para a estação, com aumentos bruscos da concentração de nitrogênio. Como 
conseqüência deste procedimento sem registro, constatou-se que muito dos dados da planilha utilizada 
para treinamento da rede neural não representavam o processo normal do tratamento de efluentes e por 
isto os resultados das simulações realizadas discordavam das medições analíticas. Como principal 
resultado do presente trabalho, relata-se a eliminação da adição de anti-espumante ao reator, permitindo 
uma melhor estabilização da estação de tratamento. Para que um modelo neural mais adequado seja 
desenvolvido, novos dados deverão ser coletados e a rede treinada novamente sem a interferência de 
procedimentos não registrados. 
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ABSTRACT 
The present work is concerned on modeling the organic wastewater treatment process at Rhodia 
Paulinia Plant in order to predict the nitrogen concentration o f the biological reactor bulk and also to 
provide human operators with suitable information to control the amrnonium hydroxide dosage, 
avoiding the excess o f nitrogen flowed out to the river. The biological reactor first principies are very 
difficult to describe. Besides, a huge process database is available, so that the artificial neural network 
modeling was choosen. Through the qualitative analysis carried out by experts, 11 variables were 
defined as input and l ( nitrogen concentration o f the biological reactor bulk) was defined as output, 
yielding a neural network architecture with 11 neurons in the input layer, 27 neurons in the hidden 
layer and I in the output layer. By using the trained neural model to simulate the wastewater treatment, 
it was detected the occurence of an unsuitable non-reported operational procedure - anti-foarning 
addition to the biological reactor. Serious stabilization problems occured, with abrupt nitrogen 
concentration increasing. As a consequence of this non-reported procedure, the simu1ation results did 
not match to the analytical measurements. The main result ofthe present work is the interruption ofthe 
anti-foarning addition and the wastewater treatment stabilization. In order to develop a suitable neural 
model, new process data must be collected and the neural network must be retrained without any 
interference o f non-reported procedures. 
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NOMENCLATURA 
RNA: rede neural artificial 
IA: inteligência artificial 
ETE: estação de tratamentos de efluentes 
CONAI: Congresso Nacional de Instrumentação 
DQO: demanda química de oxigênio ( mg02/l ) 
MES: concentração de massa em suspensão ( g/1 ) 
SS: sólidos sedimentares ( ml/1/h) 
Q-er: vazão de efluentes na entrada do reator ( m3/h ) 
ad: adicionado ao reator biológico 
er: entrada reator 
sd: saída decantador 
mr: meio reator 
y: resposta simulada da rede 
r: coeficiente de regressão 
TA V: treinamento por aprendizado variável 
R: reciclo de lodo 
M: número de camadas de neurônios da R.NA 
Sk : número de neurônios da camada k 
!'+1 : função de ativação dos neurônios da camada k+ 1 
x' =(x"x,,.··,xSkY: vetordesaídadacamadak 
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eq : vetor erro = ~~ - Pq 
r : vetor de saída real do processo 
q 
pq : vetor de saída predito pela RNA 
Np: número de vetores de entrada/saída 
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INTRODUÇÃO 
A automação industrial associada ao avanço tecnológico vêm proporcionando várias 
alternativas para controle de processo. Em decorrência das exigências de qualidade e produtividade do 
mercado, os processos químicos industriais têm a meta de se tomarem otimizados e com elevado 
desempenho , além de confiáveis no ponto de vista da segurança. 
Para processos com características lineares, o modelamento é conseguido através de expressões 
matemáticas . A repetibilidade do modelo é aceitável e o controle pode ser feito de uma maneira 
relativamente simples, sendo a técnica PID a mais simples, barata e de fácil implementação, visto que 
todos os sistemas digitais de controle de processo e até instrumentos eletrônicos já apresentam esta 
função. Porém, há casos em que as expressões matemáticas não conseguem com repetibilidade e 
precisão descrever o funcionamento de um processo e nem as técnicas convencionais têm êxito no 
controle. 
A modelagem tradicionahnente usada em processos biológicos é baseada em equações de 
balanço de massa aliadas às equações de cinética de crescimento microbiano, de consumo de substrato 
ou formação de produtos , entre outras (HAMMER,l979). Um sistema de tratamentos de efluentes é 
demasiadamente complexo e, além disso, está sujeito às pertubações externas, como chuvas, ventos, 
temperatura ambiente, umidade, etc. Desta forma, a falta de informação sobre o mecanismo do processo 
pode dificultar ainda mais a utilização da modelagem determinística tradicional . 
Neste cenário, as técnicas de redes neurais têm apresentado bons resultados como ferramenta 
de modelagem , pois possuem facilidade e rapidez de cálculos mesmo em sistemas altamente não-
lineares e principalmente não dependem do conhecimento dos fenômenos que ocorram no processo e 
também das características fisico-químicas do fluido processado. 
O presente trabalho, que tem por objetivo a modelagem de um tratamento de efluentes 
orgânicos através de redes neurais artificiais (RNA), apresenta-se dividido em 7 capítulos. O capítulo 1 
traz uma descrição do processo de tratamento de efluentes orgãnícos e suas formas de controle. No 
capítulo 2 tem-se a revisão bibliográfica e os principais conceitos de RNA. O capítulo 3 traz a parte 
prática do trabalho onde tem-se a configuração da rede neural , preparação dos dados e treinamento. Já 
no capítulo 4, encontram-se os resultados da predição do modelo neural comparados com os dados 
medidos no processo de tratamento. O capítulo 5 traz as conclusões do experimento e também faz 
sugestões de melhorias para o processo de operação da ETE. No capítulo 6 encontram-se os anexos: 
planilhas de dados e matéria publicada no CONAI. No capítulo 7 encontram-se as referências 
bibliográficas utilizadas para este trabalho. 
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CAPÍTULO 1 
TRATAMENTO DE EFLUENTES ORGÂNICOS 
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1.1. Introdução 
Os despejos orgânicos lançados num rio são decompostos por seres microscópicos que utilizam 
matéria orgânica como fonte de alimento e energia. 
Em condições aeróbias, ou seja, na presença de oxigênio, os microrganismos presentes no meio 
promovem ,através do processo de respiração, a quebra das moléculas orgânicas em moléculas menores 
e mais simples. 
No caso de lançamentos contínuos de efluentes orgânicos num corpo receptor, pode ocorrer o 
esgotamento do oxigênio disponível nas águas como consequência da oxidação da matéria orgânica, 
surgindo assim condições anaeróbias. Com isso ocorre o desaparecimento dos microrganismos 
aquáticos originais e a morte de peixes e vegetais, tomando aquele corpo receptor inviável como fonte 
de abastecimento de água potável e recreação humana. Neste sentido o tratamento dos efluentes 
industriais passa a ter sentido econômico, sanitário e social. 
O tratamento biológico industrial dos despejos realiza-se pela reprodução artificial dos 
mecanismos de biodegradação que ocorre no rio. Um dos processos mais utilizados de tratamento 
biológico é o de lodos ativados. 
Neste capítulo são descritos as noções básicas dos conceitos envolvidos em um tratamento 
biológico industrial através de lodo atividado bem como o controle deste processo. 
1.2. Noções básicas 
1.2.1. Estabilização biológica 
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Uma substância orgânica é chamada de instável sob o ponto de vista microbiológico quando 
microrganismos podem ,através de reações bioquímicas, extrair delas energia e carbono para sua 
sobrevivência. 
Quando esta substância tiver sido reduzida a formas tâo simples que os microrganismos não 
possam mais delas extrair energia, ou quando estas substâncias simples puderem ser utilizadas 
diretamente pelos microrganismos como elementos construtivos de novas substâncias orgânicas, então 
diz-se que a substância foi estabilizada. Portanto, estabilização biológica é a transformação de 
substâncias orgânicas pela ação de microrganismos em substâncias simples das quais os 
microrganismos não podem mais extrair energia ou que podem se assimiladas diretamente pelos 
mesmos. 
1.2.2. Microbiologia 
O sistema de lodo ativado é tipicamente aquático. A agitação constante do meio e a recirculação 
de material biológico tomam as condições ideais para o desenvolvimento de pequenos microrganismos, 
enquanto inibem o crescimento de microrganismos maiores. 
Bactérias, fungos, protozoários e rotíferos são encontrados com frequência nestes sistemas. As 
algas são dificilmente encontradas no sistema devido à falta de luz (turbidez do reator biológico). 
Apesar da presença de outros microrganismos, bactérias e protozoários representam os 
principais consumidores de matéria orgânica num tratamento por lodo ativado. 
Os protozoários representam a forma mais fácil e útil de ser observada pela equipe operacional 
de uma estação de tratamento porque eles podem ser vistos e identificados em microscópios de baixa 
resolução e a qualidade do tratamento pode ser associada ao tipo de protozoário dominante no sistema. 
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Sacordinas e flagelados são os protozoários predominantes em sistemas novos, que vêm de uma 
partida recente ou que estão em fase de recuperação devido a choque recente. A característica destes 
microrganismos é a sua capacidade de competir com as bactérias pelo alimento. Sua dominância indica 
uma relativa baixa eficiência de tratamento. 
Na medida em que as bactérias aumentam, sarcodinas e flagelados não podem mais competir 
pelo alimento e diminuem em número no sistema. Com a elevação do número de bactérias, ciliados 
livres se tomam o protozoário dominante do meio. Os ciliados livres se alimentam de bactérias livres e 
partículas de material orgânico, contribuindo para reduzir a turbidez e a DQO do efluente tratado. Na 
medida em que a matéria orgânica é totalmente estabilizada, a população de bactérias e a quantidade de 
matéria livre diminuem. Nesta condição de baixa disponibilidade de alimento, os ciliados livres, que 
necessitam de grande quantidade de nutrientes para sustentar sua elevada demanda de energia devido a 
sua intensa movimentação, deixam de ser os protozoários dominantes no sistema. 
Passa a destacar-se então os ciliados fixos, que possuem um mecanismo mais desenvolvido de 
alimentação e não necessitam movimentar -se no sistema, o que demanda muito menos energia. 
A presença de ciliados fixos indica o estágio em que o tratamento atingiu o nível de 
estabilização biológica. A presença moderada de rotíferos e nematóides indicam um sistema muito bem 
estabilizado e uma alta qualidade de tratamento. 
1.2.3. Enzimas 
Numa estação de tratamento biológico o material orgânico é estabilizado, ou seja, reduzido a 
moléculas menores, e utilizado pela população de microrganismos como fonte de energia e material 
construtivo de novas células. Isso só é possível graças a ação das enzimas. 
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Enzimas são substâncias químicas produzidas pelos microrganismos que possuem a capacidade 
de catalisar reações químicas. 
Num sistema onde houvesse degradação completa da matéria orgânica, restariam apenas sais 
inorgânicos, metais e microrganismos. Entretanto , a eficiência de degradação está limitada ao fato de 
que algumas formas orgânicas não podem ser consumidas por microrganismos. Isto acontece 
simplesmente pelo fato de que no processo natural de evolução, os microrganismos não foram 
colocados em contato com detenninadas substâncias químicas, desenvolvidas recentemente pelo 
homem. Portanto a natureza não desenvolveu enzimas específicas para estas substâncias. 
Enzimas são substâncias que alteram a taxa de reação de todas as reações químicas que 
acontecem em organismos vrvos. Elas são produzidas no interior do microrganismo a partir de 
informações registradas em seu código genético. Fatores ambientais como temperatura, oxigênio, 
acidez ou alcalinidade (pH) e presença ou ausência de certos metais ou sais inorgânicos afetam 
fortemente a ação das enzimas, que exigem condições específicas e estáveis para atuar. 
1.2.4. Nutrientes 
O objetivo principal de um tratamento biológico de efluentes é remover poluentes, como sólidos 
em suspensão, compostos orgânicos biodegradáveis, nitrogênio, fósforo ou metais pesados do efluente. 
Para remover este efluentes de modo eficiente, os microrganismos necessitam de um ambiente com 
nutrientes, temperatura, pH e oxigênio balanceados adequadamente. 
Sem condições adequadas de crescimento, a eficiência de um tratamento se deteriora 
rapidamente, indo de conversão incompleta de substratos orgânicos e inorgânicos até a completa 
inatividade dos microrganismos. 
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Todas as células vivas contém nutrientes, alguns chamados de essenciais ou macro-nutrientes. 
Outros nutrientes são utilizados quando disponíveis, mas não são essenciais. Carbono, oxigênio, 
nitrogênio, hidrogênio, fósforo, enxofre, potássio, cálcio, magnésio e ferro são utilizados em grandes 
quantidades por todos os seres vivos, e constituem o grupo dos nutrientes essenciais. 
A estrutura molecular simplificada de uma bactéria típica de lodo ativado é C6oHs70z3N 12P . 
Carbono, oxigênio, hidrogênio e nitrogênio são os constituintes principais da estrutura celular 
dos microrganismos. Fósforo é a base da constituição dos ácidos nucléicos, como difosfato de 
adenosina (ADP) e trifosfato de adenosina (ATP), responsáveis pelo transporte de energia no interior 
do microrganismo. 
1.2.5. Fases de Crescimento 
O controle eficiente de um sistema de tratamento biológico de efluentes é baseado no 
conhecimento dos princípios básicos que governam o crescimento dos microrganismos. 
O crescimento típico de uma cultura de microrganismos pode ser acompanhada pela variação da 
massa celular em função do tempo. Este conhecimento possibilita à equipe operacional estabelecer 
estratégias de controle de idade do lodo (tempo de residência do microrganismo no sistema) que 
possibilitem a operação da estação em condições de máxima eficiência de tratamento. 
Fase de crescimento logaritrnico 
Quando há excesso de alimentos no meio, a velocidade de crescimento dos microrganismos é 
limitada apenas pela sua capacidade de assimilar substrato. Esta fase corresponde ao consumo máximo 
de oxigênio pelos microrganismos. Devido a grande movimentação, os microrganismos não se 
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aglomeram e não há formação de flocos. Este é um cenário típico de partida de instalação ou de 
recuperação após um forte choque causado por sobrecarga de alimentação de matéria orgãnica. 
Fase de declínio 
À medida que a matéria orgânica que serve de alimento para os microrganismos vai tomando-se 
escassa, a taxa de crescimento dos microrganismos entra em declínio. A velocidade do crescimento e o 
consumo de oxigênio caem rapidamente, enquanto que, devido à redução de atividade dos 
microrganismos, começa a haver formação de flocos. A princípio duas células livres entram em contato 
e, devido a falta de energia resultante da escassez de alimento, não podem mais se separar. 
A eficiência nesta fase é muíto boa e quase que a totalidade da energia gasta para fornecer 
oxigênio para os microrganismos é utilizada na estabilização de matéria orgãníca. No final da fase de 
declínio os ciliados livres começam a dar lugar aos ciliados fixos. Este é o ponto ideal de operação de 
uma estação de tratamento por lodo ativado. 
Fase endógena 
Com o fim da matéria orgãnica no me10, os microrganismos são forçados a consumrr suas 
reservas de energia. Muítas extinguem completamente suas reservas e morrem. A formação de flocos é 
intensa e surgem no meio seres multicelulares mais complexos como os rotíferos e os anelídeos, 
capazes de se alimentar de flocos de bactérias e partículas orgãnícas maiores. 
Nesta fase o processo de estabilização foi completado. Sendo assim, a operação da estação de 
tratamento com idade de lodo superior ao inicio da fase endógena passa a criar problemas para o 
tratamento, como o acúmulo de substâncias tóxicas liberadas pelos microrganismos e baixa população 
de bactérias no meio. 
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1.2.6. Processo de Lodo Ativado 
O processo de lodo ativado consiste em utilizarmos microrganismos aeróbios, ou seJa, que 
necessitam de oxigênio para sobreviver, para estabilizar matéria orgânica. Este método de tratamento é 
considerado um tratamento secundário e geralmente é precedido por um tratamento primário. No 
tratamento primário ocorre o ajuste do pH, remoção de óleos e graxas, remoção de metais pesados e 
decantação de sólidos suspensos num clarificador primário. 
No processo de lodo ativado o substrato ou efluente bruto é colocado em contato com 
microrganismos num tanque de aeração ou reator biológico, onde ocorre a estabilização dos compostos 
orgânicos. 
O material do tanque de aeração alimenta um decantador ou clarificador secundário, onde 
ocorre a separação do material em suspensão da água tratada. A água tratada é devolvida ao meio 
ambiente e o concentrado de material biológico da base do clarificador secundário é reciclado para o 
tanque de aeração a fim de manter uma concentração adequada de microrganismos no reator biológico. 
Como os microrganismos estão em constante processo de multiplicação, deve haver uma retirada 
controlada de biomassa do sistema a fim de manter a população em níveis adequados. 
A maioria das estações de tratamento de efluentes por lodo ativado é projetada para degradar 
compostos orgânicos. 
























Muitas estações de tratamento apresentam flutuações consideráveis em seu efluente, quer seja 
em vazão ou composição, geralmente associados a variações nas campanhas de produção das unidades 
em que são gerados. O papel de uma bacia de equalização é amortecer as oscilações causadas pelos 
processos produtivos sobre as correntes de efluentes, de tal forma que estas oscilações não venham a 
pertubar a atividade dos microrganismos no tanque de aeração. 
Reciclo do Lodo 
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A característica de uma estação de tratamento biológico que o classifica como "lodo ativado" é 
a existência de uma corrente de reciclo de biomassa adensada da base do clarificador secundário até o 
tanque de aeração. 
O objetivo principal do controle da vazão de reciclo de lodo é manter constante o número de 
microrganismos em contato com o efluente no tanque de aeração. Além disso, o controle adequado da 
vazão de reciclo previne a ocorrência de washout (transbordo de lodo pelo clarificador), previne contra 
denitrificação dentro do clarificador, maximiza o adensamento do lodo na base do clarificador 
otimizando a operação de desaguamento do lodo, possibilita aos operadores contornar deficiências de 
capacidade do clarificador e finalmente possibilita a otimização dos custos, na medida em que otimiza 
o consumo de energia elétrica, consumo de reagentes químicos e demanda de mão de obra. 
Balanço material 







Figura 1.2- Balanço de Massa da ETE 
p 
(Q+R) . MESreator =R . MESreciclo + P . MESreciclo + (Q-P) . MEStransbordo (I) 
Como o MEStransbordo é, em condições normais de operação, desprezível, podemos rescrever a 
equação acima da seguinte forma 
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Q . MESreator- P . MESreciclo 
R= 
MESreciclo- MESreator 
R= reciclo de lodo 
P =purga de lodo 
Q = efluentes 
Vazão de reciclo de lodo constante 
(2) 
A estratégia de vazão de reciclo de lodo constante é a mais simples de ser praticada, a que 
demanda menos atenção dos operadores e a que implica em menores custos operacionais. 
Podemos notar que pela equação (2) que, mantendo-se R constante, qualquer alteração dos 
valores de MESreciclo ou Q provocam variações no valor do MESreator. Em outras palavras, qualquer 
alteração nas características de decantabilidade do lodo ou na vazão de alimentação da estação 
provocam variações na concentração de biomassa no tanque de aeração. 
Controle de vazão de nutrientes 
Além do controle de reciclo do lodo tem-se o controle da dosagem de nutrientes feito na entrada 
do reator biológico. Em estações de tratamentos de efluentes existe uma relação teórica descrita em 
literaturas que corresponde a: 100 DQO : 5 nitrogênio (N2) : 1 fósforo (P). Porém a ETE Rhodia 
trabalha com valores diferentes adequados a sua operação: 100 DQO : 1,2 nitrogênio (N2) : 0,09 
fósforo (P). 
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Após a leitura do valor de DQO, o operador regula a vazão das bombas de hidróxido de amônio e 
ácido fosfórico de modo a manter estas relações e apenas no dia seguinte, onde ocorre a próxima leitura 
de DQO, é que será feito um outro ajuste. 
1.4. Conclusão 
Apesar de se ter o conhecimento de funcionamento de uma estação de tratamento de efluentes 
orgânicos, é muito difícil saber como será o comportamento dos microorganismos com relação às 
variáveis de entrada. Pode-se manter a quantidade de bactérias em contato com o material orgânico 
sempre constante porém tem-se muitas variáveis que influenciam no desenvolvimentos dos 
microorganismos e que podem fazer com que eles necessitem de mais ou menos nutrientes para a 
eficácia do tratamento. Hoje o controle de nutrientes é baseado apenas no DQO de entrada do reator e 
não leva em consideração as condições reais de temperatura, pH, oxigenação e outras variáveis 
importantes ao processo. Para que possamos melhorar o modo de controle , levando em consideração 







Neste capítulo serão apresentados conceitos sobre RNA e os treinamentos utilizados neste 
trabalho, mostrando vantagens e desvantagens de cada um. Também serão mostradas algumas 
aplicações onde tem-se o emprego de RNA em tratamento de efluentes e também em trabalhos com 
bactérias. 
2.2. Redes Neurais Artificiais 
Uma rede neural artificial (R."NA) é uma ferramenta computacional que resultou de pesquisas no 
campo de inteligência artificial (lA) que procurava entender e modelar o comportamento do cérebro 
humano. Ela difere das aplicações convencionais da lA por utilizar processamento subsimbólico, de 
forma microscópica, enquanto que as convencionais normalmente se utilizam de processamento 
simbólico, ou seja, manipulam simbolos e registros de relações causa-efeito para resolver problemas. 
Pode-se treinar uma rede neural para realizar uma função particular através de ajustes nos 
valores das conexões (pesos) entre os elementos. 
Normalmente as redes neurais são ajustadas ou treinadas de modo que a entrada seJa 
correspondida a uma específica saída. Esta situação pode ser vista na Figura 2.1. A rede é ajustada, 
baseada na comparação da saída com o valor desejado, até que a saida da rede atinja este valor. 




Entrada Rede Neural, incluindo Sai da 
Conexões (pesos) entre 
neurônios Comparação 
Ajuste do peso 
Figura 2. I Esquema Básico de Treinamento de RNA 
As informações de entrada são colocadas em uma rede de nódulos que interagem 
matematicamente entre si. Baseado nestas informações, surge um mapeamento do modelo 
entrada/saída esperado, ou seja, as interações entre nódulos são bem definidas e ajustadas até que as 
relações entrada/saída desejadas sejam apropriadamente obtidas conforme esquema representado 
acima. 











Figura 2.2- Interconexão de uma RNA 
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Todas as RcNA's devem ter uma camada de neurônios de entrada, uma de saída e, no mínimo, uma 
camada de neurônios escondida. Cada camada é essencial para o sucesso da RNA. 
Uma RN A pode ser vista como uma caixa preta que recebe informações de entrada específicas 
em cada nódulo da camada de entrada e então processa estas informações através de suas interconexões 
entre os nódulos ( ou neurônios) de forma totalmente oculta. Finalmente, a RNA resulta informações 
finais de saída nos nódulos da camada de saída. Resumindo, a camada de entrada recebe informações 
de fontes externas e passa estas informações para dentro da Ri\fA para processamento. As camadas 
escondidas recebem informações da camada de entrada e realizam o processamento destas 
informações. A camada de saída recebe as informações processadas da RNA e envia os resultados para 
o receptor externo. 
A base de uma Rede Neural Artificial é o neurônio artificial ou nódulo. A Figura 2.3 mostra a 
anatomia deste elemento de processamento onde a maioria dos cálculos são realizados. 
a, 
Figura 2.3 -Anatomia de um neurônio 
O primeiro elemento do j-ésimo nódulo é o vetor-entrada A de componentes a1, a2, a3, .... an O 
nódulo manipula essas entradas ou atividades para gerar a saída bi Esta saída, então, pode se tornar 
parte da entrada de outros nódulos. 
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2.3. Treinamento da RNA 
A aprendizagem, ou treinamento, é a etapa onde se codificam as informações, ou seja, o sistema 
aprende uma regra se ele codificar esta regra em sua estrutura. Portanto, esta estrutura deve mudar 
durante o aprendizado desta informação. 
Para treinar uma RNA, devem-se ajustar os fatores ponderais, W, até que a resposta calculada 
(informação de saída da rede), baseada em informações de entrada, reproduza a informação de saída 
conhecida. Se o processo de ajuste de pesos é feito através de tentativa-e-erro, esta etapa se denomina 
aprendizagem. Se o ajuste é feito de forma sistemática, esta etapa é denominada de treinamento e 
caracteriza-se então como um problema de otimização onde se busca reduzir erros de predição. 
Há diferentes maneiras de se treinar uma Ri\fA. A maneira mais usual é o Aprendizado por 
Correção do Erro (Error-correction Learning). Esta é a forma de aprendizado supervisionado - a cada 
instante de amostragem se sabe a resposta desejada- onde se usa a diferença entre a resposta desejada 
e a vigente para corrigir o comportamento da rede e continuar o treinamento. 
Existem vários estilos de treinamento para redes neurais. Temos o treinamento incrementai, 
onde os pesos e bias são atualizados no tempo em que uma entrada é apresentada para a rede neural. 
Já no treinamento por batelada , os pesos e bias são atualizados após a apresentação de todas as 
entradas na rede neural. 
Os dois algoritmos de treinamento utilizados no presente trabalho foram: Levemberg-Marquart e 
Taxa de Aprendizado Variável (Gradiente Descendente).Ambos algoritmos são referentes à 
retropropagação ( Backpropagation ). A retropropagação padrão é um algoritmo de gradiente 
descendente e o termo backpropagation refere-se à maneira de como o gradiente é computado. 
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2.3.1. Algoritmo de Levenberg-Marquardt 
Os métodos Quasi-Newton mostram-se em princípio mais rápidos e mais robustos do que aqueles 
baseados no gradiente descendente. Com base nisto, Hagan e Menhaj (1994) utilizaram o algoritmo de 
Levenberg-Marquardt (Marquardt, 1963) para o treinamento de RNA's do tipo "Feedforward" e 
verificaram seu melhor desempenho para os casos onde existiam apenas algumas centenas de fatores 
ponderais. Este método consiste numa aproximação do método de Newton e propõe que a atualização 
dos pesos seja dada pela seguinte equação: 
sendo: 
ó.y = [f(.Y).J(y)+ ,u·IJ1 .f(.Y)·e(.Y) 














~Vn , matriz jacobiana dos erros; 
(2.1) 
q= l, 2, ... ,Np; k=O, 1, 2, ... , M-1; i= l, 2, ... ,Sk+I; j= 1,2, ... , Sk. 
As etapas realizadas no treinamento são as mesmas já descritas. Além disso, o cálculo dos termos 
de declínio (O) usam as mesmas equações do método de Retropropagação (eq. 2.6 e 2.7) apenas 
modificando a equação 2.6 para 
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(2.2) 
Como pode-se notar o cálculo da matriz jacobiana do erros entre os valores reais e os preditos 
pela RNA é a etapa que mais exige esforço computacional. Para problemas com grandes quantidades 
de dados a memória requerida para tal processamento toma-se um fator limitante na utilização deste 
algoritmo. 
2.3.2. Algoritmo de Retropropagação (ou "Backpropagation") 
A mais simples técnica de otimização utilizada para o treinamento de uma RNA, com conecções 
intercamadas por alimentação direta, usa o Jacobiano de uma função objetivo para determinar a direção 
de busca. A soma dos quadrados dos erros entre os valores reais e aqueles preditos pela RNA é 
normalmente usado como função objetivo ( eq. 2.3). 
(2.3) 
sendo: 
e" , vetor erro = 1;, - Pq; 
1;, , vetor de saída real do processo; 
p" , vetor de saída predito pela RNA; 
Np, número de vetores de entrada/saída. 
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Um termo chamado taxa de aprendizagem (a) que influencia a taxa de ajuste dos fatores 
ponderais (ou pesos) é usado como a base para retropropagar o erro ao longo da R.c'JA conforme a 
técnica do gradiente descendente, gradiente buscando conduzir a função objetivo a um mínimo. Esta 
técnica foi então chamada de Retropropagação (ou "Backpropagation"). As etapas abaixo dão uma 
perfeita compreensão do funcionamento deste mecanismo de ajuste dos pesos: 
sendo: 
(I) Inicializam-se os todos os pesos da RNA com valores randômicos; 
(2) Um vetor de entrada é propagado através da rede para fornecer a predição do vetor de 
saída. Nesta etapa são determinados todas as saídas dos neurônios da rede conforme a 
equação 2.4 e 2.5: 
k = O, 1, 2, ... , M-1, índice para as M camadas de neurônios da RNA; 
fk+l , função de ativação dos neurônios da camada k+ 1; 









, matrix dos pesos para camada k+ 1; 
J)'+' = (b, ,b2 , · · • ,b5k+,), vetor de bias para a camada k+ 1; 





v, vetor de entrada da RNA. 
(3) Com o vetor de saída predito pela RNA calcula-se a soma do erro quadrático total como 
descrito na equação 2.3; 
(4) Os termos de declínio (O) das diversas camadas são calculados de acordo com as equações 
2.6 e 2.7: 
(2.6) 
(2.7) 
j' (x:) o 
t'(x')= o j'(x;) 
o 
o 
, matriz diagonal das primeiras derivadas; 
o o 
f. k ( k) dfk (x:) . . d . d d fu - d . - d - . . x, = dx' , pnmetra enva a a nçao e at1vaçao o neuromo 1. 
' 
(5) Conhecendo-se os termos de declínio e as saídas de cada neurônio da RNA, os pesos são 
ajustados de segundo as equações 2.8 e 2.9: 
w' I = w' I + L\.w'. = w' 'I +a. sk . x'-' 
t,J novo I.J atual l,J t,) arual 1 J 
(2.8) 
b' I = b' I + t:W' = b' I +a . o' 1 novo 1 'atual 1 1 atual 1 (2.9) 
(6) Repete-se então as etapas 2 a 5 para todos os Np vetores de entrada/saída utilizados no 
treinamento, até que o erro quadrático total alcance o critério de convergência desejado. 
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A ampla utilização deste algoritmo de treinamento pode ser atribuída a sua fácil implementação. 
Porém, quando a função objetivo aproxima-se de um mínimo local o algoritmo torna-se ineficiente. Na 
maioria das aplicações de redes neurais um termo de "momentum" ( 17) é adicionado a equação que 
altera os pesos de forma que a mudança atual dos mesmos seja também função das alterações passadas 
(equações 2.10 e 2.11). 
llw,' I =a. ó"k . x'-1 + 77. llw' I 
,; novo 1 1 t,j alua! 
(2.1 O) 
!!.b(l =a. 8' . x'-1 + 77. llbkl 
novo 1 J 1 atual 
(2.11) 
Muito embora esta modificação melhore o desempenho do método, este continua exigindo um 
elevado tempo de convergência e problemas com um grande número de dados de entrada/saída. 
2.3.3. Parada Antecipada (Early Stopping) 
Um dos problemas que ocorrem durante o treinamento da rede neural é conhecido por sobre-
ajuste ou overfitting. O erro durante o treinamento alcança um valor bem pequeno, mas quando um 
novo dado é apresentado para a rede o erro é maior. Neste caso a rede memorizou o treinamento mas 
ela não aprendeu a generalizar para novos dados. 
Para melhorar esta generalização, há um método conhecido por Parada Antecipada. Nesta técnica 
os dados de entrada disponíveis são divididos em 3 subgrupos. O primeiro subgrupo é utilizado para 
cálculo do gradiente e atualizar a matriz de pesos e bias. O segundo subgrupo é de validação. O erro na 
validação é monitorado durante o processo de treinamento. O erro de validação decresce inicialmente 
bem como o erro de treinamento. Entretanto quando a rede começa a sobre-ajustar, o erro de validação 
começa a subir. Quando o erro de validação aumenta por um específico número de interações, o 
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treinamento é parado e os pesos e bias calculados no mínimo erro de validação são armazenados para 
utilização da rede neural. 
2.4. Utilização de redes neurais 
A aplicação de redes neurais vêm aumentando a cada dia que passa. Em 1988, a Associação 
Internacional de Controle e Pesquisa de Poluição da Água organizou um encontro onde havia 12 
trabalhos de aplicações de sistemas baseados no conhecimento para tratamento de águas e efluentes. 
Destas aplicações apenas um utilizava a ferramenta de redes neurais. Já nos recentes encontros, 1990, 
dos 10 trabalhos apresentados, 6 se tratavam de redes neurais (ZVI BOGER,1992) 
Foi realizado um trabalho na Planta de Shafdan, Israel, para modelamento da estação de 
tratamento de efluentes e também fazer um diagnóstico das condições dos instrumentos de medição 
(ZVI BOGER, 1992). Os resultados apresentados foram satisfatórios e estudos para aplicações em 
outras partes do processo estão sendo realizados. 
Há aplicações em que a rede neural está sendo utilizada especificamente para classificar os 
mícroorganismos presentes no lodo ativado (NOVOTNY,1990). Com este modelo é possível saber a 
população de microorganismos predomínante no reator biológico e assim saber como será o 
comportamento da ETE. 
Modelo neural por retro-propagação foi desenvolvido para modelar a estação de efluentes 
municipais da cidade de Ardiya, Kuwait. Os resultados obtidos provam que a ferramenta de redes 
neurais apresenta muita versatilidade para modelamento e também fornece metodologias alternativas 
para predição do desempenho da estação (HAMODA,1999). Métodos estatísticos e sistemas baseados 
no conhecimento foram considerados impraticáveis porque requerem de sistemas de monitoramento 
custosos, de programas de amostragem e também da experiência operacional (HAMODA, 1999). 
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Em aplicações onde são utilizados analisadores em linha , as redes neurms estão sendo 
utilizadas para fazer a função destes analisadores através de correlações com outras variáveis. Assim, 
caso o analisador esteja danificado ou até mesmo indicando valores falsos, haverá um modelo neural 
que poderá validar os dados ou até mesmo substituir o analisador enquanto este estiver em manutenção 
(KOH1"1'E,l996).Este método apenas permite uma aproximação e não é um método de medição preciso. 
Uma observação importante é que a rede neural foi treinada com os dados armazenados antes da falha 
do analisador, então todas as ocorrências de falhas eram reportadas detalhadamente. 
Dependendo do foco que seja dado em um tratamento de efluentes, pode-se utilizar diferentes 
variáveis para o modelo neural, como visto nas citações dos trabalhos acima. No entanto, todas as 
preocupações se devem ao fato de que o entendimento do processo de trataJnento é ainda insuficiente 
devido à carência de uma automação instrumental . Segundo dados do órgão ambiental aJnericano, 1 
em 3 estação de tratamento opera em não conformidade com os limites de descarte e as causas são 
direcionadas ao inexistente controle de processo, inadequado treinamento operacional e aos projetos 
incorretos (CHOI,200 1 ). 
Todos os materiais bibliográficos apontaJn como a principal desvantagem da aplicação das 
redes neurais , o insuficiente levantaJnento histórico de dados e taJnbém algum cenário de processo 
que não esteja sendo considerado, levando a rede neural à extrapolação para resultados incorretos. 
2.5. Conclusão 
As redes neurais artificiais são, sem margem de dúvidas, urna poderosa ferraJnenta para 
modelamento e controle de processos onde o entendimento dos fenômenos envolvidos não é muito 
claro. Pode-se, então, confirmar que a escolha das redes neurais para modelamento da ETE foi 
acertada, uma vez que há um levantamento histórico extenso, porém deverá ser analisado com cautela 
para que a principal desvantagem da rede neural não prevaleça por todas as vantagens. 
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A atual situação de deficiência do domínio de entendimento dos processos de tratamento de 




MODELAGEM DA ETE VIA REDES NEURAIS 
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3 .1. Introdução 
O objetivo principal deste capítulo é através de uma base de dados, criar um modelo Neural que 
possa predizer as concentrações de nitrogênio no seio do reator biológico. 
Ele também traz uma visão básica dos comandos utilizados para configurar a rede neural bem 
como na transferência de dados da planilha Excel para o Matlab. 
3.2. Metodologia 
3 .2.1. Ferramentas Utilizadas 
Para realização deste trabalho foram utilizadas as seguintes ferramentas: 
• Windows Excel97 e Word 97 
• Matlab5.3.1.29215a(Rll.l) 
• Notebook Compaq Armada, Pentium MMX,memória RAM 32M. 
• Caderno de anotações. 
3.2.2. Base de dados 
Antes de começar o trabalho com Redes Neurais, deve-se haver uma preocupação com os dados 
que serão utilizados no treinamento e na validação da Rede. 
A geração dos dados de base é a principal fase do trabalho pois requer conhecimento do processo 
onde se quer aplicar a R.i"'A, obter dados confiáveis e possivelmente utilizar ferramentas estatísticas 
para filtrar os eventuais ruídos que esta base possa conter. 
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Basicamente três conjuntos de dados deverão ser montados. No caso do treinamento utilizando a 
técnica Parada Antecipada (Early Stopping) um conjunto para treinamento, onde será calculado o 
gradiente e atualizado os pesos e bias dos nódulos, o segundo conjunto é utilizado para validação 
durante o processo de treinamento e o terceiro conjunto para testes. 
Uma outra observação muito importante é com relação ao tamanho do conjunto de dados que será 
utilizado para treinamento. Um conjunto muito grande de dados pode provocar o sobre-ajuste .Já um 
conjunto muito pequeno, pode satisfazer a fase de treinamento porém não contemplar todos os cenários 
e condições do processo. 
Para o processo de tratamento de efluentes em questão, pode-se contar com uma rica base de 
dados referentes aos anos de 2001 e 2002. 
Tem-se um conjunto de dados brutos composto por 426 vetores correspondentes aos dias de 
coletas de dados. Foram considerados dados de OI de Abril de 2001 até 23 de julho de 2002 para 
treinamento e validação (213 vetores para cada). Para testes considerou-se melhor a utilização dos 
dados mais recentes à data do início da fase de testes na ETE. Os conjuntos foram formados de acordo 
com a técnica de Parada Antecipada e seguiu um critério simples de distribuição dos vetores dentro dos 
dois grupos, dia par para validação e dia ímpar para treinamento. 
A base de dado original foi normalizada entre -1 e 1 para facilitar a convergência dos parâmetros 
da rede neural, urna vez que se tem várias faixas de medição para cada variável do processo. 
No Anexo 1 pode ser visto um exemplo da planilha com dados normalizados utilizada no 
trabalho. 
3.3. Variáveis do Processo 
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Atualmente a ETE (estação de tratamento de efluentes) gerencia 24 variáveis relacionadas ao seu 
processo. 
Através de urna reunião envolvendo os especialistas de processo e operadores da ETE foi 
possível uma análise qualitativa de todas as variáveis que de um certo modo influenciem nos índices de 
nitrogênio . Das 24 variáveis, 8 foram facilmente descartadas e as 16 restantes foram qualificadas pelo 
critério "mais importante" e "menos importante", de acordo com a tabela l. 
Deste conjunto de variáveis, o nitrogênio no seio do reator biológico é uma variável de saída, a 
vazão e o MES de reciclo de lodo não são computadas diariamente e portanto não se constituem 
variáveis de entrada. Já o fósforo no seio do reator biológico, como é uma variável de saída muito 
estável, não será considerado neste trabalho. A purga para prensa é uma variável descartada porque sua 
influência no modelo está diretamente relacionada com o MÊS no meio do reator, ou seja, a purga é 
feita para manter o MES constante. Logo temos 11 variáveis de entrada e é com este conjunto que 
trabalharemos. 
Tabela 1 -Análise Qualitativa de variáveis 
1 DQO entrada reator DQO-er + 
2 DQO saída decantador DQO-sd + 
3 MES meio reator MES-mr + 
4 
1 
MES reciclo de lodo -
5 · Fósforo meio reator- dosado + 
6 Nitrogênio meio reator - dosado NH40H + 
7 Nitrogênio meio reator N-mr + 
8 pH meio reator pH-mr -
9 Sólidos sedimentares meio reator SS-mr -
10 Oxigênio meio reator 02-mr -
11 Temperatura meio reator T-mr + 
12 Sais entrada reator SAIS-er -
13 Sais meio reator SAIS-mr -
14 Purga prensa + 
15 Vazão entrada reator Q-er + 
116 Vazão reei c lo lodo -
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Apesar das variáveis 02-mr, SAIS-er, SAIS-mr, pH-mr, SS-mr terem sido consideradas como 
menos importantes, elas tem uma influência na variável de saída menor que aquelas consideradas como 
mais importantes. 
Uma consideração muito importante que deve ser feita é que esta variáveis são lidas uma vez por 
dia, por volta das 8:00h da manhã. A dosagem de nutrientes ocorre por volta das 14:00h, logo a 
quantidade dosada no dia I só surtirá efeito no dia 2. Além disto não se sabe qual é comportamento 
destas variáveis até às 8:00h do dia seguinte, portanto tem-se aqui a primeira fonte de erro no processo 
de modelagem proposto. Este assunto será novamente abordado durante os testes da rede neural 
(Cap.4). 
De acordo com a análise realizada, determinou-se a estrutura básica do modelo neural como 
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~ 
Figura 3.1- Estrutura Básica do Modelo Neural 
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3.4. Princípios e Métodos de Medição das Variáveis 
DQO 
É a medida de oxigênio equivalente ao conteúdo de uma amostra sustentável à oxidação por um 
reagente fortemente oxidante. 
Princípio: a matéria orgânica presente no efluente é oxidada em condições energética de 
temperatura e meio fortemente oxidante. Após essa fase, o oxigênio consumido é medido contra 
padrões em um espectofotõmetro. 
Reagentes: solução digestão- dicromato de potássio, sulfato de mercúrio e ácido sulfúrico. 
solução catalítica -sulfato de prata, óxido de prata e ácido sulfúrico concentrado. 
NITROGÊNIO AMONIACAL 
Princípio: alcalinizando a amostra, temos a conversão dos íons NH4+ em NH3, a qual é medida 
em um titulador automático com um eletrodo de íon específico. 
Procedimento: nesta análise todas as amostras são filtradas para reter toda espécie de sólidos. 
Todos os dias, para verificar o bom funcionamento do aparelho, passa-se o branco, que é feito com 
água destilada. O valor do display não poderá passar de 1 ppm. 
As amostras são tituladas com a ajuda de NaOH para conversão de NH4+ em NH3. O resultado obtido 
no display é multiplicado por um fator de correlação de N e :N1B. 
OXIGÊNIO DISSOLVIDO 
Princípio: é medido em um eletrodo onde pode-se utilizar ouro ou prata como sendo o cátodo e 
uma base de chumbo utilizado como anôdo. Ambos estão imersos numa solução catalítica. O oxigênio 
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difunde através da membrana oxigênio-permeável, causando uma reação do cátodo, isto permite um 
fluxo de corrente no circuito externo. A corrente é proporcional a quantidade de oxigênio dissolvido 
através do diafragma oxigênio-permeável, por conseguinte a medida da corrente faz determinar a 
quantidade do oxigênio dissolvido na amostra. 
Procedimento: basta imergir o eletrodo de 02 na amostra, que o resultado será mostrado no 
display do aparelho. 
SALINIDADE 
Princípio: a medição de salinidade é baseada no princípio da medida da quantidade de sal na 
amostra, fazendo uso das medidas dos valores de condutividade e temperatura convertendo em 
salinidade. 
MES 
Princípio: a metodologia baseia em submeter uma porção homogênea de amostra, de volume 
adequado, a uma filtração a vácuo em filtro de fibra de vidro onde o material retido é lavado com água 
e secado em estufa à temperatura ambiente dentro de um dissecador. O aumento_do peso representa o 
teor do material em suspensão. 
Procedimento: em uma balança analítica é pesado um papel de fibra de vidro e anotado sua 
massa. Dependendo da quantidade de matéria suspensa no efluente, é filtrada a vácuo uma quantidade 
de amostra. Como o que interessa é a massa de sólido seco, o papel é levado a urna estufa onde 
permanecerá à temperatura de 11 OC por duas horas. Depois da estufa, o conjunto papel + sólido é 
levado a um dissecador por mais 20 minutos. Em seguida o papel é pesado novamente, calculado por 
diferença a quantidade do lodo seco. Essa quantidade deve ser relacionada a um litro de amostra. 
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ss 
Princípio: sólidos sedimentares é a quantidade de material em suspensão que sedimenta por 
ação da gravidade que permanece em repouso por uma hora em decantômetros e cones Imnhoffs. 
Procedimento: o efluente homogenizado é colocado em cones Imnhoffs ( pouca quantidade de 
lodo) ou em decantômetros ( grande quantidade de lodo) onde permanecem em repouso por uma hora, 
sendo lentamente agitado após 40 minutos. 
pH 
medição por meio de pHmetros 
TEMPERATURA 
medição por termoresistência. 
3.5. Configuração da Rede Neural 
Para quem utilizar a ferramenta de redes neurais do Matlab pela primeira vez , sentirá uma certa 
dificuldade em agrupar todas as informações e dicas para a construção de uma rede neural e realizar o 
treinamento. 
Então descreve-se aqui a criação de uma rede neural utilizando o Matlab. 
O comando network cria uma rede padrão: >rede=network 
Após este passo, iremos configurar cada campo da rede: 
rede.numlnputs = 1; número de vetores de entradas 
rede.inputs{1}.size = 13; número de variáveis de entrada na camada 1 
rede.numLayers= 2; número de camadas, oculta e saída 
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rede.biasconnect = [I;I]; conexão do bias nas camadas 1 e 2 
rede.inputconnect= [I;OJ; entradas são conectadas apenas na camada 1 
rede.layerconnect =[O O; I O}; a camada 2 está ligada à camada 1 
rede.outputconnect =[O I]; saída conectada a camada 2 
rede.targetconnect =[O I]; valor desejado conectado na camada 2 
rede.layers{l}.size = 20; número de neurônios na camada 1 
rede.layers{l}.transferFcn = 'tansig'; definição da função de transferência 
rede.layers{l}.initfcn = 'initnw'; inicialização da função 
rede.layers {2}. initfcn = ' initnb '; inicialização da função da camada 2 
rede.layers{2}.size =I; número de neurônios da camada 2 
rede.layers{2}.transferFcn = 'purelin '; 
rede.peiformFcn = 'mse '; definição do critério de desempenho 
rede.trainFcn = 'traindgx'; definição do algoritmo de treinamento 
Com base nestas informações já é possível configurar a rede e ajustá-la de modo a iniciarmos o 
treinamento e os testes. 
3.6. Transferência de dados EXCEL x MATLAB 
Todos os dados coletados na ETE estão contidos em planilhas Excel e deve-se de alguma forma 
enviá-los para o Matlab de tal maneira que os dados não sejam perdidos ou que possa ocorrer uma 
fonte de erros. 
Para que isto ocorra tem-se o Excel Link que é um software embutido no Matlab que integra o 
Microsoft Excel com o Matlab no ambiente Windows. Desta maneira, pode-se acessar todos os 
recursos do Matlab via Excel, além de ser possível sincronizar dados entre os dois ambientes. 
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A Figura 3.2 dá uma idéia de como funciona a interface entre os dois ambientes. 
MICROSOFT EXCEL l>J.ATLAB 
EXCEL 
LINK 
ÁREA TRABALHO EXCEL ÁREA TRABALHO MATLAB 
• 
' ~ i 
I TOOLBOXES I I Gráficos I 
I MACROS I I PLAl'\lLHAS I 
*' I COMPILADOR I 
Figura 3.2- Interface Excel com Matlab 
Os dois comandos mais utilizados são : MLGetMatrix- para o Excel receber dados do Matlab e 
MLPut Matrix- para o Excel enviar dados ao Matlab. 
3.7. Preparação de dados para treinamento 
No arquivo Dados_ETE.xls (Anexo 1) tem-se uma planilha com 2 subconjuntos de dados, 
sendo um contendo todos os dados de entrada e saída em seqüência de dias, um segundo subconjunto 
com a divisão dos dados "IN la" para treinamento e "IN!b" para validação. 
Com a planilha I determinou-se os mínimos e máximos para as 11 variáveis de entrada e para a 
variável de saída. Sendo "IN" e "OUT" os dados da planilha Excel e sendo exportados para o Matlab, 
temos a seguinte seqüência de comandos: 
>- in=IN'; -cálculo da matriz transposta 
>- out = OUT'; 
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);- {inn, minin, maxin, outn,minout, maxout] =premnmx(in, out) - este comando determina os mínimos 
e máximos das matrizes in e out 
Através do comando tramnmx normaliza-se todas as entradas e saídas de acordo com os valores 
de minin, maxin, minout e maxout. 
Antes de iniciar o treinamento tem-se que preparar os dados que serão utilizados para a 
validação. Sendo os dados de entrada para validação "INl b" e "OlJTl b" para os de saída , tem-se os 
seguintes comandos: 
;.. w.P =INJ b; 
;.. w.T=OUTlb; 
);- [rede,tr}=train(rede,INla,OUTJa,[],[], w)- comando para início do treinamento 
O resultado deste treinamento irá resultar na rede e em tr onde estão os erros de treinamento e 
validação. 
3.8. Treinamento da rede neural 
Os dois algoritmos que foram testados neste trabalho foram : Levenberg-Marquardt (trainlm) e 
Taxa de Aprendizado Variável- gradiente descendente (traingdx). 
O algoritmo de Levenberg-Marquardt é considerado mais rápido e utiliza menos memória que os 
demais algoritmos, porém não trabalha adequadamente com a técnica de Parada Antecipada , apesar de 
constar no manual do Matlab que esta técnica funciona com qualquer algoritmo de treinamento. Como 
exemplo podemos citar um treinamento com dados denominados "INla" ( para cálculo gradiente) e 
"IN! b" ( validação). Foram obtidos um erro médio quadrático para os dados de cálculo e um outro bem 
diferente para os dados de validação. Portanto caso se utilizasse os dados de entrada IN! a para simular 
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a rede, o erro esperado seria o mesmo erro médio quadrático encontrado durante o treinamento e isto 
não ocorreu. 
Para a rede neural em questão, foi obtido um erro de performance = 0,02!35 ( referente ao 
cálculo do gradiente atualização dos pesos) e um erro = 0,0464 para a validação. Ao simular a rede 
com os mesmos dados utilizados para treinamento foram obtidos dois novos erros, 0,5 para INla e 4,9 
para INlb. 
Já utilizando o algoritmo de Taxa de Aprendizado Variável (TA V), obteve-se como erro de 
performance 0,049 e para validação 0,049 o que mostra mais coerência com a teoria da Parada 
Antecipada. 









Performance obtida= 0.049 
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0.4 ------------
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20 40 60 
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BO 
Figura 3.3 -Erro de treinamento pelo algoritmo de TA V 
100 120 
Já na Figura 3.4, pode-se observar o erro de validação que também é o mesmo valor. 
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Figura 3.4- Erro de validação pelo algoritmo TAV 
100 120 
Para a mesma rede, utilizando o algoritmo de Levemberg - Marquardt, foram obtidos os 
seguintes erros. 
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Figura 3.5 -Erro de Validação pelo algoritmo LM 
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Figura 3.6- Erro de treinamento pelo algoritmo LM 
8 9 10 
Pode-se notar claramente das Figuras 3.5 e 3.6 que a teoria de Parada Antecipada não se aplica 
totalmente quando se utiliza o algoritmo de LM. 
Durante a fase de treinamento , pode-se alterar alguns parâmetros buscando uma rede neural 
com melhores ajustes. Um dos parâmetros mais solicitado é o número de neurônios na primeira camada 
e com ele fez-se vários testes para chegar ao valor ótimo. Este teste foi feito simulando a resposta da 
rede tendo como dados de entrada o mesmo dado "IN la", utilizado para treinamento. 
Os parâmetros m, b e r utilizados para avaliar a quantidade de neurônios são na verdade 
coeficientes da regressão linear da resposta simulada da rede com relação a resposta desejada. 
Então tem-se: 
y=mx+b 
sendo que y = resposta simulada da rede 
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r= coeficiente de regressão, relação entre a curva obtida e a curva ideal 
sem =1 ; b=O e r=1 tem-se a correlação perfeita, portanto buscar-se-ão no teste os coficientes 
que mais se aproximam destes valores. 
Tabela 2- Detenninação do n° de neurônios da camada intermediária 





5 i 0,4557 -0,4325 0,7122 I 
I 
I 9 0,4446 -0,3831 0,6734 
10 0,5755 I 
I 
-0,3271 0,8026 
11 0,6750 1 -0,2246 0,8467 
12 I 0,4911 -0,3707 0,7489 I 
I 
13 0,4542 -0,4194 0,7299 
14 0,5295 -0,3503 0,7689 
15 0,5789 -0,3078 I 0,8224 
16 0,6328 -0,2668 0,79191 
17 0,5889 -0,3169 0,8513 I 
20 o, 1819 -0,5479 0,4183 
23 0,4687 1 -0,3766 0,7126 
I 
26 0,5909 -0,2351 0,756 I I 
27 0,7242 -0,1490 0,86 I 
28 o,534o 1 -0,3524 0,7471 
I 
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Figura 3. 7 - Coeficientes da regressão linear 
Pelo gráfico pode-se perceber que com 27 neurônios tem-se o melhor ajuste dos coeficientes e 
portanto pode-se proseguir com este número de neurônios sem precisar se preocupar com esta 
verificação no futuro. 
Agora, antes de iniciar os testes, serão analisados alguns gráficos das variáveis de entrada no 
decorrer do tempo. 
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Pode-se notar pelas figuras apresentadas que quase todas as variáveis oscilam muito, no entanto 
deve ser considerado com bastante cautela que estes dados são coletados uma vez ao dia e representam 
mais de 1 ano de amostragem. Então deve-se prestar atenção nos valores mínimos e máximos de cada 
variável e assim observar que , por exemplo, a purga é uma variável que oscila muito porque nos finais 
de semana a purga é zero pois não há operadores na estação de tratamento para acompanhar esta 
intervenção que é manual. 
Pela figura 3.8 pode-se notar uma oscilação muito acentuada na concentração de oxigênio no 
seio do reator, porém o fornecimento de oxigênio se faz por meio de bombas de aeração que trabalham 
continuamente. Portanto esta variação não se deve ao fornecimento de 02 e sim pelo consumo de 
oxigênio pelos microorganismos, estando diretamente associada aos niveis de nitrogênio no meio do 
reator. 
3.9. Conclusão 
É muito importante analisar os gráficos das variáveis de entrada com o tempo para que se possa 
notar algum fenômeno comum ocorrido em urna específica época do ano. Após feito o treinamento, a 
rede está pronta para os testes. Entretanto não se pode deixar de analisar sempre os dados com os quais 
a rede foi treinada porque se houver alguma incoerência ou dados errados, os testes de simulação não 
serão bem sucedidos. 
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CAPÍTUL04 
SIMULAÇÕES E RESULTADOS 
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4.1. Introdução 
Neste capítulo apresentam-se os testes realizados com a rede neural para verificar os resultados. 
É importante mencionar que qualquer variável que apresente um valor fora dos mínimos e 
máximos pré determinados na fase de treinamento terá uma responda muito diferente da esperada, pois 
a rede não consegue generalizar bem para valores fora da faixa ( extrapolação ). 
4.2. Testes com Rede Neural 
Os testes foram realizados do dia 21 de outubro até o dia 19 de novembro de 2002. 
Todos os dias pela parte da manhã foram realizadas as coletas de amostra para medição em 
laboratório de auto-controle das principais variáveis do processo de tratamento de efluentes orgânicos. 
Algumas variáveis como oxigênio dissolvido e purga eram coletados apenas às 17:00h, então foi 
necessária uma mudança para que o resultado de 02 estivesse disponível por volta das 15:00h, quando 
geralmente é feita a dosagem de nutrientes. Como a purga foi uma variável descartada, não tem-se a 
necessidade de seu valor. 
Os dados coletados eram alimentados no modelo neural e o resultado seria a concentração de 
nitrogênio no seio do reator no dia seguinte, levando-se em conta a vazão de hidróxido da amônio que 
estava sendo acrescentada no dia anterior, ou seja, com o valor de hidróxido de amônio calculado pelos 
métodos convencionais ( razão l OODQO: 1 ,2 Nitrogênio) poderia-se predizer o quanto haveria de 
concentração de nitrogênio no seio do reator no dia seguinte. 
Assim sendo, os valores de nitrogênio medidos no dia seguinte foram comparados com os 
valores de predição do modelo neural. 
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Tabela 2 -Comparação de dados medidos de concentração de N2 com dados da rede neural 
I Valores 1 Valores simulados 
' 
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Dias de teste 
Figura 4.1 -Valor medido X Valor simulado pela Ri'! 
4.3. Conclusão 
Os dados obtidos através da simulação feita pela rede neural estão bem diferentes dos valores 
medidos no laboratório de auto-controle da ETE para a concentração de nitrogênio no meio do reator 
biológico. 
Do ponto de visto qualitativo os resultados estão coerentes, ou seja, se a tendência é aumentar a 
concentração de nitrogênio a simulação mostra que há o aumento e se a tendência é de diminuir , a 
simulação também corresponde. 
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Entretanto, considerando-se a obtenção de um erro médio quadrático de 0,049 (Figura 3.4) para 
o conjunto de dados de validação, conclui-se que a diferença dos valores medido e simulado de teor de 
N2 encontra-se excessivamente elevada na Figura 4.1. 
Como mencionado na conclusão do capítulo 3, o erro ocasionado pelo fato de ter-se uma 
medida por dia já é certo, porém tem-se que verificar se o erro apresentado se deve apenas a este fato, 
uma vez que para a validação não foi verificada tamanha discrepância. 
Nos primeiros cinco dias de testes, os resultados da rede neural estavam muito próximos dos 
valores medidos e dentro da faixa de erro esperado. No entanto, a partir do sexto dia começou a haver 
uma diferença significativa entre valores simulado e medido. 
Neste momento viu-se a necessidade de analisar os dados utilizados para treinamento e 
validação com os dados reais da ETE. A conclusão desta análise era a sensação de estar faltando uma 
variável importante ao processo que não estava presente no conjunto de dados. 
Juntamente com a equipe operacional foram levantadas algumas questões sobre possíveis 
variáveis que estariam faltando ou algum fenômeno que poderia não estar sendo considerado e chegou-
se a uma importantíssima informação: havia uma operação de adição de anti-espumante a cada 7 ou 15 
dias para reduzir as espumas na superficie do reator biológico. 
Por não haver registro e nem regularidade desta operação, a obtenção imediata de um modelo 
mais preciso através de redes neurais fica prejudicada. Por outro lado, através da análise realizada, 
pode-se sugerir uma mudança de procedimentos para estabilização da ETE ( cap. 5). 
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CAPÍTULOS 
CONCLUSÕES E SUGESTÕES 
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5 .1. Introdução 
Este capítulo traz a conclusão geral do trabalho, mostrando os problemas operacwna1s 
detectados e algumas desvantagens da utilização da rede neural e também fazendo sugestões de 
melhorias operacionais. 
5.2. Conclusão Geral 
O presente trabalho apresentou a modelagem e a simulação da estação de tratamento de 
efluentes orgânicos da Rhodia Paulínia através de redes neurais artificiais. A arquitetura da rede de 
alimentação direta que apresentou melhores resultados é: 11-27 -1. 
Através da utilização das redes neurais para modelar a estação de tratamento de efluentes da 
ETE detectou-se a realização de um procedimento operacional que trazia sérios problemas de 
estabilização para a estação. 
Quando analisou-se os dados utilizados para treinamento da rede junto aos dados reais, viu-se 
que não havia razões para a existência de alguns picos de nitrogênio no seio do reator e isto se repetia 
sem constante frequência. Pela análise realizada, este fato foi associado à ação operacional de adicionar 
anti-espumante no reator biológico. Em um primeiro instante, como o anti-espumante contém 
nitrogênio, chegou-se a pensar que a adição deste produto aumentaria a concentração de nitrogênio no 
meio. Porém esta hipótese foi descartada, pois a quantidade de nitrogênio contida em 1 O litros de anti-
espumante era muito pequena . Então foi constatado que o problema principal era o procedimento 
usado para a adição do produto. 
Inicialmente a aeração é interrompida e os níveis de oxigênio caem. Ao adicionar o anti-
espumante, os microorganismos que estão na superficie decantam e incorporam-se ao microorganismos 
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que estão em operação. Quando retoma-se a aeração, toda a massa começa a se movimentar pelo reator 
biológico provocando um aumento excessivo da concentração de nitrogênio no reator. Dependendo de 
quanto estava sendo dosado de hidróxido de amônio este aumento se apresenta mais ou menos 
significativo. Geralmente leva-se dois dias para que o nível de nitrogênio volte a normalidade e a 
estação de tratamento se estabilize. 
Com esta análise fica mais clara a explicação para o gráfico da Figura 3.8, onde a quantidade de 
02 fornecida para o reator era constante e o valor medido de 02 dissolvido oscilava constantemente no 
seio do reator. 
Em frente a este cenário, muito dos dados da planilha utilizada para treinamento da rede neural 
não representam o processo normal do tratamento de efluentes e como não existem relatos formais de 
quando é adicionado anti-espumante, não se pode filtrar os dados de entrada e assim retreinar a rede 
neural. 
Um outro aspecto importante é que, uma vez comprovado que todos os picos de concentração 
de nitrogênio foram ocasionados pela operação de adição de anti-espumante ao reator biológico, o 
processo de tratamento de efluentes passa atualmente por fase de testes e coleta de novos dados com a 
adição de anti -espumante tendo sido totalmente eliminada. Os resultados preliminares comprovam uma 
melhor estabilização da estação, sendo o método atual de controle aceitável. 
Pelo exposto acima, considera-se que a realização do presente trabalho penuitiu obter 
informações conclusivas do processo em análise a partir de um vasto banco de dados que era usado 
apenas para o registro das condições operacionais da ETE. 
Este trabalho serviu, também, de base para alavancar outras atividades como mudanças em 
procedimentos operacionais a fim de atingir o modelamento ideal e, em consequência, um controle 
mais fino para a ETE. O objetivo é que o operador possa predizer o efeito da ação que deseja 
implementar no processo através de uma rápida simulação com o modelo neural. Com a rede neural 
56 
treinada, os cálculos para simulação são meramente algébricos e, portanto, facilmente realizáveis em 
qualquer microcomputador disponível ("notebook"). 
5.3. Sugestões 
A principal sugestão já proposta à equipe operacional da ETE é interromper a adição de anti-
espumante por alguns meses de modo que se possa acompanhar a concentração de nitrogênio no seio 
do reator em operação normal e também para que seja possível levantar uma nova base de dados para 
um futuro treinamento da rede neural, caso seja necessário. 
Uma outra sugestão é com relação às medições das onze variáveis consideradas no modelo que 
ocorrem apenas uma vez por dia. A idéia é que sejam feitas mais medidas durante o dia de modo a 
conhecer melhor o comportamento destas variáveis. 
Também pode-se adicionar à lista de sugestões a utilização de um tratamento estatístico dos 
dados para que se possa de urna forma mais rigorosa conhecer os efeitos de cada variável de entrada na 
variável de saída. 
Havendo a possibilidade de um novo treinamento, espera-se fortemente a obtenção de um ajuste 
mais adequado da rede neural ao processo com a utilização do modelo ,gerado já com as modificações 
sugeridas, na base operacional da ETE para a determinação da quantidade de hidróxido de amônia a 
ser adicionada ao reator biológico. Esta seria uma opção à dosagem realizada atualmente através da 






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































DADOS PARA CÁLCULO DO GRADIENTE E AJUSTES DOS PESOS E BIAS 
01/abr -0,0476 -0,5814 0,2632 
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1cional para controle multi-variável por variáveis 
estado/projeto de uma interface a fibra ótica/ no-
..; técnicas de escalonamento da comunicação e 
execução de blocos funcionais I ferramenta de 
;JQrte computacional para análise do comporta-
:nto temporal de aplicações Fieldbus 
lestrantes: Carlos Eduardo Pereira- UFRGS I Lú-
t Regina Franco- E FEl I Marcelo Werneck- UFRJ I 
irio Pinotti )r.- EESC-USP 
hOS- 11 h30 
:bates 
la 1 - 14h - 17h30 
eamento e Meio Ambient 
•ordenador: Deusdedit Carvalho de Moraes -
>ar/GINAM 
h- Abertura 
osidente da Mesa: Waldemar Sandolé Casadei -
"TE/CEPAN 
oderador. Ana Maria Frattini Fileti 
'JICAMP-DESQ 
'-~' presente trabalho visa determinar as condições 
leracionais ótimas para um Flotador a Ar Dissol-
do com reei do e seus respectivos acessórios, no 
atamento físico-químico (Primário) de efluentes 
·rados por um curtume de ciclo completo. A se-
I ir, efetua-se o comparativo já referido com um 
ecantador Primário. A introdução desta opera-
io, nas condições determinadas para este tipo de 
!uente, representa um incremento de eficiência 
!puradora com o niesmo consumo de insumos 
Jimicos. Tal incremento colabora na melhoria 
1S condições de ingresso do ef!uente primário, à 
ída do Flotador, no Tratamento Biológico (se-
mdário), pela admissão de cargas poluidoras sig-
ficativamente menores. Finalmente, a condição 
>eracional ótima pressupõe a minimização do 
>lume de iodo primário gerado, que egressa do 
otador com um teor de matéria seca significati-
tmente maior. 
trabalho sugere' a importância de verificar a apli-
lbilidade desta operação em outros segmentos in-
Jstriais onde se faça necessária a separação 
>lido-líquido, tomando como base o presente ex-
2:rimento, executado sobre um efluente industrial 
=alto nível de contaminação. 
Palestrante: José Octávio Fumagali Rodrigues 
Escola SENAI Márcio Nogueira Leal - Franca-SP 
Resumo: Com o aumento da consciência ecológica 
e das pressões governamentais no que rege a política 
de Meio Ambiente, o tratamento de efluente tem to~ 
mado posição de destaque nos processos industria-
is. Assim sendo, a necessidade de se conhecer uma 
estação vem aumentando e uma das principais for-
mas é através do modelamento matemático. 
Modelar matematicamente uma estação de tratamen-
to de efluentes é uma tarefa muito difícil pois além de 
fenômenos termodinâffiicos temos a ação de bactéri-
as o que traz uma não linearidade ao modelo. 
As Redes Neurais, então, têm a finalidade de repre-
sentar o modelo de um processo sem que as fórmu-
las matemáticas sejam conhecidas. Através de um 
processo de dimensionamento, treinamento e testes, 
pode-se adequar uma rede neural para representa o 
modelo de um tratamento de efluentes e através de 
suas variáveis de saída, realizar técnicas de contro-
les na dosagem de seus nutrientes. 
Palestrante: Francisco O.C. Salviano - Eng. De Au-
tomação da Rhodia do Bras i I 
Dados gerais do Projeto Tietê: Área de Abrangên-
cia/ População atendida I Realização da 1' Etapa. 
Exemplo de Sistema Supervisório: Estação de Trata-
mento de Esgotos do ABC - concepção do Projeto; 
Montag~m do Sistema; Operação do Sistema; Inter-
! igação a novos sistemas 
Palestrante: Amarildo dos Santos - Engenheiro da 
Divisão de Manutenção- OESTE-AEON da SABESP 
Resumo: A Estação de Tratamento de Esgotos de La-
vapés, situada em São José dos Campos, foi projeta-
da e construída para tratar dos esgotos domésticos 
da cidade. A planta foi projetada para ser executada 
em duas etapas, tendo sido construído apenas o mo-
delo correspondente a primeira etapa na parte de 
tratamento biológico e o módulo final na parte de 
tratamento primário. 
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