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Abstract
We shall consider the inverse scattering problem for time dependent version of Hartree equation
and nonlinear Klein–Gordon equation. The uniqueness theorem on identifying the cubic convolution
nonlinearity from the knowledge of the scattering operator will be shown.
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1. Introduction
In this paper we shall consider the inverse scattering problem of determining the non-
linearity for Hartree equation
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∂u
∂t
= −∆u +
∫
Rn
V (x − y)U(x, y, t)u(y, t) dy (1)
and Klein–Gordon equation with cubic convolution nonlinearity
∂2w
∂t2
= ∆w +w + (V ∗ |w|2)w (2)
for (x, t) ∈ Rn × R, where u = t (u1, . . . , uN),
U(x,y, t) = (Ujk(x, y, t)) N ×N matrix,
Ujk(x, y, t) =
{
uj (x, t)uk(y, t), j = k,
0, j = k,
and
(
V ∗ |w|2)w =
( ∫
Rn
V (x − y)∣∣w(y)∣∣2 dy
)
w.
The uniqueness theorem on identification of V (x) from the scattering operator will be
shown.
Hartree equation (1) is derived in order to obtain an approximate solution of an N -body
Schrödinger equation
i
∂Φ
∂t
= −
N∑
j=1
∆jΦ +
∑
i<j
V (xi − xj )Φ,
where xj = (x1j , . . . , xnj ) ∈ Rn, and ∆j =
∑n
i=1(∂/∂xij )2. V (x) represents the interaction
potential acting on between particles. For more details, we refer to Isozaki [1, Introduc-
tion]. We would like to determine the interaction potential V (x) from the knowledge of the
scattering operator.
Hartree equation (1) is a kind of nonlinear Schrödinger equation. So let us here review
the inverse scattering problem for nonlinear equation in short. The power type nonlinearity
case was initially studied by Morawetz and Strauss [3] and Strauss [4, pp. 64–70]. For
example, consider the nonlinear Schrödinger equation
i
∂u
∂t
= H0u+ V (x)|u|p−1u, (t, x) ∈ R × Rn,
where H0 = −∆. Suppose that p is an integer, p  3 if n  3, p > 3 if n = 2, p > 4 if
n = 1 and V (x) is real valued continuous, bounded, whose derivatives up to order l > 3n/4
are bounded. Then the scattering operator S,
(Sφ)(x) = φ(x)+ 1
i
∫
R
(
eitH0V |u|p−1u)(t, x) dt,
is well defined. It was shown that V (x) is recovered from the scattering operator S as
follows. For any φ ∈ H 1 ∩L1+1/p ,
V (x0) = limλ→∞ λ
n+2I [φλ]∫ , (3)R ‖e−itH0φ‖p+1Lp+1 dt
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I [φ] := lim
ε→0
i
εp
(
(S − I )(εφ),φ). (4)
Later, by Weder [8,9,11,12], above results was extended to more general cases. For the
following nonlinear Schrödinger equation
i
∂u
∂t
= −∆u+ V0(x)u+
∞∑
j=1
Vj (x)|u|2(j0+j)u
a method is given for the unique reconstruction of V0(x) in the linear term and of the Vj (x),
j = 1,2, . . . , in the nonlinearity.
In the above mentioned result the method to obtain the reconstruction formula (3) is not
applicable to our cubic convolution case. The essential point to prove the formula (3) is the
change of variables in the following integral:
I [φλ] =
∫
R
∫
Rn
V (x)|e−itH0φλ|p+1 dx dt.
Changing variable x by λ(x − x0), we have
I [φλ] = λ−n−2
∫
R
∫
Rn
V
(
x0 + x
λ
)
|e−itH0φ|p+1 dx dt.
Therefore, as λ → ∞, we can take the value V (x0) from the inside integral.
Applying the same method to cubic convolution nonlinearity we obtain
I [φλ] =
∫
R
∫
Rn
(
V ∗ |e−itH0φλ|2
)|e−itH0φλ|2 dx dt
= λ−2n−2
∫
R
∫
Rn
(
V
( ·
λ
)
∗ |e−itH0φ|2
)
|e−itH0φ|2 dx dt.
Since the integral∫
R
∫
Rn
(
V (0) ∗ |e−itH0φ|2)|e−itH0φ|2 dx dt
does not converge, we cannot make λ tend to infinity. Thus, to identify the cubic convo-
lution nonlinearity is not clear. Reconstruction formula was given only in the special case
V (x) = β|x|−σ , which was proved in [7].
Our purpose of this paper is to study the identification of cubic convolution nonlinearity
which does not directly apply the method in the case of the power type nonlinearity but
which is physically important.
Notations. Let us introduce some notations used throughout this paper. Let Hs,q(Rn)
be the usual Sobolev space of order s in Lq(Rn). Especially we use the abbreviation
Hs = Hs,2(Rn). We shall denote by Lp(R;Z) the set of Z-valued Lp(R) functions. A set
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tinuous will be denoted by Bm(Rn). The function space S consists of all the infinitely
differentiable functions on Rn whose derivatives of all orders remain bounded when mul-
tiplied by arbitrary polynomials. For a Banach space H we shall denote H×H by [H]2,
H×H×H= [H]3 and H× · · · ×H= [H]N .
Let Fφ or φˆ be the Fourier transform of φ defined by
Fφ(ξ) = 1
(2π)n/2
∫
Rn
e−ix·ξ φ(x) dx.
For a vector valued function f = (f1, . . . , fN) we put
‖f ‖X = ‖f1‖X + · · · + ‖fN‖X.
The plan of this paper is as follows. In Section 2 we shall define the scattering operator
for the evolution equation. The inverse problem for the Hartree equation will be considered
in Section 3, which is the main part of this paper. Nonlinear Klein–Gordon case will be
treated in Section 4. In Section 5 we will give a remark for Hartree type equation in the
scalar case.
2. Scattering
Before considering the inverse problem we have to solve the direct problem. In this
section we shall mention the scattering problem for the evolution equation
i
∂v
∂t
(t) = Jv(t)+ F (v(t)), (5)
where J is a selfadjoint operator in Hilbert space X with dense domain, v is an X-valued
unknown function over C and F is a map from a suitable subspace of X into X.
In order to define the scattering operator, we refer the integral equation
v(t) = e−itJφ− +
1
i
t∫
−∞
e−i(t−s)JF
(
v(s)
)
ds, (6)
and put
Xρ :=
{
φ ∈ X; ‖φ‖X  ρ
}
.
Definition 1. Assume that there exist some ρ > 0 and some W ⊂ L∞(R;X) such that for
all φ− ∈ Xρ , there exists a unique solution v ∈ W to (6) satisfying∥∥v(t)− e−itJ (φ−)∥∥X → 0, as t → −∞.
Then the operator S satisfying following properties is called the scattering operator for (6):
(1) S :Xρ 	 φ 
→ φ + 1
i
∫
R
eitJF
(
v(t)
)
dt ∈ X,
∥∥ −itJ ∥∥(2) v(t)− e S(φ−) X → 0, as t → ∞. (7)
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3.1. Scattering operator
We shall see that the scattering operator for Hartree equation (1) is well defined. Global
existence of a solution for Hartree equation was studied in [1]. Scattering problem was
considered in Wada [5]. In this paper we will define the scattering operator based on results
which were proved by Mochizuki [2].
We denote that
F
(
u(t)
)= ∫
Rn
V (x − y)U(x, y, t)u(y, t) dy (8)
and J = H0 := −∆. Assume that n 2 and V (x) is real valued function on Rn satisfying∣∣V (x)∣∣ C|x|−σ , for 2 σ  4 and σ < n. (9)
Let X = H 1 and W := L3(R : H 1,q )∩L∞(R : H 1), where 1/q = 1/2 − 2/(3n).
Setting G(f,g,h) = [V ∗ (fg)](x)h(x), we have∥∥∥∥∥
t∫
−∞
e−i(t−s)H0
{
G(u1, u2, u3)−G(v1, v2, v3)
}
(·, s) ds
∥∥∥∥∥
W
C
(‖u1 − v1‖W‖u2‖W‖u3‖W + ‖u2 − v2‖W‖v1‖W‖u3‖W
+ ‖u3 − v3‖W‖v1‖W‖v2‖W
)
. (10)
Using this estimate (10) it follows that∥∥∥∥∥
t∫
−∞
e−i(t−s)H0
{
F (u)− F (v)}(s) ds
∥∥∥∥∥
W
 C‖u − v‖W
(‖u‖2W + ‖v‖2W ). (11)
According to the argument in Mochizuki [2], with the help of the estimate (11) the scatter-
ing operator (7) in Definition 1 is well defined.
3.2. Inverse scattering problem
We shall now consider the inverse scattering problem of determining V from the scat-
tering operator S defined by (7).
Assumption. We assume that V satisfies the following conditions:
(1) V ∈ B1(Rn) such that∣∣V (x)∣∣ C|x|−σ , for 2 σ  4.
(2) Vˆ (ξ) is a continuous function.Denote that S = (S1, . . . , SN). Our main result is the following
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S(2) then we have
V1 = V2 in Rn.
3.3. Lemma
The following lemma is essentially due to Strauss [4, pp. 65–66].
Lemma 3. Let ε > 0. Then for any φ = (φ1, . . . , φN) ∈ [H 1]N , we have
lim
ε→0
i
ε3
([Sj − I ](εφj ),φj )=
∫
R
∫
Rn
Fj (e
−itH0φ)e−itH0φj (x) dx dt, (12)
j = 1, . . . ,N .
Proof. We rewrite the nonlinearity into the following form:
Fj (u) =
∑
1kN
k =j
[
V ∗ |uk|2
]
uj , j = 1, . . . ,N. (13)
Let v = (v1, . . . , vN) be a solution of (6) with initial data εφ. Then we have
Fj (v) =
∑
1kN
k =j
{[
V ∗ |vk|2
]
wj + [V ∗ v¯kwk]u0j +
[
V ∗ w¯ku0k
]
u0j +
[
V ∗ ∣∣u0k∣∣2]u0j},
where wj = vj − u0j and u0j = e−itH0(εφj ). Making use of the estimate (11) we obtain
‖w‖W  C‖v‖3W, (14)
‖v‖W  Cε‖φ‖H 1 . (15)
According to the proof of Strauss [4, pp. 65–66] (or see [6, Lemma 2.4]) the formula (12)
follows. 
3.4. Proof of Theorem 2
We denote that
lim
ε→0
i
ε3
([Sj − I ](εφj ),φj )= Tj [φ], j = 1, . . . ,N.
By means of the Plancherel’s theorem the formula (12) is rewritten in the form
Tj [φ] =
∫ ∫
Fj (u0) dx dt =
∑ ∫ ∫
Vˆ (ξ)
{F(∣∣u(k)0 ∣∣2)F(∣∣u(j)0 ∣∣2)}dξ dt,R Rn 1kN
k =j R Rn
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Tj [φ] = 0, j = 1, . . . ,N . Putting w(ξ) = Vˆ1(ξ) − Vˆ2(ξ) and taking φ1 = · · · = φN = φ
then it follows that for any φ ∈ H 1,
0 =
∫
R
∫
Rn
w(ξ)H(t, ξ) dξ dt, (16)
where
H(t, ξ) = ∣∣F(|u0|2)(t, ξ)∣∣2.
We denote that Bε(a) := {x ∈ Rn; |x − a| < ε}. Taking φ with φˆ ∈ C∞0 (Bε(ξ0/2)),
φˆ(ξ0/2) = 1 and φˆ  0, we have
F(|u0|2)(0, ξ) = (2π)n/2
∫
Rn
φˆ(ξ − η)φˆ(η) dη ∈ C∞0
(
B2ε(ξ0)
)
,
F(|u0|2)(0, ξ)  0 and F(|u0|2)(0, ξ0) > 0. Hence, by continuity there is a δ > 0 such
that H(t, ξ) > 0 for |t | + |ξ − ξ0| < δ, where we can assume that δ < 2ε. Moreover,
suppF(|u0|2)(t, ξ) ⊂ B2ε(ξ0).
It is enough to prove the case where w(ξ) is the real valued function. When w(ξ) is
complex valued we can prove in the same way by dividing w into the real part and the
imaginary part. Suppose that ω(ξ0) > 0. Then, by continuity, it follows that
ω0(ξ) > 0 in Bρ(ξ0)
for some ρ > 0. Take φ as above with ε < ρ/2. Then, we have∫
R
∫
Rn
ω(ξ)H(t, ξ) dξ dt =
∫
R
∫
|ξ−ξ0|<2ε
ω(ξ)H(t, ξ) dξ dt

∫
R
∫
|t |+|ξ−ξ0|<δ
ω(ξ)H(t, ξ) dξ dt > 0.
This contradicts with (16). If ω(ξ0) < 0 we proceed in a similar way. Since ξ0 is a ar-
bitrary point in Rn we therefore have ω(ξ) = 0 for all ξ ∈ Rn. Thus the proof has been
completed. 
4. Nonlinear Klein–Gordon
Let
J = i
(
0 1
∆− 1 0
)
and f (u) = (V ∗ |u|2)u.
Then we can rewrite Eq. (2) into (5), where v = t (u, v) = t (u, ∂tu) and F (v) = t (0, if (u)).
Assume that n 3 and∣ ∣∣V (x)∣ C|x|−σ , 2 σ  4 and σ < n. (17)
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1/2 − 2/3(n− 1 + θ) with some 0 θ  1 which depends on σ . It follows from results of
Mochizuki [2] that the scattering operator (7) is well defined.
4.1. Inverse scattering problem
Inverse scattering problem for the nonlinear Klein–Gordon equation was initially stud-
ied by Morawetz and Strauss [3]. For the following equation:
utt −∆u+m2u+ gu3 = 0,
it was proved that the scattering operator S uniquely determines the coupling constant g.
Later in [4] it was proved that a function g = g(x) is uniquely determined by the scattering
operator. Weder [10,13] considered the nonlinear Klein–Gordon equation with a potential;
∂2u
∂t2
(x, t)−∆u(x, t)+ u(x, t)+ V0(x)u(x, t)+
∞∑
j=1
Vj (x)|u|2(j0+j)u(x, t) = 0.
It was shown that the small amplitude limit of the scattering operator determines uniquely
all the Vj (x), j = 0,1, . . . . Moreover a method was given for the reconstruction of the Vj ,
j = 0,1, . . . .
As we mentioned in Section 1, the method for power type nonlinearity is not applicable
to our problem of identifying V (x) in Eq. (2).
In this section we will show that the uniqueness on identifying V (x) also holds for the
nonlinear Klein–Gordon equation.
Let S(j), j = 1,2, be the scattering operator corresponding to Vj .
Assumption 1. We assume that Vj , j = 1,2, satisfy (17) and Vˆj (ξ) are continuous func-
tion.
When we consider the real valued solution of (5) it is necessary to suppose the following
assumption instead of Assumption 1.
Assumption 2. We assume that Vj , j = 1,2, satisfy (17) and the following conditions:
(1) Vj is real valued even function.
(2) Vˆj is continuous on Rn \ {0}.
(3) Vˆj (ξ) = λj |ξ |−γj on some 0-neighborhood for some λj ∈ R and 0 < γj < n.
Results are the following.
Theorem 4. Suppose that Vj , j = 1,2, satisfy Assumption 1. If S(1) = S(2) then we have
V1 = V2 in Rn.
When we consider the case where it restricts to the real valued solution of (5) the result
is the following.
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V1 = V2 a.e. Rn.
The method of proof is almost the same as the Hartree equation case. But for proof of
Theorem 5, we pay attention to how to choose the test function.
4.2. Proof of Theorem 4
According to the proof of Strauss [4, pp. 65–66] and using estimates proved by
Mochizuki [2] we have
K[φ,ψ] = −i
∫
R
(
F (e−itJφ), e−itJψ
)
X
dt (18)
for any φ,ψ ∈ X = H 1 ×L2, where
K[φ,ψ] = lim
ε→0
1
ε3
([S − I ](εφ),ψ).
Noting that Bφ ∈ X, for any φ ∈ X, where
B =
(
0 −ω−2
1 0
)
and ω = √1 −∆,
it follows from the formula (18) and Plancherel’s theorem that
K[φ,Bφ] = (2π)n/2
∫
R
∫
Rn
Vˆ (ξ)
∣∣F(|u0|2)(t, ξ)∣∣2 dξ dt (19)
for any φ ∈ [H 1]2, where u0(t, x) = cos tωφ1 +ω−1 sin tωφ2.
By (19), we can show Theorem 4 in the same way as the Hartree case. 
4.3. Proof of Theorem 5
Let η be a positive number satisfying η < |ξ0|/2 for 0 ≡ ξ0 ∈ Rn. We shall define the
real valued function φηξ0 ∈S as follows:
(1) φˆηξ0(ξ) is real valued function such that φˆ
η
ξ0
(ξ0/2) = 0.
(2) supp φˆηξ0 ⊂ Bη/2(ξ0/2)∪Bη/2(−ξ0/2).
(3) φηξ0(x) = φ
η
ξ0
(−x).
(4) φˆηξ0(ξ0/2 − ξ) = φˆ
η
ξ0
(ξ0/2 + ξ) if ξ ∈ Bη/2(0).
Putting uηξ0(t, x) = cos tωφ
η
ξ0
(x) then it is found that
suppξ F
[∣∣uηξ0 ∣∣2](ξ) ⊂ Bη(ξ0)∪Bη(0)∪Bη(−ξ0).Let us now prove Theorem 5. There are two steps. We denote that V (x) = V1(x)− V2(x).
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Vˆ (0) > 0 on Bη(0) for some η > 0. Put φ˜ = t (φη0 ,0). Obviously we have φ˜ ∈ [H 1]2. Hence
applying the formula (19) for this φ˜ it follows by assumption S(1) = S(2) that
0 =
∫
|ξ |<η
∫
R
Vˆ (ξ)
∣∣F(|v0|2)(t, ξ)∣∣2 dt dξ, (20)
where v0(t, x) = cos tωφη0 . Noting that |F(|v0|2)(0,0)|2 = ‖φη0‖4L2 > 0 we see that the
integral in the right-hand side of (20) is positive. This is contradiction. Thus, we have
Vˆ (0) = 0 on Bη(0). (21)
Step 2. We shall complete the proof of Theorem 5. Assume that Vˆ (ξ) > 0 in |ξ0 −ξ | < η
for some ξ0 ∈ Rn. By Step 1, we may assume that we have (21). Put uηξ0(t, x) = cos tωφ
η
ξ0
.
Then we have in view of definition of φηξ0 ,
F(∣∣uηξ0 ∣∣2)(0, ξ0) = (2π)n/2
∫
|ξ0/2−ξ |<η/2
φˆ
η
ξ0
(ξ0 − ξ)φˆηξ0(ξ) dξ
= (2π)n/2
∫
|ξ |<η/2
∣∣φˆηξ0(ξ0/2 − ξ)∣∣2 dξ > 0. (22)
Making use of (21) and symmetry of φˆηξ0 it follows that∫
R
∫
Rn
Vˆ (ξ)
∣∣F(∣∣uηξ0 ∣∣2)(t, ξ)∣∣2 dξ dt
=
( ∫
Bη(ξ0)
+
∫
Bη(0)
+
∫
Bη(−ξ0)
)∫
R
Vˆ (ξ)
∣∣F(∣∣uηξ0 ∣∣2)(t, ξ)∣∣2 dt dξ
= 2
∫
Bη(ξ0)
∫
R
Vˆ (ξ)
∣∣F(∣∣uηξ0 ∣∣2)(t, ξ)∣∣2 dt dξ. (23)
Taking φ = t (φηξ0 ,0) in the identity (19) we see by assumption S1 = S2 that the right-hand
side of (23) is equal to zero. Hence taking into account the inequality (22) it must be that
Vˆ (ξ) = 0 in some neighborhood of ξη0 . Since ξ0 ∈ Rn is a arbitrary point we see that
Vˆ (ξ) = 0 in Rn.
Thus, Theorem 5 has been completely proved. 
5. Remark
We shall give a remark for Hartree type equation
∂u ( )i
∂t
= H0u+ V ∗ |u|2 u, (24)
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determine Vˆ (0), in other words a value of integral of V (x), from the scattering operator.
Formulae similar to (25) could not be obtained for Klein–Gordon equation (2).
Assume that V (x) satisfy the condition (9). Then by Mochizuki [2] it is found that the
scattering operator
(Sφ)(x) = φ(x)+ 1
i
∞∫
−∞
(
eitH0
(
V ∗ |u|2)u)(t, x) dt
is well defined on a neighborhood of zero in H 1.
If we set φR(x) = φ(x/R) and
T [φ] = lim
ε→0
i
ε3
([S − I ](εφ),φ), ε > 0,
then we have
Proposition 6. Let 2 n 6. Assume that Vˆ (ξ) is a bounded continuous function. Then
for any φ ∈ H 1(Rn) we have
Vˆ (0) = M lim
R→∞
T [φR]
Rn+2
, (25)
where
M = (2π)−n/2‖e−itH0φ‖−4
L4(R:L4) < ∞.
Proof. First we shall prove that if 2 n 6 then the following estimate holds:
‖e−itH0φ‖L4(R,L4)  C‖φ‖H 1, for any φ ∈ H 1. (26)
By means of Hölder’s inequality we have∫
Rn
∣∣(e−itH0φ)(x)∣∣4 dx  ‖e−itH0φ‖3
L3p‖e−itH0φ‖Lp′ .
Making use of the Sobolev imbedding theorem we obtain
‖e−itH0φ‖
Lp
′  C‖e−itH0φ‖H 1 = C‖φ‖H 1,
‖e−itH0φ‖L3p C‖e−itH0φ‖H 1,q
if p and p′ satisfy
1
2
− 1
n
 1
p′
 1
2
, (27)
1
q
− 1
n
 1
3p
 1
q
. (28)
Since
1 1 1 1 2
p
+
p′
= 1 and
q
=
2
−
3n
,
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1
2
 1
p
 1
2
+ 1
n
, (29)
3
2
− 5
n
 1
p
 3
2
− 2
n
. (30)
Under the condition 2 n 6 we can take p such that inequalities (29) and (30). Remem-
bering that the following estimate holds for any φ ∈ H 1 (see Mochizuki [2, Proposition 3.3,
p. 148]);
‖e−itH0φ‖L3(R:H 1,q )  C‖φ‖H 1,
where 1/q = 1/2 − 2/(3n), we obtain the estimate
‖e−itH0φ‖4
L4(R:L4)  C‖φ‖H 1‖e−itH0φ‖3L3(R:H 1,q )  C‖φ‖4H 1 .
Let us return now to show the formula (25). Remember that free solutions of the
Schrödinger equation are represented by the formula
(e−itH0f )(x) = 1
(4πit)n/2
∫
Rn
e−
|x−y|2
4it f (y) dy.
Then we have
(e−itH0φR)(x) =
(
e
−i t
R2
H0φ
)( x
R
)
and
F(|e−itH0φR|2)(ξ) = RnF(∣∣e−i tR2 H0φ∣∣2)(Rξ). (31)
Since V (x) satisfies the condition (9), in view of [6, Lemma 2.4], we have
T [φ] =
∫
R
∫
Rn
(
V ∗ |e−itH0φ|2)|e−itH0φ|2 dt dx (32)
for any φ ∈ H 1. Making use of the formula (31) and (32) it follows by virtue of the Parseval
identity that
T [φR] = (2π)n/2
∫
R
(
VˆF(|e−itH0φR|2),F(|e−itH0φR|2))dt
= (2π)n/2R2n
∫
R
∫
Rn
Vˆ (ξ)
∣∣F(∣∣e−i tR2 H0φ∣∣2)(Rξ)∣∣2 dξ dt.
Consequently, we have
T [φR]
Rn+2
= (2π)n/2
∫
R
∫
Rn
Vˆ
(
η
R
)∣∣F(|e−isH0φ|2)(η)∣∣2 dη ds.
Since Vˆ (ξ) is bounded continuous function, we have the formula (25) by means of the
estimate (26), Lebesgue’s convergence theorem and Plancherel’s theorem. 
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