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Abstract: The growing complexity, scale and heterogeneity of software systems
boosted a great deal of research in the field of self-management and self-adaptation.
In general, current solutions are built as fixed frameworks, with rigid methodology,
models and tools that are best suited for their target application domain but can not
be easily applied in different domains. Furthermore, they lack the flexibility to let
the developer make decisions on how the adaptation engine should work and do not
consider the engine itself as a system subject to adaptation that can dynamically
evolve. In this work-in-progress paper we discuss the requirements of a more flex-
ible and evolvable framework for self-adaptation. We propose a conceptual model
for realizing this framework, showing its benefits with an application scenario.
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1 Introduction
Self-adaptive or autonomous systems are software systems that present one or more self-* prop-
erties (self-healing, self-optimization, self-protection). Those systems are structured as closed-
loops (often called adaptation loop or adaptation engine), which consist of a set of control tasks
sharing a knowledge base and interacting to achieve the goal of the self-* properties. The system
manages itself by continuously monitoring its internal state and external environment, analyzing
the data to detect undesired operational states, planning how to adapt the system and executing
the adaptation plan [KC03]. Despite the amount of work being done in the last years, there are
still many challenges involving the engineering of self-adaptive software systems [ST09], mostly
due to the difficulty of reusing the methods, techniques and tools offered by current frameworks
in different and ever-evolving application domains.
When designing a self-adaptive system, developers usually start with partial knowledge of the
application domain and are only able to elicitate an incomplete set of adaptation requirements.
Consequently, as the developer learns more about the application domain, he needs to mod-
ify (refine, enhance or correct) the self-adaptive behavior. Modifying the behavior is not only
constrained to the specification of a new set of adaptation goals, in some cases it may involve
changing the adaptation engine itself. Monolithic and rigid frameworks can become an obstacle
if, in a later development iteration, the set of adaptation methods, techniques and tools can not
satisfy new adaptation requirements. We refer to flexibility as how easily the framework can be
iteratively and incrementally modified to satisfy the needs of different stakeholders and reused
in different application domains.
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The flexibility has to do with static modifications, but sometimes these modifications need
to be dynamic. Consider, for instance, the monitoring task of the adaptation loop. It shares
resources (e.g. CPU cycles, network bandwidth) with the monitored system. Increasing the
amount of monitoring can reduce the availability of resources to the monitored system but, on the
other hand, decreasing it may imply in a less accurate and responsive adaptation. The problem
of finding the optimal amount of monitoring can not be solved statically, because it depends on
the dynamic conditions of the combined adaptation and adapted systems [BCNR10]. We use
the term evolvability1 as the ability of the framework’s adaptation engine to dynamically reason
about its operation and adapt itself according to new situations and requirements.
In this paper we present the requirements and a high-level description of what we believe
would be a more flexible and evolvable framework for self-adaptation. The rest of the paper
is structured as follows. In Section 2 we discuss the flexibility and evolvability requirements
of such a framework. Section 3 presents a conceptual model and discusses its implementation
as an adaptation middleware. Section 4 discusses the framework benefits using an application
scenario. Section 5 discusses related works. Finally, Section 6 concludes the paper and present
future works.
2 Requirements
One of the most advocated design principles for self-adaptive systems is the separation of con-
cerns between the application logic and the self-adaptive behavior. Although this principle is
related to reusability, in most frameworks it is realized as a monolithic external controller im-
plementing the adaptation logic, that can be reused in similar application domains. We argue
that a more fine grained separation of concerns is needed, changing the unit of reusability from
the adaptation loop as a whole to its individual control tasks. This idea is in conformance with
related works on the importance of making the control aspects of self-adaptive systems (control
tasks and their relationships) explicit during design and clearly traceable in the implementation
[MPS08]. We can synthesize this discussion in the following flexibility requirements:
FR - The adaptation engine should be designed as a closed-loop formed by a set of loosely
coupled control tasks, giving the developer the flexibility to 1) Specify the self-adaptive behavior
using his current knowledge and expertise and 2) Easily change the self-adaptive behavior and
methodology2 during the development life cycle, to reflect new knowledge and requirements.
As discussed in Section 1, some characteristics of the self-adaptive behavior have important
effects on the adapted system that can not be controlled statically. When the system is subjected
to new operating states, the qualitative properties of the self-adaptive behavior, such as cost,
safety and performance, can deviate significantly from the ideal and expected behavior [GEA06].
This uncertainty leads to the following evolvability requirements:
ER - The framework should provide the means to 1) Reason about the qualitative properties of
the adaptation loop as a whole and of its control tasks individually and 2) Modify the adaptation
loop dynamically according to new requirements or changes in its operating environment.
1 The term evolvability was taken from the evolutionary biology and is defined as the ability of a population to
generate and use genetic variations to respond to natural selection.
2 Methodology is used in this paper as the set of methods applied to describe and realize the self-adaptive behavior.
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Figure 1: Abstract description of a control task (a) and an ALS example (b)
3 Description of the Framework
In this section we present an abstract description of our framework. Subsection 3.1 introduces
its conceptual model and shows how it fulfills the requirements presented in Section 2. In Sub-
section 3.2, we show how the framework can be implemented as an adaptation middleware.
3.1 Conceptual Model
The framework is based on exploiting a high-level specification of the self-adaptive behavior to
dynamically construct the adaptation engine and manage its evolution. Since the unit of reusabil-
ity is a control task, it is also the key concept in the design and the target of the engine self-
management. Figure 1(a) shows the control task abstraction. The required and provided control
data define the abstract type of the information consumed and produced by the task as part of an
adaptation loop (e.g. the analyzing task consumes monitored data and produces symptoms). The
result output refers to measurements (e.g. response time and memory footprint) and operation
results (e.g. exceptions) exposed by the task. The parameter input refers to parameters used to
adjust the task operation (e.g. sampling rate and time out). The required knowledge defines what
type of human-defined domain knowledge (e.g. utility functions and quality models) the task
works on (the knowledge itself can be described using independent languages).
The adaptation engine/loop in turn, is described as a set of interacting control tasks, as shown
in Figure 1(b). This adaptation loop specification (ALS) is the main input used by the frame-
work, driving the construction of the adaptation engine at load time and its evolution at runtime.
The control tasks in the ALS are decoupled and use an open binding interaction model. The
tasks can be implemented as different computational elements (objects, components or third-
party services) and independently deployed by the framework locally or remotely. The binding
type maps the abstract interaction to concrete operations of the chosen communication model
(local interface binding, RMI, publish/subscribe).
The requirements described in Section 2 are satisfied by the model as follows. The requirement
FR-1 is satisfied by making the required knowledge explicit, giving the developers the flexibility
to choose, according to their knowledge and expertise, what control tasks to use in the ALS.
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To meet the requirement FR-2, at any development iteration, the self-adaptive behavior and
methodology can be changed, by respectively modifying the knowledge used by the tasks and
redesigning the ALS with new control tasks and knowledge types.
To fulfill the requirement ER-1, the result outputs of the control tasks can be used to calculate
the deviation of the current self-adaptive behavior (based on runtime measurements) from the
expected and ideal behavior (statically defined). To satisfy the requirement ER-2, the ALS
can be further extended with tasks created to control the main adaptation loop, as the Quality
Control task shown in Figure 1(b). These tasks can be implemented as simple controllers or as a
complex adaptation sub-systems, consuming the result outputs from other tasks and controlling
their behavior through their set of input parameters.
3.2 Middleware Implementation
The ALS is a high-level description of the adaptation process. We have considered a number
of description languages, including industry trends, such as BPEL 3 and BPMN 4, and also
more academic solutions, such as OWL-S [MBM+07]. Those languages can be used to both
describe and execute complex business processes. From our preliminary evaluation, OWL-S is
a more adequate solution considering its full support to ontologies and flexible grounding model
(supporting different interaction models). Using OWL-S API for Java 5, we were able to define
and execute a simple ALS using the standard service ontology offered by OWL-S. Later this
ontology can be extended to resemble the conceptual model introduced in Section 3.1.
A process execution engine, able to read and execute ALS, can be introduced as an extension
of an adaptation middleware, that can leverage its services, such as factories and registries, to
construct and execute the adaptation loop, as shown in Figure 2: First, the ALS and its required
knowledge are deployed into the middleware(1). Then, an adaptation manager parses the ALS
and starts the construction of the adaptation engine. The manager searches in a task registry for
third-party tasks matching the ones described in the ALS (2). In this example, it finds a match-
ing task (Knowledge Base) that supports the specified binding type (Pub/Sub). The required
knowledge is stored in the knowledge base (3). The specification of remote tasks is dispatched
to remote instances of the middleware (4). Finally, the managers in each middleware instance
creates the appropriate tasks and connects them using the specified binding type (5).
4 Application Scenario
To demonstrate the flexibility and evolvability of our framework we use a hypothetical scenario
of a multimedia application, where remote users can interact through real-time media streams.
For simplicity, we focus only on control aspects of the application and abstract implementation
details. We also assume that the developer has access to limited monitored information (e.g.
network latency, bandwidth availability, CPU usage and battery level) and has control over a
limited set of properties (e.g. the media temporal, spatial and qualitative dimensions).
3 Web Services Business Process Execution Language - http://www.oasis-open.org/committees/wsbpel
4 Business Process Modeling Notation - http://www.bpmn.org/
5 OWL-S API - http://on.cs.unibas.ch/owls-api/
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Figure 2: Construction of the adaptation engine
The developer decides to start with a predefined ALS which requires only simple action poli-
cies. Using this ALS, he can write, for instance, an action policy to adjust the media frame rate
(action) delivered to the consumers according to the monitored network bandwidth availability
(condition). After experimenting with action policies, the developer observe that the policies can
not properly express trade-offs between the controlled properties. Trying to reach optimal oper-
ational states, he decides to exchange the policies with utility functions. With a rigid framework,
this decision would require major modifications to the adaptation engine and in some cases the
exchange of the middleware solution. With the proposed framework, the developer only needs
to exchange the analyzing and planning tasks of the ALS, and redeploy it together with the new
required knowledge (utility functions, quality model and quality predictors).
Considering that every user of the application is equally important and that they may be sharing
resources (e.g. network bandwidth), the goal of the system now is to find a feasible set of adap-
tation actions that maximize the utility of the application for all users. A centralized planning
solution may became non-scalable as the number of users grows, due to the time and resources
taken to evaluate all possible adaptation actions and find the best. Aware of this limitation, the
developer specify a utility function that describes the utility of the planning task as a function
of the number of users, the time taken to find a new plan and its optimality (decentralized al-
gorithms using only partial knowledge may find sub-optimal solutions). This utility function is
deployed together with a new ALS containing a simple quality control task (as the one shown in
Figure 1(b)). The new control task is dynamically created by the adaptation manager and now
the adaptation engine itself is also subject to self-adaptation.
5 Related Works
In this section we refer to a few related projects and their limitations compared to our approach.
In [MDL10], the authors propose a framework for developing systems of systems with autonomic
capabilities. The framework supports different types of adaptation policies (action, goal and
utility functions) and hierarchical cooperation between distributed managers. However, it does
not provide a model with loosely coupled control task or consider evolvability in terms of the
quality of the adaptation process. The framework proposed in [CK10], is based on opportunistic
composition of loosely coupled service-oriented control tasks. The opportunistic nature can deal
with unanticipated states but can also potentially lead to unwanted behavior. Furthermore, it
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implies little visibility to the adaptation loop and limits the interaction to an event based model.
6 Conclusions and Future Work
In this paper, we presented our vision of a flexible and evolvable framework for self-adaptation,
where the self-adaptive behavior is built reusing different approaches for its constituent control
tasks and where the adaptation engine can evolve over time. We intend to refine the OWL-
S ontology used to describe the adaptation process and integrate our solution into an adaptation
middleware to demonstrate its feasibility. We are considering existing middleware solutions with
open architectures that can be easily modified and extended with a process execution engine, such
as QuA [GEA06]. We expect to apply the final framework to explore customized, decentralized
and evolvable approaches for self-adaptation to new large-scale application domains.
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