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A simpliﬁed schematics of the optical techniques explored in this thesis.
(a) In the Kerr rotation experiment, the laser polarization is rotated by
an angle Θ upon reﬂection from the sample. (b) Optical spin voltaic
(OSV) eﬀect: a voltage (VA−B ) is generated in the metal (Pt) upon light
illumination. The voltage depends on the magnetization of the substrate
such as yttrium iron garnet (YIG), shown here. (c) The frequency of the
incident (ω0 ) and the scattered light in a Raman experiment is shown.
The Raman scattered light is denoted with a change in frequency (Δω). . .

2

(a) Crystal structure of Bi2 Te3 (b) Theoretical calculated bulk conduction
band (BCB) and bulk valence band (BVB) (c) ARPES results of band
dispersion indicating surface state band (SSB or TSS). Figure adapted
from [4]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3

The electric ﬁeld that drives the current in (a) and (b) is denoted by
E. The green circles represent electrons and their spin. ESE and EISHE
denote the electric ﬁeld generated by SE and ISHE respectively. rT, H,
M and Js denote the temperature gradient, magnetic ﬁeld, magnetization
vector, and spin current respectively. A paramagnetic metal is represented
by the green layer in (d). . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5

Phase diagram of RNiO3 . The metal-insulator (TMI ) and the Neel (TN )
temperatures are shown. The gray and the pink-stripe areas indicate insulator and AFM-insulator respectively. Figure adapted from [46]. . . . . .

6

Three diﬀerent geometries of MOKE: polar, longitudinal and transverse.
Magnetization (M ), and the plane of incidence are shown in the ﬁgures.
The incident and reﬂected beam deﬁnes the plane of incidence. . . . . . . .

9

2.2

Schematic of Kerr rotation measurement using a 635nm laser with linearly
polarized light and balanced photodiode bridge. Here, θ is the angle of
incidence. GTP: Glan-Thompson prism, WP: Wollaston prism. . . . . . . 14

2.3

Power output of the home built laser (λ = 635 nm) as a function of current
through the diode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
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2.4

(a) Circuit diagram of the diﬀerential output photodiode bridge. (b) Image
of the PD bridge. (c) Left: Current ampliﬁer (SRS 570). Right: Faraday
cage made from dark Plexiglas glass with aluminum foil on the interior
walls. This also stops stray light from reaching the PD bridge. . . . . . . . 16

2.5

Photodiode bridge calibration in the range of ±2 radians. Expected theory
curve in the ﬁgure is from Eq. (2.15). . . . . . . . . . . . . . . . . . . . . . 17

2.6

Calibration of the PD bridge in a small range of Kerr rotation, ±0.04 radians. After normalization, the calibration curve is independent of laser
power. Here, calibration for two representative laser power was done,
55 µW and 265 µW. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.7

Schematics of the Cartesian coordinates and Bi2 Te2 Se1 (BTS221) sample
with electrical contacts as current leads. Incoming light polarizations s
and p are rotated by the Kerr rotation angle (Θ) after reﬂecting from the
TI surface into s0 and p0 respectively. For the case depicted in the ﬁgure,
the sign of Θ is deﬁned as negative. . . . . . . . . . . . . . . . . . . . . . . 19

2.8

Kerr rotation measured with s-polarized light at θ = 45◦ from BTS221
driven by a square waveform current I (black trace) for three diﬀerent
conﬁgurations. The incidence plane is xz. The sample (shown schematically in insets, with contacts represented by black dots on the edge) is
oriented vertically (V) in (a) and horizontally (H) in (b, c). The current
is along ŷ direction in (a, b) but along x̂ in (c). (d) The saturating Kerr
rotation (ΘM ax , illustrated in (a)) versus current density J measured for
all three conﬁgurations (a-c). Data points from V : I||ŷ (blue circle) and
H : I||ŷ (red open square) collapse to a straight line. A linear ﬁt is done
to these data set. ΘM ax for H : I||x̂ (purple triangle) is considerably
smaller compared to I||ŷ. Inset shows ΘM ax versus current I for the three
conﬁgurations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.9

Kerr rotation measured with p-polarized light at θ = 45◦ from Bi2 T e2 Se
driven by a square waveform current I (black trace) for two diﬀerent
conﬁgurations, vertical (V: I k ŷ) and horizontal (H: I k x̂) are shown
in (a) and (b) respectively. For the same current, KR is negligible when
current is along x̂ direction as compared to current along ŷ direction. . . . 22
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2.10 (a) Reﬂectance Rss (Rpp ) measured for s(p)−polarized light from BTS221
as a function of the angle of incidence θ. Complex index of refraction, N =
n + ik, of the sample is found from simultaneously ﬁtting Rss (blue circle)
and Rpp (orange open square) using Eqs. (2.7a) and (2.7b), respectively.
(b) Kerr response αKerr of BTS221 as a function of θ for s (blue circle) and
p (orange open square) light polarizations. Experiment results for both
polarizations are are simultaneously ﬁtted using Eq. (2.9). At small angle
of incidence, KR for s and p−polarized light from BTS221 are in the same
direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.11 (a) Ellipsometric measurement of Ψ and Δ for angle of incidence = 35◦ ,
45◦ and 55◦ from BTS221. (b) Optical constants n and k measured from
(a). Index of refraction N measured from reﬂectance data in Fig. 2.10(a)
for 635 nm light is consistent with this measurement. . . . . . . . . . . . . 24
2.12 (a) Reﬂectance Rss and Rpp from the sample for the geometry shown in
inset of Fig. 2.9(b). We do not observe any dependence of reﬂectance on
the current modulation. (b) The average of reﬂectance as a function of
the current amplitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.13 All measurement at θ = 45◦ from BTS221 (a) Reﬂectivity (R) versus
light polarization angle (φ) in absence of current. The red curve shows
theoretically expected reﬂectance using Eq. (2.18) for N = 2.8 + 4.1i. (b)
Kerr response versus light polarization angle φ measured in conﬁguration
shown in inset of Fig. 2.8(a). The red curve indicates a sinusoidal ﬁt with
periodicity of 180◦ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.14 Kerr response dependence on Temperature. Four terminal resistance of the
sample is plotted on left axis and Kerr response from s and p−polarized
light is plotted on the right axis. . . . . . . . . . . . . . . . . . . . . . . . 26
2.15 (a) In-plane magnetic moment (m) measured as a function of magnetic
ﬁeld from the CoFeB sample by superconducting quantum interference
device (SQUID) magnetometer. Inset: Structure of ﬁlm grown by sputtering.(b) Representative KR from a CoFeB-ﬁlm for both s (red trace)
and p (green trace) polarized light as a function of magnetic ﬁeld in longitudinal (B||x̂) geometry with light incidence plane xz. Several cycles of
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2.16 Measurement from s (red circle) and p (green open square) light polarizations. (a) Reﬂectance as a function of angle of incidence. (b) Saturated
KR (ΘM ax ) from CoFeB as a function of angle of incidence. At small angle
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2.17 Reﬂection coeﬃcients Rpp and Rss measured from the CoFeB sample in
the transverse geometry (B||ŷ) at θ = 45◦ . Rpp is proportional to magnetization but Rss is independent of magnetization. Hysteresis loops are
visible in Rpp measurement with coercive ﬁeld similar to that observed in
ﬁg. 2.15. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.18 Longitudinal (B||x̂) MOKE from nickel ﬁlm (thickness = 500nm). (a)
Representative Kerr response of nickel ﬁlm at angle of incidence θ = 17◦ .
. (b) Kerr response versus angle of incidence for both light polarization, s
(red-circle) and p (green-open square). For a small angle of incidence, the
Kerr response for the s and p−polarized light are in the opposite direction. 30
3.1

A paramagnetic metal is represented by the green layer in (c) and (d).
ESE , EAN E and EISHE denote the electric ﬁeld generated by SE, ANE and
ISHE respectively. rT, H, M and Js denote the temperature gradient,
magnetic ﬁeld, magnetization vector, and spin current respectively. . . . . 32

3.2

Experiment to distinguish between the bulk SSE (if assuming rT is reversed by reversing the orientation) and the PSV eﬀect. In the normal
(ﬂipped) orientation, the sample is illuminated from the metal (magnetic insulator) side. For example, when H k x̂, according to Eq. (3.4)
(Eq. (3.2)), the PSV (SSE) voltage for the two orientations are in the
opposite (same) direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3

Close up image of the experiment schematic shown in Fig. 3.2(a). The
Faraday cage and the halogen lamp is not shown. . . . . . . . . . . . . . . 35

3.4

Results from Sample Sa1. The sample is illuminated for 100 s as indicated
by orange area. (a) The three voltage traces correspond to diﬀerent part
of the sample being illuminated, in the absence of magnetic ﬁeld. We
attribute this voltage change to Seebeck eﬀect (SE). (b) Blue trace is
same as in (a) at H= 0 Oe, whereas the red and light-green traces are
in the presence of Hx = +30 Oe and Hx = −30 Oe respectively. For
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Results from Sample Sa1. (a) Representative data for |Hx | = +40, 0 and
−40 Oe. The light is on between 50-100s. The voltage corresponding to
the PSV eﬀect is indicated by a black arrow. . . . . . . . . . . . . . . . . . 38
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Results from Sample Sa1. (a) Three representative traces for the direction
of magnetic ﬁeld along θH = 0◦ (Hx ), 90◦ (Hy ) and 180◦ (−Hx ) with magnitude 29.2 Oe (HSat. ≈ 20 Oe). The light is on between 20-40s. The voltage
corresponding to the PSV eﬀect is indicated by a black arrow. (b) PSV
voltage plotted
as a function of θH . |H|=29.2 Oe for 0◦ , 90◦ , 180◦ , etc. and
√
|H|=29.2 2 = 41.3 Oe for 45◦ , 135◦ , 225◦ , etc. The experiment data is
ﬁtted with a 360◦ periodicity (T) cosine function. The cosine dependency
is due to the longitudinal PSV eﬀect. . . . . . . . . . . . . . . . . . . . . . 39
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Results from Sample Sa2. (a) Representative measurement for |H| =
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indicates the voltage corresponding to the PSV eﬀect. (b) PSV voltage
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(a) Optical layout of the experiment with the deﬁned direction of magnetic
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ABSTRACT
Mandal, Nirajan Ph.D., Purdue University, May 2018. Optical Studies of Novel
Electronic Materials. Major Professor: Yong P. Chen.
We have made a Kerr rotation (KR) measurement instrument with a 635 nm
laser that is sensitive enough to measure KR angle of few micro-radians. The KR
instrument was used to study the current induced polarization rotation of light as it
is reﬂected oﬀ the surface of topological insulator Bi2 Te2 Se (BTS221). In our experiment, we observe a linear response of Kerr rotation with current and the Kerr rotation
for both s and p-polarized light is negative. From the dependence of this polarization
rotation on the current in the TI sample, the angle of incidence of light and the light
polarization, we interpret that the rotation is induced by electric ﬁeld induced Pockels
eﬀect associated with the surface containing broken inversion symmetry. For both s
and p−polarized light, we did not observe any dependence of reﬂectivity on the current. The KR instrument was also used to study control magnetic samples (CoFeB
and nickel ﬁlms). We also present a theory for KR including both the magneto-optical
constant and the Pockel’s constant. The theory describes our experimental results
very well.
We have performed optical spin voltaic (voltage) (OSV) eﬀect experiments from
an interface between a paramagnetic metal (platinum or chromium) and a ferromagnetic insulator Y3 Fe5 O12 (YIG). We conﬁrm photo spin voltaic (PSV) eﬀect from the
Pt/YIG samples, using a halogen light source. In the OSV experiment, using a pulsed
laser, the measured voltage depends on the absorption coeﬃcient of the metal and
YIG leading to a light induced temperature gradient perpendicular to the metal/YIG
interface. The experiment results lead us to conclude that the OSV originates from
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interface-spin Seebeck eﬀect (ISSE) in the experiment using the pulsed laser and not
from the PSV or the bulk spin Seebeck eﬀect.
Raman spectroscopy was used to study SmNiO3 (SNO) and hydrogenated electrondoped SmNiO3 (HSNO), in the temperature range 80 − 300 K. We have studied
SmNiO3 samples doped using two methods: (1) hydrogen gas annealing and, (2) salt
(NaCl) water electrochemical technique. In the temperature dependence measurements of SNO, we observed peak shift and interpret the shift due to the anharmonic
process and also from spin-phonon coupling below the Neel temperature. We observe
a mode around 620 − 625 cm−1 in HSNO, which we assign to an infrared (IR) active
Ni-O breathing phonon mode of SmNiO3 . This Raman mode can be ﬁtted with a
Fano line shape, which we interpret as due to the electron-phonon coupling in the
doped SmNiO3 despite being insulating.

1

1. INTRODUCTION
The history of optics goes back to the days of the Greek philosophers, where they tried
to comprehend the nature of light to explain vision [1]. Since then, the properties of
light has been used to explore the natural world. The modern society is driven by the
progress in the ﬁelds of computing, data storage, information processing, telecommunication, clean energy, etc. These ﬁelds heavily depend on the advancement in
the material properties such as thermal, optical, electronic, magnetic and spintronic.
Optical instruments are ubiquitous to study these properties because they can be
highly sensitive to the medium interacting with the light. Furthermore, the optical
instruments can respond extremely fast and can also provide insights to the time
dynamics of the medium.
Three optical techniques are explored in this thesis: Kerr rotation (KR), optical
spin voltaic (OSV) eﬀect and Raman spectroscopy. A simpliﬁed schematic of these
techniques are shown in Fig. 1.1. The KR is a surface optical probe that has been
traditionally used to study magnetic properties. It can also be used to study spins
related to the spin hall eﬀect or birefringence that can be induced by an electric ﬁeld.
OSV eﬀect is the study of spin voltage generated with the light illumination. The underlying mechanism for the spin voltage could be the photo spin voltage (PSV) or the
spin Seebeck eﬀect (SSE). Finally, Raman spectroscopy is the inelastic light scattering technique that can provide insights into a material’s lattice structure (phonons),
electron-phonon coupling, spin-phonon phonon coupling, magnons, etc. These optical
techniques are used to explore the properties of topological insulators, light induced
SSE and SmNiO3 , a nickelate.
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(a)

(b)

(c)

Fig. 1.1. A simpliﬁed schematics of the optical techniques explored in
this thesis. (a) In the Kerr rotation experiment, the laser polarization
is rotated by an angle Θ upon reﬂection from the sample. (b) Optical
spin voltaic (OSV) eﬀect: a voltage (VA−B ) is generated in the metal (Pt)
upon light illumination. The voltage depends on the magnetization of
the substrate such as yttrium iron garnet (YIG), shown here. (c) The
frequency of the incident (ω0 ) and the scattered light in a Raman experiment is shown. The Raman scattered light is denoted with a change in
frequency (Δω).

1.1

Topological insulator (TI)
Bismuth-based materials, such as Bi2 Te3 and Bi2 Se3 , are well known for decades

and has been studied extensively because of their low thermal conductivity and excellent thermoelectric properties. Therefore, these materials are the workhorse for
the thermoelectric devices, like Peltier cooler. These materials also belong to the
family of topological insulators (TI). In a traditional insulators, such as diamond, the
conduction and the valence bands are separated by an energy gap. In the TIs, the
bulk is insulating but the strong spin-orbit interaction leads to inversion of bands
giving rise to the topological surface states (TSS) inside band gap. These TSS are
Dirac bands, are highly conducting and are immune to scattering from ordinary defects [2–4]. Fig. 1.2 shows the crystal structure, calculated band structure and experiment results from TI Bi2 Te3 [4]. The results from angle-resolved photo emission
spectroscopy (ARPES) clearly show the TSS indicated by SSB in Fig. 1.2(c).
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(a)

(b)

(c)

Fig. 1.2. (a) Crystal structure of Bi2 Te3 (b) Theoretical calculated bulk
conduction band (BCB) and bulk valence band (BVB) (c) ARPES results
of band dispersion indicating surface state band (SSB or TSS). Figure
adapted from [4].

One of the properties of the TSS is the spin-momentum locking, i.e., the motion
of electron dictates its spin direction and vice-versa. This property is promising for
injecting spins in spintronic devices [2, 5–8], and can be explored using techniques
like spin and angle-resolved photoemission spectroscopy (spin ARPES) [4, 9–12],
spin-polarized photocurrent [13], spin transfer torque [14], spin-pumping [15] and
spin-transport [16–20]. Recently, current induced KR was detected from Bi2 Te2 Se
platelets [21]. Here, they attribute the spin Hall eﬀect to be the origin of the KR.
Kerr rotation technique was successfully used to discover spin Hall eﬀect (SHE) [22]
in GaAs and InGaAs [23, 24]. The technique has been used extensively to study
electron and nuclear spin polarization in semiconductors and semiconductor nanostructures [25–27], valley transport in Dirac semimetals [28]. KR was also used to
detect SHE in heavy metals, e.g., Platinum and β-Tungsten [29, 30], even though
there are reports that failed to detect SHE in these materials with a state of the art
KR instrument [31, 32]. One should note that in the current driven experiments the
electro-optical eﬀects could also give rise to KR.

4
1.2

Light induced spin voltaic eﬀects
Spin Hall eﬀect (SHE) is the spintronic version of the Hall eﬀect. Similarly in

the ﬁeld of spin caloritronics, spin Seebeck eﬀect (SSE) is the spintronic counterpart
of the Seebeck eﬀect, see ﬁg 1.3. SSE was discovered in 2008 [33], where a temperature gradient in ferromagnetic or ferrimagnetic materials generates a spin voltage.
Spins from a ferromagnetic material (FM) can be injected into a nonmagnetic metal
(NM) by creating a temperature gradient at the interface, i.e., the spin Seebeck eﬀect
(SSE) [33–36].
Currently Yi3 Fe5 O12 (YIG), a ferrimagnetic insulator, has caught a lot of interest
in the ﬁeld of spintronics. YIG is an oxide material with cubic symmetry and low
magnetic damping [37, 38]. YIG has the lowest relaxation rate for any magnetic
material, with an intrinsic Gilbert damping constant , α, as low as 3 × 10−5 [39]. YIG
is considered ideal for studying magnetic dynamics such as microwave devices, spin
wave, ferromagnetic resonance, magneto-optical eﬀect, SSE, etc.
Recently, photo spin voltaic (PSV) eﬀect was discovered, where the spins from FM
(YIG) can be injected into a NM metal (platinum) using light [40]. The PSV eﬀect has
a faster response time than SSE eﬀect and is proposed to depend on the wavelength
of light. Recent studies have shown that the light induced thermally gradients can
have spin accumulation response time in the order of picoseconds [41,42]. These time
resolved measurements might provides insights into the thermal diﬀusion dynamics
of the electrons, phonons, spins or magnons. Understanding these dynamics can
potentially inspire new techniques to generate fast spin current that could help in the
ﬁeld of spintronics and spin caloritronics.

1.3

Strongly correlated systems
Another class of novel materials are those with strong interactions and correlations

between the electrons. These include conventional/ high-temperature superconductors, spin ordering like ferromagnetism and antiferromagnetism (AFM), Mott insula-
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(a) Hall eﬀect from a n-type conductor.

(b) Spin Hall eﬀect (SHE).

(c) Seebeck eﬀect (SE) from a n-type conduc- (d) Longitudinal spin Seebeck eﬀect (LSSE)
tor.

Fig. 1.3. The electric ﬁeld that drives the current in (a) and (b) is denoted by E. The green circles represent electrons and their spin. ESE and
EISHE denote the electric ﬁeld generated by SE and ISHE respectively.
rT, H, M and Js denote the temperature gradient, magnetic ﬁeld, magnetization vector, and spin current respectively. A paramagnetic metal is
represented by the green layer in (d).

tors with metal-insulator (MI) transition, etc. After the discovery of high-temperature
superconductivity in cuprates [43] and giant magnetoresistive (GMR) [44, 45] eﬀects
in perovskite-related systems, metal-insulator (MI) has received extensive attention.
RNiO3 (R=lanthanide) nickelates have a rich phase diagram as shown in Fig. 1.4.
Therefore, these nickelates provide a unique platform to study the strong interactions
and correlations between the electrons.
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Fig. 1.4. Phase diagram of RNiO3 . The metal-insulator (TMI ) and the
Neel (TN ) temperatures are shown. The gray and the pink-stripe areas indicate insulator and AFM-insulator respectively. Figure adapted
from [46].

Here, we choose to study a perovskite nickelate SmNiO3 (SNO) because of its
intermediate electronic correlation, and the existence of thermally driven MI and
AFM transitions closer to room temperature [47]. As the temperature is lowered,
SNO transitions from a metal to insulator at TMI ≈ 400 K [48–50]. In the metallic
state, SNO belongs to the orthorhombic space group P bnm [51] and Ni in SNO
has valency of 3+ (SmNiO3 = Sm3+ Ni3+ O23− ). While in the insulating state, SNO
belongs to the monoclinic space group P 21 /n [52, 53]. Furthermore, in the insulating
state, there exists a charge disproportion (2Ni3+ → Ni(3+δ)+ + Ni(3−δ)+ ) [54–57], in
the two adjacent NiO6 octahedrons, leading to a band gap of few hundred meV. Also
with lowering the temperature, the magnetic order of SNO transitions from being
paramagnetic to AFM at TN ≈ 230 K [50].
SNO can be chemically doped using gas hydrogenation [58] and liquid electrochemical technique [59]. Both SNO and doped SNO are considered promising for
practical applications such as fuel cells [60] and broadband tunable photonics [61].
SNO and doped SNO compounds possess rich physics such as anharmonic eﬀect of
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the phonon modes, structure phase transition, electron-phonon coupling, and spinphonon coupling. We use Raman spectroscopy to get an insight into the properties
of this compounds.

1.4

Dissertation outline
A Kerr rotation (KR) instrument was build to study the topological insula-

tors (TI). Chapter 2 provides a description and the calibration of the instrument.
This chapter also includes a theoretical model to identify the origins of the KR
from birefringence and magneto-optical eﬀects. Chapter 3 describes an optical spin
voltaic (OSV) experiment where longitudinal spin voltage from a metal (platinum or
chromium) and Yi3 Fe5 O12 (YIG) interface is measured using a halogen lamp and a
wavelength tunable pulsed laser. Chapter 4 includes low-temperature spectroscopic
Raman study of SmNiO3 and doped SmNiO3 where several phenomena like the anharmonic process, electron-phonon coupling, and spin-phonon coupling are explored.
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2. KERR ROTATION FROM TOPOLOGICAL
INSULATOR (TI)
Kerr rotation (KR) has been a versatile technique to study magneto-optics and
electro-optics in materials since its discovery in 1876 [62]. This was not the ﬁrst interaction of light and magnetism, in 1845 Michael Faraday had discovered mageto-optical
Faraday eﬀect [63]. Here, a heavy glass was placed in a magnetic ﬁeld (H) along the
light propagation direction and polarization of light rotated, θF , upon transmitting
through the glass. He noted, θF (−H) = −θF (H) and θF had linear dependence on
H.
Magneto-optical Kerr eﬀect (MOKE) is widely favored tool as compared to Faraday rotation because not all materials of interest are transparent. There are three
classiﬁcations of KR as depicted in Fig. 2.1, polar, longitudinal and transverse.
1. Polar: Magnetization (M ) is in the plane of incidence and perpendicular to the
surface. Discovered by Kerr in 1876 [62].
2. Longitudinal: Magnetization is in the plane of incidence and parallel to the
surface. Discovered by Kerr in 1878 [64].
3. Transverse: Magnetization is perpendicular to the plane of incidence and parallel to the surface. Discovered by Zeeman in 1896.
Polar and longitudinal Kerr MOKE rotate light polarization whereas transverse
MOKE modulates the intensity of the light. All the three types of MOKE has a linear
dependence on M .
Apart from magneto-optical eﬀects, the electric ﬁeld can also produce optical
eﬀects namely, electro-optical eﬀect or birefringence eﬀect. There are two types of
electro-optical eﬀects; Pockels eﬀect is proportional to the magnitude of electric ﬁeld
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Fig. 2.1. Three diﬀerent geometries of MOKE: polar, longitudinal and
transverse. Magnetization (M ), and the plane of incidence are shown in
the ﬁgures. The incident and reﬂected beam deﬁnes the plane of incidence.

and Kerr eﬀect is proportional to the square of the electric ﬁeld. The Pockels eﬀect
is possible in non-centrosymmetric systems, while the electro-optical Kerr eﬀect is
possible in any media. These phenomena are exploited in the construction of Pockels
and Kerr cell.
There is a general interest in the study of topological insulators (TIs) [2,7,65] and
in development of experimental optical methods to address the “protected” surface
states. Bulk TIs such as Bi2 Te2 Se1 (BTS221) are centrosymmetric. Their point
symmetry group is D3d and has a space inversion symmetry. The surface lacks an
inversion symmetry. Hence it is of particular interest to study the eﬀects related
to the absence of an inversion center. This eﬀect has been studied using second
harmonic generation (SHG) [66] and photoelectric response [13,67]. Here, we examine
an alternative electro-optical method based on the electric ﬁeld induced Kerr rotation
(KR), which, as we demonstrate below, is sensitive to the surface.
In the presence of electric ﬁeld F , TI can produce KR that has a quadratic
dependence on F in the bulk and linear dependence on F at the surface. As a result,
the bulk and surface KR eﬀects can be separated by analyzing KR dependence on F .
Furthermore, electric ﬁeld induced spin-polarization and Pockels eﬀect are odd and
even under time reversal respectively. Therefore, these two eﬀects can be isolated by
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analyzing KR dependence on the light polarization. In the next sections, we present
a theoretical understanding of KR followed by the KR experiment and the results.

2.1

Phenomenology model and reﬂection coeﬃcients
Magneto (Electro)-optical phenomena can be discussed in terms of dielectric con-

stant (ε) and magnetic permeability (µ) but for optical frequency, µ = 1 [68, 69].
Here, we assume the actual point symmetry of the system is not important and treat
bulk of Bi2 Te2 Se1 (BTS221) as isotropic dielectric with eﬀective dielectric constant ε.
The surface has a space inversion symmetry. Phenomenologically, dielectric tensor of
a medium satisﬁes Onsager relation with invariance under the time reversal [68] and
is given by,
εαβ ≡ εαβ (T, ω, q, F , S) = εβα (T, ω, −q, F , −S),

(2.1)

where α, β = x, y, z are the Cartesian components, T is temperature, ω is the frequency, q is wave vector, F is the static electric ﬁeld (which induces the charge
current in the sample), and S is the spin polarization of the electrons. Here, q and
F are odd with time reversal symmetry. The spin can be induced by the electric
ˆ , where Q
ˆ is the ﬁrst or second rank pseudotensor describing the spin
ﬁeld, S = QF
generation.
Ignoring spatial dispersion, q = 0, and in the presence of the electric ﬁeld F and
spin S the dielectric tensor is (considering only linear perturbation),
(0)

(F )

(S)

εαβ (T, ω, 0, F , S) = εαβ (T, ω) + εαβ + εαβ ,

(2.2a)

where
(F )

(2.2b)

(S)

(2.2c)

εαβ (T, ω) = fαβγ Fγ .
and
εαβ (T, ω) = gαβγ Sγ ,
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Due to diﬀerent properties of S (pseudovector) and F (vector) at space transformations and requirement of Eq. (2.1), the quantities gαβγ and fαβγ have diﬀerent
non-zero components. In accordance with our experiment, for F k y and for S k x
we have
)
(F )
ε(F
yz = εzy = fyzy Fy

(2.3a)

(S)
ε(S)
yz = −εzy = gyzy Sx .

(2.3b)

and

Equations (2.3a) and (2.3b) demonstrate birefringence in (yz) plane and spin-Kerr
(Faraday) eﬀect respectively.
In Kerr rotation experiment, matrix of reﬂection coeﬃcients r̂ links incident E i
and reﬂected E r ﬁelds of light as:
⎛

Esr

⎝

Epr

⎞

⎛

⎠ = r̂ ⎝

Esi
Epi

⎞

⎛

⎠=⎝

rss rsp
rps rpp

⎞⎛

Esi

⎠⎝

Epi

⎞
⎠,

(2.4)

where Es and Ep are s and p-polarized electric ﬁeld. For bulk system characterized
by the dielectric tensor εαβ in the simpliﬁed form, for F k y and S k x is
⎛

⎞

ε 0
0
⎟
⎜
⎟
⎜
ε = ⎜0 ε εyz ⎟ ,
⎠
⎝
0 εzy ε

(2.5)

see Eqs. (2.3), with εxx = εyy = εzz = ε and |εyz |, |εzy |  |ε|. One can derive
relatively simple expressions for the components of the reﬂection coeﬃcients matrix
r̂, Eq. (2.4). We deﬁne
εyz = −iQε + Pε,

εzy = iQε + Pε,

(2.6)

where Q ∝ Sx and P ∝ Fy are the complex parameters responsible for the spininduced Kerr eﬀect (magneto optical constant) and ﬁeld-induced birefringence (electro-
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optic constant) respectively. Following Refs. [70] and [71] for air to TI interface at
angle of incidence θ we obtain:
cos θ − N cos θ1
,
cos θ + N cos θ1
N cos θ − cos θ1
=
,
N cos θ + cos θ1
εyz
=
% = (P − iQ)%,
ε
εzy
=
% = (P + iQ)%.
ε

rss =

(2.7a)

rpp

(2.7b)

rsp
rps

(2.7c)
(2.7d)

Where
N cos θ sin θ1
cos θ1 (cos θ + N cos θ1 )(N cos θ + cos θ1 )
Kerr rotation(Θ) for s and p-polarized light is deﬁned as −<

(2.8)


rps
rss



and <



rsp
rpp



[72]

respectively. Using Snell’s law, n0 sin θ = n1 sin θ1 , and setting n0 = 1 (air), and
n21 = N 2 = ε the equations for Θs,p can be simpliﬁed to


cos θ tan θ1 N (P + iQ)
Θs (θ, N, P, Q) = <
cos(θ − θ1 )(N 2 − 1)

(2.9a)



cos θ tan θ1 N (P − iQ)
Θp (θ, N, P, Q) = <
cos(θ + θ1 )(N 2 − 1)

(2.9b)

Equation (2.9) is similar to Kerr rotation equations for longitudinal-MOKE in [73].
Close to normal incidence and far away from Brewster’s angle) rpp ≈ −rss . Furthermore, from Eq. (2.7) for only birefringence induced eﬀect (|P| 6= 0, |Q| = 0),
rsp = rps . This leads to

Θs = −<

rps
rss




≈ −<

rsp
−rpp


= Θp .

(2.10)

Similarly, for purely spin induced eﬀect (|Q| 6= 0, |P| = 0), at close to normal incidence
rsp = −rps and

Θs = −<

rps
rss




≈ −<

r−sp
−rpp


= −Θp .

(2.11)
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Hence, for purely birefringence or spin induced Kerr rotation Eqs. (2.10) and (2.11)
can distinguish one from the other by examining Kerr response from s and p−polarized
light at smaller angle of incidence. Note that KR at θ = 0◦ is zero for longitudinal
geometry.
For the transverse case, the electric ﬁeld F k x̂ in BTS221, S k ŷ. Here, the only
nonzero components of the dielectric tensor are εxz = (iQ+P)ε and εzx = (−iQ+P)ε.
The elements of reﬂection coeﬃcients matrix in Eq. (2.4) are:
cos θ − N cos θ1
,
cos θ + N cos θ1
N cos θ − cos θ1
2iN cos θ sin θ1 Q
=
+
,
N cos θ + cos θ1 (N cos θ + cos θ1 )2

rss =

(2.12a)

rpp

(2.12b)

rsp = 0,

(2.12c)

rps = 0.

(2.12d)

Here, KR is absent for both s and p−polarized light because rps = rsp = 0. Furthermore, rpp depends on Q but not on P implying that reﬂectance Rpp = |rpp |2 is
modulated with Q.

2.2

Experiment setup to measure Kerr rotation
A typical magneto-optical Kerr rotation (MOKE) was used to measure Kerr rota-

tion from the samples (topological insulator or magnetic samples). The optical layout
for Kerr rotation measurement is shown in Fig. 2.2.
A diode laser, wavelength λ = 635 nm, was built as described in [74]. Feedback
loop current (Thorlabs LDC 201 ULN) and temperature controller (Thorlabs TED
200) ensured stabilization of the laser power. The temperature of the laser was held
at 21.2◦ C, close to room temperature. The laser power calibration data is shown in
Fig. 2.3. The threshold current of the laser diode is ≈ 26 mA.
The laser diode outputs p−polarization light. Half wave plate ( λ2 ) after the laser is
used to rotate the laser polarization. A Glan-Thompson prism (GTP) is used to clean
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Fig. 2.2. Schematic of Kerr rotation measurement using a 635nm laser
with linearly polarized light and balanced photodiode bridge. Here, θ
is the angle of incidence. GTP: Glan-Thompson prism, WP: Wollaston
prism.

the laser polarization. The GTP (Thorlabs GTH10M) is used instead of a polarizer
because the extinction coeﬃcient of GTP is 100,000:1 as compared to 10,000:1 for a
traditional polarizer. A pair of concave lens is used to focus the laser. Using 75mm
lens, the beam from the laser is focused to an area of 400 µm2 (diameter of 22.6 µm)
. In experiments involving magnetic ﬁelds, the focusing lenses are removed to avoid
Faraday rotation from them. A Wollaston Prisms (WP) (Thorlabs WP10) is used to
measure the Kerr rotation using a photodiode bridge. A beam splitter (BS) could be
used, but the extinction ration of a typical WP is an order of magnitude larger than
the BS. The ordinary and extraordinary rays from the WP are emitted at 20◦ to each
other.
The photodiode (PD) bridge for the KR measurement consists of two silicon PD
(Thorlabs FDS10X10) with active area 13 mm2 and responsivity of 0.62 A/W. One
could use matched PD, from the same silicon wafer, to reduce noise but these are
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Fig. 2.3. Power output of the home built laser (λ = 635 nm) as a function
of current through the diode.

expensive and needs special ordering. Circuit and image of PD bridge is shown in
Fig. 2.4 (a) and (b) respectively. The PD bridge is highly sensitive to noise (60Hz,
120Hz, etc.) and stray light. Hence, the PD bridge is placed inside a Faraday cage
shown in Fig. 2.4(c). The PD bridge is powered by the power output of battery
operated low noise current ampliﬁer (SRS 570). The voltage from the ampliﬁer is
recorded on an oscilloscope (or on a lock-in ampliﬁer).
Fast axis of the WP is placed at 45◦ with respect to the laser polarization. Here,
intensity of the two beams are equal and the current from the PD bridge is zero. Now,
if the the laser is rotated with an angle ±Θ, i.e. the Kerr rotation, then the current
IP D from PD bridge is proportional to the diﬀerence in intensity. The current IP D
for KR angle Θ is given by
�

IP D = E02 sin2 (45◦ ± Θ) − cos2 (45◦ ± Θ) .

(2.13)
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Fig. 2.4. (a) Circuit diagram of the diﬀerential output photodiode bridge.
(b) Image of the PD bridge. (c) Left: Current ampliﬁer (SRS 570). Right:
Faraday cage made from dark Plexiglas glass with aluminum foil on the
interior walls. This also stops stray light from reaching the PD bridge.

Where E0 is the electric ﬁeld of the laser light. The current from the PD bridge can
be normalized for the laser intensity using
Inormalized

�

E02 sin2 (45◦ ± Θ) − cos2 (45◦ ± Θ)
=
.
|Ex |2 + |Ey |2

(2.14)

Where |Ex |2 and |Ey |2 are intensities of ordinary and extraordinary rays from WP
respectively. Since, E02 = |Ex |2 + |Ey |2 Eq. (2.14) can be simpliﬁed to
Inormalized = sin2 (45◦ ± Θ) − cos2 (45◦ ± Θ) = ± sin(2Θ).

(2.15)

For large Kerr rotation angle (Θ), the PD bridge was calibrated, Fig. 2.5, using a
half-wave plate to rotate the electric ﬁeld of the light. Furthermore, Kerr rotation is
usually small and using small angle approximation Eq. (2.15) can be simpliﬁed to
Inormalized = ±2Θ.

(2.16)
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Fig. 2.5. Photodiode bridge calibration in the range of ±2 radians. Expected theory curve in the ﬁgure is from Eq. (2.15).

Kerr rotation angle was calibrated in the range Θ = ±0.040 radians, Fig. 2.6, for
two laser intensities, 55 µW and 265 µW. Here, the slopes are independent of the
laser power but it is not 2 as expected in Eq. (2.16). This could be due to the dark
current from the PD. Finally, Kerr rotation can be measured for the current setup
using,
Θ=

IP D
.
1.684 ∗ (|Ex |2 + |Ey |2 )

(2.17)

Reﬂectance (Rpp or Rss ) is deﬁned by ratio of reﬂected power to incident power
of the light. Power of the incident and the reﬂected light is proportional to photocurrent. Photo-current was measured by adding the photo-current from the two
photodiodes. For dynamic reﬂectance measurement, Wollaston prism was removed
allowing the light to reach only one photodiode.

18

Fig. 2.6. Calibration of the PD bridge in a small range of Kerr rotation,
±0.04 radians. After normalization, the calibration curve is independent
of laser power. Here, calibration for two representative laser power was
done, 55 µW and 265 µW.

2.3

Results and discussions of current induced Kerr rotation from TI
High quality BTS221 bulk crystals were grown by vertical Bridgman method [18].

Rectangular samples were prepared by cleaving perpendicular to [001] crystal axis.
An electric current was passed through the sample and the Kerr rotation (KR angle
is denoted as Θ) was measured using setup shown in Fig. 2.2. Fig. 2.7 shows the
laboratory Cartesian coordinate system superimposed on the sample. The surface of
the sample is xy plane and xz plane is the plane of incidence. s(p)-polarization of the
incident and reﬂected light are deﬁned in the standard manner as the electric ﬁeld
of the light being perpendicular (parallel) to the plane of incidence. Upon reﬂection
from the sample, the electric ﬁeld of the light becomes elliptically polarized with
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the main axes of polarization ellipse being rotated. Here we present the results of
measurements of the polarization rotation angle Θ.

Fig. 2.7. Schematics of the Cartesian coordinates and Bi2 Te2 Se1 (BTS221)
sample with electrical contacts as current leads. Incoming light polarizations s and p are rotated by the Kerr rotation angle (Θ) after reﬂecting
from the TI surface into s0 and p0 respectively. For the case depicted in
the ﬁgure, the sign of Θ is deﬁned as negative.

Here, results from a representative bulk Bi2 T e2 Se sample (length×width×thickness=
7.8 mm × 1.8 mm × 130 µm and electric resistivity of 6.88 × 10−5 Ωm) are presented.
Two sample orientations were examined: vertical (V) and horizontal (H), where the
incidence plane is perpendicular to the long and short axis of the sample respectively.
Insets in Fig. 2.8(a-c) demonstrate the experimental geometry. A square waveform
current is passed through the sample, and corresponding KR is measured. Fig. 2.8(ac) shows traces of time dependent current (left axes) and KR angle Θ (right axes).
A constant background is removed from each KR traces. These results are presented
for the incidence angle θ = 45◦ and s-polarized light.
The KR response presented in Figs. 2.8(a-c) is 180◦ out of phase with current.
Inset of Fig. 2.8(d) demonstrates that the KR amplitude, ΘM ax , changes linearly
with electric current. The Kerr signal does not change when a magnetic ﬁeld of
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(a)

(b)

(c)

(d) captionB

Fig. 2.8. Kerr rotation measured with s-polarized light at θ = 45◦ from
BTS221 driven by a square waveform current I (black trace) for three
diﬀerent conﬁgurations. The incidence plane is xz. The sample (shown
schematically in insets, with contacts represented by black dots on the
edge) is oriented vertically (V) in (a) and horizontally (H) in (b, c). The
current is along ŷ direction in (a, b) but along x̂ in (c). (d) The saturating
Kerr rotation (ΘM ax , illustrated in (a)) versus current density J measured
for all three conﬁgurations (a-c). Data points from V : I||ŷ (blue circle)
and H : I||ŷ (red open square) collapse to a straight line. A linear ﬁt is
done to these data set. ΘM ax for H : I||x̂ (purple triangle) is considerably
smaller compared to I||ŷ. Inset shows ΘM ax versus current I for the three
conﬁgurations.

≈ 500 G is applied along x̂, ŷ or ẑ direction. Interestingly, the magnitude of the KR
is maximal in the vertical (V) orientation where the current ﬂows perpendicularly
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to the incidence plane (xz), Fig. 2.8(a). When the sample is rotated by 90◦ to the
horizontal (H) orientation, and the current still ﬂows perpendicularly to the incidence
plane, the KR magnitude is reduced, Fig. 2.8(b). Finally, Fig. 2.8(c) shows Kerr
response from the sample oriented horizontally (H), but the current is parallel to the
plane of incidence. In this case the KR is smallest as compared to Fig. 2.8(a) and
2.8(b). We also varied the amplitude of the current and measured corresponding Kerr
response. The amplitude of KR, ΘM ax , marked in Fig. 2.8(a), for all orientations are
plotted in inset of Fig. 2.8(d) as a function of current (I). Data points for current
perpendicular to incidence plane orientations (V : I||ŷ and H : I||ŷ) collapse to a
straight line, Fig. 2.8(d), when ΘM ax. is plotted as a function of current density (J ).
Here, current density is deﬁned as J = I/A, A is the cross-section area perpendicular
to current (I). From a linear ﬁt to this data, Kerr response (αKerr ), is extracted
from slope, where ΘM ax. = J αKerr . Therefore, the KR (Θ) has a linear response to
J . Furthermore, J = σF , where σ is the conductivity of the sample and F is the
electric ﬁeld that drives the current. This response is the focus of our work, while a
much weaker signal is observed when the current is parallel to the incidence plane,
Fig. 2.8(d) (purple triangle). Similar results were obtained for p-polarized light. Two
representative results for the vertical and horizontal orientation of the sample is shown
in Fig. 2.9(a) and 2.9(b).
Slow Kerr response of few seconds in TI might be related with the slow recharging
of deep traps and the sample surface. Further, study in necessary to understand
the temporal response. The slow response of KR is not due to instrument artifact.
Time response in our experimental setup is 1.6 ms; this corresponds to three orders
of magnitude faster than temporal Kerr response.
We also performed measurements for several angles of incidence for both s and
p-polarizations. Fig. 2.10(a) shows reﬂectance (Rs and Rp ) for both polarizations, as
functions of the incidence angle θ. Simultaneous ﬁtting reﬂection coeﬃcients Rs =
|rss |2 and Rp = |rpp |2 to the experiment results Eqs. (2.7a) and (2.7b) allows us
to measure the complex refraction index of the bulk BTS221 as N = n + ik =
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(a)

(b)

Fig. 2.9. Kerr rotation measured with p-polarized light at θ = 45◦ from
Bi2 T e2 Se driven by a square waveform current I (black trace) for two
diﬀerent conﬁgurations, vertical (V: I k ŷ) and horizontal (H: I k x̂) are
shown in (a) and (b) respectively. For the same current, KR is negligible
when current is along x̂ direction as compared to current along ŷ direction.

(2.8 ± 0.7) + i(4.1 ± 0.4). From the measured value of k, we can estimate the laser
(λ = 635 nm) penetration depth, δl =

λ
4πk

= 12 nm. Therefore, the Kerr signal mostly

originates from the surface layer of the sample.
Fig. 2.10(b) shows Kerr response (αKerr ) for both polarizations, as functions of
the incidence angle θ. The experiment data can be ﬁtted by Eqs. (2.9) with Q = 0
and ﬁtting parameter P. The ratio |P/J| = (206 ± 4) × 10−10 m2 /A was found from
simultaneously ﬁt both s and p−polarized light. The most important observation
here is that, at a small angle of incidence, αKerr has the same sign for both s and
p-polarized light. This observation is consistent with Eq. (2.10), which implies that
the origin of Kerr rotation is electrical ﬁeld induced birefringence and not due to spin
polarization.
The ellipsometric measurement was also performed on bulk samples using variable angle spectroscopic ellipsometer (VASE) to measure the complex index of refraction N , Fig. 2.11. N measured from ellipsometer is consistent with the result in
Fig. 2.10(a) for 635 nm light.
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(a)

(b)

Fig. 2.10. (a) Reﬂectance Rss (Rpp ) measured for s(p)−polarized light
from BTS221 as a function of the angle of incidence θ. Complex index
of refraction, N = n + ik, of the sample is found from simultaneously
ﬁtting Rss (blue circle) and Rpp (orange open square) using Eqs. (2.7a)
and (2.7b), respectively. (b) Kerr response αKerr of BTS221 as a function
of θ for s (blue circle) and p (orange open square) light polarizations.
Experiment results for both polarizations are are simultaneously ﬁtted
using Eq. (2.9). At small angle of incidence, KR for s and p−polarized
light from BTS221 are in the same direction.

Fig. 2.12(a) shows that the reﬂectance from BTS221 does not depend on the
current through the sample. The reﬂection coeﬃcient rss is independent of both Q
and P. Where as in the transverse case, according to Eq. (2.12b), rpp depends on Q.
The absence of reﬂectance modulation indicates Q = 0 for BTS221 and is consistent
with the result in Fig. 2.10(b). We did not observe any modulation in reﬂectance
for lower current amplitude. The average reﬂectance is plotted in Fig. 2.12(b) as a
function of current amplitude.
The angle of incidence was held at θ = 45◦ and light polarization angle (φ) was
changed to measure Kerr rotation dependence on light polarization angle. Before
this was done, dependence of reﬂective on polarization was measured in Fig. 2.13(a).
Here, polarization angle φ = 0◦ (90◦ ) corresponds to p (s)−polarized light. Theory

24
180

(b)

6

40

55°
45°
35°
Fit

38

55°
45°
35°
Fit

140

36
120
200 400 600 800 1000 1200
Wavelength (nm)

n

160
∆ (°)

Ψ (°)

42

7

5

N=n+ik

5

4

4

4

3

3

k

(a)

2

3

1
200 400 600 800 1000 1200
Wavelength (nm)

2

Fig. 2.11. (a) Ellipsometric measurement of Ψ and Δ for angle of incidence = 35◦ , 45◦ and 55◦ from BTS221. (b) Optical constants n and k
measured from (a). Index of refraction N measured from reﬂectance data
in Fig. 2.10(a) for 635 nm light is consistent with this measurement.

(a)

(b)

Fig. 2.12. (a) Reﬂectance Rss and Rpp from the sample for the geometry
shown in inset of Fig. 2.9(b). We do not observe any dependence of
reﬂectance on the current modulation. (b) The average of reﬂectance as
a function of the current amplitude.

curve in the ﬁgure is generated using reﬂectance equation for polarization angle given
by
R = |rpp |2 cos2 (φ) + |rss |2 sin2 (φ),

(2.18)
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where rpp and rss is deﬁned in Eq. (2.7). Index of refraction, N = 2.8+4.1i, measured
in Fig. 2.10(a) is used for the theory curve. Eq. (2.18) is a sinusoidal function with
180◦ periodicity.
Fig. 2.13(b) shows Kerr rotation dependence on laser polarization angle φ. Here,
the response is sinusoidal but is maximum for p−polarized light, when reﬂectivity is
minimum. This result is consistent with Eq. (2.17), i.e., Kerr response is inversely
proportional to reﬂectivity after normalization. The sinusoidal dependence of φ of
the Kerr response is due to such a sinusoidal dependence on reﬂectivity.

(a)

(b)

Fig. 2.13. All measurement at θ = 45◦ from BTS221 (a) Reﬂectivity
(R) versus light polarization angle (φ) in absence of current. The red
curve shows theoretically expected reﬂectance using Eq. (2.18) for N =
2.8 + 4.1i. (b) Kerr response versus light polarization angle φ measured
in conﬁguration shown in inset of Fig. 2.8(a). The red curve indicates a
sinusoidal ﬁt with periodicity of 180◦ .

The temperature dependence measurement was also performed on the samples
with angle of incidence at 45◦ . This limitation is due to the available optical windows
on the cryostat. Resistance of the sample increases with reducing temperature, while
amplitude of the Kerr response reduces as shown in Fig. 2.14.
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Fig. 2.14. Kerr response dependence on Temperature. Four terminal
resistance of the sample is plotted on left axis and Kerr response from s
and p−polarized light is plotted on the right axis.

2.4

MOKE experiments with magnetic samples
Traditionally, MOKE is used to study magnetic samples. MOKE experiments

were performed on a magnetic thin-ﬁlm Co0.4 Fe0.4 Be0.2 (CoFeB), whose thickness =
1.5 nm and area = 25 mm2 . The sample was grown by sputtering, and the structure
is shown in the inset of Fig. 2.15(a). Fig. 2.15(a) shows the in-plane magnetic moment (m) measured as a function of the magnetic ﬁeld from the CoFeB sample by
superconducting quantum interference device (SQUID) magnetometer.
An external magnetic ﬁeld is applied along x̂ direction, i.e., in the longitudinalMOKE geometry [75]. The magnetic ﬁeld was swept between ±75 G. Representative
KR traces at θ = 45◦ are shown in Fig. 2.15(b) for both s and p-polarized light. Several cycles of overlapping hysteresis loops are shown. The magnetization of the ﬁlm
is saturated, but the orientation of the hysteresis loop is opposite for both light polarization. The coercive ﬁeld observed in KR measurement is similar to that observed
with SQUID magnetometer.
Fig. 2.16(a) shows reﬂectance from the CoFeB sample. The s and p-polarized
data are simultaneously ﬁtted using Eqs. (2.7a) and (2.7b) to extract N . KR angle
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(a)

(b)

Fig. 2.15. (a) In-plane magnetic moment (m) measured as a function of
magnetic ﬁeld from the CoFeB sample by superconducting quantum interference device (SQUID) magnetometer. Inset: Structure of ﬁlm grown
by sputtering.(b) Representative KR from a CoFeB-ﬁlm for both s (red
trace) and p (green trace) polarized light as a function of magnetic ﬁeld in
longitudinal (B||x̂) geometry with light incidence plane xz. Several cycles
of overlapping hysteresis loop are shown with the saturation of magnetization. Here, ΘM ax represents Kerr rotation for saturated magnetization.

ΘM ax as a function of the incidence angle θ is plotted in Fig. 2.16(b) for both s and
p−polarizations of the incident light. Both the polarization data are simultaneously
ﬁtted using Eq. (2.9) to extract Q. Importantly, at small angle of incidence, the KR
has opposite signs for s and p−polarized light.
Fig. 2.17 shows the reﬂectivity as a function of magnetic ﬁeld in the transverse
MOKE geometry B||ŷ. Rss does not change with magnetic ﬁeld, but Rpp is modulated
with magnetic ﬁeld as predicted by Eq. (2.12b). From the measured values of N and Q
of CoF eB we calculate 0.09% modulation of Rpp about < Rpp >. In the experiment,
we observe 0.07% modulation of Rpp . Furthermore, the coercive ﬁeld observed in the
Rpp measurement is similar to that observed in ﬁg. 2.15.
We have also performed measured longitudinal MOKE measurement from a 500 nm
thick nickel ﬁlm. A representative KR from the Ni sample is shown in Fig. 2.18(a)
at an angle of incidence θ = 17◦ . Magnetization in the sample is not saturated. The
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(a)

(b)

Fig. 2.16. Measurement from s (red circle) and p (green open square)
light polarizations. (a) Reﬂectance as a function of angle of incidence.
(b) Saturated KR (ΘM ax ) from CoFeB as a function of angle of incidence.
At small angle of incidence, KR for s and p−polarized light are in the
opposite direction.

slope of each curve is plotted in Fig. 2.18(b). To extract Q/B, s and p−polarized
data are simultaneously ﬁtted using Eq. (2.9) with N = (1.39 ± 0.07) + i(2.81 ± 0.08)
and |P| = 0 held constants. N is measured from the reﬂectance of the sample. For a
small angle of incidence, the Kerr response for the s and p−polarized light are in the
opposite direction.

2.5

Conclusion
We have presented a theoretical work to identify the origins of Kerr rotation (KR)

between birefringence (does not break time-reversal symmetry) and spin polarization
(breaks time-reversal symmetry). We have combined spin and Pockel’s induced KR
eﬀect into a set of equations for the s and p−polarized light that describes our experimental results very well. The theory was used to identify the origin of KR in the
topological insulator (TI) Bi2 Te2 Se1 (BTS221). The origins of KR from these eﬀects
can be identiﬁed from there dependence on external parameters as described below.
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Fig. 2.17. Reﬂection coeﬃcients Rpp and Rss measured from the CoFeB
sample in the transverse geometry (B||ŷ) at θ = 45◦ . Rpp is proportional
to magnetization but Rss is independent of magnetization. Hysteresis
loops are visible in Rpp measurement with coercive ﬁeld similar to that
observed in ﬁg. 2.15.

1. The KR induced by electro-optical Kerr eﬀect has a quadratic response with
the external electric ﬁeld.
2. Both, the Pockels (birefringence) and the current-induced spin polarization in
TI has a linear response with the electric ﬁeld.
3. In the longitudinal geometry, at a small angle of incidence, the KR originating
from the Pockels (spin polarization) eﬀect has KR for s and p−polarized light
in the same (opposite) direction.
4. The reﬂectance from p−polarized light can be modulated with spin polarization
or magnetization.
We built a highly sensitive KR instrument. The instrument was used to measure
electric ﬁeld induced KR from the BTS221 topological insulator (TI). The Kerr rota-
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(a)

(b)

Fig. 2.18. Longitudinal (B||x̂) MOKE from nickel ﬁlm (thickness =
500nm). (a) Representative Kerr response of nickel ﬁlm at angle of incidence θ = 17◦ . . (b) Kerr response versus angle of incidence for both light
polarization, s (red-circle) and p (green-open square). For a small angle
of incidence, the Kerr response for the s and p−polarized light are in the
opposite direction.

tion angle is linear in the electric ﬁeld, which indicates that the TI surface is at the
origin of the eﬀect. The analysis and comparison of KR from both s and p− polarized
light allowed us to conclude that the KR of BTS221 originates from the Pockels eﬀect:
the modiﬁcation of the dielectric response linear with the electric ﬁeld. Manifestations of the ﬁeld-induced spin polarization of the surface states are not observed in
our experiments. The temperature dependence Kerr rotation measurement on (TI)
hints towards having negligible Kerr response at low temperatures. We have also
shown that the Kerr rotation from control magnetic sample (CoFeB and nickel), and
the experiment results are well described by our theory.
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3. OPTICAL SPIN VOLTAIC EFFECT FROM
METAL/YIG INTERFACE
The 21st century is driven by electronics and computation and has an enormous demand for power. Of this power, some is lost through resistive heating or is used to
cool the instruments or devices. For example, half the power consumption in a data
center is used for cooling [76]. Therefore, there is a demand for power-eﬃcient electronic devices. With the current climate change issues, there is also a need for clean
and reliable energy sources [77]. Thermoelectric generation, generation of electricity
from heat, is one of the major technologies for solving these problems [78].
In 1821, Thomas Johann Seebeck discovered that heat could be converted into
electric potential at the junction of two diﬀerent metals [79]. Seebeck eﬀect (SE)
refers to the generation of electric voltage as a result of a temperature gradient in a
conductor. The temperature gradient (rT) and the electric ﬁeld (ESE ) induced by
the Seebeck eﬀect are parallel, Fig. 3.1(a), and is given by
ESE ∝ rT.

(3.1)

Spin Hall eﬀect (SHE) is the spintronic version of the Hall eﬀect. Similarly, spin
Seebeck eﬀect (SSE) is the spintronic counterpart of the Seebeck eﬀect. SSE was
discovered in 2008 [33], where a temperature gradient in ferromagnetic or ferrimagnetic materials generates a spin voltage. The anomalous Nernst eﬀect (ANE) can also
produce spin voltage, Fig. 3.1(b). ANE is the thermal counterpart of the anomalous
Hall eﬀect (AHE). One should note that the SHE (AHE) is usually observed in nonmagnetic (ferromagnetic) metals. Careful experiment design is necessary to separate
SSE and ANE [80]. The inverse spin Hall eﬀect (ISHE) can be used to detect the
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SSE by converting the spin current (Js ) into an orthogonal charge current or electric
ﬁeld (EISHE ) as shown in Fig. 3.1(d).

(a) Seebeck eﬀect (SE) from a n-type conduc- (b) Aomalous Nernst eﬀect (ANE) from a
tor.
ferromagnetic conductor.

(c) Longitudinal spin Seebeck eﬀect (LSSE).

(d) Inverse spin-Hall eﬀect (ISHE).

Fig. 3.1. A paramagnetic metal is represented by the green layer in (c)
and (d). ESE , EAN E and EISHE denote the electric ﬁeld generated by
SE, ANE and ISHE respectively. rT, H, M and Js denote the temperature gradient, magnetic ﬁeld, magnetization vector, and spin current
respectively.

Fig. 3.1(c) shows the schematic to measure longitudinal-SSE (LSSE) using ISHE
from a paramagnetic metal and ferromagnetic insulator junction such as platinum
(Pt) and yttrium iron garnet (Y3 Fe5 O12 , YIG). In the LSSE geometry,
LSSE
∝ Js × σ (or rT × H)
EISHE

(3.2)
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where Js is the thermally induced spin current and σ is the spin-polarization vector
of the electrons in the paramagnetic metal. Furthermore, Js is parallel to ΔT and
perpendicular to the metal/insulator interface. Whereas, σ is collinear to the magnetization M of the insulator. In such a geometry the voltage measured could also
have a weaker contribution from ANE from proximity induced ferromagnetism in Pt.
Here,
EAN E ∝ rT × M

(3.3)

where M is the induced magnetism in Pt. ANE does not exist in the YIG layer since
it is an insulator. It has been shown that in the Pt/YIG system the measured voltage
is entirely due to the ISHE induced by LSSE [81].
Recently [40] a new phenomena, photo spin voltaic (voltage) eﬀect (PSV), was
proposed for metal/magnetic insulator interface using light. Here the voltaic response
is faster than SSE using thermal bath and is proposed to originates at the interface
of the junction. According to the experiment results, in the longitudinal geometry,
and empirical expression can be written for the electric ﬁeld (EP SV ) in the metal:
P SV
∝ σ × n̂ (or H × n̂)
EISHE

(3.4)

where n̂ is the surface normal vector, and deﬁnes the direction between the metal
and magnetic insulator interface.
It was argued that the response related to the bulk SSE and PSV eﬀect can
be separated by illuminating the sample from the metal side (Pt side as shown in
Fig. 3.2(a)) or the magnetic insulator side (YIG side as shown in Fig. 3.2(b)). For
example, when H k x̂, according to Eq. (3.4) (Eq. (3.2)), the PSV (SSE) voltage for
the two orientations are in the opposite (same) direction.
The PSV signal observed in Pt/YIG sample [40] is theoretically predicted to have
a wavelength dependence, with a maximum voltage around 1770 nm. In this chapter,
the results from a similar sample are reproduced using a halogen lamp. Furthermore,
a wavelength dependent voltage response is explored using a laser source.
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(a) Normal orientation

(b) Flipped orientation

Fig. 3.2. Experiment to distinguish between the bulk SSE (if assuming rT
is reversed by reversing the orientation) and the PSV eﬀect. In the normal (ﬂipped) orientation, the sample is illuminated from the metal (magnetic insulator) side. For example, when H k x̂, according to Eq. (3.4)
(Eq. (3.2)), the PSV (SSE) voltage for the two orientations are in the
opposite (same) direction.

3.1

Photo spin voltaic (PSV) experiment using a halogen lamp
Yttrium iron garnet (Y3 Fe5 O12 , YIG) ﬁlms were grown by liquid phase epitaxy

techniques on single-crystal(111)-oriented gadolinium gallium garnet (Gd3 Ga5 O12 ,
GGG). Platinum (Pt) ﬁlms were grown on YIG by DC sputtering at room temperature [40]. The samples were grown by Prof. MingZhong Wu’s group at Colorado
State University, Colorado. Two samples (Sa1 and Sa2) were studied, their physical
dimension and ﬁlm thickness are:
Sa1: GGG (0.5 mm)/ YIG (10.4 µm)/ Pt (4.5 nm). Length × Width = 6.6 mm ×
1.8 mm.
Sa2: GGG (0.5 mm)/ YIG (15 µm)/ Pt (3 nm). Length × Width = 8 mm × 4 mm.
The two terminal resistance across the samples Sa1 and Sa2 are approximately 450 Ω
and 620 Ω respectively. The samples were glued to chip carrier using rubber glue.
Two contacts were made on the long end of the sample by pressing gold wires on
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small indium dots on the Pt side. The gold wires were bonded to the pins of the chip
carrier by melting indium between the pin and the gold wire.
The experiment setup is shown in Fig. 3.2(a). Light from a halogen lamp is focused
on the sample. An iris, on a translational stage, is used to control the illuminating
area of the sample, see Fig. 3.3. The beam diameter of the light was kept around
5 mm. Four Magnetic ﬁeld coils are used in Helmholtz conﬁguration to produce the
magnetic ﬁeld in two orthogonal directions, for example, x̂ and ŷ. The sample and
the coils are placed in a Faraday cage to shield stray electric ﬁelds. A metal plate
was used as a shutter to control the light falling on the sample. A nanovoltmeter was
used to measure voltage potential (ΔV) across the Pt ﬁlm.

Fig. 3.3. Close up image of the experiment schematic shown in Fig. 3.2(a).
The Faraday cage and the halogen lamp is not shown.
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3.1.1

Results and discussions

Fig. 3.4(a) shows voltage measured across the sample at zero magnetic ﬁeld. The
three traces correspond to diﬀerent part of the sample being illuminated by moving
the iris in the ŷ direction. The shutter is removed from the beam path illuminating
the sample for about 100 s, as indicated by orange area. The voltage is constant
before illumination. This oﬀset is probably from the nanovoltmeter. In the presence
of light, the voltage deviates from this oﬀset and comes back to the oﬀset voltage once
the light is oﬀ. When the light is on the voltage can be ﬁtted with an exponential
t

function (y = y0 + Ae− τ ). A representative ﬁt is shown (green dotted line) for the
blue trace. From the ﬁt, the measured time constants (τ ) are 14 s, 9 s and 6 s for the
blue, pink and dark green traces respectively.
We interpret that by changing the illuminating position the magnitude and direction of the temperature gradient (rT) along the length are changed. This would give
rise to Seebeck eﬀect (SE). Furthermore, the SE could also be responsible for slow
voltage change characterized by τ . One should note that the SE can be canceled by
moving the iris so that rT= 0.
The blue trace in Fig. 3.4(b) and Fig. 3.4(a) are same voltage trace for H= 0 Oe.
The red and light-green traces in Fig. 3.4(b) are in presence of Hx = +30 Oe and
Hx = −30 Oe respectively. The three traces have same voltage before and after
illumination, but for the red (light-green) trace there is positive (negative) jump in
voltage immediately after the light is turned on and a negative (positive) jump in
voltage immediately after the light is turned oﬀ. We attribute this rapid opposite
jump in voltage in presence and absence of light to what was called a PSV eﬀect [40].
The amplitude of the voltage corresponding to PSV is indicated by black arrows.
Fig. 3.5(a) shows three representative traces for Hx = +40, 0 and -40 Oe. Here, SE
corresponding to slow exponential change is absent as compared to Fig. 3.4(b). This
was achieved by moving the iris in the ŷ direction to eliminate any voltage originating
from temperature gradient (rT). Seebeck voltage along ŷ corresponds only to rTy ,
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(a)

(b)

Fig. 3.4. Results from Sample Sa1. The sample is illuminated for 100 s
as indicated by orange area. (a) The three voltage traces correspond to
diﬀerent part of the sample being illuminated, in the absence of magnetic
ﬁeld. We attribute this voltage change to Seebeck eﬀect (SE). (b) Blue
trace is same as in (a) at H= 0 Oe, whereas the red and light-green traces
are in the presence of Hx = +30 Oe and Hx = −30 Oe respectively. For
Hx = +30 Oe (Hx = −30 Oe), there is a positive (negative) jump in
voltage immediately after the light is turned on and a negative (positive)
voltage jump immediately after the light is turned oﬀ. The red and green
traces have signatures of both the SE and the photo spin voltaic (PSV)
eﬀect. Black arrows indicate the amplitude of the voltage corresponding
to the PSV eﬀect.

see Eq. (3.1). Here only PSV eﬀect is present. The voltage jump immediately after
the light is turned on is due to PSV eﬀect [40], indicated by the black arrow. The
voltage amplitude corresponding PSV eﬀect is plotted in Fig. 3.5(b) as a function
of magnetic ﬁeld. The voltage saturates around HSat. ≈ 20 Oe and is possibly due
to saturation of magnetization in YIG. The coercive ﬁeld of YIG grown on GGG is
≈ 20 Oe [80].
Fig. 3.6(a) shows three representative traces for the direction of magnetic ﬁeld
along θH = 0◦ (Hx ), 90◦ (Hy ) and 180◦ (−Hx ) with magnitude 29.2 Oe (HSat. ≈ 20 Oe).
Voltage corresponding to PSV eﬀect is plotted as a function of θH in Fig. 3.6(b). The
√
magnitude of magnetic ﬁeld was |H|=29.2 Oe for 0◦ , 90◦ , 180◦ , etc. and |H|=29.2 2 =
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(a)

(b)

Fig. 3.5. Results from Sample Sa1. (a) Representative data for |Hx | =
+40, 0 and −40 Oe. The light is on between 50-100s. The voltage corresponding to the PSV eﬀect is indicated by a black arrow.

41.3 Oe for 45◦ , 135◦ , 225◦ , etc. The data points in Fig. 3.6(b) can be ﬁtted with a
360◦ periodicity (T) cosine function. We interpret this cosine dependence originates
from longitudinal-PSV (LPSV), see Eq. (3.4).
Fig. 3.7 shows PSV versus magnetic ﬁeld (Hx ) dependence from sample Sa2. These
results are similar to Fig. 3.5, from sample Sa1. The sample Sa1 was destroyed, Pt
ﬁlm was ablated, by focusing the laser on the sample.

3.2

Longitudinal interface spin Seebeck eﬀect (LISSE) using a pulsed
laser
All the results in this section are from the sample Sa2. The optical layout is

shown in Fig. 3.8(a). The sample is illuminated with an optical parametric oscillator
(OPO) pulsed laser, with pulse width 3-5 ns. The wavelength (λ) of the laser was
tuned in the range 500-2250nm. A photodiode (PD) with responsivity in the range
λ = 800 − 1700 nm and 5GHz bandwidth was used to examine the temporal response
of the laser pulse or the reﬂected light. Absorbing neutral density ﬁlters were used
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(a)

(b)

Fig. 3.6. Results from Sample Sa1. (a) Three representative traces for the
direction of magnetic ﬁeld along θH = 0◦ (Hx ), 90◦ (Hy ) and 180◦ (−Hx )
with magnitude 29.2 Oe (HSat. ≈ 20 Oe). The light is on between 2040s. The voltage corresponding to the PSV eﬀect is indicated by a black
arrow. (b) PSV voltage plotted
as a function of θH . |H|=29.2 Oe for 0◦ ,
√
90◦ , 180◦ , etc. and |H|=29.2 2 = 41.3 Oe for 45◦ , 135◦ , 225◦ , etc. The
experiment data is ﬁtted with a 360◦ periodicity (T) cosine function. The
cosine dependency is due to the longitudinal PSV eﬀect.

when necessary to attenuate the laser power. Several irises were placed in the beam
path to avoid stray lights and idler laser beam from reaching the sample. An image
of the experiment is shown in Fig. 3.8(b), and the inset shows a close-up image of
the sample holder placed between the Helmholtz coils. The electrical connection of
the experiment is shown in Fig. 3.8(c). The voltage diﬀerence along the length of
the sample was measured on an oscilloscope. The oscilloscope is triggered by a pulse
from the OPO laser. The reﬂected light from the sample is collected on a photodiode
(PD), and the voltage from the PD is also measured on the oscilloscope.

3.2.1

Temporal laser pulse proﬁle

Fig. 3.9(a) shows experiment setup to measure the pulse proﬁle of the laser pulse.
Neutral density (ND) ﬁlters were used to attenuate the laser power to avoid voltage
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(a)

(b)

Fig. 3.7. Results from Sample Sa2. (a) Representative measurement for
|H| = +55, 0 and −55 Oe. The light is on between 50-100s. A black
arrow indicates the voltage corresponding to the PSV eﬀect. (b) PSV
voltage versus magnetic ﬁeld.

(a)

(b)

(c)

Fig. 3.8. (a) Optical layout of the experiment with the deﬁned direction
of magnetic ﬁelds. (b) Image of the experiment showing laser beam, the
inset shows a close-up picture of the sample holder. (c) Various voltages
are measured on diﬀerent channels (Ch) of the oscilloscope.

saturation of the photodiode (PD). A representative signal of the temporal pulse
proﬁle is shown in Fig. 3.9(b). The pulse proﬁle looks Gaussian with a decaying tail.
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(a)

(b)

Fig. 3.9. (a) Experiment setup to measure the pulse proﬁle of the
laser pulse. The neutral density (ND) ﬁlter is to protect the PD from
high power. Representative temporal response of the photodiode at
λ = 1000 nm. The ﬁts the the experiment results are using Eq. (3.8)
(blue curve) and Eq. (3.10) (green curve).

We can assume that the temporal proﬁle of the input laser pulse is Gaussian f1 (t)
and the response function of the system, PD in our case, is exponential f2 (t). The
general for of these equations are:
f1 (t) = √

(t−tc )2
1
e− 2σ2
2πσ

(3.5)
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and
t

f2 (t) = Ae− τ .

(3.6)

Here, tc , A, τ are center of Gaussian peak, amplitude and time constant of the
exponential function respectively. σ is the width and relates to full width half max
√
(w = FWHM) of the Gaussian proﬁle as w = σ2 2 ln 2. The response of these two
functions is given by
f (t) = C + (f1 ∗ f2 )(x) = C + Ae

1
2

� 2
σ
τ

c
− t−t
τ

Z

z

y2
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−
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σ
τ
2π

−∞

where, C is a constant. Eq. (3.7) can be simpliﬁed to

f (t) = C + (f1 ∗ f2 )(x) = C + Ae

1
2

� 2
σ
τ

c
− t−t
τ

erf

�

√z
2



+1
(3.8)
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where, erf is the error function. The experiment data in Fig. 3.9(b) can be ﬁtted
(Fit1: blue curve) with this Eq. (3.8) with R2 value of 99.5% but there seems to be a
longer response tail in the experiment result that deviates from the ﬁtted curve. So,
we modify the response function in Eq. (3.6) as
− τt

f2 (t) = A1 e

1

− τt

+ A2 e

2

.

(3.9)

Now, Eq.( 3.8) becomes

f (t) = C + A1 e
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(3.10)

where,
z1 =

σ
t − tc
σ
t − tc
−
and z2 =
−
σ
τ2
σ
τ1

(3.11)

Using Eq.( 3.10), the experiment data in Fig. 3.9(b) gives a better ﬁt (Fit2: green
curve) with R2 value of 99.8%. Here, we measure W = 2.60(1) ns and expect the
pulse width of the laser to be 3-5 ns.
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A representative voltage response of the sample is shown in Fig. 3.10(a). The
voltage amplitude is about ﬁve orders magnitude larger than typical SSE experiments
using a thermal bath. The experiment voltage response to the light is well ﬁtted
with Eq. (3.10). We measure a maximum voltage of 0.18 V with a respose time
of 2.34 ns. Our measurement is almost seven orders or magnitude larger than the
voltage measured by Bartell et al. [41] but our incident laser energy on the sample is
about 8 orders larger. Table 3.1 compares our experimental result to Ref. [41]. We
have assumed our laser beam is Gaussian (FWHM = 5 mm) and has a diameter of
6 mm. Therefore, our sample only receives 55% of the incident laser energy.

Table 3.1.
Comparison of our experiment and results to Ref. [41].

Sample
Laser wavelength
Peak SSE voltage
Incident ﬂuence
Illuminated area
Incident energy on the sample
Voltage responsivity

This work
Pt(3 nm)/YIG
1000 nm
0.18 V
7.4 mJ/cm2
2.4 × 10−5 m2
0.98 mJ
0.18 V/mJ

Ref [41]
Ru(2 nm)/Pt(6nm)/YIG
780 nm
20 nV
5.8 mJ/cm2
2.8 × 10−13 m2
1.6 × 10−8 mJ
1.2 V/mJ

A representative PD voltage from the reﬂected light is shown in Fig. 3.10(b). The
FWHM of the sample and PD voltages are comparable to the temporal width of the
laser pulse, see Fig. 3.9(b). The response time of the oscilloscope and the PD are
τ = 0.14 ns and 0.03 ns respectively.
A detailed study is reported in the next section.

3.2.2

Results and discussions from Pt/YIG

All the results in this section are from the sample Sa2 and in the longitudinal
geometry. The magnitude of magnetic ﬁled Hx along the x direction is changed,
and the corresponding voltage amplitude is shown in Fig. 3.11(b) for wavelength
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(a)

(b)

Fig. 3.10. (a) A representative voltage response from the sample at magnetic ﬁeld Hx = 40 Oe and wavelength λ = 1000 nm . (b) A representative
voltage response from photodiode (PD) from the reﬂected light at close to
normal incidence (≈ 5◦ ). The experiment results in (a) and (b) are ﬁtted
with Eq. (3.10) and the ﬁt parameters are reported.

λ = 1000 and 1500 nm. A few representative voltage response to the magnetic ﬁeld
is shown in Fig. 3.11(a) for λ = 1000 nm. The voltage amplitude for both the
wavelength saturates around 20 Oe, a similar result was observed for halogen lamp,
see Fig. 3.5(b). We interpret the voltage response originates due to the ISHE in the
Pt layer and is associated with the spins in YIG.
The laser power is larger for λ = 1000 nm than λ = 1500 nm. We attribute
the larger amplitude signal for λ = 1000 nm to the laser power. The response time
τ1 = 2.3 ns does not depend on the magnetic ﬁeld.
The magnetic moment of the Pt/YIG sample was measured using a superconducting quantum interference device (SQUID) magnetometer. The normalized magnetic
moment of the total sample is compared in Fig. 3.12 to the normalized voltage response of the sample shown in Fig. 3.11(b). The small coercive ﬁeld, 1 Oe, in the
SQUID data should be ignored because it is comparable to the resolution of the magnetic ﬁeld of the instrument. The voltage response data points saturates at a larger
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(a)

(b)

Fig. 3.11. (a) A few representative voltage response from the sample for
diﬀerent magnetic ﬁeld (Hx ) strength and wavelength λ = 1000 nm. (b)
Voltage amplitude versus magnetic ﬁeld (Hx ) for 1000 nm and 1500 nm.

magnetic ﬁeld as compared to the SQUID curve. This could indicate that voltage
response originates at the interface of NM/FM.
The magnitude of the magnetic ﬁeld was held constant at |H| = 40 Oe, and the
direction was rotated (θH ) in the xy plane. The voltage response of the sample is
shown in Fig. 3.13(a) for λ = 1000 nm. The voltage amplitude for λ = 1000 and
1500 nm is shown in Fig. 3.13(b). The experiment result can be ﬁtted with a cosine
function of 180◦ periodicity. Similar results were obtained using a halogen lamp
source, see Fig. 3.6(b). The cosine dependency is probably due to the longitudinal
optical spin eﬀect.
A combination of neutral density (ND) ﬁlters were used to attenuate the laser
power. The voltage response of the sample is measured at Hx = +40 and Hx =
−40 Oe. The voltage from the PD corresponding to the reﬂected light is also measured. The response of the PD and ND ﬁlters change with wavelength. The average
voltage amplitude % is plotted as a function of average PD voltage % in Fig. 3.14.
Here,
< ΔVAmp. >=

|VAmp.

@H+ |

+ |VAmp.
2

@H− |

(3.12a)

46

Fig. 3.12. Normalized magnetic moment of the Pt/YIG sample measured
using SQUID magnetometer and the normalized voltage response of the
sample. Results from Fig. 3.11(b) is normalized for wavelengths 1000 and
1500nm.

and
< PD VAmp. >=

|VAmp.

@H+ |

+ |VAmp.
2

@H− |

.

(3.12b)

The average sample and PD voltages are normalized with corresponding signal obtained without ND ﬁlter. We observe that the optical spin signal responses linearly
to laser laser power. Here, we assume that the reﬂectivity of the sample does not
change with laser power for the same wavelength.
Fig. 3.15 shows the sample and the voltage amplitude measured as a function of
laser position x at Hx = 40 Oe and λ = 1000 nm. The voltage amplitude is constant
but drops when the laser beam reaches the indium contacts. Here, the signal is small
because the beam diameter is reduced to scan across the sample.
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(a)

(b) captionB

Fig. 3.13. (a) A representative, voltage response from the sample for magnetic ﬁeld angle θH (|H| = 40 Oe) in the xy-plane for λ = 1000 nm. θH is
deﬁned with respect to the x−axis. (b) Voltage amplitude versus rotation
angle of magnetic ﬁeld for λ = 1000 and 1500 nm. The experiment result
was ﬁtted with a cosine function of 180◦ periodicity.

The sample was ﬂipped (Fig. 3.16(a)) and the sample was illuminated from the
YIG side as illustrated in Fig. 3.2(b). The above experiments were repeated, and we
observed similar trends but with diﬀerent voltage responses, see Fig. 3.16.
For the normal sample orientation, i.e., illumination from Pt side of the sample, the
laser wavelength λ was changed, and the voltage response was recorded for Hx = +40
and Hx = −40 Oe. The average voltage amplitude, as deﬁned in Eq. (3.12a), is
plotted as a function of wavelength in Fig. 3.17(a) along with the corresponding laser
pulse energy (E).
We deﬁne responsivity (R) of the sample as
R=

< ΔVAmp. >
< ΔVAmp. >
=
.
Laser power
E/F W HM

(3.13)

Where F W HM = 2.6 ns is the characteristic temporal laser pulse width and is
measured in Fig. 3.9(b). The responsivity of the sample is shown in Fig. 3.17(c). The
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Fig. 3.14. Neutral density (ND) ﬁlters are used to reduce the power of the
beam. Average voltage amplitude % versus average incident laser power
% at λ = 1000 and 1500 nm. The PD voltage is measured from the light
reﬂected of the sample. 100% PD and sample voltages corresponds to laser
power without ND ﬁlters. Here, 100% voltages are < ΔVAmp. >1000 =
0.22 V, < ΔVAmp. >1500 = 0.14 V, < PD VAmp. >1000 = 0.50 V and <
PD VAmp. >1500 = 1.21 V.

Fig. 3.15. Voltage amplitude versus laser position (x) across the length of
the sample at Hx = 40 Oe and λ = 1000 nm. The voltage amplitude is
smaller because the beam diameter is reduced to 2mm, using an iris, so
that the laser beam can be scanned across the sample.
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(a)

(b)

(c)

(d)

Fig. 3.16. (a) Image of the sample (ﬂipped) so that the laser strikes the
sample from the GGG/YIG side. Voltage amplitude (%) versus magnetic
ﬁeld Hx , rotation of the magnetic ﬁeld |H| = 40 Oe angle θH in the xy
plane and the laser power (%) in (b), (c) and (d) respectively.

laser power reduces around λ = 700 nm. This is an artifact of the OPO laser but
does not seem to aﬀect the responsivity measurements.
Similar measurements were repeated for the ﬂipped orientation, i.e., illumination
from the GG/YIG side. The results are shown in Fig. 3.17(b) and 3.17(d).
We did not observe any dependence on wavelength as predicted for PSV eﬀect [40].
Our results are similar to that observed at longer wavelength range (λ = 2 − 12 µm)

50
in similar samples [82]. In the next section, we provide a temperature gradient (ΔT)
calculation that describes our wavelength dependence experiment result.

(a)

(b)

(c)

(d)

Fig. 3.17. (a) Average voltage amplitude from the sample versus wavelength (left axis) when illuminated from Pt side (Normal) and corresponding laser energy (right axis). (c) Responsivity plotted as a function of
wavelength. (b) and (d) are similar measurements as (a) and (c) but
when the sample is illuminated from GGG/YIG side (ﬂipped).

3.2.3

Results and discussions from Cr/YIG-poly.

The experiment on Pt/YIG sample was repeated for a chromium (Cr) sample.
The Cr ﬁlm (3 nm) was grown on polycrystalline (poly.) YIG substrate. The length
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width and thickness of the samples are 9.2 mm, 2.7 mm and 0.4 mm respectively. It
should be noted that Cr has opposite spin Hall angle as compared to Pt.
Fig. 3.18(a) shows two representative voltage response measured for Hx = +391
and Hx = −392 Oe. The voltage response is opposite for opposite magnetic ﬁeld. For
positive magnetic ﬁeld the voltage response is opposite as compared to the Pt/YIG
sample. This opposite response could be attributed to Pt and Cr having opposite
spin Hall angle. Fig. 3.18(b) shows voltage amplitude at diﬀerent magnetic ﬁelds for
normal (λ = 1000 nm) and ﬂipped (λ = 1100 nm) orientations. The curves ﬂips sign
when the sample is ﬂipped, a similar results was observed for Pt/YIG sample.

(a)

(b)

Fig. 3.18. (a) Representative voltage response at two magnetic ﬁelds (b)
Voltage amplitude at diﬀerent magnetic ﬁelds for normal (λ = 1000 nm)
and ﬂipped (λ = 1100 nm) orientations.

Normalized magnetic moment of the Cr/YIG-poly. sample was measured using SQUID magnetometer and is compared to the normalized voltage response in
Fig. 3.19. There are two signiﬁcant diﬀerences between the magnetic moment and
voltage curves. One, the voltage response saturates at a larger magnetic ﬁeld. Two,
there is hysteresis loop around zero magnetic ﬁeld. Similar hysteresis loop was observed in Cr/YIG-poly. sample [83]. Both of these diﬀerences could be attributed
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to the interface eﬀects at metal/FM. The interface eﬀects in the SQUID curve is
negligible as compared to the bulk of the YIG.

Fig. 3.19. Normalized magnetic moment of the Cr/YIG-poly. sample measured using SQUID magnetometer and the normalized voltage response.
The voltage response results are from Fig. 3.18(b).

The responsivity for normal and ﬂipped orientations are compared at diﬀerent
wavelengths in Fig. 3.20. The responsivity is small for ﬂipped orientation because
less power reaches the metal in this orientation. The reduced responsivity at lower
wavelengths could be related to large absorption of light at these wavelength leading
to a reduced temperature gradient.

3.2.4

Temperature change of metal ﬁlm due to laser heating

The temperature of a metal can be estimated [84] using a linear relationship
between temperature and resistance (R) of the metal and is given by
R(T ) = R0 [1 + γ(T − T0 )].

(3.14)
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Fig. 3.20. Responsivity of Cr/YIG-poly. sample for normal and ﬂipped
orientations as a function of wavelength.

Here, R0 is the resistance of the metal at T0 and γ is the temperature coeﬃcient of
resistivity. From Eq. 3.14, the change in temperature ΔT can be estimated at T0
(room temperature) from
ΔT =

ΔR
γR0

(3.15)

where, ΔR is the change in resistance due to ΔT .
Fig. 3.21 shows the electrical setup used to measure the resistance change in
presence of laser pulse. A bias tee is used to supply a DC current Id through the
sample and the transient voltage is recorded on an oscilloscope with 50 Ω termination.
The potential drop across the sample, with resistance R0 , is given by
ΔVsample =

R0
ΔVoscilloscope .
50

(3.16)

Fig. 3.22(a) shows a representative voltage response of the sample in presence of
laser pulse at λ = 1000 nm for normal geometry. The voltage response is opposite
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Fig. 3.21. Electrical circuit, using a bias tee, to measure fast change in
resistance in presence of laser pulse. The source meter is used to drive a
bias DC current Id through the sample.

for opposite bias current. The diﬀerence of these two voltages is shown by the blue
trace and is also plotted in Fig. 3.22(b) after normalizing. The blue trace has a
slower response time in comparison with the magnetic response voltages (green and
red traces). The slower response time of the blue trace could be due to the thermal
heating. The green trace was recorded in absence of bias current with the bias tee
setup, whereas the red trace was taken using two terminal measurement, i.e. without
the bias tee. The transient response is absent(black trace) when the laser beam is
blocked.
In Fig. 3.23(a), the maximum of the diﬀerence voltage is plotted as a function of
bias DC current Id . The slope of the plot estimated the change is resistance of the
sample ΔR, see Eqn. (3.15), in presence of the laser pulse. Fig. 3.23(b) is a plot of
the IV curve of the sample in absence of laser pulse, where the slope estimates the
sum of resistance of the sample and the 50 Ω terminator. Replacing the measured
values of ΔR = 24.7 Ω, R0 = 1406 Ω and γ = 1.3 × 10−3 K−1 for Pt ﬁlms [41] in
Eq. (3.15), we estimate ΔT = 14 K for 100% peak laser power at λ = 1000 nm.
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(a)

(b)

Fig. 3.22. Pt/YIG sample with λ = 1000 nm for normal geometry. (a)
Representative voltage response at two opposite bias DC current Id in
absence of magnetic ﬁeld (H = 0 Oe). The blue trace is the diﬀerence
voltage response at Id = 14 mA. (b) Normalized voltage for diﬀerent
setups. The magnetic response is faster as compared to current response.

(a)

(b)

Fig. 3.23. All measurement were done at H = 0 Oe. (a) Maximum of the
average voltage response for diﬀerent bias current Id . The slope of the
experiment result estimates ΔR in Eq. (3.15). (b) Voltage Vd across the
sample and the 50 Ω terminator for various bias current Id in absence of
light.
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The laser power is attenuated using ND ﬁlters and the experiment in Fig. 3.23(a)
is repeated for various laser powers. The results are plotted in Fig. 3.24(a). The
slope of each of the curve is plotted in Fig. 3.24(b) as a function of laser power.
The experiment results in Fig. 3.24(b) can be ﬁtted with a linear function with zero
intercept.

(a)

(b)

Fig. 3.24. (a) Maximum of the diﬀerence voltage response for various bias
current Id at diﬀerent laser powers. The slope of each curve is plotted in
(b).

The experiment in Fig. 3.24(b) was repeated and compared in Fig. 3.25 for ﬂipped
orientation and also for λ = 1500 nm. The change in resistance ΔR is smaller by approximately 30% for ﬂipped orientation as compared to the normal orientation. This
could be due to absorption of light by the YIG and GGG layers. All the experiment
results can be ﬁtted with a liner function with zero intercept. This implies that the
ΔT (∝ ΔR) of the Pt ﬁlm changes linearly with laser power for both the orientations:
normal and ﬂipped. Therefore, we deduce that the laser heats up the Pt ﬁlm and
creates a temperature gradient across the Pt/YIG interface giving rise to the ISSE.
Similar experiment was repeated for the Cr/YIG-poly. sample and the results are
summarized in Fig. 3.26. We have estimated γ = 2.6 × 10−3 K−1 for a 10 nm thick
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Fig. 3.25. The change in resistance ΔR as a function of laser power for two
diﬀerent orientations (normal and ﬂipped) and two wavelengths (λ = 1000
and 1500 nm). ΔT on the right-axis is calculated using Eq. (3.15).

Cr ﬁlm [85]. The conclusions of the Cr/YIG-poly. samples are similar to that of the
Pt/YIG sample.

3.2.5

Temperature gradient calculation across metal/FM interface

Beer’s law states that the intensity (I) of light decreases exponentially as it propagates through an absorbing medium [86], and for light propagating along ẑ−direction
is given by
I(z) = I0 e−αz .

(3.17)

Where I0 is the optical intensity at z = 0 and α is the absorption coeﬃcient and is
deﬁned as
α=
Where k is the extinction coeﬃcient.

4πk
.
λ

(3.18)
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(a)

(b)

(c)

(d)

Fig. 3.26. Results for the Cr/YIG-poly. sample. (a) Normalized bias
current response (green trace) in absent of magnetic ﬁeld and magnetic
response (green trace) in absence of bias current. (b) Maximum of the
diﬀerence voltage plotted as a function of bias current Id . (c) IV curve of
the sample in absence of laser pulse. (d) The change in resistance (ΔR)
of the sample plotted as a function of laser power for normal and ﬂipped
orientations.

Absorption coeﬃcient, shown in Fig. 3.27(a), of Pt, YIG and GGG are extrapolated, in the range λ = 500 − 2500 nm, from results in [87], [88] and [89] respectively.
YIG and GGG are highly transparent in this spectral range as compared to Pt.
Fig. 3.27(b) shows calculated intensity proﬁle, using Eq. (3.17) with I0 = 1, along
the thickness (z) of a Pt(5 nm)/YIG(15 µm)/GGG(0.5 mm) sample for λ = 1000 nm.
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The thickness of the three layers is comparable to the sample used in the experiment.
The two curves represent intensity proﬁle in the sample when illuminating the sample
from Pt side (normal) or GGG/YIG side (ﬂipped).

(a)

(b)

Fig. 3.27. (a) Absorption coeﬃcient α of Pt, YIG and GGG extrapolated from results in [87], [88] and [89] respectively. (b) Calculated intensity proﬁle, using Eq. (3.17) with I0 = 1, along the thickness (z) of a
Pt(5 nm)/YIG(15 µm)/GGG(0.5 mm) sample for λ = 1000 nm.

Temperature proﬁle along z can be estimated from how much light was absorbed
i.e. 1 − I(z). The temperature gradient ΔT can be estimated across the Pt/YIG
interface zI of thickness t on both side of the interface as
ΔT(t) = [Light absorbed by Pt] − [Light absorbed by YIG]
= [{1 − I(zI )} − {1 − I(zI − t)}] − [{1 − I(zI + t)} − {1 − I(zI )}]

(3.19)

= I(zI + t) + I(zI − t) − 2I(zI ).
Three results from the calculations are shown in Fig. 3.28 for thickness t = 1, 3 and
5 nm on both side of the Pt/YIG interface. We ﬁnd that the temperature gradient
does not change sign when the direction of illumination is changed. In other words,
Pt layer is always hotter for both illumination direction. Here, we have ignored the
thermal conductivity of the materials.
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(a)

(b)

(c)

Fig. 3.28. The calculated temperature gradient ΔT, using Eq. (3.19), for
thickness t = 1, 3 and 5 nm on both side of the Pt/YIG interface.

The temperature gradient ΔT calculated for thickness t = 3 nm and the experiment (Pt= 3 nm) results for responsivity are compared in Fig. 3.29. The calculation seems to capture the general trend of the experiment results. (1) Responsivity
saturates around 700 nm (2000 nm) for the normal (ﬂipped) illumination. (2) For
λ < 1500 nm, the responsivity for the ﬂipped illumination is smaller as compared to
normal illumination. (3) The responsivity for ﬂipped in almost zero around 500 nm.
We interpret that the zero responsivity is related to the fact that YIG has a band gap
of 2.8 eV (443nm) [90]. These similarities between the calculation and experiment
lead us to conclude that our results are dominated by spin Seebeck eﬀect (SSE) and
not from photo spin voltaic (PSV) eﬀect proposed in ref. [40].

3.3

Conclusion
We have performed optical spin voltaic (voltage) (OSV) eﬀect experiments from

paramagnetic metal on ferromagnetic insulator (YIG). The photo spin voltaic (PSV)
eﬀect reported in [40] was reproduced using a halogen light source. In the OSV
experiment, using the pulsed laser, we did not observe a strong voltaic eﬀect around
1800 nm wavelength as predicted in [40]. We measure ﬁve orders or magnitude larger
voltage than traditional SSE voltage (in µV range). The large voltage repose is due to

61

(a)

(b)

Fig. 3.29. (a) Calculation of wavelength dependent temperature gradient
ΔT across Pt/YIG interface, using Eq. (3.19), when light is illuminated
from Pt side and GGG/YIG side. Same as Fig. 3.28(b). (b) Experiment
result of wavelength dependent responsivity for both orientation of sample
illumination.

the large incident laser energy incident on the sample. Our calculation predicts that
Pt layer is always hotter for light illumination for both orientations, normal (metal
side) and ﬂipped (YIG side). This calculation is further validated by the resistance
versus laser power results for both the orientations. Furthermore, the comparison
between the magnetic ﬁeld dependence voltaic results and the total magnetic moment
results (SQUID measurement) provide evidence that the OSV is due to the interface
eﬀects and not from the bulk. The experiment results and the theoretical calculations
lead us to conclude that the OSV, in the experiment using the pulsed laser, originates
from the interface spin Seebeck eﬀect (ISSE).
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4. RAMAN SPECTROSCOPY MEASUREMENT ON
SAMARIUM NICKELATES
Raman spectroscopy is the inelastic scattering of monochromatic light by matter.
Since its discovery in 1928 [91, 92], it has become a versatile spectroscopic tool in
studying condensed matter systems. The excitations that can be probed by Raman
spectroscopy has grown to include phonons, magnons, impurity vibrational modes,
elementary excitation of bulk and low-dimensional electronic systems [93]. Fig. 4.1
shows a typical Raman spectrum. Here, phonon modes and magnon modes superimpose on a background Raman response from the electronic continuum. Phonon peaks
are sharper and are usually at a lower frequency than magnon modes. The electronic
response background spans the entire frequency range.
Even though the full theory of Raman spectroscopy including phonon, electronic
and magnon is complicated, one can get an intuitive understanding for phonons by
considering a classical picture of a molecule in an oscillating ﬁeld.

4.1

Classical theory of Raman scattering
According to classical theory of electromagnetism, scattering of light from a molecule

can be modeled using induced dipole moment (µ) picture. Electric ﬁeld of light with
amplitude E0 and frequency ω0 is given by
E = E0 cos(ω0 t).

(4.1)

The dipole moment, µ induced by E can be expanded by the power series
µ = µ(1) + µ(2) + µ(3) + ...

(4.2)
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Fig. 4.1. Raman spectrum of (Y0 .92Ca0.08 )Ba2 Cu3 O0.63 showing response
from electron, phonon and magnon. Figure adapted from [94].

where,
µ(1) = αE

(4.3a)

µ(2) = βEE

(4.3b)

µ(3) = γEEE

(4.3c)

Here, α is the polarizability tensor that gives rise Raman eﬀect. β and γ are
hyper-polarizability and second degree hyper-polarizability that gives rise to hyperRaman scattering. α >> β >> γ, so one can ignore higher order terms and include
linear eﬀect. This simpliﬁes Eq. 4.2 to
µ ≈ αE.

(4.4)
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Let, qi describes the coordinate of the ith phonon normal mode with frequency ωi
then classical vibration mode for the phonon is given by
qi = qi,0 cos(ωi t)

(4.5)

Now, α can be Taylor expanded about the equilibrium position q0 ,
α(qi ) = α0 +

∂α
∂qi

qi,0

qi + ...

(4.6)

Replacing Eq. 4.6 and Eq. 4.5 into Eq. 4.4 gives
µ = α0 E0 cos(ω0 t) +

∂α
∂qi

qi,0

E0 cos(ω0 t)qi,0 cos(ωi t)

(4.7)

which simpliﬁes to
µ = α0 E0 cos(ω0 t) +

1 ∂α
2 ∂qi

qi,0

E0 qi,0 [cos(ω0 + ωi ) + cos(ω0 − ωi )]t

(4.8)

Oscillating dipole moment in Eq. 4.8 induces scattered light at three frequencies, ω0 ,
ω0 + ωi and ω0 − ωi . These are Rayleigh, anti-Stokes and Stokes scattered lights
respectively as depicted in Fig. 4.2, where the line thickness represents intensities of
light. Intensity of the scattered Raman light is proportion to |µ|2 . Hence, polarizability must change for a phonon mode to be Raman active. Infrared (IR) spectroscopy
is complementary experiment of Raman scattering. Change in dipole moment of a
phonon mode determines whether the mode is IR active or not. Selection rule for
Raman and IR active modes are give by
• Raman active:
• IR active:

∂µ
∂qi

∂α
∂qi

6= 0 (symmetric mode)
qi,0

6= 0 (asymmetric mode)
qi,0

Furthermore, in a centro-symmetric molecule or crystal none of the Raman active
modes is IR active and vice versa.
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Fig. 4.2. Rayleigh, Stokes and anti-Stokes light scattering process. Thickness of the line represents the intensity of the scattering process.

This classical model gives a good intuitive picture for Raman scattering but fails
to explain the intensities of Stokes and anti-Stokes Raman scattering . Classically,
scattering intensity is proportional to ω 4 so, this would imply
Ianti−stokes  ω0 + ωi 4
∝
ω0 − ωi
Istokes

(4.9)

but Eq.4.9 is not experimentally observed. Scattering of light depends on the population of the phonon modes ωi at a temperature T , given by Boltzmann distribution.
Therefore,
h̄ωi
Ianti−stokes
−
∝ e KB T
Istokes

(4.10)

where, KB is the Boltzmann constant. Eq. 4.10 can be used to determine insitu
temperature of the sample by comparing the ratio of Stokes and anti-Stokes scattering
intensities.

4.2

Rare earth nickelates RNiO3
After the discovery of high temperature super conductivity in cuprates [43] and

giant magnetoresistive (GMR) [44, 45] eﬀects in perovskite related systems, metal-
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insulator (MI) has received extensive attention. This is because of evolution from
localized to nomadic electronic behavior in mixed-valence compounds [95]. At the
Fermi level mixed-valance compounds atomic like f levels and the wide s − d bands
coexists [96]. RNiO3 (R=lanthanide) provides a unique platform to study transition
from localized to nomadic electronic behavior. This transition occurs as the electrons
in σ−bonding and π−bonding orbitals are ﬁlled [95].
Rare earth nickelates posses complex correlated electronic phase diagram including metal-insulator (MI) and antiferromagnetic transition, Fig. 4.3. The transition
temperatures depends on the rare earth element’s ionic radius that determines the
tolerance factor (t),
(R-O)
t= √
2(Ni-O)

(4.11)

where, (R-O) and (Ni-O) are rare earth-Oxygen and Nickel-oxygen bond length respectively. Of the RNiO3 family, SmNiO3 is particularly of interest because MI and
antiferromagnetic transition occurs at ≈ 400 K [48–50] and ≈ 230 K [50] respectively, which is closer to room temperature. Making SmNiO3 suitable for practical
applications.

4.3

Electronic properties of SmNiO3 (SNO)
SNO thin ﬁlms (≈ 100 nm) were grown on single crystal LaAlO3 (LAO) or Si

by co-sputtering Sm and Ni targets in Ar/O2 atmosphere followed by high pressure
annealing [97]. Metal contact (Pt(100 nm)/ Ti(5 nm)/ Au(100 nm)) were placed on
the ﬁlm for transport measurement. When annealed at 200◦ C in forming gas (5%
H2 in N2 ) for three hours Pt acts as catalyst for the following oxidation reaction,
H2 → 2H+ + 2e− .

(4.12)

The electrons and H+ produced in the reaction 4.12 diﬀuses in SNO lattice as shown
in Fig. 4.4(a). This chemically electron doped SNO is refereed as hydrogenated-SNO
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Fig. 4.3. Phase diagram of RNiO3 . The metal-insulator (TMI ) and the
Neel (TN ) temperatures are shown. The gray and the pink-stripe areas indicate insulator and AFM-insulator respectively. Figure adapted
from [46].

(HSNO). Resistivity of SNO and HSNO is shown in Fig. 4.4(b). Here, resistivity of
intrinsic SNO changes by one-two orders of magnitude with temperature, across MI
transition boundary ≈ 140◦ C. This originates from charge disproportionation [52],
Eq. 4.13, driven by structural phase transition due to temperature.
2Ni3+ → Ni(3+δ)+ + Ni(3−δ)+

(4.13)

Here, structure of SNO distorts from orthorhombic Pbnm (metallic) to monoclinic
P21 /n (insulating) in which cubic array of Ni atoms splits into two interpenetrating
face-centered-cubic (FCC) arrays with distinguishable Nia and Nib atoms [52], see
Fig. 4.4(c) and (d).
Upon electron doping, the resistance further increases by approximately eight
orders of magnitude in HSNO. This is because of Ni3+ being converted to Ni2+ upon
electron doping. This insulating nature is absent when SNO is annealed in O2 or
O3 . Furthermore, electron diﬀraction pattern and XRD does not any reveal any
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Fig. 4.4. (a) Reaction process in forming gas around platinum contact
on SNO. Platinum is a catalyst that breaks H2 into H+ (b) Resistivity
comparison of pristine SNO, HSNO and SNO in oxygen environment.
Resistivity of HSNO increases by several orders of magnitude with hydrogenation but does not change with oxygenation. (c) and (d) shows crystal
structure in space group Pbnm, metallic, and P21 /n, insulating phase.
Figure adapted from [58, 98].

distinction of lattice parameters between SNO and HSNO. Raman measurement is
highly sensitive to change in lattice parameter and chemical composition. So, Raman
study of SNO and HSNO is ideal to understand the dynamics of this electronic system.
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4.4

Room temperature Raman spectroscopy of SmNiO3 (SNO) and hydrogenated SNO (HSNO)
In metallic state, SNO belongs to space group Pbnm. Group theory analysis

reveals 60 zone center phonon modes [99]
Γ = 7Ag + 5B1g + 7B2g + 5B3g + 8Au + 10B1u + 8B2u + 10B3u .

(4.14)

Of the 60 modes, 24 are Raman active (Ag , B1g , B2g , B3g ), 25 are IR active (B1u , B2u , B3u ),
8 are silent (Au ) and 3 are acoustic (B1u , B2u , B3u ).
In insulating phase P21 /n has 24 Raman active modes. (Ag +B3g ) and (B1g +B2g )
modes from Pbnm transforms into 12Ag and 12Bg modes in P21 /n respectively [100].
Raman measurement was performed in insulating phase because of limitation of experimental setup to reach metallic state at high temperature, (400 K).
Raman spectroscopy was performed on a thin ﬁlm (≈ 100 nm) SNO samples
using a 532 nm laser with a spot size of approximately 1µm2 at room temperature.
All measurement was done in backscattering geometry. A 100X objective lens (0.9
N.A.) was used to collect scattered light. The incident light was circularly polarized.
In the SNO spectrum, we expect to see 24 Raman active modes, mostly from
octahedron oxygen cage [101], but all peaks are not well resolved because of two
reasons. One, the intensity of the peak could be small. Two, there are several peaks
close to one another. The SNO spectrum, in Fig. 4.6, is ﬁtted with a sum of several
Lorentz peaks functions as given by

Intensity = I0 +

n
X
2Ai
i

Γi
π 4(ω − ω0i )2 + Γ2i

(4.15)

Here, I0 , A, Γ and ω0 are oﬀset, area, full-width half max (FWHM) and phonon
frequency respectively. The massif at 451cm−1 in HSNO is from oxygen octahedron
cage. The results from the ﬁt are shown in Fig. 4.5 and the results for major peaks are
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summarized in table 4.1. The table also includes theoretical ﬁrst principle densityfunctional theory (DFT) calculation of the phonon modes in SNO [102].

Fig. 4.5. Room temperature Raman spectrum of SNO spectra ﬁtted with
several Lorentzian peaks. The wider peaks are to match the background
proﬁle.

Room temperature Raman spectrum of the substrate (LAO), SNO and HSNO is
shown in Fig. 4.6(a).There are several striking diﬀerences between SNO and HSNO
spectrum. The background intensity is higher in the HSNO spectra. We interpret this
higher background originates from electron doping in HSNO, giving rise to a broad
electronic scattering continuum that contributes to the Raman scattering. There is
a presence of broad electronic scattering continuum despite HSNO being insulating.
This type of electron scattering continuum was also observed in the family of magnetic
insulators RTiO3 , R = rare earth element [103]. Raman spectrum generally consists
of phonon modes overlaid on a broad electronic continuum, see Fig. 4.1. Furthermore,
some phonon modes, such as the pronounced one at 451 cm−1 , observed in the SNO
spectrum cannot be resolved in the HSNO spectrum. This could be due to the doping
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Table 4.1.
Phonon modes of the SNO spectrum found from ﬁtting experiment data
in Fig. 4.5 with Eq. 4.15. Theoretical ﬁrst principle DFT calculation of
the phonon modes is also shown.

1
2
3
4
5
6
7
8
9
10

ω0
(cm−1 )
141.2(1)
208.8(8)
230.5(5)
269.4(8)
314(1)
337.8(4)
387.6(9)
427(1)
450.7(2)
499.8(4)

Γ
(cm−1 )
17.6(3)
20(5)
40(4)
67(5)
39(6)
28(2)
44(3)
64(5)
25(1)
22(2)

A
(a.u.)
771(23)
99(45)
708(121)
1413(185)
324(96)
406(46)
401(55)
1736(255)
539(61)
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(cm−1 )
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Mode
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266.7

Bg
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393.3
429.7
444.9
494.6

Ag
Bg
Ag
Bg

Ag

induced spectral broadening of the phonon modes and the increased background in
the HSNO spectrum.

(a)

(b)

Fig. 4.6. Room temperature measurement Raman spectrum of SNO,
HSNO on substrate (a) LAO and (b) Si/SiO2 . New asymmetric broad
peaks appears in the HSNO spectrum around 625 cm−1 . LAO and Si
peaks are also present in the HSNO spectrum.
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Upon hydrogenation a new asymmetric peak appears around 625 cm−1 , with larger
intensity. Similar peak was also observed, Fig. 4.6(b), in HSNO with SiO2 /Si substrate. A detail study of this asymmetric peak is in section 4.6. We assign this peak to
the infrared (IR) active Ni-O breathing phonon mode. This mode has been observed in
room temperature Fourier-transform infrared (FTIR) spectroscopy measurements at
605 cm−1 (75 meV) in SNO ﬁlms [104]. The blueshift Δωc = 20 cm−1 of peak position
from SNO to HSNO, is possibly due to electron-phonon coupling [105–107]. In SNO
pellets, a Ni-O breathing phonon mode was measured at 590.6 cm−1 (73 meV) [108].
Such a phonon mode is also measured in other nickelate compounds, for example at 669 cm−1 (83 meV) in La1.67 Sr0.33 NiO4 [109] and at 675 cm−1 (84 meV) in
La1.75 Sr0.25 NiO4 [105].
The Raman intensity (I) of a phonon mode is related to the polarizability (α)
)2 , where q is the normal coordinate [110]. For a Raman inactive phonon
as I ∝ ( ∂α
∂q
mode,

∂α
∂q

= 0. Doping (Ni3+ → Ni2+ ) could break the polarizability symmetry of the

Ni-O phonon mode, i.e. making

∂α
∂q

nonzero [111]. This would make the IR active

Ni-O phonon mode (625 cm−1 ) Raman active.
Fig. 4.7(a) shows IR reﬂectance data taken on SNO in temperature range 20 −
150◦ C [104]. Room temperature data is extracted and plotted in Fig. 4.7(b). The IR
mode around 625 cm−1 overlaps with the peak of the HSNO spectrum. This leads one
to conclude that SNO might have IR active mode and upon heavy electron doping
this mode becomes Raman active. It should be noted that doping does not change
crystal structure because XRD measurements on SNO and SNO did not reveal any
diﬀerence within the resolution of the equipment [58].
Our Raman spectra of SNO and HSNO do not contain any hydrogen-related
phonon modes at larger ω (800 < ω < 6500 cm−1 ), indicating the absence of strong
hydrogen bonds in the crystal lattice.
In Fig. 4.6(a), several narrow peaks ( at 123, 152 and 486 cm−1 ) are also observed
in the HSNO spectrum. We attribute these peaks, which are prominent in the LAO
spectrum, to the LAO substrate. The LAO peaks are not observed in the SNO
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Fig. 4.7. (a) Temperature dependent IR spectrum from SNO. (b) Comparison of room temperature Raman and IR data from (a). The peak near
625 cm−1 in the HSNO spectrum overlaps with IR mode in SNO at the
same frequency. Figure (a) adapted from supplement materials of [104].

spectrum. This can be understood by examining the absorption coeﬃcient (k) of SNO
and HSNO. For λ = 532 nm excitation light, kSN O = 1.20 and kHSN O = 0.09 [58, 61].
The light penetration depth (δ) is given by
δ=

λ
,
4πk

(4.16)

which gives δSN O = 35 nm and δHSN O = 470 nm. The thickness of both the SNO and
HSNO ﬁlms are 100 nm. Hence, the LAO peaks are present in the HSNO spectrum
as the light can penetrate the SNO ﬁlm and reach the LAO substrate. This analysis
also explains the presence of silicon peaks in the HSNO spectrum in Fig. 4.6(b).
To explore how the Raman spectrum changes with doping concentration, a Ramanmap was performed across SNO and HSNO boundary along a straight line. Fig. 4.8(a)
shows an optical image of the sample. Platinum (Pt) contact is yellow color, dark
yellow region closer to the contact is HSNO region and further away from Pt is SNO.
A clear boundary between SNO and HSNO can be seen in the image. Line-Raman
map is taken along the green line of length 30 µm. The position x of laser spot was
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varied with a step size of 2 µm. Raman map from the measurement is shown in
Fig. 4.8(b). Each spectrum has been normalized with the sum of the total intensity,
to show good contrast between the spectrum.

(a)

(b)

Fig. 4.8. (a) Optical image of hydrogenated sample showing Pt contact,
HSNO and SNO regions. Raman spectrum was taken along the green line,
length 30 µm, to create a Raman map shown in (b). (b) Each spectrum
is normalized to its sum of the intensity. Two types of Raman spectrum
is seen for SNO (x < 0 µm) and HSNO (x > 0µm) regions.

In order to further explore the doping properties, the measured spectrum is corrected for the Bose-Einstein factor, using Eq. 4.17, to give reduced intensity Im χ(ω).
Im χ(ω) =

I0 (ω)
1
, n(ω) + 1 =
−¯
n(ω) + 1
1 − e hω/KB T

(4.17)

Here, I0 (ω) is the observed Raman scattering intensity at wavenumber ω. Fig. 4.9(a)
shows Raman response for diﬀerent laser position x. The integrated area under
the peak is measured in the range 600 − 620 cm−1 , indicted by a shaded region in
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Fig. 4.9(a), and plotted in Fig. 4.9(a) as a function of position x. The experiment
data is ﬁtted with a Boltzmann equation,
Area(x) = AHSN O +

ASN O − AHSN O
1+e

x−x0
dl

,

(4.18)

where ASN O and AHSN O are saturated area in SNO and HSNO respectively, x0 is
the transition point that corresponds to the SNO/HSNO boundary and dl is the
characteristic transition region between HSNO and SNO. From the ﬁt, we ﬁnd dl =
1.7(1) µm. We also performed similar measurement at T = 80 K and observed a
similar dl = 1.6(1) µm. This implies that HSNO like spectrum is highly sensitive to
doping.

(a)

(b)

Fig. 4.9. (a) Room temperature Raman response (Im χ) measured at
various position x across the SNO and HSNO boundary along a 30 µm long
straight line (green line in Fig. 4.8(a) inset). Integrated area under each
spectrum between 600 − 620 cm−1 , indicated by shaded area, is plotted
in (b). Each spectrum has a vertical oﬀset for clarity. (b) The integrated
area plotted as a function of position x. Experiment data are ﬁtted with
Eqn. 4.18
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4.5

Low temperature Raman spectroscopy of SmNiO3 (SNO)
Low temperature measurement, 300-77K, was also performed while the sample

was placed in a low pressure environment. The sample was placed on a cold ﬁnger,
inside an optical cryostat with a pressure of 10−5 -10−6 torr and cooled with liquid
nitrogen. When the sample is inside the cryostat, Raman spectra were collected with
a long working distance (0.5 N.A.) objective lens. The entire experiment setup is
shown in Fig. 4.10. When Raman spectrum is being acquired, the cryostat is covered
with black curtain to avoid stray light from getting into the spectrometer.

Fig. 4.10. Low temperature Raman setup showing a liquid nitrogen dewar, lock-in ampliﬁers, temperature controller, cryostat, vacuum pump, a
Raman microscope and a computer for data collection.

The temperature dependent Raman response (Im χ) from SNO is shown in Fig. 4.11(a).
Most of the phonon modes become more pronounced at the lower temperature, i.e.,
the intensity of the phonon modes increases and the width reduces. Each spectrum is
ﬁtted with a sum of Lorentzian functions as given in Eq. 4.15. A representative ﬁt for
80 K spectra is shown in Fig. 4.11(b). We do not observe signiﬁcant peak shift from
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most of the phonon modes except for the phonon mode labeled ωc in Fig. 4.11(a). This
mode originates from rocking of adjacent NiO6 octahedrons [51, 112] and blue shifts
by 15 cm−1 with lowering temperature as shown in Fig. 4.12(a). Full width half max
(FWHM = Γ) of the phonon peak is shown in Fig. 4.12(b). At lower temperatures,
the FWHM is well deﬁned and seems to have less temperature dependence.

(a)

(b)

Fig. 4.11. (a) Temperature dependent SNO Raman response. The phonon
mode labeled ωc has maximum peak shift (15 cm−1 ) with temperature
compared to other phonon modes. Each spectrum has a vertical oﬀset for
clarity. (b) A representative ﬁt to 80 K experiment spectra. A sum of
Lorentzian functions given in Eq. 4.15 is ﬁtted to several phonon modes
in the spectra.
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(a)

(b)

Fig. 4.12. Peak position of the phonon mode, ωc labeled in Fig. 4.11(a), is
ﬁtted (red line) with anharmonic contribution (Eq. 4.19) in the temperature range 220-300 K. All the experiment data is also ﬁtted (green line)
with the Eq. 4.22 that includes both anharmonic and spin-phonon contribution. (b) Full width half max (FWHM = Γ) of the phonon peak in
(a) is well deﬁned and seems to have less temperature dependence below
220 K.

At higher temperature the contribution to peak shift of the phonon mode (ωc ) can
be associated with intrinsic anharmonic contribution [113] and is given by

ω(T ) = ω0 + Δωanh (T ) = ω0 − C 1 +

2
hω
¯ 0

!
(4.19)

e 2kB T − 1
where ω0 and C are phonon frequency at 0 K and anharmonic constant respectively.
The lattice contribution to the peak shift can be ignored because Neutron-diﬀraction
experiment [50] on SNO revealed monotonic change of unit cell volume by only ≈
0.5Å3 in the temperature range 80-300 K. The electron-phonon coupling can be ignored because SNO is insulating and the phonon peak shape looks symmetric. Spinphonon can be ignored for T > TN = 230 K. The experiment data in Fig. 4.12(a) is
ﬁtted (red line) with Eq. 4.19 for T > 220 K. From the ﬁt we ﬁnd ω0 = 299(3) cm−1
and C = 13(1) cm−1 . Similar temperature dependence of phonon modes are also
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reported for SmNiO3 [51], SmCrO3 [114] and GdCrO3 [115]. However, they did not
report the values of C.
For T < TN , the spin-phonon coupling cannot be ignored. The frequency renormalization Δωs−ph is proportional to the spin-spin correlation function < Si Sj > for
the nearest neighbor spin [114, 116, 117] and is given by
Δωs−ph (T ) = ω(T ) − ω0 − Δωanh (T ) = λ < Si Sj > (T ),

(4.20)

Where λ is the spinphonon coupling coeﬃcient. In the molecular ﬁeld approximation,
the spin corellation function can be described by the normalized order parameter [114,
116] . The temperature dependent of the frequency mode in presence of anharmonic
contribution can be written as [114, 115]
ω(T ) = ω0 − Δωanh (T ) − Δωs−ph (T ) = ω0 − Δωanh (T ) − λS 2 [1 − (T /TN )g ], (4.21)
where S (S=3/2 for Ni3+ ion) is the spin quantum number and g is the critical
exponent. Replacing Eq. 4.19 in Eq. 4.21 gives
!

2

ω(T ) = ω0 − C 1 +
e

hω
¯ 0
2kB T

"
− λS 2 1 −

−1

T
TN

!g #
.

(4.22)

Temperature dependent data in Fig. 4.12(a) is ﬁtted with Eq. 4.22 with S = 3/2 and
ω0 = 299 cm−1 . The Fit matches the experiment data very well. From the ﬁt we ﬁnd
C = 12.6(3) cm−1 , λ = 4.5(9) cm−1 , g = 1.2(5) and TN =228(15) K. The value of C
is similar to the value found from ﬁtting to the high temperature data using Eq. 4.19.
The value of TN is consistent with the Néel temperature of SNO, TN ≈ 230 K [50].

4.6

Fano resonance and low temperature Raman spectroscopy of HSNO
In the HSNO spectrum, the asymmetric peak at 625 cm−1 can be ﬁtted with a

Fano line shape. We interpret such a Fano resonance [118] line shape as originating
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from the coupling between the discrete phonon mode and the broad electronic continuum [105, 119]. The Raman spectrum for a phonon mode with a Fano line-shape
can be described as
Im χ(ω) =

ω − ωc
I0 [q + ε(ω)]2
, ε(ω) =
,
γ 2
2
q 1 + ε(ω)
γ/2
2

(4.23)

where I0 , q, γ and ωc are the scaling factor, Fano parameter (describing the asymmetry), phonon linewidth and phonon frequency respectively [119]. The inverse Fano
parameter 1/q is proportional to the coupling strength between the phonon mode and
electronic continuum. The linewidth γ depends on both the electron density of state
and the electron-phonon coupling constant. The phonon frequency ωc = ωc0 − Δωc ,
where ωc0 is the phonon mode frequency in the absence of electron-phonon coupling
and Δωc is the frequency shift induced by electron-phonon coupling.
Fig. 4.13(a) shows the temperature dependent Raman response (Im χ) spectra of
HSNO. We ﬁt each spectrum in the range of 200-800 cm−1 to a sum of a constant
(oﬀset), a Fano function (Eqn. 4.23 for the ≈ 625 cm−1 peak) and a Lorentzian
function for the ≈ 486 cm−1 LAO peak. A representative ﬁt is shown for the 300 K
spectrum in Fig. 4.13(b). The Fano line shape parameters obtained from the ﬁt are
plotted in Fig. 4.14 as functions of the temperature.
Fig. 4.14(a) shows that the parameter I0 , which reﬂects the Raman scattering
eﬃciency, decreases with increasing temperature. We do not observe noticeable dependence of the linewidth γ on the temperature, see Fig. 4.14(b). It should be
noted that the average linewidth γ of the Fano line shaped peak around 625 cm−1 is
116 cm−1 , compared to only 11 cm−1 for the LAO peak at 486 cm−1 . We interpret
the large linewidth γ as possibly arising from increased electron density of states and
electron phonon-coupling in HSNO. Fig. 4.14(c) shows the phonon frequency (ωc ) is
independent of temperature at the higher temperature but redshifts at the lower temperature. Finally, Fig. 4.14(d) shows that the inverse Fano parameter −1/q appears
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(a)

(b)

Fig. 4.13. (a) Temperature dependent Raman response from HSNO. Vertical oﬀset is is added for clarity. (b) A representative ﬁt, in the range
200-800 cm−1 , of the 300 K HSNO spectra includes a sum of a constant
(oﬀset), a Fano function (Eq.4.23) and a Lorentzian function.

to decrease slightly, possibly indicating a weakening electron-phonon coupling, with
lowering temperature.
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Fig. 4.14. Fitting parameters I0 (square), γ (circle), ωc (triangle), and
−1/q (diamond) are plotted as functions of temperature in (a), (b), (c)
and (d) respectively. The values of each parameters were obtained by
ﬁtting temperature dependent Raman response data in Fig. 4.13(a) to
Eq. 4.23.

4.7

Raman study of HSNO created by electrochemical technique
Without using the Pt contact and hydrogen gas annealing, we also hydrogenated

SNO thin ﬁlm at ambient condition with electrochemical method in salt water environment. SNO thin ﬁlms were submerged in 0.6 M NaCl aqueous solution and
connected to a potentiostat as working electrode in conventional three terminal conﬁguration. An electrochemical masking tape was used to make a contact between the
SNO ﬁlm and the electrode wire. The tape also prevents the SNO region of the ﬁlm
form reacting with the salt water. The reference was standard Ag/AgCl electrode.
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And the counter electrode was graphite rod. Under negative electric bias (-2.0 V
vs. Ag/AgCl), H+ in salt water intercalates into SNO accompanied by an electron
doping. After watering treatment, the valence state of Ni changed from Ni3+ to Ni2+
[59]
Fig. 4.15 shows the room temperature Raman spectra of SNO and NaCl-water
treated HSNO for various time. The inset shows and an optical image of a 30 min
NaCl-water treated sample. It seems like 5 min of electrochemical doping is enough
to give rise to the fully developed Fano shaped peak around 625 cm−1 .

Fig. 4.15. Raman spectrum from SNO and NaCl-water treated HSNO for
various times. The inset shown a representative optical image of SNO
treated for 30 min in NaCl-water.

Fig. 4.16(a) shows position x dependent Raman map on the 30 min NaCl-Water
treated sample along the 40 µm line, shown in inset of Fig. 4.15. The integrated
area of each spectrum in the range 600 − 620 cm−1 is plotted in Fig. 4.16(b). The
experiment data can be ﬁtted with Eqn. 4.18 from which we ﬁnd the transition region
dl = 0.23(4) µm between SNO and HSNO. The sharp transition in the NaCl-water
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treated sample is probably due to the masking tape limiting the SNO ﬁlm from
reacting with the salt water.

(a)

(b)

Fig. 4.16. (a) Room temperature spatial Raman map along the 40 µm
line shown in the inset of Fig. 4.15. The integrated area of each of the
spectrum in the range 600 − 620 cm−1 is plotted in (b). The experiment
result if ﬁtted with Eqn. 4.18.

The temperature dependent Raman spectra from the 30 min NaCl-water treated
sampled is shown in Fig. 4.17. We observe a few new peaks at lower temperature,
such as the prominent ones around 1100 cm−1 in the HSNO sample. One possible
explanation of these peaks could be that these peaks are from CO2−
3 . Table 4.2
compares the the phonon peaks observed at 80K in our experiment Fig. 4.18(a), and
by Fortes et al. [120]. Furthermore, the intensity of the peak around 1100 cm−1 is
plotted in Fig. 4.18(b) as a function of temperature. This new peaks appears around
200 K and the intensity saturates around 120 K. One should note that the freezing
point of dry ice (CO2 ) is 195 K. Further investigation is necessary to understand the
origin of this new phonon modes in the NaCl-water treated SNO samples.
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Table 4.2.
Comparison of peak positions of new phonon modes to that of CO23− at
80 K.
This work
Peak position (cm−1 )
685
713
1095, 1105

(a)

Fortes et al. [120]
Peak position (cm−1 )
687.6
709.2
1074.66

(b)

Fig. 4.17. The temperature dependent Raman spectrum of SNO (a) and
HSNO (b) for 30 min NaCl-water treated sample.

4.8

Conclusion
We have used Raman scattering to study phonon modes in SmNiO3 (SNO). We

observed several phonon modes in the Raman spectra and are consistent with ﬁrst
principal phonon calculations. From spatial dependence Raman spectra, we ﬁnd the
dopant has a transition region of dl = 1.7(1) µm between HSNO and SNO. A phonon
mode, around 269 cm−1 , associated with the rocking of adjacent NiO6 octahedrons
has maximum peak shift (15 cm−1 ) in the temperature range 300-80 K. We attribute
this peak shift to intrinsic anharmonic contribution and spin-phonon coupling.
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(a)

(b)

Fig. 4.18. Results from 30 min NaCl-water treated sample. (a) HSNO
Raman spectrum at 80 K with new phonon modes labeled. (b) Area of the
phonon mode, in HSNO, around 1100 cm−1 as a function of temperature.

We have also studied Raman scattering from hydrogenated electron-doped SmNiO3
(HSNO). HSNO was created using two methods: (1) hydrogen gas annealing and, (2)
salt (NaCl) water electrochemical technique. We observe an IR active phonon mode of
SNO present in the Raman spectrum of HSNO. This phonon mode can be ﬁtted with
a Fano line shape. We interpret that the Fano line shape is due to electron-phonon
coupling in the HSNO, despite it being highly insulating. The presence of electronphonon coupling indicates the presence of an electronic continuum that might arise
from some local electronic degree of freedom in the insulating state.
Our measurement can provide helpful input for including electron-phonon coupling
strength in theoretical calculations of HSNO. Experiments such as FTIR and neutron
diﬀraction of HSNO would be valuable to further understand the underlying electron
phonon-coupling and magnetic structure respectively.
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5. CONCLUSION AND FUTURE DIRECTIONS
We have built a highly sensitive Kerr rotation (KR) instrument. The instrument
was used to measure electric ﬁeld induced KR from the BTS221 topological insulator
(TI). The Kerr rotation angle is linear in the electric ﬁeld, which indicates that the TI
surface is at the origin of the eﬀect. The analysis and comparison of KR from both s
and p-polarized light allowed us to conclude that the KR of BTS221 originates from
the Pockels eﬀect: the modiﬁcation of the dielectric response linear with the electric
ﬁeld. Manifestations of the ﬁeld-induced spin polarization of the surface states are
not observed in our experiments. We have also performed magneto-optical Kerr eﬀect
(MOKE) experiments on magnetic samples (CoFeB and nickel).
We have also presented a theoretical model to identify the origins of the Kerr
rotation between birefringence (does not break time-reversal symmetry) and spin
polarization (breaks time-reversal symmetry). We have combined spin and Pockel’s
induced KR eﬀect into a set of equations for the s and p-polarized light that describes
our experimental results very well.
Kerr rotation technique was used to report spin Hall eﬀect (SHE) in metals at
room temperature [29]. We performed similar experiment but we failed to observe
KR from several heavy metals (PT, W, Ta). The absence of KR from our samples
might be due to low current density (j = 104

A
)
cm2

through the samples and also due

to the limited sensitivity of KR. Su et al. [32] proposed that j in the order of 105
would lead to an estimated KR of the order 10−9 rad. Recently, Stamm et al. [30]
applied j ≈ 106

A
cm2

and observed 10−8 rad KR, from Pt and W samples. This KR

is two orders of magnitude smaller than our detection limit. We could improve our
KR detection limit and try to reproduce the results from [30] and further understand
the SHE in these heavy metals. One should note that there are reports that failed to
detect SHE in these materials with a state of the art KR instrument [31, 32].
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There has also been signiﬁcant interest in the study of Dirac semimetals. Recently
opposite chirality Weyl nodes was measured in Dirac semimetals, Cd3 As2 [28]. One
of the techniques that were used to verify this was Kerr rotation. It is encouraging to
note that Kerr rotation amplitude from Dirac semimetal is in milli-radians range [28],
while our sensitivity is in micro-radians range. We can explore Dirac semimetals using
our KR instrument but we are limited by the strength of the magnetic ﬁeld.
We have performed optical spin voltaic (voltage) (OSV) eﬀect experiments from
paramagnetic metal (Pt or Cr) on ferromagnetic insulator (YIG). We measure ﬁve
orders or magnitude larger voltage than traditional SSE voltage, i.e. in µV range.
The large voltage repose is due to the large incident laser energy on the sample that
scales with the area of the sample. This large voltage response to light could be useful
in making eﬃcient SSE devices using light that can be scaled with area.
The comparison between the magnetic ﬁeld dependence voltaic results and the
total magnetic moment results (SQUID measurements) provides evidence that the
OSV is due to the interface eﬀects and not from the bulk. The experiment results
and the theoretical calculations lead us to conclude that the OSV, in the experiment
using the pulsed laser, originates from the interface spin Seebeck eﬀect (ISSE).
Raman spectroscopy was used to study phonon modes in perovskite SmNiO3
(SNO). We observed several phonon modes in the Raman spectra and are consistent with ﬁrst principal phonon calculations. A phonon mode, around 269 cm−1 ,
associated with the rocking of adjacent NiO6 octahedrons has maximum peak shift
(15 cm−1 ) in the temperature range 300-80 K. We attribute this peak shift to intrinsic anharmonic contribution and spin-phonon coupling. We have also studied
Raman scattering from hydrogenated electron-doped SmNiO3 (HSNO). HSNO was
created using two methods: (1) hydrogen gas annealing and, (2) salt (NaCl) water
electrochemical technique. We observe an IR active phonon mode of SNO present
in the Raman spectrum of HSNO. This phonon mode can be ﬁtted with a Fano line
shape. We interpret that the Fano line shape is due to electron-phonon coupling in
the HSNO, despite it being highly insulating. The presence of electron-phonon cou-
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pling indicates the presence of an electronic continuum that might arise from some
local electronic degree of freedom in the insulating state.
The hydrogenation doping technique could be used to induce superconductivity
because superconductivity highly depends on doping. A liquid gate was used to
induce superconductivity in MoS2 at 9.4K [121]. Recently, calcium-intercalated in
bilayer graphene was observed to superconductivity at 4K [122]. Furthermore, platinum was used as a catalyst to break H2 into 2H+ and 2e. This immediately hints
towards using hydrogenation doping technique to induce superconductivity in layered
materials possibly bismuth-based topological insulator or other systems.
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A. RAMAN STUDY OF IRON BASED
SUPERCONDUCTOR
One can study several fascinating eﬀects in condense matter physics, but superconductivity has to be the most exotic of all. Superconductivity is deﬁned as zero resistance
ﬂow of charge carriers. This phenomenon was discovered in 1911 by Heike Kamerlingh Onnes in mercury, with a transition temperature (Tc ) of 4.2 K [123]. After half
a decade, John Bardeen, Leon Cooper, and John Schrieﬀer explained this microscopic
phenomena as BCS theory [124], where electrons close to Fermi level form Cooper
pairs through phonon interaction. The elusive nature of superconductivity started
with the discovery of high temperature superconductivity, Tc ≈ 30 K, in La-Ba-CuO ceramics [43] because this ceramic is normally an insulator. Since then several
cuprates system has been discovered with highest Tc of 138 K [125] under normal
pressure and 164 K [126] at 30 GPa.
Superconductivity is destroyed by large magnetic ﬁeld Bc , so conventional wisdom predicts that magnetic materials cannot have superconductivity, but in 1997 at
temperatures very close to absolute zero alloys of gold and indium was both superconductor and a natural magnet. Furthermore in 2008, Hideo Hosono discovered iron
based superconductor, Tc = 26 K [127]. This ended the regime of cuprates as the
only high temperature superconductors.
Another surprise came in 2001 when Jun Akimitsu measured Tc = 39 K in magnesium diboride (MgB2 ) [128], a common material found in laboratories. Tc of MgB2 is
much higher than of any elemental or binary alloy. As of 2017, sulfur hydride (H2 S)
holds the record for highest Tc = 203 K at extremely high pressure of 150 GPa [129].
All researchers in this ﬁeld are striving for the holy grail: room temperature superconductivity.
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A.1

Iron based superconductor (FeSCs)

Crystal structure of FeSCs comprises of a layer of Fe atoms between a Pnictide
(As, P) or a Chalcogenide (Se, Te) layer of atoms arranged in a tetrahedron. The
highest TC of FeSCs is 56 K [130], not as impressive as the cuprates, but the discovery
has fundamental importance in understanding the elusive behavior of superconductivity. FeSCs and cuprates share many similarity, both are layered crystal structure,
both have similar phase diagram and have antiferromagnetic ordering in the parent
compound. Parent compound of cuprates and FeSCs are correlated antiferromagnetic
metals and bad antiferromagnetic metals respectively.
Even though thousands of paper on FeSCs have been published since 2008, many
central question remains unanswered. What is the role of magnetism in Copper
pair formation? What is the nature of chemical and structural tuning? What is
the pairing mechanism and pairing symmetry in these compounds? Therefore, here
we study FeSC, FeSe1−x Tex , using Raman spectroscopy in order to understand its
structure and electronic properties.

A.2

Characterization of phonon modes in FeSeTe

The crystal of FeSeTe was grown by vertical Bridgman method. Fig. A.1 shows
resistance of bulk sample as a function of the temperature. Initially the resistance of
the sample increases and then suddenly drops to zero at Tc = 13.6 K. The resistance
in most of these sample rises to 60% of room temperature resistance before the sample
becomes superconducting.
Raman measurement was done with a 532 nm laser in backscattering geometry.
The laser power was kept to a minimum to avoid heating. A typical Raman spectrum
at room temperature is shown in Fig. A.2. This spectrum was taken with incident light
being circularly polarized. Polarization dependent Raman measurement allows us to
determine the symmetry of the phonon modes in FeSeTe. In our Raman instrument,
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Fig. A.1. Four terminal resistance measurement of FeSeTe sample. The
plotted resistance is normalized with resistance at 242K (R242K = 26.2 mΩ).
The resistance rises to 60% of room temperature resistance before the sample becomes superconducting. Two traces of data (red and blue) is shown
in the ﬁgure.

the polarization of the light cannot be arbitrarily changed, so the sample is rotated
instead.
Fig. A.3 shows a map of Raman spectrum as the sample is rotated for ﬁxed linearly
polarized light. Here, the notation VH (VV) means the incident light is vertically
(vertically) polarized, and the collected light is horizontally (vertically) polarized,
i.e., the polarizer and the analyzer are at 90◦ (0◦ ) with respect to each other. The
intensity of scattered light is small in VH orientation as compared to VV because
the polarizer and analyzer are orthogonal to each other, where as they parallel in VV
orientation.
The only peak that shows a 90◦ periodicity, C4 symmetry of the crystal, is at
191 cm−1 . This phonon mode is from Fe atoms in the unit cell [131]. The periodicity
of 90◦ is not obvious in the Raman map because of low intensity of the 191 cm−1
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Fig. A.2. Room temperature Raman spectrum of FeSeTe, where the incident light is circularly polarized. The peak positions are summarized in
table A.1.

mode as compared to other modes, but it is distinct in Fig. A.4. Here, the intensity
at 191 cm−1 is plotted as a function of crystal rotation angle. This determines that
the mode at 191 cm−1 has B1g symmetry. Furthermore, all the other modes are
summarized in table A.1 and is compared to modes reported in the literature.

Table A.1.
Measured phonon modes in FeSeTe and their comparison to literature in
various Fe-based crystals.
Experiment (cm−1 )
123.32(0.06)
139.9(0.1)
191(2)
270(1)

Ref. (cm−1 )
123.8
141.7
196.3
264.6

Symmetry
A2g
B3g
B1g
A6g

Atom
Se
Se
Fe
Fe, Se

Ref.
K0.8 Fe1.6 Se2 [132]
K0.8 Fe1.6 Se2 [132]
Fe1.03 Se0.3 Te0.7 [131]
K0.8 Fe1.6 Se2 [132]
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Fig. A.3. FeSeTe crystal rotation Raman spectrum for two incident and
scattering laser orientation, orthogonal (VH) and parallel (VV). Here, the
notation VH (VV) means the incident light is vertically (vertically) polarized and the collected light is horizontally (vertically) polarized, i.e. the
polarizer and the analyzer are at 90◦ (0◦ ) with respect to each other.

Fig. A.4. Intensity of 191 cm−1 phonon mode plotted as a function of
crystal rotation angle. The intensity was obtained from Fig. A.3. The
phonon mode has 90◦ periodicity implying B1g symmetry.
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A.3

Low temperature Raman measurement in FeSeTe

Low temperature measurement on FeSeTe was performed using a low temperature
cryostat in a vacuum pressure of 10−5 − 10−6 torr. The experiment setup is shown in
Fig. 4.10. The details of the experiment are discussed in section 4.5 but both liquid
nitrogen and helium is used to cool the FeSeTe sample.
The intensity of Raman spectrum drops during low temperature measurement due
to two experiment limitations. One, long working distance objective lens had to be
used, either 50XLWD or 100XLWD. The numerical aperture (N.A) of these lenses
are smaller as compared to short working distance lenses with similar magniﬁcation.
Two, the optical window on the cryostat reﬂected a fraction of both the incident and
the scattered Raman light. The low intensity of Raman signal makes it diﬃcult to
resolve A2g and B3g phonon modes at 123 cm−1 and 140 cm−1 respectively. So, only
B1g phonon modes from F e atom at 191 cm−1 was analyzed. Fig. A.5 shows peak
position of B1g phonon mode, after background is removed. The redshift of peak
position is observed with increase in temperature.
Peak position of B1g phonon mode is plotted in Fig. A.6 as a function of temperature. There is an abrupt change in peak position around 60K. Similar Raman
peak shift is observed in Fe1.051 Te [133]. This is because the crystal goes through
structural phase transition (Ts ). The crystal structure is initially tetragonal (space
group P 4/nmm) [134–137] and below Ts the crystal becomes monoclinic (space group
P 21 /m) [138–140] , see Fig. A.6. This structure phase transition also drives antiferromagnetic magnetic transition (TN ) at the same temperature. Measured transitions
temperature, Ts is compared to the results from literature in table A.2.
The structure transition can also be observed, in Fig. A.7, as a subtle abnormality
in the resistance measurement at ≈ 60 K. Here, the experiment data for T > Tc is
ﬁtted with an exponential decay function. The abnormality is not pronounced in
the resistance measurement but is obvious in the residual plot of the ﬁtted function.
In the residual plot, there is another anomaly around 135 K. Similar features in
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Fig. A.5. Temperature dependent spectrum of B1g phonon mode, with
background removed. Peak position red shifts with increasing temperature.
Dashed line at 202 cm−1 is guide to the eye. Vertical oﬀset is added to each
spectrum for clarity.

Table A.2.
Comparison of superconducting (Tc ), structure (Ts ) and magnetic (TN )
transition in iron based compounds.
Tc (K)
13.6

Ts (K)
≈ 60
≈ 58

TN (K)

≈ 67
≈ 70

≈ 67
≈ 70

≈ 58

14.5

Crystal
FeSeTe
Fe1.074 Te
FeTe0.6 Se0.4
Fe1.068 Te
Fe1.051 Te

Measurement method
Raman, Resistance
(SQUID) magnetometer
(SQUID) magnetometer
XRD, SQUID, speciﬁc-heat
Raman

Ref.
this work
[141]
[141]
[140]
[133]

resistance curve was reported in FeTe0.82 [136] at Ts = 65 K. They also reported
magnetic anomaly around 125 K. The anomaly in the resistance around 135 K could
be related to the magnetic anomaly reported in [136].
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Fig. A.6. Temperature dependent peak position of B1g phonon mode. The
ﬁt is done to data above 60 K using Eqn. A.2. Structure phase transition
occurs around 60 K (dashed line, guide to eye). At lower temperature, the
crystal structure changes from tetragonal to monoclinic across structure
phase transition (Ts ).

Above the structural phase transition, B1g peak position, in Fig. A.6, reduces with
increase in temperature. This red shift can be explained by studying dependence of
phonon frequency on temperature. In general temperature dependence of phonon
frequency ω is given by [116]
ω(T ) = ω0 + Δωlatt (T ) + Δωe−ph (T ) + Δωs−ph (T ) + Δωanh (T ).

(A.1)

Here, ω0 is phonon frequency at 0 K. Δωlatt (T ) is contribution to phonon frequency
due to lattice expansion and contraction. For T > 60 K, the lattice structure of
the crystal is ﬁxed (tetragonal). Therefore, Δωlatt (T ) term is negligible. The term,
Δωe−ph accounts for the eﬀect of renormalization of the phonon frequency due to
electron-phonon coupling. The electron-phonon coupling leads to asymmetric peak
shape of the phonon mode. This term can also be ignored because the B1g phonon
mode remains symmetric over the temperature range. The term, Δωs−ph (T ), is due
to spin-phonon coupling and can be ignored because of absence of magnetic order
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Fig. A.7. Signatures of structural phase in resistance measurement. Structure phase transition takes place around 60 K. This shows as a subtle
anomaly, left arrow, in the resistance curve but is pronounced in the residual plot. There seems to be a magnetic anomaly around 130 K. Similar
anomaly was as reported in [136].

above TN (TN = Ts = 60 K). The last term, Δωanh (T ) is contribution due to intrinsic
anharmonic contribution at ﬁxed volume. The only contribution comes from anharmonic contribution. So, Eqn. A.1 can be simpliﬁed to only contain the anharmonic
contribution and written as
2

ω(T ) = ω0 + Δωanh (T ) = ω0 − C 1 +

hω
¯ 0

!
(A.2)

e 2kB T − 1
where C is the anharmonic constant. In Fig. A.6 data above 60K was ﬁtted using
Eqn. A.2 to ﬁnd C = 1.7±0.2 and ω0 = (203.1±0.5)cm−1 . The measured anharmonic
constant, C, is similar to that measured in FeSe0.82 [142].
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It should be noted that most authors [142,143] use Eqn. A.2 to ﬁt red shift phonon
peak in iron based crystals. Whereas Gruneisens law, Eqn. A.3, was used to ﬁt B1g
mode in Fe1.051 Te [133]. Gruneisens law is given by
Δωi (T )
ΔV0 (T )
= −γi
,
V0 (290)
ωi (290)

(A.3)

where V0 is the primitive cell volume and all diﬀerence is calculated from values at
ambient temperature. Here, γi is the Gruneisen’s parameter for the ith mode.

A.4

Search for charge nematicity in FeSeTe

We also tried to search for charge nematicity in FeSeTe as reported in Ba(Fe1−x Cox )2 As2
[144] using Raman scattering. We did not observe any signatures of charge nematicity in our crystal. We also tried to search for charge nematicity in BaFe2 As2 crystals
grown by Prof. Ni Ni at UCLA, but we failed to observe any signatures of charge
nematicity in these crystals too. This could be because our Raman instrument does
not have the intensity sensitivity to discriminate polarization of light, a crucial feature
to observe charge nematicity. We are not aware of any reports of charge nematicity
(presence or absence) in FeSeTe.

A.5

Conclusion

In summary, we have measured the superconducting temperate of FeSeTe, Tc =
13.6 K, using four probe resistance technique. We used Raman scattering in combination with rotation of the sample to identify B1g symmetry phonon mode at 191 cm−1 .
This method also allows us to determine the crystallographic axis of the sample.
Low temperature Raman measurement was performed, and the B1g phonon peak at
193 cm−1 was analyzed. We observed a red shift of the peak position with increasing
temperature. We attribute this red shift of peak position to anharmonic oscillation
of the phonon mode at the higher temperature. We also observed an abrupt change
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in peak position around 60 K, possibly due to structure phase transition at Ts . The
crystal structure changes from tetragonal to monoclinic at the lower temperature.
Signature of structural phase transition was also observed as a subtle abnormality
in resistance measurement. Resistance measurement also shows an anomaly around
135 K, possibly due to magnetism. Additional magnetic susceptibility measurement
would be helpful in understanding this anomaly.
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B. MICROSCOPE-BASED KERR INSTRUMENT
Fig. B.1 shows the optical layout of the MOKE system using an objective lens and
Fig. B.2 shown the image of the MOKE system.

Fig. B.1. Optical Layout for micro Polar MOKE. Dark blue optics are used
for imaging only. λ/2 = half waveplate, GTP = Glan Thompson Prism, BS
= Beam Splitter, WP = Wollaston Prism, PD=Photo Diode. See Fig. B.2
for image of the instrument.
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Fig. B.2. Image of the Kerr instrument with the optical paths overlaid.

B.1

Operational instructions of the Kerr instrument

B.1.1

Speciﬁcations

1. Laser wavelength: 635m (recently a new laser, 760 nm, was added to the system)
2. Laser Power: 200 µW to 500 µW
3. 75mm focusing lens, beam diameter 50 µm
4. 10X (0.25 NA, 10.6 mm WD) objective is also available. 50X objective can also
be used too.

B.1.2

Things to consider before using the Kerr instrument

1. What is the sample size? This determines if a focusing lens is required.
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2. What is the MOKE orientation (Polar, Longitudinal or Transverse) for the experiment?
3. What is the coercive ﬁeld of the sample? Or, how much magnetic ﬁeld is required?
4. Will the sample be voltage or current biased?
5. Is a lock-in ampliﬁer or a chopper necessary?
6. What is the angle of incidence for the experiment?

B.1.3

Typical setting for a MOKE experiment

1. Laser diode current: 27 mA (Max. current=35mA for the laser diode being
used)
2. Laser diode temperature: close to room temperature (this should not be changed)
3. Current ampliﬁer setting: Highest ampliﬁcation = 2nA/V and low noise
4. Lock-In frequency: depends on chopper frequency (typical, 23 Hz) or frequency
on current/voltage bias
5. Magnetic ﬁeld coils frequency: 0.04Hz (T = 25s, or longer time period)
6. Angle of incidence 45◦ . 0◦ when using an objective. Imaging the sample is easiest
at 0◦ .

B.1.4

Instructions for a typical MOKE measurement

1. Turn on the laser diode and set current to 27mA. Wait about 5min before taking
any measurement.
2. Change the beam intensity by reducing the aperture. The intensity of the beam
can be increased by sending more current through the laser diode (Max. current=35mA).
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3. Choose a laser polarization by rotation the half-wave plate (λ/2) and Glan
Thompson Prism (GTP). In case of no preference then choose s-polarized light.
(a) s-Polarized: GTP = 90◦ , λ/2 = 137◦
(b) p-polarized: GTP = 0, λ/2 = 92◦
(c) If the p-polarized light is used, then Kerr signal needs to be multiplied by a
negative sign. (This is assuming that the Wollaston prism (WP) is always
kept at 45◦ .)
4. Mount the sample using suitable sample mount. Choose an angle of incidence.
5. Align the sample. If the sample is small, then use the imaging optics to align the
sample with the laser beam. A computer with ThorCam software is required to
view the image from the camera. Remove the imaging optics from the laser beam
path after aligning. Turn the imaging lamp oﬀ while taking Kerr measurement.
6. Reﬂected beam from the sample should reach the balanced photodiodes. WP
and PD mount might have to be raised/moved slightly. If the beam is severely
oﬀ then the sample has to be realigned.
7. Connect the bipolar current controller (BCC) to the power supply ±25 V. Connect the input of the BCC to the function generator and the output of BCC to
the magnetic ﬁeld coils. In order: turn on the function generator, power supply,
and BCC.
8. Place the sample is in the middle of the magnetic ﬁeld. The ﬁeld is uniform in
the center of the poles or coils.
9. Place the Gauss-probe near the sample to measure the magnetic ﬁeld. Make
sure zero-oﬀset is correct. Earths magnetic ﬁeld should read 0.5 G at the lower
ﬁeld setting.
10. Cover the PD bridge with the Faraday cage. Make sure, the beam path is not
blocked.
11. Remove the power from the current ampliﬁer. This will avoid 60Hz, 120Hz, etc
noise.
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12. To avoid noise signal (fan, movement, etc.) cover the Kerr optics with the
black-cardboards.
13. Rotate the WP to zero the PD output. The WP should be around 45◦ .
(a) Start with higher ampliﬁcation of the current ampliﬁer and reduce the PD
signal by rotating the WP. This can be done with coarse rotation.
(b) Increase the ampliﬁcation and then use the micro-meter on the WP to zero
the PD output.
(c) Make sure the beam hits around the center of the PD. If necessary, rotate/
move the PD mount.
14. Measure Kerr current while applying the magnetic ﬁeld. Lock-In or oscilloscope
can be used to measure Kerr voltage. Measure voltage from the gauss probe too.
15. At the end of the measurement measure the current produced by incident laser
power on each photodiode of the balanced PD by blocking one beam at a time.
This is the normalizing current.
16. End of the experiment
(a) Connect the current ampliﬁer to the external power supply. This
will charge the internal batteries of the current ampliﬁer.
(b) Turn OFF the laser current controller. Do not turn oﬀ the temperature
controller. Or, turn both oﬀ if it will not be used for a long time.
(c) Turn OFF the bipolar current controller and its power supply.
(d) Turn OFF the imaging beam lamp or charge it if running low on power.
(e) Turn the current ampliﬁer to smaller ampliﬁcation. Or turn it oﬀ if it will
not be used for a long time.
(f) Turn the lock-in to smaller ampliﬁcation. Or turn it oﬀ if it will not be used
for a long time.
(g) The oscilloscope, Gauss-probe, chopper controller can be turned oﬀ.

117
B.2

Polar MOKE measurements from arrays of nano-magnets

Here results from arrays of CoFeB nano-magnets are shown, the samples were
provided by Neil R. Dilley. Since the magnets have perpendicular magnetic anisotropy
(PMA) polar-MOKE conﬁguration is used as shown in Fig. B.1. Fig. B.3 shows a
representative sample glued on the edge of a glass slide using a small double-sided
carbon tape.

Fig. B.3. A representative sample glued on a glass slide using a small piece
of double sided carbon tape.

Fig. B.4 shows a close up an optical image of the MOKE of the CoFeB nanomagnets. The arrays contain magnets of 500 nm diameter. The “+” shaped area is
a continuous ﬁlm of the CoFeB. Moke measurements were performed at the location
marked C and D in Fig. B.4. The image (b) also shows the laser beam on the array.
The MOKE results are shown in Fig. B.5. As compared to the continuous ﬁlm, the
MOKE signal from the array is smaller but the coercive ﬁeld is larger. The intensity is
smaller because of the smaller amount of magnetic material in the array. The coercive
ﬁeld of the array is larger probably because of reduced domain wall interaction. The
hysteresis loop is opposite for the two measurements probably because the optical
properties of the continuous ﬁlm and the dots are diﬀerent.
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Fig. B.4. (a) An optical image of the sample. Kerr measurement was
done on the continuous ﬁlm labeled ‘C’ with a blue dot (b) Image of the
laser beam on the nano dots array where the Kerr measurement was also
performed. (c) zoomed image of (b).

Fig. B.5. Comparison of polar-MOKE from continuous ﬁlm and dots labled
‘C’ and ‘D’ in Fig. B.4.
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C. GENERALIZED MOKE EQUATIONS
In general, when polarized light is incident at an angle of incidence θ on a medium
with wave vector ki , there is a a reﬂected light kr and transmitted light kt , see
Fig. C.1. The reﬂected angle is θr = θ and the transmitted light is at an angle θt .

Fig. C.1. Polarized light, s or p, incident on a interface between air and a
medium with dielectric constant ε at an angle of incident θ.

In air and in the medium the wave vector can be simpliﬁed to
⎛

⎞

⎛

⎞

⎛

⎞

sin θ
sin θ
N sin θt
⎟
⎜
⎟
⎜
⎟
⎜
⎟
⎜
⎟
⎜
⎟
⎜
ki = ⎜ 0 ⎟ , kr = ⎜ 0 ⎟ , kt = ⎜ 0 ⎟
⎠
⎝
⎝
⎝
⎠
⎠
cos θ
− cos θ
N cos θt
where, N 2 = ε.

(C.1)
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In the given coordinate system, the normalized electric ﬁeld of the incident s and
p polarized for the incident light can be written as
⎛ ⎞
⎛
⎞
0
− sin θ
⎜ ⎟
⎜
⎟
⎜
⎜
⎟
⎟
p
s
Ei = ⎜1⎟ , Ei = ⎜ 0 ⎟
⎝ ⎠
⎝
⎠
0
cos θ

(C.2)

Similarly, the electric ﬁeld of the reﬂected and transmitted light can be written in the
general form as
⎞

⎛

⎞

⎛

Er
Et
⎜ x⎟
⎜ x⎟
⎟
⎟
⎜
⎜
Er = ⎜Ery ⎟ , Et = ⎜Ety ⎟
⎠
⎠
⎝
⎝
Etz
Erz
C.1

(C.3)

Longitudinal Kerr rotation

Here, a general solution to the longitudinal case is presented. The results from
other cases, polar and transverse, are summarized in the the next section.
The general dielectric tensor ε of a medium is given by
⎛

εxx εxy εxz

⎞

⎟
⎜
⎟
⎜
ε = ⎜εyx εyy εyz ⎟
⎠
⎝
εzx εzy εzz

(C.4)

Assuming εxx = εyy = εzz , for the longitudinal case, the general form of ε can be
written as

⎛

εlong.

⎞

0
0
ε
⎟
⎜ xx
⎟
⎜
= ⎜ 0 εxx εyz ⎟
⎠
⎝
0 εzy εxx

(C.5)

The transmitted wave vector kt in the medium is governed by the index of refraction
n of the material. The solution to n is given by the Fresnel equation
N 2 Et − kt (kt · Et ) = εlong. Et .

(C.6)
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There are two solutions to the Fresnel equation for the given εlong. . After ignoring
higher order terms of the oﬀ-diagonal terms of εlong. , the two solutions of n can be
simpliﬁed to
N+ =

√

√
√
sin θt εyz εzy
sin θt εyz εzy
√
εxx +
, N− = εxx −
.
2εxx
2εxx

(C.7)

Eqn. (C.7) implies that there are two transmitted wave vectors namely, kt+ and kt−
as shown in Fig. C.2.

Fig. C.2. Same schematic as Fig. C.1 but showing two transmitted wave
vectors according to Eq. (C.7).

Furthermore, Eq. (C.6) also dictates that the electric ﬁeld of the two transmitted
rays are
2 cos θ
N+
t+ sin θt+
2
(N
cos
θ
t+ ) −εxx ⎟
⎜ +

⎛
⎜
Et+ = Et+
z ⎜
⎝

⎞

εyz
2
εxx −N+

1

2 cos θ
N−
t− sin θt−
2
(N
cos
θ
t− ) −εxx ⎟
⎜ −

⎛

⎟
⎜
⎟ , Et− = Et−
z ⎜
⎠
⎝

⎞

εyz
2
εxx −N−

1

⎟
⎟
⎠

(C.8)
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The Maxwell boundary condition [145] is given by

[

[εair (Ei + Er ) − εlong. Et ] · n = 0

(C.9a)

[ki × Ei + kr × Er − kt × Et ] · n = 0

(C.9b)

[Ei + Er − Et ] × n = 0

(C.9c)

1
1
(kt × Et )] × n = 0
(ki × Ei + kr × Er ) −
µmedium
µair

(C.9d)

For the optical frequencies in nonmagnetic media µair = µmedium = 1 [68, 69] and the
surface normal vector n is

⎛ ⎞
0
⎜ ⎟
⎜ ⎟
n = ⎜0⎟ .
⎝ ⎠
1

(C.10)

For air (N = 1), Eqn. (C.6) dictates that for the reﬂected light
Erx =

Erz cos θ
sin θ

(C.11)

Therefore, the s and p electric ﬁeld of the reﬂected light is given by
Ers = Ery, Erp =

Erz
sin θ

(C.12)

After solving the Maxwell boundary condition for s−polarized light and only
keeping the linear terms of the oﬀ-diagonal the reﬂection coeﬃcients are given by
cos θ − N cos θt
cos θ + N cos θt
−εzy cos θ sin θt
=
N cos θt (N cos θ + cos θt )(cos θ + N cos θt )

rss =

(C.13a)

rps

(C.13b)
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Similarly, for p−polarized light the reﬂection coeﬃcients are given by
N cos θ − cos θt
N cos θ + cos θt
−εyz cos θ sin θt
=
N cos θt (N cos θ + cos θt )(cos θ + N cos θt )

rpp =

(C.14a)

rsp

(C.14b)

Finally, the Kerr rotation Θ for the longitudinal case can be simpliﬁed to
−εzy cos θ tan θt
N cos (θ − θ1 )(N 2 − 1)
−εyz cos θ tan θt
Θp = <(rsp /rpp ) =
N cos (θ + θ1 )(N 2 − 1)

Θs = −<(rps /rss ) =

C.2

(C.15a)
(C.15b)

Summary of results for longitudinal, polar and transverse cases

The general dielectric constant for the longitudinal, polar and transverse case can
be simpliﬁed as

εlong.

εpolar

εtrans.

⎛
ε
⎜ xx
⎜
=⎜ 0
⎝
0
⎛
ε
⎜ xx
⎜
= ⎜εyx
⎝
0
⎛
ε
⎜ xx
⎜
=⎜ 0
⎝
εzx

0
εxx
εzy
εxy
εxx
0
0
εxx
0

0

⎞

⎟
⎟
εyz ⎟
⎠
εxx
⎞
0
⎟
⎟
0 ⎟
⎠
εxx
⎞
εxz
⎟
⎟
0 ⎟
⎠
εxx

(C.16)
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The solutions to the Fresnel’s equation for the three cases are
√
√
sin θt εyz εzy
sin θt εyz εzy
√
√
−
= εxx +
, Nlong. = εxx −
2εxx
2εxx
√
√
cos θt εxy εyx
cos θt εxy εyx
√
√
−
= εxx +
, Npolar = εxx −
2εxx
2εxx
√
√
sin θt cos θt (εxz + εzx )
+
−
= εxx , Ntrans.
= εxx −
Ntrans.
2εxx

+
Nlong.
+
Npolar

(C.17)

The reﬂection coeﬃcients for all the three cases are summarized below.

rss = rss,

rpp,

rpp,

rps,

trans.

long.

rps,

= rss,

long.

long.

polar

= rpp,

polar

long.

rsp,

=

polar

=

trans.

=

cos θ − N cos θt
cos θ + N cos θt

N cos θ − cos θt
N cos θ + cos θt

(C.18)

(C.19)

(C.20)

−εzy cos θ sin θt
N cos θt (N cos θ + cos θt )(cos θ + N cos θt )

(C.21)

−εxy cos θ
N (N cos θ + cos θt )(cos θ + N cos θt )

(C.22)

=

rps,

rsp,

= rss,

N cos θ − cos θt cos θ sin θt (εxz − εzx )
−
N (N cos θ + cos θt )2
N cos θ + cos θt

=

=

polar

trans.

=0

(C.23)

−εyz cos θ sin θt
N cos θt (N cos θ + cos θt )(cos θ + N cos θt )

(C.24)

−εyx cos θ
N (N cos θ + cos θt )(cos θ + N cos θt )

(C.25)

=

rsp,

trans.

=0

(C.26)
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Finally the Kerr rotation Θ for s and p−polarized light for all the three cases are
given below.

Θs,

long.

Θp,

long.

Θs,

polar

Θp,

polar

−εzy cos θ tan θt
N cos (θ − θ1 )(N 2 − 1)
−εyz cos θ tan θt
=
N cos (θ + θ1 )(N 2 − 1)
=

−εxy cos θ
N cos (θ − θ1 )(N 2 − 1)
εyx cos θ
=
N cos (θ + θ1 )(N 2 − 1)
=

(C.27a)
(C.27b)

(C.28a)
(C.28b)

Θs,

trans.

=0

(C.29a)

Θp,

trans.

=0

(C.29b)
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D. ABSENCE OF DETECTABLE CURRENT INDUCED
KERR ROTATION FROM HEAVY METALS
A recent study used a bench top magneto optical Kerr system (HeNe laser, λ ≈ 633 nm)
to observe spin Hall eﬀect (SHE) from non-magnetic metals Pt and β-W, at room
temperature [29]. They observed 20 mdeg (350 µrad) and 1 mdeg (17.5 µrad) Kerr
rotation (KR) from β-W and Pt respectively. We have a similar Kerr instrument,
sensitivity of 2 µrad, and wanted to further explore the SHE results. We were not
able to measure Kerr rotation from similar samples with similar current density, see
results and discussion below. Two other groups also reported absence of Kerr rotation
from similar metals [31, 32].

D.1

Results and discussions

The metal ﬁlms were grown on Si/SiO2 substrate by sputtering with capping
layers. Six samples were studied:
1. Si/ SiO2 / β-W (8 nm)/ MgO (1 nm)/ SiO2 (3 nm)
2. Si/ SiO2 / α-W (8 nm)/ MgO (1 nm)/ SiO2 (3 nm)
3. Si/ SiO2 / Ta (15 nm)/ MgO (1 nm)/ SiO2 (3 nm)
4. Si/ SiO2 / Pt (6 nm)/ MgO (1 nm)/ SiO2 (3 nm)
5. Si/ SiO2 / Pt (20 nm)/ MgO (1 nm)/ SiO2 (3 nm)
6. Si/ SiO2 / Pt (40 nm)/ MgO (1 nm)/ SiO2 (3 nm)
The samples were cut into 1 cm long and 2-3 mm wide shape. Current in the
samples were driven through two indium contacts on the sample. Indium dots were
pressed over gold wires on the samples to make current leads. A representative sample
for β-W sample is shown in inset of Fig. D.1.
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The IV curve of the sample is shown in Fig. D.1. From the slope of the curve,
the two terminal resistance of the sample is measured as R2T = 430.0(5) Ω. The
resistivity of the ﬁlm is ρ = 90 µΩcm.

Fig. D.1. A representative IV curve from a β-W sample. The inset shows
an optical image of the sample.

A square waveform current with periodicity 25 s was passed through the sample
and the Kerr rotation from the sample was measured for s and p−polarized light.The
details of the Kerr rotation experiment is described in chapter. Fig. D.2(a) shown
results from β-W for both laser polarization at angle of incidence θ = 45◦ . We did
not observe Kerr rotation proportional to the current direction. We also did not
observe Kerr rotation proportional to the current magnitude, see Fig. D.2(b). The
Kerr rotation loops for s−polarized light is probably due to heating of the sample
and is only present for s−polarized light because the power of the reﬂected light is
twice for p−polarized light.
Similar measurement were done for all the six samples but we did not observe
Kerr rotation proportional to current from any of these samples.
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(a)

(b)

Fig. D.2. A representative Kerr rotation (KR) results from the β-W sample for s and p−polarized light. (a) Kerr response from a square current
waveform. (b) KR versus current.

The absence of KR from our samples might be due to low current density (j =
104

A
)
cm2

through the samples and also due to limited sensitivity of KR. Su et al. [32]

proposed that j in the order of 105 would lead to an estimated KR of the order
10−9 rad. Recently, Stamm et al. [30] applied j ≈ 106

A
cm2

and observed 10−8 rad

KR, from Pt and W samples. This KR is two orders of magnitude smaller than our
detection limit.
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E. LOW-TEMPERATURE RAMAN CRYOSTAGE
The optical cryostage used in the low temperature could only get the samples to
≈ 40 K! using liquid helium (L-He). This was probably due to thermal leaks and
poor thermal anchoring of the sample. Therefore, new sample holder was made and
the cryostage was rewired to avoid thermal leaks. The new system can go to ≈ 15 K.
This section also contains the operational instruction for the cryostage.

E.1

Redesigning the sample socket holder inside the cryostage

A new sample socket was machined, Fig. E.1, using an oxygen-free copper plate.

(a)

(b)

Fig. E.1. Front (a) and back (b) of the machined sample socket.

Two long dual pin component sockets were used to make a sample holder. Low
thermal conductance wires with insulating coating were soldered to the back of the
sample socket, see Fig. E.2. It is important that none of the pins are sorted to the
copper block. Care must be taken to ensure that the insulating coating is not scraped.
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(a)

(b)

Fig. E.2. Front (a) and back (b) of the sample holder with the connecting
leads soldered .

The extra leads were terminated and soldered to a socket that will be mounted
on the cold ﬁnger.

Fig. E.3. Back side of the completed sample socket.

Before attaching the sample socket on the cold-ﬁnger the connecting leads were
thermally anchored to the inner tube of the cryostage. Any leads touching the outside
of the cryostat, that is at room temperature, acts as a thermal load.
The socket was attached to the cold ﬁnger using brass screws, Fig. E.5(a). The
brass screws were used because the coeﬃcients of linear thermal expansion of brass
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(a)

(b)

Fig. E.4. Before (a) and after (b) rerouting the connecting leads. All the
leads are thermally anchored to the inner tube (b).

is larger than copper. This ensures good thermal contact at the lower temperature.
Two L-shaped copper pieces, Fig. E.5(b) is also used to press the chip carrier to the
copper socket.

(a)

(b)

Fig. E.5. (a) New socket attached to the cold ﬁnger. (b) The new sample
socket with a 16-pin ceramic chip carrier.

Finally, the radiation shield is used to cover the cold ﬁnger and the sample socket,
Fig. E.6. The radiation shield should not be touching the L-shaped copper pieces.
After this, the optical window can be assembled.
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Fig. E.6. A chip carrier installed in the new sample socket with the radiation
shield.

E.2

Operating instructions: Low temperature Raman measurements

Make sure the liquid nitrogen (L-N2 ) or helium (L-He) is ordered before doing the
experiment. The turbo-pump should be operational.
1. Mount the sample on the cold ﬁnger the using rubber cement and let it dry for
about 20 minutes. Several samples can be cooled at once, see Fig. E.7. If the
sample is on a chip carrier, then place it in the sample socket. An indium foil
can be used between the cold ﬁnger and the back of the chip carrier for better
thermal contact. Make sure the pins of the chip carrier are not sorted by the
indium foil. Always use a new piece of indium foil for each experiment. I do
not recommend using the thermal paste as it leaves a messy residual and would
make the chamber dirty. The thermal paste could also get into the pin sockets
and block it in the long run.
2. Close the chamber after the sample is glued. Use the four screws to secure
the radiation shield and the eight screws for the optical window. If necessary,
apply a thin layer of vacuum grease on the o-ring of the optical window. While
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Fig. E.7. Three samples glued on the cold ﬁnger of the low temperature
Raman stage.

tightening the optical window do not tighten the adjacent screws, tighten the
screws in a crisscross pattern.
3. Pumping the chamber. Connect the chamber to the turbo pump assembly using
a vacuum hose. Before running the pumps make sure all the three valves: (1)
green valve on the chamber, (2) the black valve after the turbo pump and (3) the
electrical vent valve. Start the mechanical pump and open the black valve. After
about 30 seconds open the green valve on the chamber slowly. Rapid change
in pressure in the chamber could break the optical window. Watch
out for leaks. Start the turbo pump once the pressure reaches 10−2 torr. The
turbo pump should be on standby 15000 RPM. The pressure should go down
to 10−4 torr or less. If the pressure does not reduce, then there is a leak, turn
oﬀ the turbo pump. Use isopropyl alcohol (IPA) on the chamber or the vacuum
hose to ﬁnd the leak. The pressure should go up rapidly when IPA is poured
over the location of the leak. If there is no issue, then the turbo pump can be
set to full speed, 27000 RPM. Wait for several (2-6) hours for the chamber to
come to reach base pressure.
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4. Before cooling down, do a measurement at room temperature to make sure the
spectrum looks ﬁne. It is also a good idea to monitor the temperature of the
chamber on the computer using LabVIEW.
5. Cooling down procedure. Open about 5 turns on the transfer line. Place the
brass-ring assembly with the O-ring on the transfer line, apply some vacuum
grease on the O-ring. Insert 3-4 inches of the transfer line in the dewar, the
valve on the dewar should be closed. Attached the brass ring on the dewar and
then open the valve. Push the transfer line into the dewar, but not all the way
in. The end of the transfer line should be about 1-5 cm away from the bottom
of the dewar. This is to avoid any solid contaminants (dust or other particles)
entering the transfer line. The pressure in the dewar should go up to 8-10 psi.
Attach the other end of the transfer line to the cryostage.
6. If L-He is being used then connect the vent port of the chamber to the helium
recovery line.
7. Set the temperature controller to reach the base temperature or the required
temperature. Spectrum can be collected after the temperature is stabilized for
about 5-10 minutes. Fig. E.8 shown an image of the Raman experiment in
progress.
8. End of the experiment. Turn oﬀ the turbo pump. If L-He is being used, then
disconnect the helium recovery line. As the turbo pump is turning oﬀ, the
transfer line can be removed from the changer and then from the dewar. After
the turbo pump stops, close all the vales and then turn of mechanical pump
oﬀ. Wait for 3-5 hours before opening the sample space. Even though
the temperature reading is 295 K, most of the chamber is still cold.
Opening the sample space will collect frost inside the chamber.
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Fig. E.8. Image of the low temperature Raman experiment in progress.
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