Abstract. The nilmanifolds admitting Anosov automorphisms correspond to Anosov Lie algebras, which in turn determine very special algebraic units in number fields. By studying properties of these algebraic units using basic field theory, we can rule out many possibilities for a Lie algebra to be Anosov. This technique is useful for the classification of Anosov Lie algebras and hence the classification of nilmanifolds admitting Anosov automorphisms. We use our methods to study 13-dimensional Anosov Lie algebras. We also note that our method gives a simpler proof of the facts that there does not exist a 7-dimensional non-toral nilmanifold admitting an Anosov automorphism, and the types (5, 3) and (3, 3, 2) are not possible types for Anosov Lie algebras with no abelian factor.
Introduction
Anosov automorphisms of compact nilmanifolds play an important role in the study of hyperbolic dynamics. The first example (due to Borel) of a non-toral nilmanifold admitting an Anosov automorphism was described by S. Smale [14] .
A diffeomorphism f of a compact differentiable manifold M is said to be Anosov diffeomorphism if there is a continuous invariant splitting of the tangent bundle T M = E + ⊕ E − such that df expands E + and contracts E − exponentially; see [8] . Let N be a simply connected nilpotent Lie group and Γ be a lattice in it; namely Γ is a discrete subgroup such that N/Γ is compact. If τ is a hyperbolic automorphism (i.e. none of the eigenvalues of the differential dτ is of absolute value 1) of N such that τ (Γ) = Γ then we get a diffeomorphism τ of the compact nilmanifold N/Γ, which is an Anosov diffeomorphism of N/Γ. Anosov diffeomorphisms arising in this way are called Anosov automorphisms. In [14] , S. Smale raised the problem of classifying the nilmanifolds admitting Anosov diffemorphisms. Up to now, the only known examples of Anosov diffeomorphisms are on nilmanifolds of infranilmanifolds (manifolds finitely covered by nilmanifolds) and they are of algebraic nature. A. Manning (see [11] ) and J. Franks (see [6] ) proved that any Anosov diffeomorphism on a nilmanifold is topologically conjugated to Anosov automorphism. Therefore, now the question is which compact nilmanifolds admit Anosov automorphisms? L. Auslander and J. Scheuneman [1] gave a class of nilmanifolds admitting Anosov automorphisms. By a result of S. G. Dani [2] , all nilmanifolds covered by free k-step nilpotent Lie groups on n generators, with k < n, admit Anosov automorphisms. There have been other recent constructions of nilmanifolds with Anosov automorphisms in [3] , [4] , [5] , [8] , [9] , [10] , [12] and [13] .
A rational Lie algebra n is said to be Anosov if it admits a hyperbolic automorphism τ (all its eigenvalues have absolute value different from 1) such that [τ ] B ∈ GL(n, Z) for some basis B of n, where [τ ] B denotes the matrix of τ with respect to B and n is the dimension of n. We say that a real Lie algebra is Anosov if it admits a rational form which is Anosov. This notion was introduced in [7] .
If a nilmanifold N/Γ admits an Anosov automorphism, then it can be seen that the rational Lie algebra determined by the lattice Γ is Anosov and hence the Lie algebra of N is Anosov.
Therefore, in order to study the nilmanifolds admitting Anosov automorphisms, it is equivalent to study Anosov Lie algebras. Moreover, by using Theorem 3.1 of [9] , we are interested in Anosov
Lie algebras without an abelian factor; see Definition 3.1.
If an n is a real Anosov Lie algebra of dimension n with a hyperbolic automorphism τ and Z-basis B (the structure constants are integers) such that [τ ] B ∈ GL(n, Z), the eigenvalues of τ are algebraic integers. In fact, the eigenvalues of τ are algebraic units (algebraic integers whose reciprocals are also algebraic integers) since τ is invertible and the hyperbolicity of τ implies that none of these algebraic units is of absolute value 1. Therefore, the special properties of such algebraic units can be used to give examples or to prove the nonexistence of Anosov Lie algebras (and therefore nilmanifolds admitting Anosov automorphisms).
It is known that there are no examples of Anosov Lie algebras of dimension less than 6 (see [15] ). There exists an indecomposable 2-step Anosov Lie algebra (which is not a Lie direct sum of smaller dimensional Lie algebras) of dimension n, for every integer n ≥ 6, n = 7. For n ≥ 17 and n = 6, 8, 10, 11, 14, 15, the examples of indecomposable 2-step Anosov Lie algebras are given in [3] which are associated to the graphs. For n = 9, 12, see [8] . For n = 16 one can modify the constructions of [3] (see [13] ). However, the existence for n = 13 has been proved by using the properties of the algebraic units (see [13] ).
In this paper, we will study the properties of very special algebraic units (the eigenvalues of a hyperbolic automorphism) in the Section §2. These properties are very useful for the classification of Anosov Lie algebras in low dimensions. We note that the example of 13-dimensional Anosov algebra without an abelian factor in [13] is of type (9, 4) . That is, the center of that 2-step Anosov algebra is of dimension 4. In the Section §3, we illustrate our method of exploring the properties of the eigenvalues to show that any 13-dimensional real Anosov Lie algebra without an abelian factor is of type (9, 4) and its complexification is given by Equation 2. In [10] , J. Lauret and C.
E. Will proved that there does not exist a non-toral 7 dimensional Anosov Lie algebra by using properties of algebraic units. In Section §5 we give an alternative proof using the results obtained in the Section §2. Our methods can be used to give a simpler proof of the non-existence results obtained in [9] for the types (5, 3) and (3, 3, 2) . In the last section, we give a necessary condition for (n, 2)-type Lie algebra to be an Anosov, where n is odd.
Preliminaries
In this section we study some properties of algebraic units. We denote by [E : F ] the degree of a field extension F ⊆ E. Let λ ∈ E and let F (λ) denote the smallest subfield of E containing λ and F . The degree of an algebraic element λ ∈ E over F is denoted by deg F (λ). We recall that
We say that λ ′ ∈ E is a conjugate of λ ∈ E over F if λ and λ ′ satisfy the same minimal polynomial over F , and in this case λ and λ ′ are conjugates over F .
Remark 2.1. We note that Q(α)(β) = Q(α, β) = Q(αβ)(α) = Q(αβ)(β) for all non-zero α, β ∈ C We call λ ∈ C an algebraic unit if it satisfies a monic polynomial with integer coefficients and with a unit constant term. Throughout this section we will assume that α and β are algebraic units. We have
Proof. Let deg Q (β) = n. Let {β = β 1 , · · · , β n } denote the set of all conjugates of β over Q and let {γ 1 = αβ, · · · , γ n } denote the set of all conjugates of αβ over Q. Note that the set of all conjugates if αβ over Q is same as the set of all conjugates of αβ over Q(α) since deg Q (αβ) = deg Q(α) (β); see Remark 2.1. Let K be a splitting field of the minimal polynomial of αβ over Q(α) containing Q(α, β). There exists an automorphism σ i of K over Q(α) such that σ i (γ 1 ) = γ i for each i = 1, . . . , n; see [7] . As σ i is an automorphism, and both α and β are contained in K; σ i (β) = α −1 γ i for each i. Hence β, α −1 γ 2 , . . . , α −1 γ n are all the distinct conjugates of β over Q(α) and hence over Q since deg Q (β) = deg Q(α) (β). As β is an algebraic unit, the product 
. This is a contradiction because α is of modulus different from 1. 
Then deg
. This is a contradiction as α is of modulus different from 1 (by Lemma 2.2).
Proof. Let {α 1 = α, · · · , α m } be the set of all conjugates of α over Q. We note that the set of all conjugates of α (resp. β) over Q is same as the set of all conjugates of α (resp. β) over Q(αβ).
There exists an automorphism
where K is the splitting field of the minimal polynomial of α over Q(αβ) containing Q(α, β); see [7] . Since σ i (αβ) = αβ and σ i is an automorphism, we have σ i (β) = α 
Proof. Since the degree of α over Q(αβ) is less than or equal to the degree of α over Q, we have 
. This is a contradiction to the assumption that m < n.
13-dimensional Anosov Lie algebras
As noted in the Introduction, to prove the existence of 13-dimensional indecomposable Anosov
Lie algebra, our known methods (from [3] or [8] ) are not sufficient. We use the technique of exploring the properties of the special algebraic units arising from an Anosov automorphism. If we consider all possible cases, by using Lemmas from Section §2, we rule out all cases for 13-dimensional Lie algebra without an abelian factor to be Anosov except for the type (9, 4) .
We recall the following (see [9] ):
Definition 3.1. Let n be a Lie algebra over a filed K. An abelian factor of n is an abelian ideal a such that n = m ⊕ a for some ideal m of n.
Definition 3.2. Let n be a r-step real nilpotent Lie algebra i.e. C r (n) = 0 and C r−1 (n) = 0;
where
We say that n is of (n 1 , · · · , n r ) type
We also recall that if n is a rational Lie algebra and Q r is a maximal abelian factor of n such that n = m ⊕ Q r for some ideal m, then n is Anosov if and only if m is Anosov and r ≥ 2 (Theorem 3.1 in [9] ). Hence one is interested in studying 13-dimensional Anosov Lie algebras without an abelian factor. We prove that they are of the type (9, 4) (see Definition 3.2). Further, we give an example of 13-dimensional Anosov Lie algebra which is indecomposable i.e. it cannot be written as a direct sum of its proper ideals.
Let n be a r-step Anosov Lie algebra i.e. n is a real nilpotent r-step Lie algebra such that it admits a rational form which is Anosov; see Section §2 in [9] . Consider a decomposition
There exists a hyperbolic semisimple automorphism τ such that τ (n i ) = n i for all i = 0, . . . , r and there exists a basis B i of n i such that the matrix represented by the restriction of τ on n i with respect to the basis B i is an integer matrix (matrix with integer entries) for all i = 0, . . . , r (Proposition 2.1 in [9] ). We denote the matrix of the restriction of τ on n i with respect to the basis
Let n be a 2-step Anosov Lie algebra. Let f (resp. g) denote the characteristic polynomial of
). None of the roots of f and g are of modulus equal to 1. All the roots of g are of the form αβ where α and β are roots of f . We note that f and g are monic polynomials
with integer coefficients with unit constant term. Hence the roots of f and g are algebraic units.
We may assume that the constant term of f and g is 1 by considering square of an automorphism if required. Then with all the above notations we prove the following:
If there exists a root α of f such that αβ is not a root of g for all roots β of f then n has an abelian factor.
Proof. Since τ is a semisimple automorphism, there exists a basis of n C 1 (complexification of n 1 ) consisting of the eigenvectors corresponding to the eigenvalues of the restriction of τ on n 1 ; see Proposition 2.1 in [9] . Let X be a eigenvector corresponding to the eigenvalue α. Then [X, Y ] = 0 for all Y ∈ n C 1 by our hypothesis. Hence X belongs to the center of n C , Z(n C ). In particular
C . This implies that n has an abelian factor.
Let n be a 2-step 13-dimensional Anosov Lie algebra without an abelian factor. Then n is of type (n 1 , n 2 ) (Definition 3.2), where 5 ≤ n 1 ≤ 11 and n 2 ≥ 2; see Proposition 2.3 in [9] . We note that n cannot be of the type (4, 9) . We consider all the cases and we will show that n must be of the type (9, 4).
Case (11, 2) . We note that g is irreducible over Z since the degree of g is 2 and g does not have an eigenvalue of modulus 1. If f is irreducible over Z then there exist algebraic units, α and β, such that deg Q (α) = deg Q (β) = 11 and deg Q (αβ) = 2. This is not possible by Corollary 2.6. If f is reducible over Z, then there exists an odd degree irreducible factor of f over Z, say h. Case (10, 3) . In this case also g must be irreducible over Z. f cannot be irreducible by Corollary 2.6. By using Corollary 2.3, Corollary 2.6 and Lemma 2.7; it can be seen that either f = f 1 f 2 where f 1 and f 2 are irreducible factors of f over Z of degree 4 and 6 respectively, or f = h 1 h 2 h 3 where h 1 , h 2 and h 3 are irreducible factors of f over Z such that deg h 1 = deg h 2 = 2 and deg
Suppose that f = f 1 f 2 where f 1 and f 2 are irreducible over Z, and deg f 1 = 4 and deg f 2 = 6. Assume that αβ occurs as a root of g where α is a root of f 1 and β is a root of ). Without loss of generality we may assume that β, β 2 and β 3 are conjugates of β over Q(α).
This implies that the conjugates of αβ over Q(α) are αβ, αβ 2 and αβ 3 . Since αβ, αβ 2 and αβ 3
are roots of g, we have α 3 = (ββ 2 β 3 ) −1 . As deg Q(β) (α) = 2, we may assume that α and α 2 are conjugates of α over Q(β), and hence αβ and α 2 β are conjugates of αβ over Q(β). We note that deg Q(β) (αβ) = deg Q(β) (α) = 2 (see Remark 2.1). Either α 2 β = αβ 2 or α 2 β = αβ 3 . We assume that α 2 β = αβ 2 (if α 2 β = αβ 3 the proof is similar). We note that the degree of α over Q(β 3 ) is equal to 2.
Case (i). If α 2 is a conjugate of α over Q(β 3 ), then α 2 β 3 is conjugate of αβ 3 over Q(β 3 ). Since α 2 β = αβ 2 and β = β 3 , we have α 2 β 3 = αβ. But the product of αβ, α 2 β and αβ 3 is equal to 1.
This gives (αβ) 2 = (αβ) −1 as α 2 β 3 = αβ. Hence (αβ) 3 = 1 which is a contradiction. 4; see Corollary 2.6 and Lemma 2.7. Hence α 3 β 3 = αβ. We recall that α 2 β = αβ 2 . We claim that α 3 is not a conjugate of α over Q(β 2 ). For if α 3 is a conjugate of α over Q(β 2 ), then α 3 β 2 is a conjugate of αβ 2 over Q(β 2 ). Since α 3 β 3 = αβ, α 3 β 2 = αβ. Hence α 3 β 2 = αβ 3 . This implies
Case (ii)
. This is a contradiction since none of the roots of g is of modulus 1. Hence our claim is proved i.e. α 3 is not a conjugate of α over Q(β 2 ). We also note that α 4 is not a conjugate of α over Q(β 2 ). This can be proved using the facts
3 ) = 3, and Corollary 2.6 and Lemma 2.7. Thus α 2 must be a conjugate of α over Q(β 2 ). Then α 2 β 2 will be a conjugate of αβ 2 over Q(β 2 ). If α 2 β 2 = αβ, then
. This is a contradiction; see Corollary 2.6 and Lemma 2.7. Hence α 2 β 2 = αβ 3 .
But then we have αβα 2 βα 2 β 2 = 1 and hence (α 2 β) 2 = (αβ 2 ) −1 = (α 2 β) −1 . This is impossible since α 2 β is a root of g. Therefore there does not exist an Anosov Lie algebra without an abelian factor if irreducible factors of f over Z are of degree 4 and 6.
Now suppose that f = h 1 h 2 h 3 where h 1 , h 2 and h 3 are irreducible factors of f over Z such that deg h 1 = deg h 2 = 2 and deg h 3 = 6. Since h 1 and h 2 are monic polynomials of degree 2 with unit constant term, we may assume that λ and λ −1 are roots of h 1 , µ and µ −1 are roots of h 2 , and λ and µ are positive reals (by considering square of an automorphism if required). Let {α 1 , . . . , α 6 } denote the set of roots of h 3 and let {β 1 , β 2 , β 3 } denote the set of roots of g. We claim that either
Since n is without an abelian factor, there exist α i and α j such that µα i and λα j are roots of g, 1 ≤ i, j, ≤ 6. Hence the set of roots of h 3 is {µβ 1 , µβ 2 , µβ 3 , µ
which is the same as {λβ 1 , λβ 2 , λβ 3 , λ Let n C (resp. n C 1 ) denote the complexification of n (resp. n 1 ). Let (i) f factors as a product of irreducible polynomials f 1 , f 2 and f 3 over Z such that deg f 1 = deg f 2 = 2 and deg f 3 = 3 and g is an irreducible polynomial of degree 6 over Z, or (ii) f = h 1 h 2 where h 1 is a degree 3 irreducible polynomial and h 2 is a degree 4 irreducible polynomial over Z and g is an irreducible polynomial over Z.
In (i) it can be seen that there exists an abelian factor by using a similar method which we have used in the last part of (10, . αβ, α 2 β and α 3 β are conjugates over Q(β), and αβ, αβ 2 , αβ 3 and αβ 4 are conjugates over Q(α). We claim that α i β = αβ j for all i > 1, j > 1. Suppose α i β = αβ j for some i, j > 1. As deg Q(αβ) (α) = 2, we see that α 2 and α 3 are contained in Q(αβ)(α) = Q(α, β). Hence the extension Q(β)(α) over Q(β) is a cyclic Galois extension of degree 3 (see [7] ). Let σ ik be an automorphism of Q(β)(α) over Q(β) such that σ ik (α i ) = α k for k = 1, i. As the Galois group is cyclic of order 3,
This is a contradiction by Corollary 2.4. This proves our claim. Hence the set of conjugates of αβ over Q is given by {αβ, α 2 β, α 3 β, αβ 2 , αβ 3 , αβ 4 }. The product of all conjugates of αβ over Q is 1.
Thus we have α 3 = β −2 and deg Q (β −2 ) = 3, which is a contradiction. Hence the product of root of h 1 and root of h 2 does not occur as a root of g. Thus we have an abelian factor; see Lemma 3.3.
Case (8, 5) . By using Corollary 2.3, Corollary 2.4, Corollary 2.6 and Lemma 2.7, we can see that f = f 1 f 2 and g = g 1 g 2 such that f 1 , f 2 , g 1 g 2 are irreducible polynomials over Z of degree 2, 6, 2 and 3 respectively. There exists root of f 1 , say α and root of f 2 , say β such that αβ occurs as a root of g. Then deg Q (αβ) = 3 because deg Q (αβ) cannot be equal to 2 and hence αβ is a root of g 2 . We may assume that α and α −1 are roots of f 1 . Let {γ 1 = αβ, γ 2 , γ 3 } denote the set of roots of g 2 . Since deg Q (β) = 6, the set of roots of f 2 is given by
There exists a root of g 1 of the form α ′ β ′ such that α ′ and β ′ are distinct roots of f 2 . Suppose α ′ = αγ i for some i = 1, 2, or 3. Then β
where {i, j, k} = {1, 2, 3}. But deg Q (α 2 ) = 2 and deg Q (γ
where {i, j, k} = {1, 2, 3}. This is a contradiction since deg Q (γ
This implies that the roots of g 1 do not occur as a product of roots of f . Hence the case (8, 5) is also impossible; see Lemma 3.3.
Case (6, 7). By using results in §2, we see that the only possibility in this case is the following:
f is irreducible over Z, and g = g 1 g 2 where g 1 and g 2 are irreducible over Z of degree 3 and 4 respectively. In this case we will prove that there does not exist a root αβ of g 2 such that α and β are roots of f . Suppose that α and β are roots of f such that αβ is a root of g 2 . Thus [Q(αβ)(β) : Q(αβ)] = 3. We note that α and β are not conjugates over Q(αβ). Because if they were, then the extension Q(αβ)(β) over Q(αβ) is cyclic Galois extension of degree 3 (see [7] ) and then there exists an automorphism of Q(αβ)(β) of order 3 mapping α to β and fixing αβ, which is impossible. Let {α 1 = α, α 2 , α 3 } and {β 1 = β, β 2 , β 3 } denote the sets of conjugates of α and β over Q(αβ) respectively. We see that the set of conjugates of α over Q(αβ) is given by {α, β Since α and β are not conjugates over Q(αβ) and α and β are conjugates over Q, the set of all roots of f (which is the set of all conjugates of α over Q) is {α, β, β But we know that the product of all the roots of f is ±1. Hence (αβ)
This implies that (αβ) 6 = ±1 because (α 2 α 3 β 2 β 3 ) −1 = ±1. This is a contradiction.
Case (5, 8) . By using Corollary 2.3, Corollary 2.6 and Lemma 2.7 it can be seen that there does not exist an Anosov Lie algebra without an abelian factor and of type (5, 8) .
Case (9, 4). By using results from §2, we see that there are two possibilities in this case. (i) f = f 1 f 2 where f 1 and f 2 are irreducible polynomials over Z of degree 3 and 6 respectively, and g is irreducible over Z.
(ii) f = h 1 h 1 and g = g 1 g 2 such that h 1 , h 2 , g 1 and g 2 are irreducible polynomials over Z and deg h 1 = 3, deg h 2 = 6 and deg g 1 = deg g 2 = 2. Case (i) is complicated and we will show that there does not exist an Anosov Lie algebra without an abelian factor in this case. In case (ii), we will prove that there exists an indecomposable Anosov Lie algebra i.e. an
Anosov Lie algebra which cannot be written as a direct product of two proper ideals (see [3] ).
In (i), there exists a root αβ of g such that α and β are roots of f 1 and f 2 respectively. Let are conjugates over Q(α). Since deg Q (αβ) = 4 and constant term of g is equal to 1, the product αβαβ 2 αβ 3 αβ 4 = 1. We will assume that f 1 and f 2 have a constant term 1 (by considering a square of an automorphism if required). Hence α 4 = β 5 β 6 . Since α i α j and β k β l are not roots of g for all i, j, k, l (see Corollary 2.6 and the case (6, 7)) and there is no abelian factor, either α 2 β 5 or α 3 β 5 is a root of g. Similarly either α 3 β 6 or α 2 β 6 is a root of g.
Suppose α 2 β 5 and α 2 β 6 are roots of g. By similar argument as above we see that α , which is a contradiction. Hence β 1 (and hence β 2 ) is not conjugate of β 5 over Q(α 2 ). Thus β 3 and β 4 are conjugates of β 5 over Q(α 2 ), and r(g) = {α 2 β 5 , α 2 β 6 , α 2 β 3 , α 2 β 4 }. Thus we have r(g) = {αβ, αβ 2 , αβ 3 , αβ 4 
since the product of all roots of g is 1. Hence α 3 . This is a contradiction. Thus either αβ 3 = α 2 β 4 or αβ 4 = α 2 β 3 . If αβ 3 = α 2 β 4 , then (αβ 3 ) 2 = αα 2 β 3 β 4 = α denote the sets of roots of h 1 , g 1 and g 2 respectively. Since there is no abelian factor, there exist α and β, roots of h 1 and h 2 respectively, such that αβ = λ. The set of roots of h 2 , r(h 2 ), is given by
We observe that µ = λ or µ = λ −1 (see the last part of case (10, 3)). Without loss of generality we assume that µ = λ.
Let n C (n C 1 ) denote the complexification of n (n 1 respectively). Let X 1 , X 2 , and X 3 denote the eigenvectors (in n 
respectively. Let Z 1 , W 1 be linearly independent eigenvectors corresponding to an eigenvalue λ and let Z 2 , W 2 be linearly independent eigenvectors corresponding to an eigenvalue λ −1 . We may assume that the Lie brackets are given by the following relations:
where a, b, c, d ∈ C. In this case we have an example of an indecomposable Anosov Lie algebra which is given in [13] .
We denote the complex Lie algebra given by (2) by n(a, b, c, d). We have proved the following:
Proposition 3.4. Any 13-dimensional real 2-step Anosov Lie algebra without an abelian factor is of type (9, 4) . Moreover, the complexification of such a Lie algebra is (complex) isomorphic to
4. Nonexistence of higher step 13-dimensional Anosov Lie algebra
We note that restricted to the case of three steps Anosov Lie algebras of dimension 13, the possible types are (n 1 , n 2 , n 3 ) where n 1 ≥ 4, n 2 ≥ 2, n 3 ≥ 2 such that n 1 + n 2 + n 3 = 13 and (3, 3, 7) (see Proposition 2.3 in [9] ).
We consider a decomposition n = n 1 ⊕n 2 ⊕n 3 such that C i (n) = n i+1 ⊕· · ·⊕n r for all i = 0, . . . , 3.
Let τ be a hyperbolic semisimple automorphism such that τ (n i ) = n i for all i = 0, . . . , 3 and there exists a basis B i of n i such that the matrix represented by the restriction of τ on n i with respect to the basis B i is an integer matrix (matrix with integer entries) for all i = 0, . . . , 3 (Proposition 2.1 in [9] ). The eigenvalues of τ are algebraic units. Moreover, eigenvalues of τ | n 2 are certain products of eigenvalues of τ | n1 and eigenvalues of τ | n3 are of the form αβ where α is an eigenvalue of τ | n1
and β is an eigenvalue of τ | n 2 . Using the similar ideas as in the previous section (2-step case), we can prove that there does not exist 3-step Anosov Lie algebra of dimension 13 without an abelian factor. We omit the details here since they turn out to be too cumbersome. In fact, we can show that there does not exist a k-step 13-dimensional Anosov Lie algebra without an abelian factor for k ≥ 3.
More nonexistence results
As noted in the introduction (see Section §1), it is known that there does not exist a non-toral 7-dimensional Anosov Lie algebra (see [10] ). Here we give an alternative proof of this fact using the results from Section §2. First we note that a 7-dimensional Anosov Lie algebra has to be 2-step and of the type (4, 3) or (5, 2) (use Proposition 2.3 in [9] ).
As in the 13-dimensional case (Section §3), we consider a decomposition of a 7-dimensional Anosov Lie algebra n as n = n 1 ⊕ n 2 where n 2 = [n, n] and a hyperbolic semisimple automorphism τ such that τ (n i ) = n i for i = 1, 2. There exists a basis B i of n i such that the matrix of the restriction of τ on n i is an integer matrix for i = 1, 2 (see Proposition 2.1 in [9] ). Let f (resp. g) be the characteristic polynomial of the restriction of τ on n 1 (resp. on n 2 ). Then the roots of g are certain products of the roots of f . The roots of f and g are algebraic units and none of them is of absolute value 1.
Case (4, 3). In this case, g is of degree 3 and hence has to be irreducible. Now either f is irreducible or f is a product of two degree 2 irreducible polynomials. By using Corollary 2.6, we can see that both cases are impossible.
Case (5, 2). In this case also g is irreducible and is of degree 2. It can be seen (using Corollary 2.6) that f is reducible and f is a product of two irreducible polynomials f 1 and f 2 such that f 1 is of degree 2 and f 2 is of degree 3. Now if α is a root of f 1 and β is a root of f 2 then αβ will not occur as a root of g by using Lemma 2.7. Moreover, product of two roots of f 1 is ±1 and product of two roots of f 2 can not be of degree 2 by Corollay 2.6. Hence this case is also impossible.
In a similar way, we can use the Corollary 2.4 and Corollary 2.6 to give a simpler proof to show that there are no Anosov Lie algebras of type (5, 3) with no abelian factor and there are no Anosov
Lie algebras of type (3, 3, 2) (this fact was first observed in [9] ).
6. Lie algebras of type (n, 2), n odd
We refer to Section §3 for the notations. Let n be a 2-step Anosov Lie algebra of type (n, 2).
Consider a decomposition n = n 1 ⊕ n 2 of n and let τ be a semisimple hyperbolic automorphism of n, f and g be the characteristic polynomials of the restriction of τ on n 1 and n 2 respectively (as in the Section §3). We say that n 1 is decomposable if n 1 = V 1 ⊕ V 2 where V 1 and V 2 are nontrivial subspaces of n 1 such that [V 1 , V 2 ] = {0}. If n is odd, we will prove that n 1 is decomposable.
Now both f and g are the polynomials with integer coefficients and unit constant term. Since g is of degree 2, the roots of g are real. Let α denote a real root of f such that deg Q (α) is odd.
Since n is odd, such an α exists. Let µ denote a root of g. Since deg Q (µ) = 2 and µ is an algebraic unit, µ −1 is also a root of g. Let S denote the set of eigenvalues of τ | n 1 which are contained in {µ 2n α, µ 2n+1 α −1 : n ∈ Z}. Let V 1 denote the sum of the eigenspaces corresponding to all eigenvalues in S and let V 2 denote the sum of the the eigenspaces corresponding the eigenvalues of τ | n 1 which are not contained in S. Since τ | n 1 is semisimple, n 1 = V 1 ⊕ V 2 . Since α is an eigenvalue of τ | n 1 , V 1 is nontrivial. Let β be a conjugate of α over Q, β = α. Then deg Q (β) = deg Q (α) which is odd. We note that β is an eigenvalue of τ | n 1 which is not contained in S because deg Q ((µ) l ) = 2 for all l = 0 (see Corollary 2.6). Hence V 2 is nontrivial. Since the eigenvalues of τ | n2 are of the form µ and µ −1 , [V 1 , V 2 ] = {0}. This proves that n 1 is decomposable. Hence we have proved the following:
Proposition 6.1. If a 2-step nilpotent Lie algebra n of type (n, 2) where n is odd, is Anosov, then n 1 is decomposable.
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