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Abstract
Drug-induced liver injury (DILI) is a major public health issue and of serious concern for
the pharmaceutical industry. Early detection of signs of a drug’s potential for DILI is vital for
pharmaceutical companies’ evaluation of new drugs. A combination of extreme values of liver
specific variables indicate potential DILI (Hy’s Law). We estimate the probability of joint
extreme elevations of laboratory variables using the conditional approach to multivariate
extremes which concerns the distribution of a random vector given an extreme component.
We extend the current model to include the assumption of stochastically ordered survival
curves and construct a hypothesis test for ordered tail dependence between doses, a pattern
that is potentially triggered by DILI. The model proposed is applied to safety data from a
Phase 3 clinical trial of a drug that has been linked with liver toxicity.
Keywords: conditional dependence; drug toxicity; liver injury; multivariate extremes; safety
data; stochastic ordering;
1 Introduction
Drug-induced liver injury (DILI) is a major public health and industrial issue that has con-
cerned clinicians for the past 50 years. FDA (2008) reports that many drugs for a diverse range
of diseases were either removed from the market or rejected at the pre-marketing stage because
of severe DILI (e.g., iproniazid, ticrynafen, benoxaprofen, bromfenac, troglitazone, nefazodone,
etc.). Therefore, signals of a drug’s potential for DILI and early detection can help to improve
the evaluation of drugs and aid pharmaceutical companies in their decision making. However,
in most clinical trials of hepatotoxic drugs, evidence of hepatotoxicity is very rare and although
the pattern of injury can vary, there are no pathognomonic findings that make diagnosis of DILI
certain, even upon liver biopsy. Indeed, most of the drugs withdrawn from the market for hepa-
totoxicity, fall mainly in the post-marketing category, and have caused death or transplantation
at frequencies of less than 1 per 10000 people that have been administered the drug.
Although the mechanism that causes DILI is not fully understood yet, the procedure under
which its clinical assessment is performed stems from Zimmerman’s observation that hepatocel-
lular injury sufficient to impair bilirubin excretion is a revealing indicator of DILI (Zimmerman
1978, 1999), also informally known as Hy’s Law. In other words, a finding of alanine amino-
transferase (ALT) elevation, usually substantial and greater than thrice the upper limit of the
normal of ALT (ULNALT), seen concurrently with bilirubin (TBL) greater than twice the upper
limit of the normal of TBL (ULNTBL), identifies a drug likely to cause severe DILI (fatal or
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requiring transplant). Moreover, these elevations should not be attributed to any other cause
of injury, such as other drugs, and alkaline phosphatase (ALP) should not be greatly elevated
so as to explain TBL’s elevation.
Southworth & Heffernan (2012b) identified the assessment of DILI as a multivariate ex-
treme value problem and using the Heffernan & Tawn (2004) modelling approach, analysed
liver-related laboratory data. The use of the Heffernan & Tawn (2004) model in this context is
supported by the flexibility of the model to allow a broad class of dependence structures and the
possibility to describe the probabilistic behaviour of a random vector which is extreme in at least
one margin. Despite its strong modelling potential, complications in terms of parameter identi-
fiability problems and invalid inferences are experienced with the original modelling procedure
of Heffernan & Tawn (2004). Keef et al. (2012) provided missing constraints for the parameter
space of the Heffernan & Tawn (2004) model that are aimed to overcome these complications.
The data we consider in this study relates to observed liver-related variables from a sample
of 606 patients who were issued a drug that has been linked to liver injury in a Phase 3 clinical
trial and can be found in Southworth & Heffernan (2012c); see also Southworth & Heffernan
(2012b). The patients were categorised into 4 different dose levels in a randomised, parallel
group, double blind Phase 3 clinical study. Our main question in this paper about the data is
whether they support evidence of toxicity with increasing dose. This signal would be justified by
a significant positive probability of post-baseline ALT and TBL being greater than 3×ULNALT
and 2 × ULNTBL, respectively. However, insufficient trial duration and the small sample sizes
encountered in most such applications may lead to estimated zero probabilities of DILI for
all doses. This would stem from the non-occurrence of joint ALT and TBL elevations or from
inaccurate extrapolation due to the limited source of information. Therefore, other patterns that
could indicate or be triggered by DILI would be helpful and here we consider an alternative
approach for assessing evidence of altered liver behaviour.
The current understanding of the biology that underpins Hy’s law, is that liver cells leak
ALT into the blood as they are damaged. As the amount of damage increases, the amount of
ALT increases, and so the liver begins to lose its capacity to clear TBL. Subsequently, TBL is
also expected to start to increase. At levels of damage that do not affect liver’s ability to clear
TBL, dependence is not expected. Hence, given that the drug has increasing toxicity with dose,
we expect a natural ordering in the joint tail area of ALT and TBL. This pattern of tail ordering
is the main focus of this paper and is used to aid inference as well as to improve estimation
efficiency in the modelling procedure of DILI.
Table 1: Conditional Spearman’s correlation estimates between ALT and TBL for four different
dose levels and two conditioning levels, i.e. 100% and 20%. The letters A, B, C and D
represent, in increasing order, the amount of the dose.
Baseline Post-baseline Residual
100% 20% 100% 20% 100% 20%
Dose A 0.15 0.15 0.32 0.03 0.14 0.00
Dose B 0.10 -0.17 0.15 -0.17 -0.06 -0.19
Dose C 0.12 -0.11 0.11 -0.05 -0.08 -0.14
Dose D 0.17 -0.03 0.23 0.02 0.05 -0.15
Our approach consists of developing, similar to Keef et al. (2012), constraints that describe
ordered dependence in the joint tail. These new constraints can be used to test, via a likelihood
ratio test procedure, the effect of stochastic ordering in the tails of ALT and TBL across dose
and hence provide a signal of altered liver behaviour. Subsequently, inference can be sharpened
by incorporating scientific knowledge in the modelling process through the imposition of the
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ordering constraints. Our motivation to impose ordering constraints in the tail stems from the
fact that the probability of DILI is logically ordered between different dose levels when the drug
is liver toxic and this feature is unlikely to be evident from the data when considering clinical
trials with small sample sizes as this particular one. Therefore, estimation of ALT and TBL
under the dose ordering assumption is beneficial as it removes variability that arises in small
sample sizes in the joint tail region of ALT and TBL.
For example, the two central columns of Table 1 show the estimated conditional Spearman’s
rank correlation (Schmid & Schmidt 2007) of ALT and TBL measured at the baseline and
post-baseline periods. The value 100% corresponds to the usual Spearman’s correlation whereas
the value 20% corresponds to the rank correlation in the upper [0.8, 1] × [0.8, 1] tail region
of the copula space (Genest & Nesˇlehova´ 2012) of the bivariate random variable (ALT,TBL).
Similarly, the last column shows the conditional Spearman’s correlation of the residuals of ALT
and TBL which are the log-measurements corrected for baseline differences, see also Section 5.1.
Table 1 conveys this lack of ordering since the estimated dependence of ALT and TBL at dose A
appears to be higher than any other dose in post-baseline and residual scale. On the other hand,
the published literature reports jaundice, hepatitis and similar symptoms in approximately 1
out of 500 patients taking the dose D of this drug (Southworth & Heffernan 2012b). We view
such high dependencies in low doses as a by-product of sampling variability.
The proposed methodology and data analysis of the paper are based on an asymptotically
motivated model of multivariate extreme value threshold model which is fitted to a fraction
of the data. An alternative approach would be to model the joint distribution between the
variables using all the data through the use of empirically selected marginal and copula models
(Joe 1997, Nelsen 2006, Genest & Nesˇlehova´ 2012). The former approach should exhibit less
bias but larger variability than the latter, thus as the sample size increases the extreme value
approach is likely to become more the efficient. The sample size in our study is probably about
at the boundary where the extreme value methods have an advantage. Furthermore, even if the
copula approach were to be adopted, the strategies developed here would still be relevant as
the stochastic ordering issue would need addressing.
The paper is organised as follows. Section 2 describes the conditional dependence model of
Heffernan & Tawn (2004) and the constraints of Keef et al. (2012). The additional constraints
based on the assumption of stochastically ordered conditional distributions are presented, to-
gether with a likelihood ratio test of tail ordering, in Section 3. The effect of the constraints of
Keef et al. (2012) and this paper are assessed with a simulation study in Section 4. In Section 5
we apply the additional constraints in an analysis of multivariate extremes of ALT and TBL of
the DILI data.
2 Methodology
2.1 Marginal transformation
Here and throughout vector algebra is applied componentwise. Let X = (X1, ..., Xd) be a con-
tinuous d-dimensional random vector and ∆ = {1, ..., d}. We adopt the marginal transformation
to approximate Laplace margins (Keef et al. 2012)
Yi =
{
log{2FˆXi (Xi)} for FˆXi(Xi) < 12 ,
− log{2[1− FˆXi (Xi)]} for FˆXi(Xi) ≥ 12 ,
(1)
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where the estimated distribution function FˆXi is obtained from the semi-parametric model of
Coles & Tawn (1994)
FˆXi(x) =
{
1− {1− F˜Xi(uXi)}{1 + ξˆi(x− uXi)/σˆi}−1/ξˆi+ for x > uXi ,
F˜Xi(x) for x ≤ uXi .
(2)
Here, F˜Xi is the empirical distribution function and uXi is a threshold above which the gen-
eralised Pareto distribution with scale parameter and shape parameters σi and ξi, short-hand
GP(σi, ξi), σi ∈ (0,∞), ξi ∈ R, is fitted to the observed values of the excess random vari-
able Xi − uXi |Xi > uXi (Davison & Smith 1990). The choice of the transformation to Laplace
marginals is motivated by the symmetry of the Laplace distribution that ensures the model is
unchanged for negatively dependent variables (Keef et al. 2012).
2.2 Conditional modelling of extreme values
The Heffernan & Tawn (2004) conditional dependence model characterises the probabilistic
behaviour of the conditional random vector Y −i|Yi = y, for large y. The random vector Y −i
denotes the (d − 1)-dimensional vector of the transformed variables without the i-th margin.
According to Heffernan & Tawn (2004), for each i ∈ ∆, there exist vector-valued normalising
functions, a|i : R→ Rd−1 and b|i : R→ Rd−1, such that for x > 0
P
{
Yi − u > x,
Y −i − a|i (Yi)
b|i (Yi)
≤ z
∣∣∣∣Yi > u}→ exp (−x)G|i (z) as u→∞, (3)
where the jth marginal distribution Gj|i of G|i is a non-degenerate distribution function for all
j ∈ ∆\{i} and additionally, the following condition is required such that G|i is uniquely-defined
lim
z→∞Gj|i (z) = 1 for all j 6= i,
so there is no mass at +∞ but some is allowed at −∞, in any margin. Heffernan & Tawn
(2004) identified that the normalising functions are unique up to type, and for a broad class of
distributions, Keef et al. (2012) showed that these functions are all in the parametric family
a|i (x) = α|ix and b|i (x) = x
β|i ,
with (α|i,β|i) ∈ [−1, 1]d−1 × (−∞, 1)d−1 and x > 0. Positive and negative dependence between
variables Yi, Yj , for i 6= j is given by αj|i > 0 and αj|i < 0, respectively, with αj|i the associated
α|i with Yj variable. The strongest form of positive (negative) extremal dependence occurs when
αj|i = 1 (αj|i = −1) and βj|i = 0 and is termed as asymptotic positive (negative) dependence,
for all j 6= i. Otherwise, variables are termed asymptotically independent.
The conditional model of Heffernan & Tawn (2004) can be viewed as a multivariate semi-
parametric regression of Y −i on Yi, i.e. given Yi > u, for large u
Y −i = α|ix+ x
β|iZ |i for Yi = x > u (4)
where Z |i is a d−1 dimensional variable with non-zero mean and distribution function G|i. The
original procedure of Heffernan & Tawn (2004) for estimating the vector parameters α|i and
β|i consists of using pseudo-likelihood methods to jointly estimate the parameters of interest.
In particular, if Z |i has finite vector mean µ|i and standard deviations σ|i, then the mean
and standard deviation of the conditional random variable Y −i|Yi > u is α|iYi + µ|i (Yi)β|i
and Y
β|i
i σ|i, respectively. Under the false working assumption that Z |i are independent Normal
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random variables, numerical maximisation of the likelihood over the parameter space is required
to obtain parameter estimates (αˆ|i, βˆ|i, µˆ|i, σˆ|i), and G|i is estimated nonparametrically by the
empirical distribution function of:
Zˆ |i =
Y −i − αˆ|iYi
(Yi)
βˆ|i
. (5)
Given parameter estimates, standard procedures for inference and extrapolation can be
performed as in Heffernan & Tawn (2004) by implementing Algorithm 1. As an example, the
functional P (X ∈ C|Xi > s) can be approximated by repeating steps 1–5, and evaluating the
estimate as the long run proportion of the generated sample that falls in a set C ∈ Rd. As far as
the confidence intervals of the estimate of any functional are concerned, these are obtained by
the replication of the three stages of the following bootstrap method: data generation under the
fitted model, estimation of model parameters and the derivation of an estimate of any derived
parameters linked to extrapolation.
Algorithm 1 Sampling Algorithm
1: Simulate Yi from the Laplace distribution conditional on its exceeding threshold u > 0.
2: Sample Z |i, independently of Yi, from the empirical distribution function, Gˆ|i.
3: Obtain Y −i = α|iYi + (Yi)
β|iZ |i.
4: Transform Y = (Y −i, Yi) to the original scale by using the inverse transformation of equa-
tion (1) for each margin.
5: The resulting transformed vector X constitutes a simulated value from the conditional
distribution of X|Xi > t−1(u), where t−1(·) denotes the inverse transformation of equation
(1).
2.3 Inference based on Keef et al. (2012)
Although the efficiency of the model has led to its implementation in a wide range of applications
including riverflow and rainfall (Keef et al. 2009), temporal river flow cases (Eastoe & Tawn
2012), food safety (Paulo et al. 2006) and finance (Hilal et al. 2011), it was recently discovered
by Keef et al. (2012) that further constraints on the parameter space of the model are required.
According to Sibuya (1960) and Tiago de Oliveira (1962/63), there are different categorisations
of extremal dependence between two random variables (Xi, Xj), i.e. asymptotic dependence
and asymptotic independence measured by the coefficients of tail dependence
χ+ij = limp→1
P
{
Xj > F
−1
j (p)|Xi > F−1i (p)
}
,
(6)
χ−ij = limp→1
P
{
Xj < F
−1
j (1− p)|Xi > F−1i (p)
}
.
When χ+ij > 0 (χ
−
ij > 0) the variables are termed asymptotically positive (negative) dependent
and asymptotically independent, otherwise. Taking these measures into consideration, Heffer-
nan & Tawn (2004) omitted the fact that there is stochastic ordering between asymptotically
independent and dependent models. In particular, let the qth conditional quantile of Yj |Yi = x,
for large x under the Heffernan & Tawn (2004) model be yj|i(q) = αj|ix + xβj|izj|i(q), the as-
sociated quantile under asymptotic positive dependence y+j|i(q) = x+ z
+
j|i(q) and the associated
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quantile under asymptotic negative dependence y−j|i(q) = −x+ z−j|i(q). The natural restriction
y−j|i(q) ≤ yj|i(q) ≤ y+j|i(q), for all q ∈ [0, 1], (7)
imposes further constraints on the parameter space of the model which are given by (Theorem
1.1, Keef et al. (2012)), i.e. for all q ∈ [0, 1]:
Case I: either
αj|i ≤ min
{
1, 1− βj|izj|i(q)vβj|i−1, 1− vβj|i−1zj|i(q) + v−1z+j|i(q)
}
.
or
1−βj|izj|i(q)vβj|i−1 < αj|i ≤ 1 and (1−β−1j|i ){βj|izj|i(q)}1/(1−βj|i)(1−αj|i)−βj|i/(1−βj|i)+z+j|i(q) > 0.
Case II: either
−αj|i ≤ min
{
1, 1 + βj|ivβj|i−1zj|i(q), 1 + vβj|i−1zj|i(q)− v−1z−j|i(q)
}
or
1+βj|ivβj|i−1zj|i(q) < −αj|i ≤ 1 and (1−β−1j|i )(−βj|izj|i(q))1/(1−βj|i)(1+αj|i)−βj|i/(1−βj|i)−z−j|i(q) > 0.
where v > u is a value above the maximum observed value of Yi so that the constraints are
imposed only on extrapolations. As far as the selection of q is concerned, Keef et al. (2012) found
empirically that for both cases conditions were satisfied for all q if they were each satisfied for
both q = 0 and q = 1.
3 Estimation of Heffernan & Tawn (2004) model under stochas-
tic ordering
3.1 Quantile Ordering Constraints
In this paper we exploit the same idea for the construction of the parameter space of the Hef-
fernan & Tawn (2004) model under the assumption of stochastic ordering between conditional
random variables. Specifically, let the qth, q ∈ [0, 1], conditional quantile of Yl|Yj = x and
Yk|Yi = x, for large x, be yl|j(q) and yk|i(q), respectively. Under the Heffernan & Tawn (2004)
model we have that yl|j(q) = αl|jx+xβl|jzl|j(q) and yk|i(q) = αk|ix+xβk|izk|i(q). Our objective is
to derive constraints under which there is stochastic ordering between the conditional variables
so that the following condition is always satisfied for all x above a level v > u
yk|i(q) ≤ yl|j(q), for all q ∈ [0, 1]. (8)
The motivation for exploring inequality (8) stems from the dose ordering effect in the joint
region of ALT and TBL. Consider for example, the transformed ALT and TBL with respect to
equation (1), and let yA2|1(q) and y
B
2|1(q) be the conditional quantiles of TBL given a large level of
ALT for dose A and B, respectively. Then under the assumption of liver toxicity, it is intuitive
to consider the natural ordering of the conditional quantiles yA2|1(q) ≤ yB2|1(q). The following
theorem gives conditions under which two conditional quantiles based on the Heffernan & Tawn
(2004) satisfy the ordering constraint (8), for a q ∈ [0, 1].
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Table 2: Exclusive conditions for the stationary points of D(x), where αl|j ≥ αk|i and s =[{
βk|i(βk|i − 1)zk|i(q)
}
/
{
βl|j(βl|j − 1)zl|j(q)
}]1/(βl|j−βk|i).
number of s.p. D′(v) s D′(s), s ∈ R
0 > 0 complex/real (0,∞)
1 < 0 complex/real (−∞,∞)
2 > 0 real (−∞, 0)
Theorem 1. Let D(x) : [v,∞) → R, v > 0, such that D(x) = (αl|j − αk|i)x + xβl|jzl|j(q) −
xβk|izk|i(q), with (αl|j , αk|i) ∈ [−1, 1]2, (βl|j , βk|i) ∈ (−∞, 1)2, and (zl|j , zk|i) ∈ R2. For v ≥ u
and for all q ∈ [0, 1], the ordering constraint (8) holds for all x > v if αl|j ≥ αk|i and for all
q ∈ [0, 1], either
1. D(x) has no stationary point and D(v) ≥ 0, or
2. D(x) has one stationary point x∗ > v and min {D(v), D(x∗)} ≥ 0, or
3. min {D(v), D(x∗), D(x∗∗)} ≥ 0, where x∗ and x∗∗ are the two stationary points of D(x),
with min(x∗, x∗∗) > v.
Proof. According to Descarte’s rule of signs and its extension to generalised polynomials
(Jameson 2006), D′(x) = 0 can have at most two solutions. Therefore D(x) can have at most
two stationary points. Numerical inspection of the function (e.g. for αl|j = 0.2, αk|i = 0.1, βl|j =
0.2, βk|i = 0.5, zl|j(q) = 0.6 and zk|i(q) = 0.6) shows that there can be cases where D(x) has two
stationary points. The cases of Table 2 follow from noting that D′′(s) = 0 is the unique root of
D′′(x), so that D′(x) has at most one stationary point, i.e. when s > v ∈ R then s is a s.p. of
D′(x), otherwise s is a complex number so that D′(x) is monotone for x > v.
The condition D(x) ≥ 0, for all x ∈ [v,∞), implies that limx→∞D(x) can be either 0 or ∞.
Hence,
αl|j ≥ αk|i.
Categorising the cases with respect to the number of stationary points of D(x), we have that
D(x) ≥ 0, for all x > v, if and only if one of the 3 conditions of Theorem 1 (ii) holds.
From a computational perspective, the constraints follow from the nature of the D(x) function,
i.e. one needs to find the stationary points of D(x) so that estimation of parameters in the
Heffernan & Tawn (2004) model under the quantile ordering assumption can be carried out. The
conditions in columns 2-4 of Table 2 are necessary and sufficient for the number of stationary
points specified in column 1 and can be checked numerically. Also, the function D′(x) is not
linear so closed form roots of D′(x) = 0 do not exist. If D(x) has one stationary point then one
dimensional root finding is sufficient to estimate the root of D′(x). If D(x) has two stationary
points the domain of the function D(x) can be separated into two subintervals (v, s) and (s,∞),
and in each interval, one dimensional root finding is sufficient to yield estimates of these two
stationary points.
3.2 Inference based on stochastic ordering assumptions
Regarding estimation of the Heffernan & Tawn (2004) model under stochastic ordering, Theo-
rem 1 provides a set of exclusive cases where each one shows the number of stationary points
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that the function D(x) can have. This provides an automatic way for selecting the associ-
ated stochastic ordering condition that is used, jointly with the constraints (7) of Keef et al.
(2012) for asymptotic dependence, to constrain the likelihood of the model. To constrain more
than two conditional survival curves, e.g., Yl | Yj = x, Yk | Yi = x, Ym | Yp = x, maximisa-
tion of the likelihood is performed subject to (αl|j , βl|j , αk|i, βk|i, αm|p, βm|p) ∈ Rlj,ki ∩ Rki,mp.
Here, the set Rlj,ki, for example, denotes the parameter space of (αl|j , βl|j , αk|i, βk|i) subject
to y−l|j(q) ≤ yl|j(q) ≤ y+l|j(q), y−k|i(q) ≤ yk|i(q) ≤ y+k|i(q) and yl|j(q) ≥ yk|i(q), for all x > v.
For the required stochastic ordering (8) constraint we numerically found that the conditions of
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Figure 1: Profile log-likelihood surface for dose A parameters (αA2|1, β
A
2|1). The solid curves show
the boundary of the parameter space under the constraints of Theorem 1 when q = 0 and q = 1.
Dashed curves show the constraints of Theorem 1 when 0 < q < 1, showing these constraints
are less restrictive than when q = 0 and q = 1. The dot and cross show estimated parameters for
unconstrained and constrained estimation respectively. The labels i, ii, iii and iv are explained
in Section 3.2.
Theorem 1 were satisfied for all q if they were satisfied for both q = 0 and 1. To illustrate this
feature, Figure 1 shows the profile log-likelihood surface of the conditional dependence model
parameters of TBL given ALT for dose A, denoted by αA2|1 and β
A
2|1, under the assumption that
the conditional quantile of dose A is smaller than the conditional quantile of dose B. The solid
lines correspond to the joint q = 0 and q = 1 constraints whereas the dashed lines correspond
to 0 < q < 1 constraints. In particular, the shape of the constraints is quasi-trapezoid with
sides highlighted on the figure for the joint q = 0 and q = 1 case by i, ii, iii and iv. Sides i and
ii are affected by quantiles near 0, with dashed lines showing, in the bottom right area of the
figure and from left to right, the constraints induced by the 0, 0.02, 0.05 and 0.1 quantiles. All
side ii constraints join at a point and extend to become the upper boundary. Sides iii and iv
are mostly affected by quantiles near 1, with dashed lines showing, from bottom to top, the
constraints induced by the 1, 0.9 and 0.8 quantiles. All side iii constraints join at a point and
extend to become the lower boundary. The constraints induced by small quantiles affect differ-
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ent areas of the parameter space than those induced by larger quantiles and, as illustrated by
Figure 1, crossover is possible. However, the parameter space obtained from the joint q = 0 and
q = 1 constraints is nested in the parameter spaces obtained from the 0 < q < 1 constraints.
3.3 Tests of ordering hypotheses in the conditional tail
The ordering constraints developed in Section 3.1 permit the testing of hypothesis of ordering
of two or more conditional survival curves. Suppose that the survival curves of Yl|Yj = x and
Yk|Yi = x are ordered for all x greater than a large threshold v, and let θ = (αl|j , βl|j , αk|i, βk|i).
We focus on testing the composite hypothesis of ordering between the two conditional tails, i.e.
H0 : θ ∈ Rlj,ki vs H1 : θ ∈ Rclj,ki,
where Rclj,ki is the complement of the set Rlj,ki, i.e. Rlj,ki is the constrained space defined in
Section 3.2.
Let θˆ0 and θˆ be the maximum likelihood estimators subject to θ ∈ Rlj,ki and θ ∈ Rlj,ki ∪
Rclj,ki, respectively. To obtain a test for the composite hypothesis of ordering in the tail H0 : θ ∈
Rlj,ki, in the presence of additional nuissance parameters (µl|j , µk|i, σl|j , σk|i), we compare how
much larger the profile log-likelihood is achieved at the maximum θˆ, than at the null hypothesis
θˆ0. Thus, the generalised likelihood ratio test criterion is used and its null hypothesis distribution
is obtained by simulation, i.e. by employing the first three stages of Algorithm 1. Simulation
of the distribution of the likelihood ratio test statistic is necessary for this situation since the
approximate distribution cannot be obtained by analytic derivation (Cox 2006).
Hypotheses and tests of ordering for more than two conditional random variables are ob-
tained analogously with the notation outlined in Section 3.2.
4 Simulation study of ordering constraints
4.1 Design
The impact of the proposed constraints of Section 3.1 and the Keef et al. (2012) constraints
is illustrated with a simulation study. We examine the performance of conditional quantile
estimates using simulated datasets from the limiting representation of three bivariate copula
models with Laplace marginals, namely the logistic, inverted logistic and standard Gaussian
copulas, with dependence parameters λ ∈ (0, 1], κ ∈ (0, 1] and ρ > 0, respectively. The first
two models are also known as the bivariate Gumbel and its corresponding survival copula. The
models can be found in Heffernan & Tawn (2004), Section 8. We simulate pairs of observations
conditionally on Y1 exceeding a finite threshold u from the exact form of the limiting conditional
dependence model. Explicitly, we assume that the conditional distribution function of Y2|Y1 > u,
for finite u, is equal to the actual limiting distribution function that is implied by expression
(3) for each model, i.e. we assume that
Y2 = α2|1Y1 + Y
β2|1
1 Z2|1, Z2|1 ∼ G2|1, Y1 > u and Z2|1 independent of Y1 (9)
with α2|1, β2|1 and G2|1 chosen such that expression (3) holds. Algorithm 2 describes the simu-
lation procedure used in this study for the bivariate case. The normalising parameters and the
residual distribution of the limiting representation (3) are summarised in Table (3).
The values of the parameters λ, κ and ρ used in the simulation study are chosen such that the
simulated data preserve the stochastic ordering feature. For example, in the logistic copula case,
dependence increases as the value of λ decreases which implies larger joint survival probabilities
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Algorithm 2 Simulation
1: Set I = 1,
(
α2|1, β2|1
) ∈ (−1, 1)× (−∞, 1) and N ∈ N.
2: Simulate y1,I from a Laplace distribution conditional on exceeding a threshold u.
3: Simulate z2|1,I independently of y1,I from the true limiting distribution G2|1
4: Set y2,I = α2|1y1,I + y
β2|1
1,I z2|1,I .
5: If I < N set I = I + 1 and go to step 2; otherwise return (y1,y2), where y1 =
(y1,1, ..., y1,N )
′ ,y2 = (y2,1, ..., y2,N )
′.
Table 3: Heffernan & Tawn (2004) normalising constants α2|1, β2|1, and limiting distribution
G2|1 for the bivariate extreme value logistic, inverted logistic and standard bivariate Gaussian
copula with dependence parameters λ ∈ (0, 1], κ ∈ (0, 1] and ρ > 0, respectively.
Model α2|1 β2|1 G2|1(z)
logistic 1 0 {1 + exp (−z/λ)}λ−1
inverted logistic 0 1− κ 1− exp (−κz1/κ)
Gaussian ρ2 1/2 N{0, 2ρ2(1− ρ2)}
as λ decreases. We thus simulate pairs of observations from the exact conditional dependence
model (9) under λ = 0.6 and λ = 0.9. For the asymptotically independent models, two pairs
of parameter values are used in the simulation study, i.e. for the inverted logistic copula
we use κ = (0.3, 0.7) and κ = (1, 0.415), and for the Gaussian copula we use ρ = (0.3, 0.7)
and ρ = (0, 0.5). The second pair of κ and ρ values is used for comparisons between the
two asymptotically independent models, since the coefficient of tail dependence of Ledford &
Tawn (1996), is the same for the inverted logistic and bivariate Gaussian copula models with
(κ, ρ) = (0.415, 0.5) and (0, 1), respectively. The coefficient of tail dependence is a key summary
measure of extremal tail dependence between the variables Y1 and Y2.
The conditional quantile estimates are obtained from the original Heffernan & Tawn (2004)
model, the constrained model of Keef et al. (2012) and the constrained model described in
Section 3.1. We refer to these models as Heffernan–Tawn (HT), asymptotic dependence (AD)
and stochastic ordering (SO), respectively. The stochastic ordering constraints are imposed on
pairs of observations with different dependence parameters. The performance of the estimates
is assessed with the Monte Carlo estimate of the root mean square error. To be specific let
y(q) and yˆ(q) be the true conditional quantile and its model-based estimate. The Monte Carlo
estimate of the root mean square error is√√√√ 1
m
m∑
i=1
{yˆi(q)− y(q)}2,
where yˆ1(q), ..., yˆm(q) denotes a Monte Carlo sample of the conditional quantile estimates
and each estimate is obtained from a simulated sample of N ∈ N pairs of observations,
{(y1,y2) : y1,i > u, i = 1, ..., N}. The values N = 500 and m = 1000 are used. The root mean
square error is estimated for q = 0.2 and 0.8, and the conditioning levels x0.95 and x0.999, where
xp denotes the p-th quantile of the standard Laplace distribution. Comparisons are made on the
basis of ratios of RMSEs between estimates from different models. For the constrained models
we tabulate the percentage of the Monte Carlo samples where estimates changed with respect
to the original Heffernan & Tawn (2004) model.
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4.2 Results of simulation
Table 4 shows the percentage of the estimates that changed with respect to one of the three
reference models (HT, AD, SO). The imposition of constraints to the parameter space of the
HT model alters estimates particularly in the asymptotically independent models and less in
the asymptotically dependent model. In particular, the larger changes occur when variables are
highly dependent except for the logistic model. Regarding the logistic model, the percentage
of changes in the first two rows appear similar for different cases of the parameter values
compared to the other models. This feature stems from the model specification which specifies
the same norming parameters for both cases of λ. Additionally, small changes occur within
the asymptotically independent models especially when the variables do not possess strong
dependence. For the second pair of parameter values for the inverted logistic and Gaussian
copulas, the changes in parameter estimates do not occur at a similar rate when dependence
between variables is present (κ = 0.415, ρ = 0.5). We therefore conclude that the constraints
induced by the AD and SO models are not only related to the level of dependence but to
the dependence structure as well. Table 5 shows the ratio of the Monte Carlo root mean
Table 4: Percentage of estimates (%) that changed with respect to a reference model. First row:
percentage of AD estimates different from the HT estimates, second row: percentage of SO
estimates different from the HT estimates, third row: percentage of SO estimates different from
AD estimates. Columns show the corresponding model from Table 3 used in the simulation.
logistic inverted logistic Gaussian
λ, κ and ρ 0.6 0.9 0.3 0.7 0.415 1 0.7 0.3 0.5 0
AD-HT 29 27 63 10 41 0.3 36 0 6 1
SO-HT 54 56 77 45 68 47 42 10 30 25
SO-AD 33 46 43 44 47 47 9 9 24 25
square error, of the conditional quantile estimates obtained from the three copula models. An
increase in efficiency under the imposition of the constrained models AD and SO is observed
for nearly all conditional quantile estimates in the asymptotically independent models. The
highest reduction in RMSE is achieved by the SO model in the inverted logistic copula, a
feature which is also consistent with the higher percentage of change in estimates as shown
in Table 4. The conclusion for the asymptotically independent models is that the efficiency
of the conditional quantile estimates is, in decreasing order, SO, AD and HT. Regarding the
asymptotically dependent logistic copula, constrained models appear to be less efficient than
the HT model and the efficiency of the conditional quantile estimates is, in decreasing order,
HT, AD and SO.
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Table 5: Ratio of the Monte Carlo root mean square error of the conditional quantile estimates
yˆ2|1(q) obtained from the HT, AD and SO models. Results are reported for q = 0.2, 0.5 and the
conditioning levels x0.95 and x0.999. The value xp here denotes the p-th quantile of the standard
Laplace distribution.
logistic copula inverted logistic copula Gaussian copula
λ, κ and ρ 0.6 0.9 0.3 0.7 0.415 1 0.7 0.3 0.5 0
q = 0.2
AD/HT
x0.95 1.10 1.02 0.99 1.00 0.98 1.00 1.00 1.00 0.99 0.99
x0.999 1.10 1.04 1.00 0.96 0.97 0.98 0.99 1.00 0.99 0.99
SO/HT
x0.95 1.20 0.97 0.93 0.99 0.97 0.96 0.98 0.99 0.99 1.00
x0.999 0.96 1.12 0.96 0.94 0.94 0.98 0.97 0.99 0.97 0.97
SO/AD
x0.95 1.10 0.94 0.93 0.99 0.99 0.96 0.98 0.99 0.99 1.00
x0.999 1.01 1.07 0.96 0.98 0.96 0.99 0.98 0.99 0.97 0.97
q = 0.8
AD/HT
x0.95 1.04 1.05 1.02 1.03 1.00 0.99 1.00 1.00 0.99 1.00
x0.999 1.14 1.09 0.81 0.86 0.94 0.93 1.00 1.00 0.99 0.95
SO/HT
x0.95 0.97 1.25 0.84 1.04 0.84 0.99 0.91 0.99 0.92 1.02
x0.999 1.18 1.31 0.71 0.82 0.75 0.88 0.81 0.97 0.88 0.88
SO/AD
x0.95 0.93 1.19 0.81 1.00 0.84 1.00 0.91 0.99 0.92 1.01
x0.999 1.04 1.19 0.74 0.94 0.79 0.94 0.80 0.97 0.88 0.92
5 Application: drug-induced liver injury
5.1 Preprocessing and outline of analysis
The data that we consider in this study relates to a sample of 606 patients that were issued a
drug linked to liver injury in a randomised, parallel group, double blind Phase 3 clinical study.
ALT and TBL measurements were collected from all patients at baseline (prior to treatment)
and post-baseline (after 6 weeks of treatment) periods. Let V ji,B and V
j
i,P be the i-th baseline
and post-baseline laboratory variable respectively, measured at dose j = A,B,C and D. We
use i = 1, 2 to denote the ALT and TBL, respectively.
Instead of working with the raw data, the Box & Cox (1964) transformation is applied
initially to stabilise the heterogeneity observed in the samples. For this dataset we apply the log-
transformation and we denote the transformed data by W ji,B = log(V
j
i,B) and W
j
i,P = log(V
j
i,P ).
Consequently, we use a robust linear regression model of the log-post-baseline on the log-baseline
variable to adjust for the baseline effect, i.e. in its simplest form, the robust linear regression
of W ji,P on W
j
i,B is
W ji,P = γ
j
i + δ
j
iW
j
i,B +X
j
i , i = 1, 2, j = A, . . . ,D, (10)
where (γji , δ
j
i ) ∈ R2 and Xji is a zero mean error random variable. Here we use median quantile
regression (Koenker & Bassett 1978) which is equivalent to assuming that the error random
variable Xji follows the Laplace distribution with zero location constant scale parameters (Yu
& Moyeed 2001). The parameter estimates (γˆj1), (γˆ
j
2), (δˆ
j
1) and (δˆ
j
2), j = A,B,C,D, were found
to be all significantly different from 0 and equal to (0.48, 0.53, 0.46, 0.99), (0.40, 0.58, 0.40, 0.58),
(0.86, 0.84, 0.91, 0.74) and (0.84, 0.77, 0.86, 0.81), all indicating positive association of post-baseline
with baseline.
Our approach is based on the basic model structure of Southworth & Heffernan (2012b),
i.e. the extremal dependence of (Xj1 , X
j
2) is estimated from the Heffernan & Tawn (2004)
conditional dependence model whereas the log-baseline variables W j1,B and W
j
2,B are modelled
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independently for each dose. Under the assumption of independence between Xji and W
j
i,B
simulated samples of the post-baseline variables can be generated. In this example, the maximum
Spearman’s correlation observed was 0.10 and corresponds to the pair WB2,B and X
B
2 , whereas
all other combinations gave values lower than 0.07. The exact procedure of the simulation is
straightforward, i.e. residual and baseline samples are generated from their models and are
combined in equation (10), with γji and δ
j
i replaced by their corresponding maximum likelihood
estimates, to produce simulated samples for the log-post-baseline variable W ji,P . The simulated
sample is then back-transformed to its original scale using the inverse Box-Cox transformation.
The key differences between our modelling procedure and Southworth & Heffernan (2012b)
are related to the modelling of the baseline and the estimation of the conditional depen-
dence model parameters. Firstly, for each baseline variable we implement the univariate semi-
parametric model of Coles & Tawn (1994) as described in Section 2.1 by equation (2) whereas
Southworth & Heffernan (2012b) use the empirical distribution function. Our motivation for
modelling the tail of the baseline variable stems from the fact that it is likely to observe higher
baseline ALT and TBL in the population (post-marketing period) than in the clinical trial (pre-
marketing period). Therefore, tail modelling of the baseline is key to the simulation process as
it incorporates a natural source of extremity through model-based extrapolation. Results from
the univariate analysis are not presented in this paper but similar analyses can be found in
Southworth & Heffernan (2012a) and Papastathopoulos & Tawn (2012).
In Section 5.2 we test and subsequently select the stochastic ordering model developed
in Section 3. The effect of the ordering constraints is illustrated via estimates of conditional
quantiles for all doses and results are compared with the unconstrained estimates obtained from
the HT model. We proceed to the prediction of the probability of extreme joint elevations by
simulating post-baseline laboratory data of hypothetical populations of size 200000 using the
fitted marginal and conditional dependence models. The assessment of the uncertainty of the
estimates of extreme quantities of interest is performed via the bootstrap procedure.
5.2 Hypothesis testing and selection of dependence model
Let Y j1 and Y
j
2 be the transformed, with respect to equation (1), residuals X
j
1 and X
j
2 for each
dose j. Figure 2 shows the bivariate scatterplots of Y j2 against Y
j
1 for all dose levels. The tail
dependence between the residual ALT and TBL variables appears to be very weak for all dose
levels and a direct conclusion regarding the stochastic ordering effect cannot be made on the
basis of Figure 2. This is also justified by the estimated χ and χ¯ measures of tail dependence
(Coles et al. 1999) which are 0 for all doses.
To assess the ordering assumption, we use the likelihood ratio criterion described in Sec-
tion 3.3, and test at the significance level of 5%, the hypotheses of ordered dose dependence
in the conditional distributions of ALT and TBL given that TBL and ALT exceed a large
threshold v, respectively. For the SO model we selected a range of values v above 5, the 99.7%
quantile of the Laplace distribution. Similar results where obtained from all thresholds and here
we report the output for v = 5. Figure 3 shows the simulated distribution of the likelihood
ratio test statistic under the null hypothesis of ordered dependence. Both histograms imply
that we cannot reject the null hypothesis at 5% with stronger evidence for the distribution of
TBL given large ALT. The p-values are approximately 0.43 and 0.15, respectively. The effect
of constraining the parameter space to impose the stochastic ordering assumption between all
dose levels is shown in Figure 4 via the conditional quantile estimates obtained from the SO
model. A weak lack of ordering appears from the estimated conditional quantiles of TBL given
ALT from the HT model as shown in Figure 4 in the standard Laplace scale. The estimates
of the median conditional quantiles from the HT model are ordered above approximately the
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conditioning level 4 whereas the minimum and maximum conditional quantile estimates exhibit
a lack of ordering for the majority of the conditioning levels. The imposition of the ordering
constraints induces changes in all conditional quantile estimates which satisfy the ordering as-
sumption above the conditioning level 5. The most important change in the quantile estimates
is observed for dose A which are considerably smaller than the HT estimates, when q = 1.
The focus is placed now on the prediction of joint elevations of ALT and TBL. As stated
by FDA (2008) and mentioned earlier in Section 1, DILI is associated with ALT and TBL
exceeding the 3×ULNALT and 2×ULNTBL respectively. For ALT, the ULN is taken to be
36 units/litre and for TBL is 21 µmol/litre. Let pj(x, y) be the joint survival probability of
{ALT > x ∩ TBL > y} at dose level j = A,B,C or D, i.e.
pj(x, y) := P(V j1,P > x, V
j
2,P > y), x, y ∈ R. (11)
To estimate the survival probability (11) we follow the approach of Southworth & Heffernan
(2012b), also mentioned earlier in Section 5.1 and simulate N = 200000 post-baseline samples.
For each dose level, N baseline samples are generated from the semi-parametric model (2) and
are subsequently combined with N generated residual samples from the SO constrained Hef-
fernan & Tawn (2004) model in equation (10), with γji and δ
j
i replaced by their corresponding
maximum likelihood estimates, to produce simulated samples for the log-post-baseline variable
W ji,P . The simulated sample is then back-transformed to its original scale and the survival prob-
ability (11) is estimated empirically. To assess the uncertainty of the estimates, this procedure
is repeated 1000 times and 95% equal-tail confidence intervals are obtained from the bootstrap
distribution of each estimate.
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Figure 2: Scatterplots of Y j2 against Y
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1 , for j = A, ...,D
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Figure 5 shows the estimated survival probabilities pj(x, y) for x = 3×ULNALT and variable
y. For comparisons, estimates are reported from the SO and HT models. The imposition of the
constraints induces changes in all estimates. In particular, the survival probability estimates
from the SO model are lower than the HT model for all doses, especially in the region {y : y <
30}. This behaviour also implies changes in the upper tail and in the joint region of DILI, i.e.
when x = 3×ULNALT and x = 2×ULNTBL.
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Figure 3: Simulated distribution of the likelihood ratio test statistic described in Section 3.2
for testing the hypothesis of ordering between the four doses for the conditional distributions
of Y2 | Y1 > v (top) and Y1 | Y2 > v (bottom), where v is the 99.7% quantile of the standard
Laplace distribution. The solid and dashed vertical lines correspond to the observed statistic
and the 95% quantile of the simulated distribution, respectively.
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6 Discussion
As identified by Southworth & Heffernan (2012a,b), liver toxicity can be assessed by the joint
extremes of ALT and TBL. However, due to the limited sample size and the insufficient duration
of the clinical trial (6 weeks only), extrapolation to the tail area that identifies DILI is not
feasible for the laboratory data that have been analysed in this paper. Southworth & Heffernan
(2012b) found some dose response relationship for the probability of joint extreme elevations
but attributed this pattern to the large number of cases with ALT > 3×ULNALT in the higher
dose groups rather than an effect on TBL or stronger extremal dependence. Here, we have
developed methodology for ordered tail dependence across doses, a pattern that is potentially
triggered by toxicity but not formally assessed by Southworth & Heffernan (2012b). Based on
current biological understanding, we view this pattern as an alternative measure of altered liver
behaviour and our aim in this analysis is to formally test ordered dependence in the joint tail
area of baseline-adjusted ALT and TBL.
Our model formulation builds on Southworth & Heffernan (2012b) model and extends the
Heffernan & Tawn (2004) conditional approach, to account for stochastic ordering in the tails
for assessing DILI in multiple dose trials. Our approach consists of bounding conditional distri-
bution functions through additional constraints on the parameter space of Heffernan & Tawn
(2004) model. These constraints are used to construct likelihood ratio tests which allow model
selection and potential efficiency gains in estimation as shown mainly by our simulations for
asymptotically independent models.
Our main finding that complements Southworth & Heffernan (2012b) analysis is statistical
evidence of ordered tail dependence across doses which we view as a signal of altered liver
behaviour. Our results and conclusions predict slightly higher probabilities of extreme elevations
than those predicted originally by Southworth & Heffernan (2012b) but of the same order of
magnitude. This is possibly a consequence of the modelling of baseline variables which allows
extrapolation in the marginal tails but could also be attributed to the different robust regression
approach used here to adjust the baseline effect. Also, the predicted survival curves indicate
ordering from both unconstrained and constrained modelling approaches. This feature stems
primarily from the conditional dependence model estimates of baseline adjusted ALT and TBL
which show ordering for a range of quantiles.
Last, there are some caveats with the proposed ordering effect used as a measure of altered
liver behaviour, especially when considering highly toxic drugs for prolonged periods. If much
damage has been done so that there is no ALT left to leak into the blood, we would expect ALT
to come back down but TBL to remain high. The proposed methodology though could still be
used to monitor such patterns in longitudinal trials via tests of dose ordering at consecutive
time points.
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