I/O operations are the bottleneck of several applications due to the difference between processing and data access speeds. Hence, understanding the I/O behavior is vital to find problems and propose solutions. Thus, identifying and characterizing the I/O access pattern is important, since it reflects directly on applications' performance. With this premise, we propose an I/O characterization approach that uses unsupervised learning to cluster jobs with similar I/O behavior, using information from high-level aggregated traces. As a case study, we apply our approach on four months of activity -a total of 28, 938 jobsfrom the Intrepid supercomputer located at Argonne Laboratory. Our experimental results show that nine access patterns represent the I/O behavior in 73% of the clusters. From these nine patterns, we learn some aspects about the I/O such as the most accesses patterns are made using POSIX and small requests, also, the most patterns are accessing unique files. Lastly, analyzing the I/O workload over four months, we can notice that it is composed by several applications that spend a short time on I/O activity, but when compared to the others, the total I/O time represents a greater portion of the overall system.
I. INTRODUCTION
I/O operations in High-Performance Computing (HPC) systems are made to a shared Parallel File System (PFS), where dedicated machines act as servers [1] , [2] . These I/O operations are a bottleneck for a growing number of applications due to the difference between the processing speed and the data access speed [3] . The way those applications access their data is characterized by the I/O access patterns and are directly related to the overall applications' performance.
Features commonly considered in the literature when characterizing the access pattern are the size of the requests, the operation type (write or read) and the spatiality of requests (contiguous or 1D-strided access) [4] . The access pattern represents the way an application access its data, and it has a direct impact on I/O performance. Therefore, it must be taken into account when developing applications and configuring the file system. Consequently, identifying and characterizing the I/O behavior is important, as it can be used by HPC developers to improve current and future applications' performance [5] , [6] .
It is possible to investigate I/O operations by using profiles generated by specialized tools. These tools intercept all the I/O events to gather information. Usually, the data provided by them contains only aggregated information regarding the job's I/O requests as fine-grained tracing often imposes a burdensome overhead. Despite using aggregation, large scale systems still generate huge amounts of data. One way to handle this data to extract knowledge about the I/O operations is by using unsupervised learning.
Unsupervised learning is a subdomain of machine learning that discovers unknown patterns from data. Clustering algorithms, dimensionality reduction, and density estimation are examples of this technique [7] , [8] . These algorithms can assist in I/O characterization by summarizing vast amounts of data in useful knowledge. For instance, clustering algorithms can be used to group elements of the dataset that are more similar to each other, resulting in different classes. Additionally, no prior information about the dataset is required [9] , [10] . Therefore, such an approach can be used to attain an overview of the I/O workload.
In this way, this paper describes an approach for I/O workload characterization on supercomputers. We use an unsupervised learning technique -the K-means clustering algorithm -to identify and characterize the main I/O behaviors observed in a machine over time. Our approach uses highlevel application traces, that contain aggregated I/O statistics, from the Intrepid Blue Gene/P supercomputer at Argonne, USA. The information obtained from such characterization can guide researchers to develop future I/O optimizations directly on applications or on runtime systems. Furthermore, it can provide researchers a better idea of what a real-life scenario looks like, allowing them to evaluate their proposed techniques, ensuring that tests are covering patterns truly relevant to supercomputers.
We follow a reproducible and open methodology in our investigation. The companion material of this work is publicly available at https://gitlab.com/pjpavan/sbac-2019 and it contains all the code and analysis of this paper.
The remainder of this paper is organized as follows. Section II discuss the Related work. Section III describes the workflow to identify the I/O phases from the jobs. Section IV presents the approach to cluster similar jobs' I/O behavior using unsupervised learning. The case study of data from the Intrepid machine is demonstrated in Section V. Section VI concludes this paper, summarizing our findings and pointing future work perspectives.
II. RELATED WORK
In the HPC context, a wide range of factors can negatively impact I/O performance. These factors were evaluated in several studies as in [11] , [12] , [13] , [14] , [15] . Moreover, understanding and characterizing a platform can provide extra insights on how the applications should perform I/O operations to obtain the best performance and thus, mitigate these negative factors.
Zoll et al. [16] studied a set of application-side I/O traces from the cluster of the Advanced School for Computing and Imaging (ASCI). Their traces were obtained with the strace tool, ranged from tens of seconds to half an hour, and included two scientific applications and three benchmarks generated with IOR benchmark. They concluded that a Markov model could not represent the request arrival rate of applications' I/O streams because they present self-similarity. They proposed a stochastic model to predict I/O arrival rate. Wang et al. [17] studied request size behavior from the same traces and showed that the most applications performed large numbers of small requests (from a few bytes to 1 MB) in small time intervals.
Kim et al. [18] , [19] characterized the scientific workload of the Spider (Lustre) HPC storage cluster from Oak Ridge Leadership Computing Facility (OLCF). They considered the system utilization, the demands of read and write operations, idle time, and the distribution of read requests to write requests. The study demonstrated that the bandwidth usage and the inter-arrival time of requests could be modeled as a Pareto distribution.
To motivate their work on cross-application coordination, Dorier et al. [20] used data from the Parallel Workload Archive, from the period between January and September 2009. Through a simple, optimistic model, they used the distribution of some concurrent jobs to show that there was a high probability of having multiple applications concurrently performing I/O operations, even when applications spent as little as 5% of their execution time on I/O. Luu et al. [21] analyzed the Darshan logs of a million jobs executed during 2013 over two supercomputers. They demonstrated that almost a third of the jobs had an aggregated throughput of no more than 256 MB/s. Additionally, despite the existence of high-level parallel libraries, three-quarters of the jobs used only POSIX to perform I/O.
Liu et al. [22] proposed AID (Automatic I/O Diverter) a system that performs automatic application I/O characterization and I/O-aware job scheduling. AID analyzes existing I/O traffic and batch job history logs, without any prior knowledge on applications or user/developer involvement. They evaluated AID on Titan supercomputer, using real applications, and they confirmed that AID is able to (1) identify I/O-intensive applications and their detailed I/O characteristics, and (2) significantly reduce these applications' I/O performance degradation/variance by jointly evaluating outstanding applications' I/O pattern and real-time system l/O load.
Xie et al. [23] , the authors presented a characterization of the storage performance of the Cray XK6 Jaguar supercomputer while examining the implications of those results for application performance. They observed and quantified limitations from competing traffic, concurrency, interference and stragglers of write operations on shared files.
Similarly to the related work discussed so far, we seek to better understand the HPC application's behavior from their I/O operations. Differently from Zoll et al. [16] and Wang et al. [17] , we used as a basis for our analysis the traces obtained transparently by the Darshan tool. Also, we present an approach about the I/O characterization, not only a analyze about the data.
On the other hand, some studies used clustering techniques to understand the applications' behavior, but not with I/O scope. Mishra et al. [24] clustered similar applications executed over Google Cloud Backend using K-means algorithm. They show that the tasks execution time is bimodal in that tasks either have a short duration or a long duration, most tasks have a short duration, and most resources are consumed by a few tasks with a long duration that has large demands for CPU and memory.
Similar to the aforementioned work, Di et al. [25] characterized Google applications, based on a one-month Google trace with over 650k jobs running across over 12000 heterogeneous hosts. They classify applications using K-means and shows the number of applications in the clustering sets follows a Paretosimilar distribution.
Calzarossa et al. [26] presents a survey of workload characterization with a focus on web workloads as well as on the workloads associated with online social networks, video services, mobile apps, and cloud computing infrastructures. They discussed the peculiarities of these workloads and presented the methodological approaches like clustering and modeling techniques applied for their characterization.
As these studies, we used unsupervised learning to clustering similar jobs. However, we use this approach to clustering jobs with similar I/O behavior and characterized them by access pattern using I/O phases concept.
III. IDENTIFYING I/O PHASES
In this paper, we consider the access pattern as characterized by the interface, type of operation, spatiality, and request size, all reported by Darshan I/O profiling tool [27] . Darshan describes a representation of the job's I/O behavior, reporting aggregated I/O statistics such as the access pattern, time and number of operations, among other information.
Because we are using aggregated information about the jobs, such as average request sizes and total amount of accessed data, it is not straightforward to split the execution into temporal I/O phases described by their access patterns. That is the case because the temporal behavior is partially lost when aggregating statistics about the execution. However, generating finer-grained traces is not considered to be feasible in practice, due to higher imposed overhead to applications and large amount of data being used for traces. We use the concept of I/O phases to identify intervals where I/O operations are made using a particular access pattern. Since we are using the timestamps reported by Darshan, which express the time of the first and the last operations of a given pattern, we cannot assure that throughout that entire period I/O operations are indeed happening, but we can be sure that if any I/O operations are happening those patterns will characterize them. Table I details The available interfaces in our characterization of the access pattern are MPI-IO, POSIX, and STDIO. For both, read and write operations can be performed. For the MPI-IO's operations of access, spatiality can be collective or independent, accessing a unique or shared file. For POSIX, the spatiality can be consecutive or sequential accesses; accessing a unique file or a shared file. The difference between consecutive and sequential accesses is that consecutive occur when multiple accesses are immediately adjacent, while sequential happen at a higher offset than all the previous accesses. For STDIO, the spatiality of access only features to access to a single file or a shared file. Lastly, the request-size are available to MPI-IO and POSIX interfaces.
In order to extract the I/O phases, we used data from different jobs, collected using the Darshan tool that stores it in a binary format. In order to extract and transform the necessary data for our analysis, we used the darshan-parser tool, available with Darshan. It transforms the binary file into a text file, which contains all the counters related to the I/O operations collected by the profiler.
The text-format file generated by the darshan-parser is organized into two sections as Fig. 1 depicts. At the beginning of the file, stored in key-value pairs, there is data describing the execution: application name, job identifier, and the execution time. The remainder of the file contains the measurements of each counter as captured by Darshan, relative to each file opened by the application. Each line presents a tabular format. The counters represent the number of operations (read, write, seek, stat), using multiple interfaces (POSIX, MPI-IO, STDIO), histograms of access sizes, and cumulative time spent in each operation.
We implemented a script in Python to extract the counters relevant to our analysis and save them in a compressed JSON format. Those counters are in two classes: the first class refers to timestamp counters, these report the opening and closing times for each file, the number of operations of a given type and interface, and the cumulative time spent in I/O operations. The second class is performance counters, these indicate the fastest and slowest rank to execute a given operation, and the Using the previously extracted information saved in compressed JSON, we collect each access pattern detected for each job, with start and end times, and save it in a CSV file. At this point, we have all the initially extracted I/O phases of each job, with their access pattern characterization. As these phases can overlap in time, we use the GenomicRanges [28] R library to combine overlapping periods into new phases, characterized by the union of their concurrent behaviors. Fig. 2 shows the workflow to convert the Darshan binary file to the I/O phases. As explained in this section, there were several steps to arrive at the final result of the I/O phases. Each step was an important choice, either to reduce storage space or to increase the speed of data processing.
The final result of the I/O phases identification workflow can be seen in Fig. 3 the approach described so far. It is possible to see intervals that represent different combinations of access patterns. For instance, the three I/O phases in purple demonstrate that during that period, it was observed read and write operations to individual files using the STDIO interface. Furthermore, that access pattern repeats itself and appears in equally spaced intervals interleaved with additional MPI-IO write operations to a shared file, in yellow intervals.
IV. UNSUPERVISED LEARNING APPROACH
The previous section described the methodology we used to identify and characterize each job by its I/O phases. Similarly, the entire supercomputer I/O workload can be characterized using such an approach, by applying it to each job individually. To be able to handle a massive amount of jobs, we apply an unsupervised learning technique to group the jobs that present similar behavior. The resultant groups are the result of a clustering algorithm; in our case, we employ K-means. The K-means algorithm aims to partition M data points in N dimensions into K clusters, seeking to minimize the withincluster sum of squares (WSS) [29] . In our approach, each job with similar I/O phases is allocated to the closest cluster. The distance between each observation and a cluster is calculated using the Euclidean distance between the observation and the cluster's center. After each iteration, each center is updated as the mean of observations that belong to that cluster.
In our characterization method, M is the number of jobs, and N represents all the distinct phases detected in all the jobs considered in our analysis. In order to decrease the number of considered I/O phases, we characterized each job by its four most representatives I/O phases, which are the ones that account for most of its time spent in I/O. These four I/O phases represent about 90% of I/O time. The K parameter, the number of clusters, is found using the Elbow [30] and Silhouette [31] , [32] methods. To create the M × N matrix, we match the jobs with their phases, where each cell accounts for the percentage each I/O phase represents of the time spent in I/O by that job. We used the K-means implementation from the Scikitlearn [33] library for Python 3.
The Elbow method shows the distortion for each K tested. This distortion is a result of the cost function that is the sum of the minimum values from the Euclidean distance between each value from M and the centroid of each cluster, divided by the number of observations. When the distortion makes an elbow shape in the chart, that indicates the optimal K, as adding more centroids would not reduce the distortion in a way to justify adding those new centroids.
The Silhouette reveals how close each observation in one cluster is to observations in a neighboring cluster. The Silhouette coefficient is measured in the range [−1, 1]. When this coefficient is near 1, it indicates that the observations are far away from a neighboring cluster. On the other hand, when this value is 0, it indicates that the observations are on or very close to the decision boundary between two neighboring clusters. Negative values indicate that those observations might have been assigned to the wrong cluster.
V. CASE STUDY: I/O CHARACTERIZATION OF THE INTREPID SUPERCOMPUTER
As a proof-of-concept of our proposal, we apply the method described in Section IV, to characterize the I/O workload of Intrepid Blue Gene/P supercomputer. This machine had its I/O profiled by Darshan, and all the data is available in the ALCF I/O Data Repository 1 . The repository contains a collection of anonymized log files from jobs executing scientific applications.
Our analysis uses data from four consecutive months (April to July 2012). This raw dataset has a total of 22 GB. After the process of extracting the I/O phases and clustering the jobs, we reduced this data to 66.8 MB. Table II details We consider each month separately, aiming at detecting transient patterns and repeated ones. For each month, we applied the K-means algorithm with K ranging from 3 to 20, as we explained in Section IV. The Elbow and Silhouette methods were used to seek K value. Fig. 4 depicts the silhouette scores, a simplified result of the Silhouette method. Each color represents a month. The x-axis represents the values of K, and the y-axis the score. Each arrow indicates the K chosen for each month as the best distribution between the clusters, i.e., 11, 10, 7, and 5. The closer to 1 the score of the tested number of clusters is, the better the jobs' distribution. But the choice of K that best represents the distribution in the case of Silhouette does not always present the best in the case of Elbow. Therefore, these K values are chosen from a visual analysis over the Elbow and Silhouette plots results. The extra information about the clustering in each month, included the Elbow and Silhouette plots and a table containing a summarize these results, can be accessed in the companion repository. It is possible to notice that each month had a different value for K. Such difference illustrates that there are different I/O behaviors in each month and that there is not a unique value for K that could be used for all the months. Hence, the I/O behavior can change over a period of time.
After the execution of K-means for each month, we seek to characterize each cluster by its main I/O phase. We selected from each cluster the most representative phase by taking the highest average percentage of time spent in I/O. That resulted in 33 phases, one per generated cluster. From these, 24 clusters are characterized by only nine phases.
Table III details these nine I/O phases that are representative for more than one month. The first column presents a label for the phase characterization. The second column describes the characterization, and the last one presents the months when each phase was detected. We selected these nine phases because they occur in more of a cluster through the months, and that are the representative phases of the machine's workload. That means they would be a promising focus for optimization techniques.
From these nine phases, some aspects of the machine's I/O workload can be pointed. For instance, most of the representative patterns use the POSIX interface, the maximum observed request size is of 10 MB, and the minimum is close to zero bytes. Also, these representative patterns are most often to unique than to shared files. Table IV shows the clustering results over the nine I/O phases in each month. The Cluster column shows the cluster label in the K-means' results. The column Phase Characterization following the same notation as in Table III . The I/O percentage column represents how many I/O time was spent by the jobs. The column Jobs indicates the number of jobs in that cluster, and the last column Phases shows the remain I/O phases that exist in the group.
We can notice that the cluster 0 in every month is characterized by A, these clusters have, on average 2.41% of the execution time spent in I/O. We can also notice a high number of jobs, and a high number of I/O phases that are part of this cluster but are least representative. These least representative I/O phases spend less I/O than the representative phases. Ultimately, these clusters represent the jobs that made fewer I/O operations.
The A I/O phase occurred one more time in the cluster 5 in April. In this case, 104 jobs were characterized by it; they spend 69.52% of the time performing this access pattern. More than one cluster of the same month with the same I/O phases characterization occurs because the most representative phase of each cluster is the one that accounts for most of its 
A. I/O workload analysis by month
The I/O workload was analyzed by month using the characterization of each cluster. To understand the distribution of the workload, we used the sum of the I/O time from each job present in each cluster. It provides an I/O overview by month. Fig. 5 shows the sum of the time spent in I/O by all jobs in each clusters obtained for each month. The x-axis shows the clusters represented by their most representative I/O phases, following the same notation as in Table III. Among the identified behaviors, two phases (A and F) were representative in all studied months. Groups represented by A account for 59%, 26%, 46%, and 24% of the I/O time throughout the four months. On the other hand, F accounts less than 0.5% in each month.
Other relevant phases appear throughout the months. For instance, in April, group D with 29% of the I/O time. In May there are three groups H, I, and M with 30%, 19% and 18% respectively. In June, cluster I represents 50% of the accesses. In the last month, there are two clusters, I with 32%, and cluster O, with 41% of the I/O time. Table III . When we look at the average time spent in I/O by different groups, we have more information about these phases. Pattern A has an average I/O time of only 2.41 seconds, despite being a representative phase in all months. It means that A phases tend to be very short, but this pattern is still representative because it happens in a large number of jobs (e.g. 5, 336 jobs in April). In contrast, phases D, I and O have long average I/O times but happened for a smaller number of jobs (for instance, the group I contains 79, 128 and 173 jobs in May, June, and July).
Phase Characterization Month
If we interesting in apply optimizations to improve the performance of A phase in the system, our analysis points that individual applications would not observe large performance improvements. However, since these phases account for a large portion of the time spent in I/O in the machine, the small performance improvements would accumulate over time. However, optimizations targeting phases D, I, and H would impact applications performance more and system performance less.
We applied our proposed approach to a dataset from four months of activity of the Intrepid machine. By identifying jobs by their most representative I/O phases and clustering jobs with similar I/O behavior, we identified access patterns that are representative of the machine's I/O workload. From 33 clusters, 24 are represented by only nine access patterns. The characterization of these patterns shows that most accesses were done through POSIX with small requests. These patterns give potential targets for optimization techniques. Moreover, the analysis of the total and average time spent in I/O with different patterns paint a picture of the behavior of applications in this system, and of the improvements one could observe by applying optimizations.
VI. CONCLUSION AND FUTURE WORK
The I/O behavior is a significant aspect of HPC applications' overall performance. Furthermore, I/O is the performance limiting factor for many parallel applications. Hence, it is crucial to understand the I/O workload of real applications on HPC platforms. In this paper, we proposed a strategy for the I/O workload characterization of supercomputers applications using unsupervised learning. The characterization of the jobs I/O behavior is constructed using execution traces. These traces consist of aggregated events of different internal job operations that are manipulated to extract each one of the I/O phases. Next, a clustering algorithm (K-means) uses these data to group jobs of similar behavior, providing a characterization of the supercomputer job I/O. We used a larger dataset -four months of activity in the Intrepid supercomputer, 28.938 jobs -as a case study for our approach.
We identified nine access patterns that alone represent 24 out of 33 clusters; thus, these nine patterns represent 72.2% of I/O behavior in the clusters. The characterization gives us general insights about the machine I/O workload. For instance, we learn that most of these patterns use POSIX and small requests. Together with the information of total and average I/O time spent by the cluster of jobs, we can have an idea of the improvements one could expect by optimization techniques (and what patterns these techniques should target). Also, we can notice that it is composed by several applications that spend a short time on I/O activity, but when compared to the others, the total I/O time represents a greater portion of the overall system.
Another interesting point found using our approach was the reduction of the storage space needed to store the system workload information. Therefore, after running the approach, we reduced from 22GB of raw data to 66.8MB of I/O workload data ready to statistics analysis.
As we followed a reproducible and open methodology in our investigation. The companion material of this work is publicly available at https://gitlab.com/pjpavan/sbac-2019 and it contains all the code and analysis of this paper.
In addition to providing information to guide system improvements, such an analysis can provide valuable information to researchers from the parallel I/O field. Notably, knowing what are the representative patterns allowsfor an adequate evaluation of new proposed techniques, and is also useful for simulation of HPC systems. Future work includes the use of this approach in other data sets and the exploration of new clustering algorithms for the characterization.
