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ABSTRACT 
A randomized strategy or a convex combination may be represented by a 
probability vector p = (Pl  . . . . .  p,,). p is called sparse if it has few positive entries. 
This paper presents an approximation lemma and applies it to matrix games, linear 
programming, computer chess, and uniform sampling spaces. In all cases arbitrary 
probability vectors can be replaced by sparse ones (with only logarithmically many 
positive entries) without losing too much performance. 
1. INTRODUCTION 
We present he following 
APPROXIMATION LEMMA. Let A = (aij) be an m × n matrix over 
the real numbers with 0 <~ aij <~ 1 for  1<~ i <~ m, 1 <~j <~ n. Let p = 
(Pl  . . . . .  Pro) be a probability vector, i.e., 0 <~ Pi for all i and ~"=1 Pi = 1, 
and ~ > 0 any positive constant. Then there exists another probability vector 
q = (qi . . . . .  qm) with at most k = [(log 2n) /2~ ~] many positive coordinates 
qi such that 
I~_ ,p ia i j - -~. ,q ia , j ]<~.E for all j= l  . . . . .  n. 
I I i=1  i=1 
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More precisely, the probabil i ty vec'tor q can be chosen such that qi = k i /k  
with natural numbers k i fi~r all i = 1 . . . . .  m. q is called an e-approximation 
to p. 
Here log(.) means the natural ogarithm, and [xl = min{k ~ 7/Ik >/x} is 
the function that rounds to the next larger integer. 
Observe that the bound k in the lemma depends only on the number n 
of columns of A and on the approximation level ~, but not on the number m 
of rows, the entries aij of A, or the probabilities Pi" 
The paper is organized as fbllows: In Section 2 we illustrate some 
applications of the approximation lemma to matrix games, linear program- 
ming, computer chess, and uniform sampling spaces. Section 3 contains the 
proof of the lemma. In Section 4 we have a look at algorithmic aspects of 
constructing the sparse probability distribution q. In Section 5 we show that 
the bound k = [(log 2 n) /2  e 2] is asymptotically optimal up to the multiplica- 
tire constant 4 log 2. Section 6 contains a discussion of miscellaneous ideas. In 
particular, in Subsection 6.C we formulate a slightly more general version of 
the approximation lemma. 
2. APPLICATIONS 
A. Matrix Games 
In the theory of zero-sum matrix games the following theorem holds (see 
for instance the books [14] and [22] as references). 
TttEOREM. For every m × n matrix A with real-valued entries there is 
some v ~ ~ and two probabil ity distr ibutions p = (P l  . . . . .  p,,,) and r = 
( r  I . . . . .  r,,) such that 
(i) •'i"=l Piaij >t v fi~r all j = 1 . . . . .  n, 
(ii) F,~' l a,jr j  ~ v fo r  all i = 1 . . . . .  m. 
v = v(A) is called the game-theoretic value or minimax value of A. The 
distributions p and r are optimal randomized strategies for Max and Min, 
respectively, p and r need not be unique, whereas the value v(A) is unique. 
In the case of m >i n, Max can choose his optimal strategy p in such a way 
that at most n of the p~ are positive [14, Theorem 2.4.3, p. 50]. 
A strategy q = (ql . . . . .  q,,,) for Max is called an e-approximation for A if 
Y'~q~aij >~v(A)  - e for all j = 1 . . . . .  n. (2.1) 
i=1  
APPROXIMATIONS TO RANDOMIZED STRATEGIES 341 
The approximation lemma (called the AL in the sequel) guarantees the 
existence of 6-approximations with at most [(log 2n) /26  z ] many positive q~ if 
the entries of A are all in the interval [0, 1]. From the proof of the AL 
in Section 3 it will follow that even [(log n) /262  ] positive qi will suffice 
for 6-approximations. This stems from the one-sidedness of the inequalities 
(2.1) [Eqiaq <~ v(A)  + 6 is not required]. From Section 5 it will follow 
that there are matrices A where every e-approximation for Max requires 
l~((log n) /62)  many positive q~. 
Similar approximation results with only "logarithmic randomization" also 
hold for bimatrix games where the payoffs for the two players are fixed by 
two different matrices A and B. 
B. L inear Programming 
Consider the following special type of linear program: Maximize Ei"~ 1 ci xi 
under the constraints 
x~ /> 0 for all i, 
~x~< 1, 
i=1  
a l lX  1 + . . .  +amlx  m <~ b 1, 
a lnX  1 + ...  +amnX m <~ b n. 
1 Assume that 0 ~< c~ ~< 1 for all i, 0 <~ a~j ~< 1 for all i , j ,  and g~< bj ~< 1 for 
all j. Let ( Yl . . . . .  ym) be an optimal solution with C := Z~'_- 1 ci Y~ ~< 1, and 
e > 0 a constant. 
Then there is some other admissible vector (z  1 . . . . .  z m) such that 
(i) Eim__l CiZ i >/ C -- 36, and 
(ii) at most [[log2(n + 1)] /2e z] many of the z i are not equal to zero. 
Proof. Let  Y0 = 1 - E m i=1 Yi" Then (Y0, Yl . . . . .  y,,) is a probability 
distribution. By the AL there is another probability distribution z '= 
(z(', z 1,' . . .  , z' m) such that 
(a) O. Z'o + aljz'l + "'" +amjZ',, ~<~ bj + c for all j = 1 . . . . .  n, 
(b) E m ' ~=l c~z~ >1C-  6, and 
(c) at most [[log 2(n + 1)]/262 ] many of the z'~ are positive. 
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Now modify z' to z by setting 
for i = 1 . . . .  ,m. 
From (a) we get for all j 
aij~i l + 2,~ aij~i <~ + 8)  i=1 ~=1 1 + 2~ J 
~< ( i -  2e)hj + ~=bj  + e(1 - ,2b j  ) ~<bi, 
I 
as bj >~ 72. 
From (b) we get 
c,< ciz', > / - - (c  - ~) 
i=1 1 + 28 i= 1 1 + 2*  
> (1 -  2e)C-  e= C-  e(1+2C)  >~ C-3e .  • 
1 If instead of bj >1. 72 we demand bj >/ 6> O, part (i) of our result is 
weakened to 
(1) 
i=lc~zi > C-  1 + ~ e. 
The following example shows that these "'strange" lower bounds on the bj 
are necessary to guarantee s-approximations with few positive zi: Consider 
inequalities x i ~< 1/m for i = 1 . . . . .  m and c i = 1 for all i. Then 
(1/ra . . . . .  l /m)  is an optimal solution with C = 1. But any feasible point z 
with only k positive z~ has Y,'/'_tc~z~ <~ k /m.  
C. Linear Evaluation Functions in Computer Chess and Other Ganu3s 
A standard technique in computer game playing is game-tree search. The 
core of the basic Shannon A-strategy [23] is as follows: The game is repre- 
sented by a rooted tree. The nodes of the tree are legal positions; the arcs of 
the tree stand for the moves, The root is the current position for which a 
move decision has to be made. 
In real-world games like chess or go the whole trees are terribly large. So 
in computer game playing only a rather "'small" part (the search tree) of the 
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tree is built up; and the strengths of the artificial leaves of this search tree are 
estimated by evaluation functions based on heuristic values. Often such 
an evaluation function f is a convex combination of elementary evalua- 
tion functions f l  . . . . .  f,~, i.e., f = ~i"--J Pifi for some probability vector 
(P l , ' . . ,  P,,). Typically the number m is rather large. 
Now assume that there is some "perfect" evaluation function f= 
Y?i"= 1 Pifi, for instance for the game of chess, with the following properties: 
(i) 0 ~<fi(x) ~< 1 for every chess position x and every f~; 
(ii) 6<f (x )  ~< 1 for every position x that is a game-theoretic win for 
player White, 
3 <f (x )  < 4 ~ for every x whose game-theoretic value is a draw, 
1 for every x that is a game-theoretic loss for White. 0 <~f(x) < 
(It is currently unknown for what classes {fl . . . . .  f,,,} of elementary functions 
such a convex combination exists.) 
In the game of chess there are less than 1053 legal positions. So we may 
± and conclude: If  an f like the above apply the AL with n = 10 .53 and e = v, 
exists, there exists also another probability distribution q = (ql . . . . .  q,,,) such 
that q and the convex combination g = F-.qJi satisfy 
(i) at most [log(9~ x 105'3)/2 x (3) 2] = 3007 many of the coefficients qi are 
not equal to zero; 
( i i )  ,5 < g(x)  ~< 1 for every x that is a game-theoretic win for White, 
7 < g(x) < 5 7 for every drawing position x, 
for every x that is a game-theoretic loss for White. 0 < g(x)  < 7 
So the "'simple" function g (with at most 3007 terms) is also a perfect 
separator of the three classes White-wins, draw, and White-loses. 
In the game of go on the 19 x 19 board there are less than 3361 legal 
positions. As there are no draws in go (by the komi rule), we may assume a 
perfect evaluation function f = Y'. Pifi with the properties 
(i) 0 <~fi(x) < 1 for every position x and every fi; 
'~ <f (x )< 1 for every position x that is a game-theoretic win for ( i i )  
Black, 
i 0 <~f(x) < ~ for every x that is a game-theoretic loss for Black. 
I Applying the AL with n = 3361 and e = 7, we see that the existence of an f 
as above implies the existence of another convex combination g = ~'i= l qi~ 
such that 
(i) at most [log(2 × 3361)/2 × (¼)2] = 3179 of the coefficients qi are not 
equal to zero, 
1 (ii) y < g(x)  ~< 1 for every Black-win x, 
1 0 <~ g(x) < ~ for every Black-loss x. 
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Of course, similar statements can be made for many other games, even 
for games with a random element like backgammon. 
In the computer-chess community there is contimlal discussion about 
"knowledge versus search" [8]: Should one use more complicated evaluation 
functions and smaller search trees, or vice versa? Our result may be seen as a 
hint that very complicated convex combinations of elementary functions will 
not be the royal road to optimal computer chess play [5]. 
D. Uniform Sampling Spaces 
Consider a finite set C = {1 . . . .  , m} and functions f i :C  ~ [0, 1] for 
i = 1 . . . . .  n. Let c~ = (1/m)Y~)'~=l f~(j) denote the average level of f,. Given 
some approximation level e > 0, we are interested in small subsets B c C 
such that the average levels 
1 
,13[ .I ~ B 
of fi on B satisfy [c i - b~l ~ e for all i. The set B is called an s-uniform 
sampling space for {fl . . . . .  f,,}. 
From the AL we see that there exist s-uniform sampling spaces with at 
most k = [(log 2n) /2  e 2 ] many elements. Observe that this k depends on n 
and e, but not on the size m of the set C. 
EXAMPLE. Let C = { + 1, - 1} t be the t-dimensional hypercube. We 
look at bilinear functions 
t ¢ -1  t 
. . . . .  x,) = E d, xr + E E 
r= l  r= l  s=r+l  
with d r E {0,  1}, dr. ~ ~ {0, 1} for all r, s and renormalize them to fi = 
(1/ei ) f [  + 1 by appropriate constants e i ~ ~+ such that 0 ~<f~(x) ~< 1 for 
all x ~ C. There are n = 2 t X 2 (~) = 2 t(t+l)/2 many different choices for 
the d r and drs. But log2 t(t+l)/2= [t(t + 1)/2]1og2; hence this class of 
functions has G-uniform sampling spaces with only quadratically many ele- 
ments in t, whereas the set C has exponentially many elements in t. 
Analogous results hold for trilinear and higher multilinear forms. 
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The existence of the probability vector q in the lemma is proved by a 
random-choice argument [11]. 
The matrix A has m rows 1, 2 . . . . .  m. We define k independent and 
identically distributed random variables X 1 . . . . .  X k with values in {1 . . . . .  m} 
and Prob{X 1 = i} = Pi for i = 1 . . . . .  m. The probabilities qi = k i /k  will 
result from the X t on setting 
k, = #{t ]  I ~ t ~ k and X t = i}. 
In our proof we will use an exponential upper bound for the probability of 
large deviations in sums of independent and bounded random variables. 
HOEFFD1NG'S INEQUALITY [12]. Let Y1 . . . . .  Yk be independent random 
variables with 0 <~ Yt <~ 1 fo r  each t, let Y = (1 /k )~_  1 Yt, and let EY  be its 
expectation. Then for  all ~ > 0 
(i) erob{Y - EY  >~ ~} <~ exp{-2e2k} ,  and 
(ii) Prob{Y - EY ~< -~} 4 exp{-282k}.  
See also the survey paper of McDiarmid [21] for a nice presentation of 
this inequality and many applications. 
Now fix some column j of  A. Setting Yt = ax,j, the variables Yt satisfy 
0 ~< Yt ~< 1 and EY t = S,'i"=l Pi aij for all t. Hence, we can apply Hoeffding's 
inequality to get an upper bound for the probability that the deviation for 
column j is larger then ~: 
Prob i PiaiJ - -k t -  ax'j > ~ <2exp( -2~2k)"  
We can write '" > " and " < " instead of "' >/ " and " ~ "', respectively, as the 
X t have only finite ranges. 
Combining these results for all n columns, we get 
Prob p~ aij - -£ ax, j > ~ for at least one column j
i=1  t= l  
--  ax ,  j > ~< Prob Piay -k t 
j= l  i=  = 
< 2n exp( -2~2k) .  (3.1) 
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Choosing k >/(log 2n)/'2~ 2, this last term becomes maller than or equal to 
1. Hence the random construction gives deviation ~< e tbr all columns with 
positive probability; hence there must be at least on realization of (X 1 . . . . .  X k) 
with the desired property. 
4. ALGORITHMIC ASPECTS OF THE APPROXIMATION LEMMA 
The approximation lemma is an existence result. The proof only says: "If 
you choose k rows independently according to the distribution p, then the 
resulting distribution q [with q~ = ( l / k )  (row i in the k-sample)] is an 
e-approximation with probability > 0." 
There is one crude way to turn this statement into a fast probabilistic 
construction: by allowing slightly more than k = [(log 2n) /2e  2 ] many inde- 
pendent choices, namely k' = [(log 4n)/2e 2] many. The resulting distribu- 
tion q' (with at most k' many positive q~) will he an s-approximation to p 
with probability > g~ [see (3.1) in Section 3]. If this first trial of k' row 
choices is not successful, make an independent second trial and so on. On the 
l I average less than 1 + ~ + ~ + . . . .  2 trials of k' choices each will be 
needed. 
However, in practice a strategy with a sequential stopping rule and several 
trials will typically give better esults: Pick the independent rows one by one, 
and after each step cheek whether the resulting distribution is an e- 
approximation. Stop if so; otherwise continue. If after k' steps the distribution 
q' is still not acceptable, stop. 
Repeat this procedure several times. With very high probability (> 1 - 
2- '  for t trials) there will have been at least one successful trial. From all 
successful trials choose the shortest or the "best" one. For many distributions 
p and matrices A the bound k from our proof will not be tight. Especially in 
these cases, a sequential strategy like the one described above will need less 
time and produce better esults on the average. 
In [17] the complexity of random number generation is investigated. A 
random choice according to a distribution (Pl . . . . .  p,,,) costs approximately 
H(p) fair coin flips on the average. Here H(p) = -~,'i"=J Pi log2 Pi is the 
information-theoretic entropy function (note the base 2). So one trial to 
generate the e-approximation q will cost about k'H(p) fair coin flips, 
whereas the resulting distribution q will have entropy H(q)<~ log k' = 
log log n only. 
An interesting task will be to replace the probabilistic onstructions above 
with a fast deterministic one. 
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TABLE 1 
1 1 1 0 0 0 
1 0 0 1 1 0 
0 1 0 1 0 1 
0 0 1 0 1 1 
OPEN PROBLEM. Are there fast deterministic algorithms for the genera- 
tion of C-approximations q with at most [(log 2n) /2~ 21 many positive qi? 
Maybe this problem can be solved by using the method of conditional 
probabilities, as described in [6]. 
5. THE CONVERSE 
In this section we show that the upper bound (log2n)/262 in the 
approximation lemma is asymptotically (for large n) optimal up to the 
multiplicative constant 4 log 2 = 2.77. This is done by using matrices with 
entries from the two-element set {0, 1} only. Let us start with a simple 
example. 
Let m be some even integer and d = m/2. We investigate a matrix A (n) with m rows and n = d columns. The columns are the collection of all 
{0, 1} vectors of length m with exactly d 1-entries and d 0-entries. Table 1 
shows such a matrix for m = 4. We have 
m)  1 2"  ; 
d > / - - ×  m+ 1 
hence log n >~ m log 2 - log(m + 1) -~ m log 2. 
Now assume some real-valued vector ( Pl . . . . .  Pro) with El"_- 1 Pi = 1 and 
at most d many positive Pi. Then there is some column (c 1 . . . . .  c m) in 
A such that E~"--1 pick = 1. Hence every e-approximation (q l  . . . . .  qm) to 
the uniform distribution (1/m . . . . .  l /m)  requires at least m/2 + 1 many 
1 positive qi if e < 7- 
log 2 n m 
2" (1)2 "~ (21og2)m = (41og2)~- .  
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The general converse for fixed e in (0, ½) is formulated in 
THEOREM 5.1 .  Consider an even integer m >I-2 and some constant 
0 < e < ½ for  which (½ + f )m/2  ~ ~. Then there exists a matrix A with m 
rows and at most n = 2 4 . . . .  (m4/4) log m + 1 columns with m/2  O-entries 
and m/2  1-entries in each column, such that for  every real-valued vector 
(P l  . . . . .  Pro) with ~'~'=l Pi = 1 and at most m/2  many Pi ~ 0 there is some 
column (c l, . c,,) in A for  which ~"~ • " , ~=l p~c~ >1 (=2 + e). 
Hence in particular every 6-approximation to the uniform distribution 
(1 /m . . . . .  l /m)  requires at least m/2 + 1 many positive entries if 6 < e. 
Observe that not only probability distributions (Pl . . . . .  p,,,) are covered by 
this result. 
Ignoring the term + 1 in the expression for n and later the log m terms, 
we have 
log 2 n 
2e 2 2e 2 
4 log m + log log m - log 2 + 4e2m log 2 
= (2log 2) m. 
Hence the approximation lemma is optimal up to the multiplieative factor 
4 log 2. 
The proof of Theorem 5.1 is rather complicated. All its details may be 
found in the technical report [4]. In this paper we sketch the key ideas only. 
We start with some notation, l_~t M = {1 . . . . .  m} be the set of rows, let S be 
the set of all subsets of M with d := m/2 elements, and let X be the set of 
all ordered sequences (x 1 . . . . .  x,i) such that {x~ . . . . .  x a} ~ S. 
Next we show how the continuous problem (Theorem 5.1 makes a 
statement for a continuous et of probability distributions) can be reduced to 
a discrete one. 
LEMMA 5.2. Let (c 1 . . . . .  c,l) ~ {0, 1} d with E~=I c, >~ (½ + e)k  for  all 
1 k = 1 . . . . .  d -  1, and y~l=~e, = (½ + e) d. Then E'/=~ p,c~ >~ 7 + 
for  all real-valued vectors (Pl ,  , Pa) with Pl >~ Pz >1 "'" >1 P,z and 52 '~ • " "  i = l  
p~ = 1. 
Thus, in order to prove the theorem, we only need the following state- 
ment: For every ordered sequence x = (x 1 . . . . .  x a) ~ X there is some 
column (c~ . . . . .  c,,) in A such that 
k d 
~c~ ~>(½+e)k  forall k= l  . . . . .  d - l ,  and ~-'~ex =(½+e)  d. 
i= l  i=1 
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The existence of a matrix A with this property will be guaranteed by an 
application of the 
COVEaING LEMMA [3]. Let H = (X,  8") be a f inite hypergraph with 
min x~ x deg x = r. Then there exists a covering o f  X by a set C c 8" o f  
hyperedges where 
18"1 
IcI ~ loglXI + 1. 
r 
Here a hypergraph is given by a set X of vertices and a set 8" = 
{E 1 . . . . .  E t} of subsets of X, the hyperedges. For x ~ X we write deg x = 
I{E i ~ 8"Ix ~ Ei}l. In our application X is the set of ordered sequences 
x = (x 1 . . . . .  Xd), and g" is the set of columns (c~ . . . . .  c m) ~ {0, 1} m with 
E~"__ 1 c i = d. A vertex x = (x 1 . . . . .  x d) is called an element of the hyperedge 
c = (c 1 . . . . .  c m) if 
k 
i=1 
d 
ECx =(½ +e)d. 
i=1 
for all k = 1 . . . . .  d -  1, and 
(5.1) 
We have[X l=m(m-  1 ) . . . (m-d+ 1)~<m ~t. 
Now the auxiliary set S comes into play. We say that a hyperedge 
(c 1 . . . . .  c,,,) touches a set Z={z  1 . . . . .  z d} ~ S if Ed=lc~,=(½ + e)  d. 
For Z~ S we define X(Z)={(x  1 . . . . .  x , l )~X l{x l  . . . . .  x d} =Z}.  Then 
I x (z ) l  = dT. 
LEMMA 5.3. Let c = (c 1 . . . . .  Cm) E 8" be a hyperedge, and Z ~ S a set 
that is touched by c. Then 
I{x x(z)lx c}l (d - 
LEMMA 5.4. Every hyperedge c contains at least 
many vertices x ~ X. 
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By the symmetry of our hypergraph (X, N), all hyperedges have the same 
number Icl of vertices, and all vertices have the same degree r. Thus 
rlXI = Igl" Icl, 
and this is equivalent to 
I~'1" [cl 
r Ixl (5.2) 
Before applying the Covering Lemma we restate some known bounds for 
binomial coefficients. 
1 LEMMA 5.5. Let d be some natural number and 0 <~ e <~ ~ a constant 
such that (½ + e)d  ~ N. Then 
d +--5- (~ + " 
Combining the Coveting Lemma, Equation (5.2), Lemma 5.4, Lemma 
5.5, and the inequality (5.1) we see that there exists a coveting C of X of size 
IcI ~ - - log[X l  + 1 
r 
[xl 
- Icl loglX[ + 1 
IXI 
(½ + e)d  (½ -e )d  (d -  1)! 
m(m - 1). . .  (m - d + a) 
(d -  a)T 
(d + 1) 2 
• ~1- - - -4~- -~ loglXI + 1 
(~)  (d + 1) `2 log[X] +1 
= " d"  2 2(1-4e2)d 
d(d + 1) 2 
~<2" d logm+ 1 
22(1-4~2)d 
= d2(d + 1) 2 log m. 2 s~d + 1. (5.3) 
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For m ~> 2 we have d + 1 = m/2 + 1 ~< m; hence (5.5)-<< (m4/4) 
logm • 24.2'' + 1. This completes the prove of Theorem 5.1. 
For small 6 > 0 we have 
d ) ~ 21 - (2/iog2).2)d 
Hence in this case there exists a covering C with n = ]el ~ (m4/4) log m- 
2~/~og ~}~,,,; thus 
log2n (2/log2)6emlog2 + log2 
26 ~2 262 
which shows that for small 6 the approximation lemma is asymptotically 
optimal up to a multiplicative factor 2. 
6. M ISCELLANEOUS IDEAS 
A 
For 6 > 0 fixed and n large we have n >> (log2n)/262. Hence the 
approximation lemma may save many rows in this case, for instance if m -~ n. 
For small n the term 1/62 mac dominate the expression. Table 2 exhibits for 
some values of 6 the smallest n = n*(6) for which n > [ ( log2n) /262] .  In 
general 
l og( l /6 )  
n* (6 )  > 62 for all ~>0,  and 
6 2 
lim n* (6)  
~-,0 log( l /6 )  
1. 
TABLE 2 
c n*(6) 
0.5 6 
0.3 23 
0.1 325 
0.03 5,133 
0.01 58,337 
0.001 8,313,256 
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B 
Given a cost vector (c~ . . . . .  c,,,) ~ ~'", one can define the average cost of 
a probability distribution p = ( Pl . . . . .  p,,,) by c (p)  = Y'.'f= l ci Pi. Sometimes 
we may be interested in sparse G-approximations q with small average cost 
c(q). 
THEOREM 6.1. Consider the situation of the AL and additionally a cost 
vector (c I . . . . .  c,n) with c i >1 0 fl)r all i. Then there exists an e-approximation 
q to p with the following properties: 
(i) at most [(log 4n) /2~ 2 ] numy qi are not equal to zero, 
(ii) c(q)  < 2c(p) .  
Pro@ Make the random construction of Section 3 (and/or  Section 4) 
1 with [ ( log4n) /2e 2] many independent choices. With probability > 7 this 
will give an G-approximation q to p. On the other hand the expected cost of 
1 q is c( p); hence by Markov's inequality Prob{c(q) >~ 2c( p)} ~ 7, as the cost 
vector is nonnegative. Putting both results together guarantees the existence 
of a distribution q with the desired properties. • 
C 
Here we formulate a slightly more general version of the approximation 
lemma. 
For a real-valued m × n matrix A let us denote the maximum difference 
within a column by 
di f f (A)  = max max [aij - -  akj[. 
l<~j<~n l<~i<~k<~m 
Then the approximation lemma may be restated as follows: Let A be a 
real-valued m × n matrix, (P l  . . . . .  Pro) a probability distribution, and e > 0 
any positive constant. Then there exists another probability vector (q 1 . . . .  , q,,,) 
with at most k = [(log 2n) /2e21 many positive coordinates qi such that 
t•P ia , j -  ~qia i j [  ~ ecl i f f (A)  for all j = 1 . . . . .  n. i~ l  i=1  
Of course, this version may also be applied to all the subjects mentioned 
in Section 2. 
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D 
The approximation lemma remains valid with the same number k of 
positive q~ if the matrix A is padded by introducing "new" columns that are 
merely convex combinations of already existing columns. 
E 
The approximation lemma is not an isolated discovery. In several fields 
results of a similar flavor have been obtained, for instance: 
(i) The VC dimension [24] and its applications in computational learning 
theory [18, 1] and computational geometry [13], 
(ii) Monte Carlo approximations [15, 16, 20], 
(iii) uniformity and irregularities (discrepancies) of set systems and matrices 
[7, 19], 
(iv) stochastic information theory [2, 3]. 
On the other hand, there are some statistics papers by Wald and others [10, 
25] with similar-sounding titles but different contents. 
F 
We conclude with an open problem. 
A triple (p, A, g) consisting of a probability vector p = (Pl . . . . .  Pro), a 
matrix A E [0, 1] 'n×", and a constant g > 0 is called (m, n, s)-extremal for 
some s ~ N if two statements hold: 
(i) There is no g-approximation q to (p, A) with at most s nonnegative 
entries ql- 
(ii) For every probability vector p' = (P'I . . . . .  p',,,) and every matrix A' 
[0, 1] "2×" there is an g-approximation q' to (p' ,  A') with at most s + 1 
nonnegative entries q~. 
QUESTION. Find or characterize (n, m, s)-extremal triples (p, A, g) for 
small parameters n, m, and s. 
My work on the approximation lemma was influenced and stimulated 
by discussions with many people. Especially, I would like to thank 
Rudolf Ahlswede, Mike Luby, Seffi Naor, S~ren Perrey, Professor Joachim 
Rosenmiiller and his group, Torsten Sillke, Uli Tamm, Hans Zessin, and 
the students in the data-compression course which I gave at the University 
Bielefeld in the winter term 1992-1993. 
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