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Abstract
We describe a combination of BDDs and superposition theorem proving, called light-
weight theorem proving, and its application to the exible and eÆcient automation of
the reasoning activity required to debug and verify pointer manipulating programs.
This class of programs is notoriously challenging to reason about and it is also
interesting from a programming point of view since pointers are an important source
of bugs. The implementation of our technique (in a system called haRVey) scales
up signicantly better than state-of-the-art tools such as E (a superposition prover)
and Simplify (a prover based on the Nelson and Oppen combination schema of
decision procedures which is used in ESC/Java) on a set of proof obligations arising
in debugging and verifying C functions manipulating pointers.
1 Introduction
We are interested in debugging and verifying imperative programs. It is well-
known that properties of programs can be expressed by formulae in some
logical formalism so that debugging amounts to nding counter-examples for
the validity of such formulae and checking the correctness of programs to nd-
ing proofs of their validity. Our goal is to build reasoning tools which provide
an adequate theorem proving support for both debugging and verication of
programs. This task has proven to be quite diÆcult since both a high de-
gree of automation and the capability of handling rich theories are mandatory
to build useful tools. Automation allows non-experts in theorem proving to
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productively use such tools. Handling rich theories allows users to introduce
denitions to structure their specications. Existing state-of-the-art reasoning
systems are not completely successful in fullling both requirements.
On the one hand, propositional satisability solvers are highly eÆcient
but are severely limited in expressiveness. Reductions from various decid-
able rst-order theories are known (see e.g. [7]) but it is not clear how to
handle user-dened symbols with this technique. When more general reduc-
tions are designed (such as the translation of rst-order relational logic to
propositional logic for program debugging of [17]), it is not clear how to use
them to check the correctness of programs since only nite instances of the
problem can be handled this way. On the other hand, rst-order (or higher-
order) theorem provers mechanise rich logics. Unfortunately, rst-order (and
a fortiori higher-order) theorem proving is not a \push-button" technology:
tuning either the strategies or interactively guiding the system towards a proof
is necessary. This is perhaps one of the main reasons why theorem proving
has not been widely adopted in industry. Between these two extremes, there
are tools called validity checkers (such as CVC,
4
ICS,
5
and Simplify
6
) which
provide a high degree of automation to check the entailment of quantier-free
formulae by some xed (combination of) theories. Unfortunately, they are
not exible enough to support the extension of the background theories by
user-dened symbols, which are thus treated as uninterpreted. A solution
would be to put the (conjunction of the) symbol denitions in the antecedent
of an implication with consequent the formula to be proved. This makes the
formula to be checked no longer quantier-free and systems such as CVC and
ICS cannot handle these kinds of problems as they are; quantiers must be
preliminary eliminated for the tools to handle the problem. Notice that this
pre-processing can be non-trivial in the presence of interpreted symbols (see
e.g. [14]). Furthermore, quantier-elimination can signicantly increase the
size of the formula, possibly making the problem out of the reach of the va-
lidity checker. Simplify provides support for handling quantiers by means
of a heuristic matching mechanism to nd instantiations of variables (see [20]
for details). Unfortunately, given its heuristic nature, the mechanism may
produce false negatives also for small formulae (for examples, see Table 2).
The main contribution of this paper is a technique called lightweight the-
orem proving, which combines BDDs and superposition theorem proving for
the exible and eÆcient implementation of the reasoning activity required to
debug and verify imperative programs which manipulate pointers. This class
of programs is diÆcult to reason about (see [24] for a discussion on this issue)
and it is also interesting from a programming point of view since pointers are
notoriously a source of bugs. It is thus a challenging and interesting applica-
tion domain to test the viability of our approach.
4
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Plan of the paper. Section 2 overviews some notions about BDDs and su-
perposition theorem proving. Section 3 describes how proof obligations for
debugging are extracted from an (annotated) program. Section 4 describes
how to build satisability procedures based on superposition theorem proving
(see [2]) and how BDDs are used to case-split on the boolean structure of
formulae. We also describe how to eliminate cases which are subsumed by
others already considered: this is one of the keys of the eectiveness of our
approach. Finally, Section 5 reports a comparison between an implementa-
tion of our technique, called haRVey, and the state-of-the-art validity checker
Simplify. We consider proof obligations arising in both debugging and verify-
ing programs. It turns out that haRVey performs better than Simplify both
in terms of eÆciency and the correctness of the results. For example, in the
verication of the Union-Find program of [21] (cf. Table 2), haRVey returns
no false negative against the 6 of Simplify (out of 12 proof obligations). Fur-
thermore, haRVey outperforms superposition theorem provers (in automatic
mode), thereby achieving a better trade-o between expressiveness and level
of automation.
2 Preliminaries
We assume the standard syntactic and semantic notions of propositional logic
(see e.g. [11]). We consider the usual Boolean connectives (:, ^, _, ), ...)
and the ternary connective if-then-else (in symbol, ite). (Ordered) Binary
Decision Diagrams (BDDs, for short) were introduced by Bryant [6] for the
eÆcient representation and manipulation of propositional formulae with arbi-
trary boolean structure. A BDD is a directed acyclic graph where each node
is labeled with a propositional letter and has two outgoing edges, labeled as
\then" or \else", except for two distinguished nodes, labeled > (true) and ?
(false) with no outgoing edges; a unique root node has no incoming edges.
BDDs are a canonical form for propositional logic if a total ordering over
propositional letters is chosen. Notice also that ite is a logical basis (see
e.g. [23]). So, as already observed in [19], BDDs can be seen as normalised
ite-formulae where their rst argument is always a propositional letter and
formulae of the form ite(;  ;  ) are eagerly simplied to  (where  and  
are propositional formulae whose only connective is ite). Well-known coding
techniques (e.g. memoization and sharing of isomorphic subgraphs) makes it
very eÆcient to build and manipulate BDDs. For example, negation is calcu-
lated in constant time and any binary boolean combination of two BDDs is
built in polynomial time in the product of their sizes. So, as long as the size
of the BDD is relatively small, complex boolean combination of propositional
letters can be treated eÆciently. The ordering over the propositional letters
can greatly aect the size of the BDD representation of the formulae.
A basic feature of solving the propositional satisability problem by using
BDDs is that there is no search since a BDD represents all satisfying assign-
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ments (if any) for a given boolean formula. A branch  in a BDD  is a path
from the root of  to either ? or >. The branch  is identied with the con-
junction 
1
^    ^
n
(n  1), where each 
i
is either l
i
(if  goes through the
BDD  
>
) or :l
i
(if  goes through the BDD  
?
) in [ite(l
i
;  
>
;  
?
)].
7
We
call a true branch, any branch leading to >. Let 
>
() denote the disjunction
of the true branches of . If  is a propositional formula, then 
>
() is in
disjunctive normal form (DNF) and it is logically equivalent to .
Furthermore, we assume the usual syntactic and semantic notions of rst-
order logic with equality [11], where the binary symbol = is interpreted as the
equality relation. We also overload the ternary operator ite to build either
formulae or terms. The meaning of an ite building a term is the following:
B[ite(A; t
1
; t
2
)] is equivalent to ite(A;B[t
1
]; B[t
2
]), where A;B are formulae
and t
1
; t
2
are terms. If ite(A; t
1
; t
2
) is a subterm of a term t, then we say
that t is an ite-term; otherwise, if a term t does not contain any subterm
of the form ite(A; t
1
; t
2
), then t is said to be pure (where A is a formula
and t
1
; t
2
are terms). The union of the set of ite-formulae and ite-terms is
called ite-expressions. It is easy to see that ite distributes over operators, i.e.
(:::; ite(; 
1
; 
2
); :::) is equivalent to ite(; (:::; 
1
; :::); (:::; 
2
; :::)), where  is
either a boolean connective, the equality symbol =, a function or a predicate
symbol, 
1
; 
2
, and  are ite-expressions. As a consequence, all the occurrences
of ite-terms can be lifted to ite-formulae.
Finally, we assume the usual notions of superposition theorem proving
in rst-order logic with equality. The superposition calculus (see [22] for an
overview) checks the satisability of arbitrary sets of rst-order clauses. It
consists of a set of rules which are derived from resolution and which are es-
pecially designed for the eÆcient treatment of equality. Although equality
dramatically enlarges the search space of resolution based provers, the eec-
tiveness of superposition lies in some powerful criteria (such as term ordering)
to prune the search space while maintaining completeness. Any fair applica-
tion of the rules of the calculus to an unsatisable set of clauses derives ?
(also called the empty clause).
8
Roughly, a saturation prover (such as the E
prover [26]) amounts to a clever mechanisation of the exhaustive application
of the rules of the calculus to any nite set of rst-order clauses (indeed, a lot
of sophistication is required to obtain eÆcient implementations). In general,
the process of applying the rules of the calculus to a set of clauses may not
terminate since rst-order logic is undecidable. If for a class C of clauses, we
are able to prove that this process terminates, then we are entitled to con-
clude that the calculus is a satisability procedure for C given its refutation
completeness.
7
e[s] denotes that s occurs at a given position in e.
8
Fairness means that if some inference is possible, it will be performed at some step unless
one of the parent clauses gets simplied or deleted (see, e.g. [25] for a formal denition).
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3 Debugging and Verifying Software
Our goal is to build a tool which assists the development of C programs manip-
ulating linked lists. In particular, we consider the usual constructs of C such
as variable declarations, assignments, conditionals, while loops, and memory
allocation operations (i.e. malloc and free). Furthermore, we assume the
following declaration of a linked list data type:
typedef struct list_struct f  car; struct list *cdr; g list;
where  is any data type over which equality is dened. We extend programs
with annotations of the form require , ensure , invariant  which stands
for pre-, post-conditions, and loop invariants, where  is a formula of rst-
order logic with equality.
For the verication of an (annotated) program , we follow the standard
approach of generating formulae whose validity implies the correctness of 
(see e.g. [15]). For lack of space, we will not say more about this and we
will concentrate on our methodology to (symbolically) debug programs (see,
also [18]). Debugging is particularly important for mainly two reasons. First,
when developing a program, the programmer is more interested in nding bugs
in it; only after gaining condence, is he interested in proving correctness,
which is a diÆcult and time consuming activity. Second, for debugging, it is
not necessary to annotate loops with invariants whose invention is known to
be a daunting task.
To detect a bug we only need a particular execution of the program which
exposes it: nitely many iterations of the loops are suÆcient. So, one of
the inputs to our debugging tool is the number of iterations a loop must be
(symbolically) executed. (It has been observed that usually few iterations
suÆce to detect a bug [17].) Given the number of iterations n, we unroll n
times the loop while B S to if B f S; while (B) S g, where B is a boolean
expression and S a statement. Notice that the number of possible execution
paths to be considered may increase exponentially with the number n of loop
iterations. In order to cope with this, we use the ternary operator ite which
can build either formulae or terms. We recall the meaning of ite:
ite(A;B;C) rewrites to (A) B) ^ (:A) C)(1)
B[ite(A; t
1
; t
2
)] rewrites to ite(A;B[t
1
]; B[t
2
]);(2)
where A;B;C are formulae and t
1
; t
2
are terms. Using the ite construct is
quite common for reasoning about program semantics (see e.g. [10]).
Since we want to reason about programs manipulating pointers, we rep-
resent the memory as a rst-order concept so that we can build predicates
which express both local and global properties of the storage. The idea is
to represent the memory as a symbolic mapping from addresses to values by
exploiting the theory of arrays (see e.g. [24]), denoted below with A. The
binary function symbol rd and the ternary wr are in the signature of A. The
axioms Ax(A) of A are rd(wr(A; I; E); I) = E and I 6= J ) rd(A; J) =
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rd(wr(A; I; E); J), where A; I; J; E are implicitly universally quantied vari-
ables. In this way, program variables are rst-order constants representing
addresses in the memory and pointer variables are constants representing ad-
dresses in the memory whose content is an address in memory. Since each
variable in a program must be stored at a distinct address, we assume the
following set  := fv
i
6= v
j
j 1  i 6= j  ng of axioms, where v
1
; :::; v
n
are the
variables declared in the program. Furthermore, to indicate that a variable
v is declared but not yet assigned, we use a distinguished symbol ? which is
assumed to be the value stored in v, i.e. we assume the following singleton
set  := frd(m
0
; V ) = ?g of axioms, where m
0
is the state of the memory
before the execution of the rst command and V is an implicitly universally
quantied variable.
C assignments are easily encoded as nested applications of wr's and rd's.
For example, consider the assignment c=2 and letm be the state of the memory
before its execution; then the state of the memory after its execution is m
0
=
wr(m; c; 2). Notice that reasoning about side-eects, which can be quite subtle
in presence of pointers, can easily be done in the theory A. To illustrate,
consider the following program fragment: `
1
*i=3; `
2
*j=2; `
3
c=*i;, where
`
i
(i = 1; 2; 3) is a unique statement identier. Let m
`
i 1
(m
`
i
) be the state of
the memory before (after, resp.) the execution of the command labelled with
`
i
(i = 1; 2; 3). We will have the following conjunction of literals characterising
the state of the memory after the execution of the program fragment above:
m
`
1
= wr(m
`
0
; rd(m
`
0
; i); 3) ^m
`
2
= wr(m
`
1
; rd(m
`
1
; j); 2)
^ m
`
3
= wr(m
`
2
; c; rd(m
`
2
; rd(m
`
2
; i)))
(3)
By using the set Ax(A) and (3), it is easy to see that after the execution
of the three statements above, c gets the value of 3 if i6=j and 2, otherwise.
The linked list data type list declared above is modelled by using the
theory of lists, denoted with L. The unary function symbols car and cdr, the
binary function symbol cons, and the constant symbol null are in the signa-
ture of L. The set Ax(L) of the axioms of L contains car(cons(X; Y )) = X,
cdr(cons(X; Y )) = Y , null 6= cons(X; Y ), where X; Y are implicitly universally
quantied variables. In order to guarantee that ? is a distinguished value, we
need the following set  := f? 6= cons(X; Y ); null 6= ?; v
i
6= ?; v
i
6= null j i =
1; :::; ng of axioms, where X; Y are implicitly quantied rst-order variables,
v
1
; :::; v
n
are the variables declared in the program (represented as rst-order
constants), and the constant null represents the null pointer. An excerpt of our
semantics for debugging of programs manipulating lists is given in Figure
1. It should be clear that such a semantics is a mapping which associates a
rst-order term to a program . The term represents the state of the memory
after the execution of  in terms of m
0
, the state of the memory before 
begins its execution.
Annotations for debugging. As already noted above, we allow programs to
be annotated with pre- and post-conditions. Indeed, this is already interesting
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Lvalue
8
<
:
S

(name;m) = name
S

(t;m) = rd(m;S

(t))
Expression
8
>
>
>
>
>
<
>
>
>
>
>
>
:
S

(var;m) = rd(m; var)
S

(const;m) = const
S

(e;m) = rd(m;S

(e))
S

(e:cdr;m) = cdr(S

(e))
Statement
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
S

(s;s
0
;m) = S

(s
0
;S

(s))
S

(if e then s else s
0
;m) = ite(S

(e;m);S

(s);S

(s
0
))
S

(t=e;m) = wr(m;S

(t);S(e))
S

(t= malloc(sizeof(list));m) = wr(m;S

(t); c) (c is a fresh constant)
S

(free(t);m) = wr(m;S

(t); ?)
Fig. 1. Symbolic execution semantics for debugging.
V

(require e;s;m
0
) = m ) v where hm; vi = V

(s; hS

(e;m
0
);>i)
V

(ensure e; hm; vi) = hm; v ^ S

(e;m)i
V

(s; hm; vi) = hS

(s;m); vi; (if s is not a require)
V

(s
1
s
2
; hm; vi) = V

(s
2
;V

(s
1
))
Fig. 2. Proof obligation generation for debugging.
since the programmer has the freedom to specify a wide range of properties.
However, annotations denoting frequently occurring programming errors can
be automatically added to programs. Below, we consider three such proper-
ties which go under the name of cleanness conditions (see, e.g. [9]). First,
read undened is checking whether every variable has been assigned before
it is used. This condition is taken in consideration by adding the annotation
rd(m; l) 6= ? before a statement S in which the program variable l occurs
in an expression (where m is the state of the memory before the execution
of S). Second, null dereferencing is checking that no dereferenced pointer
is equal to null. To consider this condition, one should add the annotation
rd(m; p) 6= null before any command dereferencing a pointer p. Third, mem-
ory leakage is more complex: when a pointer is \killed", either its value is
null or undened, or another pointer points to the same location.
9
The as-
9
By denition, a pointer p is said to be killed whenever it gets out of scope, or it is
parameter to a C free statement, or it is assigned a new value.
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sertion for this condition is that, either the value of the pointer variable p
is one of null or ?, or that there is a variable p
0
(distinct from p) such that
the value of p
0
is the same as that of p (i.e. there is aliasing). It is easy to
write a predicate which characterises a state of the memory without aliasing
as 8m; p:(noalias(m; p) , 8p
0
:(p
0
6= p ) rd(m; p) 6= rd(m; p
0
))), so that the
condition for memory leakage can be written as noalias(m; p) _ rd(m; p) =
? _ rd(m; p) = null.
Proof obligations for debugging. We are left with the problem of extract-
ing the proof obligations from the annotated (either automatically or by the
user) program. To this end, we apply the function V

, dened in Figure 2,
which generates such proof obligations by exploiting the symbolic execution
semantics dened above. V

takes as input an annotated program and a rst-
order formula (containing m
0
) which encodes a description of the initial state
of the memory and it returns a rst-order formula  whose invalidity signals
a bug. Notice that if  is valid, then we are only allowed to conclude that
the program is bug-free for all the executions of nite length which can be
obtained by unrolling the loops in the program a given number of times.
Summary of the approach to debugging. Let  be an annotated program
containing only one loop (for simplicity) and n a natural number. First, we
unroll n-times the loop in  and we obtain a loop-free program 
0
. Let  be
the rst-order formula returned by V

(
0
; m
0
). It remains to check that
T j= ;(4)
where Ax(T ) =
def
Ax(A) [ Ax(L) [  [  [  [  is the axiomatisation
of the background theory, and A is the theory of arrays, L is the theory of
lists,  encodes the pairwise distinctness of program variables,  characterises
the initial value of the store,  characterises the special symbol ?, and  is a
(possibly empty) set of properties which the user adds in order to specify some
symbols used in the assertions of the programs. Some remarks are in order.
First,  may contain ite's even at the term level and it can be huge (the size
is increasing with the number n of loop unrolling considered) thereby making
it diÆcult (from a computational viewpoint) to apply standard automated
theorem proving techniques. In fact, as already remarked in [8] and conrmed
by our experiments (see Section 5), the approach of eliminating ites in favour
of the traditional logical connectives and then translating the negation of the
resulting formula to conjunctive normal form is not viable in practice, although
theoretically possible. This suggests that only selected sub-problems should
be tackled by automated theorem proving. Second, checking the entailment
in (4) requires a high-degree of exibility w.r.t. reasoning in the background
theory since  can vary widely according to the needs of the user. This level
of exibility is not provided by most state-of-art validity checkers.
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4 Light-Weight Theorem Proving
We design a technique, which we call light-weight theorem proving, to eÆciently
check the entailment in (4). Our method is based on refutation, i.e. we will
check the unsatisability of Ax(T )[f:g, where Ax(T ) := Ax(A)[Ax(L)[
[[[. A direct consequence of (1) which is useful for (un-)satisability
testing is
:ite(A;B;C) rewrites to (A ^ :B) _ (:A ^ :C):(5)
Notice that ite on the propositional level is a logical basis (see e.g. [23]) and
that : can be assumed to be quantier-free since quantied-subformulae can
be eliminated by renaming (this is suÆcient for refutation, see e.g. [27]). We
call proof obligation the pair (Ax(T );:). Our exible and eÆcient technique
to discharge proof obligations of the form (Ax(T );:) consists of three steps.
First, lift ites at the term to the propositional level by exhaustively applying
(2) to :, thereby obtaining a formula 
0
where the only occurrences of ites
are at the propositional level. For example, a = ite(b = c; d; e) is converted
to ite(b = c; a = d; a = e). Second, build the BDD of 
0
by abstracting the
ground (rst-order) atoms of 
0
to propositional letters. Let  be such a BDD
containing ite as the only logical connective. It is easy to see that the rst
argument of any ite in  is an atom. Third, exhaustively apply (5) to : (recall
that negation can be done in constant time with BDDs) to build its DNF and
then check the unsatisability of each disjunct w.r.t. the background theory
T . In our method, the adjective light-weight is added to theorem proving since
automated deduction techniques are used only on selected sub-tasks, identied
by exploiting the boolean structure of the formula. Some important remarks
are in order.
First, an eÆcient implementation of lifting is mandatory to attack real ver-
ication problems. This is not diÆcult since standard coding techniques such
as sharing of common expressions and memoization of intermediate computa-
tions can be used. Second, the number of paths in a BDD can be exponential
in the number of atoms occurring in it. As a consequence, in the third step
of our technique, a very large number of proof obligations can be generated
for the prover. In order to avoid this problem we interleave the generation of
a proof obligation with the activity of pruning those paths in the BDD which
are unsatisable modulo the background theory. Our method for pruning un-
satisable paths is inspired by [13] and it is related to tableaux with lemmata
(see e.g. [23]). Let us consider the BDD  of : and assume that one of its
true branches (say Æ) has been proved unsatisable. In this case, the super-
position prover has produced a proof of the empty clause from Ax(T ) [ Æ.
Such a proof contains a \small" (in general, not guaranteed to be minimal)
set of the literals in Æ which is necessary to derive the empty clause. Such
literals can be used as constraints to simplify  by exploiting standard BDD
techniques (see, e.g. [16]). In many verication problems, pruning subsumed
paths modulo T can greatly reduce the number of proof obligations sent to
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the prover, thereby dramatically improving performances.
Third, we need to provide an automatic and eÆcient support to reasoning
in the background theory T . This is not easy since T is usually an extension of
a combination of some theories which are ubiquitously used in verication with
the properties of user-dened function or predicate symbols. Widening the
scope of applicability of decision procedures to take into account user-dened
symbols is a challenging problem since the seminal work [5] of Boyer and
Moore on the integration of a decision procedure in rewriting. In the rewriting
approach to satisability procedures described in [2], it seems particularly
easy to extend the procedures. In fact, a satisability procedure amounts
to the exhaustive application of the rules of the superposition calculus [22,3]
(implemented in many state-of-art automated theorem provers) to Ax(T ) and
the checking of the ground literals for (un-)satisability. Termination of this
process is shown in [2] for some equational theories such as the theory of
arrays and of lists. In order to obtain automatic support for the background
theory extended with user-dened properties, we simply add such denitions
to the axioms of the decidable theory. Although the theoretical results in [2]
about the termination of saturation do not hold for the extended theory, it
turns out that, in practice, termination is frequently achieved. It is well-
known [4] that denitions dramatically enlarge the search space of theorem
provers. However, in our experiments, the nave clausication of denitions
turned out to be suÆcient to obtain high performances. Furthermore, not
only denitions but also lemmas about user-dened symbols can be used in
our approach. This allows us to use rst-order approximation of inductive
predicates which are frequently suÆcient to prove many interesting properties.
For example, in [21], a set of eight axioms is listed which characterises the
inductive predicate encoding the reachability of an element in a singly linked
list and the correctness of a Union-Find algorithm is proved with such set (cf.
Table 2).
Summary of light-weight theorem proving. Let : be a rst-order
ground formula (possibly containing ites) and Ax(T ) be a set of rst-order
equational clauses. Our light-weight theorem proving procedure can be sum-
marised as follows.
First step. Exhaustively apply the rule B[ite(A; t
1
; t
2
)]! ite(A;B[t
1
]; B[t
2
])
to :. Let 
0
be the resulting formula which does not contain any occurrence
of ite in a rst-order term.
Second step. Abstract each atom in 
0
to a \fresh" propositional letter and
then build a BDD of such abstracted formula. Let 
00
be the resulting
BDD and f be the bijective mapping associating a ground atom with a new
propositional letter.
Third step. For each true branch Æ of the BDD 
00
:

exhaustively apply the rules of the superposition calculus to f
 1
(Æ) [
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Ax(T );
10
let C be the resulting set of clauses;

if the empty clauses is not in C, then exit the loop and return that  is
not valid. Otherwise, consider a proof P of the empty clause and the set
 of (unit) clauses which are in P \ Æ. Simplify 
00
under the assumption
that each literal in  is false by means of standard BDD operations. Let

000
be the resulting BDD. Repeat the third step by assigning 
000
to 
00
.
It is easy to see that the procedure above terminates if the process of closing
the set f
 1
(Æ)[Ax(T ) under the rules of the superposition calculus terminates.
This is frequently the case in practice since the clauses in f
 1
(Æ) [ Ax(T ) do
not contain a lot of redundant information which is present in the whole
conjunctive normal form of : and Ax(T ). Furthermore, such redundancy is
eliminated by reducing the number of branches in the BDD by simplifying it
under the assumption that the literals in a (usually small) subset of f
 1
(Æ)
are T -unsatisable.
Implementation. We have implemented the three-step method described
above in a system called haRVey
11
which integrates the ATerm library
12
to
implement the lifting of ites from the term to the propositional level, D. Long's
library
13
for the BDD construction and simplication, and the E prover
14
for
checking the unsatisability modulo T . The input syntax of haRVey is LISP-
like. It takes as input a proof obligation of the form (Ax(T );:) and it returns
whether the formula is valid or a \counter-example", namely a set of literals
which is satisable. The E prover is invoked on a proof obligation in automatic
mode. So far in our experiments, we did not feel the need to specify particular
strategies for saturation to obtain high performances, thereby achieving one
of the goal of the present work, i.e. making superposition theorem proving
usable also by non-experts.
5 Results
To evaluate the exibility and the eectiveness of our approach, we consider
two dierent test sets. The former is generated (following the method of
Section 3) by symbolically debugging the reference programs which manipulate
linked lists of [9,17] (c.f. Table 1). This set of proof obligations allows us to
investigate the scalability of our approach. Larger and larger formulae are
obtained by simply unrolling the loops in the programs an increasing number
of times (indicated by the superscript after the name of the program in the
rst column of Table 1). More precisely, we consider two issues: user-dened
properties (cf. Table 1 (a)) and cleanness properties (cf. Table 1 (b),(c), and
(d)). As an example of the user-dened property, we have considered the
10
f
 1
(Æ) abbreviates the set fl j p 2 Æ and l = f(p)g.
11
http://www.loria.fr/equipes/cassis/softwares/haRVey
12
http://www.cwi.nl/htbin/sen1/twiki/bin/view/SEN1/ATermLibrary
13
http://www-2.cs.cmu.edu/~modelcheck/bdd.html
14
http://www4.informatik.tu-muenchen.de/~schulz/WORK/eprover.html
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Table 1
Experiments with debugging
(a) user-dened property (b) read undened
haRVey E Simplify
search
1
0.08 0.03 0.03
search
2
0.17 0.17 0.10
search
3
0.68 0.16 0.71
search
4
0.16 0.36 1.78
search
5
0.17 1.22 21.36
search
6
0.23 5.48 mem.out
remove
1
0.15 0.02 0.02
remove
2
0.19 0.39 0.14
remove
3
0.21 11.40 2.18
remove
4
0.37 40.55 mem.out
haRVey E Simplify
fumble
3
0.06 1.62 0.04
insert
3
0.34 111.89 0.29
merge
2
0.19 time out 3.61
remove
3
0.04 time out 3.46
remove-all
3
0.06 0.03 0.03
reverse
3
0.26 2.64 0.08
rotate
3
0.48 10.80 0.11
search
3
0.33 145.40 0.79
swap
3
0.21 0.10 0.04
(c) null pointer dereferencing (d) memory leakage
haRVey E Simplify
insert
6
0.83 time out 3.22
merge
4
5.83 sp. out 41.71
remove
4
0.05 sp. out 9.69
remove-all
3
0.06 0.05 0.02
reverse
8
0.20 time out 0.51
rotate
8
0.39 time out 0.85
swap
3
0.25 0.12 0.04
haRVey E Simplify
fumble
2
0.10 time out 38.08
insert
3
0.07 time out 25.93
merge
1
0.48 sp. out mem. out
remove
2
0.11 sp. out mem. out
remove-all
3
0.05 508.14 0.65
reverse
2
1.20 sp. out mem. out
rotate
2
1.68 sp. out mem. out
search
3
0.05 time out 3.64
swap
3
0.05 time out 1.17
Legenda: Timings are in seconds and are collected on a Pentium IV 2GHz
running Linux. \time out" means that execution time is > 600 seconds,
\mem. out" that main memory usage is > 256 Mb., and \space out" that
the disk space used is > 1 Gb. For haRVey, time includes lifting, BDD
manipulations, and saturations. For E and Simplify, time includes only
the activity of checking the unsatisability of the negation of the formula
without lifting and the activity of renaming sub-expressions, which was
necessary for Simplify to handle some proof obligations.
Table 2
Experiments with verication
B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12
haRVey 0.03 0.06 0.03 0.03 0.06 0.14 0.11 0.33 0.16 2.46 0.31 1.50
E prover 0.03 0.03 0.10 23.16 0.03 0.04 0.04 0.18 time out time out 0.13 0.65
Simplify | 0.01 | 0.04 0.01 0.01 0.20 | 0.01 | | |
Legenda: Timings are in seconds and are collected on a Pentium IV 2GHz
running Linux. \|" means that Simplify fails to check the validity (w.r.t.
the background theory) of the formula.
property expressing the fact that all the cells containing a certain value in a
list are removed from the list by the program named remove.
The proof obligations in the second set were obtained in [21] while verifying
the correctness of a Union-Find program (c.f. Table 2). Also in this case, linked
lists are manipulated by the program but their axiomatisation is dierent from
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the one described in Section 3. Our approach allows the necessary exibility to
eÆciently handle also this situation. As a further complication, an inductive
predicate characterising reachability is extensively used in the specication of
the correctness of the Union-Find algorithm. To reason about such a predicate,
we use the list of rst-order axioms given in [21] which turns out to be suÆcient
in many situations. Notice that, although the proof obligations listed in [21]
are smaller than those considered in the rst test set, they require non-trivial
handling of the quantiers for the axioms characterising reachability.
We compare haRVey against the E prover (version 0.7), and Simplify, the
well-engineered validity checker at the heart of the ESC/Java program analy-
sis tool [12]. It is important to notice that Simplify is one of the few validity
checkers capable of handling the proof obligations considered in our experi-
ments as they are, thanks to its heuristics mechanism to nd instantiations
of axioms added to the background theory. As already noted, other checkers
(such as CVC or ICS) cannot directly handle our proof obligations since they
are limited to their built-in theories.
In all but the simplest problems of Table 1, haRVey outperforms the E
prover, and performs signicantly better than Simplify. Furthermore, haRVey
successfully checks all proof obligations in Table 2 whereas Simplify returns
false negatives for half of them. These experiments show that light-weight
theorem proving oers a higher degree of automation and a better scalability
than state-of-the-art validity checkers on proof obligations arising in the con-
text of program debugging and verication. It also oers a new context where
to apply refutation theorem provers without asking the user to ne tune their
strategies, which is an untenable requirement for \push-button" applications.
6 Conclusion and Future Work
We have described a combination of BDDs and superposition theorem proving
to automate the reasoning activity required to debug and verify imperative
programs which manipulate pointers, in a exible and eÆcient manner. An
implementation of the technique compares well with state-of-the-art tools like
the E prover and Simplify.
At the time of writing, we are using haRVey to discharge the proof obli-
gations arising in the verication of safety properties of B machines [1]. This
requires to reason in a fragment of set theory which is considered challenging
for automated reasoning tools. Preliminary experiments show encouraging
results.
Our future work will focus on three issues. First, we want to integrate
arithmetic reasoning by using some well-known combination techniques like
the Nelson and Oppen schema in order to handle pointer arithmetics. Second,
we will interleave the construction of the BDD with superposition theorem
proving so to tackle larger proof obligations. Third, we plan to integrate
model building in our technique so that a counter-example can be returned
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when a formula is not proved valid.
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