In this article, we use the monotonic optimization approach to propose an outcome-space outer approximation by copolyblocks for solving strictly quasiconvex multiobjective programming problems and especially in the case that the objective functions are nonlinear fractional. After the algorithm is terminated, with any given tolerance, we obtain an approximation of the weakly efficient solution set, that contains the whole weakly efficient solution set of the problem. The algorithm is proved to be convergent and it is suitable to be implemented in parallel using standard convex programming tools. Some computational experiments are reported to show the accuracy and efficiency of the proposed algorithm.
1.
Introduction. We consider the following strictly quasiconvex multiobjective programming problem Vmin f (x) (QV P )
where the feasible solution set S ⊂ R n , n ∈ N * is a nonempty, convex, compact set and the objective function f : R n → R p , 2 ≤ p ∈ N * is a strictly quasiconvex vector function on S, i.e. f i , i = 1, . . . , p are strictly quasiconvex functions on S. Recall that a continuous function h : S → R is called strictly quasiconvex if
for every x 1 , x 2 ∈ S and 0 < λ < 1 (see [1] , [15] ). For two vectors a, b ∈ R r with some integer r ≥ 2, we denote a ≤ b if a i ≤ b i for all i = 1, . . . , r. We also write a < b when a i < b i for all i = 1, . . . , r. For any a, b ∈ R r with a ≤ b, the box [a, b] is defined by the set of all z ∈ R r such that a ≤ z ≤ b. A feasible solutionx is said to be an efficient solution (resp., weakly efficient solution) of (QV P ) if there is no solution x ∈ S such that f (x) ≤ f (x) and f (x) = f (x) (resp., f (x) < f (x)). In practical computation, finding the exact efficient solution set of problem (QV P ) is very difficult, even impossible, even when (QV P ) is a linear multiobjective programming problem [5] . Therefore, different methods to approximate the efficient solution set have been increasingly concerned (see [6] , [7] , [8] , [11] , [13] , [16] ,...). Namely, given a vector ε ∈ R p + ,x is said to be a weakly ε-efficient solution of (QV P ) if there is no solution x ∈ S such that f (x) − ε > f (x). The sets of all efficient solutions, weakly efficient and weakly ε-efficient solutions of (QV P ) are respectively denoted by S E and S W E and S ε .
Denote the positive orthant of R p by R p + and its interior by intR p + . Let Q ⊂ R p be a nonempty set. We denote by MinQ, WMinQ and Q ε the sets of nondominated points, weakly nondominated points and weakly ε-nondominated points of Q, respectively. Namely,
We denote Y := f (S) = {y ∈ R p | ∃x ∈ R n , f (x) = y} the outcome set or the value set of problem (QV P ). With above notations, the sets MinY, WMinY and Y ε are the efficient, weakly efficient and weakly ε-efficient outcome sets of (QV P ), respectively. They also are the images of S E , S W E and S ε under f , respectively.
Recall that a vector function f = (f 1 , . . . , f p ), f i : S → R is usually said to be convex (resp., strictly quasiconvex ) if the component functions f i , i = 1, . . . , p are convex (resp., strictly quasiconvex) on S (see [2] , [14] ). It is easily seen that if f is convex then f is strictly quasiconvex. Therefore, a convex multiobjective programming problem is just a special case of (QV P ).
As we know, there are many economic, financial or technical indicators which are presented by ratios or fractional functions. The objective functions, for instance, are maximization of output to input, return to risk, profit to cost, or the rate of growth... (see [5] , [12] ,...). Consider two continuous functions h, g on a nonempty convex set S ⊆ R n . The fractional function h/g is strictly quasiconvex if h is nonnegative convex and g is positive concave on S, or both h and g are affine (for more other forms of the strictly quasiconvex fractional function, see in [1] ). By this assertion, we find that a multiobjective concave fractional program [5] and a multiobjective linear fractional program [3] are special cases of (QV P ).
Several authors have studied the structure of the efficient value set of (QV P ). In this case, MinY is connected (see [2] , [14] ) but is not closed even when f is linear fractional [17] . However, the weakly efficient set WMinY is proved to be closed and connected. Therefore, we establish outcome-space algorithm for approximating the weakly efficient set WMinY instead of MinY. As usual, we consider the equivalently efficient set Y + = Y + R p + which is full-dimensional and satisfies WMinY + ∩ Y = WMinY. In general, Y + is nonconvex, for example, f (x) = |x|, S = [−1, 1], but Y + has some nice property that it is a conormal set. By the monotonic analysis, a conormal set can be approximated by a copolyblock as closely as desired (see Section 2.2). Therefore, we propose an algorithm for outer approximating the set Y + as well as the weakly efficient set WMinY + . After the algorithm is terminated, we obtain an outer and an inner approximation set of the weakly efficient value set (this idea is also employed in several previous works, e.g., [10] .) An approximation of the weakly efficient solution set is also obtained, which contains the whole weakly efficient solution set S W E . The algorithm can be implemented by using standard convex programming tools.
In Section 2, we present theoretical bases and algorithms to generate a nondominated outcome point and a weakly efficient solution of problem (QV P ). In this section, we also present The cutting cones and outer approximate outcome sets to establish the outer approximation algorithm for solving (QV P ) in Section 3. The convergence of the algorithms are proved in Section 4, and Section 5 provides the computational experiment. Some concluding remarks are given is the last section.
2. Theoretical preliminaries.
2.1.
Generating a nondominated outcome point and a weakly efficient solution of (QV P ). Since the objective function f is continuous and S is bounded, the outcome set Y is also bounded. Now we determine a box containing Y.
By the compactness of Y, for each i = 1, . . . , p, the problems of minimizing and maximizing y i on the feasible set Y have optimal solutions. It is easy to transform these problems into
To solve problem (P m i ), we utilize the strictly quasiconvexity of the objective function associated with the following remark.
Remark 2.1. Any local optimal solution of a strictly quasiconvex programming problem is also a global optimal solution [15] . Therefore, the problem can be solved by using suitable algorithms for convex programming problems [4] .
By Remark 2.1, problem (P m i ) can be solved by convex programming tools. Note that (P M i ) is a nonconvex problem. However, it is possible to find an upper bound of this problem without having to solve (P M i ) (see [3] for details and illustration). Namely, for each j = 1, . . . , n, set
Let α 0 = (α 1 , α 2 , . . . , α n ) and
where e is the vector of ones. Because S is a compact set, U is a finite number. Notice also that convex programming tools are applicable to find α 0 and U . For each j = 1, 2, . . . , n, define α j = (α j 1 , α j 2 , . . . , α j n ) T by Let ∆ be a simplex with the vertex set V (∆) = {α 0 , α 1 , . . . , α n }. It can be verified that S ⊆ ∆ (see Figure 1 ). Therefore,
Since f i (x), i = 1, . . . , p, are quasiconvex and ∆ is a simplex, we have
For each i = 1, . . . , p, choose a real number M i such that
Denote the optimal value of problem ( Let
. It is clear that Y + and Y have interior points and Y ⊂ P 0 . The following evident properties of Y + and Y will be used in the sequel (see [3] ).
Letd ∈ intR p + , i.e.d > 0 be a fixed vector and choose an arbitrary point v ∈ R p . We denote (v) = {v + td | t ∈ R} to be the line through v with directiond. The intersection of (v) and the boundary of Y + is determined by
where t v is the optimal solution of the problem
The following assertion shows the way to determine a weakly nondominated outcome point.
Let v be an arbitrary point in R p . Then there exists the unique point w v determined by (1) and it is a weakly nondominated point of Y + .
Proof. Due to the boundedness of Y, given an arbitrary v ∈ R p , there always exists a translation of axes so that v and Y are two proper subsets of R p + . Hence, without loss of generality, we can make an assumption v ∪ Y + ⊂ intR p + . Under this assumption, two possible cases may occur, namely, v ∈ Y + and v / ∈ Y + . We investigate the lemma in each case.
Firstly, if v / ∈ Y + , we denote + = {v + td | t ≥ 0} to be the ray starting from v along directiond. As a result of [2] , + and ∂Y + always intersect at a unique point
Let T be the feasible domain of (P 0 (v)) and t * its optimal solution. Due to a property of the projection Π : (v) → R, we also have that T is a closed set. Obviously, if t ∈ T and t > t then t ∈ T . By definition, + = {v + td | t ≥ 0} ∈ Y + . Thus, either t * = −∞ or t * ∈ T finite and t * ≤ 0. If t * = −∞ then (v) is a proper subset of Y + . This statement contradicts the fact that such line does not exist. This yields t * ≤ 0 has to be a finite real number. At that point, we let w v = v + t * d . It can easily be seen that w belongs to the boundary of Y + . Indeed, by definition, we already havē w ∈ Y + . Moreover, for all δ > 0, the ball B δ (w) of radius δ centered at w always contains a pointw = v +td ∈ Γ,t < t * which does not belong to Y + .
Assuming w / ∈ WMinY + , then there exists a point w ∈ (w − intR p + ) ∩ Y + < w. Therefore, the ball B δ (w) centered at w of some positive radius δ such that
The explicit form of (P 0 (v)) is the following problem
This problem is nonconvex in general, for example, f (x) = |x|, S = [−1, 1]. Therefore, it is difficult to determine a weakly nondominated outcome point as well as a weakly efficient solution of (QV P ). However, we can transform problem (P 0 (v)) into the form
It is worthy to note that (P 2 (v)) can be viewed as a weighted Chebyshev function (see [9] ) of which weights are 1 dj . The following lemma shows that (P 2 (v)) is equivalent to (P 0 (v)) and it is a problem of minimizing a strictly quasiconvex function over a convex set.
is the optimal solution of (P 0 (v)) then x * is the optimal solution of (P 2 (v)); conversely, if x * is the optimal solution and t * is the optimal value of problem (P 2 (v)) then (x * , t * ) is the optimal solution of (P 0 (v)). Moreover, problem (P 2 (v)) is a strictly quasiconvex programming problem.
Proof. We consider this proof under the known equivalence of (P 0 (v)) and (P 1 (v)). Let (x * , t * ) be the optimal solution of (P 1 (v)). The feasible condition of (P 1 (v)) can be rewritten as
Assuming there exists x ∈ S such that
. . , p} then (x, t) is feasible and corresponds to a better objective value of (P 1 (v)), which is contrary. Therefore,
This is sufficient to conclude that x * is the optimal solution of (P 2 (v)).
On the other hand, let x * be the optimal solution and t * be the optimal value of (P 2 (v)). We have x * ∈ S and t * = max{
so that (x * , t * ) belongs to the feasible domain of (P 1 (v)). We now assume there exists x ∈ S, t ∈ R such that t < t * and f (x) − td − v ≤ 0. This yields that
. . , p}. Therefore, the objective value of (P 2 (f (x))) is less than t * . This contradicts the fact that t * is the optimal value of (P 2 (v)). In other words, (x * , t * ) must be the optimal solution of (P 1 (v)). Because each f j (x) is a strictly quasiconvex function and eachd j > 0, from [15] ,
. . , p are also strictly quasiconvex functions.
Hence, (P 2 (v)) is a strictly quasiconvex programming problem.
The next theorem is crucial for the method to generate a nondominated outcome point and a weakly efficient solution of (QV P ). Theorem 2.3. For any point v ∈ R p , let x v and t v be the optimal solution and the optimal value of the problem (P 2 (v)), respectively. Then, w v = v + t vd is a weakly nondominated point of Y + and x v is a weakly efficient solution of (QV P ).
Proof. According to Lemma 2.2, (x v , t v ) is also the optimal solution of (P 0 (v)). By Lemma 2.1, we conclude that w v ∈ WMinY + . The feasible domain of (P 1 (v))
x v is therefore a weakly efficient solution of the problem (QV P ).
Remark 2.2. From Lemma 2.2, problem (P 2 (v)) is a strictly quasiconvex programming problem. Therefore, by Remark 2.1, (P 2 (v)) can be solved by using some algorithms for convex programming problems.
The following corollary presents the way to verify the weakly efficient condition of any point in the decision space.
Corollary 2.1. The point x * ∈ R n is a weakly efficient solution of (QV P ) if and only if the problem (P 2 (f (x * )) has the optimal value t * = 0.
If t * = 0 is the optimal value of (P 2 (v * )), using the equivalence in Lemma 2.2, and from Lemma 2.1, we have w
∈ Y + and t * = 0 is the smallest value of t which satisfies the feasible condition of (P 0 (v)).
Procedure 1 shows the way to generate a weakly efficient solution of (QV P ) from a point v ∈ R p .
Procedure 1: GenerateWES(v)
Input: A point v ∈ R p Output: A nondominated outcome point and a weakly efficient solution of (QV P ) (Remark 2.2)
x v is a weakly efficient solution of (QV P ) and w v is a weakly nondominated point of Y + ) Due to Corollary 2.1, an arbitrary point x ∈ R n can be verified to be a weakly efficient solution of (QV P ) by Procedure 2.
x * is a weakly efficient solution of (QV P )
The cutting cones and outer approximate outcome sets. For convenience, we first recall some concepts of monotonic optimization which have been developed in [18] and [19] . It is known that the intersection of any family of conormal sets is a conormal set. The intersection of all conormal sets containing Q is called the conormal hull of Q and denoted by N (Q) . It is also the smallest conormal set containing Q.
The
An improper vertex of P is an element of V which is not a proper vertex. Obviously, a copolyblock is fully determined by its proper vertex set. It means that a copolyblock is the conormal hull of its proper vertices.
The following propositions recall some main properties of copolyblocks and will be used in the sequel.
The intersection of finitely many copolyblocks is a copolyblock.
(ii) The minimum of an increasing function over a copolyblock is achieved at a proper vertex of this copolyblock.
(iii) Any compact conormal set is the intersection of a family of copolyblocks.
It is easily seen that the outcome set Y is a compact conormal set in the box By Proposition 2.2 (iii), we can approximate any compact conormal set by a copolyblock as closely as desired, similarly to approximating a compact convex set by a polytope. Therefore, the compact conormal set Y can be approximated by a family of copolyblocks. Specifically, a nested sequence of copolyblocks is generated that outer-approximates the outcome set Y , i.e.
where the initial copolyblock P 0 = [m, M ] as constructed in Section 2.1. The copolyblock P k+1 is generated from P k by applying the cutting cone procedure in Proposition 2.3. The copolyblocks P k are said to be the approximate outcome sets. From these outer approximate sets, we shall establish an outer approximation algorithm for solving (QV P ).
3. The algorithm for solving (QV P ). By the outcome space approach, the solution set of (QV P ) is achieved by determining an approximation set contained in Y ε . Firstly, we find the set of weakly nondominated points Y W N and the set of the outer approximation vertices V ε . Then we can determine the inner and outer approximation set L and U of Y .
We propose an outer approximation algorithm to determine weakly nondominated points of the outcome set Y. Starting from the copolyblock P 0 = [m, M ], we iteratively construct a sequence of copolyblocks {P k } such that P 0 ⊃ P 1 ⊃ · · · ⊃ P k ⊃ P k+1 ⊃ · · · ⊃ Y .
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We will make use of the following notations: 2 V k is the set of all proper vertices which determines P k ; 2 V ε is a collection of outer approximate weakly nondominated points; 2 Y W N is a collection of weakly efficient values.
At the initial step with k = 0, we have V 0 = {m}, V ε = ∅ and Y W N = ∅. In a typical iteration k, if every vertex in V k is an outer approximate weakly nondominated point, the algorithm terminates. Otherwise, there is some v k ∈ V k \ V ε . In this case, by solving (P 2 (v k )), we find a new weakly efficient value f (x k ) of (QV P ) and add it into the set Y W N . We also obtain a weakly nondominated point
is the optimal solution of (P(v k )). If v k is close enough to w k , v k is an outer approximate weakly nondominated point and is added to V ε . Otherwise, a new approximation P k+1 is determined by applying the cutting cone procedure in Proposition 2.3. As proved later, for sufficiently large k, all vertices of P k are close enough to Y and the algorithm terminates. This algorithm is described in Algorithm Solve(QVP) and Procedure RIV(V k+1 , v k , w k ) as follows. 3 Determine the set V 0 and choose a directiond > 0, for instanced = e.
Solve problem (P 2 (v k )) to find an optimal solution (x k , t k ) and set
Suppose the algorithm is terminated at Iteration K. Then, we obtain two sets Y W N and V ε . From these sets, we define
It can be verified that L and U are inner and outer approximation of Y respectively, and their weakly nondominated sets are approximate weakly nondominated sets of Y . Based on the outer approximation U, we can establish the outer approximation ES of the weakly efficient solution set S W E of problem (QV P ), that is
By Corollary 4.7 in the following section, it is proved that ES contains the weakly ε−efficient solution of (QV P ) and also contains the whole weakly efficient solution set of this problem. 4 . The convergence of Algorithm Solve(QV P ). We will consider Hausdorff distance between two closed sets Q 1 , Q 2 ⊂ R p defined as follows.
where U p is the closed unit ball in R p and the distance from a point v to a set Q ⊂ R p is defined by d(v, Q) = inf y∈Q ||v − y||. We say that a sequence of nonempty closed sets {Q k } ∞ k=1 ⊆ R p converges to a closed set Q if lim k→∞ d H (Q k , Q) = 0 and write lim k→∞ Q k = Q.
Proof. We consider the distance between a point v ∈ P 0 \ Y and Y +
Since S is compact, an optimal solution of the above minimization problem always exists. In other words, the distance between v and Y + is finite, and therefore there exists a closed ball V r (v) of radius r > 0 centered at v satisfying
Let Q be a compact conormal set which does not contain v, and z * be the projection of v onto Q. Then, there exists a closed ball V ||z * −v|| (v) centered at v having z * a boundary point.
Suppose that z * / ∈ v + R p + , then there exists a pointz = z * ,z / ∈ z * + R p + satisfyingz ∈ intV ||z * −v|| (v). Since Q is a conormal set,z ∈ Q. This contradicts the assumption of z * because d(v,z) < d(v, z * ). Thus,
Now for each y ∈ (v + R p + ) ∩ Q, let V ||v−y || (v) be the closed ball centered at v having a boundary point y . Since y ∈ v + R P + , it is clear that ((y + R p + ) \ y ) ∩ V ||v−y || (v) = ∅. Thus, d(v, y) > d(v, y ), ∀y ∈ y + R p + . Therefore, d(v, y) is a continuous, increasing function of variable y on (v + R p + ) ∩ Q. From [18] , its global minimum is achieved at a nondominated point of the domain. We now apply this argument twice, with Q replaced by Y and Y + ∩ V r (v). It is worth noting from Proposition 2.1 that MinY ⊆ WMinY ∩ Y and MinY + ⊆ WMinY + ∩ Y. Combining these facts with (2) and (3), we deduce that the projection of v on Y must be the optimal solution of min d(v, y), subject to y ∈ WMinY ∩ Y ∩ (v + R p + ). Similarly, the projection of v on Y + must be the optimal solution of min d(v, y), subject to y ∈ WMinY + ∩ Y ∩ (v + R p + ). It is followed by Proposition 2.1(ii) that the feasible domains of the two problems are exactly the same. The proof is complete.
Lemma 4.2. At the k th iteration of the algorithm, let w v be the weakly nondominated point obtained by solving (P 2 (v)) with some v ∈ V k , then
Proof. Since V k contains all vertices of P k , it is obvious that
Since w v ∈ Y + for all v ∈ V k and from the result of Lemma 4.1, we have
This completes the proof. v) ), the equivalent problem to (P 2 (v)), in this form
x ∈ S, t ≥ 0.
We denote t m and t v to be the optimal values of (P 2 (m)) and (P 2 (v)), respectively. The existence of these values has been proved in Lemma 2.1. Since m < v for all v ∈ P 0 \ Y , {(x, t) | f (x) ∈ N m+td (Y + ), x ∈ S, t ≥ 0} the feasible domain of (P 2 (m)) is a subset of {(x, t) | f (x) ∈ N v+td (Y + ), x ∈ S, t ≥ 0} the feasible domain of any v ∈ P 0 \ Y . Therefore, the relation t v ≤ t m holds for such v. We can therefore write
Moreover, it is obvious that m ≤ v ≤ w v , which completes the proof. ii) The number k tends to infinity and
where V k is the set of all proper vertices determining P k and w v is the corresponding weakly nondominated point of Y + obtained by solving (P 2 (v)).
Proof. LetP 0 = [m, M ], with M = M + t md . At the k th iteration, we can also determine a copolyblockP k+1 in box [m, M ] along with P k+1 . It is clear that P k ⊆P k andP k+1 ⊆P k for any k ≥ 0. From Lemma 4.3, w v ∈P k , for each v ∈ P k \ Y . Now consider v k ∈ P k chosen at the k th iteration and t k the optimal values of (P 2 (v k )). As before, let w v k = v k + t kd . We have
The lemma holds if max v∈V k
, noting that the equality holds when no improper vertex appears during the cut. Since [v k , w v k ] ⊆P k followed by the definition of w v k , the volume ofP k satisfies
Combining (5) with (4), we obtain
Therefore,
We deduce
for all k ≥ 1. Thus, by letting k → ∞, the positive series ∞ i=0 (t i ) p is upper bounded by VolP 0 /Vol[0,d], and therefore converges. Since ||d|| is bounded, for any i ≥ 1, we have 
Proof. The proof falls naturally into three parts. From the formulation of P k , k ≥ 0, the first part of the lemma is immediate. We deduce directly from Lemma 4.2 and Lemma 4.4 that
Therefore, {P k } k≥0 converges to Y when k goes to infinity. Since P k+1 ⊆ P k for any k ≥ 0, it follows easily that lim k→∞ P k = k≥1 P k . What is left is to prove the second equation of (6) . Let Q be a copolyblock in box [m, M ], and recall the notation Q + = Q + R p + , we first prove WMinQ = ∂Q + ∩ (M − R p + ).
Ifw ∈ WMinQ then of coursew ∈ (M − R P + ). Since the conew − intR p + Q + , it is clear thatw ∈ ∂Q + . This yields WMinQ ⊆ ∂Q + ∩ (M − R p + ). Conversely, if w ∈ ∂Q + ∩ (M − R p + ). By the property of a copolyblock,w − intR p + Q + . This also means thatw is a weakly nondominated point of Q + . Becausew < M , we also havew ∈ WMinQ. (7) is proved. Applying (7) on Y gives
Let ∂P k+ be the boundary set of P k+ := P k + R p + . We now apply (7) again, with Y replaced by P k+ , to obtain
Moreover, since Y + ⊆ P k+ ,
From (7), (9) and the first equation of (6), it follows that lim k→∞ WMinP k = WMinY which is the desired conclusion.
Consider the sets Y W N and V ε obtained from the algorithm. Recall that L = N (Y W N ) and U = N (V ε ). The following assertion shows that these sets are the inner and outer approximate sets of Y , respectively. Theorem 4.6. Let ε = e, where e denotes the vector of ones in R p . We have the following properties:
Proof. i) is straightforward. We now prove ii). When the algorithm terminates at the K th iteration, with a tolerance level , U ≡ P K is close enough to Y , namely
where U p is the closed unit ball in R p . Let y ∈ WMinY , it is necessary to prove y ∈ U ε . For this purpose, by definition of U ε , we need to show that
Indeed, since U ⊆ Y + U p ⊆ Y − e + R p + , it is sufficient to see that the two sets in the left hand side of (10) do not intersect. Moreover, if y ∈ U ε ∩ Y , obviously,
The proof for iii) is similar.
Theorem 4.7. Given > 0 and ε = e, the algorithm terminates after a finite number of iterations and generates the approximate solution set ES such that
Proof. Since > 0, from Lemma 4.4, there exists K > 0 such that ||w v − v|| ≤ for all v ∈ V K at which iteration the algorithm terminates. Moreover, the necessary and sufficient condition of a weakly efficient solution x ∈ S W E is that there exists some y ∈ WMinY such that f (x) ≤ y. Theorem 4.6(ii) enables us to write
Moreover, from the definition of S ε , we have ES ⊆ S ε , so S W E ⊆ ES ⊆ S ε . This completes the proof.
Computational Experiment.
This section is used to illustrate our proposed algorithm through several numerical examples. We also want to compare our results with other related works of [5] . The algorithms were implemented in parallel on Intel(R) Xeon(R) CPU E5-2630 v4 at 2.20Ghz (32 logical cores) and 128Gb RAM using Matlab 9.3 (2017b).
Example 5.1. Consider the following linear fractional programming problem
Vmin
Since both objectives of this problem are a ratio of two linear functions, it is clearly a multiobjective strictly quasiconvex programming problem. Thus, we can use our algorithm to solve this problem. Let us demonstrate below the detailed computation for the case = 0.5.
Initialization step. We find a lower boundary m = (−1, −1) by solving the convex programming problem (P m i ), i = 1, 2 and choose an upper boundary M = (0, 2.6).
Iteration k = 0. The only point in V 0 is chosen v 0 = m = (−1, −1). Solving (P 2 (v 0 )) gives t 0 = 0.6404 and w 0 = (−0.3596, −0.3596). Two new proper vertices (−0.3596, −1.000) and (−1.000, −0.3596) are inserted to V 1 by the cutting procedure.
Iteration k = 1. A point v 1 = (−0.3596, −1.000) is chosen from V 1 \V ε . Solving (P 2 (v 1 )) gives t 1 = 0.1626 and w 1 = (−0.1970, −0.8374). Since ||w 1 − v 1 || = 0.2299 < , V = V ∪ {v 1 }. We continue to the next iteration.
Iteration k = 2. Choose v 2 = (−1.0000, −0.3596). Solving (P 2 (v 2 )) gives t 2 = 0.5257, w 2 = (−0.4743, 0.1661). Vertices (−0.4743, −0.3596), (−1.0000, 0.1661) are inserted to V 3 by the cutting procedure. Iteration k = 6. Choose v 6 = (−1.0000, 0.5232). Solving (P 2 (v 6 )) gives t 5 = 0.2377, w 5 = (−0.7623, 0.7608). Since
The algorithm terminates since there is no more points in V k \ V ε . We obtain the sets We compute the results in other cases of and show them in Table 1 , where T, V and C denote the average computation time, number of weakly efficient values (or the number of vertices in L) and number of vertices of the outer approximate copolyblock, respectively. The computational result is visualized in Figure 2 . 
Since both f 1 (x) and f 2 (x) are convex fractions and the feasible domain of this problem is a polyhedron, the above problem is a strictly quasiconvex multiobjective programming problem.
By choosing = 0.1,d = (1, 1), the algorithm stops after 19 iterations. We obtain the V ε set of 10 vertices of the approximate copolyblock and the Y W N set including 19 weakly nondominated points. The computational results with other values of are presented in Table 2 with all notations having the same meaning as in Table 1 . The computational results are illustrated in Figure 3 . Two green small circles in the figure are the nondominated outcome points as stated in [5] after running its algorithm twice with different initial conditions. Computational results with different values of are presented in Table 3 with the same notation meaning as in Example 5. 6. Conclusion. In this paper, we propose an algorithm for solving the strictly quasiconvex multiobjective programming problem (QV P ) based on the monotonic approach. Firstly, we generate a weakly efficient solution of (QV P ) associated with a nondominated outcome point by using strictly quasiconvex programming. Then, we apply the cutting cones in monotonic optimization to outer approximate the outcome set. From the sets of outer approximation outcome points and nondominated outcome points, we have established the inner and outer approximation set of outcome set and obtained the approximation of weakly solution set that contains the whole weakly solution set of (QV P ) with any tolerance. These properties are guaranteed by the convergence theorems. We also develop a parallel version of the proposed algorithm, that is more efficient than the former. The numerical results show that the algorithm is flexible for a large class of problems and the computational time is acceptable for a feasible tolerance. In the future, the proposed algorithm can be applied for solving many problems related to the multiobjective programming problem (QV P ).
