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Abstract
The precise control of ferromagnetic domain wall formation opens up exciting avenues
of research and potential application in spintronics — the manipulation of charge car-
riers via their spin properties. Recent experiments on Cobalt-Platinum multilayers
containing artificially created domains provide the motivation for this work.
In this thesis the electronic structure of CoPt multilayers are calculated by an ab initio
multiple scattering method, and attempts are made at replicating the systems used in
experiments, including lattice relaxations and the effects of substitutional alloying.
The magnetic reversal process in Pt/Co/Pt trilayer systems is studied in the framework
of micromagnetics, in which effects such as exchange, magnetocrystalline anisotropy
and the demagnetising field are treated phenomenologically. The results are compared
to recent experiments and the switching mechanism can be understood in terms of
domain growth and domain wall nucleation.
A ballistic transport framework is outlined in terms of a tight binding Green function
method. The domain wall is modelled as a change in the local spin reference frame.
The method is applied to Cobalt Platinum trilayers, and it is found that the resulting
domain wall resistances are sensitive to the details of the Fermi energy bands.
Subsequently, the angular dependence of domain wall resistivity in Pt/Co/Pt systems
is studied by a model based on the anisotropic resistivity tensor that is expected in a
domain wall. The results are used to extract resistivity parameters from experimental
data, and a positive domain wall resistivity is identified, whilst resulting arguments
provide supporting evidence for the Levy-Zhang theory of domain wall resistance.
Finally, recent experiments on the dilute magnetic semiconductor (Ga,Mn)As have
provided evidence for a negative intrinsic domain wall resistance in this material. By
applying a similar model to that used on the CoPt systems, it is shown that the
anomalous magnetoresistance effect can also provide a significant negative contribution
to the measured resistance via induced eddy current at the domain wall boundary.
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Chapter 1
Introduction
This thesis concerns the investigation of spintronic devices by theoretical meth-
ods, with the aim of illuminating the magnetic and electrical properties in systems
fabricated experimentally. The term spintronics encompasses work in which elec-
trical currents are manipulated via the charge carrier spin as opposed to conven-
tional electronics that do not take advantage of this additional degree of freedom.
Such devices are not solely of academic interest: contemporary data storage meth-
ods, such as those found in computer disk drives, rely on spintronic technology
for data manipulation. Recent years have seen rapid progress in this field, owing,
in part, to advancements made in device fabrication techniques, in particular the
ability to pattern nanoscale features in multilayer devices. Continuing on from
this research, regions of non-colinear magnetism termed ferromagnetic domain
walls have been the subject of renewed interest in recent times owing to their
potential applications to non-volatile data storage and novel logic devices. The
characterisation of devices based on domain wall physics is therefore important
for future progress in this rapidly developing field.
1.1 The basics of magnetism
To answer the question ‘What is a domain wall?’ it is first necessary to under-
stand the origins of magnetism. The type of magnetism studied in this thesis is
ferromagnetism and as such the bulk of this introduction will outline the basic
11
concepts with which the reader must be acquainted. Subsequent chapters deal
with the specifics in greater detail.
When it is said a material is magnetised or is magnetic what do we mean? The
magnetic property of a material originates in the motion of its constituent charge
carriers. This can be split up into two contributions: the first, known as the
orbital moment arises due to the motion of electrons around the nuclear core,
and the second, usually a larger effect due to the spin of the electron, is known
simply as the spin moment. In a non-magnetic atom these contributions are
cancelled internally — for instance, in the case of spin moments there are equal
numbers of clockwise and anticlockwise spin rotations giving a vector sum of zero.
However a number of effects can break this symmetry, leading to the formation
of a magnetic state the magnitude of which can be expressed in terms of the
magnetic moment per unit volume, usually called the magnetisation strength or
intensity, traditionally denoted by the vector M. Since the common types of
magnetism are dependent on an external applied field a magnetic susceptibility
is defined as being induced M per unit applied field or
χ =
∂M
∂H
. (1.1)
A summary of the common types of magnetism is now presented. A very weak
magnetism can be exhibited in all materials, the direction of which is opposite
to that of an applied magnetic field. This diamagnetism arises due to symmetry
breaking in the orbital moments under the external field but has negative sus-
ceptibilities that are orders of magnitude smaller than other types of magnetism.
Another magnetic state that is induced by an external field is paramagnetism. In
contrast to diamagnetism this effect is due to the spin moment — atoms have
differing spin occupancies. In pure paramagnetism, the absence of an applied
field results in moments that are randomly distributed due to thermal agitation
resulting in a cancelling of the internal magnetic field. Application of an external
field results in the average magnetisation shifting from zero to having a positive
component in the direction of the field as moments in the sample align with it.
In contrast to diamagnetism, paramagnetic susceptibilities are always positive.
The type of magnetism commonly exploited in magnetic devices and permanent
magnets is ferromagnetism, and is by far the field that has received the greatest
attention in recent years both theoretically and experimentally. The mechanism
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underlying ferromagnetism is similar to that observed in paramagnetism, namely
individual atoms having an intrinsic moment associated with a spin asymmetry.
Crucially in this case atoms of the solid are not independent but are subject to
interactions of sufficient strength that overcome the thermal disordering. The net
result is that individual moments tend to align with their neighbours in macro-
scopic regions of homogenous magnetisation known as domains. The nature of
the interaction (exchange) that leads to this spontaneous ordering is quantum me-
chanical and will be discussed in greater detail in subsequent sections. Despite
this localised ordering the global ground state of a bulk ferromagnetic material is
often demagnetised due to domains within a crystal aligning in opposite directions
to ensure the minimisation of energetically unfavourable stray fields (magneto-
static energy). The exchange energy is isotropic with respect to the crystal, only
depending on the relative orientation of the atomic moments; however, certain
directions are favoured due to effective interactions with the crystal lattice (mag-
netocrystalline anisotropy), and as a result the inter-domain angles are usually
90◦ or 180◦ in cubic materials. Stray fields are also minimised by domains that
run parallel to the surface of a sample. This effect is less important in bulk crys-
tals, but can be significant in mesoscopic systems, thus the magnetostatic energy
is also referred to as a shape anisotropy. An applied magnetic field provides an-
other source of anisotropy and, depending on the system energetics, can induce
the rotation of atomic moments until they are colinear with the field vector. As
a result, domains aligned with the field grow and others contract resulting in an
increase of the sample magnetisation in the field direction. As the magnitude of
the external field is increased moments continue to rotate until the sample con-
sists of one large domain. This condition is known as the saturisation state; the
application of a greater field cannot increase the ferromagnetic magnetisation any
more. This is a common experimental tool to measure the properties of a system
as the reversal process can allow the study of domain wall motion, and the exact
reversal mechanism is dependent on several material parameters. A schematic
of a typical magnetisation process is shown in figure 1.1. In ultra-thin films the
stray fields giving rise to the shape anisotropy effect are significantly smaller ow-
ing to the reduced domain volume. If the crystalline anisotropy favours a single
crystal direction perpendicular to the film, the magnetisation can point out of
the sample plane even with no coercing applied field — the sample is said to be
perpendicularly magnetised. In this thesis Cobalt-Platinum layers are studied
which exhibit this type of behaviour.
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H(a) (b) (c)
Figure 1.1: Demonstration of sample magnetisation by an external field. Image
(a) shows a ferromagnetic sample in the ground state, the direction of the aligned
moments in each domain is indicated by the black arrows and correspond to
interdomain angles of 90◦. The domains in the demagnetised sample form a closed
circuit enabling the stray magnetic field to be minimised. (b) As an external field,
H, is applied the domain in the direction of the field starts to grow by rotating
atomic moments at its interfaces. (c) Finally when the field is sufficiently large
the sample is fully magnetised along the field direction.
One of the defining features of ferromagnetism is hysteresis, or the irreversibility
of magnetisation. If one plots the net ferromagnetic magnetisation versus the ap-
plied field intensity in a reversal process it becomes apparent that the path taken
going from negative to positive saturisation is different to that taken in reverse.
In some ferromagnets the sample remains significantly magnetised even under no
applied field, a situation known as remanence, and the opposing field needed to
switch the magnetisation is known as the coercive field. A typical hysteresis curve
is demonstrated in figure 1.2a. Another characteristic feature of a ferromagnetic
material is the Curie temperature. When a ferromagnet is spontaneously mag-
netised the interatomic interactions dominate the thermal noise, however as the
temperature is increased the directions of the atomic moments are subject to
larger random fluctuations. The transition point between ferromagnetic ordering
and a randomly magnetised paramagnetic state is called the Curie point, above
which M is zero under no applied field. Cobalt has the highest known elemental
Curie temperature and retains around 97% of its saturisation magnetisation at
room temperature [1].
The anisotropic magnetoresistance or AMR effect is a directional dependence of
the resistivity of a ferromagnet, such that the resistance parallel to the magnetic
moment vector differs from the resistance perpendicular to it. AMR was first
explained by Kondo [2] as the scattering of s-type electrons by orbital moments
14
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Figure 1.2: (a) Hysteresis loop of a typical ferromagnet along axis α. The curve
starts at the position 0 where the sample is under no applied field and has zero
net magnetisation owing to domain closure. A positive field is applied and the
sample becomes magnetised up to some saturisation value (0→A). When the
field is reduced the original path is not taken in reverse, instead at zero field
the sample can retain as significant fraction of its magnetisation (point B). As
the field is reversed the magnetisation is reduced, passing through the zero point
at C. The value of H at this point is called the coercive field. Finally when
the negative field is large enough the sample becomes fully magnetised in the
opposite direction (point D). Reversing this process takes us through points E
and F and finally back to A. (b) Variation in the moment rotation angle θ in
crossing a domain wall separating two domains with magnetisation angles ±90◦,
representing magnetisation in the ±z directions. The dashed line represents the
gradient of the steepest point of the curve, defining the conventional domain wall
width, d.
induced by the 3d spin moment. Since the atomic moments differ in orientation
in a multi-domain state, a significant resistance change can be observed when
the domains are eradicated, attributable directly to the AMR effect. This is one
of many extrinsic effects that have caused problems for researchers investigating
the electrical properties of spintronic devices experimentally.
The interface between two domains is not an abrupt change in the magnetisa-
tion but rather a gradual rotation from one state to another, and the region in
which the magnetisation rotates is called a domain wall. A domain wall becomes
necessary due to the exchange energy cost associated with an abrupt change in
the magnetisation. In competition is the anisotropy energy lost by aligning along
the preferred crystal axis of the sample, and it is the balance between these two
interactions that determine the characteristic scale on which the magnetisation
rotates, known as the domain wall width. It is possible to classify common do-
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main walls into types based on the angle between the domains, either 90◦ or 180◦
(or near these values) and the plane of rotation in the transition region producing
either Bloch or Ne´el walls. Figure 1.2b shows the profile of a 180◦ domain wall
separating two domains magnetised in the ±z direction, that is, perpendicular
to the profile direction, x. The rate of rotation is greatest in the middle of the
domain wall (x = 0) and this slope is indicated by the dashed line. Several defi-
nitions of the domain wall width, d, exists in the literature. The most common
is after Lilley [3] in which a linear continuation of the steepest gradient is used,
as demonstrated by the dashed line. In the case of a Bloch wall the rotation oc-
curs perpendicularly to the profile axis x, effectively rotating about this axis. In
contrast, Ne´el type walls rotate in the direction of the domain wall cross-section,
lying along the x axis at x = 0. The type of wall present in any given sample is
dependent on the energetics of the competing magnetic interactions.
A contemporary area of research is that of current induced domain wall motion.
The subject was first studied by Berger [4, 5, 6] in the early 80s, and it was found
that a force sufficient to mobilise a domain wall could indeed be exerted by an
electric current. For an account of recent advancements in this field the reader is
referred to the review article by C.H. Marrows [7].
We conclude this brief introduction to magnetism by mentioning two other mag-
netic groundstates that are common in materials: Ferri- and Antiferro- mag-
netism. These types contrast with ferromagnetism as an antiparallel alignment
of spin is favoured. In antiferromagnetism neighbouring moments are identical in
magnitude but oppositely aligned, and no spontaneous magnetisation is present
due to exact cancellation. An external magnetic field can coerce the moment to
align and similar to the paramagnetic state susceptibilities range from 10−5 to
10−2. The susceptibilities are highly temperature dependent as at low tempera-
ture the ordered spin arrangement is maintained reducing χ significantly. Above
a specific temperature named after Ne`el the material becomes paramagnetic. Ex-
amples of antiferromagnetic materials are Cr, MnO and FeS. In Ferrimagnetism
more than one magnetic atom is present, the lattice consists of two sublattices
occupied by the different atoms. The moments are aligned as in antiferromag-
netism but the magnitude of the moments are not the same, the result being that
the magnetic flux is not exactly compensated for and a net spontaneous mag-
netisation can exist below the Curie temperature. Common ferrimagnets include
Yttrium Iron garnet (YIG) and magnetite.
16
1.2 GMR and Domain wall based devices
Devices based on the giant magnetoresistance (GMR) effect are commonly used
as magnetic sensors in devices such as computer hard drives, and share many
similar features to domain wall based resistance systems. Figure 1.3 shows a
ferromagnetic/non-magnetic multilayer GMR spin-valve system containing two
different types of ferromagnet. The first, a ‘hard’ ferromagnet has a high co-
ercive field, and is denoted by the two layers marked with green arrows, while
in the middle of the sample a ‘soft’ ferromagnet with a lower coercive field is
denoted by the cyan arrow. The non-magnetic spacer, denoted by the light grey
regions, decouple the short range exchange interactions between neighbouring fer-
romagnetic regions. The structure is engineered to have the anti-ferromagnetic
(opposing moments) configuration in the ground state (no external field) through
magnetostatic interactions. In this state an additional resistance is measured due
to the spin dependent scattering at the layer boundaries; an electron travelling
in the material can be scattered by the abrupt change in the spin channel band
structures. Application of an external field coerces the soft material’s atomic
moments to align with it, and the resulting decrease in the current perpendicular
to plane (CPP) resistance, which can therefore be used to identify the presence of
the external field, is attributed to the removal of the scattering from the spin de-
pendent band structure. A review of GMR technology can be found in reference
[8].
Domain wall based systems operate on a similar principle to the GMR materials,
but the current is in the plane (CIP) of the material and, in the case of naturally
forming domain walls, the material can be chemically homogenous. Figure 1.4
shows a schematic of such a thin layered system, where two perpendicularly
magnetised domains (cyan arrows) are separated by a single domain wall, denoted
by the dark grey region. In contrast to the abrupt change in magnetisation found
in the GMR system the magnetisation rotates gradually between domains in these
systems. The presence of the domain wall alters the resistivity of the region
it occupies, although the exact nature of this contribution is still a matter of
contention in the literature. Application of an external field, perpendicularly to
the sample in this case, eradicates the domain wall by coercing domain alignment
in the sample. The measurable change in resistance can be attributed to the
removal of the intrinsic domain wall contribution and any extrinsic factors such
as AMR, or the Lorentz magnetoresistance that results from the deflection of
17
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H
Figure 1.3: Diagram illustrating the basic mechanism of the GMR principle.
Three ferromagnetic layers representing a ‘hard’ (green arrows) and ‘soft’ (blue
arrow) magnetic material are exchange decoupled by non-magnetic spacers de-
noted by the grey region. In the ground state the layers are antiferromagnetically
aligned due to the magnetostatic energy, whilst under an applied field, H, the cen-
tral soft layer is coerced to align with the harder ferromagnets. The net effect is a
decrease of the resistance so that Ia < Ib for a fixed driving voltage, a measurable
difference that indicates the magnetic state of the device.
Ia
Ib
H
Figure 1.4: Setup of a domain wall resistance based layer device with similarities
to the GMR based system. Here only a single domain wall is shown, whilst in
principle many of these domain walls can be used in series. In the left panel two
domains are separated by a single domain wall. Application of a perpendicular
external field aligns both domains, erasing the domain wall and a change in the
electrical properties is measurable so that Ia 6= Ib.
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current lines by the magnetic domains. This property, coupled with domain wall
motion opens up the possibility of not only magnetic sensors but logic devices
and data storage using domains as information quanta.
Ferromagnetic domain magnetoresistance has been a subject of speculation from
as early as the 1930s, with the first experiments reporting no resistance change
as a function of the domain configuration [9, 10]. However, owing to an im-
provement in measurement resolutions, Heaps [11] was able to measure a small
resistance change in a strained Ni wire as the magnetisation was saturated. The
interpretation of these results were in term of the AMR effect, rather than a
contribution from a scattering due to the domain walls. It was some time later,
in the late 1960s and early 1970s, that the topic was revisited using bulk crys-
tals of high purity. The most prominent experiments were performed on Iron
whiskers by Coleman et al. [12, 13, 14] in which resistance increases of up to an
order of magnitude were found for multidomain states at low temperatures, but
subsequent analysis showed that this effect was due to Kohler magnetoresistance
(see below). Following on from such studies, thin films were employed for magne-
toresistance measurements as a precursor to modern experiments that use such
layered structures. Okamoto et al. [15, 16] and Masuda et al. [17] performed
experiments on films of GdCo and MnBi to measure changes in the resistance
that were associated with the domain configuration.
Although these experiments demonstrate that a multidomain configuration can
affect the resistance of a sample, the changes cannot straightforwardly be at-
tributed to an intrinsic domain wall resistance. So called extrinsic effects dom-
inate the measured resistance change, including the Kohler effect in which the
Lorentz force alters the trajectory of electrons in the sample, and the magnetisation-
dependent ordinary and anisotropic magnetoresistances. Owing to its small size,
the scattering from a domain wall is difficult to measure and consequently very
little progress was made in this field until the mid 1990s.
A brief discussion of the main theories of domain wall resistance will now be
presented before the modern experimental works are described.
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1.3 Theories of domain wall resistance
The earliest paper that attempted a theoretical treatment of domain wall resis-
tance was by Cabrera and Falicov [18] in 1974. In this work they calculated the
reflection coefficient of spin up and spin down electrons, with the domain wall
acting as a spin-dependent potential. Spherical Fermi surfaces were used with
a rigid shift of the parabolic bands to account for the exchange splitting in two
regimes: where the exchange splitting is small relative to the Fermi energy; and
where the exchange is much larger than the Fermi energy. In the first case the
resistance was found to decay exponentially with respect to the wall width and
consequently the positive domain wall resistances obtained were small (≈ 10−4
of background) for realistic domain wall sizes. Considerations of large spin po-
larisations were restricted to domain walls of atomic abruptness, setting up a
straightforward tunnelling problem in which the conductance goes to zero for
half-metallic systems. In a second paper by the same authors [19] diamagnetic
Lorentz force effects were considered that also gave rise to a positive magnetore-
sistance.
Despite the authors’ claim that the results can be used to interpret experimen-
tal results on Fe whiskers, they concluded that electrons can traverse the wall
adiabatically if the wall is wide enough — resulting in a contribution that is
vanishingly small for real systems. Following this, Berger [4] presented argu-
ments in favour of the adiabatic model of spin rotation and proposed a different
mechanism in which eddy currents formed around a domain wall due to the Hall
effect contribute to the resistance. These eddy currents lose energy by the usual
Joule heating mechanism and an additional resistance will therefore be measured.
Berger suggested this mechanism could account for the experimental results of
Okamoto et al. [15, 16] and Masuda et al. [17].
Many years later the topic was revisited by Viret et al. [20] who presented a
semi-classical model of domain wall resistance based on the Larmor precession
of the electron around the rotating local moment as it traverses a domain wall.
They proposed that as an electron enters the domain wall region the change in
the local exchange field direction causes the electron to rotate about this field at
a pseudo-Larmor frequency as shown in figure 1.5a. However, this rotation is not
rapid enough to make the process totally adiabatic and the spin of the electron
and local magnetisation are not aligned. Assuming that the resistivities of both
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Figure 1.5: Numerical simulation of the canting of the conduction electron spin
as it attempts to follow the local magnetisation during traversal of the domain
wall in the laboratory frame of reference. Image and caption from [20].
spin channels differ and are independent in the domains, then the mixing of the
channels will result in an increase of the resistance that can by understood by a
two resistor model as the channels become coupled. A comparison of this model
with the experimental data presented in the same paper shows good agreement.
This model also predicts that narrower domain walls offer a greater impedance
to current flow as this adiabatic perturbation will be greater.
Two preeminent papers on domain wall resistance exist in the literature, both
published shortly after the Viret paper in 1997: that of Levy and Zhang [21], often
used to interpret experimental findings of a positive domain wall resistance; and
that of Tatara and Fukuyama [22], the most cited reference in studies where a
negative intrinsic domain wall resistance was found.
Levy and Zhang used the spin dependent Hamiltonian that has been applied to
model GMR in multilayer systems:
H0 = −~
2∇2
2m
+ V (r) + Jσ ·M(r), (1.2)
where V (r) is the non magnetic potential, J is the exchange splitting and σ is
the electron spin vector. This Hamiltonian can be spin diagonalised by rotating
the spin operator to be parallel with the local magnetisation vector, M(r). In
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the case of colinearly magnetised samples, this process is trivial, such that
Hθ = R
−1
θ H0Rθ = −
~
2∇2
2m
+ V (r) + Jσz, (1.3)
where Rθ is the operator that rotates between the two representations. In a
system containing a domain wall the rotation angle θ is now a function of the po-
sition and the rotated Hamiltonian is not so simple. As position and momentum
do not commute the kinetic energy term becomes
R−1θ
(
−~
2∇2
2m
Rθ
)
= −~
2∇2
2m
+ Vpert. (1.4)
This additional term, Vpert, represents corrections to the wavefunction that arise
from the rotating background magnetisation, and is the quantum equivalent of
the misstracking referred to in the Viret paper. Levy and Zhang then use a
Boltzmann transport method with a spin dependent impurity scattering potential
to produce several useful equations that can be tested experimentally, one of
which relates the domain wall resistivity anisotropy to the resistivities of the spin
channels:
RCPW
RCIW
= 3 +
10
√
ρ↑0ρ
↓
0
ρ↑0 + ρ
↓
0
. (1.5)
Here RCPW and RCIW are the currents both perpendicular and parallel to the
plane of the domain wall and ρ↑0 and ρ
↓
0 are the spin up(down) channel resistivities.
In contrast to Levy and Zhang, the work of Tatara and Fukuyama [22] outlines a
mechanism that can lower the resistance of a sample in the presence of a domain
wall. In metallic samples containing impurities the interference of complementary
electron waves around a closed scattering loop can result in a greater probability
of locating an electron at an impurity, an effect known a weak localisation. As
a result, the conductivity of a metal is decreased by this backscattering effect,
particularly in low dimensional systems where the probability of a self-crossing
scattering series is increased. The authors show that the domain wall can con-
tribute to the decoherence of electrons, hence reducing the constructive interfer-
ence of the weak localisation. In this case, these electrons are no longer weakly
bound to the impurity and the resistivity of the material is reduced; however,
this effect becomes less significant as the temperature of the system is increased.
Recent studies to measure weak localisation effects in Co and CoPt layered wires
22
have failed to detect WL effects in these materials within the limits of their
high-resolution measurements [23, 24, 25].
Many other theoretical works exist on the subject of domain wall resistivity, a
brief summary of these is now presented.
The dephasing model of domain wall resistance was investigated again by Jonkers
et al. [26] using a time dependent approach to the spin dependent impurity
scattering. They found that the domain wall reduces the resistivity of the sample
and obtained good agreement with results based on the formalism of Tatara and
Fukuyama [22] .
All the models presented so far are based upon a simplified two band model of the
electron states. Van Hoof et al. [27] presented a ballistic calculation of domain
wall resistivity for various transition metals employing realistic band structures.
It was found that the ballistic conductivity is enhanced significantly over the
predictions of a two band model due to the near degeneracy of bands near the
Fermi energy, e.g. in Cobalt the magnetoresistance is 0.33% for realistic domain
widths as opposed to 0.008% for a two band model.
Braatas et al. [28] performed ballistic calculations in a two band model, and
found, as did van Hoof et al., that the domain wall resistivities are vanishingly
small. They also conducted diffusive transport calculations using the Kubo for-
mula and found that the domain wall resistance can be strongly enhanced when
the scattering lifetimes of the two spin channels differ. It turns out that gen-
eralising this diffusive method to realistic band structures is cumbersome [29].
Around the same time the group also published a paper that claimed to offer an-
other explanation for the observed negative resistance in some experiments [30].
The domain wall is expected to have a small effect on the exchange splitting,
slightly altering the magnetisation and therefore the charge distribution in each
spin channel, hence the resistance in the classical Drude conduction model is
changed. In fact it was shown that the resistance due to the domain wall could
be either positive or negative depending on the spin dependent relaxation rates.
Work by Dugaev et al. [31] considered electron-electron interactions in the vicin-
ity of the domain wall, with the ferromagnetic bandstructure treated in a two-
band model with appropriate spin transformations made in the domain wall re-
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gion. Within a semi-classical model they then calculated spin and charge den-
sities, and the transport characteristics that are modified by spin-accumulation
effects. The role of spin accumulation in the resistance properties of a domain
wall was studied further by the authors in references [32, 33]. Around the same
time Dzero et al. [34] looked at the spin accumulation at domain boundaries in
the ballistic limit, and found that this effect can produce significant magnetore-
sistances. They found that this couldn’t account for the positive domain wall
resistance found in Ebels et al. [35], but propose a new type of domain wall
that produces a larger spin accumulation effect, without giving details. It was
also shown by Sˇima´nek [36] using calculations based on the kinetic energy of the
Wigner function, that spin accumulation effects cannot account for the observed
resistance in the experiment.
Gallego et al. [37] performed density functional theory calculations on NiFe
systems. By using the Kubo-Greenwood formula and a linear domain wall model
they found an increase of the CIW and CPW resistivities relative to the single
domain state. They also found that the AMR effect is greatly reduced inside a
domain wall.
In the diffusive limit Bergeret et al. [38] calculated the domain wall resistance in
mesoscopic magnetic wires with spin dependent impurity scattering. The kinetic
properties were derived from the matrix distribution function, and the model
applied to two cases: a narrow domain wall with small exchange splitting and a
longer domain wall in the adiabatic limit. In both cases the domain wall resistance
is found to be positive.
Yavorsky et al. [39] modelled GMR caused by a Bloch wall in pure Fe by ab
initio electronic structure calculations. The conductance was calculated using
a linearised Boltzmann equation in the relaxation time approximation. Thin
domain walls were required to produce appreciable magnetoresistances, with a
relationship that is inversely proportional to the domain wall width. This is in
agreement with the findings of van Hoof et al. [27].
Kudrnovsky´ et al. [40] have used realistic potentials in calculations of domain
wall resistance in common ferromagnets. Ballistic calculations were also carried
out on substitutional alloys based on Co with impurities of Cu, Ni and Cr by
using the coherent potential approximation. It was found that a positive domain
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wall resistance is present in all cases studied.
Theoretical studies have also been performed on systems with unusual or low
dimensional geometries. For example, Pereira and Miranda [41] have considered
the extreme case of Luttinger liquid behaviour in a nanowire and showed that
in this system a domain wall can switch the material to a spin-charge insulator.
Magnetoresistance studies of spring ferromagnets were performed by Inoue et al.
[42] in the ballistic limit. They show that the domain wall resistance does not have
a monotonic dependence on the domain wall width, and that a negative domain
wall resistance may be possible under certain conditions. Zhang and Xiong [43]
have performed micromagnetic and conductance calculations on ferromagnetic
zig-zag wires. A transfer matrix method was used, and it was found that the
domain wall resistance could be positive or negative depending on the wall width.
More recently, the transport properties of domain walls in ferromagnetic nanowires
have been studied by Gopar et al. [44]. A two band model was employed and the
conduction obtained from the Landauer formula. Studying the transmission of
electrons through a domain wall in different regimes, they find that the positive
domain wall resistance is largely unaffected by the precise profile of the wall.
Falloon et al. [45] used a classical two-resistor model coupled with a two-band
Hamiltonian to calculate the resistances of a domain wall in a nanowire with
simple, confined transverse modes. The ballistic regime is used to obtain the
conductance parameter for the resistor model. It is found that the resistance
is small compared to interface GMR, but is within an order of magnitude of
experiments by Ebels et al. [35]. The torque exerted on a domain wall by the
spin polarised current is also calculated to estimate the speed of the resulting
domain wall motion.
Koma and Yamanaka [46] take the approach that the resistance changes can be
explained in terms of heat generation in a sample. In their model the domain
wall is predicted to occupy a region near an impurity that minimises the total
heat generation, and this principle of impurity scattering is used to explain the
domain wall resistance found in experiments.
Nakamura and Nonoyama [47] studied the effect of domain wall pinning on the
electron conduction in the random phase approximation. They find that the
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domain wall enhances the resistance due to the presence of spin fluctuations
around it. It is also found that domain wall pinning reduces these fluctuations
and consequently suppresses this effect.
Dilute ferromagnetic semiconductors are promising candidates for spin injection
into semiconductors [48] and a wide range of applications in spintronics. A com-
mon material used in such studies is (Ga,Mn)As, of which a brief account is now
given. Fabrication of this material is usually done via molecular-beam epitaxy
(MBE) and introducing Mn impurities into the growth process, where direct lat-
tice substitution occurs with a Ga atom. Ferromagnetism is achieved at relatively
low Mn impurity concentrations, typically values of 1–6% are used. The main
limiting factor in development of practical (Ga,As)Mn based devices is the rel-
atively low Curie temperature of around 70 K [49, 50] although with selective
p-type doping values of 170 K have be achieved [51]. In terms of theoretical
modelling of semiconductor devices Vignale and Flatte´ [52] claim that a domain
wall can give rise to non-linear transport, with obvious comparisons to the effects
observed in a p-n junction. Nguyen and coworkers [53] studied a resistance con-
tribution from a domain wall in the semiconductor zinc blende. They conclude
that the domain wall resistance remains non-zero in the absence of disorder in
the adiabatic case, in contrast to the result of Cabrera and Falicov [18] in metal
systems. Later, Oszwaldowski et al. [54] used a disorder free Landauer-Bu¨ttiker
method to calculate the domain wall resistance in (Ga,Mn)As and found that the
value of the resistance given by Nguyen in the adiabatic limit was overestimated,
and found the exact value to be highly sensitive to the precise shape of the wall.
Their results were found to be an order of magnitude too small to explain the
experimental findings of Chiba et al. [55].
Recent theoretical efforts have also focused on superconductor-ferromagnetic hy-
brid devices, for example references [56, 57]. The Cooper pair phenomenon of
superconductivity prefers antiparallel spin alignments, in competition with the
parallel orientation found in ferromagnetism leading to new phenomena such as
coupling between vortex structures of superconductivity and ferromagnetic do-
mains.
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1.3.1 Recent experiments
The intrinsic domain wall resistance has been a subject of much debate in recent
years with a range of experiments and theories that disagree not only on the
magnitude of the contribution but also its sign. A problem that has plagued the
field is that of extrinsic contributions to the resistance, such as the AMR effect,
that can either mask the intrinsic domain wall signature or be misinterpreted
as an intrinsic contribution. Early experiments were performed on samples with
naturally forming domain walls in homogeneous materials that have dimensions
larger than the typical domain size. As a result, domains are often randomly
oriented and the isolation of a resistance attributable to a single wall is difficult.
Advances in experimental methods have enabled the study of so-called mesoscopic
systems in which the device geometry is carefully prepared to gain some degree of
control over the domain wall formation. Examples include the engineering of the
magnetocrystalline anisotropy to control the domain magnetisation vector and
minimise extrinsic effects. In other systems a constriction has been placed in the
domain wall to localise it inside the constriction as well as to control the domain
wall width.
In this section a brief overview of the most important experiments is given, start-
ing with those that provide evidence of a positive contribution and subsequently
those that suggest a negative value of the domain wall resistance.
1.3.2 Positive domain wall resistance
One of the earliest modern experiments to tackle the issue of the domain wall re-
sistance is that of Viret and colleagues [20]. To accommodate their semi-classical
model of domain wall resistance they presented experimental data on polycrys-
talline, in-plane magnetised Cobalt (t = 28 nm) and Nickel (t = 30 nm) films at
room temperature. The resistivity contribution from the domain walls is found
to be dominated by the large AMR effect, owing, in part, to the large size of the
domains in the samples. The authors overcome this by outlining a protocol to
remove the known AMR behaviour by transverse and longitudinal measurements
and subsequently report a small positive contribution (≈ 10−5) to the background
resistance from the domain wall.
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Figure 1.6: Example of magnetic closure domains, otherwise known as Ne´el caps,
found in some thin films that can contribute to the measured magnetoresistance.
The thickness of the film is t.
In a subsequent paper the same group published results on out-of-plane mag-
netised HCP Cobalt thin films [58]. Under no applied field the stripe domains
found in the sample have random orientation, however, upon application of an
in-plane magnetic field the domains align into a parallel stripe configuration. The
advantage of this system is that the high density of domains results in a decrease
of the dilution effect, a term used to describe the situation where domain walls
are separated by large domains reducing the relative signal from the additional
magnetoresistance. In this configuration a domain wall resistance ≈ 1% was
measured. It was pointed out by other authors [59, 60, 7] that several problems
are present in this experimental setup. Firstly, the observed magnetoresistance
is independent of whether the domain aligning procedure is performed or not,
implying that this may be an effect of the AMR when the current flows through
the labyrinth pattern of the randomly distributed domains. In addition, the per-
pendicular anisotropy in these films is not enough to prevent the formation of
Ne´el caps (see figure 1.6) that occupy a substantial height of the film [60]. Again,
these will provide a contribution to the resistivity through the AMR effect, and
as a result the measured value cannot be attributed to an intrinsic domain wall
resistance with any degree of certainty.
These problems were overcome by Klein et al. [61] who performed magnetoresis-
tance measurements on samples of the perovskite and 4d itinerant ferromagnet
SrRu03. This material exhibits a very large uniaxial anisotropy and as a result the
sample is guaranteed to be free of Ne´el caps that largely invalidated the findings
of the previous experiment. The same property also eliminates the contribu-
tions of AMR and Lorentz magnetoresistance in the experiments. Perpendicular
stripe domains were formed and well characterised by Lorentz mode transmission
electron microscopy [62]. At low temperatures, they determined a domain wall
resistivity of around 700% of the background value, which they attribute to the
narrow (≈ 3 nm) domain walls in the material. In this case, they question the
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validity of models based on the spin misstracking effect for these narrow domain
walls and obtain good agreement with models based on the GMR effect, where
the interface is abrupt.
Li et al. [63] have performed magnetoresistance measurements on thin (4–20
nm) Pr2/3Sr1/3Mn03 films. They obtain samples with both in-plane and out-of-
plane magnetisations by changing the substrate material to control the orientation
of the strain induced anisotropy. Studies on the in-plane magnetised samples
yielded no significant magnetoresistance effects. However, in out-of-plane maze
domain systems significant changes were found between the single domain and
multi-domain states. The magnetoresistance was found to be ≈ 400% in a 6 nm
film at 50 K, although, surprisingly, this effect is diminished rapidly as the film
thickness is increased and peaks at a temperature of 50K. It is clear that these
system would benefit from further experimental studies to clarify the origin of
these dependencies.
More recently, Rahman et al. [64] have performed experiments on Tb21Fe67Co12
amorphous films (t=50–300 nm) with perpendicular magnetocrystalline anisotropy.
The domain walls form a maze like configuration, and it was found that the do-
main density increased with respect to the layer thickness. Owing to this effect,
the positive magnetoresistance is found to increase linearly with the film thick-
ness, exhibiting a maximum of 3.7% for films with t = 300 nm. They also find
that the domain wall resistance is increased as the wall width is reduced. The
authors assert that AMR effects are generally weak in amorphous films and that
this effect is further diluted by the strong perpendicular anisotropy, that also
minimises the Lorentz magnetoresistance, and attribute the change to domain
wall spin scattering phenomena.
The mixed transition metal equiatomic alloy FePd has been used by several au-
thors for transport measurements. This material has a strong uniaxial anisotropy,
and can be grown on MgO with this axis out of the layer plane, therefore result-
ing in dense stripe patterns without the presence of Ne´el caps. After measuring
bulk AMR and Lorentz contributions and finding them negligible, Ravelosona et
al. [65] found a magnetoresistance of 6% at liquid Helium temperatures and 2%
at 200 K in 100 nm thick films. They also compare their results to the theory
of Levy and Zhang by using estimates of the various parameters that enter the
model, and find a reasonable agreement between experimental results and pre-
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dictions of the resistivity anisotropy, although the isotropic domain distribution
prevented the extraction of individual CIW and CPW contributions.
A more precise measurement of the CIW and CPW resistivities was made by
Viret et al. [66] on 50 nm FePd films using an ‘union jack’ patterned system.
The growth process leads to domains that are aligned in parallel down one of the
100 µm channels, and therefore perpendicularly to the other, ideal for measuring
the resistivity anisotropy of a domain wall. By appropriate probe placement the
two resistivity elements were extracted from the data and after great effort to
exclude AMR effects it is found that the domain wall magnetoresistance is 8.2%
for CPW and 1.3% of CIW, in quantitative agreement with the models of Levy
and Zhang.
Danneau et al. [67] have measured domain wall resistance in 40 nm thick FePd
layers containing parallel domain walls that have been imaged by MFM. These
8 nm wide walls are moved by an applied field between sets of probes, allowing
the inter-probe resistances to be measured. The results show discrete changes
in the resistance, consistent with the moving domain wall interpretation. The
authors take great care to measure extrinsic effects and in these well characterised
devices the positive magnetoresistance was measured at 10%, a value that can be
interpreted in terms of a spin misstracking model. Recently Tanigawa et al. [68]
have performed measurements on domain walls in 18 nm thick FePd films with
perpendicular magnetisation containing notches to induce domain wall trapping.
It was found that the interface resistance measured was positive and ≈ 0.016 Ω
per domain wall, around 3 times larger than found by Danneau et al. .
In 1998 Mibu [69] and coworkers used a NiFe/CoSm exchange-spring bilayer
system to study the magnetoresistance of Bloch like walls. The domain wall
forms between the layers of magnetically hard CoSm, in the soft NiFe layers. A
current is applied in the plane of the material, and the resistance measured is
that parallel to the domain wall. After evaluating the AMR contribution by an
averaging procedure, a small > 0.1% parallel-to-the-domain wall resistance effect
was measured.
Mathur et al. [70] studied domain wall resistance in 200 nm thick La0.7Ca0.3MnO3
layers in a Wheatstone bridge configuration with carefully placed notch constric-
tions to trap 100 nm long 180◦ domain walls at known locations. In these samples
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the domain wall area resistance was found to be 8×10−14 Ωm2 — four orders of
magnitude greater than expected. Wolfman and coworkers [71] have formed de-
vices with nanoconstriction via high resolution e-beam lithography to trap and
alter the widths of domain walls. In these devices they measure very large con-
tributions of ≈ 16% to the magnetoresistance by 38 nm wide domain walls, and
they imply that the geometric constriction of the domain wall may play a large
factor in this.
Narrow Cobalt nanowires were formed by Ebels et al. [35], with a wire diame-
ter of 35 nm. They obtain surprisingly large positive domain wall resistance of
100–600% of the background resistance — clearly more than can be justified by
the model of Levy and Zhang. The authors attribute this large value to spin
accumulation effects, although this was disputed by Sˇima´nek [36] who claimed
that this contribution is suppressed due to the spin misstracking.
Xu et al. [72] have used a cross shaped Ni80Fe20 (t=30 nm) sample to study do-
main walls trapped at the junction. Micromagnetic calculations were performed
to study the magnetic configuration in the sample and, after excluding AMR and
Lorentz contributions, they deduce a positive intrinsic domain wall resistance of
≈ 10−4 of the background value.
Prieto et al. [73] have studied domain wall resistance in a thin (2–20 nm) Gd
layer sandwiched between two layers of 100 nm thick permalloy. Unlike other
experiments where the domains and current flow are in the plane of the sam-
ple, the current flows perpendicularly to the layers and the domains are in the
permalloy layers, whilst a domain wall is formed and confined in the Gd layer
if the two permalloy layers are oppositely magnetised. The results of transport
measurements show a domain wall resistance of ≈ 23% in a sample with a 4 nm
Gd layer and ≈ 31% for a 2 nm thick Gd layer. This is a large effect, but in
reasonable agreement with Levy-Zhang theory for the narrow domain walls.
Lepadatu and Xu [74] formed domain walls with constrictions in a 30 nm thick
Permalloy layer gown on a Si(100) substrate. A similar system was made but with
the ferromagnetic layer changed to Ni. The 1 µm wide channels are constricted
at their centre with constriction widths of 50 nm to 350 nm in 50 nm increments,
and they find that domain walls form in samples width constriction width ≤ 250
nm. Magnetoresistance measurements were made at room temperature and a
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positive change in the resistance was found as a domain wall is formed in the
constriction. In the analysis the authors find that ballistic magnetoresistance is
present in the narrower constrictions. However, in the samples fabricated with
wider constrictions the larger contribution is claimed to be from spin-dependent
impurity scattering as put forward by Levy and Zhang. In the 250 nm sample the
domain wall magnetoresistance was determined to be 1.7% in NiFe and 1.82% in
the pure Ni layer system.
Leven and colleagues [75] have studied domain wall resistance in multilayers of
(Co(0.3 nm)/Pt(1 nm))10. Micromagnetic calculations are also performed to
confirm the magnetisation distribution in the layers. They evaluate the AMR
contributions to the measured resistance by using longitudinal and transverse
measurements. It was found that an additional positive resistance exists in the
presence of a domain wall, and the domain wall resistivity is ≈ 0.23 µΩ cm.
In 2005 Buntinx [76] measured a positive domain wall resistance in Cobalt thin
films with 180◦ Ne´el walls. Domains are artificially created in a controllable and
reversible way by exchange biasing the cobalt layer by growth on a patterned CoO
base. The AMR effect is identified and removed, leaving a measurable interface
resistance of 6.4×10−17 Ωm2 for a single domain wall. The authors find this is
fully consistent with the theory of Levy and Zhang.
Lee et al. [77] have performed measurements on 5 µm wide, 30 nm thick Cobalt
strips with thickness a modulation of 8 nm to artificially form domains with
a length of 700 nm. After extracting the AMR contribution from the domain
wall, they determine a contribution of 0.14% that they attribute to domain wall
scattering.
1.3.3 Negative domain wall resistance
One of the first experiments to measure the domain wall resistance in a Ni wire
was done by Giordano et al. [78], who found a negative contribution from the
domain walls. In a sample with a diameter of 30 nm they measured a resistance of
−3 Ω at 4.2 K that was attributable to the domain walls. The theory of Tatara
and Fukuyama predicts a value of −11 Ω for an equivalent system, although
Giordano and colleagues suggest that uncertainties in the parameters used could
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account for this difference. In subsequent experiments on Ni wires Giordano et al.
[79] attempted to improve their isolation of a single domain wall’s contribution
to the resistance, and conclude that a resistance of −0.085 Ω is attributable to
the domain wall. They extended their work to narrow Co wires [80], but the re-
sults were somewhat unclear displaying both positive and negative contributions
in different samples, although they identified an overall negative domain wall
contribution by discounting certain samples as having large AMR contributions.
Extending their study to permalloy, they deduced a domain wall resistance of
≈ −0.14 Ω, again consistent with a negative domain wall resistance picture.
Otani et al. [81] studied Cobalt wires with widths ranging between 0.2–2 µm
and found a negative domain wall contribution to the resistivity that decreased
linearly with the sample width. In the same work, paired Cobalt disks were
fabricated with diameters 0.4–5.0 µm and at the interface a 180◦ domain wall
was formed that lowered the resistance by ≈ 1%. In a later experiment the same
group studied domain wall resistance in 40 nm thick epitaxial Co wires with two
distinct magnetic orientations. In the first the magnetisation was aligned in the
plane of the wire, and after accounting for AMR and Lorentz magnetoresistance
a negative domain wall resistance was found, but only in the narrow temperature
range 200–220 K, which it is suggested could be due to the suppression of surface
scattering. In the perpendicularly magnetised sample a small positive domain
wall resistance was observed ranging from 3×10−4 µΩ cm at 5 K to 6.9×10−4 µΩ
cm at 300 K. These experiments were extended to 50 and 100 nm thick Fe grown
on MgO. The periodic domain structure was imaged by MFM, and it was found
that Ne´el caps are present in the sample. Despite this, the authors claimed that
a negative resistance is present below 66 K (8.7 × 10−9 Ω cm at 8 K in the 50
nm sample), whilst above this a positive domain wall resistance exists. Clearly
more work is required to clarify the exact nature of the mechanism leading to the
observed behaviour in these samples.
Taniyama and coworkers [82] measured a negative domain wall resistance in de-
vices based on Cobalt zigzag wires. In this setup a domain wall is formed at a
90◦ bend in the wire, in which two different types of domain wall can form. They
attempted to remove the AMR contribution by comparing these two structures
and record a domain wall resistivity of −1.8×10−6 µΩ cm at 5 K. They discuss
the negative value obtained in terms of the model of Tatara and Fukuyama, but
conclude that their signal persists up to 200 K, where the weak localisation effects
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suggested by the theory should be minimal.
Ru¨diger et al. have performed a series of well characterised experiments on epi-
taxially grown Fe, Co and FePt thin-layer microstructures. A summary of these
experiments is given in reference [83]. Great care was taken to account for AMR
in Fe samples by balancing the competing contributions from the Lorentz magne-
toresistance. It was found that a negative resistance contribution was made to the
resistance, although the temperature at which the experiments were performed
(65.5 K) discounted the weak-localisation theory of Tatara and Fukuyama. Ow-
ing to the fact that the negative value is relatively insensitive to the domain wall
profile, the authors suggest that this reduction may not be due to an intrinsic
domain wall resistance. They propose that effect may be due to the reduction
of surface scattering as electron trajectories are altered at the surface. This is
supported by the fact that thicker films show a reduced resistance contribution,
as the surface effect become less significant. MFM and micromagnetic simula-
tions on HCP Cobalt layers show that Ne´el caps form in the samples studied in
experiments (thickness=55–185 nm). In these materials they find a small positive
domain wall resistivity of roughly 0.5% of the background resistivity, although
they suggest that half of this contribution may be a Hall effect phenomena. In
FePt layers with very high anisotropy there are no Ne´el caps present and a definite
positive domain wall resistance is measured of ≈ 0.3% that cannot be explained
by extrinsic contributions. Of these three sets of experiments, this positive con-
tribution is considered by the authors to be the most likely measure of a true
intrinsic domain wall resistance.
20 nm thick NiFe wires were studied by Nagahama and coworkers [84] with CoSm
pads to control domain formation. A negative domain wall resistance of −0.17
Ω per wall was found, but the authors indicated that this could be attributed
directly to an AMR contribution.
In the work of Hausmanns et al. [85] the reversal process of Co wires is studied
experimentally and by micromagnetic calculations, and the negative resistance
observed experimentally can largely be accounted for by the AMR effect that
they deduce from the configurations found from the calculations.
Buntinx et al. [86] performed experiments on Cobalt zigzag wire and using a
combination of MFM images and micromagnetic simulations showed that the
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resistance changes they measured could be fully explained in terms of the AMR
effect.
1.3.4 Dilute magnetic semiconductors
The first experiment to study the domain walls in a dilute ferromagnetic semi-
conductor was that of Ru¨set et al. [49]. They fabricated a device based on a 19
nm thick layer of Ga0.976Mn0.024As with two 10 nm wide (or less) constrictions in
a 400 nm wide wire, separated by a 100 nm wide, 500 nm long island. Under the
influence of a parallel magnetic field the bulk wire regions switch their in-plane
magnetisation at lower field values than the smaller island, resulting in control-
lable domain wall nucleation. The process was done progressively, with the first
sample having no constriction and exhibiting only AMR effects. Subsequently,
the sample was etched to produce a system with constrictions and a narrower
island region, and in this case a magnetoresistance of 8% was attributed to the
domain wall spin accumulation effect. Further etching led to resistances of up to
2000%, implying that the constrictions now act as a tunnel barrier to electron
transport.
Tang et al. [87] have performed experiments on 90◦ domain walls in in-plane
magnetised (Ga0.948,Mn0.052)As. The domain walls are created at the edge of
their device and driven through by an in-plane magnetic field. As the domain wall
passes a set of probes, measurements are taken of the potentials and are averaged
along the top and bottom of the sample to eliminate the Hall effect contribution.
Eddy currents that arise at the domain interface are evaluated by a simple model
that accounts for the altering resistivity tensor in each domain due to the effect of
the AMR. This is subtracted from their experimental results to yield an intrinsic
domain wall resistance, which they measure to be −0.33 Ω in 60 µm wide devices
and −1.0 Ωm in 30 µm wide devices. In the latter case, this value implies that,
when scaled for the 15 nm wide walls, the charge carries experience resistance
free transport in the domain wall region. The authors suggest that these results
could be interpreted in terms of the weak localisation model of Tatara et al. [22].
In experiments on in-plane magnetised Ga0.99Mn0.01As layers by Wosin´ski et al.
[88] domain wall resistances were measured in both unconstrained systems and
samples with a constriction to trap domain walls. In the former devices the au-
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thors attribute a positive resistance to the domain walls, whilst in the constricted
devices they measure a negative domain wall and suggest that the weak locali-
sation model may be responsible. However, in their experiments no discussion is
given of the exact micromagnetic state in the devices, or any possible extrinsic
contributions to the measured potentials.
Chiba and colleagues have performed studies on domain wall resistance in layers
of (Ga,Mn)As [55] with magnetisations perpendicular to the film. Samples are
fabricated with alternating etches to form artificial domain walls, and unetched
structures are also created. Because of the 180◦ domain walls the changing sign
of the Hall effect will produce eddy currents at the domain interface. These are
evaluated by the authors by both theoretical methods and geometric considera-
tions and removed from the final results as an extrinsic contribution. They also
evaluate the AMR contribution to the resistance and find it cannot be responsible
for the measured signal. It is found that the resistance can best be described by
the model of Levy and Zhang [21].
1.3.5 Magnetic point contacts
Nanocontacts provide a testing ground for measuring ballistic conductance effects
in ferromagnets. Initial experiments were performed by Garc´ıa et al. [89] who
found that a magnetoresistance of 280% was present at room temperature in
point contacts made from Ni wires. This effect was attributed to the trapping
of domain walls in the point contacts, and it was shown later by Bruno [90]
that domain wall confinement can occur in the samples. In his paper Bruno
studies the effect of a geometric constriction on the domain wall profile, and
shows that if the constriction is smaller that the natural domain wall width, then
confinement occurs in which the domain wall size shrinks to the characteristic size
of the constriction, independent of the material parameters. It seems reasonable
to suggest that the large resistances observed by Garc´ıa may be related to the
narrowness of a domain wall formed in the centre of the point contacts.
Subsequently the Garc´ıa group reinvestigated the resistance properties of nanocon-
tacts in electrodeposited Ni systems [91] and report both a positive and negative
contribution of up to 25% were measured, depending on the exact sequence of
magnetic fields and current pulses used to manipulate the domain wall. A similar
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electrochemical deposition method has been used by Hua and Chopra [92] to fab-
ricate Ni nanocontacts, who claim negative magnetoresistances of up to 3000%,
and later the same authors, using a different electrodeposition technique, obtain
a massive negative magnetoresistance of 100000% [93].
Owing to the nanoscale constriction, transverse electron modes can become con-
fined, leading to discrete jumps in the resistance. A natural method for perform-
ing calculations on these systems is in the Landauer picture, where a transmission
matrix is used to calculate the conductance of the system:
G =
G0
2
∑
i,σ
Ti,σ, (1.6)
where G0 is a quanta of conduction given by 2e
2/h and Ti,σ is the transmission
coefficient of the ith quantum channel. Such calculations have been performed
by several authors, including references [94, 95]. In general it is found that the
abrupt domain walls increase the backscattering of conduction electrons resulting
in an increase of the resistance.
Many other theoretical and experimental works have appeared in the literature
regarding the magnetoresistance of ferromagnetic nanocontacts. Since the bulk of
this thesis concerns systems in which the domains are not located in such atomic
constrictions, the reader wishing to learn more about recent discoveries is urged
to read the review given by C.H. Marrows in [7].
After reviewing the current body of literature in the field of domain wall magne-
toresistance it is clear that the only consensus possible is that further clarifying
work is required (see table 1.1). An aim of the work described in this thesis has
been to study the domain wall resistance in Cobalt Platinum trilayer systems,
and unambiguously identify the contribution from the domain wall by excluding
extrinsic effects. The bulk of this thesis contains the details of theoretical work
conducted on these trilayers, but before this is presented a quick description of
the fabricated devices is given.
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System Domain wall resistance
SrRuO3 [61] 700%
Co [35] 100–600%
Co [77] 0.14%
Co [81] −1%
(Ga,Mn)As [87] −100%
Table 1.1: A selection of results from the literature demonstrating the large range
of values obtained for the domain wall resistance.
1.4 Cobalt Platinum trilayer systems
Thin films of Cobalt Platinum trilayers are ideal candidates for the study of do-
main wall physics owing to the large perpendicular anisotropy found in these
materials [96]. Out-of-plane magnetised domains form naturally in the ferro-
magnetic Cobalt layer of the Pt/Co/Pt system; however, for accurate and re-
producible measurements of the domain wall resistance an additional level of
control over the exact micromagnetic configuration is desirable. This thesis con-
cerns the modelling of devices fabricated with this purpose in mind, where careful
manipulation of the material properties using high-spatial-resolution ion beams
induces tailored domain formation. In addition to this, other attractive features
of the system include that the large perpendicular anisotropy and thin Cobalt
layers exclude the possibility of Ne´el cap formation that has plagued some of the
experiments reported earlier. Another benefit is that the relatively high back-
ground resistivity (≈ 21 µΩ cm) allows Lorentz magnetoresistance effects to be
neglected entirely. This combination of factors enables the intrinsic domain wall
contribution to be measured directly without having to remove extrinsic contri-
butions post-measurement as was necessary in some of the experiments found in
the literature.
Experimentally, the sandwich structure was fabricated upon a Si/SiO2 substrate
at room temperature using dc magnetron sputtering. Initially a base consisting of
a 3.5 nm thick Platinum layer was deposited as a substrate for the ferromagnetic
Cobalt layer of mean thickness 0.5–0.6 nm. Finally, a capping layer of 1.6 nm
thick Platinum was deposited to complete the trilayer structure. Following the
sputtering procedure the Cobalt layer is just a few atoms thick and it is likely that
pin-hole defects are present in the otherwise continuous Cobalt sheet, but, as will
be shown in Chapter 2, the material is magnetically continuous due to induced
moments on the Platinum atoms. The thin Platinum substrate and capping layer
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were fabricated as such to reduce the effects of current shunting, where much of
the current flows through the magnetically neutral Platinum layers.
Devices were patterned from the trilayer sheet using optical lithography and reac-
tive ion etching with a 1:1 mixture of SF6 and Ar. Early devices were fabricated
into 2 µm wide Hall bar structures to study the magnetic reversal properties,
whilst later devices used a Wheatstone bridge geometry to study magnetoresis-
tance in 1 µm wide channels.
One of the key features of the experimental study modelled in this work is the
ability to artificially control the formation of the domains by use of focused beam
ion irradiation. The use of ion irradiation to alter the magnetic properties in
Co/Pt has been documented by other authors, e.g. Bonder et al. [97] used Ar
ions to alter the magnetisation from in plane to out of plane in Co/Pt multilayers.
Similar studies of Gallium and Helium irradiation can be found in the literature,
for instance [98, 99, 100]. The Ga ions reduce the perpendicular anisotropy of
the CoPt layer by introducing surface roughness and forming a CoPt alloy at
the interface. Under the coercion of an applied field an uniformally magnetised
sample will reverse its magnetisation. This reversal will occur at lower field
values in the region of lowered magnetic anisotropy, leading to the formation of
an oppositely magnetised domain in the irradiated region. In the experiments
presented here the Ga ions can be focused with a spacial resolution of ≈ 10
nm, allowing precise domain patterns of arbritrary size and shape to be formed.
Initial experiments showed that this thin capping layer rendered the structures
extremely sensitive to the 30 KeV incident Ga ions, to an extent were the Cobalt
layer was damaged to an unsatisfactory level. To control the dose of ions reaching
the active material, layers of SiO2 of varying thicknesses (0–24 nm) were used and
the result of this study, along with expanded experimental detail, are given in
reference [101]. It was found that the irradiation increased the sample resistivity
due to the additional alloying, for instance in the transport systems studied in
Chapter 5 the resistance is increased by ≈2.5% in the irradiated region; although
no specific information is known about the degree of alloying in these systems.
After perfecting this irradiation technique, as found in reference [101], systems
were formed to observe the magnetic switching properties and directly measure
the domain wall resistance. An array of stripes was formed using the above
method, consisting of alternating irradiated/unirradiated regions. Figure 1.7
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show the precision with which such structures can be formed, including creating
domains with arbritrary angle with respect to the sample channel. The magneti-
sation change in samples based on 2 µm wide Hall crosses were measured by the
extraordinary Hall effect (EHE) and the reversal process of these systems with
respect to the applied field are documented in [102].
Transport studies were performed using a Wheatstone bridge geometry as seen
in figure 1.7. The wire width in these magnetotransport systems was 1 µm and
a 8 nm SiO2 layer was used as a shielding layer for the Ga irradiation.
Magnetoresistance measurements on a stripe-domain ‘superlattice’ structure are
shown in figure 1.8a as a function of the applied field. The structure seen in these
curves can be attributed to the formation of domains in the sample, and hence the
resistance change is due to the intrinsic domain wall resistance. In the plot the
domain width is 0.5 µm and they make an angle of 90◦ with the channel length.
Several experiments were performed on the 1 µm samples, and figure 1.8b shows
the change in the magnetoresistance as a function of the number of domains for
samples with different domain lengths. The measured values scales linearly with
the number of domains and is independent of the domain widths, an observation
consistent with the measurement of an intrinsic domain wall resistance. Similar
measurements were made on systems where the domain wall angle with respect to
the channel is varied. Further details of these experiments are given in Chapter
5.
1.5 Summary
Domain walls have opened a whole branch of study in the field of spintronics.
Properties such as domain wall motion and in-plane resistance variations make
these systems unique, and in exploiting these properties novel devices can be
created that may have applications in fields such as data storage and magnetic
sensing.
A number of theories and experiments were discussed in the literature review, but
a coherent picture of the domain wall electrical properties is difficult to obtain.
In this work the aim is to study domain walls in nanostructured devices through
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Figure 1.7: (a) Optical micrograph of the Wheatstone bridge structure used to
investigate domain wall resistance. A 10 µm ac current flows between A and B,
and the voltage is measured between the loads V1 and V2. The expanded region
shows the top two Pt(1.6 nm)/Co(0.5 nm)/Pt(3.5 nm) leads of dimension 1×16
µm2. Thick 150 nm Ti/Au fingers are deposited to create low-resistance voltage
contacts to the Pt/Co/Pt wires. Six doped regions of width 1 µm separated by
1 µm undosed regions are patterned in the top left and bottom right Pt/Co/Pt
leads. (b) Schematic of the top leads of the bridge structure. Caption and image
taken from [101].
(a)
(b)
Figure 1.8: Magnetoresistance (offset vertically for clarity) of bridge structures
containing 0, 2, 4 and 8 irradiated strips at 300 K. (b) Maximum resistance
change as a function of number of irradiated strips of various widths, d.
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a variety of theoretical techniques, and apply the results to analyse data taken
from experiments on Cobalt-Platinum trilayers.
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Chapter 2
Electronic structure and
magnetism of Cobalt Platinum
In this chapter we aim to obtain an understanding of the magnetism in layered
systems containing Cobalt and Platinum. To accomplish this electronic structure
calculations are employed in the framework of density functional theory on multi-
layers, surfaces and systems with substitutional alloying that replicate the effects
of the interfacial mixing expected in fabricated trilayers. The objective is to
calculate the layer resolved magnetic moment distribution in these systems, elu-
cidating the properties of samples used in the experiment. These results are also
used in Chapter 5 to provide supporting evidence and aid in the interpretation
of experimental measurements of domain wall resistivity.
2.1 Introduction
The existence of the magnetic ground state present in certain atomic systems is
intrinsically an electron-electron effect. For isolated atoms it is possible to deduce
the magnetic moments by using Hund’s rules to determine the occupancy of spin
up and spin down states and the spin-orbit coupling effect.
In condensed matter, magnetism is split up into two broad classes. The first,
known as localised magnetism, involves electron states that are similar to those
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in atomic theory and hence reasonably described by Hund’s law. Good examples
of this type of behaviour are seen in rare earth metals where highly localised 4f
states are responsible for magnetism. However this theory is unable to explain the
magnetisation found in transition metals such as Fe, Co and Ni, with predicted
values of the moment being much larger than those measured experimentally.
Weiss [103] attempted to model these metals by his ‘molecular field theory’, in
which nominally non-interacting atoms are subject to an internal magnetic field
that is proportional to the observed magnetisation. The theory achieved limited
success in predicting the behaviour of the transition metals, but no insight was
given into the origin of this field which we know today as being due to exchange.
In transition metals the electronic states are significantly altered by the crystal
lattice and we must look to energy band theory to predict the occupancies of
hybridised electron states. This type of itinerant magnetism is termed band mag-
netism. The theory was first proposed by Stoner in which a molecular field term
was incorporated into simplified energy band calculations, the result being that
the energy bands break their spin degeneracy and are displaced in opposite direc-
tions relative to the Fermi energy, thus altering spin occupancies. Subsequently
Heisenberg explained the molecular field in terms of the exchange interaction and
more recently the development of density functional theory has enabled precise
calculations of the energy bands in magnetic systems through the inclusion of
many body effects. In real systems the distinction between localised and band
magnetism becomes blurred and we observe a spectrum of states between the two.
In transition metals the d bands are responsible for the spontaneous magnetism,
the strong exchange coupling and flat band dispersion at the Fermi energy (see
figure 2.1) providing the ideal conditions for ferromagnetism. A density of states
plot is given for FCC Cobalt in figure 2.2 showing the band resolved contribu-
tions. The fact that the d bands dominate the available states at the Fermi energy
is clear.
A convenient unit of magnetic moment is the Bohr magneton equivalent to the
spin moment of one electron
1µb =
e~
2me
, (2.1)
and is used throughout this thesis.
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Figure 2.1: Band structure of FCC Cobalt between points of high symmetry in
the Brillouin zone. The majority (red) and minority (blue) bands exhibit low
dispersion and strong exchange splitting near the Fermi energy (grey line).
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Figure 2.2: Band resolved density of states of FCC Cobalt, showing majority
(top pane) and minority (bottom pane) states. The small contribution from
states with f character are not shown.
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2.2 Electronic structure techniques
To determine the total electronic wave function of a material, Ψ, we must solve
the time independent Schro¨dinger equation for an interacting many body system:
(T + V )Ψ = EΨ. (2.2)
The operators on the left hand side contain the complex interactions present in
condensed matter. T is the kinetic energy operator and the potential V accounts
for all electron-electron, electron-core interactions as well as describing the influ-
ence of external applied fields. It should not surprise the reader that in all but
the simplest cases the equation becomes impractical to solve owing to the sheer
number of particles in a macroscopic system. A well established approximation is
to consider a single particle Hamiltonian that reproduces the properties of equa-
tion (2.2) but does not explicitly contain all the troublesome interactions, such
that
Hψn = (T + Vext + Vcoul + Vxc)ψn, (2.3)
where Vext is the potential due to the positive atomic cores, Vcoul is the electron-
electron coulomb interactions, and Vxc is the correction for exchange and corre-
lation effects. One of the earliest attempts at solving equation (2.3) was made
by Hartree, who approximated the wavefunction by a product of non-interacting
single particle wavefunctions, with no allowance made for the effects of exchange
or correlation. Subsequently great improvements were made in the Hartree-Fock
approximation [104], in which exchange interactions are included by the use of
Slater determinants. However these calculations are time consuming due to the
non-locality of the included exchange term. Further extensions have been made
to include correlation effects, but the complex nature of these calculations, es-
pecially in the solid state, render all but the simplest calculations impractical.
The need for a viable method of accurately solving (2.3) including the effects of
exchange and correlation led to the development of density functional theory. As
the following calculations and some work in Chapter 4 use this method a brief
overview will now be given. Readers already familiar with DFT may wish to
continue to the following section.
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2.2.1 Density Functional Theory
Density functional theory (DFT) is based on the works of Hohenberg and Kohn in
1964 [105] followed by Kohn and Sham in 1965 [106]. It replaces the 3N variables
of an N electron system with only the 3 coordinates of the system charge density,
ρ(r), which is calculated as
ρ(r) =
N∑
n=1
ψ∗n(r)ψn(r), (2.4)
where n labels single particle states. It was Hohenberg and Kohn who first
pointed out the role of the charge density in the search for the electronic ground
state. They concluded that
• The groundstate energies are unique functionals of the charge density with
E[ρ(r)] =
∫ (
Vext(r)ρ(r) + F [ρ(r)]
)
dr. (2.5)
• The minimum of energy obtained by the variational principle is exactly
equivalent to the groundstate energy.
The last statement asserts that electron-electron interactions need not be approx-
imated, therefore a functional must exist describing the exchange and correlation
effects exactly. The work of Kohn and Sham a year later was to put these state-
ments into a calculable form. Applying the variational principle to equation 2.5
with the charge density given by equation 2.4 results in the following expression
for F [ρ(r)]:
F [ρ(r)] = Ecoul + Ts[ρ(r)] + Exc[ρ(r)], (2.6)
where Ecoul is the classical Coulomb contribution, and Ts[ρ(r)] is the kinetic
energy of a system of non-interacting electrons of density ρ(r) moving in some
potential Vs(r), and Exc[ρ(r)] is a term describing the contributions from exchange
and correlations and modifications to the kinetic energy not accounted for in
Ts[ρ(r)]. Although the Kohn-Sham theory is exact, it is not possible to know
the precise form of the Exc functional except in a few simple cases. Various
approximate schemes have been proposed, the earliest by Kohn and Sham in
their original paper known as the local density approximation or LDA. In the
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LDA, the exchange-correlation energy functional is given by
Exc[ρ(r)] =
∫
ρ(r)εxc[ρ(r)]dr, (2.7)
where εxc[ρ(r)] is the exchange-correlation energy per particle of a homogeneous
electron gas. An extension to the LDA is the local spin density approximation
(LSDA) where a spin-polarised electron gas is considered instead. This is the
scheme applied in the following LKKR calculations. Although the L(S)DA is a
gross simplification of the problem it has been shown that in practice the approx-
imations work well enough for quantitative predictions. Further developments in
the representation of the exchange-correlation functional led to the generalised-
gradient approximation (GGA) [107, 108, 109], in which improvements are made
to the LDA by non-local corrections to the charge density gradient in εxc[ρ(r)].
2.2.2 LKKR: A layered multiple scattering method
A brief summary is now given of the Layered Korringa-Kohn-Rostoker (LKKR)
method, a computational technique for solving the Kohn-Sham equations in sys-
tems with certain geometries, which has been used to study the electronic and
magnetic structure of Pt/Co/Pt systems. The detailed technical nature of the
implementation [110, 111, 112] is such that only the key concepts and those that
impact the discussion in subsequent calculations are discussed in any detail. The
above references are provided for the reader wishing to gain a deeper understand-
ing of the method.
The LKKR method centres on the determination of the electronic Green function
for the system. In condensed matter theory Green functions lend themselves
naturally to electronic structure calculations due to their applicability to multiple
scattering theory. If the single particle Schro¨dinger equation is written as
Hψ(r) = Eψ(r), (2.8)
then the corresponding Green function satisfies the inhomogeneous problem
(H − E)G(r, r′;E) = δ(r− r′). (2.9)
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G(r, r′; E) is the system Green function, which if known, yields almost all infor-
mation of experimental relevance. For instance, the local density of states can be
obtained from the imaginary part of G via
ρ(r;E) = −1
π
ImG(r, r;E) ≡
∑
n
|ψn(r)|2δ(E − En), (2.10)
where n indexes single particle states. Owing to these properties it turns out
that knowledge of the Green function is usually sufficient for investigations on
condensed matter systems without requiring explicit calculation of the wavefunc-
tions. The obvious question then is ‘How does one obtain the system Green
function in practice?’
The LKKR method is an extension of the KKR method pioneered in the works
of Korringa [113] and later Kohn and Rostoker [114]. The foundations of both
methods are based in multiple scattering theory where the task of obtaining
the Green function is broken down into determining the single site scattering
properties of an atomic potential, characterised by a scattering operator known
as the t-matrix. Subsequently the individual scatterers are coupled together to
form an ensemble from which the Green function is determined.
Calculating the scattering of an incoming wave by an arbitrary potential to de-
termine the t-matrix can be a complex task. Introducing an atom to a crystal
deforms the spherically symmetric potential at the atomic boundaries and the
corresponding loss of spherical symmetry results in a difficult coupled channel
problem. However, it has been demonstrated that using just the spherically av-
eraged potential, such as in the atomic sphere approximation (ASA) [115], give
satisfactory results without the complexities of a full potential problem. This
approximation has been used in the work reported here. The LKKR method has
not been used to study energetics, for which the full potential is required [116].
The standard KKR method is primarily used in calculations on close-packed
bulk systems. Historically, the fact that individual scattering elements and the
structural part of the Green function could be separated was exploited to reduce
computation effort, although modern computers have made this benefit obsolete.
For treating systems such as multilayers the technique suffers from unfavourable
scaling with respect to the number of layers in an unit cell. The LKKR is a
method designed specifically to overcome these limitations. Unlike the KKR
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where all 3 dimensions are treated equally, the LKKR constructs a solid on a
layer by layer basis. In the xy plane the 2D equivalent [117] of the KKR method
is used to obtain the scattering properties of a single layer, using an atomic basis
for Green function expansion. Subsequently layers (stacked along z) are coupled
in a planewave basis set that aquire an increasingly large imaginary component
with respect to the layer separation. From the resultant attenuation it follows
that only a modest number of basis elements are required to converge scattering
properties. Owing to this efficiency the scaling of calculations is linear (or better)
with respect to the number of layers in the unit cell.
An equation that embodies the LKKR technique is the 2D Brillouin zone integral
for the energy dependent scattering matrix of a layer — the scattering path
operator — given by
τ =
∫
Ω
dK‖
Ω
[
t−1 − g(K‖)−∆(K‖)
]−1
, (2.11)
where Ω is the Brillouin zone area, and the matrix elements tiLL′ are those of the
atomic t-matrix representing the single site problem, gijLL′(K‖) are the intralayer
structural part of the Green function and ∆ijLL′(K‖) sum up the interlayer scatter-
ing terms. The indices i and j label individual atomic sites. The ASA used here
employs spherically symmetric potentials and a natural choice of basis to expand
the scattering matrices are angular momentum states of character L = (ℓ,m),
denoted by the subscript in these terms. The explicit energy dependence has
been dropped from the notation. Once this scattering path operator is known
determining the total Green function when r and r′ are within a given site is
trivial via
G(r, r′) =
∑
LL′
YL(r)Zℓ(r)τLL′Zℓ′(r
′)Y ∗L′(r
′)−
∑
L
YL(r>)Zℓ(r>)Jℓ(r<
′)Y ∗L (r
′
<),
(2.12)
where Zℓ(r) and Jℓ(r) are suitably normalised regular and irregular radial solu-
tions to the single site scattering problem for determining t, and YL are spherical
harmonics. r> (r<) is the greater (lesser) of r, r
′. By integrating equation (2.10)
the charge density can be extracted and a new Coulomb potential is constructed
by the solving the Poisson equation
−∇2Vc = 4πρ. (2.13)
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The new potential is used as the next input into the problem (with newly calcu-
lated Vext), and the iteration procedure repeated until the change in quantities
of interest between subsequent iterations is below a certain threshold. Since the
strong Coulomb forces tend to over-correct for charge imbalances, a weighting
method is used, for example linear mixing:
V = αVnew + (1− α)Vold, (2.14)
where α is a mixing parameter and Vold and Vnew are the old and new potentials.
Values of α used are dependent on the type of system under study. In bulk calcu-
lations values of around 0.05 or even higher are used, ensuring rapid convergence.
Conversely surface systems with substitutional alloying require values of around
0.0005 to converge and as such can be time consuming calculations. To accelerate
the convergence process the mixing scheme of Broyden [118] can be used, where
the storage of previous iterations allows the solution to be extrapolated. However
the scheme is not guaranteed to converge, particularly in surface systems where
often linear mixing has to be applied until the calculation is reasonably converged
before finishing off with the Broyden method.
2.2.3 CASTEP: A planewave pseudopotential method
Owing to the lattice mismatch between the bulk phases of Cobalt and Platinum
one can expect compound structures to undergo structural relaxations — result-
ing in the breaking of lattice symmetries. To gain an insight into these changes
requires a scheme capable of evaluating the total energy to a reasonable degree
of accuracy. The use of the atomic sphere approximation in the LKKR method
prevents it from treating the energetics of a system with sufficient accuracy. In-
stead, the CASTEP code has been used. The planewave DFT code CASTEP
allows the calculation of electronic states based on pseudopotential methods and
has been used extensively in the literature for surface adsorption (e.g. [119, 120])
and structural (e.g. [121]) studies. The specific details of the implementation are
not given in this thesis and readers wishing to learn more are encouraged to follow
references [122, 123], although a brief summary of the planewave pseudopotential
scheme is now presented.
CASTEP uses a planewave basis set to expand the electronic wavefunctions, this
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provides many advantages such as the use of fast Fourier transform methods and
the flexibility of a non-localised basis set. However, to keep the potentially infinite
Fourier series tractable the planewaves are truncated, omitting those with kinetic
energy above a certain value. Problematically, the valence wavefunctions in a
solid can oscillate rapidly near the atomic cores in order to maintain orthogonality
with the core electrons, and as such the energy cutoff could be un-feasibly high. If
one makes the assumption that the chemical properties of a solid rely only on the
electrons located away from the core and that core electrons are screened, playing
no significant role in interatomic interaction, the problem can be simplified. This
is the justification behind the pseudopotential approximation where a potential
is generated that produces the original valence electron wavefunction beyond
some cutoff distance, rc from the core but which is much weaker than the true
potential, to the extent of not binding any core electrons. The non-uniqueness
of the generating potential can be exploited to produce weak pseudopotentials
that greatly reduce the number of planewaves needed for accurate representation
of the resulting wavefunctions. In practice, generating good pseudopotentials
involves a balance between basis set size and accuracy by altering the cutoff and
smoothness of the wavefunctions near the core.
2.3 Calculations
Now that an outline of the two DFT codes used in the investigations presented
here has been given, we detail results of calculations on crystalline systems con-
taining Cobalt and Platinum. Initially, LKKR calculation on bulk systems are
presented, moving on to multilayers and surfaces, where a discussion of interface
relaxation is given. Finally calculations to simulate the effect of interdiffusion at
layer boundaries are described.
2.3.1 Bulk Cobalt and Platinum
The LKKR is a technique optimised for calculations on multilayers and surfaces.
Regardless, it can still be used for studies of bulk systems by assembling the bulk
crystal in a layered fashion. This may be in contrast to the method to which
the reader may be accustomed, where a 3D unit cell is specified in standard bulk
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Figure 2.3: Schematic demonstration of FCC stacking in (a) the (111) plane,
exhibiting ABC... stacking. A unit cell is shown by the solid lines, with the
origin at atom A. Moving to the next layer displaces the in-plane coordinates of
the equivalent atom to point B, similarly location B translates to C when moving
to the neighbouring layer. The lattice constant, a, is also defined in terms of the
atomic separation. The layers are separated by a/
√
3 in the z direction. (b) the
(100) plane exhibiting AB... stacking, with interlayer separation a/2.
methods. To initialise a LKKR calculation a 2D unit cell is defined along with a
translation vector describing the offset between the neighbouring layers. A layer
or group of layers are repeated periodically ad infinitum in the z direction accord-
ing to these translation vectors to build up a crystal. The obvious practicalities
mean that in computation the layers are not actually summed indefinitely, but
instead treated with a layer doubling algorithm until the slab scatters electrons in
a manner identical to that of a semi-infinite slab to within a prescribed tolerance
as described in the given references.
A bulk crystal has planes along which it is convenient to define a unit cell, in a
face centred cubic (FCC) lattice two such planes are given by the indices (111)
and (100). Although from a computational perspective the technical details of
constructing the crystal from these stackings are different, fully converged results
should produce identical potentials. This situation is contrasted in multilayer
and surface systems where the broken symmetry makes the systems dependent
on the layer geometry. Figure 2.3 demonstrates the unit cells and translation
vectors in both the (111) and (100) stackings.
Bulk Cobalt (Z=27) has two stable crystographical configurations: FCC and
hexagonal close packed (HCP) with an HCP→FCC phase transition observed
[124] near 670 K. In the FCC configuration the experimentally measured lattice
constant, a, is 3.544 A˚ [125] — implying a Cobalt metallic radius of 2.506 A˚.
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The HCP lattice has a broken symmetry along the c axis resulting in crystal
parameters, a= 2.507 A˚ and c= 4.076 A˚ [125].
Bulk Platinum has a FCC structure with lattice constant 3.924 A˚ [125] occupying
a larger volume than Cobalt with a nuclear charge 78 and a partially filled 4d
band, and is often termed a ‘near ferromagnet’ because of its proximity to the
quantum critical point.
2.3.2 Convergence
Preliminary calculations were performed on bulk Platinum. As expected, spin-
polarised calculations show that Platinum is spin degenerate exhibiting no in-
trinsic spin magnetic moment. Initial non-relativistic band structure calculations
demonstrated an insufficient description of the electronic states, a study of the
band structure shows that the energy difference between certain states are over-
estimated when compared to those found in the literature (e.g. [126]) and provide
a poor description of the sp-hybridised band. It was found that scalar-relativistic
corrections [127] are therefore required to correctly describe the heavy Platinum
atom.
Before performing investigations on systems of interest we must ensure that the
calculations are properly converged with respect to the parameter set used. In
the LKKR calculations, a balance must be found between accuracy and compu-
tational convenience by converging the results with respect to
• ℓmax —The maximum number of angular momentum states used to describe
single site scattering.
• NE — The number of energy points in the valence contour integration.
• Ng — The interlayer planewave basis.
• NK‖ — The number of K‖ points in the irreducible 2D Brillouin zone.
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ℓmax Magnetic moment (µb)
(111) (100)
2 1.58 1.59
3 1.64 1.65
4 1.66 1.67
(a)
NE Magnetic moment (µb)
(111) (100)
8 1.67 1.67
16 1.64 1.65
32 1.64 1.65
(b)
Ng Magnetic Ng Magnetic
(111) moment (µb) (100) moment (µb)
13 1.65 13 1.64
19 1.64 25 1.65
31 1.64 37 1.65
(c)
NK Magnetic NK Magnetic
(111) moment (µb) (100) moment (µb)
18 1.67 10 1.61
45 1.64 36 1.65
135 1.64 136 1.64
(d)
Table 2.1: Convergence of atomic moment in bulk Cobalt system with (111)
stacking with respect to (a) the maximum angular momentum term. (b) the
number of E points, ℓmax. (c) the number of interlayer planewaves. (d) the
number of K‖-points in the IBZ. Default parameters are ℓmax = 3, NE = 16,
Ng = (111)− 19, (100)− 25, Nk = (111)− 45, (100)− 36.
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ℓmax — Atomic basis
Whilst solving the single site problem an atomic basis is convenient for describing
the angular part of the solution. The radial Schro¨dinger equation of this problem
is [
− 1
2r2
d
dr
(
r2
d
dr
)
+
ℓ (ℓ+ 1)
2r2
+ V (r)
]
Rℓ(r) = ERℓ(r), (2.15)
where Rℓ(r) represents the regular and irregular radial solutions. The angular
momentum states become less significant to quantities such as the charge den-
sity, and magnetic moments at higher values of ℓ due to the increasingly repulsive
contribution of the ℓ(ℓ + 1)/2r2 term to this equation. Table (2.1a) shows the
variation in the calculated moment per atom in FCC Cobalt in both the (111) and
(100) stacking with respect to the maximum value of ℓ included in the basis set.
In both cases a difference exists in the 3rd significant figure when increasing ℓmax
from 3 to 4. However consideration must be given to the computational practical-
ities of the additional basis elements. Previous studies [128] on transition metal
surfaces have shown that basis sets with ℓmax = 3 are sufficient to obtain reliable
results whilst balancing the significant increase in computing power required as ℓ
is increased. With these considerations all subsequent work is done with a value
of ℓmax = 3 unless otherwise stated.
NE — Energy points
When evaluating the total charge density an integral is performed over the local
density of states for occupied states
ρ(r) =
∫ Ef
Emin
ρ(r;E) dE, (2.16)
where ρ(r;E) is given by equation (2.10) and the Fermi energy Ef is defined
by charge neutrality. In practice the core states are treated separately and this
integral is explicitly performed for the valence states only, hence Emin is placed
between core and valence state energies. For practical integration the energy
contour is deformed into the upper half of the complex energy plane where the
the energy E = ξ + iδ follows a semicircular contour in the complex plane. This
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method has the added advantage of providing Gaussian smoothing of the Green
function, reducing the number of points required for accurate integration. Table
(2.1b) shows convergence data for the Cobalt test systems with respect to NE .
Throughout the work 16 energy points are used which also gives a reasonable
convergence of the Fermi energy position, consistent with findings reported in
reference [128].
Ng — Planewave basis
The allowed planewave basis set used in interlayer coupling is determined by the
structure of the crystal. Figure 2.1c demonstrates the system convergence with
respect to the number of planewaves for both layer geometries. In this work
19 planewaves are used in calculations on (111) systems, in the (100) case 25
planewaves are used.
NK‖ — Brillouin zone sampling set
When calculating the τ matrices via equation (2.11) and quantities like the den-
sity of states an integral is performed over the Brillouin zone. In terms of compu-
tation this is achieved by sampling the reciprocal space at regular intervals with
a predefined k-point set. As the LKKR method effectively solves for a slab of
material the Brillouin zone is flat in the direction perpendicular to the layer; hav-
ing a surface Brillouin zone (SBZ) characterised by a 2D wavevector K‖. States
located at (K‖,K⊥) in an equivalent 3D Brillouin zone are projected onto the
point K‖. The 2D Brillouin zone has symmetries that can be exploited to reduce
the number of K‖ points required, necessitating only the sampling of a reduced
area — the irreducible Brillouin zone (IBZ). In a hexagonal lattice the IBZ is a
wedge with area 1/12th of the full Brillouin zone, similarly in a square lattice
only 1/8th of the full Brillouin zone is sampled. The algorithm of Cunningham
[129] provides an efficient way of sampling the IBZ for square and hexagonal lat-
tices, yielding successively refined sets of K‖ points. A table showing calculated
values of the magnetic moment of a bulk Cobalt system constructed from both
(111) and (100) layers is shown for different sets of NK‖ k-points in table (2.1d).
Although some small improvements can be made by using a 135 K‖-point set,
we take the system as being sufficiently converged with 45 K‖-points for (111)
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systems, consistent with the work of Pustogowa et al. [130]. Similarly for the
(100) system 36 K‖-points are deemed to be sufficient. Increasing NK‖ to the
next allowed number — 136 — does not have a significant impact on the values
obtained.
2.3.3 Bulk and multilayer systems
In the previous section parameters suitable for ensuring converged results were
identified. We now study the electronic properties of systems of interest with the
LKKR code. Firstly bulk systems are examined, allowing comparison with the
results on mixed systems in later sections.
Motivated by the resulting structural changes expected when materials are al-
loyed, initial studies were conducted on the influence of the atomic volume on
the magnetism of crystalline Cobalt. Figure 2.4 shows the predicted variation
of the atomic moment of bulk FCC Cobalt with respect to the change in lattice
constant. Linear behaviour is found in the region between the bulk constant of
Cobalt and Platinum, but a sharp drop is seen below 2.35A˚ where the moments
are rapidly suppressed. This is in reasonable agreement with the work of Steinle-
Neumann et al. [131] who perform full potential linearised muffin tin calculations
on FCC Cobalt in a study of the elastic constants of transition metals. From the
Stoner model it can be shown that the criterion for ferromagnetism [132, 133] is
I(Ef )n(Ef ) > 1, (2.17)
where n(Ef ) is the paramagnetic density of states at the Fermi energy, and I(Ef)
is the so called Stoner parameter. This condition implies that ferromagnetism is
stronger in materials with a large density of states at the Fermi energy, therefore
any factor that alters the density of states bandwidth will influence the magni-
tude of the magnetic moments. Figure 2.5 illustrates this point by displaying the
density of states for paramagnetic FCC Cobalt at three different lattice constants.
Band narrowing and associated increase in n(Ef) is clearly observed as the spac-
ing becomes larger, consistent with the trend in magnetic moments predicted by
the Stoner model.
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Figure 2.4: Magnetic moment per atom of FCC Cobalt plotted against atomic
separation. Calculated values are denoted by points while a fit of the linear region
(first two points are ignored) is also plotted.
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Figure 2.5: Density of states plots for FCC bulk Cobalt at different atomic sep-
arations, the values of a/
√
2 are displayed in the key. An imaginary energy of
0.005 Ha is included in the calculations to provide Gaussian smoothing.
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2.3.4 Cobalt-Platinum multilayers
Previous calculations on Cobalt Platinum multilayers include the work of Pusto-
gowa et al. [130] who used a relativistic LKKR method to study the magnetic
anisotropy energy and magnetic structure of both alloy and multilayer systems
built on FCC Platinum (100) and (111) surfaces. Layer resolved moment distri-
butions are given for (Co1Pt1)×5 multilayers placed on both substrates; up to 10
layers of 50% alloy on the (100) surface; and 10 layers of pure Cobalt on the (100)
surface. Unlike the experiments studied in this thesis, where a sandwich struc-
ture is considered, all these calculations were done on systems without a Platinum
capping layer. Using their relativistic framework Pustogowa et al. extract data
for the orbital contribution to the magnetic moment of these systems and find
values of the order 0.1 µb for systems stacked on the (100) surface and 0.08 µb
for systems with a (111) stacking. In their calculation the lattice constants were
fixed at that of bulk Platinum, allowing for no structural relaxation.
Before proceeding there are issues regarding the precise crystal structure of the
systems to resolve. No detailed information is known about the structure of
the sputtered samples, including the degree of intermixing at the surfaces. To
proceed assumptions were made about the lattice that are also convenient from
a computational perspective. It is known that bulk Platinum adopts a FCC
structure, and provides the dominant contribution to the chemical composition
of the Pt(3.5 nm)/Co(0.5 nm)/Pt(1.6 nm) trilayers used in the experiment. We
therefore assume that the Platinum layers in these systems adopts this bulk FCC
lattice. Bulk Cobalt has both HCP and FCC phases, but here we assume the
FCC case, with the Cobalt expanding in the plane of the layer to match the
lattice spacing of Platinum. The surface x-ray diffraction studies of Ferrer et
al. [134] on ultrathin (2–12 layer) Cobalt films grown on the Pt(111) surface
supports this assertion. They find that although some disorder exists the Cobalt
films predominantly exhibit a strained FCC lattice, particularly in the case of the
thinner films. However annealing to ≈450 K and ≈550 K introduces HCP and
alloying phases respectively.
For calculations in this section it is assumed that the Cobalt layers occupy a
continuation of the Platinum FCC structure, adopting its in-plane spacing. Cal-
culations are presented for two scenarios: (1) where the layer-layer spacing of
Cobalt is set to that of bulk Platinum, so the Cobalt atoms are directly sub-
60
stituted into the Platinum lattice sites, (2) a more realistic scenario where the
Cobalt atoms are allowed to relax out of plane thus altering the Co-Co and Co-Pt
interlayer spacings forming a tetragonal structure. We will now present results
for the first case.
Species Magnetic moment µb (a)
Co 1.86 1.93 2.05 2.03 2.03 2.03 2.03 2.03
Pt - 0.25 0.28 0.24 0.24 0.25 0.23 0.23
Pt - - 0.28 0.16 0.10 0.11 0.09 0.08
Pt - - - 0.24 0.10 0.07 0.03 0.02
Pt - - - - 0.24 0.11 0.03 −0.01
Pt - - - - - 0.25 0.09 0.02
Pt - - - - - - 0.23 0.08
Pt - - - - - - - 0.23
Species Magnetic moment µb (b)
Co 1.86 1.84 1.89 1.89 1.89 1.89 1.89 1.89
Co 1.86 1.83 1.82 1.82 1.82 1.82 1.82 1.82
Co 1.86 1.84 1.89 1.89 1.89 1.89 1.89 1.89
Pt - 0.21 0.24 0.20 0.20 0.20 0.20 0.20
Pt - - 0.24 0.14 0.09 0.10 0.08 0.08
Pt - - - 0.20 0.09 0.06 0.04 0.03
Pt - - - - 0.20 0.10 0.04 0.02
Pt - - - - - 0.20 0.08 0.03
Pt - - - - - - 0.20 0.08
Pt - - - - - - - 0.20
Table 2.2: Atomic moments of (a) . . ./CoPtn/CoPtn/. . . and (b)
. . ./Co3Ptn/Co3Ptn/. . . multilayer structures, with n=0–7. The units shown
represent layers that are repeated periodically. Layers are built up from the
(111) stacking, and no lattice relaxations are present.
Tables (2.2) and (2.3) show the calculated magnetic moment distribution in pe-
riodically repeating CoPtn multilayers in the (111) and (100) stacked systems.
Because of their greater relevance to the experiment, calculations on Co3Ptn sys-
tems are also presented in the same tables. For comparison, the moment of FCC
Cobalt at the same atomic volume is shown in the first column. As demonstrated
previously, this moment is enhanced by 0.22 µb over that of equilibrium Cobalt
due to band narrowing. The addition of Platinum to form a 1:1 ordered alloy
leads to a further increase in the Cobalt moment and notably a spin polarisation
of the Platinum atom occurs as the 5d valence band hybridise with the 3d bands
of the Cobalt. It is notable that the induced moments are dependent on the layer
stacking; in the (100) configuration the Cobalt atom shows a larger increase in
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Species Magnetic moment µb (a)
Co 1.86 2.01 2.10 2.12 2.11 2.10 2.10 2.10
Pt - 0.37 0.29 0.30 0.27 0.26 0.26 0.27
Pt - - 0.29 0.18 0.12 0.08 0.07 0.08
Pt - - - 0.30 0.12 0.05 0.01 0.01
Pt - - - - 0.27 0.08 0.01 0.00
Pt - - - - - 0.24 0.07 0.01
Pt - - - - - - 0.26 0.08
Pt - - - - - - - 0.27
Species Magnetic moment µb (b)
Co 1.86 1.86 1.91 1.92 1.90 1.90 1.90 1.91
Co 1.86 1.88 1.86 1.86 1.86 1.86 1.86 1.86
Co 1.86 1.86 1.91 1.92 1.90 1.90 1.90 1.91
Pt - 0.28 0.26 0.26 0.20 0.20 0.21 0.22
Pt - - 0.26 0.19 0.07 0.04 0.06 0.08
Pt - - - 0.26 0.07 −0.01 −0.01 0.01
Pt - - - - 0.20 0.04 −0.01 −0.01
Pt - - - - - 0.20 0.06 0.01
Pt - - - - - - 0.21 0.08
Pt - - - - - - - 0.22
Table 2.3: Atomic moments of (a) . . ./CoPtn/CoPtn/. . . and (b)
. . ./Co3Ptn/Co3Ptn/. . . multilayer structures, with n=0–7. The units shown
represent layers that are repeated periodically. Layers are built up from the
(100) stacking, and no lattice relaxations are present.
the polarisation when compared to the (111) system. The Platinum atom shows
a greater difference still of 0.12 µb between the two configurations. Band analysis
shows that this difference in both atoms are due to a greater spin splitting of
the d bands in the (100) case. These values are in excellent agreement with the
findings of Pustogowa et al. [130] discussed earlier in this work.
Increasing the Platinum concentration further through the addition of another
layer results in a further increase in the moment of the Cobalt layer in both
cases, although the striking difference in the Platinum polarisation between the
(111) and (100) is reduced significantly. Subsequent increases in the number of
Platinum layers show that the magnetic properties of the Cobalt and Platinum in-
terface saturate rapidly. The Platinum atoms return to a bulk non-ferromagnetic
state with a buffer layer of 3 atoms in both cases, again consistent with the find-
ings of reference [130]. The moment differences at the interfaces persist between
the (111) and (100) systems for all the systems calculated.
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Changing the Cobalt layer thickness to 3 atoms gives a system closer to that
studied in experiments. Comparing these directly to the single Cobalt layer
systems one can say that the moments do not exhibit the same degree of variation
as the Platinum concentration is increased. The larger number of Cobalt nearest
neighbours dampens the increases of polarisation seen in the Cobalt layers, and
subsequently the interfacial Platinum atom exhibits lower polarisation. It is also
notable that the contrast between the moments of the (111) and (100) systems
is reduced.
2.3.5 Lattice relaxations
The size mismatch between Cobalt and Platinum means the structures found in
the previous section are unlikely to be those found in practice. To improve on
this situation total energy calculations were performed using CASTEP.
Initial converged calculations on bulk Cobalt were performed using 4 Cobalt
atoms per unit cell. Planewaves with kinetic energy above 360 eV were truncated,
with finite basis set corrections [135] employed to accommodate the change in ba-
sis with respect to the unit cell dimensions when performing geometry optimisa-
tions. The k-space sampling scheme of Monkhorst and Pack [136] was used with
20 k-points in the IBZ after a total of 48 symmetry operations performed on the
full Brillouin zone. The GGA exchange correlation functional as parametrised by
Perdew, Burke, and Ernzerhof [108] was used along with the core corrected library
pseudopotential generated with the same functional. Calculations on bulk FCC
Cobalt produced good agreement with known experimental observables (atomic
separation = 2.51 A˚, moment =1.68 µb). Calculation without the additional core
density produce an overestimate of the exchange splitting (2.13 µb) that results
in a larger atomic separation than expected at 2.58 A˚, confirming the importance
of this additional core density in producing accurate calculations.
Three common ordered bulk alloys of Cobalt and Platinum are known: CoPt,
CoPt3 and Co3Pt. The equiatomic alloy CoPt has a tetragonally distorted FCC
lattice, with alternating monolayers of Cobalt and Platinum stacked in the (100)
configuration (a=2.682 A˚, c=3.675 A˚ [137]). CoPt3 has a FCC lattice with al-
ternating layers of Platinum and ordered Cobalt-Platinum arranged in the (100)
stacking (a=3.854 A˚ [138]). Finally, the Co3Pt studied here exhibits the same
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structure as CoPt3 but with lattice sites inverted with respect to occupation,
consisting of single layers of Cobalt separated by single layer of ordered Cobalt
Platinum (a=3.664 A˚ [139]). These have been studied experimentally and the-
oretically by several authors. In terms of theory Kootte et al. [139] have per-
formed self-consistent band structure calculations using the localised spherical
wave (LSW) method on the above alloys at experimental lattice spacings. Uba
et al. [140] present results on CoPt and CoPt3 using a relativistic Linearised
muffin tin orbital (LMTO) method to obtain self-consistent potentials to supple-
ment experiments on the magneto-optical properties of the alloys. Kashyap et
al. use an LMTO method in calculations on the ordered alloys. Ellipsometric
and Kerr-effect studies were made by Lange et al. [141] on the CoPt3 system,
who also present relativistic tight-binding LMTO calculations. Similarly Kula-
tov et al. [142] gives results for CoPt3 using a scalar-relativistic LMTO method.
Galankis et al. [143] present full-potential LMTO results on CoPt3 [143]. Finally
Paudyal et al. [144] studied the alloy systems in a scalar-relativistic TB-LMTO
framework. These calculations are in fair agreement concerning the predicted
moments and provide reasonable agreement with experiment where present. No
experimental values for Co3Pt could be found in the literature.
It was found that the results of CASTEP calculations on these systems were
significantly different from the above results. Table (2.4) shows data on the
moments of these ordered alloys for experiment, selected calculations from the
above and those obtained from the CASTEP code.
System Moment per unit cell (µb)
Experiment Theory Castep
CoPt3 2.43 [145] 2.50 [139] 2.46 [140] 3.67
CoPt 1.90 [146] 2.06 [139] 1.90 [140] 2.46
Co3Pt - 5.28 [139] 5.54 [147] 5.91
Table 2.4: Comparison of moments in ordered CoPt alloys between experiment,
local orbital methods found in the literature and the CASTEP planewave code.
It appears that the electronic structure of these Cobalt Platinum compounds
is not well described by the CASTEP calculations. Changing the exchange-
correlation functional was found to make only minor changes to the moments,
insufficient to explain the large differences found. Attempts at improving the
accuracy of calculation by generating pseudopotentials with smaller cut off radii
and more accurate representations of the core charge density also proved unsuc-
cessful. It is concluded that crucial information is lost in the pseudisation of the
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potential when describing Cobalt in the presence of Platinum.
This situation is not unique to Cobalt Platinum alloys. Studies [148] on the (001)
surface of Vanadium using pseudopotentials and the GGA exchange-correlation
functional by Bryk et al. predicted that the surface layer poseses a large moment
of 1.7 µb, a remarkable result given the paramagnetic nature of bulk Vanadium.
This finding was in contrast to previous calculations [149] that used a tight bind-
ing linear muffin tin orbital method in the ASA, which predicted a non-magnetic
ground state. Experiments [150] were in agreement with the LMTO calcula-
tions, failing to detect an enhanced moment at the surface. Further study [151]
compared the results of a FLAPW calculation with a pseudopotential method
and found similar discrepancies in the results. These studies call into question
the pseudopotential approximation when dealing with magnetic transition metal
system. Kresse et al. [152] studied the effect of the pseudopotential generation
scheme on the results in the V(001) system. It was found that altering the cutoff
radii reproduce results consistent with all-electron calculations. However similarly
small cutoff radii were used in [148] producing the erroneous result. Although
Cocula et al. [153] produce better agreement with spin-dependent pseudopo-
tentials methods, it is clear that more work, outside the scope of this thesis, is
required on the transferability of pseudopotentials for transition metal systems
before results for the Cobalt Platinum system of interest here can be obtained
with confidence.
See section 2.6 for additional comments on this problem.
In light of this an empirical evaluation of the relaxation at the Co-Pt interface is
made. The data presented on the experimentally measured lattice parameters of
50:50 ordered tetragonal Cobalt Platinum alloy shows a change of +6.9% (−3.2%)
from the in-plane spacing of bulk Co (Pt). The interlayer spacing is altered by
+3.6% (−6.2%) from the bulk phases. The relative changes in the spacings show
that the larger Platinum atom has a large influence in determining the in-plane
spacing, whilst the layer-layer spacing contracts to conserve the total volume of
both bulk atoms to within 0.6%. With this argument we supplement results at
rigid Platinum spacings by presenting results for relaxed lattices, in which the in-
plane spacing of bulk Platinum is used but allowing contraction along the z-axis,
to preserve atomic volume.
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We now repeat the previous LKKR calculations but with this volume conserving
relaxed structure. Since the attenuation of the planewave basis is affected by
the interlayer spacing which is reduced in these systems, the convergence of the
calculations was re-evaluated initially. As the lattice relaxations are most severe
between neighbouring layers of Cobalt we present convergence calculations of the
magnetic moments in a distorted Cobalt lattice with respect to the number of
planewaves in table 2.5. It is clear that when comparing the convergence data
with those obtained for the unrelaxed lattice that the moments are slightly less
well converged. However, the error in using 19 planewaves for interlayer coupling
is comparable to that from the ℓmax truncation. The minor improvements in
increasing the basis set are outweighed by the increase in computational time
required, particularly as the Pt-Pt and Pt-Co interlayer spacings will be affected
to a lesser degree by the relaxation. Therefore the planewave basis is kept at
(111) - 19 and (100) - 25 for the following calculations on relaxed structures.
Results are presented in tables 2.6 and 2.7 for relaxed (111) and (100) stacked
multilayers respectively.
Although the relaxation has little effect on the moment of the homogeneous
Cobalt system, multilayers containing the larger Platinum atoms show a marked
difference to the previous results. In this case the moment distribution is simi-
lar in both the (111) and (100) systems, with the moment of the Cobalt atom
saturating at around 1.83 µb in both. A total difference is found of 0.20 µb and
0.27 µb respectively when compared to the unrelaxed lattices, consistent with the
relationship between atomic volume and magnetic moment found in the previous
section. Integrating the charge density within an atomic sphere gives an indica-
tion of charge transfer between species. For CoPt the charge transfer is found
to be 0.18 electrons from the Cobalt atom to the Platinum, as is expected from
their electronegativities. In the non-equiatomic systems the transfer of electrons
from the Cobalt is found to be roughly constant at 0.09, a fact that can be under-
stood in terms of the difference in the Co-Pt coordination number, being double
Ng Magnetic Ng Magnetic
(111) moment (µb) (100) moment (µb)
13 1.88 13 1.71
19 1.84 25 1.72
31 1.85 37 1.73
Table 2.5: Convergence of atomic moments with respect to the planewave basis
set for tetragonally distorted Cobalt (a=2.775 A˚, c= 2.901 A˚).
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Species Magnetic moment µb (a)
Co 1.84 1.90 1.86 1.81 1.82 1.81 1.81 1.83
Pt - 0.31 0.29 0.24 0.25 0.24 0.24 0.24
Pt - - 0.29 0.08 0.04 0.04 0.03 0.04
Pt - - - 0.24 0.04 0.00 −0.02 −0.01
Pt - - - - 0.25 0.04 −0.02 −0.02
Pt - - - - - 0.24 0.03 −0.01
Pt - - - - - - 0.24 0.04
Pt - - - - - - - 0.24
Species Magnetic moment µb (b)
Co 1.84 1.86 1.87 1.84 1.84 1.84 1.84 1.84
Co 1.84 1.81 1.84 1.83 1.83 1.83 1.83 1.83
Co 1.84 1.85 1.87 1.84 1.84 1.84 1.84 1.84
Pt - 0.28 0.27 0.22 0.22 0.22 0.22 0.23
Pt - - 0.27 0.11 0.06 0.06 0.06 0.07
Pt - - - 0.22 0.06 0.00 0.00 0.01
Pt - - - - 0.22 0.06 0.00 0.00
Pt - - - - - 0.22 0.06 0.01
Pt - - - - - - 0.22 0.07
Pt - - - - - - - 0.23
Table 2.6: Atomic moments of (a) . . ./CoPtn/CoPtn/. . . and (b)
. . ./Co3Ptn/Co3Ptn/. . . multilayer structures, with n=0–7. The units shown
represent layers that are repeated periodically in the z direction. Layers are
built up from the (111) stacking, systems have the in-plane spacing of Platinum
and volume conserving relaxations along z.
in the first case. Similarly for the (100) stacked multilayers the charge transfer
is found to be 0.12 for CoPt and approximately 0.06 for the Platinum rich sys-
tems. Band resolved occupancies show that the magnetism in both Cobalt and
Platinum atoms are due to the spin polarisation of their d bands, while a small
negative splitting [−0.03 (111), −0.04 (100)] is found in the p bands of Platinum
in CoPt, being halved for systems with two or more Platinum layer in a unit cell.
Multilayers with a Cobalt thickness of 3 layers show a slight increase in the in-
terfacial moments in comparison to the monolayer structures. This is in contrast
with calculations on unrelaxed structures, although the magnitude of the mo-
ments do not change significantly between the relaxed and unrelaxed structures
for the tri-Cobalt systems. As expected the central Cobalt layer exhibits a drop
in moment due to its separation from the Platinum, an effect more pronounced
in the (100) case, where a difference of ≈ 0.20 µb is found. The small negative
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Species Magnetic moment µb (a)
Co 1.72 1.90 1.90 1.83 1.81 1.82 1.83 1.84
Pt - 0.44 0.33 0.28 0.25 0.26 0.27 0.28
Pt - - 0.33 0.10 0.03 0.02 0.04 0.06
Pt - - - 0.28 0.03 −0.03 −0.03 0.00
Pt - - - - 0.25 0.02 −0.03 −0.02
Pt - - - - - 0.26 0.04 0.00
Pt - - - - - - 0.27 0.06
Pt - - - - - - - 0.28
Species Magnetic moment µb (b)
Co 1.72 1.81 1.91 1.90 1.89 1.89 1.89 1.88
Co 1.72 1.73 1.69 1.69 1.68 1.68 1.68 1.68
Co 1.72 1.81 1.91 1.90 1.89 1.89 1.89 1.88
Pt - 0.36 0.30 0.26 0.27 0.25 0.25 0.26
Pt - - 0.30 0.10 0.06 0.04 0.04 0.04
Pt - - - 0.26 0.06 −0.01 −0.01 −0.01
Pt - - - - 0.27 0.04 −0.01 0.00
Pt - - - - - 0.25 0.04 −0.01
Pt - - - - - - 0.25 0.04
Pt - - - - - - - 0.26
Table 2.7: Atomic moments of (a) . . ./CoPtn/CoPtn/. . . and (b)
. . ./Co3Ptn/Co3Ptn/. . . multilayer structures, with n=0–7. The units shown
represent layers that are repeated periodically in the z direction. Layers are
built up from the (100) stacking, systems have the in-plane spacing of Platinum
and volume conserving relaxations along z.
contribution to the interfacial Platinum moments from the p states persists in
these systems, while an addition negative contribution to the Cobalt polarisation
[−0.04 (interface), −0.02 (centre)] exists in both stacking geometries.
2.3.6 Surface systems
The multilayer calculations of the previous section are now extended to surface ge-
ometries. Surface systems present an interesting problem for electronic structure
calculations. The broken symmetry means that methods exploiting the period-
icity of the system become a hindrance in the direction normal to the surface.
One common technique to overcome this problem is the supercell method where
a vacuum gap is placed at the surface to decouple a slab with its periodically
repeating neighbours. The problems with this method are that a sufficient vac-
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uum gap must be included to isolate slabs, and a thick enough slab must be used
to replicate bulk properties at its centre. The LKKR method allows consider-
able improvement over the supercell approach by replicating the properties of a
converged bulk system as a semi-infinite substrate upon which the finite layered
surface is placed. In this case the system Fermi energy is no longer allowed to
vary, but is fixed at that of the bulk Platinum substrate. As a result charge neu-
trality is not guaranteed with charge flowing in or out of the system as required.
The transition of the substrate from bulk potentials to the surface is not discon-
tinuous, therefore buffer layers are required between the substrate and Cobalt
layers to account for this change. Three layers of Platinum are placed on top of
fixed potential Platinum substrate and allowed to relax self-consistently, this has
been found sufficient in our calculations on multilayers and previous electronic
structure calculations [130, 154] due to the rapid decay of perturbations to the
Platinum potential from the interface. Two layers containing no nuclei are placed
on top of the completed surface, to allow for charge spill-out [155].
The experimental trilayers of interest in this thesis have a Platinum capping layer
around 3.5 nm in thickness, corresponding to approximately 7 atomic layers. The
average thickness of the sandwiched Cobalt is 0.5 nm equivalent to 3 atomic
layers. The Platinum substrate used in the experiments is sufficiently thick to
have reverted to bulk properties, thus validating the use of the [bulk]/surface
method implemented in the LKKR. A diagram of a typical surface system used
in the calculations is shown in figure 2.6.
Results are presented for [Pt]/Pt3/Con/Pt7 sandwich systems with n=1–5, shown
in figures 2.7 and 2.8 for (111) and (100) structures respectively in both unre-
laxed and relaxed configurations. The first notable feature is the near symmetric
moments found in the Cobalt layers, implying that any surface effects on the
Cobalt are largely negated by the Platinum capping layers. In the (111) systems
a pronounced interface effect is found for the unrelaxed lattice, with the inter-
facial Cobalt showing a greater spin splitting, although the effect is almost fully
quenched by the second layer. In contrast, the fully relaxed structures exhibit
a more homogeneous distribution, with a slight lowering of the moment at the
interface, although this is compensated for by the increase in the induced inter-
facial Platinum moment in the case of systems with n>1. These findings are in
good agreement with the results of the multilayer studies in sections 2.3.4 and
2.3.5, where a slight reduction at the interface was found for the relaxed struc-
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[Pt] Bulk halfspace
Pt3 Buffer layer
Co3 Cobalt layer
Pt7 Capping layer
Empty Vacuum layer
Figure 2.6: 2D analogue of a crystal used to model a [Pt]/Pt3/Co3/Pt7 surface
system in the LKKR calculations. The darker spheres in the bottom layer rep-
resent the terminating layer of the frozen potential bulk Platinum halfspace in
which the potential is stacked ad infinitum. Upon the halfspace 3 layers of Plat-
inum are placed for self-consistent relaxation. The lighter spheres represent the 3
atomic layers of Cobalt, capped by 7 layer of Platinum. Self-consistent potentials
are calculated for both Cobalt layers and Platinum capping layers. Finally the
white spheres represent the two layers containing no nuclei to allow for charge
spill-out.
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tures. Again, for the single Cobalt layer systems the increase in coordination
number with respect to Platinum increases the moment on both species. Simi-
lar conclusions can be drawn for systems stacked in the (100) plane. However,
the reduction in the polarisation of the relaxed systems in this case is not as
pronounced as seen for the (111) stacking, and still exhibits a small increase at
the interface. One can draw the conclusion regarding the experimental systems
that, despite showing small variations between the stacking geometries and layer
thickness, the systems are fairly robust with regards to the magnetism with a
consistent Platinum polarisation of 0.2–0.3 µb at interfaces. Similarly for the
Cobalt layers the moments remain in the range 1.7–1.9 µb for all systems studied,
however spin-orbit interactions would provide a modest additional contribution
to both species.
2.4 The CPA: Treating substitutional alloying
So far results have been presented for pure CoPt systems with no attempt made
to account for the expected alloying present at the interfaces. Since the systems
are fabricated by sputtering there is likely to be mixing of Cobalt and Platinum
during the growth process. We now turn our attention to such concerns, using
the coherent potential approximation (CPA) [156] to deal with substitutional
disorder. This technique has been applied successfully to many bulk alloys [157,
158], as well as to study interdiffusion effects at interfaces [159, 160].
Prior to the development of the CPA many different schemes were employed for
calculations on random alloy systems. Early attempts at modelling substitutional
disorder that move beyond rigid bands models were made in the virtual crys-
tal approximation (VCA) where an averaged potential is repeated periodically
[161, 162]. Although showing some success in calculations on semiconductor al-
loys such as (Ga,Al)As it generally provides a poor description of real alloy bands,
especially in transition metal systems. An improvement is made in the averaged
t-matrix approximation (ATA), in which as the name suggests the t-matrix repre-
senting single site scattering from an alloy is constructed using the concentration
weighted average of constituent elements. Although showing some of the scat-
tering properties of the alloy, comparisons with experiments are generally not in
good agreement (e.g. [163]).
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Figure 2.7: Layer resolved atomic moments in a [Pt]/Pt3/Con/Pt7 surface system
with (111) layer stacking, where [Pt] denotes the bulk halfspace. (a) displays
data on unrelaxed structures, while (b) shows the results for volume conserving
relaxed lattices. The terminating layer in the bulk halfspace is located at 0. The
tabulated data is also given in Appendix A.
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Figure 2.8: Layer resolved atomic moments in a [Pt]/Pt3/Con/Pt7 surface system
with (100) layer stacking, where [Pt] denotes the bulk halfspace. (a) displays
data on unrelaxed structures, while (b) shows the results for volume conserving
relaxed lattices. The terminating layer in the bulk halfspace is located at 0. The
tabulated data is also given in Appendix A.
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The coherent potential approximation, like the ATA, uses a scattering matrix
method to predict the properties of an alloy. The basic premise is the definition
of an effective medium to replace the disordered alloy, which has the property that
its scattering remains, on average, unchanged by the substitution of a constituent
atom in to a lattice site. The formalism was first outlined for the semi-relativistic
KKR method by Stocks et al. [164], with the extension to the LKKR method
first made by Kaiser et al. [165]. Let us consider a binary alloy AxB1−x in which
the atoms are arranged in a periodic lattice with random occupancy conforming
to the fractional concentration x and 1−x for A and B respectively. Dropping
the basis set indices, the scattering path operator for an isolated impurity of type
A(B) embedded in an effective medium representing the alloy is τA(τB), whilst
the effective medium alone is characterised by τeff. The scattering properties
of a particular lattice site must equal that of the surrounding medium and the
weighted average of τA and τB:
xτA + (1− x)τB = τeff. (2.18)
A single site scattering matrix teff is defined which describes the scattering from
the random field of the disordered medium within the single site approximation.
The expression for the effective medium scattering path operator is given by:
τeff =
∫
dK
Ω
(t−1eff − g(K))−1, (2.19)
where g(K) is the structural Green function depending on the alloy lattice. As
this underlying structure is the same for atoms A, B and the effective medium the
structural Green functions will be identical. By using this fact and manipulating
equations (2.18) and (2.19) the following expression can be derived:
τA =
[
τ−1eff + t
−1
A − t−1eff
]−1
, (2.20)
where the integral over the reciprocal lattice has been dropped in the notation.
The expression for τB is similarly obtained. It is clear that equations (2.18)–
(2.20) define a self-consistency problem that must be solved to calculate τeff.
Ginatempo and Staunton [166] detail an iterative method for this purpose, that
has been implemented in the LKKR code. This takes as a starting guess the ATA
value of the single site scattering matrix of the alloy:
teff = x tA + (1− x) tB. (2.21)
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In the calculation of τeff reported here full use of the crystal symmetry is made
via hardwired routines.
2.4.1 Bulk alloy
Initially the magnetic properties of a bulk FCC random CoPt alloy were stud-
ied. Previous work on this system include relativistic and scalar-relativistic KKR
calculations of Ebert et al. [167] who found that orbital contributions to the mag-
netic moments are enhanced in the Platinum rich systems, but good agreement
is found with experiment with both sets of calculations. They do not however
state the lattice spacings used in their work, for example whether concentration-
dependent values were used. Later Koepernik et al. [168] performed scalar-
relativistic LCAO-CPA calculations for the bulk alloy, using a fixed lattice spac-
ing throughout, and they claim good agreement with the experimental curve
taken from Ebert et al..
In the calculations it was found that, when using atomic basis sets including ℓ = 3,
the iterative scheme sometimes failed to converge for certain systems. Results are
therefore presented for systems with ℓmax = 2 as well as those values that were
obtained with ℓmax = 3. The accumulated data for existing experimental studies
on the lattice spacing in CoPt disordered alloy as a function of concentration is
given in Appendix A (figure A.1). In these calculations we use both experimental
and fixed lattice parameters and results are shown on separate plots in figures 2.9
and 2.10. Our calculations show good agreement with the those mentioned pre-
viously, showing non-linear behaviour in the concentration averaged moment at
higher Platinum concentrations. It is found that the polarisation of the Platinum
atom is insensitive to the lattice parameter, showing nearly identical polarisation
values at all alloy compositions in both cases. Consistent with calculation in
previous section, the Cobalt atom shows a dependence on its local volume, the
expanded atom exhibiting a greater moment.
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Figure 2.9: Magnetic moments of disordered CoxPt1-x alloy. Data is shown for
the alloy at bulk Platinum spacing with ℓmax = 2 (blue lines) and ℓmax = 3 (Red
lines) where available.
0.0
0.5
1.0
1.5
2.0
0.0 0.2 0.4 0.6 0.8 1.0
M
ag
n
et
ic
m
om
en
t
(µ
b
)
Alloy concentration, x
Co
Pt
CoxPt1−x
Figure 2.10: Magnetic moments of disordered CoxPt1-x alloy. Data is shown for
the alloy at experimentally measured spacings with ℓmax = 2 (blue lines) and
ℓmax = 3 (Red lines) where available.
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2.4.2 Boundary interdiffusion in surface systems
We now use the CPA with the LKKR method to investigate the effect of interdif-
fusion, allowing for layer dependent mixing of the Cobalt and Platinum atoms.
Because of the layer resolved scattering treatment in the LKKR method, it is
able to deal with systems with a layer dependent alloy concentration. Figure
2.11 illustrates calculations performed on systems consisting of a Co3 layer sand-
wich in the surface system, where interdiffusion (x=0.1, 0.3, 0.5) is present in the
interface layer between the upper Cobalt layer and Platinum capping layer. It
is found that the average moment in the alloyed layer are well described by the
bulk alloy calculations.
2.5 Summary
In this chapter the results of LKKR calculations on Cobalt-Platinum systems in
several geometries have been reported. Results have been presented for (100)
and (111) FCC stackings in multilayer and surface systems with rigid Platinum
spacings and more realistic relaxed structures. Finally the effect of alloying was
considered in the coherent potential approximation in bulk alloys and calculations
were demonstrated where interdiffusion is present at the interface of a surface
system.
Perhaps the most important conclusion to come out of this Chapter is that the
systems are well behaved magnetically under a different array of conditions. No
‘dead layers’ have been found with regards to the magnetism in multilayer or
surface systems. Indeed alloy properties vary systematically with respect to the
concentration of constituent elements, showing only slight non-linear behaviour
at low Cobalt concentrations. This is an important conclusion for experimental
samples in which disorder and alloying is expected to dominate. Under these con-
ditions the magnetisation is still expected to be continuous due to the induced
Platinum moment, an important consideration for the applicability of the micro-
magnetic simulations presented in the following Chapter. These calculations are
also used in Chapter 5 to give a semi-quantitative explanation of the observed
anisotropy in the domain wall resistivity tensor.
76
0.0
0.5
1.0
1.5
2.0
0 2 4 6 8 10 12
0.0
0.1
0.5
Layer
M
ag
n
et
ic
m
om
en
t
(µ
b
)
Figure 2.11: Layer resolved atomic moments in a fully relaxed
[Pt]/Pt3/Co3/CoxPt1-x/Pt6 (111) system. The alloy is located in the 7
th
layer, values of x are shown in the key.
2.6 Addendum
Subsequent to the completion of this work, and motivated by our findings, the
problems encountered with the CASTEP code in relation to Cobalt-Platinum
systems have been studied by the CASTEP group. The conclusions of a prelim-
inary study are reproduced here from a private communication with K. Refson
[169], which may be of assistance to others studying these materials.
It was shown that a newer pseudopotential generator built in to the latest ver-
sions of the CASTEP code but unavailable during our study improves on the
moment and pressure errors found with the library files, confirming our initial
conclusion that a pseudopotential error was at least partly at fault. Calculations
were performed on the bulk alloy CoPt3 with a = 3.857 A˚ and using a 16×16×16
k-point set and the PBE exchange-correlation functional. For comparison, the
full-potential LMTO results of Galanakis et al. [143] were used, who obtained
a unit cell moment of 2.54 µb. The results of calculations using the library and
generated pseudopotentials are shown in table 2.6, rows 1 and 2. Clearly a large
proportion of the moment and pressure error is corrected by this new pseudisation
method. The Cobalt semi-core 3s and 3p states were added to the pseudopoten-
tial description and resulted in another modest improvement (row 3 in table 2.6).
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Further attempts at improving the accuracy by reducing the pseudisation radius
(rows 4 and 5) and the core and charge augmentation radius (rows 6 and 7) made
little difference to the obtained results.
A possible explanation for the remaining discrepancy is the range of different
exchange-corelation functionals used in the literature, to which the moments and
pressures can be sensitive. Clearly these systems still warrant further study.
I am in gratitude to Dr Keith Refson for his expert assistance in this matter.
System Magnetic moment (µb) Pressure (GPa)
Total Co Pt
1 Library 3.56 2.62 0.16 −21.87
2 Generated 3.20 2.18 0.17 −7.53
3 Semicore Co 3.04 2.08 0.16 −5.88
4 Co (rc=2.25) 3.05 2.12 0.16 −5.88
5 Co (rc=2.0) 3.05 2.14 0.15 −5.98
6 Co (rinner=1.0) 3.07 2.14 0.15 −6.14
7 Pt (rinner=1.24) 2.99 2.14 0.14 −5.89
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Chapter 3
Micromagnetics
In this Chapter the magnetic switching behaviour of irradiated Pt/Co/Pt tri-
layer devices are studied by a micromagnetic model that is implemented in the
object-orientated micromagnetics framework (OOMMF) code [170]. Often in ex-
periment detailed information about the sample magnetisation is unavailable,
and the tools used to probe the system are hysteresis curves, where only the
averaged magnetisation is measured. Thus the ability to predict the detailed
magnetic structure makes micromagnetics an important theoretical contribution
to the understanding of the physics in such systems. So that the reader is familiar
with the concepts used in the results section, a brief review of micromagnetics
is presented at first, including some specifics of the OOMMF implementation.
Subsequently, energy parameters that are relevant to the systems studied in the
experiment are discussed. Finally results are presented illustrating the switching
properties of the irradiated region, and it is deduced that differences between
theory and experiment can be explained by the presence of sample defects in the
fabricated systems.
3.1 EHE measurements on Pt/Co/Pt trilayers
In the remainder of this chapter the unit of applied field is the Oersted (Oe)
which is equal to 1x10−4 Tesla, and is a unit traditionally used in experimental
work in this field. In addition, the unit of magnetisation is the e.m.u/cm3 which
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is equivalent to 1000 Am−1 as a measure of dipole moment per unit volume.
The purpose of this stage of the experimental work was to demonstrate that do-
mains and walls can be formed reproducibly in devices based on trilayers of Pt(3.5
nm)/Co(0.5 nm)/Pt(1.6 nm) by the Ga ion irradiation method described in the
chapter 1. The Hall cross bars used in this study are based on the intersection
of a 2 µm wide channel with 3 perpendicular wires as shown schematically in
figure 3.1. A 3 µm wide region was defined at the crossing points of the channels
by applying heavy ion beam irradiation to damage the sample outside the active
region, indicated by the dark areas in the figure. The total length of the undam-
aged region was 10 µm. Subsequently, a lightly irradiated rectangular region was
formed in the central cross, of dimensions X × 3 µm, with X= 0.25 µm, 0.5 µm,
1.0 µm, 2.0 µm, 4.0 µm.
X
L M R
?
6
-ﬀ
10 µm
3 µm
Figure 3.1: Sketch of the device used in the experiments discussed here. The
darkened region represents ‘magnetically dead’ material that has been severely
damaged by irradiation. The light grey region is the unirradiated material, form-
ing two leads either side of the lightly irradiated central region, which is shown
in white. This rectangle has an area X × 3 µm.
The out-of-plane magnetisation is probed experimentally via the extraordinary
Hall effect (EHE). Current flows along the horizontal channel, with voltage mea-
surements made perpendicular to the current by probe pairs L, M and R. In this
case the total Hall resistivity is given by [171]
ρH = R0Hz +Re4πMz, (3.1)
where the first term represents the ordinary Hall voltage contribution with R0 the
ordinary Hall coefficient, and Hz the out-of-plane component of an applied field.
The second term is the extraordinary Hall term, where Mz is the sought after
out-of-plane component of the magnetisation and Re the EHE coefficient. Thus,
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after removing the ordinary Hall effect, changes in the out-of-plane component
of the averaged magnetisation can be measured by this technique.
Figure 3.2 shows EHE voltage measurements by the M probes in a system con-
taining a 1 µm wide irradiated region. If the entire system is saturated by a large
(Hz > +100 Oe) out-of-plane field then the magnetisation of the whole sample
(both irradiated and unirradiated regions) is in alignment with the field as indi-
cated by the stationary, positive EHE voltage at point a. The field is reversed
to point c where a rapid change of the magnetisation occurs that is attributed to
the central region switching to a negative magnetisation, with the system ending
up in an antiferromagnetic configuration at point d on the curve. Upon revers-
ing the field sweep direction the system exhibits hysteresis, following a new path
along e to saturation at point b. This minor hysteresis loop is associated with the
physics in which we are interested — the reversal dynamics of the irradiated re-
gion. These loops will be studied in greater detail in the following sections. If, on
the other hand, the negative field is increased from point d onwards then at point
f one of the unirradiated sides flips to a negative magnetisation state, followed
shortly by the other at position g. At point h the system is fully saturated in the
negative z direction. Following the lower path from h onwards indicates that the
samples shows near identical behaviour in reverse, with minor differences arising
due to non-homogeneities in the sample.
The measured hysteresis behaviour of the central irradiated regions is shown in
figure 3.3. These correspond to the upper minor loop seen in the previous figure,
and data are shown for regions withX=0.5 µm, 1.0 µm, 2.0 µm and 4.0 µm. Thus,
in these plots the two unirradiated regions either side of the central region have
a fixed out-of-plane magnetisation in the positive z direction, corresponding to a
positive EHE voltage. The data has been displaced vertically to centre the curves
at zero for illustration purposes. It can be seen that the loops are asymmetric,
particularly in the case of the narrower irradiated regions, where the negative
reversal field becomes increasingly large. Owing to this behaviour, the reversal
curve for the 0.25 µm wide region is not shown as the switching point corresponds
to that of the unirradiated regions, masking the signal. These transitions from
positive to negative saturisation are abrupt, whilst a more gradual change is
observed on the reverse sweep, with discrete jumps of the magnetisation clearly
visible.
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Figure 3.2: EHE voltage measurements as a function of perpendicular magnetic
field at 300K at a Hall cross which has a 1×3 µm2, dosed region at its centre.
[adapted from Ref. [102]]
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Figure 3.3: EHE voltage measurements at 300 K of minor loops of irradiated
regions with widths varying from 500 nm up to 4 µm. Samples were first saturated
in positive fields, and the external field then swept down until the dosed region
reversed, at which point it was swept back up again. [adapted from Ref. [102]]
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3.2 Basic theory and implementation of micro-
magnetics
The goal of micromagnetics∗ is to calculate the system-wide magnetic configu-
ration of a ferromagnetic system. In this context, such simulations enable the
calculation of hysteresis curves analogous to those measured experimentally, and
the magnetisation that gives rise to such hysteresis behaviour can be studied
in detail. Unlike traditional electronic structure calculations based on identical,
translationally invariant unit cells, the magnetisation can vary on the length-scale
of the entire sample; it is clear that significant approximations are required to
make the problem tractable. The keystone of the micromagnetic method is the
continuum approximation in which the individual atomic moments are replaced
by a continuous magnetic vector field, M(r). Furthermore, the complex interac-
tions of the full system Hamiltonian are reduced to a set of phenomenologically
determined parameters used in simplified energy terms.
The total Gibbs free energy in the Heisenberg model for a sample of volume Ω is
given by
E =
∫
Ω
(Eexch + Eanis + Ez + Edemag) dV, (3.2)
where the energy density terms on the right hand side represent the exchange in-
teraction, crystalline anisotropy, external field (Zeeman) term and magnetostatic
interactions respectively. To determine stable global ferromagnetic configurations
this free energy term must be minimised with respect to the magnetic structure,
but the complicated energy landscape usually gives many local minima, and the
path taken is often highly dependent on the initial state of the system. Before
details of this minimisation are given, a brief discussion of these energy terms is
now presented.
3.2.1 Exchange interaction
The long range order observed in ferromagnetism derives principally from the
direct exchange interaction that was first studied in detail by Heisenberg [173].
Its origins cannot be readily interpreted in terms of a classical picture, hence we
∗a term coined by Brown in his treatise on the subject [172]
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turn to a quantum description of particles. Let us consider a pair of electrons
with general coordinates λ1 and λ2. Given that these particles are fermions, the
Pauli exclusion principle leads to the exchange condition
ψ(λ2, λ1) = −ψ(λ1, λ2). (3.3)
It can therefore be said that the wavefunction of the electron system must be
antisymmetric under the exchange of two particles. It is possible to break the
wavefunction up in terms of a spatial (φ) and a spin (χ) element such that
ψ(λ1, λ2) = φ(r1, r2)χ(σ1, σ2). (3.4)
It is clear that to preserve the antisymmetry required in this equation that if
φ is symmetric under exchange then χ must be antisymmetric and vice-versa.
The exchange interaction arises owing to this coupling of the spatial and spin
part of the wavefunction. In systems where the interatomic distances are small
the massive nuclear charge is screened by electrons localising between them ac-
cording to work outlined by Bethe and Slater in the 1930s. The proximity of
the electrons necessitates that exchanging two electrons will produce a spatial
wavefunction with the same symmetry, hence leading to an antisymmetric spin
configuration. The opposite is true when the atoms are located further apart,
the electrons localise nearer to the individual nuclei and swap spatial symmetry
when exchanged. Bethe and Slater produced a plot (see reference [174]) showing
the relationship between the atomic separation and the strength of this interac-
tion. Cobalt is found near the peak of this curve indicating strong ferromagnetic
exchange interactions.
In his paper Heisenberg deduced the energy difference between the possible states.
They can be written as:
E = −JS1 · S2, (3.5)
where S1 and S2 are unit vectors in the direction of the electron spin moment.
Here J is the exchange integral that denotes the strength of the exchange inter-
action, which practically is often determined by experiment. It is clear that if
J < 0 then an antiparallel alignment will lower the energy of the system, resulting
in anti-ferromagnetic coupling between electrons on neighbouring atoms. Con-
versely J > 0 results in ferromagnetic behaviour as the energy is minimised when
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S1 ·S2 = 1. Because of the local nature of the d-bands the direct exchange inter-
action is short range, thus nearest neighbour models of exchange are employed in
theoretical treatments. A more convenient quantity of exchange strength is the
exchange parameter, A, given by A=Na2JM¯
2
in cubic materials [175], where N
is the number of atoms per unit volume, a is the lattice constant and M¯ is the
effective spin per atom in µb. This is used in the remainder of this chapter in
units of J/m.
Other types of exchange phenomena exist such as the RKKY interaction. These
are important in rare-earth metals but are dominated in most ferromagnets by
the direct exchange, and are not considered in this work.
3.2.2 Crystalline anisotropy
In a ferromagnetic material there are often specific directions of magnetic align-
ment that are preferred. These are usually related to the crystal structure of
the material and this type is commonly referred to as the magnetocrystalline
anisotropy. There are two common types of crystalline anisotropy: uniaxial and
cubic.
Materials that exhibit uniaxial anisotropy have a single preferred axis of magnetic
alignment, with examples such as HCP Cobalt in which the anisotropy axis points
perpendicularly to the (111) plane. Other systems that typically exhibit this type
of behaviour are thin films, where the broken symmetry perpendicular to the
surface picks out this direction for uniaxial magnetocrystalline anisotropy. If θ
denotes the angle between the magnetisation and the axis of easy magnetisation
then the energy will be a minimum for θ = 0◦, 180◦ and a maximum for θ = 90◦,
270◦. Expanding the energy in terms of powers of sin2 θ gives
E = K1 sin
2 θ +K2 sin
4 θ +K3 sin
6 θ + . . . . (3.6)
The coefficient Kn are the anisotropy constants, and have magnitudes that decay
rapidly with increasing n. Terms higher that n = 2 are normally too small to
obtain a reliable value. In the work presented here only the K1 term is used,
referred to as K in the remainder of this chapter.
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For completeness cubic anisotropy is now discussed briefly. For bulk crystals
without the broken symmetry seen in HCP Cobalt or thin films the anisotropy
is often cubic. In this case there are 3 perpendicular axis of easy magnetisation,
and the energy can be expressed in terms of the directional cosines (α1, α2, α3)
of the magnetisation with respect to the cubic axis:
E = K1(α
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(3.7)
where again the coefficents Kn decay rapidly with increasing n.
3.2.3 Zeeman energy
The Zeeman energy term represents the additional anisotropy provided by an ex-
ternally applied magnetic field. The individual moments minimise their Zeeman
energy by aligning with the field.
The expression is simply
Ez = −M ·Hext, (3.8)
where Hext is the applied field vector.
3.2.4 Demagnetising field
The demagnetising energy is the energy cost of generating a compensating mag-
netic field owing to abrupt changes in the magnetisation profile, and as such a
closed magnetic circuit is preferred in a material rather that a single homogenous
magnetisation that has poles at the surface. Maxwell’s equations state that
∇ ·B = 0, (3.9)
∇×H = 0. (3.10)
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Relating these field is the expression
B = µ0(H+M). (3.11)
Thus to satisfy equation (3.9) any divergence inM must be counterbalanced by a
H-field, which is now labelledHd. In a single domain system this field opposes the
magnetisation, resulting in energetics that favour a multi-domain state. Usually
to solve this problem a general solution of the form
Hd = −∇φm (3.12)
is employed which automatically satisfies (3.10), where φm is a newly defined
scalar magnetic potential. Combining equations (3.9) and (3.11) then gives:
∇2φinm = ∇ ·M (3.13)
inside the sample, and
∇2φoutm = 0 (3.14)
in the absence of a magnetic moment outside the sample boundaries. Usually
these equations are solved subject to the boundary conditions on the surface of
the magnet
φinm = φ
out
m and
∂φinm
∂n
− ∂φ
out
m
∂n
=M · n. (3.15)
Where n is a unit vector perpendicular to the surface of the magnet and is positive
in the outwards direction. Combining these with equation (3.13) we can calculate
the scalar potential, and finally the effective demagnetising field is obtained from
(3.12). The energy [density] is then given by:
E = −µ0M ·Hd (3.16)
In terms of computation this is the most troublesome contribution as the problem
is non-local in nature. Many strategies have been developed for efficient calcula-
tion of the demagnetising field including hybrid finite element/ boundary element
methods [176] which remove the need to calculate the field outside the sample,
and methods based on Fourier transforms techniques [177].
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Figure 3.4: (a) Illustration of the gyroscopic effect of a magnetic moment about an
effective field. The quantity γ represents the gyroscopic ratio, whilst λ accounts
for damping in the system. (b) Illustration of the four energy terms considered
in the micromagnetic model used in this work. Both low and high energy states
are shown. Moment vectors are represented by black arrows. The demagnetising
field diagram shows the magnetisation of an entire sample, whilst the anisotropy
type shown is cubic as represented by the transparent arrows.
3.2.5 Magnetisation evolvers — finding stable solutions
In micromagnetic simulations the goal is to replicate the magnetic configurations
found in experiment by evolving an initial magnetic state until a stable solu-
tion is reached. Typically the starting solution is either a previously calculated
state if simulating the switching behaviour under an external field, or a random
configuration to simulate quenching the system from above to below the Curie
temperature. It is important to realise that these systems can have many stable
configurations (some related by symmetry) corresponding to local minima in the
energy landscape, and this is also true in the experimental situation. Effects such
as remanence are proof of this, so one is not necessarily seeking the global energy
minima. Two common methods that have been employed to determine stable
configurations are direct energy minimisation and the dynamic Landau-Lifshitz-
Gilbert approach [178, 179].
In the former case, local minima of energy is found by techniques such as the
conjugate gradient method, with the advantage of being easy to implement and
computationally efficient in finding a stable configuration. However, no connec-
tion is made with the physical motions of the moment vectors during the transi-
tion between states, so if one wishes to study a system where the dynamics are
important, for instance domain wall motion, then an alternative method must be
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used.
An equation of motion for the magnetic polarisation was derived by Landau and
Lifshitz (LL) in 1935 [178] of the form,
dM
dt
= −γ (M×Heff)− λ
M
M× (M×Heff) , (3.17)
which is equivalent to the formulation given by Gilbert years later [179]. The
first term on the right hand side describes the precession of a moment around an
effective field, Heff, at the Larmor precession frequency as demonstrated in figure
3.4. γ is the electronic gyromagnetic ratio. The second term describes damping
in the system in a phenomenological fashion, such as that arising from coupling
with collective excitation phenomena such as phonons and magnons, or simple
thermal excitations. Without this mechanism of energy loss the system would
never converge, but simply precess around Heff indefinitely. The dimensionless
damping parameter λ is a complicated function of the magnetisation state, which
is often set to a value between 0.5 and 1 for computational convenience — allowing
for realistic values would make convergence time consuming. The effective field
is related to the functional derivative of the Gibbs free energy:
Heff = −µ−1∂EGibbs
∂M
. (3.18)
Equation (3.17) can be integrated in time to evolve the magnetic configuration
in a physically meaningful way. As Heff itself is a function of the magnetisation
only a small time step can be taken before it needs updating. As the integration
proceeds the system converges on an energy minimum and dM/dt→ 0, at which
point a stable magnetic configuration has been determined.
3.2.6 OOMMF code
The OOMMF code [170] is a public domain micromagnetics package and is the
standard code used in micromagnetic simulations. The 3D solver Oxsii offers
greater flexibility than the older mmsolve2D unit, and is the code used in the
work presented in the following sections. A finite difference method is employed
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to discretise the magnetisation function to points on a cuboid mesh that covers
the entire sample volume. The discretised form of the LL equation evolves the
system magnetisation from some specified initial configuration, until the driving
torques are below a chosen tolerance. Once a stable configuration is found the
simulation is terminated and the micromagnetic state recorded. When performing
a calculation of hysteresis behaviour the previously stored configuration is used
as the initial solution. Further documentation of the method and technicalities
of the implementation can be found in reference [170].
In the micromagnetic calculations presented here the material is characterised by
only three parameters: the saturisation magnetisation, Ms; the exchange param-
eter, A; and the anisotropy strength, K. The exact value of these parameters for
the Co/Pt material used in this study cannot be reliably extracted from experi-
ment, and only estimates can be tested by simulation.
The saturisation magnetisation is a function of the individual atomic moments
that constitute the material, and as such will be influenced by the alloying present
in these systems. The effect of the Platinum alloying is two-fold: firstly the
atom has only a small induced polarisation as seen in Chapter 2, reducing the
averaged value significantly. In addition Platinum has a greater atomic volume,
further reducing the saturisation magnetisation. The value of the saturisation
magnetisation quoted for bulk Cobalt is 1400 e.m.u./cm3, however we expect this
to be significantly reduced by the factors mentioned above. In these calculations
we start with a value of 800 e.m.u./cm3, but also demonstrate results found
employing a higher value.
The value used for the exchange constant was 1×10−11 J/m, which is consistent
with other systems found in the literature [180].
The anisotropy constant of the unirradiated region has been measured in the
literature as 9.8×105 J/m3 [181]. Given that the irradiation process is known to
reduce the anisotropy locally, this puts an upper limit on the anisotropy constant
in the irradiated region.
The central layer in the experimental systems being simulated is 0.5 nm thick,
and in these calculations the Platinum substrate and cap are considered to be
non-magnetic, and are hence not accounted for in these simulations. In the
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experiment the hysteresis measurements are performed for system with the unir-
radiated regions in both the positive and negative saturisation states, although
they are found to exhibit nearly identical behaviour. In the simulation these two
states are identical by symmetry.
In this work we are interested in the switching behaviour of the central irradiated
region when subject to an external, perpendicularly applied magnetic field. It
is assumed that in the experiment the two unirradiated regions are pinned in a
saturated state when making minor loop measurements owing to their larger per-
pendicular crystalline anisotropy. Implicit in this assumption is that any domain
walls are fully contained within the irradiated region. Full advantage is taken
of this in the calculations presented here: the magnetisation of the unirradiated
region is fixed out-of-plane with no relaxation of spins allowed, providing an op-
portunity for significant improvements in terms of memory and processor usage.
The total system length is 10 µm, which proved impractical to compute using
realistic mesh sizes with the computational resources available. The demagnetis-
ing field strength decays rapidly as a function of the distance from the atomic
moment and as a result including the whole of the sample in the calculation
is unnecessary. For simplicity the approximation that the unirradiated regions
are rectangular is made in this work. Calculations of the effective demagnetising
field in a 0.25 µm wide irradiated region as a function of the unirradiated region’s
length, Ls, is given in figure 3.5. It can be seen that the system converges rapidly
with increasing Ls, and the length of the sides used in the calculations presented
here was 3 µm, which gives a > 99% accuracy of the fixed demagnetising field
representation, whilst satisfying practical considerations.
Finally, as this demagnetising field is unchanging the obvious strategy is to cal-
culate the contribution once and applying it as a fixed H-field in the calculations,
which is given the label Hfixd . In this situation the static unirradiated region need
only be in memory for a single calculation of the demagnetising field, thus saving
significantly on computation resources. A schematic illustration of this method,
with region labels, is shown in the inset of figure 3.5. In a simulation the ex-
change governed boundary conditions on region B are accounted for by two 1 cell
wide strips of material in contact with the sides of region B. The magnetisation
in these strips is fixed out-of-plane to emulate the boundary with region A and
C, and are sufficient to account for full exchange coupling between the regions in
the nearest neighbour model used in the code.
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Figure 3.5: [main plot ] Convergence of demagnetising field strength produced
by the saturated side regions in the volume occupied by the central region with
respect to the length of the sides. The mesh size used in this calculation was
2.5 nm×2.5 nm×0.5 nm, and Ms = 800 e.m.u/cm3. [inset top] Three region
system such as that in the experiment. Regions A and C are the unirradiated
domains of equal length Ls with fixed out-of-plane magnetisation giving rise to
a demagnetising field contribution in the central irradiated domain denoted B.
[inset bottom] Equivalent system used in computation. The fixed demagnetising
field, Hfixd , is evaluated prior to calculation and added as an external field. The
red regions denote a single layer of material from regions A and B to account for
the exchange interactions present at the boundaries.
3.2.7 Convergence
The subject of convergence with respect to grid size in micromagnetic simulations
has been extensively covered in the literature (for an in-depth study see reference
[182]), and it has been shown that an artificial pinning potential can exists for
domain walls unless the grid size is equal to, or less than
√
A/K, known as the
exchange length. Simulations presented here are performed on grids conforming
to this requirement, for instance in the calculation detailed in the following section
the parameters A=1×10−11 J/m and K=4×105 J/m3 were used, thus a mesh of
5 nm×5 nm×0.5 nm was employed, with the third dimension equal to the film
thickness. An additional constraint on the grid size is provided by the cubic
mesh: the system dimensions must be an integer multiple of the grid size. Thus
the meshes employed in these calculations were of in-plane spacings 5 nm, 4 nm
or 3.125 nm as determined by the exchange length.
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Figure 3.6: Hysteresis curve of a 0.5 µm wide irradiated region. The magneti-
sation is initially random (not shown on plot) and saturated to +100 Oe before
cycling down to −200 Oe and back. [inset ] Micromagnetic configuration of a rep-
resentative area of the central region at various point of the curve. The blue (red)
colour represents the +z (−z) component of the magnetisation vectors, which
are averaged over many cells. [Ms=800 e.m.u/cm
3, A=1×10−11 J/m, K=4×105
J/m3]
The convergence parameter that specifies the tolerance on dM/dt was set to
1 × 10−4 deg/ns. In these calculations the value of γ is 1.769×105 mA−1 [180]
and λ=0.5, a value larger than the expected experimental number but which
allows the systems to converge in a reasonable amount of time, at the expense of
accurate predictions of domain wall velocities.
3.3 OOMMF calculations
In figure 3.6 a hysteresis plot of the averaged z component of the magnetisation,
Mz, as a fraction of the saturisation magnetisation is shown for an irradiated
region with X=0.5 µm. The parameters used in this set of calculations were
Ms=800 e.m.u/cm
3, A=1×10−11 J/m, K=4×105 J/m3.
A random number generator was used to initialise the magnetisation to a para-
magnetic state before the simulation is run. As in the experiment, the mag-
netisation was saturated first in the positive z direction by a magnetic field of
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+100 Oe applied out-of-plane. As expected, the whole system is magnetically
homogenous at this field value, as can be seen in figure 3.6. Following this satu-
ration process the field strength is reduced in stages, whilst the moments remain
stationary, passing through the zero field point, and exhibiting a fully saturated
remanent state. At Hz = −30 Oe a breakdown of the magnetic ordering occurs,
and a discontinuous jump of the magnetisation was observed in the hysteresis
curve, resulting in a net negative magnetisation. Observing the magnetic config-
uration in detail shows that at this transition point the saturated state breaks
down to form temporary domains, but these are only an intermediate stage of
the breakdown dynamics, and are destroyed by domain wall motion to form a
single domain with a mixture of in-plane and out-of-plane components. Increas-
ing the negative field further results in a smooth increase in the magnitude of
the negative magnetisation, this is due to the rotation of the single domain as
it gains an increasingly large out-of-plane component. The magnetisation state
is shown at Hz=−150 Oe in the inset of figure 3.6, and it can be seen that the
central domain has rotated fully out-of-plane, and a clear domain wall structure
can be observed at both boundaries. The magnetic profile shown is truncated for
display purposes, showing only the top edge, where edge effects are manifested
as small deviation in the magnetic alignment.
Following this negative saturisation procedure, the direction of the field was re-
versed, and the magnetisation follows the same path of domain rotation back
to the break-down point at −30 Oe. Hysteresis behaviour is then observed as
decreasing the negative field further takes the system along a new path, in which
the magnetisation change is far less rapid than the critical breakdown found in
the opposite direction. For these parameters the domain magnetisation continues
its rotation as a single unit in proportion to the applied field, and the magnetisa-
tion at Hz=0 Oe is shown in the inset of figure 3.6. Apart from edge effects the
moments of the central domain are fully in-plane and parallel to the long edge
of the central region to reduce the demagnetising field energy. At ≈ +42 Oe the
magnetisation has rotated fully and returns to the positive saturated state.
The two domain walls that form at the edges of the device during negative sa-
turisation have moment rotations that occur along an axis running parallel to
the device channel. The domain wall can rotate either clockwise or anticlockwise
between the domains, and the exact direction depends on the initial conditions.
In the example here both domain walls are rotating in the same direction. Owing
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to the size of the mesh used the domain wall width is typically around 4-6 cells,
although it is not possible to extract the exact size and profile of the domain wall
owing to this low resolution of mesh points.
3.4 Parameter space calculations
The illustrative example used in the previous section exhibits qualitative as well as
quantitative differences to the curve measured in experiments. Pinning potentials
set-up by the impurities and defects in the sample will impact the reversal process
of the samples in ways that cannot be reliably simulated in these calculations.
However, the values of A, K and Ms in the experiment are also unclear and
we are free to change these in the calculation to observe their effects on the
switching dynamics. Because of the computationally demanding nature of these
calculations only a small set of parameters could be tested. The results of these
calculations are now demonstrated.
3.4.1 Exchange parameter
The hysteresis curve calculations presented in the previous section were repeated,
but with the exchange parameters changed from 1.0×10−11 J/m to 0.5×10−11 J/m
and 2.0 ×10−11 J/m, and the results are compared to the previous simulation in
figure 3.7.
A small difference in the switching field is found between the three systems, with
the stronger exchange coupled systems exhibiting a slightly larger coercive field.
This can be understood simply by recalling that the exchange energy prefers an
uniformally magnetised state. Another clear trend is the offset in the paths taken
on the reverse sweep, with the systems of lower exchange parameter exhibiting a
greater level of negative saturation at any given field value. As the central domain
rotates the increased exchange energy favours alignment with the unirradiated
regions at the boundaries, thus reducing the negative out-of-plane component
of the total magnetisation. When the domain has fully rotated out-of-plane
the domain wall widths vary in the sample, being dependent on the relative
strengths of A and K. As A is increased the domain wall grows as the abruptness
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Figure 3.7: Hysteresis curve of a sample with a 0.5 µm wide irradiated region.
The values shown in the key are the exchange strength parameter A in ×10−11
J/m. [Ms=800 e.m.u/cm
3, K=4×105 J/m3]
of the magnetisation change becomes more costly, with the domain wall becoming
diffuse in the systems with larger A. Although the changes in the exchange energy
results in quantitative changes to the hysteresis curve the reversal mechanism
remains the same.
Whilst the simulation results exhibit hysteresis behaviour, the details are not so
satisfactory when compared directly to experiment. At field values of −50 Oe all
the experimental samples show full negative saturisation with dMz/dt≈0, clearly
this is not the case in these simulations where the magnetisation shows significant
variation up to −150 Oe for the three cases studied. Thus attention is turned to
the value of the anisotropy parameter, K.
3.4.2 Anisotropy parameter
The anisotropy energy plays a crucial role in establishing the desired out-of-plane
magnetic profile in thin films structures, and in this section we seek to understand
the influence of K on the system dynamics. The value of the anisotropy strength
parameter used in the previous calculations was 4 × 105 J/m3, chosen in the
knowledge that the unirradiated region has a K value of 9.8 × 105 J/m3, giving
an upper limit. As the anisotropy becomes weaker a transition must occur where
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Figure 3.8: Hysteresis curve of a 0.5 µm wide irradiated region as a function of
the anisotropy strength parameter, K. The value of K is shown in the key in
×105 J/m3. [inset ] Value of the out-of-plane magnetisation as a function of the
uniaxial anisotropy strength, K. The value of the external field is fixed at +50
Oe perpendicular to the film. [Ms=800 e.m.u/cm
3, A=1×10−11 J/m]
the system magnetisation switches from out-of-plane to in-plane. To explore this
feature in the systems studied here the averaged out-of-plane magnetisation was
recorded as a function of K for a sample with a 0.5 µm wide irradiated region. In
these calculations a +50 Oe biasing field was applied out-of-plane, and the results
are shown in the inset of figure 3.8. As expected, a clear transition point from
in-plane to out-of-plane magnetisation is found as K is varied. Furthermore, this
transition point is found near the K=4×105 J/m3 value used for the previous
calculations. As K is lowered below this point, the magnetic configuration is
dominated by the demagnetising field of the irradiated region, with this in-plane
configuration reducing the energy associated with open surface poles to an extent
that overcomes the weakened anisotropy. For the purposes of this work we are
not interested in this lower range of K values as parameters that produce the out-
of-plane configuration found in experiment are sought. At greater values of K
the uniaxial anisotropy is dominant, resulting in the abrupt transition to a fully
saturated state. As the previous calculation were performed near the observed
transition point the obvious question is whether the switching dynamics of the
system are affected if K lies away from this point.
Similar sets of calculations to those in the previous section were performed with
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K=5× 105 J/m3 and 6× 105 J/m3. As before, the systems were saturated in the
+z direction from a random configuration, and a negative applied field used to
determine the break down fields. It was found that the break down fields in the
simulations are at unphysically large values. As an example, for the K=5× 105
J/m3 system the switching field is ≈ −5200 Oe — way in excess of the field range
used in the experiments. This large discrepancy between theory and experiment
can be understood in terms a few simple arguments. In the computation the ma-
terial is continuous, with homogenous material parameters through the sample.
If the magnetisation is fully saturated in the +z direction, then the force exerted
by a field applied in the opposite direction (−z) will pass through the pivot point,
and as a result the cross-terms in equation (3.17) vanish and the system is locked
in this state. In practice the moments are not exactly aligned along the z axis
owing to the tolerance parameter in the convergence of the previous calculation,
and a large external field can provide enough torque to overcome the convergence
tolerance and the restoring effects of exchange and anisotropy, so that the system
is able to break down to the negatively saturated state. This situation is a feature
of the simulation alone, and in the experimental system the situation is expected
to be quite different. The presence of pinhole defects, the randomness of alloying,
grain boundaries, fluctuations in film thickness and random thermal fluctuations
break the symmetry mentioned above, and enables the magnetisation to break
down at lower field values.
To provide some insight into the possible effect of random disorder — such as
those due to thermal effects — the magnetic moments of the converged saturated
sample were given a small Gaussian displacement from the saturated state. The
data was read in from the Cartesian OOMMF output, then converted to spherical
polar coordinates and the moments were rotated in a random direction with
angle governed by a Gaussian distribution centred at 0◦, with a full-width-half-
maximum of 1◦. As a result the magnetisation of the saturated state is reduced
to 799.880 e.m.u/cm3. The breakdown field of this altered system is reduced to
−2500 Oe, significantly lower than the −5200 Oe of the unperturbed system.
Although this additional disorder does not replicate the complex situation found
in the experimental system, it serves to illustrate how a break in the homogeneity
can dramatically alter the required breakdown fields. Although a full study of
disorder effects is desirable, the micromagnetic framework used places limits on
what can be achieved. As an example, the study of grain boundaries becomes
difficult owing to the regular cubic grid used; properties such as K, A and Ms can
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only be varied on a cell by cell basis, thus making the study of realistic crystal
deformities troublesome.
A reliable quantitative analysis of the break down fields is not possible with the
tools and information available, however we can say with some certainty that the
mechanism in the experiment is a sudden break down due to domain formation
followed immediately by domain wall motion. The nucleation sites are likely to
be at impurities or structural defects, thus it is unsurprising that the break down
field magnitude is dependent on the area of the region. A saturisation of the
breakdown sites is reached for the larger samples, explaining the trends seen in
experiment.
The remainder of the work in this chapter concerns the negative-to-positive re-
versal dynamics.
Comparing the reversal curves in figure 3.8 it is clear that on the reverse sweep
the switchover is far more abrupt for the newly calculated systems. Looking
closer at the specific details of the reversal processes in these systems provides
the explanation for these stark differences. For the system with K=4× 105 J/m3
the irradiated region rotates as a block, as described in the previous section, pro-
ducing the smooth curve in proportion to the changing field. It is clear that this
reversal mechanism arises due to the relatively weak anisotropy allowing rota-
tions in the plane of the material to dominate. In contrast, the newly calculated
systems exhibit a domain wall motion mechanism owing to the constraint of per-
pendicular magnetisation enforced by the strong anisotropy. Prior to domain
wall motion the magnetisation near the walls relaxes, rotating gradually as the
field is swept upwards from large negative values. This is reflected in the small
magnetisation change from large negative fields down to zero. As the field be-
comes positive, the domain walls on either side of the irradiated region are driven
towards the centre of the sample as the central domain is reversed, as shown in
figure 3.9. As the field is increased the two sides meet in the middle of the sample
and the domain walls are destroyed, completing the reversal process.
The obvious question is why does the domain wall motion not, once started, con-
tinue until the central domain is destroyed? This phenomenon can be explained
in terms of the demagnetising field overlap between the two newly created posi-
tively magnetised regions. The demagnetising field favours an antiferromagnetic
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alignment of the three domains, thus, energetically a negative magnetisation of
the irradiated region is preferred by this term that resists the change resulting
from domain wall motion. As the domain wall converges at the centre of the
sample the field generated by the left and right regions overlap, thus strengthen-
ing the effective field retarding the domain wall motion. When the external field
is increased the central domain shrinks as a larger demagnetising field overlap is
required to balance the energies, as seen by the curved region in the hysteresis
plots. Owing to edges effects the demagnetising field is weakest at the top and
bottom of the central domain, and at a certain field value a rapid and sudden
total reversal occurs, originating from these edges, as manifested by the sudden
jump in the hysteresis curve.
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Figure 3.9: Magnetisation profile of a 0.5 µm wide sample subject to increasing
applied fields. The sample is first saturated by a −100 Oe field (not shown) and
then reduced in stages to 0 Oe, subsequently the field is increased in the positive
direction to 5 Oe and 10 Oe as indicated by the key below the images. Blue (red)
components of the arrows represent the +z(−z) component of the magnetisation
vectors. The two domain walls can clearly be seen separating the three domain in
the samples, and domain mobility is observed as the field is increased. [Ms=800
e.m.u/cm3, A=1×10−11 J/m, K=5×105 J/m3 ]
3.4.3 Saturisation magnetisation
Subsequent to the bulk of these calculations the value of Ms was measured in
the experimental system by vibrating sample magnetometry, and found to be
1010±20% e.m.u/cm3. The estimates used in the previous section are therefore
reasonable within the bounds of error, but similar calculations are now performed
with the new value of Ms= 1000 e.m.u/cm
3 to study the effect such an increase
has on the system dynamics. The dimensions of the system remains identical to
those in the previous section. Initial calculations using the parameters K=6×105
J/m3 and A=1×10−11J/m demonstrated that the increased demagnetising field
strength in the system resulted in an in-plane magnetisation. To explore this
behaviour further, the z-component of the magnetisation was measured against
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the anisotropy strength, with an applied field of +50 Oe in the same fashion
as performed in the previous section. The results shown in the inset of figure
3.10 demonstrate that a larger value of K is required to obtain the desired char-
acteristic out-of-plane magnetisation. The transition occurs near K=6.25×105
J/m3, so for the calculations presented in figure 3.10 the value K=8×105 J/m3
was used for the Ms=1000 e.m.u/cm
3 case, whilst K=6×105 J/m3 was used in
the Ms=800 e.m.u/cm
3 study. It is clear that only minor quantitative differences
exist between the two curves, with the mechanism of domain wall motion being
the dominant scheme of reversal.
3.4.4 Irradiated region width
Finally the calculations were repeated on samples with different irradiated re-
gion widths, X, equal to 0.5 µm, 1.0 µm and 2.0 µm. The calculations become
increasingly costly in terms of computational time required, not only is the itera-
tion time increased with system width but the total number of iterations required
to move the domain walls along the wider samples is also greater, resulting in
poor scaling with system size. For this reason the 4 µm wide system has not been
considered, however the results obtained are sufficient to illustrate the physics in-
volved. These hysteresis curves are displayed in figure 3.11. The main plot shows
the averaged magnetisation over the entire sample. The negative saturation mag-
netisations is greater for the larger systems, but this is hardly surprising as the
domain wall region has a smaller diluting effect on the averaged magnetisation
in the larger sample. The domain walls remain stationary until a positive field is
applied at which point the domain wall motion described in the previous section
occurs in all three systems. Again the demagnetising field provides a barrier to
complete saturation at lower fields. Shown in the inset of figure 3.11 is the total
magnetic moment over the sample, as opposed to the averaged magnetic moment
density in the main plot. From this it can be seen that the reversal mechanism
is essentially identical in the three samples: the domain walls travel towards the
centre of the sample and are halted by the demagnetising field overlap mecha-
nism at exactly the same domain wall separation. The domain walls in the larger
systems must travel further as seen in the inset figure, but we can say that in a
system free of defects the reversal fields are identical for all system sizes tested
here.
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Figure 3.10: Hysteresis curve of 0.5 µm wide samples with different value of Ms
indicated in the key in units of e.m.u/cm3. The value of used K in the simulations
was altered between the two systems: 6×105 J/m3 (Ms=800 e.m.u/cm3) and
8×105 J/m3 (Ms=1000 e.m.u/cm3). [inset ] Saturation of sample as a function
of the anisotropy strength parameter for a system with Ms=1000 e.m.u/cm
3.
A field of +50 Oe was used as a biasing field from an initial random magnetic
configuration. [A=1×10−11 J/m]
The hysteresis curves measured in the experiment display a rapid switching at
a slightly higher field than in the simulations, and a smoother overall curve, al-
beit with discrete jumps along the profile. These differences can be attributed to
Barkhausen jumps that are expected in the experiment. Defects in the sample
result in the pinning of domain walls undergoing motion, potentially requiring
a larger driving field to overcome these potential wells. These can be directly
attributed to the jumps found on the curves, and also the slightly larger driv-
ing fields required, dominating over the demagnetising field governed mechanism
found in the simulations. In the larger systems the domain walls must negotiate
a greater number of potential pinning sites, thus increasing the probability of a
pinning event resulting in the slight difference in saturation fields seen in figure
3.2.
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Figure 3.11: Hysteresis curve of 0.5 µm, 1.0 µm and 2.0 µm wide irradiated
regions. [inset ] Total z component of magnetic moment in the three systems
demonstrating that the final stages of reversal are identical. The curves have been
displaced vertically for illustration purposes. [Ms=800 e.m.u/cm
3, A=1×10−11
J/m, K=6×105 J/m3]
3.5 Summary
In this chapter the reversal mechanisms of irradiated Co/Pt domain wall systems
were studied by micromagnetic simulations. It was found that the likely scheme
is domain wall nucleation, followed by rapid domain wall motion in the central
region when switching from a fully saturated system to an antiferromagnetic
configuration. The importance of defects was highlighted in controlling the exact
value of the reversal field, by contrasting with defect free simulations.
On the reverse sweep a different mechanism was found to be responsible, that of
domain wall motion involving two walls at the edges of the irradiated region. In
the simulation the motion is controlled by the demagnetising field overlap of the
two side domains, whilst in the experiment there is evidence of disorder related
Barkhausen jumps, that account for the small differences observed in saturisation
fields.
In addition to the above an alternative scheme of reversal was discovered in
systems where K approaches the value of an out-of-plane to in-plane transition,
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in which the moment rotation is more gradual as the weakened anisotropy can
no longer hold the magnetisation out-of-plane.
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Chapter 4
Ballistic transport in Pt/Co/Pt
trilayers
Electron transport studies in metallic systems are commonly performed in one of
two conventional frameworks. The first is the diffusive regime in which impurity
scattering dominates, and the mean free path of an electron is smaller than the
region under study. As will be demonstrated in the following Chapter this is the
scheme expected in the experimental Cobalt Platinum trilayers upon which this
work is based. On the other hand, in the limit where the electronic mean free
path is greater than the transport region, electrons move coherently in the lattice,
and the transport is ballistic. In this Chapter calculations of the domain wall
conductance are described in this ballistic limit on Pt/Co/Pt trilayers, with the
aim of studying systems analogous to those fabricated experimentally. Accepting
that the fabricated systems are strictly outside the validity of this framework,
the proposition still has merit. Ballistic transport calculations of domain wall
resistance have previously been performed in the two band approximation [44, 28]
and for more realistic bulk materials [27]. However we believe that this ballistic
transport investigation of domain walls in multilayer sandwich systems is novel,
and thus also of academic interest.
The method chosen to obtain the electronic structure of these multilayers is
the semi-empirical tight binding method, with parameters derived from more
accurate ab initio methods. A Green function formalism is used for transport
calculations that allows the sandwiching of an active region representing the
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domain wall between two reservoir leads. The conductances are obtained in the
transmission probability framework of Landauer and Bu¨ttiker.
Initially, results are compared to bulk systems found in the literature. The con-
ductance of single domain multilayers are then studied, before moving on to
domain wall calculations. Conductances are presented for a range of systems as
a function of the domain wall width, and the abrupt and realistic size domain
wall limits are discussed separately. An attempt is made to connect the results
to a simple model based on a resistance dilution effect by the Platinum layers,
and it is shown that this model fails to sufficiently account for the trends found.
The conductance is then studied as a function of energy to allow for the uncer-
tainty in the Fermi energies of these systems, and the limitations of this model
are discussed in greater detail.
4.1 Semi-empirical tight binding method
The semi-empirical tight binding method (TB method) reduces the problem of
determining the band structure of real materials from one of a vastly complicated
many body problem to one involving a minimal set of fitted parameters. A simple
yet useful description of atomic states is provided, allowing access to systems
that would be difficult to model efficiently using a full ab initio approach. Also
referred to as the linear combination of atomic orbitals (LCAO) method, a set of
atomic orbitals is used with Bloch summations to expand the wavefunctions of
the valence states with wavevector K (we only consider periodic systems)
ψKαl(r) =
∑
R
eiK·Rφα (r− τ l −R) , (4.1)
where R is an unit cell translation vector, τ l is the position of atom l within the
primitive unit cell and φα are the atomic orbitals with α labelling the specific basis
functions. This atomic basis is not orthogonal to those centred on neighbouring
atoms, hence the wavefunction satisfies a Schro¨dinger equation of the form
H(K)ψK = E(K)S(K)ψK, (4.2)
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where S is the so-called overlap matrix that accounts for the non-orthogonality
of the basis set. The wavefunction above is given by
ψK(r) =
∑
αl
Cαl(K)ψKαl(r), (4.3)
where Cαl(K) are weighting coefficients. For convenience the composite indices
{α, l}→ n and {α′, l′}→ m are used, where n and m now label all the individual
basis functions in a given unit cell. The matrix elements of the above Hamiltonian
are determined by
Hnm =
∑
R
eiK·R
∫
φ∗n(r− τ n)Hφn(r− τm −R)dv (4.4)
and the overlap matrix is
Snm =
∑
R
eiK·R
∫
φ∗n(r− τ n)φn(r− τm −R)dv, (4.5)
with the summations running over the whole crystal lattice. Evaluating (4.4)
gives rise to integrals that involve basis functions expanded about two atomic
positions and the potential part of the Hamiltonian centred around a third, and,
for this reason, are commonly referred to as three-centre integrals. Assuming
these summations are known or can be approximated then the eigenvalue problem
(4.2) can be solved via the vanishing determinant:
det(H−ES) = 0, (4.6)
thus yielding the band energies at any value of K.
Although this approach using non-orthogonal orbitals has been successfully em-
ployed in many studies, Slater and Koster proposed a simplification of this pro-
cedure in their classic paper. The atomic basis set is substituted for so called
Lo¨wdin functions, whose key feature is that they remain orthogonal to the neigh-
bouring basis functions. As a result the integrals for the overlap matrix are
trivially zero unless n = m, and thus S is equal to the unit matrix. Importantly
these new functions retain the same symmetries as the atomic functions from
which they are derived.
Another key feature of the Slater Koster TB method is the use of two centre
108
ssσ spσ sdσ
ppσ
pppi
pdσ pdpi
ddσ ddpi ddδ
Figure 4.1: Schematic of orbital overlaps between the s,p and d states considered
in this work. Positive and negative lobes are represented by solid and dashed
lines.
integrals. The three centre integrals of equations 4.5 and 4.4 are simplified if
one disregards potentials not situated on the atoms about which the basis sets
are centred. In this case the system can be treated much in the same way as a
diatomic molecule, where interactions are described in terms of an irreducible set
of parameters that depend on the character of the orbitals and their orientation
relative to the vector that connects them. The parameters are labelled by their
angular momentum type and relative orientation defined by the angular momen-
tum about their separating vector, with the notation σ(m = 0), π(m = 1) and
δ(m = 2). The labelling scheme and orientations of these basic interactions are
demonstrated in figure 4.1 for the 9 orbital s, p, d basis used in this work, with a
total of 10 parameters required for a complete set. The matrix elements of any
other orientation can be deduced from these base terms by angular dependencies
that have been tabulated by many authors, but Podolskiy and Vogl [183] present
compact expressions for these dependencies that are used here. The summations
of equation 4.4 run over all atoms in the crystal, thus 10 unique parameters are
required for each set of first, second, third, . . . nearest neighbours. However, it
is reasonable to expect the integrals to vanish rapidly as the spacing between
orbitals is increased, thus only atoms in the immediate region will significantly
impact the band structure of the system. In the code used in the work described
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here third nearest neighbours are never considered, with second nearest neigh-
bours only used when required. Integrals where n = m are the so called onsite
terms that are based on the energy levels of electrons in an isolated atomic state,
with shifts incorporated due to the local environment.
In practice the energy parameters are fitted to the results of ab initio calculations
or experiment to reproduce the electronic properties of known and representative
systems as closely as possible and then assumed transferable in studies of new
systems. The fittings used here are based on the work of Papaconstantopoulos
[126] who performed a least-squares procedure on the results of ab initio aug-
mented planewave (APW) calculations for Cobalt and Platinum in both the two
and three centre approximation with orthogonal and non-orthogonal basis sets.
The parameters used in this thesis are from the results of calculations using the
2 centre approximation with an orthogonal basis set.
4.1.1 Parameter fitting
The parameters deduced and tabulated by Papaconstantopoulos [126] are not
sufficient for the purposes of this work for several reasons: the FCC Cobalt
fit is not spin polarised — a crucial feature of this work; the tensile stress ex-
pected in the Cobalt layers after alloying will lead to deviations from the bulk
Cobalt lattice; and a reasonable set of Cobalt-Platinum interaction parameters
are required for the alloy interfaces. For this purpose APW calculations were
performed on structures of interest to improve the elemental parameters and
test a simple averaging procedure for the interspecies tight binding parameters.
The scalar-relativistic full-potential APW calculations employed the LDA using
a Perdew-Zunger exchange-correlation functional, a 666 Monkhorst-Pack [136]
k-point sampling set, and angular momentum expansions up to ℓ=8. To account
for variations in bond length in the systems modelled, we follow Harrison [184]
who has deduced the dependencies of the interaction energy terms on the lattice
spacing, finding
ss, sp, pp ∝
(
l
lorig
)−2
, sd, pd ∝
(
l
lorig
)−7/2
, dd ∝
(
l
lorig
)−5
, (4.7)
where l is the new bond length and lorig the original.
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Bulk Cobalt
The first task is to change the paramagnetic FCC Cobalt parameters into two
distinct sets representing spin up and spin down configurations, giving a total of
18 basis functions per atom. A well tested course of action is to vary the onsite
energy terms of each channel to simply shift the band energies up and down
as required. The bands were fitted by eye using both first and second nearest
neighbours, and the best fit was found by altering not only the onsite energy
terms but also the interaction parameters independently for both spin channels.
It was found that good parameters can be obtained by altering the effective bond
length of each channel independently, in a purely empirical fashion, to adjust the
interactions strengths. However to simplify the parameter set an average was
taken that still produces a good, although compromise band structure. In this
case the interaction terms for both spin types are the same, a fact that becomes
advantageous when considering the coupling between the two spin channels in
the domain wall. The value of the effective spacing used is increased so that
l/lorig = 1.01146 and Papaconstantopoulos’s original interaction terms, shown in
table (4.1), are scaled via relationships (4.7). If it is assumed that the atom-atom
distance in FCC Cobalt is 2.506A˚ then the effective original spacing, lorig, is 2.477
A˚, and this is the value used for all subsequent parameter fits. The paramagnetic
onsite parameters of Papaconstantopoulos are shown in the first column of table
(4.2), whilst the onsite energy shifts are shown in the next two columns. A fixed
energy of 0.714 Ry is removed from the bands to align the Fermi energy with
zero. The final TB band structures for majority and minority spin channels are
compared to APW results in figures (4.2) and (4.3).
Tetragonal Cobalt
In the calculations it is assumed that the in-plane spacing of the Platinum sub-
strate is dominant in determining the crystal structure, with the Cobalt contract-
ing out-of-plane to compensate as detailed in Chapter 2. The Platinum atoms
remain unaffected by the lattice change and thus Platinum-Platinum interac-
tions are described well with the unaltered parameters of Papaconstantopoulos.
So far parameters have been derived that are suitable for spin polarised bulk
FCC Cobalt, and these parameters must be tested in a tetragonal environment
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First NN Energy integrals
Ry
ssσ −0.09043
ppσ 0.23748
ppπ 0.00142
ddσ 0.04213
ddπ 0.02976
ddδ −0.00684
spσ 0.13649
sdσ −0.03806
pdσ −0.04069
pdπ 0.02797
Second NN Energy integrals
Ry
ssσ −0.00337
ppσ 0.02849
ppπ 0.01099
ddσ −0.00759
ddπ 0.00495
ddδ −0.00016
spσ 0.00135
sdσ −0.01119
pdσ −0.01061
pdπ 0.01134
Table 4.1: Values of the interaction terms for both nearest neighbour and second
nearest neighbour atoms in a paramagnetic FCC Cobalt system after Papacon-
stantopoulos [126]. Values used for calculations presented in this thesis have been
altered as described in the main text.
Papaconstantopoulos Minority spin adjustment Majority spin adjustment
Onsite energy Ry Ry Ry
1.12946 0.035 0.000
1.75262 −0.020 −0.030
0.60547 0.060 −0.055
0.60445 0.060 −0.055
Table 4.2: Onsite energy parameters for paramagnetic Cobalt as calculated by
Papaconstantopoulos [126] (column 1), and spin-dependent shifts determined for
ferromagnetic Cobalt (columns 2 and 3).
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Figure 4.2: Band structure of bulk FCC Cobalt (majority spin). The blue line
is the result obtained from APW calculations and the red is the TB fit.
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Figure 4.3: Band structure of bulk FCC Cobalt (minority spin). The blue line
is the result obtained from APW calculations and the red is the TB fit.
to ensure their transferability to the problem at hand. Calculations of the energy
bands were performed using the same onsite energies as in the bulk case, but with
interactions scaled according to relationships (4.7), with a=2.775 A˚, c=2.901 A˚
and lorig=2.4766 A˚. Because of these distortions the overlaps between the or-
bitals in the plane are reduced, making the second nearest neighbour interactions
less significant. With this in mind these in-plane contributions are not included
in the fit. In contrast, the out-of-plane second nearest neighbour terms become
more significant and are included. This is convenient for the method presented in
the following sections as the sample is divided up into slices that may only have
nearest neighbour coupling with surrounding slices, whereas the intraslice Hamil-
tonian is arbitrary. These bands are compared to those obtained from APW
calculations, and it is found that a Fermi energy shift from 0.714 Ry to 0.730 Ry
is required to reproduce the alignment found in the ab initio calculations. The
results are shown in figures 4.4 and 4.5.
Cobalt-Platinum interactions
Finally the interspecies Cobalt-Platinum interactions must be fitted, requiring
a new set of parameters that describe the Cobalt-Platinum interactions in an
alloyed system. A tetragonally distorted 1:1 ordered alloy was used, with lattice
constants a=2.775 A˚, c=3.407 A˚ stacked in a (100) style configuration.
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Figure 4.4: Band structure of tetragonal Cobalt (majority spin). The blue line
is the result obtained from APW calculations and the red is the TB fit.
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Figure 4.5: Band structure of tetragonal Cobalt (minority spin). The blue line
is the result obtained from APW calculations and the red is the TB fit.
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New interaction terms are obtained by taking the geometric mean of the existing
scaled first nearest neighbour parameters, as used by other authors (e.g. refer-
ence [185]), whilst for simplicity the second nearest neighbours parameters are
scaled as 2(pCo+pPt)/5, where p is an interaction parameter, with this scaling
determined empirically. The Fermi energy of Cobalt was 0.730 Ry, as used in
the tetragonal system; and that of Platinum was 0.638 Ry, as determined by
Papaconstantopoulos. Band structure diagrams are shown in figures 4.6 and 4.7.
Although some deviation in bands exists from those of the APW method, par-
ticularly for bands with an out-of-plane component, it must be remembered that
these interactions will play only a small part in the overall band structure of the
trilayer systems, and the band structure in the direction of transport is generally
much improved. Any further fine tuning results in a loss of generality of the
parameters.
To recap, parameters have been derived for spin polarised Cobalt that apply to
bulk, tetragonal and alloy situations, and have been shown to provide a suitable
representation of the bands near the Fermi energy. These parameters will be used
for transport calculations presented in the next sections.
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Figure 4.6: Band structure of tetragonal equiatomic Cobalt-Platinum alloy
(majority spin). The blue line is the result obtained from APW calculations
and the red is the TB fit.
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Figure 4.7: Band structure of tetragonal equiatomic Cobalt-Platinum alloy
(minority spin). The blue line is the result obtained from APW calculations
and the red is the TB fit.
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4.2 Transport framework
In this section a framework for performing domain wall ballistic transport calcula-
tions is presented in which the band structure of the material is described in terms
of the tight binding method outlined in the previous section. The work is based
on the transmission matrix formalism of Landauer and Bu¨ttiker [186, 187, 188]
that provides quantitative predictions of electron transport for realistic materials.
4.2.1 Landauer-Bu¨ttiker Theory
The theory of Landau and Bu¨ttiker has been used extensively in the field of bal-
listic transport calculations, e.g. [189, 190], and is used here to relate the Fermi
energy eigenvectors of a crystalline solid to transport properties. This direct de-
pendence on the crystalline environment makes the method ideal for studying
the systematic changes in conductance that occur as the chemical composition of
a system is altered. In this theory certain assumptions are made about the ex-
perimental setup: that of low voltage bias and low temperature. For illustration,
a pseudo-1D example system is shown in figure 4.8 in which a single incoming
electron I has unit flux representing a single conductance channel in the left lead.
The electron is transmitted ballistically through the scattering region (grey area)
with probability T , and is accepted in the right hand lead, or is reflected back
with probability R, thus account for all possibilities. The equation of Landauer
and Bu¨ttiker that relates the current, I, to this transmission probability via a
quantised conductance is
I =
e2
h
T∆V, (4.8)
where ∆V is the driving chemical potential difference. In a real system there are
in general many scattering channels open in the leads and the above equation can
be generalised. If open scattering channels are labelled i and j for the left and
right channels respectively, then the transmission probability between the states
is Tji, with the possibility of scattering between channels that were independent
in the leads. The conductance is Γ = I/∆V , and we define a transmission matrix
t as Tji = |tji|2 that will be determined later in the work. By these definitions
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Figure 4.8: Two semi-infinite leads are separated by an unspecified scattering
region shown in grey. The incoming electron I is of unit flux and is transmitted
through the scatterer with probability T , or reflected with probability R = 1−T .
the total conductance of the system is given by
Γ =
e2
h
∑
ij
Tij =
e2
h
Tr tt†. (4.9)
These equations are useful for systems containing a finite number of scattering
channels in the leads, such as narrow wires where the transverse modes can easily
be evaluated. For larger systems such as bulk or multilayers a reciprocal space
approach is usually employed, so that the transmission properties are averaged
over the Brillouin zone. To maintain consistency with the previous section, in
the following the current flows along the ⊥ {x} direction, whilst the coordinates
of the cross-section perpendicular to the current is represented by the symbol ‖
{y, z}. Assuming that the system is periodic in ‖ so that K‖ is a good quantum
number, the conductance becomes
Γ =
∑
K‖
Γ(K‖) =
e2
h
∑
K‖
∑
ij
Tij(K‖). (4.10)
In the work considered here the slab is of a finite thickness, but infinite width
resulting in a 1D Brillouin zone summation. However this method can be used
for both bulk materials (2D BZ) and finite cross-section wires via equation 4.9
where the Brillouin zone concept is not required.
Thus a scattering framework is required in terms of our tight binding method that
enables the evaluation of the transmission matrix that enters the expressions for
the conductance. One such framework outlined by Sanvito et al. [190] in terms
of a Green function formalism is suitable for our purpose here. The first stage is
to calculate the Green function of right and left semi-infinite leads that will be
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used to sandwich the scattering region.
4.2.2 Green function of a semi-infinite lead
Sanvito et al. initially consider an infinitely long wire made up of identical slabs of
finite cross-section, so that the direction of current flow, x (z in Sanvito [190]), is
perpendicular to these slabs as shown in the top diagram of figure 4.9. Here each
slice is described by a Hamiltonian matrix H0 and coupled to its neighbours by
inter-slice hopping matrices H1 and H−1. These Hamiltonian elements are quite
general and the slices can refer to individual atoms, single or multiple layers, or
even more complicated units. The infinite tridiagonal Hamiltonian that describes
this system is thus of the form
H =

. . . . . . . . . . . . . . . . . . . . . . . .
. . . H−1 H0 H1 0 0 0 . . .
. . . 0 H−1 H0 H1 0 0 . . .
. . . 0 0 H−1 H0 H1 0 . . .
. . . 0 0 0 H−1 H0 H1 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

. (4.11)
The Schro¨dinger equation of this system is then
H0ψx +H1ψx+1 +H−1ψx−1 = Eψx, (4.12)
where ψx is a column vector and the indices x+1 and x−1 refer to the neighbours
of slice x. These wave functions will be written in terms of our basis set of atomic-
like orbitals, with a total of 18 basis functions per atom in a slice after accounting
for spin, and this number is labelled M . A Bloch equation is introduced for the
slices of the form
ψx = NK⊥e
iK⊥xφK⊥, (4.13)
where φK⊥ is an atomic basis vector of size M ; NK⊥ is an arbitrary normalisation
constant; and K⊥ is the component of K perpendicular to the slices. This ex-
pression can be used in equation (4.12) to yield a secular equation of form 4.6. In
conventional band structure calculations the objective is to calculate the allowed
energy states at a given location in k-space, of which there are M such states.
119
yz
x
I
I
Heff
gL gR
Figure 4.9: [top] Illustration of system considered by Sanvito et al.. The device
has finite cross-section in the yz plane, and is divided up into slices orientated in
this plane. The identical slices are stacked without termination in the x direction,
which is also the direction of current flow. Interslice interactions are nearest
neighbour only and described by hopping matrices H1 and H−1. The alternate
shading is for illustration only. [bottom] Illustration of a full system consisting
of two semi-infinite leads sandwiching an “active” region (light grey shading).
Green functions are derived for the semi-infinite leads and are coupled to the
effective Hamiltonian of the central region via a Dyson equation.
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Here however we seek to calculate the transport properties at the Fermi energy,
and as such require a method that allows us to fix the energy of the system and
determine the eigenvectors and K⊥ that correspond to open channels.
These K⊥ values and the eigenvectors φK⊥ can be obtained by mapping the
problem onto an equivalent eigenvalue problem of the form(
−H−11 (H0 −E) −H−11 H−1
I 0
)(
φK⊥
e−iK⊥φK⊥
)
= eiK⊥
(
φK⊥
e−iK⊥φK⊥
)
.
(4.14)
This equation yields 2M solutions with the M component column eigenvectors
taken from the top half of the eigenvectors of this equation, whilst the equivalent
values of K⊥ are extracted from the eigenvalues. At first it may appear that we
have twice as many solutions as required, but because of the reflection symmetry
along the x axis, any mode travelling in the positive x direction with group
velocity vK⊥ will have a partner wave travelling in the opposite direction with
a negative group velocity. These two waves are denoted by the convention K⊥
= K for vK > 0 and K⊥ = K¯ for vK¯ < 0. These travelling solutions represent
the so-called open channels of the system, in which the electron wave function
propagates unperturbed through the lattice. However there exists another set of
solutions for which K⊥ has a large imaginary part, and thus represent a decaying
or closed channel. Similarly to the open channels they can be paired into “right”
and “left” solutions depending on the sign of this imaginary component — so
called left and right decaying solutions. These two sets of solutions are thus
labelled Kl consisting of right-travelling and right-decaying solutions and their
counterparts K¯l that consist of left-travelling and left-decaying solutions that
make up the 2M solutions of equation (4.14). Practically, these solutions need to
be sorted and for decaying wavefunctions this is done by trivially comparing the
sign of the imaginary component, whereas for travelling waves the group velocity
is required, and given by
vK =
1
~
∂
∂K
〈ψK |H|ψk〉 = i
~
φ†K(H1e
iK −H−1e−iK)φk. (4.15)
This procedure enables one to obtain the eigenfunctions andK states at an energy
E. The next step is to calculate the Green function of this system. It can be
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shown that the Green function of the infinite slab [190] is given by
gxx′ =

M∑
l=1
φKle
iKl(x−x
′)φ˜†KlV−1, x ≥ x′
M∑
l=1
φK¯le
iK¯l(x−x
′)φ˜†
K¯l
V−1, x ≤ x′.
(4.16)
The vectors φ˜†Kl and φ˜
†
K¯l
are the duals of the vectors φKl and φK¯l respectively,
with the definition
φ˜†KlφKl = φ˜
†
K¯l
φK¯l = I, (4.17)
and the matrix V is given by
V =
M∑
l=1
H−1
[
φKle
−iKlφ˜†Kl − φK¯le−iK¯lφ˜
†
K¯l
]
. (4.18)
With these definition the Green function of a system corresponding to the top
panel of figure 4.9 can be obtained.
Using equation 4.14 the band structure along 0 → X of a 3 Cobalt atom thick
infinite slab is demonstrated in figure 4.10. Also plotted in the same figure is the
equivalent density of states obtained in the usual way from the imaginary part
of Green function 4.16.
The next step is to calculate the Green function of the two semi-infinite leads
as seen in figure 4.9. The left lead is terminated at x = x0 − 1 so that the
first missing slice is at x0. It is possible to determine a wavefunction from the
condition that the Green function vanishes at x0, resulting in the equations
gL =
[
I −
∑
l,h
φK¯he
−iK¯hφ˜†
K¯h
φKle
iKlφ˜†Kl
]
V−1, (4.19)
for the left lead and
gR =
[
I −
∑
l,h
φKhe
iKhφ˜†KhφK¯le
−iK¯lφ˜†
K¯l
]
V−1 (4.20)
for the right lead.
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Figure 4.10: Band structure (red points) and corresponding density of states
(blue line) of system consisting of 3 tetragonal Cobalt layers. The value of Ky
was set to a fixed value of 0, and the allowed values of Kx are calculated as a
function of energy. The density of states is thus not averaged over the reciprocal
space, but serves to illustrate that the Green function of the lead is functioning
as expected.
4.2.3 The active region and the recursive Green function
method
Now that the Green function of both left and right semi-infinite leads have been
obtained, the details of the scattering region must be specified. The active region
is built up from perpendicular-to-the-current layers with nearest neighbour inter-
actions, in a similar fashion to the leads. However there is no constraint that the
slices must be identical. In this case the whole Hamiltonian must be considered,
and the dimensions of the tridiagonal matrix grows with the number of slices in
the active region. Given the tridiagonal nature of this matrix makes a Gaussian
elimination method easy to implement, and the method is often referred to as
the recursive Green function method.
This block-tridiagonal Hamiltonian contains N×N block elements with N−2 slices
in the scattering region and the additional two elements describing couplings to
the left and right leads. Elements are eliminated in the usual fashion, with the
Hamiltonian after l operations given by:
H
(l)
ij = H
(l−1)
ij +
H
(l−1)
il H
(l−1)
lj
E −H(l−1)ll
. (4.21)
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After this procedure has been performed N−2 times an effective Hamiltonian is
obtained:
Heff(E) =
(
HL(E) HLR(E)
HRL(E) HR(E)
)
. (4.22)
This 2M×2M matrix encompasses the scattering properties of the central region
and coupling to the leads, with superfluous degrees of freedom eliminated.
4.2.4 Coupling the system
All that remains is to bring together the calculated lead surface Green functions
and the reduced Hamiltonian of the active region to produce a Green function
for the system. This is accomplished via a Dyson equation of the form:
G(E) =
[
g(E)−1 −Heff(E)
]−1
, (4.23)
where
g(E) =
(
gL(E) 0
0 gR(E)
)
. (4.24)
4.2.5 The t matrix
The final stage is to extract the required t matrix from the known Green function.
This is achieved by using a projector operator to project out the wavefunction
from the Green function; the projector
Pl(x
′) = VφKl
eiklx
′
√
vl
(4.25)
projects a Green function gxx′ from the right, to yield the wave function ψx at
position x for x ≥ x′. An equivalent exists for x ≤ x′. Thus for Green function
GL0 the projector can be used to equate the extracted wavefunction to that
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obtained via the transmission coefficient matrix, t, so that:∑
h
thl√
vh
eikhLφKh = GL0Pl(0). (4.26)
A simple rearrangement gives
thl = φ˜
†
Kh
GL0VφKl
√
vh
vl
e−ikhL, (4.27)
thus the derivation is complete and the conductance is obtained via equation
(4.10). Further details of the method can be found in [190].
4.3 Transport calculations
The objective of this work is to evaluate the ballistic transport properties of fer-
romagnetic domain walls in Pt/Co/Pt trilayers. A framework suitable for such a
study was outlined in the previous section. Before the results of such calculations
are presented, attention is given to the single domain transport properties of a
range of trilayer structures. Because the Fermi energies produced by the param-
eterisation may differ from the true values, the Fermi energies of these systems
must be found initially. Unless otherwise stated, the structures used here corre-
spond to the relaxed lattices that were described in Chapter 2, with the spacing
of bulk Platinum used in the plane of a layer, while the interlayer spacing is
relaxed to conserve the atomic volumes.
4.3.1 Fermi energy adjustments
The Fermi energies of the systems of interest must be determined for the purposes
of the transport calculations presented later in this Chapter. Thus the condition
N =
∫ Ef
Emin
ρ(E) dE (4.28)
must be satisfied, where N is the total number of electrons in an unit cell. For this
integral a simple trapezoidal scheme was employed, starting below the deepest
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valence band and progressing until the above self-consistency condition is met.
Because of the low dispersion at band edges the density of states is troublesome
to integrate owing to the discontinuities that arise at these points, thus a large
number of energy points, Ne, are required to accurately perform this task. To
overcome this numerical problem a small imaginary component was added to
the energy to provide Gaussian smoothing of the density of states curve, and
consequently facilitate the numerical integration. This must be balanced with
inaccuracies introduced to the Fermi energy location by the Gaussian spreading.
The imaginary energy used in these calculations was 2×10−4 Ry, which provided
a good compromise between these factors. For the systems tested, 1024 energy
points were found sufficient to converge the Fermi energy location with this imag-
inary energy value. The same degree of convergence was achieved for a system
with an imaginary energy of 2×10−6 Ry with 16384 points — a considerable
saving.
The density of states was averaged over the Brillouin zone, thus consideration
must be given to the k-point set used. Systems were tested with NK = 2, 4, 8,
16 and 32 points in the irreducible Brillouin zone and very little variation was
found between the results. In finding the Fermi energy 8 k-points were used in
the following work.
4.3.2 Single domain conductances
The conductance of bulk FCC Cobalt was approximated by a 30 layer slab of
Cobalt with the bulk Cobalt spacings. Only first nearest neighbours interactions
were used out-of-plane as the broken crystal symmetry is no longer present. The
Fermi energy was set to that of bulk FCC Cobalt. The conductance per unit
area Γ/A⊥ was calculated using 64 k-points and found to be 1.45×1015 Ω−1m−2.
Sabirianov et al. [191] give the results of transport calculations in a fully ab initio
LMTO framework and deduce the value 1.59×1015 Ω−1m−2 for transport in the
(100) plane. The agreement can be considered relatively good, with differences
due to both edge effects and general limitations of the TB method, especially
given that only a first nearest neighbour description is used here.
Transport in these layers are dominated by the d-bands that exhibit a large
density of states at the Fermi energy. As an example, the system Pt3Co3Pt3 has
126
a band-resolved Fermi energy density of states of s - 3.7%, p - 2.9%, and d -
93.6%. This dominating contribution from the d bands is common to all systems
tested.
Figure 4.11 shows results of conductance calculations for a system consisting of
3 Cobalt layers sandwiched between two Platinum sheets each consisting of an
equal number of layers, n. Also shown in the inset is the Fermi energy shift
that satisfies charge neutrality as detailed previously. As the Platinum layers
grow in thickness the Fermi energy change converges on a stable value, that is
shown as ∆Ef = 0 in the plot. This value lies −6.4× 10−3 Ry below the Fermi
energy determined by the TB parameters alone. For systems with n > 11 this
converged value of the Fermi energy was used. Despite small deviations due
to finite size effects a clear linear increase is found in the conductance as the
number of Platinum atoms is increased, implying that a conductance value of
1.2×10−4 Ω−1 can be directly attributed to each Platinum layer.
Shown in figure 4.12 is the conductance of a Pt5ConPt5 system as a function of
n, and also the Fermi energy shifts used in each calculation. The Fermi energy
adjustment required is fairly constant for all systems studied, thus for slabs with
n>12 the value of this shift is equal to that of the n=12 system, shown as zero in
this plot but lies −1.0 × 10−2 Ry below the parameterised Fermi energy. These
fairly constant shifts are in contrast those documented above where the Platinum
layer thickness is varied. The difference is explained by the relative dispersion of
the bands that populate the Fermi energy region of both metals. The narrower
d-bands of the Platinum are more susceptible to crossing the Fermi energy as the
process of band narrowing occurs in the thinner films, thus altering the number
of states that must be corrected by the energy shift. In terms of transport, above
n=5 a linear relationship was found with increasing layer thickness, implying a
conductance of 6.3×10−5 Ω−1 per Cobalt layer. Below 5 layers, effects relating
to the thinness of the Cobalt layer increase the conductance above that of the
linear portion of the plot.
4.3.3 Transport across domain walls
The domain wall width is dependent on material parameters and typical domain
walls are of the order of 10–100 nm wide. As has been mentioned in previous
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Figure 4.11: Conductance of a PtnCo3Ptn system as a function of n. [inset ] Fermi
energy shift relative to the n→∞ limit required for charge neutrality versus n.
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Figure 4.12: Conductance of a Pt5ConPt5 system as a function of n. [inset ] Fermi
energy shift relative to the n→∞ limit required for charge neutrality versus n.
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chapters it is possible to artificially tailor the wall width by techniques such as
placing geometric constrictions in the material, whereby domain walls of atomic
width have been created. In the limit that the magnetisation change between
two domains is abrupt, with no relaxation of spins, an electron must reverse its
spin instantaneously when traversing the abrupt domain wall. It is reasonable to
expect that this represents one extreme of transport behaviour, with the greatest
number of reflection events producing the largest MR effect. The abrupt domain
wall can be modelled simply by swapping the coupling of the spin channels ap-
propriately, aided by the fact that the coupling Hamiltonians are identical for
both spin up and down.
For comparison with work in the literature, van Hoof [192] performed such an
abrupt domain wall calculation using an LAPW method on bulk Cobalt, with
transport perpendicular to the FCC (111) plane. The total single domain con-
ductance per unit area was found to be 1.53×1015 Ω−1m−1, whilst in the presence
of an abrupt domain wall this was reduced to 0.51×1015 Ω−1m−2, or 33% of bulk.
In the calculations here on the (100) plane the conductance per unit area was
found to be 1.45×1015 Ω−1m−2 using a 30 Cobalt atom thick slab of material
as an approximation to the bulk state. Introducing an abrupt domain wall was
found to change the conductance per unit area to 0.44×1015 Ω−1m−2, or 31% of
the bulk value.
4.3.4 Domain wall rotation
To model more realistic domain walls, it is assumed that the local spin degree of
freedom in each slice was rotated by an amount θ about a vector u. The spinor
rotation matrix employed here is defined as
U(θ,u) =
(
cos θ
2
− iuz sin θ2 (−iux − uy) sin θ2
(−iux + uy) sin θ2 cos θ2 + iuz sin θ2
)
, (4.29)
with the unrotated magnetisation lying along the z axis. If the Hamiltonian of
this unrotated system is H then the new rotated Hamiltonian, Hθ is given by
Hθ = U
†(θ,u)HU(θ,u) = U †(θ,u)
(
Hu 0
0 Hd
)
U(θ,u). (4.30)
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Thus through rotating the spin direction independently in each slice of the active
region and performing the decimation procedure, the effective Hamiltonian of a
region containing a domain wall can be obtained.
4.3.5 Domain wall transport
In this section the results of ballistic transport calculations on Cobalt Platinum
trilayers are documented. A linear domain wall profile given by θ = πx/d has
been used in the initial calculations, where the domain wall width, and for this
specific profile, the active region is d. Both Bloch and Ne´el type domain walls
have been treated by altering the rotation vector u, and it is found that the
ballistic transport properties are identical. In figure 4.13 the conductivity as a
percentage of the bulk value is shown for a 30 layer thick Cobalt system with
bulk Cobalt spacing and Fermi energy as a function of the linear domain wall
width. For narrower walls (d < 5 nm) the domain wall is found to produce an
increasingly large impedance to current flow. As described previously, the abrupt
domain wall reduces the conductivity to 31% of the single domain value, but this
is found to rapidly diminish as the domain wall is lengthened. In bulk Cobalt the
domain wall width is estimated to be 15 nm, and at this value the conductance
is 99.4% of the bulk value implying that the domain wall is traversed nearly
adiabatically in this system, consistent with other ballistic transport studies on
bulk Cobalt, e.g. van Hoof [192] who found a conductance ratio of 99.5%. As
expected similar calculations on homogeneous Platinum layers showed no domain
wall resistance.
Now we present studies of mixed Cobalt Platinum trilayer systems. As a crude
approximation one might expect the magnetic Cobalt to act as the source of do-
main wall resistance, whilst the usually spin-degenerate Platinum would present
a diluting effect. However, the LKKR calculations show that this cannot strictly
be that case as the interfacial Platinum atoms gain a moment from interactions
with Cobalt. Indeed, any deviations from this source/dilution effect must arise as
a result of interactions between the two species, and this will be commented upon
with the subsequently presented results. Figure 4.14 shows the conductance of a
domain wall versus the wall width for PtnCo3Ptn systems as a percentage of the
single domain conductance, for n = 0, 3, 5, 10. In the narrow/abrupt domain wall
regime the same large conductance drop is found in these systems as in the bulk
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Figure 4.13: Conductance of a 30 layer Cobalt sheet with bulk FCC Cobalt
spacing and Fermi energy as a function of the domain wall width d.
Cobalt, with a rapid decay occurring as the wall approaches the abrupt limit.
However the diluting effect of the natively spin unpolarised Platinum atoms can
be seen as the relative contribution from the domain wall is lessened with in-
creasing n. To explore this phenomenon further the inset of figure 4.14 displays
the relative conductivity of an abrupt wall for systems with different values of n.
At n=0 the abrupt conductance is 19.8% of the background, and as n→ ∞ we
assume that Γ→100%. If the Cobalt layer acts as a constant source of resistance
and the Platinum only dilutes this effect then one would expect the resistance be-
haviour to scale simply with respect to the number of Platinum layers. Assuming
the 2:1 single domain conductivity ratio found previously, and the conductivity
limits given above, this scaling function can be determined and is shown by the
dashed line in the inset figure. Clear deviations between this curve and the calcu-
lations are found. These can be attributed to finite size effects, and also suggest
that the Platinum layers contribute to the domain wall resistance, implying that
a simple dilution model may be inappropriate for these interacting systems.
As the domain wall width d is increased the conductance is found to vary smoothly
in these systems, with the exception of the Co3 case where the decreased number
of electrons in an unit cell results in the opening of only a small number of
conduction channels at the Fermi energy. As a result the transport properties
are particularly sensitive to the conductance of a single channel, and the possible
closing of a channel by the domain wall. This is manifested in the results as
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Figure 4.14: Conductance of a domain wall as a percentage of the bulk value.
The data is presented as a function of the domain wall width, d, for PtnCo3Ptn
systems. The value of n is shown in the caption. [inset ] Percentage conductance
of an abrupt domain wall in these systems as a function of n.
weak conductance oscillations that are visible between d ≈ 3 nm and d ≈ 12
nm. It can be argued that these exact quantum effects are unlikely to be found
experimentally as they are extremely sensitive to conditions at the Fermi energy.
Unusually, the ordering of the relative conductance by n observed for narrow
domain walls does not persist in the results as d is increased to values approaching
those of bulk Cobalt. To understand this behaviour a discussion of the limits of
these calculations will be given with respect to the domain wall resistance. Based
on intuitive reasoning one would expect the influence of a domain wall on the
transport properties to bear some correlation with the degree of spin-polarisation
in the material, so that strong ferromagnets experience a greater effect than
materials with only small induced polarisations, such a Platinum in the presence
of Cobalt. However in the ballistic model used here the conductivity is dependent
on the coupling of states at the Fermi energy with particular values of transverse
momentum. In this case it is not automatically the case that largely spin polarised
bands will contribute any more to the resistance than bands with a small, but
finite, splitting. The Cobalt slab acts as a spin-polarised source and as found
in the LKKR calculations the induced polarisation decays away from the Cobalt
Platinum interface. Nevertheless even at the furthermost Platinum atom there
exists a small polarisation of spin that breaks the degeneracy of states. Thus in
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these purely ballistic calculations a domain wall resistance contribution may also
be expected from these atoms due to this sensitivity to the band structure.
Further to the above explanation of this change of ordering there is another aspect
of these calculations that must be considered. The ordering is seen to change and
at first appears to be in contrast to the expected behaviour. Given that there is
some ambiguity in the precise location of the Fermi energy due to the tight binding
method employed in this work, the energy dependence of the conductance is now
investigated. Shown in figure 4.15 are the transport properties of a domain wall
(d = 20 nm) in a Co3 slab within an energy range of 5×10−3 Ry of the determined
Fermi energy, that is, within an interval of the order of the uncertainty in the
parameterisation. In the main plot the change in fractional conductance from
bulk due to the domain wall is shown, and it is clear that a large range of values
exist within this modest energy window. At E ≈ −2 × 10−3 Ry a large peak is
found in the conductivity difference indicating that the domain wall is reflecting
a significant number of states at this energy. Shown in the inset is the behaviour
of the conductivity with respect to the domain wall width at this value of the
energy. It can be seen that eventually, at long domain wall widths, an adiabatic
traversing of the wall occurs, however at the 20 nm width a significant resistance
exists. In the main plot a conductivity difference range spanning two orders of
magnitude is found in the energy dependence, indicating that the transmission of
electrons is highly dependent on the specifics of the available states in the leads.
The same set of calculations were repeated for an abrupt domain wall, and the
results are shown in figure 4.16. Here the conductance properties vary smoothly
with respect to the electron energy, which is attributed to the averaging of the
properties over the increased number of reflected states.
The realistic domain wall conductance variations detailed above are not as se-
vere in larger systems, where the increased number of total conducting states
smooths out transport properties, although significant variations are still found
in Pt5Co3Pt5 for the same domain wall width and energy range, shown in figure
4.17. The results clearly demonstrate that the transport properties of bulk length
domain walls in the thin film systems are highly sensitive to the details of the
bands at the Fermi energy. In contrast, for narrower domain walls where the
resistance change is much greater, it was found that the value of the conductance
is significantly more robust to changes in the Fermi energy, which explains the
consistent trends found in these abrupt domain wall systems.
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Figure 4.15: Energy dependence of domain wall transport in a Co3 slab with a
d ≈ 20 nm wall. [inset ] Percentage conductance as a function of the domain wall
width in the slab for a system with energy corresponding to the large peak found
in the conductance spectrum. The dashed grey line corresponds to the domain
wall width used in the energy spectrum calculations.
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Figure 4.16: Energy dependence of domain wall transport in a Co3 slab with an
abrupt domain wall.
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Figure 4.17: Energy dependence of domain wall transport in a Pt5Co3Pt5 slab
with a d ≈ 20 nm wall.
So far, the domain wall has been approximated by a linear profile that is con-
venient for computational reasons, and used in many works by other authors
(e.g. [192]). Moving beyond this, a more realistic domain wall profile of θ =
π/2+arcsin tanh(πx/d) has been considered for comparison, and the form of this
function is plotted in figure 1.2b along with the new definition of the domain wall
width, d. This function only aligns with the domains asymptotically, and as a
result the active region was taken to extend from x = −2d to x = +2d to contain
the tails of this profile sufficiently. A comparison of the conductance of these
two types of wall in a Pt3Co3Pt3 system is shown in figure 4.18. For realistic
domain walls the profile is difficult to define when approaching the abrupt wall
limit, thus results are not presented near this point. Firstly it is clear that for all
value of d the linear wall exhibits lower conductivity than an equivalent realistic
domain wall. As the linear wall rate dθ/dx is defined as the steepest part of a
realistic domain wall, this result is no surprise. At small domain wall widths
the realistic domain wall becomes linearised due to the small number of points
used to defined the profile, and the relative difference between the two types is
minimal. As the domain wall width is increased the difference between the two
types of wall becomes more pronounced, and a significant fractional difference
exists at higher values. For instance, for d ≈ 10 nm the resistance of a realistic
domain wall is ≈ 60% that of an equivalent linear wall.
For completeness, we now model a system corresponding as closely as possible
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Figure 4.19: Relative conductance of a Pt18Co3Pt7 trilayer system as a function
of the realistic domain wall width d.
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to the Pt/Co/Pt thin film sandwiches investigated experimentally. Although it
will be shown in subsequent chapters that the transport in these system is in the
diffusive regime, it still serves as an interesting exercise to explore the ballistic
predictions of the domain wall conductance. The assumptions made about the
perfect crystal lattice in this method are clearly different to the situation found
experimentally. The sputtering process used to grow the samples in general does
not grow perfect crystals, and it was shown in Chapter 3 that the presence of
considerable defects can be inferred from the results of micromagnetic simula-
tions. However, here we proceed by modelling the systems with a Pt18Co3Pt7
trilayer, and the results of calculations using realistic domain wall profiles are
shown in figure 4.19. It is found that the abrupt domain wall reduces the rela-
tive conductance to 86%, consistent with the diluting effect of the Platinum. At
realistic values of the domain wall width (d = 15 nm) the conductance is 98 % of
the single domain value, considerably greater than in bulk Cobalt, again showing
the large influence of the Fermi energy band structure on the wide domain wall
transport properties. To gain an insight into the contribution from the Cobalt
layer, the conductance is analysed by a few simple arguments. If we assume a
parallel conductance model for the transport in these trilayers then the single
domain conductance, Γtot, is
Γtot = 18ΓPt + 3ΓCo + 7ΓPt. (4.31)
If one assumes that the domain wall is contained fully within the Co layers, and
that the Platinum acts as a dilution factor then the resistance in the presence of
a domain wall, Γ′tot, is
Γ′tot = 18ΓPt + 3Γ
′
Co + 7ΓPt, (4.32)
where Γ′Co is the modified conductance of a Cobalt layer due to a domain wall.
Given that R = 1/Γ, and using Γ′tot/Γtot = 0.98 obtained from the calculations
on a 15 nm domain wall yields a domain wall resistance of 54.8% – a value much
larger than typical experimental measurements. Arguments were presented ear-
lier in this Chapter that demonstrate that the independent resistor model used
here does not describe the physics of these system sufficiently, an assertion fur-
ther supported by this result. If it is assumed that the domain wall resistance is
diffuse throughout the sample thickness then the domain wall resistance in this
case is 2% of the background resistance. In the ballistic regime the electrons
in these systems are coherent, thus the transport properties are sensitive to the
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entire composition of the material. In this case a simple analysis is unable to
explain the resistance phenomena found in these inherently quantum systems.
The situation is expected to differ in the experiment where coherence will be
disrupted by impurity scattering and the like. It is therefore clear that to pro-
ceed in modelling the experimental systems a more phenomenological approach
is required to conductance in these trilayers.
4.4 Summary
In this Chapter the ballistic transport properties of Cobalt Platinum systems
have been studied using realistic band structures, motivated by experiments on
Pt/Co/Pt trilayers. A semi-empirical tight binding method was used to model
the electrons in these materials, and parameters suitable for studying a range of
systems were determined in the first part of the Chapter by fitting energy bands
to the results of ab initio methods. A transport model based on a Green function
formalism was used to calculate conductivities in both single domain systems and
systems containing a domain wall, which was modelled by rotating the local spin
degree of freedom in each atomic slice perpendicular to the direction of transport.
The conductances obtained for bulk Cobalt agreed well with previous ab initio
calculations given the limits of the parameterisation used. This agreement contin-
ued for bulk Cobalt systems containing both abrupt and realistic length domain
walls.
Cobalt Platinum trilayers were modelled assuming the relaxed crystalline lattices
presented in Chapter 2. The Fermi energies of these systems were determined
individually by integrating the densities of states obtained from the Green func-
tions. Finite size effects were found in the conductance of thinner trilayers, but
the systems were found to converge as the thickness increases, thus an effective
conductivity per layer can be deduced. In this case it was found that the ratio of
Cobalt to Platinum conductivity is 1:2.
The conductances of linear domain walls were explored in a set of trilayer systems
with varying Platinum thicknesses. Abrupt domain walls were found to backscat-
ter the electrons significantly, with conductances dropping to 20% of bulk values
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in pure Cobalt layers. It was found in this short domain wall regime that the
conductances were ordered by the Platinum layer size – the thicker the layer the
greater the dilution effect. It was demonstrated, however, that this dilution dif-
fers from that expected from an independent resistor model, demonstrating that
interlayer interactions are significant in these systems. The resistance was shown
to be rapidly quenched as the domain wall width is increased, with realistic width
domain walls exhibiting resistances of a few percent of the total layer resistance.
The ordering found for abrupt domain walls vanished, and it was demonstrated
that the conductance is extremely sensitive to the precise band structure at the
Fermi energy, and within the Fermi energy uncertainty a large range of domain
wall resistances were found. This sensitivity was shown to be greater in smaller
systems where the number of quantised conduction channels is reduced.
A realistic domain wall profile was employed for further calculations and it was
shown that the resistance of such a wall is less than that of an equivalent linear
wall. This is consistent with the general rate of magnetic rotation in the two
models of domain wall. Calculations of the conductivity profile in a system that
mimics the situation found experimentally once again showed the limits of such a
study. It was found that the coherence of the electrons in these quantum systems
have a strong influence on transport properties, and that a simple independent
resistor model fails to explain the results satisfactorily. This is compounded by the
sensitivity of the conductance to the Fermi energy location, so that establishing
meaningful trends in the studied systems is difficult in the realistic domain wall
limit. To proceed, a more phenomenological model is more appropriate, one
that can include the effects of defects and impurities and thus account for more
realistic diffusive transport in these systems.
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Chapter 5
Angular dependence of domain
wall resistance
In this Chapter a model to study the angular dependence of domain wall resis-
tivity in Pt/Co/Pt sandwich structures is presented. The domain wall is treated
as an anisotropic perturbation to the background resistivity tensor, and the ap-
plicability of this model is discussed beforehand. After appropriate coordinate
transforms, the equations are solved via a finite difference multigrid method,
giving an effective but straightforwardly implemented scheme without the addi-
tional complexities of finite element methods. The results of calculations using
this method are presented for single and multiple domain walls, and it is found
that the angular dependence of domain wall resistivity in these systems can be
successfully described by a simple analytic expression. Subsequently, the domain
wall resistivity tensor elements are extracted from experimental data using this
method. The results are then compared to DFT calculations of the spin density
providing an important verification of the Levy-Zhang model [21].
5.1 Introduction
According to the theory of Levy and Zhang [21] a domain wall makes a positive
contribution to the sample resistivity. This additional contribution is anisotropic,
with a different resistivity experienced by currents flowing perpendicular and par-
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allel to the surface of the wall. Several groups have used this interpretation of
domain wall resistivity in the discussion of their experimental results. Ravelosona
et al. [65] performed transport calculations on FePd systems and compared their
data to the Levy-Zhang model. Although they use the concept of an anisotropic
resistivity tensor in their calculations, the maze domain configuration of their
samples prevents the extraction of this anisotropy explicitly from their data, al-
though averaged properties agree well with the theory. Stronger evidence for the
anisotropy model comes from the work of Viret et al. [66] who use an ‘union
jack’ system to directly measure the resistivities, and they find excellent agree-
ment with the predictions of the Levy-Zhang model. In this experiment the
measurement angle was fixed, thus it was not possible to map out the angular
dependence of the resistivity. Such a study is the aim of the work presented here.
In experiments performed by Aziz and Bending [193] the transport measurements
were made on Pt(3.5 nm)/Co(0.6 nm)/Pt(1.6 nm) trilayer systems containing do-
mains and domain walls created artificially by the ion beam irradiation procedure
described in Chapters 1 and 3. An 8 nm capping layer of SiO2 was used to shield
the layers from excessive damage by the 30 KeV Ga ion beam used in the fabri-
cation process at a dose of 0.009 pC/µm2.
A Wheatstone bridge geometry was employed for transport measurements on
parallel striped domain ‘superlattices’, resulting in reproducible multiple domain
wall transport measurements. In Chapter 1 experimental results were shown that
demonstrate the linear scaling of the domain wall resistance with respect to the
number of domain walls. It can be implied from this that the resistance measured
can be attributed to the domain walls themselves and not some other, extrinsic
contribution, although this will be studied further by the model presented in
this Chapter. Owing to the flexibility afforded by the irradiation procedure,
domain walls can be fabricated at arbitrary angles with respect to the channel
length, and consequently the current flow, thereby allowing the probing of the
angular dependence of the domain wall resistivity. The width of the channel in
these systems was 1 µm, whilst the widths of the irradiated artificial domains
were 1 µm as shown in figure 5.1. This latter width is defined as the distance
perpendicular to the inclined interfaces as seen in the figure, and not the distance
parallel to the channel itself. The same is true of the domain walls shown as the
thick lines at the interfaces; the domain wall width, d, is estimated to be 15 nm
and always measured perpendicular to the domain wall interface. Owing to this
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Figure 5.1: Schematic of experimental system showing a single irradiated region
(shaded region). The figure is truncated along its length and therefore the other
parallel irradiated regions are not shown. The two domain walls at the boundaries
are indicated by the thick lines.
consideration the domain wall has a width component d/ cos θ along the direction
of current flow, where θ is the interface angle. In terms of the theory presented
in this Chapter the sample is assumed to lie parallel to the xy plane with the
long edge parallel to the x axis having total length L, whilst the rectangular
cross-section consists of width w and thickness t.
The domain superlattices were formed in 16 µm long wires, and this length placed
a geometrical constraint on the number of domains that could be placed in each
wire. For systems with domain wall angles θ = 0◦, 20◦ and 30◦ six irradiated
stripes were patterned, whilst for θ = 40◦, 50◦ and 60◦ only three could be fitted
on the wire. These correspond to twelve domain walls in the former sets and six
in the latter.
The irradiation process is known to alter the local resistivity of the material. The
resistivity in the irradiated region ρ′0 was found to be 2.5% greater than that of
the unirradiated region, ρ0. The value of ρ0 measured in the samples studied here
was 21 µΩ cm.
In one of the first theoretical works on domain wall resistivity Berger and co-
workers [194, 195] considered a resistivity tensor for a thin film of Cobalt with
off-diagonal terms owing to a Hall contribution that switches sign either side of
the domain wall. Physically this situation is realised for an out-of-plane antipar-
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allel magnetisation between the two domains. Assuming an uniform background
current flows they deduce an additional contribution to the resistivity from in-
duced currents that exist at the boundary. This new resistance is not related to
the scattering from the rotating magnetic background at a domain wall but purely
a Hall effect phenomena, and as such is an extrinsic contribution to the resistivity
that should be removed before any measurement of the intrinsic contribution can
be made.
In a sample containing a domain wall or irradiated area the local resistivity
tensor ρˆ is a function of position, a situation that has parallels to the work
of Berger — although this is not a Hall effect phenomena. This leads to the
obvious questions about any extrinsic contributions that may arise as a result. In
this Chapter we seek to evaluate the total longitudinal resistivity of these multi
domain wall systems by assuming homogenous resistivity tensors in the domains
and domain walls. The angular dependence of this resistivity will be determined
and compared to the experimental results. Any additional extrinsic effects can be
accounted for by this model, therefore enabling the extraction of the true intrinsic
domain wall resistivity from the experimental data.
5.2 Formalism
This section contains the derivation of equations suitable for studying the be-
haviour of a domain wall system in which the wall acts as a perturbation to the
otherwise homogenous background resistivity.
A basic assumption made is that the transport is diffusive. According to the
Sommerfeld theory of metals [196] the mean free path of an electron in a metal,
λ, is given by
λ =
(rs/a0)
2
ρµ
× 92 A˚, (5.1)
where rs is a measure of the electronic density, a0 is the ground state Hydrogen
atom radius, and ρµ is the background resistivity in µΩ cm. Assuming an rs/a0
of 2.5 [196] for Cobalt and using the measured background resistance of 21 µΩ
cm gives λ = 2.7 nm. The domain wall width is estimated to be 15 nm, thus an
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electron will typically undergo several scatterings whilst traversing the wall, and
the transport can be treated as diffusive.
The electric current in the sample, I, is related to the current density J by the
expression
J =
I
A
, (5.2)
where A is the cross-sectional area element through which I flows. The equations
that must be satisfied to obtain J are
• The current continuity equation:
∇ · J = 0. (5.3)
• The steady state Maxwell equation for the electric field E:
∇× E = 0 (5.4)
• Ohm’s law, relating the above quantities via the resistivity:
E = ρˆJ (5.5)
These equations apply throughout the sample. Owing to the thickness of the
film these equations need only be solved in 2D, with the sample thickness only
entering expressions for evaluating the potentials and resistivities. This 2D model
is an approximation given the roughness of the experimental systems.
Boundary conditions must also be stated for the system. At the edges of the
sample the boundary conditions are obtained from the physical behaviour of the
current at these locations. An uniform applied current flows in and out of the
system at the ends of the sample yielding
J = (J0, 0) x = 0, L, (5.6)
where the assumption is made that the sample is of sufficient length so that
any eddy currents have decayed before reaching the ends. This can be verified
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numerically once the current density has been determined. Boundary conditions
at the sides of the sample are derived from the fact that the current must be
confined within the sample width, corresponding to the condition
Jy = 0 y = ±w/2. (5.7)
5.2.1 Resistivity tensors
In this section the representation of the resistivity tensor in the domain and
domain wall regions will be discussed, including a mention of how these regions are
labelled in the numerical approach used in this Chapter. The altered resistivity
in the irradiated region is neglected in this section for convenience.
At any location in the sample the local resistivity can be defined in terms of a
resistivity tensor in a 2D (xy) Cartesian coordinate system:
ρˆxy =
(
ρxx ρyx
ρxy ρyy
)
. (5.8)
Terms entering the off-diagonal elements in samples of homogenous magnetisation
typically account for phenomena such as the Hall effect, as was the case in the
work of Berger. However, in the systems studied here the resistivity tensor of the
domain regions, ρˆxy0 , has a diagonal representation owing to the high background
resistivity of the samples. This tensor is then given by
ρˆxy0 =
(
ρ0 0
0 ρ0
)
, (5.9)
where ρ0 is the value of the background resistivity. In the region occupied by a
domain wall that is aligned perpendicularly to x (see figure 5.2a) the tensor has
the form
ρˆxydw =
(
ρ0 + ρ
′
⊥ 0
0 ρ0 + ρ
′
‖
)
, (5.10)
where ρ′⊥ and ρ
′
‖ are the values of the additional resistivity acting on a current
flowing parallel and perpendicular to the wall respectively. This extra resistivity
is due to an intrinsic domain wall contribution, which is generally not isotropic
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Figure 5.2: Diagram of a single domain wall system where the local resistivity
tensor ρˆ is a function of position. The domain wall region is represented by
the shaded area and has a tensor ρˆxydw in the xy reference system. Similarly, the
domain regions have a tensor ρˆxy0 . In (a) the domain wall is perpendicular to
the sample edges and the coordinates ⊥ and ‖, defined relative to the domain
wall orientation, are aligned with x and y. This is not the case in (b) where
the domain wall is inclined at an angle θ with respect to the sample boundaries.
In this situation the domain wall coordinates are not aligned with x − y and a
rotation operation must be performed to change between the two representations.
(ρ′⊥ 6= ρ′‖).
In the systems studied experimentally the domains are patterned such that the
domain wall angle with respect to the system boundaries, θ, is varied between
samples (see figure 5.2b). In this case the domain wall’s internal coordinates ⊥
and ‖ are no longer aligned with x and y and expression (5.10) is not valid. To
recover the xy representation of ρˆ, the rotation matrix
Rθ =
(
cos θ − sin θ
sin θ cos θ
)
(5.11)
is used. Defining ρ⊥ and ρ‖ as the diagonal values of a resistivity tensor in the
domain wall coordinates, ρ
⊥‖
dw, and applying the rotation matrix to this tensor
gives
ρˆxy = R
−1
θ ρ
⊥‖
dwRθ = R
−1
θ
(
ρ⊥ 0
0 ρ‖
)
Rθ (5.12)
= ρ¯
(
1− β
2
cos 2θ β
2
sin 2θ
β
2
sin 2θ 1 + β
2
cos 2θ
)
, (5.13)
where the average resistivity ρ¯ and anisotropy factor β are given by
ρ¯ =
ρ‖ + ρ⊥
2
, β =
ρ‖ − ρ⊥
ρ¯
. (5.14)
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Within each domain β = 0 and ρ¯ = ρ0, reproducing equation (5.9) when placed in
expression (5.13). For the domain wall region, where β is non-zero, off-diagonal
terms are introduced to the tensor when θ 6= 0. As a result, an applied current
flowing along the channel will be scattered in a non-trivial way by this additional
coupling when entering a region containing a domain wall. To successfully model
the experimental systems requires quantifying this perturbed current via equa-
tions (5.3)–(5.5), a task made difficult by the fact that this off-diagonal term
makes the transport equations non-separable, and that ρˆ is a function of the spa-
tial coordinates. To tackle these issues a numerical approach has been adopted,
details of which are given in the following section.
In terms of the numerical approach the sample is partitioned along its length into
l = 1, 2, . . .M regions within which the resistivity is constant. Separating regions
l and l+1 is an inclined interface with its centre at (xl, 0) making an angle θ with
respect to the system boundaries. All interfaces are parallel in our subsequent
calculations which simplifies aspects of the numerical simulation. However as is
shown later, the scheme developed to obtain a solution to the equations can be
used when this is not the case.
In addition to the physical boundary conditions outlined in the previous section,
a new set of interface conditions exist between neighbouring regions. In this case
the component of the current perpendicular to the interface must be conserved,
and the parallel component of the electric field must be continuous.
5.2.2 The stream function
In the previous section we discussed the form of the local resistivity tensor, and
gave an expression for this tensor valid in all regions. This tensor relates the
local current density and the local electric field, which along with current conti-
nuity (5.3) and Maxwell’s equation (5.4) may be used to determine the current
throughout the sample. To do so it is convenient to develop a partial differential
equation (PDE) in terms of a stream function, that must be satisfied in each
region of homogenous resistivity.
The total current density J(x, y) is sought that satisfies equations (5.3)–(5.5).
The problem of calculating this vector field can be simplified by the introduction
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of a scalar stream function ψ(x, y) defined by
J =
(
∂ψ
∂y
,−∂ψ
∂x
)
. (5.15)
along with the boundary conditions
ψ = J0y x = 0, L (5.16)
and
ψ = ±J0w
2
y = ±w
2
, (5.17)
that are equivalent to equations (5.6) and (5.7) in terms of the stream function.
As a result of definition (5.15) equation (5.3) is automatically satisfied, whilst
(5.4) and (5.5) combined with the definition of the tensor (5.13) yield the following
elliptic partial differential equation to be satisfied by the stream function:
a
∂2ψ
∂x2
+ b
∂2ψ
∂y2
− c ∂
2ψ
∂x∂y
= 0, (5.18)
where the prefactors
a =
(
1 +
β
2
cos 2θ
)
b =
(
1− β
2
cos 2θ
)
(5.19)
c = β sin 2θ.
are constant within each separate region (domain, domain wall).
The interface boundary conditions between the regions of differing resistivity
must be evaluated. The ⊥ component of the current in terms of the stream
function is given by
J⊥ =
∂ψ
∂y
cos θ +
∂ψ
∂x
sin θ (5.20)
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and the component of the electric field parallel to the domain wall is
E‖ = ρ‖J‖ = ρ‖
(
∂ψ
∂y
sin θ − ∂ψ
∂x
cos θ
)
. (5.21)
Both these must be matched at the interfaces between neighbouring regions.
5.2.3 Coordinate change
In this section we deal with the problem of the inclined interfaces and the difficulty
they present in terms of representation on a grid that is useful for computation.
It is convenient if grid points used in the numerical implementation fall exactly on
the interface between two regions. To achieve this, the equations are reformulated
in a non-orthogonal coordinate system:
η = y, ξ = x− y tan θ. (5.22)
In this new coordinate system the interfaces separating regions correspond to
lines of constant ξ, and this transform is illustrated in figure 5.3. In terms of the
new coordinates, equation (5.18) becomes
a′l
∂2ψ
∂ξ2
+ b′l
∂2ψ
∂η2
− c′l
∂2ψ
∂ξ∂η
= 0, (5.23)
where the dependence of the prefactor on the region is shown explicitly. These
prefactors are now
a′l =
(1 + βl/2)
cos2 θ
b′l = 1− βl cos 2θ (5.24)
c′l = tan(1 + βl/2).
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Figure 5.3: Illustration of the coordinate transform used in the numerical imple-
mentation showing equivalent systems in both the (x, y) and (ξ, η) coordinates.
A domain wall inclined at angle θ is shown by the thick line.
Equation (5.23) follows straightforwardly from (5.18) as a result of the change of
variables (5.22) which yields
∂
∂x
=
∂
∂ξ
,
∂
∂y
= − tan θ ∂
∂ξ
+
∂
∂η
,
∂2
∂x2
=
∂2
∂ξ2
, (5.25)
∂2
∂y2
= tan2 θ
∂2
∂ξ2
+
∂2
∂η2
− 2 tan θ ∂
2
∂ξ∂η
,
∂2
∂x∂y
= − tan θ ∂
2
∂ξ2
+
∂2
∂ξ∂η
.
Boundary conditions (5.6) and (5.7) must be converted to their equivalent in
the new coordinates. When the equations are solved numerically a rectangular
domain was used in (ξ,η) space, corresponding to a parallelogram with internal
angles θ and (180◦– θ) in xy space, as demonstrated in figure 5.3. As a result
boundary condition 5.6 is now defined along the ends of this parallelogram in
the xy representation. Uniform current flow along the device channel at large
distances from the domain wall therefore corresponds to the boundary condition
ψ = J0η ξ = 0, L. (5.26)
Again it is assumed that the perturbed current has decayed fully before reaching
these newly defined edges. No current flow through the sides of the device channel
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corresponds to
ψ = ±J0w
2
η = ±w
2
. (5.27)
Remaining boundary conditions relate the stream function on each side of an
interface. These follow from the requirement that the current perpendicular to
the interface and the electric field parallel to the interface be continuous. The
component of the current perpendicular to the interface is
J⊥ = Jx cos θ − Jy sin θ = ∂ψ
∂η
cos θ, (5.28)
giving rise to the boundary condition
∂ψl
∂η
=
∂ψl+1
∂η
ξ = ξl. (5.29)
The electric field parallel to the interface is
E‖ = ρ‖J‖ = ρ‖
(
sin θ cos θ
∂ψ
∂η
− ∂ψ
∂ξ
)
, (5.30)
leading to the boundary condition
sin θ cos θ
(
ρl‖
∂ψl
∂η
− ρl+1‖
∂ψl+1
∂η
)
= ρl‖
∂ψl
∂ξ
− ρl+1‖
∂ψl+1
∂ξ
. (5.31)
It now remains to describe the solution of equation (5.23) along with boundary
conditions (5.26), (5.27), (5.29) and (5.31), which yield the stream function ψ
from which the current and associated resistivities are obtained.
5.3 Numerical solution
So far, equations appropriate for describing current flow in a 2D system of do-
mains separated by inclined domain walls have been described. In this section a
numerical scheme for solving the problem equations is documented.
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5.3.1 Meshing and discretisation of solution
The non-separable nature of the PDE (5.23) precludes an analytical solution or a
standard separation of variables approach. Instead, to obtain ψ the well proven
finite difference method was employed to divide up the continuous solution into
values at discrete points on a rectangular mesh. This choice of simple meshing is
ideal for the rectangular solution domain that has been obtained by the coordi-
nate transform (x,y)→(ξ,η). In particular, there are no issues regarding aliasing
at curved surfaces or other geometric problems that require more sophisticated
approaches such as the finite element method.
In the notation used in the subsequent presentation ψi,j = ψ(ξi, ηj) where ξi is
the value of ξ at grid point i. The grid spacing along η is ∆η with points ranging
from 0 to Nη. This spacing is kept constant throughout the sample for ease of
matching points at the interface. In contrast the spacing along ξ is chosen to
vary between regions, allowing the possibility of increasing the grid density in
the vicinity of the domain wall, for example by subdividing domains to increase
the density where the solution exhibits greater variation. In region l, points are
labelled from N l−1ξ to N
l
ξ. At interfaces the regions are coupled by overlapping
points lying on the boundary. It it here that the coordinate transform pays
dividend as grid points align exactly on the boundary, removing the need for
messy interpolation methods.
In the finite difference method gradients are approximated by a nearest neigh-
bour difference approach. At a point away from the edges the central difference
approximation gives
∂ψi,j
∂η
∣∣∣∣
(ξi,ηj)
=
ψi,j+1 − ψi,j−1
2∆η
(5.32)
for the first derivative with respect to η, with associated error scaling as O(∆η2).
Further expressions for derivatives, including those at boundaries/interfaces are
given in Appendix B.
In the systems considered here all region interfaces are parallel, simplifying the
numerical work significantly. However the formalism can be extended to include
interfaces that are not aligned, requiring an alteration to the mesh used in the
work presented here. Such an extension is documented in Appendix B.
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Solution of the discretised equations is obtained through relaxation. A detailed
account of relaxation methods can be found in the literature [197, 198], however
the key concepts and methods will be reproduced here.
We consider an elliptic equation of the form
Lψ = σ, (5.33)
where L represents an elliptic operator and σ is a source term. In a relaxation
method an initial solution, ψ0, is specified as a starting point and is evolved until
the true solution is approximated to a sufficient accuracy. This is achieved by
rewriting the above as a diffusion equation of the form
∂ψ
∂t
= Lψ − σ. (5.34)
Thus as t→∞ the time derivative vanishes restoring the original equation, and
in this limit ψ is the exact solution to the problem. Here the solution is discretised
and it can be shown that in 2D the scheme is stable for ∆t/∆2 ≤ 1
4
[198], where ∆
is the spacing of the 2D grid. For efficiency this ratio is usually set to the largest
allowed value of 1
4
. In PDE (5.23) the spacings of the two spatial coordinates can
differ, but by using the same methodology and the derivatives given above the
n+ 1th iteration at point (i, j) is satisfied by
ψn+1i,j =
1
2[∆η2a′l +∆ξ
2
l b
′
l]
(
a′l∆η
2(ψni+1,j + ψ
n
i−1,j) + b
′
l∆ξ
2
l (ψ
n
i,j+1 + ψ
n
i,j−1)
−c
′
l∆ξl∆η
2
(ψni+1,j+1 − ψni+1,j−1 − ψni−1,j+1 + ψni−1,j−1)
)
. (5.35)
This iterative scheme, known as the Jacobi method [197], satisfies the equations
away from the region boundaries. However, this nearest neighbour scheme is
slow to converge, partly due to the low rate at which information passes through
the system. After discussing the initial solution and boundary conditions in the
next section, this problem of slow convergence is addressed and improvements
implemented in the code are documented.
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5.3.2 Initial solution and boundary conditions
Before proceeding an initial solution satisfying boundary conditions (5.26) and
(5.27) must be placed in ψ0i,j . A natural choice for the initial guess is the uniform
background current applied in the experiment,
ψ0i,j = J0ηj , (5.36)
which conveniently satisfies the sample boundary conditions also. Note that
to ensure satisfaction of these boundary conditions for subsequent iterations,
nodes at the physical edges of the sample are never updated, remaining at these
predefined values. At the internal interface between any two regions — either
physical or computational — the coupling is made by overlapping points at the
boundary. The point ψN l−1η ,j coincides with both the right hand boundary value
of ψ in the l − 1 region, and also the left hand side boundary in region l. This
ensures that the current continuity boundary condition (5.29) is automatically
satisfied.
Finally, boundary condition (5.31) originating in the continuity of the parallel
component of the E field between interfaces l and l + 1 gives:
ψN lξ,j = M
−1
l
(
∆ξl∆ξl+1
2∆η
(ρl‖ − ρl+1‖ )(ψN lξ ,j+1 − ψN lξ,j−1) sin 2θ (5.37)
+ρl‖∆ξl+1(4ψN lξ−1,j − ψN lξ−2,j) + ρ
l+1
‖ ∆ξl(4ψN lξ+1,j − ψN lξ+2,j)
)
,
with the definition
Ml = 3(ρ
l+1
‖ ∆ξl + ρ
l
‖∆ξl+1). (5.38)
In the Jacobi method equation (5.35) is scanned through the grid of ψn to cal-
culate the updated solution ψn+1 on a separate, identical grid. Finally, once all
points away from the interface have been updated, the boundary conditions at
iteration n+ 1 are calculated via equation (5.37).
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5.3.3 Residuals
This iterative procedure is repeated until the residuals, the total difference in ψ
between subsequent iterations, is below a predefined threshold:
N l
ξ∑
i=0
Nη∑
j=0
|ψn+1i,j − ψni,j | < T, (5.39)
where T is the predefined tolerance parameter. In practice the condition is
checked at set intervals, with the summation performed by keeping a running
total of the residuals, so it is unnecessary to store previous iterations in memory.
In the calculation presented below the value of the parameter T was chosen to
be 10−10.
5.3.4 Accelerating convergence
As mentioned when describing the iterative scheme, the rate of convergence of a
system can be made more efficient by several methods. An outline of each is now
given.
Gauss-Seidl method
In the Gauss-Seidl method [197] each iteration scans the grid rows in lexicograph-
ical order and immediately overwrites the old solution with the new. The reason
this improves convergence times is that part of the new solution is used immedi-
ately when calculating subsequent derivatives. The Gauss-Seidl method has been
shown to give faster convergence that other schemes such as the Jacobi method
which also requires the simultaneous storage of both the new and old solutions.
In the numerical implementation used here the solution is updated starting from
the top left of the sample in the left most domain, moving in the positive ξ direc-
tion, updating all the values within the domain before moving on the next row.
When the grid point at the bottom right is reached the updating moves to the
next region. Finally, all interface values are calculated and updated.
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Successive over-relaxation method
The Gauss-Seidl method provides an improvement over the standard iterative
method in terms of the convergence rate. However, considerable benefits can be
made by employing the successive over-relaxation (SOR) method. The technique
works by extrapolating the Gauss-Seidl method through weighting the current
and previous iterations:
ψn+1sor = αψ
n+1 + (1− α)ψn, (5.40)
where α is the weighting parameter. Over-relaxation corresponds to α > 1. It has
been shown by Kahan [199] that the method converges if the condition 0 < α < 2
is met, whilst the optimal value of α depends on the grid spacing. Methods used
for optimising α are beyond the scope of this thesis. Figure 5.4 displays the
value of ∆ψint, the change in ψ from the background value at an interface (at
y = 0), between a domain and domain wall as a function of the iteration count.
Results are plotted for different values of the parameter α. The simulation was
stopped when the value of ∆ψint is converged to 6 significant figures. Considerable
convergence benefits are found when α is increased from the starting value of 1.00.
Initially, in the strongly overdriven examples (α ≥ 1.90) ∆ψint overshoots the
converged value, but this is quickly corrected as the iteration process proceeds.
For the modest grid used in these calculations (32 points/µm) the convergence
shows a steady improvement with respect to α. However for larger grids this is
not always the case, as the overshoot in the solutions become significant. When
the value of α is 2 or greater the solution does not converge, which is consistent
with the limits given by Kahan. In the calculations presented the value of α used
was 1.95.
Multi-grid method
In the approach employed here information about the updated solution can travel
by first nearest neighbour interactions only by virtue of the discretisation and
derivative representations chosen. To increase the rate at which the changes
in ψ spread out from a source a large grid spacing was employed for meshing
the solution space, at the expense of accuracy in the overall solution. The finer
features are absent in these coarse grid calculations, however they can be corrected
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Figure 5.4: Convergence of the change in ψ from the background current at the
interface of a domain wall. The inset plot shows the total number of iterations
required to achieve convergence as defined by (5.39) as a function of the over-
relaxation parameter, α.
by transferring the converged stream function to a finer mesh and reconverging.
In the implementation used in this work a multi-grid method was employed. Ini-
tially the equations are solved on a coarse grid and subsequently interpolated
onto a mesh with twice the number of points in each dimension. This process
is repeated until the desired mesh refinement is reached. The method is useful
for rapidly converging low frequency components of the solution, however consid-
erable effort must still be made by Gauss-Seidel iterations on the final mesh to
converge the important higher frequency elements of the solution. In the results
presented here a total of 3 meshes were used in the multi-grid procedure.
Figure (5.5) shows a chart illustrating the basic logic of the code implemented in
this study.
5.3.5 Calculating physical quantities
In the calculations, the asymptotic background current density, J0, was fixed
at 1 A/µm2. Therefore, we seek to calculate the potential required to drive this
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Figure 5.5: Illustration of computational scheme employed in solving for the
stream function. T is the tolerance value for the sum of the residuals.
current, from which the resistivities can be determined. Specifically, the potential
between ficticious probes located at either end of the sample is calculated. This
longitudinal potential is obtained by firstly calculating the x component of the
electric field:
Ex = ρ¯
[(
1− β
2
cos 2θ
)
∂ψ
∂η
−
(
1 +
β
2
)
tan θ
∂ψ
∂ξ
]
. (5.41)
Similarly, when calculating the transverse potential, Ey is required:
Ey = ρ¯
[
β
2
sin 2θ
∂ψ
∂η
−
(
1 +
β
2
)
∂ψ
∂η
]
. (5.42)
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The potential between two longitudinal probes located at A and B, and the
potential between two transverse probes located at C and D (see inset of figure
5.6) are then calculated by performing the integrals
Vx = −
∫ B
A
Ex dx, (5.43)
Vy = −
∫ D
C
Ey dy, (5.44)
taking care regarding the direction of current flow in relation to the sign of the
potentials. The domain wall resistivity is related to the potential difference by
the relationship
ρDW =
(Vx − V0)wt cos θ
I0d
. (5.45)
Here V0 is the single domain “background” potential, and I0 is the magnitude
of the applied current. To convert to a resistivity the area perpendicular to the
applied current, and the domain wall width component parallel to the current
are used.
5.3.6 Grid convergence
In this study the primary quantity of interest is the longitudinal potential, from
which the resistivities of a domain wall can be derived. Before presenting in-
vestigations on systems of interest the convergence of the potential must be
demonstrated with respect to the mesh size. The test system contains a sin-
gle domain wall of width 15 nm and inclined with θ = 10◦, centred between two
1 µm wide domains of length 8 µm. The resistivities used were ρ0 = 21 µΩ cm,
ρ′⊥ = 23.1× 10−3 µΩ cm and ρ′‖ = 3.5× 10−3 µΩ cm.
The total number of grid points can be varied independently in the ξ and η
directions. However in the domain regions the numbers are chosen so that the
point density is equal in both directions, thus reducing the number of parameters
that must be monitored. In the narrow domain wall region a fixed number of
ξ points (128) was used in all the calculations presented in this section, which
proved sufficient to converge the stream function in this region.
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Convergence data for this system is shown in figure 5.6. The main plot shows
the profile of the perturbation to ψ along the interface between the domain wall
and right hand domain. The stream function shows the greatest variation at the
edges of the device, where the current density is high, and thus is the slowest
feature of the system to converge with respect to the grid. In contrast, along the
centre of the channel ψ is slowly varying. These differences are apparent in the
inset plot showing the change in the longitudinal potential due to a domain wall
as a function of the grid density along two different paths. It is clear that the
longitudinal potential at the centre of the channel converges more rapidly than
that measured along the bottom of the sample with respect to the grid point
density. Because of the homogenous resistivity tensor in the domain regions,
and consequent absence of any Hall like effect, away from the domain wall the
longitudinal potential difference must be equal for longitudinal measurements
made at any transverse position. Thus, in subsequent calculation a density of
1024 points/µmwas used to calculate the potential along the centre of the channel
(y = 0).
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Figure 5.6: Plot of ψ along the domain-DW interface for a single domain wall
system. The density of points used in the domain region is 8 (Red), 32 (Blue),
64 (Green), 128 (Magenta) points/µm. [inset ] Magnitude of the change in the
longitudinal potential due to a domain wall as a function of the grid density.
The red line represent the potential measured down the centre of the channel
(y = 0) and the blue line is measured at the bottom (y = −w/2). [d=15 nm,
θ = 10◦, ρ0 = 21 µΩ cm, ρ
′
⊥ = 23.1× 10−3 µΩ cm and ρ′‖ = 3.5× 10−3 µΩ cm].
Also shown inset is the probe configuration used for longitudinal and transverse
potential measurements.
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5.4 Calculations
In the previous sections a formalism to determine the perturbed currents in the
vicinity of a domain wall was outlined and the numerical details regarding the
meshing and the iterative procedure given. In this section the focus is on the
results of calculations that aim to model the domain wall resistivity in Cobalt
Platinum trilayer systems. After illustrating the form of ψ in some test systems,
a study of a multiple domain wall system is presented. The aim of this latter
investigation is to determine if any significant interactions are present between
neighbouring walls, and the extent to which the resistivity of the domain wall
superlattices used in the experiments can be considered a linear superposition of
the individual domain wall contributions. Following this, the range of the eddy
currents are discussed in more detail before the angular dependence of the do-
main wall resistivity is studied and the predictions are compared to experimental
results. The individual contributions to the measured resistivities are then dis-
cussed, before finally the parameters extracted from experiment are compared to
the Levy and Zhang theory of domain wall resistivity by use of LKKR calculations
similar to those presented in Chapter 2.
The scalar function ψ is the key numerical quantity in the formalism outlined in
the first half of this Chapter, therefore, before investigating the physical quantities
in systems of interest, the form of this function is demonstrated for a test system.
The parameters used to generate the stream functions shown here are ρ0 = 21 µΩ
cm, ρ′⊥ = 23.1 × 10−3 µΩ cm and ρ′‖ = 3.5 × 10−3 µΩ cm, and the sample
is 1 µm wide, with a domain wall width of 15 nm in the single domain wall
system. The values of θ used for illustration are 0◦, 20◦ and 50◦. In the first
case the domain wall is perpendicular to the applied current, and it was found
that no eddy currents were formed in the sample, with the initial trial solution
of a steady background current satisfying the governing equations throughout
the system. This was found to be in contrast to the systems containing inclined
domain walls. After subtracting the background contributions due to the applied
current, ψ0 = J0η, only the perturbed part of the stream function remains. This
function is plotted in figures 5.7 and 5.8 for θ = 20◦ and θ = 50◦ respectively. In
these calculations a reduced number of grid points were used for plotting purposes
with Nξ=1024 in two 4 µm long domains and 256 points along η. The functions
are plotted in xy space, and the domain wall region has been expanded along x
by a factor of 50 for illustration purposes. The value of the scalar function is
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Figure 5.7: The perturbed stream function in a sample containing a 20◦ domain
wall. The colour scheme indicates the magnitude of the function, with the key
providing a numerical scale. The domain wall region has been expanded by a
factor of 50 along the length of the channel for illustration. The domain wall is
centred at x = 0.
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Figure 5.8: The perturbed stream function in a sample containing a 50◦ domain
wall. The colour scheme indicates the magnitude of the function, with the key
providing a numerical scale. The domain wall region has been expanded by a
factor of 50 along the length of the channel for illustration. The domain wall is
centred at x = 0.
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indicated by the colour scheme, and in the same figures lines of constant ψ are
indicated by the black lines. Owing to definition (5.15) these contour lines are
also lines of current flow.
The variation in ψ is concentrated in the vicinity of the domain wall, where the
change in the resistivity tensor is abrupt. On the left interface a dip is found in
the function, with a minimum near the leading edge of the domain wall. This
trough is partnered by a peak on the right hand side interface, which after a 180◦
rotation has an identical, albeit inverted, distribution. The resulting current
perturbation has a double vortex structure with origins located at the leading
and trailing edges of the domain wall. The two have opposite vorticity, with the
current extending out into the domain regions while sharing a common current
flow direction along the length of the domain wall. Whilst many features remain
the same in both the 20◦ and 50◦ walls, it is found that the peak value of the
stream function is greater for the latter, implying a more strongly perturbed
current. The range of the current is also clearly greater for the 50◦ wall, with
streamlines extending further away from the domain wall interface. If the ratio
ρ′⊥/ρ
′
‖ is maintained it was found that the magnitude of the perturbed current
scales linearly with respect to the domain wall tensor elements ρ′⊥ and ρ
′
‖.
It is useful for arguments presented later in this Chapter to expand the electric
field in to its component contributions. Hence, we write the total current density
in the system as a superposition of the background current J0, and the induced
current δJ. Similarly the resistivity of the sample can be split into the background
resistivity ρˆ0 and the contribution from the domain wall δρˆ. Then equation (5.5)
becomes
E = (ρˆ0 + δρˆ)(J0 + δJ)
= ρˆ0 J0 + δρˆJ0 + ρˆ0 δJ+ δρˆ δJ. (5.46)
The first term represents the field along a uniform sample, and provides the
dominating ‘background’ potential that arises in both the presence and absence
of a domain wall. The second term describes the electric field due to the uniform
background current acting on the additional resistivity due to the domain wall.
The third term represents the induced eddy currents acting on the background
resistivity and finally the last term is the second order effect of the eddy current
acting on the domain wall resistivity.
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Figure 5.9 displays the longitudinal potential profile along the top, middle and
bottom of a test system, with θ = 50◦. In this plot, as in all results presented
in the subsequent sections, the background potential corresponding to the device
in the absence of domains has been subtracted. The most striking feature is the
rapid increase in the potential when traversing the domain wall, indeed the ma-
jority of the measured potential change is confined within the small domain wall
region. The relative displacements of the jumps are due to domain wall’s incli-
nation such that ∆x = ±w
2
tan θ. Either side of the domain wall we observe the
effect of the circulating currents induced in the oppositely magnetised domains.
Along the centre of the sample there is a gradual change in the potential that can
be attributed to the decay of the current. Along the sample edges the potential
undergoes a divergence near the domain wall due to the strong concentration of
current crossing the interface. As expected in the absence of the Hall effect the
potential change sufficiently far away from the domain wall is uniform along the
width of the channel due to the decay of the currents. A further study of the
eddy current range is presented in subsequent sections.
It was stated earlier that the eddy current strength is in direct proportion to the
resistivity elements of the domain wall. With this result it is clear that terms 2
and 3 of equation (5.46) also share this relationship. Term 1 in this case can be
disregarded as the background contribution. If both the resistivity elements are
scaled by a factor ζ then the final term will scale as ζ2. However, this term is of
second order and for realistic values of domain wall resistivities expected in metals
is insignificant in comparison to the other three terms. Therefore, disregarding
this small correction, Vx(x, y)/ζ can be considered invariant in these systems.
5.4.1 Multiple domain walls
In the previous section only a single, isolated domain wall was considered when
demonstrating ψ. Experimentally, to enhance the signal from the domain walls
as well as to unambiguously demonstrate the domain wall origin of the resistance
changes, a multiple domain wall system was employed in the experiments as de-
scribed in the Chapter introduction. A natural question arises about any possible
interaction between neighbouring walls owing to the spatial extent of the induced
currents, and concequently whether a model involving a single domain wall is suf-
ficient to adequately describe the physics in the experimental systems. The last
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Figure 5.9: Variation of the longitudinal electric potential along the sample for
a domain wall inclined at θ = 50◦, and with the domain wall centred at x= 0.
Plotted are the potentials along the bottom (y = −w/2), centre (y = 0) and top
(y = w/2) of the sample where w = 1µm.
term in equation (5.46) indicates that any current induced from a domain wall
can in principle alter the potential if it extends as far as the neighbouring wall.
To explore the coupling between neighbouring domain walls we present a study
of a two domain wall system with varying angles of wall inclination. The inset
of figure 5.10 shows the geometry of the system in which the separation of the
15 nm wide domain walls was kept constant at 1 µm for all values of θ, and the
width of the sample was 1 µm. The resistivity parameters used were ρ0 = 21 µΩ
cm, ρ′⊥ = 23.1× 10−3 µΩ cm and ρ′‖ = 3.5× 10−3 µΩ cm. Longitudinal potential
profiles are given in the main panel of this figure for θ values of 20◦, 30◦, 40◦ and
60◦ in these two domain wall systems. The range of the induced current is found
to be a function of the domain wall inclination; the larger the angle the greater the
magnitude of the induced currents. However, due to the increase in the domain’s
projection along x with respect to θ the induced currents do not significantly
overlap with neighbouring walls even for larger values of θ. The range of the
potential change due to the eddy currents described here will be discussed more
fully in subsequent sections. Even if the perturbed current reaches a neighbouring
domain wall the change in the potential is of second order due to the small relative
magnitude of the perturbation and the overlapping decayed current. Due to the
scaling behaviour of the potential found in the previous section this conclusion
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remains valid for other realistic value of the domain wall resistivity tensors as
well.
The irradiation process has been shown to increase the resistivity locally by 2.5%.
This additional resistivity was added to the central domain region in the two
domain wall calculations. It was found that the resulting domain wall resistivity
is increased by a negligible amount: in the case of a 20◦ system the additional
contribution was 0.06% of the total domain wall resistivity.
5.4.2 Sample dimensions and eddy current range
In the previous section it was demonstrated that a single domain wall model is
sufficient to adequately predict the individual domain wall potentials in a super-
lattice system. However, another issue that could affect the measurements is that
the eddy currents may reach the ends of the device, and thus the probes used
for measurements of the potentials. In an experimental situation such eddy cur-
rents reaching a probe may produce erroneous results. In this case the potential
difference measured would be smaller than the true value as both probes would
be inside the decaying tail of the potential. Another possible complicating factor
is the perturbing effect of the probes on the current distribution, which can in
principle also affect the measured values of the potential. In this work no attempt
to quantify such changes is made. In terms of the computational work, an addi-
tional factor is the boundary conditions at the ends of the device that enforce an
uniform current. Current perturbations reaching these locations would violate
these requirements and invalidate the resulting potential measurements. In this
section the factors influencing the eddy current range are studied, in particular
the channel width and domain wall inclination.
Figure 5.11 displays the longitudinal potential profile for single domain wall sys-
tems with the resistivity parameters ρ0 = 21 µΩ cm, ρ
′
⊥ = 23.1 × 10−3 µΩ cm
and ρ′‖ = 3.5× 10−3 µΩ cm and a domain wall angle of 50◦ for different values of
the sample width, w. The potential is measured along the centre of the channel.
The first conclusion of note is that the total potential drop is independent of
the sample width, apart from the 4.0 µm case which is discussed separately. It
follows that the domain wall resistivity is also independent of the sample width
in these systems, a conclusion in agreement with the experimental results pre-
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Figure 5.10: Plots of longitudinal potential profiles along the width of the sample
at w = 0 in a two domain wall system. [inset ] Geometry of system. Shaded
region represents a single irradiated domain and the two thick lines are domain
walls. The domain wall separation is kept constant at 1 µm.
sented in Chapter 1 and expected in measurements of the intrinsic domain wall
resistivity. However, in contrast, the decay length of the current perturbations
varies with w, and is found to be directly proportional to the sample widths. The
domain lengths in the calculations were kept constant at 4.50 µm, which proves
sufficient to contain the eddy currents for the samples of width 0.25–2.00 µm. For
the largest sample width considered — 4 µm — the current perturbations are no
longer adequately contained, as manifested by the slight increase in the measured
potential. In the simulations the boundary conditions on the ends of the sample
ensure an uniform current flow, thus this result is not directly comparable to the
experimental situation owing to the unphysical nature of the constraint.
The previous results show the dependence of the eddy current range on the sam-
ple width for a fixed domain wall inclination. As was seen in the two domain
wall systems discussed previously the potential change and eddy current tail is a
function of this angle. The longitudinal potential profiles of the eddy currents de-
caying to the left of the domain wall are shown in figure 5.12, as measured along
the centre of the channel. Shown are results for systems with different values of
θ, and the domain wall is situated at x = 0. The profiles show that the range of
the eddy current grows with increasing angle, although the exact scaling is not
trivial. At the domain wall boundary the amplitude of the current is greater in
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systems of larger inclination, and also the decay rate is slower in these systems,
with both factors contributing to the observed relationship.
In the experiments modelled here the probes are sufficiently spaced to fully con-
tain the decaying eddy current tails. As a guide to any future experiments that
employ a similar setup to those examined here, the probes should be placed a
minimum of w/ cos θ away from the domain wall locations at either end of the
channel.
These studies show that in practice an experimental setup with a 1 µm domain
separating neighbouring walls is sufficient to isolate the properties of a single do-
main wall, and that the measured resistance is a simple addition of the individual
domain wall values. Thus, in terms of the simulations presented here we need
only model a single domain wall for results that can be compared directly to ex-
periment. Additionally, the 2.5% increase in the local resistivity in the irradiated
region has a negligible effect on the measured domain wall resistivity.
5.5 Angular dependence of domain wall resis-
tivity in isolated domain walls
We now consider in detail the resistivity of a device containing a single domain
wall, inclined at various angles. Note this system does not correspond to any that
were fabricated experimentally, where the formation of irradiated region domains
results in two or more domain walls. However we have shown that the experi-
mental configuration produces results that correspond to a linear superposition
of individual domain wall effects, so study in detail on isolated domain walls is
sufficient to understand the physics.
We consider three regions of uniform resistivity. Regions l = 1 and l = 3 have
isotropic resistivity ρ0 = 21 µΩ cm, and region l = 2, representing the domain
wall, has resistivity elements ρ0+ρ
′
⊥ perpendicular to the domain wall and ρ0+ρ
′
‖
parallel to the domain wall. The width of the domain wall used is 15 nm. Previous
studies on perpendicular domain walls in metals have shown that the intrinsic
domain wall resistivity is typically 0.1–1% of the background resistivity. In these
initial calculations presented here, the values ρ′⊥ = 0.20, 0.15, 0.10, 0.05 and
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Figure 5.11: Calculated longitudinal voltage profile for systems with θ = 50◦ of
different transverse widths w. The domain wall is located at x=0 and the length
of the domains are set at 4.5 µm each. Sample widths are 0.25 µm, 0.5 µm, 1.0
µm, 2.0 µm and 4.0 µm. The potential of the 4.0 µm device has been offset for
clarity where the current reaches the ends of the device.
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Figure 5.12: Longitudinal potential change along sample at y = 0. Results show
the region to the left of the domain wall, with the domain wall located at x = 0.
The value of θ is varied between 30–70◦.
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0.02 µΩ cm are used. The theory of Levy-Zhang predicts that ρ′⊥ > ρ
′
‖ and a
quantitative estimate for this difference in bulk Cobalt can be obtained, with
ρ′‖ ≈ 0.15ρ′⊥. In these preliminary calculations the ratios ρ′‖/ρ′⊥ = 0.01, 0.025,
0.05, 0.10 were used. The lengths of regions 1 and 3 are made sufficiently large
so that the current perturbations are fully contained, which in these calculations
was achieved with lengths of 4 µm.
Results showing the system resistivities obtained from potentials in these systems
are plotted as a function of cos2 θ in figures 5.13 and 5.14. From the linearity
of the plots it is clear that the angular dependence of the resistivity in these
system is proportional to cos2 θ. The start and end points of the plots are clearly
related to the parallel and perpendicular resistivities of the domain wall. To
understand the origin of this behaviour we consider the individual contributions
to the domain wall resistivity in more detail.
5.5.1 Contributions to domain wall resistivity
Expression (5.46) gives the electric field in these systems in terms of a superpo-
sition of background and perturbed currents, J0 and δJ0, with the resistivities
decomposed in a similar fashion to the background and domain wall resistivities
tensors, ρˆ0 and δρˆ.
The first term of the expansion, ρˆ0J0, represents the background contribution to
the electric field which is also present in the absence of a domain wall. It does
not enter the analysis of the domain wall resistivity.
The term ρ0δJ accounts for the perturbed current at a domain wall acting on the
background resistivity. The effective resistivity due to this term can be divided
into contributions from both inside and outside the domain wall. In figure 5.15
the angular dependence of these two contributions is plotted for a 1 µm wide
system with the resistivity parameters ρ0 = 21 µΩ cm, ρ
′
⊥ = 23.1× 10−3 µΩ cm
and ρ′‖ = 3.5×10−3 µΩ cm. A domain wall width of 15 nm is assumed. It is found
that the magnitude of the individual contributions increase linearly with respect
to cos2 θ, with more acute angles exhibiting a stronger effect, consistent with the
observation that the eddy currents are stronger near a wall of greater inclination.
Despite exhibiting the sought scaling behaviour, these are not responsible for
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Figure 5.13: Calculated values of domain wall resistivity plotted against cos2 θ.
The values of ρ′⊥ range from 0.01–0.20 µΩ cm and ρ
′
‖ = 0.1ρ
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Figure 5.14: Calculated values of domain wall resistivity plotted against cos2 θ.
The value of ρ′⊥ is 0.20 µΩ cm and ρ
′
‖ takes the values in the key in µΩ cm .
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the measured resistivity. The contributions to this term from the outside and
inside of the domain wall are equal and opposite, with exact cancellation when
the potential is integrated along the length of the sample. If the eddy currents
are fully contained within the probes they make no contribution to the measured
resistivity through this term.
The second order term δρˆδJ is also plotted in figure 5.15. This contribution
describes the electric field generated by the localised domain wall perturbation
acting on the induced current in the domain wall area. As expected, this term
is insignificant in magnitude compared to others, making a small negative con-
tribution.
The remaining term in (5.46), δρˆJ0, must therefore be responsible for the resis-
tivity behaviour observed in these systems. The corresponding contribution to
the resistivity is plotted in figure 5.15, and exhibits the cos2 θ dependence. To
understand the origin of the angular variation we apply Ohm’s law to this term.
In this case equation 5.5 is written as(
E⊥
E‖
)
=
(
ρ′⊥ 0
0 ρ′‖
)(
J0⊥
J0‖
)
. (5.47)
Using rotation matrix (5.11) to put the above in an xy representation gives(
Ex
Ey
)
= R−1θ
(
ρ′⊥ 0
0 ρ′‖
)
Rθ
(
J0x
J0y
)
(5.48)
=
(
ρ′‖ + (ρ
′
⊥ − ρ′‖) cos2 θ (ρ′‖ − ρ′⊥) cos θ sin θ
(ρ′‖ − ρ′⊥) cos θ sin θ ρ′⊥ + (ρ′‖ − ρ′⊥) cos2 θ
)(
J0x
J0y
)
. (5.49)
The background current flow is parallel to the sample channel, thus yˆ · J0 = 0,
and the sought longitudinal resistivity element of the domain wall is given by the
top left term in the above tensor:
ρDW = ρ
′
‖ + (ρ
′
⊥ − ρ′‖) cos2 θ. (5.50)
This relationship also successfully reproduces the results plotted previously in
figures 5.13 and 5.14.
By applying (5.50) to fit experimentally obtained resistances, values of ρ′⊥ and
172
−10
−5
0
5
10
15
20
25
0 0.2 0.4 0.6 0.8 1
Term 2
Term 3 - tail
Term 3 - DW
Term 4
cos2(θ)
ρ
D
W
(n
Ω
-c
m
)
Figure 5.15: Plot of contributions to the measured domain wall resistivity in
a single domain wall system with experimental parameters. The key refers to
the terms of equation (5.46) that expands the electric field via background and
perturbed elements of the current and resistivity.
ρ′‖ can be extracted. Figure 5.16 shows such an analysis, in which the measured
resistivities have been scaled by the number of domain walls in the superlattice to
obtain the resistivity of a single domain wall. The resulting straight line fit yields
ρ′⊥ = 23.1±1.1×10−3 µΩ cm and ρ′‖ = 3.5±1.1×10−3 µΩ cm, implying a domain
wall resistivity that is 0.11% of the background resistivity and an anisotropy ratio
of 6.6. A direct comparison can be made with the experimental work of Viret et
al. [66] who extracted values of the perpendicular and parallel resistivity from
domain walls in FePd. They obtained values of 8.2% and 1.3% of the background
resistivity respectively, giving a ratio of 6.3, similar to that obtained here. The
larger proportional value of the resistivities can be explained by the high quality
of the films used in the experiment of Viret et al.. Molecular beam epitaxy was
employed to deposit the material providing high quality crystalline growth, and
subsequent low background resistivity.
5.6 Discussion
We have shown how the resistivity tensor elements perpendicular and parallel to
a domain wall can be extracted from experimental data using a simple analytic
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Figure 5.16: Plot of angular dependence of domain wall resistivity obtained from
experiment. The dashed line represents a fit to the data points. The implied
value of ρ′⊥ is 23.1± 1.1× 10−3 µΩ cm and ρ′‖ = 3.5± 1.1× 10−3 µΩ cm.
expression supported by extensive numerical analysis. We now discuss these
results with respect to the domain wall resistivity theory of Levy and Zhang [21].
The theory of Levy and Zhang makes contact between the resistivities of the
independent spin channels and the domain wall resistivity anisotropy in a ferro-
magnetic material. According to this theory the ratio of CPW to CIW resistivities
(labelled ρ′⊥ and ρ
′
‖ here) is given by the expression:
ρ′⊥
ρ′‖
= 3 + 10
√
ρ↓/ρ↑
ρ↓/ρ↑ + 1
, (5.51)
where ρ↑/ρ↓ is the ratio of of minority to majority spin carrier resistivities. Using
the resistivities deduced from the analysis in the previous section, ρ′⊥ = 23.1 µΩ
cm and ρ′‖ = 3.5 µΩ cm, gives an anisotropy ratio of ρ
′
⊥/ρ
′
‖ ≈ 6.6 ± 1.2, which
implies a value ≈ 5.5 for the spin resistivity ratio.
The spin ratio can be obtained independently from the LKKR calculations de-
scribed in Chapter 2 by relating the transport properties to the Fermi energy
population. In this section the results of LKKR calculations are presented and
compared to the analysis based upon applying the Levy-Zhang model to the
experimental data.
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Cobalt has two stable bulk structures and calculations were performed on both
HCP and FCC configurations using the experimental lattice parameters. Self-
consistent potentials in the HCP system were calculated with ℓmax = 3, NE =
16, Npw = 19 and NK = 45. The FCC systems were built from layers stacked in
the (100) plane, and were converged with ℓmax = 3, NE = 16, Npw = 25 and NK
= 36. To calculate the density of states the number of K‖-points was increased
for presentation purposes to NK = 135 (HCP) and NK = 136 (FCC), with a
resolution of 250 energy points in a window of 12.25 eV.
Two separate calculations were performed on a [Pt]/Pt3/Co3/Pt7 surface in the
FCC (100) configuration. As described in Chapter 2, to replicate surface effects
the potentials of the semi-infinite Platinum region is fixed at that of bulk Plat-
inum, with electronic relaxations allowed in the Cobalt Platinum trilayer placed
on top. Following the arguments of Chapter 2 calculations were performed on
both unrelaxed and relaxed structures. To recap, in the unrelaxed systems all
atoms are fixed at the bulk Platinum spacing, whilst in the relaxed structures the
z-component of the lattice spacings are allowed to relax to preserve the atomic
volume.
Figure 5.17 shows the density of states plots for these systems and table 5.6
contains values of ρ↓/ρ↑ deduced from the data. It is clear that the presence
of the Platinum and the altered spacing has a dramatic effect on the DOS of
the Cobalt atom, and comparing the unrelaxed surface to the bulk we see a
substantial increase in the spin ratio at the Fermi surface, table 5.6 . It is clear
from figure 5.17c that narrowing of the d bands occurs in both spin channels,
leading to a greater contribution to the number of states available in the minority
spin channel at the Fermi energy. However the majority channel has sp like states
crossing the Fermi energy which are not significantly altered by the environment
and hence the large increase in the ratio. Relaxing the Cobalt in the z direction
(d) reduces the degree of the band narrowing and hence the resistivity ratio,
but there is still a significant increase over the bulk value. It is probable that
Bulk Cobalt [Pt]/Pt3/Co3/Pt7
HCP FCC Unrelaxed Relaxed
3.3 4.4 7.1 5.0
Table 5.1: Density of states spin ratios for HCP and FCC Cobalt, and the Cobalt
atoms in [Pt]/Pt3/Co3/Pt7 surface systems with both unrelaxed and relaxed
structures.
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in the experiment the system would be similar to the relaxed lattice with some
lattice strain caused by dislocations/pin hole defects increasing the degree of band
narrowing as seen in calculation (c). We therefore conclude that the ratio of spin
dependent densities of states found in these self-consistent electronic structure
calculations is consistent with the value that follows from applying the Levy-
Zhang model to the domain wall resistivity anisotropy deduced from experiment.
This provides evidence in support of Levy-Zhang theory for understanding the
origins of domain wall resistivities.
5.7 Summary
This Chapter has described an analysis of domain wall resistivity in artificially
irradiated Pt/Co/Pt sandwich structures. A model was outlined for obtaining
the resistivities of an inclined domain wall described by an anisotropic resistivity
tensor. A PDE and associated boundary conditions were developed for a sys-
tem consisting of multiple regions of homogenous resistivity in terms of a stream
function, and solved using an overdriven Gauss-Seidl relaxation method. It was
found that eddy currents form in the vicinity of the domain wall that can alter
the measured longitudinal potentials. Calculations on multiple domain wall sys-
tems were used to demonstrate that the superlattices used in experiments can be
adequately described by a single domain wall model, and the small change in the
resistivity of an irradiated region does not impact the results significantly.
The model showed that when the device channel is of sufficient length so that
the eddy currents are fully contained, the measured resistivity should be inde-
pendent of the system width. It was also shown that a simple analytic expression
can describe the angular dependence of the domain wall resistivity, and can be
used to obtain the parallel and perpendicular components of the domain wall
resistivity from experimental measurements. The resulting values are consistent
with the behaviour expected on the basis of the Levy-Zhang model of domain
wall resistivity, and further support obtained from spin ratios calculated using
the LKKR electronic structure technique.
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Figure 5.17: (a) and (b) Densities of states for bulk Cobalt in the FCC and HCP
configuration respectively. (c) and (d) Density of states of the centre Cobalt atom
in [Pt]/Pt3/Co3/Pt7 surface systems in both an unrelaxed and relaxed lattice.
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Chapter 6
Anisotropic magnetoresistance in
(Ga,Mn)As
Recent experiments on transport across domain walls in in-plane magnetised
(Ga,Mn)As epilayers have intriguingly been interpreted in terms of a negative
domain wall resistivity. In this Chapter the model presented in Chapter 5 is
extended to describe these experiments. Firstly, the applicability of the model
is discussed with regards to the material parameters in terms of the mean free
path determined from a simple parabolic band model. Extensions to the previ-
ously documented theory given in Chapter 5 are then presented, including the
introduction of a new coordinate that corresponds to the direction of the local
magnetisation in the dilute magnetic semiconductor. (Ga,Mn)As epilayers are
then modelled using parameters taken from the literature, and a new extrinsic
contribution to the domain wall resistance identified. An analytic expression is
derived that provides a reasonable estimate of this resistance contribution for the
case of domain walls aligned perpendicularly to the sample length, without the
complexities of obtaining a full numerical solution. It is shown that this extrin-
sic contribution to the domain wall resistance can account for the experimental
observations, without the need to invoke a negative domain wall resistivity.
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6.1 Experimental studies of domain wall resis-
tivity in (Ga,Mn)As epilayers
Dilute magnetic semiconductors present many new opportunities for study and
applications in the field of spintronics. Magnetic impurities are added to a stan-
dard semiconductor during the growth process, and randomly distribute through-
out the lattice via substitution of a native atom. It is found that these materials
exhibit both magnetic and semiconducting properties, providing potential for
novel hybrid devices.
Tang et al. [87] have performed resistance measurements on in-plane magnetised
(Ga0.948,Mn0.052)As epilayers containing a single, mobile domain wall. In-plane
magnetised (Ga,Mn)As exhibits anomalous magnetoresistance (AMR), in which
the resistivity parallel (ρ‖) to the local magnetisation vector differs from the
resistivity perpendicular to it (ρ⊥). In the systems studied here ρ‖ < ρ⊥ [200],
which has its origins in the spin-orbit interaction. In a sample containing two
domains the resistivity tensors, in general, will be different in each due to this
AMR effect. In this case, the interdomain boundary conditions cannot be met
with an uniform current, and as a result eddy currents must be formed at the
boundary. It should be noted that this is not the case in systems with 180◦ domain
walls, such as those documented in [55], where the magnetisation vectors are
parallel, and the resistivity tensors are identical in both domains. This induced
current is distinct from that found in the previous Chapter, where an intrinsic
domain wall resistivity is responsible.
The strong in-plane cubic anisotropy present in (Ga,Mn)As favours magnetic
configurations in which the interdomain magnetisation angles are either 90◦ or
180◦. In practise, modifications are made to these interdomain angles by the
presence of a weak uniaxial anisotropy [87].
Figure 6.1a shows an image of a typical experimental device. In the fabrication
process the channel length is aligned as closely to the (110) crystallographical di-
rection as possible, and if perfect alignment is achieved the cubic anisotropy axes
— aligned along (100) and (010) — make angles of ±45◦ with the device channel.
Although efforts are made to minimise any misalignment, a small misalignment
persists in all samples. Ignoring this misalignment, it is energetically favourable
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Figure 6.1: (a) From reference [87]. Magnified view of 60 µm-wide device, showing
the region between between two transverse probes. The lighter region represents
the device channel and probes. Also shown are the inter-probe spacing ℓ and the
cubic anisotropy axes, K. (b) From reference [87]. Averaged resistance between
probes for device 1 (w = 100 µm, ℓ/w=2). The offset in the central region
(highlighted in inset) is attributed to a negative intrinsic domain wall resistance.
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Figure 6.2: From reference [87]. (a) Measured longitudinal resistances between
probes along the top and bottom of the sample (blue and orange) as the domain
wall is swept from left to right. This system has a width w = 30 µm and aspect
ratio ℓ/w = 6. The purple line is the average of these two measurements, and a
fixed background resistance has been removed for clarity. (b) Close up of averaged
resistance. The purple line denotes experiment, whilst the thick black line is a
theoretical prediction using the model of Tang and Roukes, and the dashed line
is a simple linear interpolation. The offset is attributed to a negative intrinsic
domain wall resistance.
180
for the atomic moments to make angles of ±45◦ with respect to the device chan-
nel as denoted by the easy axis vectors shown in figure 6.1a (additional small
modifications must be made for the uniaxial anisotropy).
Measurements of the electric potentials are made by a four-probe system, also
visible in figure 6.1a, and the rectangle defined by the probes has a length ℓ,
width w and the thickness of the epilayer is t. The purpose of this probe setup
is to cancel extrinsic contributions from the linearly varying planar Hall effect by
averaging longitudinal measurements along the top and bottom of the sample.
90◦ walls are formed at the leftmost edge of the device by carefully controlling the
magnetic reversal process. Upon nucleation, a fixed driving field results in domain
growth via domain wall motion, and the wall travels from the left of the device
to the right, passing through the region measured by the probes at a constant
velocity [201]. Measurements are made of the inter-probe voltages and thus a
profile of the averaged longitudinal resistance, 〈R〉(x0) = (Rupxx(x0) +Rdnxx(x0))/2,
as a function of domain wall position, x0, is measured as the domain wall passes
through the probe region. Here Rupxx is the longitudinal resistance measured along
the top of the device, and similarly Rdnxx is measured along the bottom of the
channel.
Tang et al. present results for 3 unique systems:
System 1 is an initial test device, with width w = 100 µm and length ℓ of 200
µm, (ℓ to w ratio of 2:1). The thickness of the (Ga,Mn)As layer is t = 150 nm.
The averaged resistance profile ∆Rxx = 〈R〉 − R0, where R0 is the background
resistance, is shown by the blue line in figure 6.1, for a domain wall swept from
left to right in the sample. As will be demonstrated later, the uncertainties in
the measurements made on this device are high due to the failure to isolate the
induced eddy current from the probes due to the low aspect ratio.
Subsequently, devices were fabricated with larger aspect ratios of 6:1, with widths
w = 30 µm (system 2) and w = 60 µm (system 3), whilst the thickness of
all these devices is t = 100 nm. Many sets of these high aspect ratio devices
were fabricated and tested to reduce the uncertainty in measurements of the
longitudinal resistance. Figure 6.2a shows the signal from the individual, top
and bottom, probe measurements before averaging in a 30 µm device; also shown
is the averaged signal represented by the purple line. This average is magnified
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in figure 6.2b.
The features of the obtained curves cannot be directly attributed to an intrinsic
domain wall resistance as large resistance changes are expected from the induced
eddy current at the domain wall boundary, and to obtain any intrinsic domain
wall resistance values requires evaluating and subtracting these contributions
from the acquired data.
6.1.1 Tang and Roukes model
To do this, Tang et al. [200] make use of results using a 2D model similar to that
outlined in the previous Chapter, but in which the resistivity anisotropy is due
to the anomalous magnetoresistance as opposed to the Levy-Zhang type intrinsic
domain wall anisotropy. This theoretical treatment is documented in reference
[202]. No intrinsic domain wall resistance was included in their calculations,
and therefore the difference between theory and experiment should isolate any
intrinsic resistance contribution.
Although they do not do so, the use of the transport model employed by Tang
and Roukes similar to that described in Chapter 5 can be justified for (Ga,Mn)As
due to the resistivity of the sample. The transport properties of (Ga,Mn)As are
dominated by hole motion owing to the parabolic hole bands at the Fermi energy.
These bands are split into so-called light and heavy holes, according to their
dispersion at the Fermi surface. In terms of charge motion, the limit is set by the
slower, low dispersion heavy hole bands, and it is these that must be considered
to calculate the mean free path of the material.
In a purely free electron/hole picture the energy-wavevector relationship is
E = E0 ± ~k
2
2m
, (6.1)
where E0 is the band edge and m is equal to the electron mass, me. In the
semiconductor the bands can deviate significantly from the curvature given by
this expression. A correction is made by the introduction of an effective mass,
m∗, that alters the coefficient of the above expression, with m = m∗me.
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The Drude model [196] provides a method of estimating the conductivity in a
material by a free electron gas model, in which particles are subject to collisions
with lifetime τ , and mean free path λ. The expression for the lifetime is
τ =
m
ρ¯ne2
, (6.2)
where n is the density of particles, ρ¯ is the material resistivity and e the electronic
charge. The mean free path is related to the lifetime through the Fermi velocity:
λ = vfτ . Given that in the free electron gas picture the density of particles is
k3f/3π
2 and the Fermi velocity is ~kf/m, the following expression can be derived
for the mean free path of the particles
λ =
2~π2
ρ¯e2k2f
. (6.3)
These equations can be applied to the hole dominated transport in the systems
studied here. Estimates of the (Ga1−x,Mnx)As Fermi energy and effective mass
can be found in the literature, including Ef =150 meV, m
∗=0.5 [49] for samples
doped with x=0.024, and Ef =130 meV, m
∗=0.61 [203] in samples doped at
x=0.02. In the (Ga,Mn)As epilayers used to measure the domain wall resistivity
the background resistivity varies between samples, but a typical value is 4×10−4 Ω
m. Combining with the Fermi energy and hole mass from the first study, the mean
free path is deduced to be ≈1.6 A˚ — considerably smaller than the estimated
domain wall size of 10 nm [87]. The use of a similar model to that outlined in
the previous Chapter is therefore justified as no ballistic transport effects need
be considered.
In modelling the experiments, Tang and Roukes initially consider two domains
with magnetisation vectors separated by 90◦ and mirrored symmetrically about
the device channel. A similar PDE (equation 12 in [202]) to the one derived in
the previous Chapter is obtained in terms of transformed coordinates, that in
this case have the definition ξ = x−x0− y/k and η = y, where x0 is the location
of the domain wall and k is the domain wall slope. The PDE they obtained is(
1 + k−2 + sin 2φk−1 − β
2
cos 2φ
)
∂2ψ
∂ξ2
+
(
1 +
β
2
cos 2φ
)
∂2ψ
∂η2
−
[
2k−1
(
1 +
β
2
cos 2φ
)
+ sin 2φ
]
∂2ψ
∂ξ∂η
= 0. (6.4)
Here φ is the angle between the local magnetisation and the device channel, and
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the quantity β is related to the degree of resistivity anisotropy in the system.
Tang and Roukes proceeded by obtaining an analytic solution for the perturbed
stream function ψ(1) in terms of the series expansion
ψ(1) =
∞∑
n=0
fn(ξ) cos
π(2n+ 1)
w
η, (6.5)
where fn(ξ) is a function that describes the ξ dependence of this stream function.
(The dependence on the width w of the device was omitted in their expression,
but is corrected here.) Substituting equation (6.5) into (6.4) and adding the
background current contribution, Tang and Roukes obtained the following stream
function
ψ(x, y) = J0y +
4βJ0w
F (φ1)−1/2 + F (φ2)−1/2
×
∞∑
n=0
(−1)n+1 exp [−αnF (φ(x, y))1/2|x− x0 − y/k|]
α2n
cos
(
π(2n+ 1)y
w
)
,
(6.6)
where J0 is the background current. For clarity the (x, y) dependence of φ has
been added where necessary, and F (φ) is used here to compact their original
expression, and given by:
F (φ) =
1 + β
2
cos 2φ
1 + k−2 + sin 2φk−1 − β
2
cos 2φ
. (6.7)
Here φ1 and φ2 are the magnetisation angles in the left and right hand domain
respectively. The factor αn is not given explicitly in their work, but it can be
inferred that αn = π(2n+ 1)/w. From this stream function the eddy currents are
calculated and the resistance profiles of a domain wall at various locations along
the device channel are produced.
The results of these calculations obtained by Tang and Roukes are reproduced
in figure 6.3a. The resistance profiles at the top and bottom of the device are
shown along with ∆Rxx for devices with domain wall inclination θ = 0
◦ and 30◦
and no misalignment of the easy axis. The average resistance is found to be zero
except in the regions near the probes where two peaks of opposite magnitude are
found for θ 6= 0◦, consistent with the relative displacement of the top and bottom
resistance curves. Figure 6.3b shows results obtained by Tang and Roukes in
which the model has been extended to include misalignment in the device from
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the (110) direction, leading to non-zero asymptotic values, and it is seen that
when the domain wall is in the region between the probes (which are located at
±3 in the figure), the resistance is simply given by a linear interpolation of the
asymptotic values between these locations.
To deduce the value of the intrinsic domain wall resistance in the (Ga,Mn)As
epilayers this model is applied to the various experimental configurations, and the
deviation from the straight line interpolation that is predicted in the calculations
is attributed to an intrinsic contribution. As seen in figure 6.1b and figure 6.2b,
a negative contribution from the domain wall resistivity is inferred, as the linear
portion of the experimental curves lie below the theoretical predictions. The
resistances found from this method are −0.44± 0.5 Ω for the first small-aspect-
ratio device, and averaged data of −1.0 ± 0.2 Ω for the 30 µm devices and
−0.3 ± 0.2 Ω in the 60 µm wide devices. Assuming a domain wall width of 10
nm the resistivities of the domain walls can be determined. In the 30 µm wide
epilayers Tang et al. deduce a resistivity as large as −100% of the background
resistivity, a remarkable result, implying resistance-free current transport through
the domain wall. Although some of the theories outlined in the introduction
describe mechanisms that can lead to a negative domain wall resistance [22, 30],
this result is many orders of magnitude greater than any negative domain wall
resistivity previously reported in a metal.
Unfortunately, there is good reason to question the validity of these finding. In
particular, considering the theoretical analysis of Tang and Roukes upon which
the modelling of the experiment is based it is apparent that several errors were
made. The first significant mistake is in the omission of a β factor in the cross-
derivative term of the real space PDE (equation 9 in [202]). This error is carried
forward after the coordinate change to obtain equation 12 in the manuscript,
shown here in (6.4). In this expression both sin 2φ terms are missing a factor
β, that are never recovered in the subsequent derivation. In addition, when
performing the coordinate change (9→12) a factor (1 − β
2
cos 2φ) is missing in
the prefactors of the double ξ derivative, this also remains absent in the work
that follows. The most severe ramifications in terms of the end result arise out
of the series expansion used for solving PDE (6.4). This expansion (16 in [202])
shown here in (6.5) does not satisfy the original equation owing to the presence
of the cross derivative term, which appears to have been neglected by Tang and
Roukes in their analysis. As a result, the expansion enforces a η → −η symmetry
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Figure 6.3: From reference [202]. (a) Prediction of Tang and Roukes’ analytic
method for the longitudinal resistances of moving domain walls with angles θ = 0◦
(left) and θ = 30◦ (right). Shown are the resistances along the top and bottom
of the sample and the averaged resistance. (b) Theoretical predictions of the
averaged resistance profiles in a set of systems with inclined domain walls. In
these systems the offset of the asymptotic values is due to a misalignment of
the device from the (110) direction. Between the probes there exists a linear
region that is given by an interpolation of the asymptotic value between the
probe locations (x/w = ±3 in this case). Shown are their predictions for 0◦, 5◦
and 10◦ degree walls.
that is not intrinsic to the original equation. In addition to these errors, equation
25 in reference [202] describing the transverse resistance generated by a domain
wall has typographical errors, and a missing factor of 1/w in the argument of the
function Γ. Also equation 28 in reference [202] used to calculate the potentials is
missing a factor ρ¯ as well as containing a typographical error. This list of errata,
whilst not complete, serves to cast doubt on the original analysis of Tang and
Roukes that was used by Tang et al. to extract the domain wall resistance in
their experiments.
In the remainder of this chapter the equations describing the current flow in
(Ga,Mn)As microdevices are re-derived, and then solved numerically to obtain
the channel resistance. Differences that arise between the results obtained and
found previously by Tang and Roukes are discussed.
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6.2 Current flow and resistance in (Ga,Mn)As
microdevices
In this section 2D transport calculations are performed to obtain the current
profiles near a domain wall in (Ga,Mn)As. This work is an extension of the for-
malism outlined in Chapter 5, and much of the same discussion applies here. The
governing equations of the system are Maxwell’s equation, the current continuity
condition and Ohm’s law, shown in (5.3)–(5.5). Also still valid in this systems
are the physical boundary conditions of a steady current flow at the ends of the
device, given in (5.6); and that no current can leave the sample through the top
and bottom edges, equation (5.7).
In the Cobalt Platinum systems studied previously the coordinates (⊥,‖) relate to
the domain wall resistivity anisotropy, and are defined by a vector perpendicular
to the domain wall surface. When this is the case these coordinates are always
parallel/perpendicular to the wall, and are trivially related to the domain wall
inclination, θ. In contrast, the resistivity anisotropy we wish to study here is
due to the anomalous magnetoresistance effect, and present in the domains of
(Ga,Mn)As. This anisotropic resistivity is defined relative to the magnetisation
vector of a domain and is therefore independent of the domain wall inclination,
and governed primarily by the magnetocrystalline anisotropy. Clearly a new
definition of the system coordinates is required, including an additional set that
account for this new degree of freedom. Therefore in the modified formalism
presented here φ represents the angle between the local magnetisation and the
channel length, with the magnetic vector parallel to ‖, and perpendicular to the
⊥ coordinate, as shown in figure 6.4. The angle θ still denotes the inclination of
the domain wall and is also shown in this figure. A new set of coordinates (p, q)
are introduced for dealing with the interface conditions at domain boundaries,
and are defined to be perpendicular/parallel to the domain wall surface, much
in the same way as the (⊥,‖) coordinates in the previous study. They are also
shown in figure 6.4. The definition of the device coordinates xy is retained, along
with the sample length, width and thickness given by L, w and t respectively.
With these definitions, the resistivity tensor in the xy reference frame, ρˆxy, is
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now given by
ρˆxy = ρ¯
(
1 + β
2
cos 2φ β
2
sin 2φ
β
2
sin 2φ 1− β
2
cos 2φ
)
. (6.8)
The average resistivity ρ¯ = (ρ‖ + ρ⊥)/2 and anisotropy factor β = (ρ‖ − ρ⊥)/ρ¯
first defined in the previous chapter are restated. This definition of the resistivity
tensor holds throughout the entire sample, with neighbouring domain regions
having differing values of φ in the (Ga,Mn)As epilayer.
The system is divided up along its length intoM regions of homogenous resistivity
tensor, separated by M − 1 interfaces inclined at an angle θ as seen in figure 6.4.
The individual regions are labelled l, so that region dependent quantities such as
φl represent the value of φ in region l. In general, although not in the experiments
presented here, ρ¯ and β can also vary between regions.
6.2.1 The stream function
As previously, for the problem of obtaining the current density J(x, y) a scalar
stream function is used, with the definition J = (∂ψ/∂y,−∂ψ/∂x), along with
the physical boundary conditions in terms of this stream function
ψ = J0y x = 0, L (6.9)
and
ψ = ±J0w
2
y = ±w
2
. (6.10)
As a result of the above definition of the stream function the current continuity
equation (5.3) is automatically satisfied, whilst Maxwell’s equation (5.4) and
Ohm’s law (5.5) combine with the definition of the tensor (6.8) to yield the
following elliptic partial differential equation to be satisfied by the stream function
in each region l:
al
∂2ψ
∂x2
+ bl
∂2ψ
∂y2
− cl ∂
2ψ
∂x∂y
= 0. (6.11)
188
x=L
xm-1
t
x1x=0
φm
//
⊥θ
y=-w/2 p
l=m
q l=m–1
xl=2
l=1y=+w/2
yz
Figure 6.4: The physical system modelled has length L, width w and thickness t.
The system is divided into M regions of homogenous resistivity labelled l. The
M − 1 interfaces are located at xl. Defined in the image are the AMR vectors
(‖,⊥) and angle φl. The interfaces have an angle θ and parallel/perpendicular
coordinated (p, q).
The prefactors are given by
al =
(
1− β
2
cos 2φl
)
bl =
(
1 +
β
2
cos 2φl
)
(6.12)
cl = β sin 2φl.
At the interface between regions the boundary conditions that must be satisfied
are that the current perpendicular to the interface must be continuous, and that
the electric field parallel to the interface must be continuous. The component of
the current perpendicular to the interface is given by
Jp =
∂ψ
∂y
cos θ +
∂ψ
∂x
sin θ (6.13)
in terms of the stream function. The component of the electric field parallel to
the domain wall is
Eq = ρqJq = ρq
(
∂ψ
∂y
sin θ − ∂ψ
∂x
cos θ
)
, (6.14)
where the ρq is a function of both the angles θ and φ.
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6.2.2 Coordinate change
Following the same methodology used in the previous Chapter, PDE (6.11) is
rewritten in terms of a new coordinate system (ξ, η), defined by ξ = x − y tan θ
and η = y. This transform is performed to obtain a rectangular domain for
meshing with the rectangular piecewise grid employed in the numerical work. In
this new system equation (6.11) becomes
a′l
∂2ψ
∂ξ2
+ b′l
∂2ψ
∂η2
− c′l
∂2ψ
∂ξ∂η
= 0, (6.15)
and the prefactors are not so compact after the separation of θ and φ terms.
a′l = ρ¯
[
1 +
β
2
cos 2φl(tan 2θ − 1) + tan θ(tan θ + β sin 2φl)
]
b′l = ρ¯
[
1 +
β
2
cos 2φl
]
(6.16)
c′l = ρ¯
[
2 tan θ(1 +
β
2
cos 2φl) + β sin 2φl
]
The new derivatives used in (6.15) are defined in (5.25).
The physical boundary condition governing current flow in and out of the channel
ends becomes
ψ = J0η ξ = 0, L. (6.17)
No current flow through the sides of the device channel corresponds to
ψ = ±J0w
2
η = ±w
2
. (6.18)
In terms of the inter-region boundary conditions the current component Jp given
in equation (6.13) is conserved corresponding to the relationship
∂ψl
∂η
=
∂ψl+1
∂η
ξ = ξl. (6.19)
For the stream function, the electric field component parallel to the domain wall
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is given by
Eq = −ρ¯
(
β
2
cos 2(φ− θ) + 1
)
∂ψ
∂ξ
−
(
β
2
sin(2φ− θ) + sin θ
)
∂ψ
∂η
(6.20)
in terms of the new coordinates and must also be conserved at the interface.
6.2.3 Numerical solution
So far, equations have been presented for describing the current flow in a 2D
system of domains with AMR, separated by inclined interfaces. The details of
the numerical solution are similar to those outlined in Chapter 5, and much of
the associated discussion remains relevant in this application.
Section 5.3.2 described the initial solution and the implementation of the bound-
ary conditions in the numerical scheme employed to solve these equations. The
same methods apply here, except for equations (5.37) and (5.38) describing the
updated boundary condition, which are now
ψN lξ,j =
1
Ml∆ξl+1 +Ml+1∆ξl
[
∆ξl+1Ml
(
4ψN lξ−1,j − ψ
l
N lξ−2,j
)
+∆ξlMl+1
(
4ψN lξ+1,j − ψN lξ+2,j
)
+
∆ξl∆ξl+1
∆η
(Nl+1 −Nl)
(
ψN lξ,j+1 − ψN lξ,j−1
)]
,
(6.21)
with
Ml = −
ρ¯l
(
1 + β
2
cos 2(φl − θ)
)
cos θ
, (6.22)
Nl = ρ¯l
[
β
2
sin(2φl − θ) + sin θ
]
. (6.23)
In section 5.3.1 a meshing scheme and iterative relaxation method were described
for solving the governing PDE (5.23). This is identical to the scheme used here,
including the final expression for obtaining the next iteration of ψ (5.35), using
the new prefactors (6.16).
191
Sections 5.3.3 and 5.3.4 describe the terminating criterion and methods of accel-
erating the convergence of the iterative procedure. Both apply here.
Finally, in section 5.3.5 the method of calculating the potentials is given, and is
identical to that used here except the electric fields are now given by
Ex = ρ¯
[
−
((
1 +
β
2
cos 2φ
)
tan θ +
β
2
sin 2φ
)
∂ψ
∂ξ
+
(
1 +
β
2
cos 2φ
)
∂ψ
∂η
]
(6.24)
Ey = ρ¯
[(
β
2
(cos 2φ− sin 2φ tan θ)− 1
)
∂ψ
∂ξ
+
β
2
sin 2φ
∂ψ
∂η
]
. (6.25)
To calculate the potential profile of a moving domain wall, a total channel length
of L = 3ℓ is used. The potential profile is calculated along the whole length of
the sample, and the potential difference between a pair of probes, separated by
distance ℓ, and centred at various positions along the sample is obtained, in order
to replicate the experimental situation of a fixed probe position and a moving
domain wall.
6.3 Numerical results
Numerical results for the current flow and associated resistances in the presence of
a domain wall in (Ga,Mn)As are now presented, obtained using the above theory.
Firstly, the grid size used for representing the stream function is described. Fol-
lowing this the effect of the domain wall inclination and device misalignment on
the resistance profiles of domain walls at various locations in the device channel
are investigated.
For numerical solution, the stream function ψ in the rotated coordinates was
discretised onto a rectangular grid, allowing the point density to be varied along
the length of the sample, an enabling a better representation of ψ in regions of
greater variation. Such a scheme was employed in the calculations presented here,
in which the density of ξ points is 30 points/µm except within a distance ±w of
the interface where the density was increased to 70 points/µm. In the η direction
a density of 20 points/µmwas used. These are sufficient to converge the resistance
profiles plotted in the subsequent sections. The key quantity presented in this
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chapter is a resistance RAMR, and a separate convergence study is presented later
for this quantity.
6.3.1 Initial calculations
Before proceeding to document the results of calculations on test systems the
coordinate x is redefined here for convenience. The origin, x = 0, is now located
in the middle of the sample, halfway between the tranverse probe pairs.
As was mentioned in the introduction, a weak uniaxial anisotropy is present in
the (Ga,Mn)As epilayers studied experimentally that alters the domain magneti-
sation angles from a true 90◦ separation. These changes are accounted for in later
calculations presented in this work, whilst, for simplicity, early illustrative cal-
culations and discussion assume perfect 90◦ domain walls. Figure 6.5 illustrates
the change in the longitudinal resistance found between two sets of probes as a
domain wall is driven between them in a 30 µm wide, ℓ/w = 6 device [other pa-
rameters: β = −0.02, ρ¯ = 3× 10−4 Ωm, φ1 = −φ2 = −45◦, θ = 0◦]. The change
in current induced by a domain wall within the region between the probes is
found to increase the longitudinal potential difference along the bottom of the
channel, and decrease it along the top. These changes are consistent with the
single anti-clockwise current rotation that is found around the domain wall in the
system; at y = +w/2 the current perturbation flows in the negative x direction
giving a negative contribution to the resistance, and vice-versa at y = −w/2.
The current vorticity was found to switch with the sign of β, or reversing of the
domain order so that φ1 = −φ2 = +45◦.
The regions of greatest variation are located at ±90 µm — the positions of the
probes — owing to the induced eddy currents passing the probes as the domain
wall moves. A schematic showing the domain wall and induced current crossing
the probes and midway between the probes is inset in figure 6.5. If the aspect
ratio of the device is large enough, then these eddy currents originating from a
domain wall located at the middle of the channel, x = 0, will have decayed fully
before reaching the probes. In this case an useful expression may be derived for
the difference between the resistances measured along the top and bottom of the
sample by the probes, δRxx, in terms of the anomalous Hall potential.
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Figure 6.5: Resistance measured between probes at the top (DC) [Blue] and
bottom (BA) [Red] of the sample. The probes are located at x = ±90 µm.
[inset ] From top to bottom: current profiles for a domain wall located at the left
probe pair, centred between the probes, and at the right probe pair.
To see this, note that from the requirement that the potential around a closed
loop is zero, the expression
VDC + VCA − VBA − VDB = 0 (6.26)
is valid (see inset of figure 6.5 for probe configuration). Here the quantities VCA
and VDB are the transverse voltages. If the perturbed current from the domain
wall has decayed before reaching the probe location the current between probes C
and A, and D and B, is (J0, 0), and so the y component of the electric field will be
Ey = (1/2)ρ¯βJ0 sin 2φ from E = ρˆJ. The potentials are obtained by integrating
Ey between the probes, giving
VCA = − ρ¯βwJ0
2
sin 2φ1 VDB = − ρ¯βwJ0
2
sin 2φ2 (6.27)
Hence, in the case where φ = −φ1 = φ2 and using (6.26), the difference between
the potential measured by the probes along the top and bottom of the sample is
given by
VBA − VDC = ρ¯βwJ0 sin 2φ, (6.28)
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and the corresponding difference in resistance (δRxx = (VBA − VDC)/J0wt) is
δRxx = − ρ¯β sin 2φ
t
. (6.29)
Using the parameters presented earlier gives a value for δR of 60 Ω, consistent
with the value found in the numerical work shown in figure 6.5. This expression is
used later in this Chapter to determine the anisotropy factor β for the (Ga,Mn)As
samples studied experimentally by Tang et al. [87].
6.3.2 Domain wall angle
In this section the effect of the domain wall angle variation is considered. Ex-
perimentally, this variation is due to the imprecise nature of forming domain
walls in the sample, thus the exact value of θ is not known for any particular
measurement. The averaged inter-probe resistance along the top and bottom of
the sample is used in the experiment to extract the intrinsic domain wall contri-
bution. Figure 6.6 shows this calculated average resistance as a function of the
domain wall position for systems in which θ is varied. The same parameters are
used as in the previous section, with θ taking the values 0◦, 10◦, 20◦ and 40◦.
The most striking features are the two peaks that occur when the domain wall
passes the probes, a positive peak found when the domain wall passes the left
probes which is then inverted as it approaches the right probes. The origin of
these peaks can be explained in terms of the relative displacement of the resistance
profiles at the top and bottom of the samples when the domain wall is inclined
at angle θ. The curves in figure 6.5 are shifted by ±(1/2)w tan θ respectively
due to the wall’s orientation, and so systems with greater angles exhibit larger
peaks owing to this displacement. In the case where θ = 0◦, some slight structure
exists due to asymmetries in the perturbed current at the top and bottom of the
sample.
A notable aspect of the calculated resistances is that in the region between the
peaks, representing the situation where the domain wall induced eddy currents
are fully contained between the probes, a small negative value is found. This
is shown in the inset of figure 6.6. This negative offset is in sharp contrast to
the behaviour found previously by Tang and Roukes, who found this part of the
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Figure 6.6: Averaged resistance measured between probes at the edges of the
sample as a function of domain wall position. The numbers given in the key
are values of the domain wall inclination θ. [inset ] The curve corresponding to
θ = 10◦ is rescaled to show the negative offset due to the circulating currents,
RAMR.
curve to show no resistance. For reasons made clear shortly, this new resistance
is termed RAMR. By repeating the calculations with different geometries, it is
found that RAMR is independent of the sample width, w.
In the following section the effect of the device alignment on the resistance profiles
will be studied. However, before proceeding the convergence properties of RAMR
will be demonstrated with respect to the grid, demonstrating that this additional
resistance is not due to an insufficient representation of the stream function.
Table 6.1 list values of RAMR calculated with different grid densities. Owing to
the linear variation of the transverse Hall voltage in the system, the averaged
resistance contribution along the top and bottom of the sample should also equal
the resistance found directly along the centre of the channel. Results are pre-
sented for both. The first three rows of this table show data for grids with an
uniform ξ point density throughout the sample, whilst the last two employ a
hybrid scheme where a larger number of points were employed within a distance
±w of the domain wall.
As found in the previous Chapter, convergence is slower at the sides of the sam-
196
η-point density ξ-point density RAMR Average RAMR Centre
Points/µm Points/µm Ω Ω
20 7.5 −0.149 −0.163
20 15 −0.159 −0.163
20 30 −0.162 −0.163
20 30,70∗ −0.162 −0.163
40 30,70∗ −0.162 −0.163
Table 6.1: Convergence of RAMR with respect to the grid point density using both
the averaging method employed by Tang and Roukes, and the potential obtained
directly down the channel centre. ∗ denotes the density that is used within a
distance ±w of the domain wall. [β = −0.02, ρ¯ = 3 × 10−4 Ωm, w = 30 µm,
ℓ/w = 6, −φ1 = φ2 = 45◦, θ = 0◦].
ple, where the large current densities near the domain wall require an especially
detailed representation of the gradient of ψ. In fact for the grid densities tabu-
lated here the resistance along the centre of the channel remains well converged
to 3 significant figures, whilst this is not the case for the averaged resistance. In
subsequent calculations the better convergence properties of the channel centre
RAMR mean it is this value that is used.
6.3.3 Device misalignment
Experimentally, Tang et al. reported that the the device fabrication process re-
sulted in a slight misalignment of the easy axis of magnetisation with respect to
the sample boundaries. This misalignment is denoted by the angle δ, correspond-
ing to the magnetisation angle in region 1 being φ1 = −φ + δ and in region 2,
φ2 = φ+ δ.
Although experimentally steps were taken to minimise δ, it was not possible to
prevent a small residual misalignment persisting. To study the effects of this mis-
alignment on the device resistance, calculations have been performed for systems
with θ = 10◦ in which the angle δ is 0.1◦, 1◦, 2◦ and −1◦. The averaged probe
resistance profiles are plotted in figure 6.7. It can be seen that the asymptotic
resistance values are dependent on the degree of misalignment δ, whilst the resis-
tance profile varies linearly when the domain wall is located between the probes.
When the domain wall is located to the left of the probes, at sufficient distance so
that none of the perturbed current is measured, then the longitudinal resistance
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is that of a single region with magnetisation angle φ2. Likewise, when the domain
wall is sufficiently far to the right of the probes the longitudinal resistivity is that
of a domain of magnetisation angle φ1. Given the fact that for these domain wall
locations the current density near and between the probes will be (J0, 0) then the
resistance measured between both sets of probes will be
R1 =
ρ¯(1 + β
2
cos 2φ1)ℓ
wt
and R2 =
ρ¯(1 + β
2
cos 2φ2)ℓ
wt
. (6.30)
Thus the difference in asymptotic values (∆R = R2 −R1) is
∆R = − ρ¯βℓ
wt
sin 2φ sin 2δ. (6.31)
The numerical results are in perfect agreement with this value. If we choose to ig-
nore the current perturbation, then as the domain wall moves between the probes
the measured resistance is a proportional contribution from the background re-
sistivity of each domain. Thus for probes located at xA and xB, where xA < xB,
the longitudinal inter-probe resistance due to the background current will be
R0xx(x) =

R1 x ≤ xA
R2xB−R1xA+(R1−R2)x
xB−xA
xA < x < xB
R2 x ≥ xB
(6.32)
However, the numerical results show that the actual profile lies below this in-
terpolation, due to the contribution from the current perturbation. The inset
in figure 6.7 shows the calculated average resistance curve for the system with
misalignment angle δ = 0.1◦. With the adjusted vertical range a clear offset from
the interpolation (dashed line) can be seen, labelled on the plot as RAMR. This
curve has obvious similarities to that obtained experimentally by Tang et al.,
shown in figure 6.3b, where a similar offset is attributed to an intrinsic domain
wall resistance.
6.4 Analytic model of RAMR
The broad features of the resistance that exists in (Ga,Mn)As epilayers containing
moving domain walls, in particular the effects of the domain wall inclination and
misalignment from the easy axis of magnetisation have so far been established.
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It has also been shown that the domain wall resistance lies below a straight
line interpolation between the two asymptotic channel resistivities of the two
magnetisation states, which has been attributed to the currents induced at the
domain wall boundary. The aim of this section is demonstrate the existence of
this new resistance analytically, and to derive a simple expression that provides
an estimate of this AMR induced resistance, RAMR.
The starting point is to note that the averaged longitudinal resistance measured
along opposite sides of the device, used to eliminate contributions from the planar
Hall effect, can be expressed in terms of a difference in voltages at either end of
the device channel:
−I〈R〉 = (VB − VA)/2 + (VD − VC)/2
= (VB + VD)/2− (VA + VC)/2. (6.33)
Assuming that the probe separation is large enough so that the eddy currents
are fully contained within the area defined by the four probes, then the current
between points A and C; and B and D is given by (J0, 0). The electric field is
therefore constant and the potential varies linearly between probes C and A; and
B and D. The voltage averages in equation 6.33 can be combined by the use of
V (−ℓ/2, y)− V (0, y) = − ∫ ℓ/2
−ℓ/2
Ex(x, y) dx to give 〈R〉 in terms of an integral of
the electric field over the area of the device defined by the probes:
I〈R〉 = 1
w
∫ ℓ/2
x=−ℓ/2
∫ w/2
y=−w/2
Ex(x, y) dx dy. (6.34)
By integrating the continuity equation over regions Ω = {(x′, y) ∈ R2| − ℓ/2 ≤
x′ ≤ x,−w/2 ≤ y ≤ w/2} and Ω = {(x, y′) ∈ R2| − ℓ/2 ≤ x ≤ ℓ/2,−w/2 ≤ y′ ≤
y} it can be shown (see Appendix C) that∫ w/2
−w/2
Jx(x, y) dy = J0w,
∫ ℓ/2
−ℓ/2
Jy(x, y) dx = 0. (6.35)
By splitting equation (6.34) into contributions from both domains in which each
of the resistivity contributions is constant, replacing Ex by ρxxJx + ρxyJy and
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using (6.35), one finds
〈R〉 = 1
wt
[
ρ1xx
(
ℓ
2
+ x0
)
+ ρ2xx
(
ℓ
2
− x0
)]
+
1
J0w2t
(ρ1xy
− ρ2xy)
∫ x0
x=−ℓ/2
∫ w/2
y=−w/2
Jy(x, y) dx dy, (6.36)
where x0 is the location of the domain wall. The first term in square brackets is the
linear interpolation between the asymptotic values that was previously described.
This interpolation was used by Tang et al. in interpreting their experimental
results, and was assumed to represent the “extrinsic” resistance expected in the
device channel. However, the final term in equation (6.36) is a contribution that
does not appear in Tang and Roukes’ solution, and which clearly deviates from
the simple interpolation method they employed. The source of this term is the
current loop that is formed as a result of the discontinuity of the resistivity tensor
at the domain wall, and as seen in numerical results presented in the previous
section it is found to give a negative contribution to the device resistance. To
proceed in estimating the magnitude of this additional contribution, the case
where −φ1 = φ2 = φ is considered, which applies when δ = 0. The diagonal
components of the resistivity tensor are continuous across the domain wall and
the off-diagonal components change sign. If the magnitude of β is small then the
Jx contribution will be dominated by the uniform background current J0, except
within a distance ≈ βw of the sides of the device near the domain wall where
the edge current perturbation is concentrated. If this edge correction is neglected
then it follows from matching equations (6.13) and (6.14) at the interface that
immediately on either side of the domain wall,
Jy(x0 ± 0+, y) ≃ ∓J0β
2
sin 2φ. (6.37)
Ignoring anisotropy, the slowest decaying current perturbation will decay like
exp(−π|x|/w) [204], and making the assumption that Jy decays with this profile,
i.e.
Jy(x, y) ≃ ∓J0β
2
sin 2φ exp(−π|x|/w), (6.38)
it is possible to evaluate integral 6.36 to obtain the intrinsic AMR contribution
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Figure 6.8: Jy(x) profiles at different values of y for a domain wall located at
x = 0µ. The red line is taken down the centre of the channel, the dark blue line
at 0.25w away from the top edge, and finally the cyan line is at a distance 0.01w
away from the top edge. [inset (a)] Logarithmic representation of these currents,
the linear regions have gradients π/w. [inset (b)] Jy at interface.
to the averaged longitudinal resistance,
RAMR = −Rβ
2
2π
sin2 2φ, (6.39)
where R = ρ¯/t is the sheet resistance. This is the desired analytic expression
for the new resistance contribution.
This result confirms that the resistance due to the circulating current is negative,
as was previously found in the numerical calculations. It is also notable that this
expression is independent of the width w of the device, also in agreement with
the numerical findings. However, the approximations made regarding the values
of Jy at the interface, and the decay rate of the current will result in differences
between (6.39) and the true value of RAMR, for which a full numerical treatment
is required. Figure 6.8 shows the Jy(x) current profile for a typical system, with
β = −0.02, and giving an interface value of ≈ ∓0.01J0, as predicted by equation
(6.37). The Jy(x) cross section is shown at different value of y, and it can be
seen that near the edges of the sample (blue line), the Jy component decays
more rapidly than at the centre of the channel (red line). This deviation from
the exponential decay assumed in our analytic model is highlighted in inset (a)
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of figure 6.8, which shows the logarithm of |Jy| versus x. Along the centre of
the channel and at 0.25w from the edges the deviation is small from the π/w
gradient expected from equation (6.38). However, at the edges of the device
a significant difference is found, and consequently the actual magnitude of the
negative resistance will be slightly lower than the value predicted by expression
(6.39). Inset (b) shows the value of Jy along the domain wall, showing the
interfacial value in (6.37) holds true apart from at the very edges of the sample.
Figure 6.9 displays a comparison between the analytic estimate (6.39) and the
full numerical solutions for evaluating RAMR for different values of β. It is found
that the magnitude of the negative resistance predicted by the analytic expression
is greater, consistent with overestimate of the current integral. The resistance
magnitudes are of the order 15% lower in the numerical study, but the analytic
expression still has some value in estimating this contribution. The β2 relation-
ship predicted by the analytic expression is seen to describe the numerical result,
with the current loop reversing its rotation for positive value of β.
Finally, figure 6.10 shows the variation of the numerically calculated value of
RAMR with respect to the domain wall inclination θ and misalignment δ. The
analytic expression defined above is not valid for these cases. It can be seen that
RAMR decreases for greater wall inclinations, θ, due to the decreasing negative
contribution from the Jy current component as the wall is inclined. The inset
of figure 6.10 shows that RAMR is relatively insensitive to realistic values of the
misalignment angle, δ.
6.5 RAMR contribution to experiment
In this section, the results and calculations of the previous sections are applied
to the (Ga,Mn)As epilayer devices studied experimentally.
To determine the anisotropy factor β of the sample, equation (6.29) describing
the difference between the resistance measured along the top and bottom of a
channel for a domain wall at x = 0 was used to interpret the experimental data
reported in [87]. This yields a value of β ≈ −0.03 which is used in the following
calculations.
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Firstly the 30 µm and 60 µmwide systems are modelled, corresponding to systems
2 and 3 in the Chapter introduction. For these epilayers the background resistivity
is quoted as 3 × 10−4 Ω m, and the quoted thickness is t = 100 nm. The
value φ = 45◦ has been used in the illustrative examples given in the previous
section, however due to the presence of an uniaxial anisotropy in the experimental
samples, a value φ = 37◦ is now used [200]. The difference in the asymptotic value
visible in figure 6.3b is 5 Ω, giving a misalignment of δ = 0.28◦ via equation 6.31.
Note that this is larger than the misalignment quoted by Tang et al.. The domain
walls form with a small random orientation with a quoted dispersion of ±20◦. For
these two systems the value used in the simulations was θ = 20◦. Calculations
were performed on samples with both values of the channel width. The results
found are that the resistance is lowered by 0.33 Ω as a result of the eddy currents
induced at the domain wall. The resistance profile ∆Rxx(x) for a system with
w = 30 µm is shown in figure 6.11, for a domain inclined at θ = 20◦.
The initial test device is now considered, reported as system 1 in the Chapter
introduction. From the documented work of Tang et al. the following parameters
can be deduced: ρ¯ = 4× 10−4 Ω m, t = 150 nm, β = −0.03 with channel width
w = 100 µm and probe separation ℓ = 200 µm. The angle φ is −37◦ and δ = 1.5◦.
The greater structure seen experimentally in ∆Rxx is due to the lower aspect ratio
and larger domain wall inclination; using θ = 50◦ gives a reasonable reproduction
of figure 6.1b. As a result, the linear regime is present only over a small range
of domain wall positions, midway between the voltage probes. In this regime the
large spacial extent of the eddy current relative to the probe spacing affects the
slope of the resistance curve, which no longer coincides with a linear interpolation
of the asymptotic resistances. The dashed line in figure 6.12 represents a line that
is parallel to the linear section, to give an indication of the extent of RAMR. The
calculated resistance is lowered by 0.16 Ω due to these current, although if the
aspect ratio were increased to fully contain the eddy currents, then this value
would be 0.18 Ω.
6.6 Discussion
Before discussing the implications of the new resistance RAMR to the interpreta-
tion of domain wall resistance measurements in (Ga,Mn)As, there remains an-
205
−3
−2
−1
0
1
2
3
−180 −120 −60 0 60 120 180
DW position (µm)
∆
R
x
x
(Ω
)
RAMR = −0.33 Ω
Figure 6.11: Average probe resistance profile along the sides of the channel.
The dashed line represents the linear interpolation used by Tang and Roukes.
[β = −0.03, ρ¯ = 3 × 10−4 Ω m, φ = 37◦, θ = 20◦, δ = 0.28◦, w = 60 µm and
t = 100 nm]
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Figure 6.12: Averaged longitudinal resistance of a moving domain wall in a system
with parameters β = −0.03, ρ¯ = 4 × 10−4 Ω, φ = −37◦, θ = 50◦, δ = 1.5◦,
w = 100 µm and t = 150 nm. For direct comparison with system 1 of Tang et
al..
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other potentially significant contribution to the measured resistance that must
be considered. The vectors of the resistivity anisotropy due to the AMR effect
coincide with the direction of the local magnetisation, and at a domain wall a
rapid rotation occurs in both. As a result a domain wall can alter the longitudi-
nal potential via this mechanism with modifications to the electric field given by
equation (6.24). Other authors have studied this phenomena, including Kla¨ui et
al. [205], who found a negative contribution to the resistivity both theoretically
and experimentally in notched Py rings containing domain walls.
A realistic profile for a Ne´el-like wall separating two domains with magnetisation
φ1 = ±45◦ and φ2 = ∓45◦ is given in radians by the expression [206]
φ(x) = ∓1
2
arctan
[
sinh
πx
d
]
, (6.40)
where d is the domain wall width. For a system with θ = 0◦ the potential change
along a domain wall placed symmetrically between the probes so that x0 = 0 µm
is given by
V = −
∫ −ℓ/2
ℓ/2
ρ¯
(
1 +
β
2
cos 2φ(x)
)
Jx dx, (6.41)
where it is assumed that the perturbed current, δJ, is small compared to the
uniform background current. The first term in this integral, ρ¯Jx, is the contribu-
tion from the background resistivity and is thus removed in experimental results.
Integrating the remaining term and using the profile defined in (6.40) gives the
expression
RdwAMR =
ρ¯βd
2wt
(6.42)
for the domain wall rotational AMR contribution to the resistance. Using parame-
ters taken from experiment for a 30 µmwide sample [β = −0.03, ρ¯ = 3×10−4 Ωm,
t = 100 nm, d = 10 nm], RdwAMR is found to be −0.015 Ω. The measured resis-
tance offset of the 30 µm wide devices in the experiment is −1.0 Ω — roughly
two order of magnitude greater. Since expression (6.42) is inversely proportional
to the width of the channel the 60 µm wide has RdwAMR = −0.0075 Ω. The domain
wall rotational AMR effect can therefore not account for a significant proportion
of the measured signal. The same conclusions were reached when the domain
wall profile is changed from that given in (6.40) to a linear variation.
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In thin films with in-plane magnetisation a Ne´el wall has a lower energy than a
Bloch-type wall due to the existence of energetically unfavourable free poles at
the film surface in the latter case. Even in the case where a Bloch type wall is
considered, any out of plane component of the magnetisation only reduces the
contribution from the second term in integral (6.41), thus reducing the magnitude
of this extrinsic contribution.
Thus we can safely ignore the influence of the magnetisation reversal within the
wall itself as a contribution to the measured resistance change.
Table 6.2 compares the calculated value of RAMR for the three systems studied
experimentally, and the equivalent value of the offset that was measured. It is
clear that the AMR which has been identified in this Chapter term makes a
large contribution to, and can largely explain, the negative values observed in
the experiment, with the exception of one set of devices where a true negative
intrinsic domain wall resistance may indeed have been observed. In previous
studies [55] on 180◦ domain walls in (Ga,Mn)As a positive domain wall resistance
was found after accounting for sizable contributions from the extraordinary Hall
effect. Clearly, further studies are required before any quantitative conclusions
can be drawn about the intrinsic contribution to the resistance of a domain wall
with any degree of confidence. On the basis of the results obtained here, it is
possible to identify the desirable characteristics of any subsequent experimental
studies. In such devices it will be preferable to have a large probe separation
to width ratio to enlarge the linear region of ∆Rxx between the probes, and for
the same reason, keeping the domain wall perpendicular to the channel is also
desirable.
System Width Experiment RAMR
µm Ω Ω
1 100 −0.44±0.5 −0.16
2 30 −1.0±0.2 −0.33
3 60 −0.3±0.2 −0.33
Table 6.2: Comparison of resistance offsets determined from experiment, and val-
ues of RAMR found from the numerical model for the 3 unique classes of systems.
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6.7 Summary
In this Chapter the domain wall resistance has been studied in devices based
on the dilute magnetic semiconductor (Ga,Mn)As. The motivation for the work
comes from experiments of Tang et al. [87], who performed measurements on epi-
layers containing mobile domain walls. Resistance profiles of these moving walls
were obtained by averaging measurements of the longitudinal potential between
sets of probes situated along the top and bottom of the sample. A model was pre-
sented and solved by Tang and Roukes [202] to obtain the current induced near
a domain wall based on the homogenous resistivity tensor in a ferromagnetic
domain. Comparing the resistance profiles predicted with those found experi-
mentally, the differences were attributed to an intrinsic domain wall resistance.
However, it has been shown in this Chapter that errors were made in their theo-
retical analysis, and that the analytical expression from which the currents were
obtained does not satisfy the governing equations.
The model used in Chapter 5 was extended to these systems and solved numer-
ically by an overdriven Gauss-Seidl method. The influence of the domain wall
inclination and device misalignment on the resistance profiles have been studied,
and useful equations obtained for the values of the differences relevant to the ex-
periment. A new contribution has been identified to the longitudinal resistance
measured when the domain wall is situated between the probes, that survives
the averaging procedure used by Tang et al.. This contribution is absent in the
analysis of Tang and Roukes. The sign of this resistance is found to be negative
— independent of the magnetisation angles and domain wall inclination. An ex-
pression that provide an estimate of this resistance has been derived for domain
walls aligned perpendicularly to the channel, this may be useful for further exper-
imental work in this field. To obtain more accurate results, or to model inclined
domain walls, a numerical procedure as outline in this Chapter has been found
to be necessary.
On the basis of calculations that simulate the systems measured experimentally to
date, it is found that this new resistance can account for the resistance attributed
to an intrinsic domain wall contribution in two sets of devices. A third set cannot
be fully accounted for by this AMR induced resistance, so it is possible that a
true negative intrinsic domain wall resistance was measured in these samples. To
fully understand the situation, further experimental measurements are desirable.
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Chapter 7
Conclusions
This thesis has documented investigations of the physics in systems containing
ferromagnetic domain walls. These regions of rotating magnetisation have, until
recent years, been largely neglected in terms of both experimental and theoretical
efforts. However the growth in the field of spintronics, fuelled by ever increasing
data storage and processing demands, has seen the physics of domain walls being
pursued with increased vigour. The transport properties of domain walls have
been the subject of much contention in the literature, with little consensus on
the sign let alone the magnitude of the domain wall resistance. The object of this
thesis has been to further understanding of this matter by applying theoretical
methods to examine systems investigated in experimental studies.
The primary experimental motivation for this work was experiments on Cobalt-
Platinum trilayers in which the precise magnetic properties are controlled with
remarkable spatial resolution using focused Ga ion beam irradiation. In these
systems, an ultra-thin layer of Cobalt is deposited between a Platinum substrate
and capping layer by a sputtering technique, and the strong out-of-plane uni-
axial magnetocrystalline anisotropy reduced locally by the irradiation procedure
through an increase in interfacial roughness at the Cobalt-Platinum boundary.
This was exploited in the experiments to form reproducible ‘artificial’ domains
that allow the pinning of domain walls for study. The magnetisation properties
of irradiated samples were probed experimentally by hysteresis curves obtained
from Hall effect measurements, before transport experiments were conducted on
the artificially induced domain walls. Several different theoretical techniques
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were required to illuminate the magnetism and transport properties of these sys-
tems, and the opportunity arose to extend the study to domain wall transport
in (Ga,Mn)As devices. We will now briefly review each chapter and revisit the
primary conclusions of each.
The magnetic properties of Cobalt Platinum systems were studied theoretically
in Chapter 2 by the LKKR technique, a method designed specifically to deal with
layered materials. The ab initio scattering framework is based on density func-
tional theory, and was used here to obtain self-consistent potentials for systems
that can usefully be compared to experiment. Initially bulk Cobalt systems were
studied, and it was demonstrated that the electronic density of states around
the Fermi energy is sensitive to the atomic volume, with clear band narrowing
of the dominant d-bands observed as the inter-atomic spacing is decreased. Mul-
tilayers of mixed Cobalt and Platinum were subsequently studied in both the
(111) and (100) layered geometries for systems that were constrained to adopt
a rigid Platinum structure. Attempts were made to improve on this structural
approximation by considering more realistic lattices. The tool employed for such
a lattice relaxation task was the planewave DFT code CASTEP. It was however
found that the pseudopotentials tested in the code cannot fully reproduce the
results of full or spherically averaged potential calculations from the literature.
In light of this, a volume conserving relaxation scheme was used and the results
of the previous multilayer studies reconverged with these new structures. It was
found that in both relaxed and unrelaxed cases that the Cobalt atomic moment is
increased slightly (0.1–0.4 µb) in the systems tested, whilst Platinum atoms near
the interface break their spin degeneracy to obtain a small polarisation (0.1–0.3
µb) that decays rapidly away from the Cobalt interface. To better match the sit-
uation found experimentally, these calculation were extended to surface systems.
Here the trilayer is built upon a semi-infinite frozen potential bulk halfspace,
with self-consistent relaxation of potentials allowed for the atoms placed on the
surface. It was found that the increased magnetic polarisations found in the mul-
tilayer systems persists in these surface systems, for both relaxed and unrelaxed
structures. Finally, to perform a study of disordered alloying effects in these
systems the coherent potential approximation was employed, that, when coupled
with the LKKR, allows the placement of an effective medium representing an
alloy in the above systems on a layer by layer basis. Initially a study was per-
formed on bulk alloy using a rigid structure, followed by concentration dependent
relaxed lattices that used structural information gathered from the literature. It
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was found that the concentration dependence of the magnetic moment in bulk
alloys could also give a reasonable quantitative indication of the moments of
an interfacial alloyed layer in surface calculations. Regarding the systems fabri-
cated experimentally, it can be deduced from these calculations that the magnetic
properties vary smoothly with respect to chemical composition, and no anoma-
lous behaviour was found with respect to the magnetism in these systems. It can
also be inferred that, although the material may not be chemically homogenous,
the induced magnetisation on the Platinum atoms results in a material that is
magnetically continuous, a fact that is useful for creating effective devices based
on this material.
To extend the electronic structure work it would be interesting to perform these
calculations in a fully relativistic picture allowing access to information about
the spin-orbit effect in this material, that is expected to enhance the measured
magnetic moment. In addition, the rigid lattice and volume conserving structures
used in the above calculations could yet be improved upon by lattice relaxation
calculations, either with improved CASTEP pseudopotentials or with other high
accuracy methods.
The next study, documented in Chapter 3, made use of a micromagnetics frame-
work to analyse the results of hysteresis measurements performed on Cobalt-
Platinum trilayers undergoing a magnetic reversal due to an applied field. The
irradiation procedure was used to define a region of lowered anisotropy of area
3×X µm2 , where X=0.5, 1, 2 and 4, that is favourable to the formation of a
domain. The OOMMF code that has become a standard in micromagnetic cal-
culations was used as the principle investigative tool in this work. Owing to the
uncertainty in the relevant material parameters of the Cobalt Platinum systems
modelled, calculations were performed in which the parameters were varied. It
was found that an abrupt transition occurs between a largely in-plane and fully
out-of-plane magnetisation regime, that was shown to depend on the balance
between the magnetostatic and anisotropy energies.
Comparing the predicted hysteresis behaviour to that measured experimentally
it was found that the systems breaks down rapidly from a fully saturated state to
a three domain state in both cases, however the breakdown fields were unfeasibly
high in the simulations. This was explained by contrasting the homogenous ma-
terial modelled in the theory with the experimental systems that contain many
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defects due to alloying and structural deviations. In the latter case these imper-
fections provide nucleation sites for the domain breakdown mechanism that lower
the reversal fields considerably.
In the reverse sweep a different reversal process was found when going back from
the three to single domain state. In the simulation the domain walls were found
to travel from the artifical domain boundaries to meet in the centre and are
eventually destroyed once the opposing demagnetising field is overcome. This
interpretation was found to be consistent with experimental results, although in
the experiment Barkhausen jumps are clearly observed, in which the domain wall
motion is retarded by the pinning effects of impurities.
In terms of future work it would be interesting to study the effects of impurities
in more detail. To do this a finite element code would provide greater flexibility
in terms of defining the material properties on a point by point basis.
Transport calculations are usually performed in one of two frameworks: ballistic
and diffusive. The former, when applied to domain wall systems, assumes that
the mean free path of an electron is greater than the width of the domain wall, so
that a tunnelling problem is present. Although the domain wall transport here is
expected to be diffusive, a ballistic conductance framework was used initially to
explore this limit in multilayer systems. To obtain realistic band structures the
tight binding approximation was employed, and parameters obtained by fitting
to APW calculations to account for alloying and structural effects. A formalism
was presented to construct a systems from slices that are perpendicular to the
direction of current flow, and allowing the Green function of a system comprising
of an active region embedded between two semi-infinite leads to be determined.
Transport properties were deduced in the Landauer-Bu¨ttiker framework.
It was found that the results agree reasonably well with more accurate ab initio
calculations on conductance and domain wall resistances in bulk Cobalt systems.
The calculations were extended to trilayer structures for which a well defined
conductance could be determined for individual layers of Cobalt and Platinum
in larger systems. Introducing abrupt domain walls was found to reduce the
conductance of these multilayers significantly, with a diluting effect provided by
the Platinum layers, although this phenomenon did not match the predictions
of a simple independent resistor model. As the domain wall width is increased
213
the wall resistance is rapidly suppressed, with realistic domain walls exhibiting
resistances of a few percent. The dilution effect found in the abrupt wall limit
does not persist and it was found that in this low reflection regime that the
resistance is sensitive to the details of the bands at the Fermi energy, and a
large range of values were found within the uncertainty in the Fermi energy
position. It was concluded that the coherence in these systems means that they
are not suitable for studying transport in the experimentally fabricated trilayers,
where impurity scattering leads to a diffusive transport regime, for which a more
phenomenological approach is required.
The key experimental study analysed in this thesis is of the angular dependence
of domain wall resistivity in Cobalt-Platinum trilayers. Taking advantage of the
precise nature of the irradiation procedure it has been found possible to form
domain walls at arbitrary angles to the current, thus allowing the exploration
of angle dependent properties. In the experiment a ‘superlattice’ system was
employed containing multiple domain walls with a separation of 1 µm. It was
shown that the domain wall resistance scales linearly with the number of domain
walls providing supporting evidence that the intrinsic domain wall resistance was
measured.
To study these systems theoretically, a model was developed in the diffusive limit
in terms of homogenous, anisotropic resistivity tensors that can be defined in sep-
arate regions along the channel. In the model, described in Chapter 5, a domain
consists of an isotropic background resistivity, and a domain wall, which should
exhibit anisotropic resistivity according to the theory of Levy and Zhang, defined
by tensor elements parallel and perpendicular to the domain wall surface. The
sought-after current distribution was obtained via a suitable PDE and bound-
ary conditions in terms of a scalar stream function, with appropriate coordinate
transforms that facilitate the use of the finite difference method. The solution
was converged using an overdriven Gauss-Seidl method, and, once converged,
physical quantities were obtained from the stream function via given equations.
It was found that for inclined walls currents are induced near the domain wall
boundary that may provide a contribution to the mentioned resistance. In addi-
tion to this single wall effect an overlap with neighbouring walls can in principle
also contribute to the resistance but it was shown that in the experimental sys-
tems the domain wall separation is sufficient to exclude any such interference,
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thus the properties of a single domain wall are isolated in these studies. Evi-
dence was also found that the length of the device channel used was sufficient
to fully contain the current perturbations, confirming that the effects observed
experimentally represents the full domain wall induced contributions. The calcu-
lations also demonstrated that the increase in local resistivity from the irradiation
procedure has a negligible effect on the domain wall resistance.
Using test parameters for the system resistivities it was found that a potential
shift exists across a domain wall that is a function the domain wall angle, θ.
By analysing the contributions from the electric field expanded in terms of per-
turbed and background contributions from the resistivities and currents, the term
responsible for the calculated potential difference was identified. From this a sim-
ple analytic expression was developed which is found to account for the angular
dependence of domain wall resistivity in these systems, with a cos2 θ dependence
found, where θ is the domain wall angle. This model was used to extract the
resistivity elements of a domain wall from experimental data, and it was found
that for a domain wall in the Cobalt-Platinum trilayers that ρ⊥ =(23.1±1.1)×
10−3 µΩ cm and ρ‖ =(3.5±0.7)×10−3 µΩ cm. The perpendicular domain wall
resistivity in these systems was therefore deduced to be 0.11% of the background
value. These resistivities were compared to LKKR calculations of the spin ra-
tio via the theory of Levy and Zhang, and were found to be consistent, thereby
providing an important verification of the Levy-Zhang model.
In the final theoretical study presented in this thesis, the formalism used to study
the Pt/Co/Pt trilayers was extended to analyse domain walls in the dilute mag-
netic semiconductor (Ga,Mn)As, motivated by the recent experiments of Tang et
al. [87]. In their work, the longitudinal resistance profile of a moving domain wall
was measured along the top and bottom of a channel by a set of fixed probes,
with the averaged profile used to cancel out the transverse Hall effect phenomena
that arises as a result of the anomalous magnetoresistance that is present in this
material. To extract the intrinsic domain wall resistance from these profiles Tang
et al. used an analytic model in which contributions to the profile resistance
from induced circulating currents were analysed. The difference between theory
and experiment was attributed to an intrinsic domain wall contribution, that was
found to be negative in value, and in a particular set of systems analysed exper-
imentally implied resistance free transport through the domain wall. A different
conclusion was arrived at on the basis of the analysis made in Chapter 6, which
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are attributed to a number of errors identified in the derivation and analysis
of the model used by Tang et al.. In Chapter 6 equations describing transport
across the domain wall and suitable for numerical solution have been developed.
The resistance profiles obtained from this new analysis have been documented
with respect to the domain wall angle and device misalignment angle, and a new,
negative, contribution to the resistance identified, termed RAMR.
The origin of this term was highlighted via an analytic analysis, and an useful
expression was derived for its magnitude in the case of a perpendicular domain
wall, although numerical results are required in more general cases. Applying the
analysis to the (Ga,Mn)As domain wall systems studied by Tang et al., it was
shown that the negative resistance they measured can largely be explained by
this RAMR term in two systems, while a genuine negative intrinsic domain wall
resistance may have been measured in a third.
In terms of future work, further experimental study is invited to clarify the issues
raised in this chapter, with the hope of deducing the true intrinsic domain wall
resistances in these (Ga,Mn)As systems.
In this thesis the properties of domain wall containing systems have been inves-
tigated, and advances made in the understanding and characterisation of these
systems, and the theoretical techniques used to analyse them. Undoubtedly, fer-
romagnetic domain walls are an area of research that has a promising future in
terms of both academic study and potential applications.
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Appendix A
Supplementary LKKR results
This appendix contains data that may be useful to readers studying Cobalt Plat-
inum systems.
Figure A.1 shows a fit of data acquired from the literature on the lattice spacing
of bulk Cobalt-Platinum alloy as a function of the elemental concentration. These
spacings are used in the LKKR calculations presented in Chapter 2.
Tables A.1a and A.1b contain data used to generate figures 2.7a and 2.7b showing
the layer resolved magnetic moments of (111) [Pt]/Pt3/Con/Pt7 surface systems
in both unrelaxed and relaxed lattices. Tables A.2a and A.2b contain the equiv-
alent for the (100) surfaces plotted in figures 2.8a and 2.8b.
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Figure A.1: Polynomial curve fit of experimental data on the lattice spacing of
CoxPt1−x disordered alloy. Values are taken from the works of Martin [207],
Ferrer [134] and Dahmani [208].
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15 - - - - 0.00
14 - - - 0.00 0.01
13 - - 0.00 0.01 0.01
12 - 0.01 0.01 0.01 0.02
11 0.00 0.01 0.01 0.02 0.03
10 0.01 0.02 0.02 0.03 0.08
9 0.01 0.02 0.03 0.08 0.20
8 0.01 0.04 0.09 0.20 1.88
7 0.03 0.08 0.20 1.87 1.77
6 0.09 0.21 1.88 1.76 1.76
5 0.24 1.88 1.78 1.76 1.76
4 1.99 1.89 1.88 1.87 1.87
3 0.23 0.20 0.20 0.20 0.20
2 0.08 0.07 0.08 0.07 0.07
1 0.02 0.02 0.02 0.02 0.02
0 0.00 0.00 0.00 0.00 0.00
(a)
15 - - - - 0.00
14 - - - 0.01 0.01
13 - - 0.01 0.01 0.01
12 - 0.01 0.02 0.01 0.01
11 0.01 0.02 0.02 0.01 0.02
10 0.04 0.03 0.02 0.02 0.07
9 0.04 0.03 0.02 0.06 0.23
8 0.04 0.03 0.07 0.22 1.84
7 0.03 0.07 0.24 1.84 1.85
6 0.07 0.23 1.84 1.86 1.85
5 0.25 1.83 1.87 1.86 1.85
4 1.82 1.83 1.84 1.84 1.84
3 0.24 0.22 0.23 0.22 0.23
2 0.04 0.06 0.06 0.05 0.06
1 −0.01 0.01 0.00 0.00 0.01
0 0.00 0.00 0.00 0.00 0.00
(b)
Table A.1: Tabulated results of layer resolved moments in ConPt7 (111) surface
systems for (a) unrelaxed and (b) relaxed systems.
15 - - - - 0.03
14 - - - 0.03 0.02
13 - - 0.03 0.02 0.02
12 - 0.03 0.02 0.02 0.01
11 0.03 0.02 0.02 0.01 0.04
10 0.02 0.02 0.01 0.04 0.10
9 0.01 0.01 0.03 0.10 0.24
8 0.01 0.03 0.09 0.24 1.91
7 0.04 0.10 0.24 1.91 1.78
6 0.10 0.24 1.91 1.78 1.77
5 0.28 1.92 1.79 1.78 1.78
4 2.05 1.91 1.91 1.90 1.91
3 0.27 0.23 0.23 0.23 0.23
2 0.09 0.09 0.08 0.09 0.09
1 0.03 0.02 0.02 0.02 0.02
0 0.00 0.00 0.00 0.00 0.00
(a)
15 - - - - 0.03
14 - - - 0.02 0.02
13 - - 0.03 0.02 0.02
12 - 0.02 0.03 0.01 0.01
11 0.02 0.02 0.02 0.01 0.04
10 0.02 0.01 0.01 0.03 0.10
9 0.01 0.01 0.04 0.09 0.27
8 0.00 0.03 0.10 0.26 1.84
7 0.02 0.09 0.28 1.84 1.75
6 0.07 0.25 1.85 1.75 1.76
5 0.29 1.82 1.76 1.75 1.75
4 1.92 1.82 1.85 1.84 1.83
3 0.28 0.24 0.27 0.25 0.26
2 0.06 0.07 0.09 0.08 0.08
1 0.01 0.02 0.02 0.02 0.02
0 0.00 0.00 0.00 0.00 0.00
(b)
Table A.2: Tabulated results of layer resolved moments in ConPt7 (100) surface
systems for (a) unrelaxed and (b) relaxed systems.
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Appendix B
Additional notes on meshing
B.1 Discretised derivatives
Here additional derivatives are presented in terms of the mesh and coordinate
system used in Chapter 5 in solving for the stream function, ψ. Away from the
boundaries in region l the derivative with respect to ξ is
∂ψi,j
∂ξ
∣∣∣∣
(ξi,ηj)
=
ψi+1,j − ψi−1,j
2∆ξl
. (B.1)
At the interfaces between regions only points belonging to a specific region are
used for calculating the derivatives, thus ξ+ refers to the derivative to the right
of the interface and ξ− to the derivative on the left. For the same O(∆ξ2) scaling
as above we have
∂ψNl,j
∂ξ
∣∣∣∣
(ξ±Nl
,ηj)
=
4ψNl±1,j − ψNl±2,j − 3ψNl,j
±2∆ξl . (B.2)
The second derivative of η and ξ away from the boundaries are given by
∂2ψi,j
∂η2
∣∣∣∣
(ξi,ηj)
=
ψi,j+1 + ψi,j−1 − ψi,j
∆η2
(B.3)
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and
∂2ψi,j
∂ξ2
∣∣∣∣
(ξi,ηj)
=
ψi+1,j + ψi−1,j − ψi,j
∆ξ2l
. (B.4)
Finally the cross-derivative term is
∂2ψi,j
∂ξ∂η
∣∣∣∣
(ξi,ηj)
=
ψi+1,j+1 − ψi+1,j−1 − ψi−1,j+1 + ψi−1,j−1
4∆ξl∆η
. (B.5)
B.2 Extension to non-parallel interfaces
In the work presented in Chapter 5 all domain interfaces were assumed to be
parallel in alignment, having a common value of θ. However, it is possible that
future modelling may require the study of systems with domain walls inclined at
varying angles with respect to the current direction. The equations remain valid
in this case as the prefactors are calculated in each domain separately. Figure B.1
shows a simple extension to the meshing, where a separating region is added to
link two domains of differing geometry, while preserving the y and consequently
η spacing of the system. In the example used here an arbritrary number of η
points may be used, but along ξ the number of points is a function of η and must
conform to
Nξ(ηj) =
Nηηj
w
, (B.6)
where ηj is the value of η at the j
th point.
Figure B.1: Possible extension to the meshing scheme for a system with interfaces
with differing values of θ. Domain walls are represented by thick black lines, while
the central region show a mesh that couples the solution in the central domain
while maintaining the spacing along the y axis (dashed lines).
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Appendix C
Current integrals
Here proofs of the integrals (6.35) that were used in obtaining an analytic expres-
sion for the quantity RAMR are presented. For the first integral, figure C.1 shows
a device with the rectangular integral domain marked by the sides of the device
and the dashed lines. The region shown here is to the left of the domain wall,
with the left hand side boundary located between probes A and B. It is assumed
that any current from the domain wall has decayed fully before reaching these
probes, thus the current at this location is (J0, 0). Also, along the sides of the
device no current can flow in or out, thus Jy = 0 at these locations. The right
hand side boundary is located at an arbritrary longitudinal position, x, that may
be to the left or right of the domain wall and may bisect a region containing a
perturbed current.
C
A
(−ℓ/2,+w/2)
(−ℓ/2,−w/2)
(x,+w/2)
(x,−w/2)
Jy = 0
Jy = 0
Jy = 0
Figure C.1: System used for current integral. The domain wall is indicated by
the thick line. A and C indicate the location of transverse probes, positioned at
a distance −ℓ/2 from the domain wall.
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Integrating the current continuity condition ∇·J = 0 over the rectangular region
with coordinates (x′, y) gives∫ +w/2
−w/2
∫ x
−ℓ/2
∂Jx
∂x′
dx′ dy = −
∫ x
−ℓ/2
∫ +w/2
−w/2
∂Jy
∂y
dy dx′. (C.1)
From the boundary condition that Jy = 0 at the top and bottom of the device the
inner integral in the right hand side of this equation vanishes at at all locations
along the device. Using this results and performing the inner integral of the left
hand side of the above equation yields∫ +w/2
−w/2
(Jx(x, y)− Jx(−ℓ/2, y)) dy = 0. (C.2)
At x′ = −ℓ/2 the induced current has decayed fully and therefore Jx = J0. Using
this result and separating the above yields∫ +w/2
−w/2
Jx(x, y) dy = J0w. (C.3)
The integral ∫ ℓ/2
−ℓ/2
Jy(x, y) dx = 0 (C.4)
is obtained in a similar fahsion.
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