Abstract. Let (X, B, µ, T ) be an ergodic measure preserving system, A ∈ B and > 0. We study the largeness of sets of the form
1. Introduction 1.1. Historical background. The classical Poincaré recurrence theorem states that for every measure preserving system (X, B, µ, T ) and every set A ∈ B with µ(A) > 0, there exists some n ∈ N such that µ(A ∩ T −n A) > 0. This result was improved by Khintchine in [17] , who showed that under the same conditions, for every > 0, the set S := n : µ(A ∩ T −n A) > µ(A) 2 − is syndetic, meaning that it has bounded gaps. Taking a mixing system, one sees that the bound µ(A) 2 is optimal.
In [14] , Furstenberg established a multiple recurrence theorem, showing that for every measure preserving system (X, B, µ, T ), every k ∈ N and set A ∈ B with µ(A) > 0, there exists a syndetic set S ⊂ N such that for all n ∈ S, we have
One could hope to improve Furstenberg's multiple recurrence theorem in the same way that Khintchine's theorem strengthens Poincaré's. Since for a system mixing of all orders, the left hand side of (1) approaches µ(A) k+1 as n → ∞, one could hope that under the same conditions as Furstenberg's multiple recurrence theorem, for every > 0, the set (2) n : µ(A ∩ T −n A ∩ T −2n A ∩ · · · ∩ T −kn A) > µ(A) k+1 − is syndetic. This was showed to be true by Furstenberg when the system is weakly mixing, and the general case was finally settled by Bergelson Host and Kra in [3] , who showed that if the system (X, B, µ, T ) is ergodic, then the set in (2) is syndetic when k = 1, 2, 3 (with the case k = 1 following from Khintchine's theorem). However, the set in (2) may be empty if the system is not ergodic or if k ≥ 4: 
]).
There exist a (non ergodic) measure preserving system (X, B, µ, T ) and for each ∈ N a set A ∈ B with µ(A) > 0 such that for every n ∈ N \ {0}
There exist a totally ergodic measure preserving system (X, B, µ, T ) and for each ∈ N a set A ∈ B with µ(A) > 0 such that for every n ∈ N \ {0}
The first part of this theorem explains why one needs to focus on ergodic systems when studying optimal recurrence.
Furstenberg's multiple recurrence theorem has been extended in several different directions, each leading to the question of whether (or under which conditions) can optimal recurrence be achieved. In this paper, we are mostly concerned with expressions of the form
for various families (f 1 , . . . , f k ) of functions f i : N → Z. In most cases where recurrence has been established, optimal recurrence can be obtained for weakly mixing systems (cf. [1] when the f i are polynomials and [2, 8, 9] for more general f i ), or when the functions are "independent" (see [12, 13] for the case of linearly independent polynomials and [9] for more general f i with different growth). In the general case, besides the aforementioned paper [3] , the main progress was obtained by Frantzikinakis in [6] , where the case when k ≤ 3 and the f i are polynomials is studied in detail.
1.2.
Optimal recurrence along (T f (n) , T 2f (n) , . . . , T kf (n) ).
Our first result concerns the sequence (p n ) n∈N of primes and answers a question of Kra. Multiple recurrence along polynomials evaluated at primes was established by Frantzikinakis, Host and Kra in [10, 11] . Our result states that one can also obtain optimal recurrence in this setting. Theorem 1.2. Let (p n ) n∈N be the (increasing) enumeration of the primes, let (X, B, µ, T ) be an invertible ergodic measure preserving system and let f ∈ Z[x] be such that f (1) = 0. Then for every A ∈ B, > 0 and k ∈ {1, 2, 3}, the set
has positive lower density 1 . Theorem 1.2 follows from the stronger Theorem 3.2 below. We remark that the set in (3) is not syndetic in general. In fact, it follows from [22] that when f (x) = x − 1, for every non-trivial finite system, there exists A ∈ B such that the set in (3) has unbounded gaps.
A similar result can be obtained if the sequence f (p n ) is replaced with the sequence f (n) , where x is the largest integer not greater than x, and f is a function belonging to a Hardy field with polynomial . Then for every invertible ergodic measure preserving system (X, B, µ, T ), every A ∈ B, every > 0 and every k ∈ {1, 2, 3}, the set
has positive lower density. Theorem 1.3 is proved in Section 3.2. Examples of functions that satisfy the conditions in the previous theorem are a(x) = x c where c > 0, c ∈ Z, a(x) = x log x, a(x) = x 2 √ 2 + x √ 3, and a(x) = x 3 + (log x) 3 .
We point out that in Theorem 1.3 we cannot replace "has positive density" by "is syndetic". This is easy to see for certain functions a(x) growing slowly (for instance a(x) = x c when c < 1). For such functions, a(n) is constant in arbitrarily long intervals and takes every value which is large enough. Therefore there are gaps of the set (4) which are arbitrarily long. On the other hand, we expect the set in (4) to be thick, i.e. contain arbitrarily long intervals, whenever a ∈ H has polynomial growth. Some evidence in this direction is given in [4] , where the set n ∈ N :
to be thick, as well as the set in (4) when k = 1.
Our third result concerns sequences of the form f (n) = qn + r for fixed q, r ∈ Z and was suggested by Kra.
Theorem 1.4. Let q, r ∈ Z, with q > 0, and (X, B, µ, T ) be a measure preserving system with T q ergodic.
Let A ∈ B, > 0 and k ∈ {1, 2, 3}. Then the set
Theorem 1.4 follows from Theorem 3.5 below, which deals with a more general situation involving Beatty sequences. Observe that the conclusion of Theorem 1.4 is equivalent to the statement that the
If in (5) one replaces the optimal lower bound µ(A) k+1 − with 0, then the set is syndetic for any k ∈ N. This was proved in [15] for k = 2 and k = 3, and for larger k this is essentially the content of [5, Corollary 6.5]; see also [21] .
Next we study obtaining optimal recurrence for the expression
where a 1 , . . . , a d are distinct integer numbers. In particular, if a i = i, then the results of Bergelson, Host
and Kra tell us that we have optimal recurrence if and only if d ≤ 4. More generally, in [6] it is proved that if d ≤ 3, or d = 4 and a 2 + a 3 = a 1 + a 4 , then optimal recurrence holds, but any other case is not known.
Expanding an argument of Ruzsa, presented in the appendix of [3] , we prove that for d ≥ 5, one does not have optimal recurrence. Theorem 1.5. Let a 1 < . . . < a 5 be pairwise distinct integers. There exists an ergodic system (X, B, µ, T )
such that for every > 0, there exists a set A ∈ B with µ(A) > 0 such that
for every non-zero integer n.
Theorem 1.5 is proved in Section 4.1. The cases not covered by the above results seem difficult to address. For instance, it is not known whether for every ergodic measure preserving system, every set A and every > 0 there exists (a syndetic set of) n for which
In [6] , Frantzikinakis showed that a positive answer to this question would imply the existence of solutions to a certain linear equation in sparse sets. We obtain a converse result, showing a tight connection between optimal lower bounds for multiple recurrence and solutions to linear equations in sparse sets. In order to formulate our result, we need to introduce some notation.
m and a subspace
Observe that a point (x 1 , . . . , x dm ) ∈ [N ] d×m belongs to V if and only if the coordinates x 1 , . . . , x dm satisfy some system of linear equations. The reader should think of D m,N (V, E) as the proportion of solutions to that system of equations with all variables in E.
Theorem 1.8. Let > 4 and a 1 , . . . , a 4 ∈ Z be distinct. Let V be the subspace of Q 4 spanned by
2 Let C > 0 and suppose that for every m ∈ N, every sufficiently large N and subset
. Then for every invertible ergodic system (X, B, µ, T ) and every A ∈ B with µ(A) > 0, there exists a Bohr 0 set S ⊆ N such that lim sup
Theorem 1.8 is proved in Section 4.3.
Remark 1.9. It is easy to see that the conclusion of Theorem 1.8 implies that the set
is syndetic for all > 0.
Unfortunately, the condition D m,N (V m , E) ≥ Cd m,N (E) seems difficult to verify in concrete instances, even for m = 1. We obtain a partial converse to Theorem 1.8 which shows that it is essentially as difficult as establishing optimal lower bounds for the corresponding multiple recurrence problem. Theorem 1.10. Let ≥ 4 and a 1 , . . . , a 4 ∈ Z be distinct. Let V be the subspace of Q 4 spanned by
Let C > 0 and suppose that for every ergodic system (X, B, µ, T ) and every A ∈ B with µ(A) > 0, there exists a Bohr 0 set S ⊆ N such that lim sup
Then for every m ∈ N, every sufficiently large N and every
where β > 0 is an explicit constant depending only on a 1 , . . . , a 4 and . 
For convenience set m = 1. Then D 1,N (V, E) is essentially the density of solutions of the equation
4 satisfying x − 6y + 8z − 3w = 0 that belong to E 4 . The condition in Theorem 1.8 can be rephrased informally as saying that this density can be bounded from below by the -th power of the density d 1,N (E) of the set E.
Example 1.12. Suppose that a 1 + a 2 = a 3 + a 4 . In this case, an elementary computation shows that
where s = a 3 − a 4 and t = a 2 − a 1 . We can assume, without loss of generality, that both s and t are positive.
Given N, m ∈ N and a set E ⊂ [N ] m , denote by P (n) the number of pairs (x, z) ∈ E 2 satisfying
We have
It follows from the Cauchy-Schwarz inequality that
(it is easy to see that the limit exists and is positive). The conclusion (7) also follows from combining Theorem 1.10 with [6, Theorem C].
1.4. Optimal recurrence along polynomials. In [6] , Frantzikinakis studied in detail the optimal recurrence for polynomial sequences with k ≤ 3 and dealt with most cases in that regime. However, some stubborn questions remain unanswered. For instance, it is not known if there exists > 0 such that for every ergodic system (X, B, µ, T ), every A ∈ B and every > 0, the set and set = 4 in (8), then by Theorem B and Section 4.2 in [6] we deduce that the set obtained is syndetic.
We give a partial positive result for a situation where (8) is syndetic. Proposition 1.13. Let (X, B, µ, T ) be an ergodic system and let Z 3 be the 3-step nilfactor of X (see Section 2 for the definition). Assume that Z 3 is an inverse limit of nilsystems that can be represented as G/Γ, with G is a connected. Then for every A ∈ B and > 0, the set
Remark 1.14. In particular, the hypothesis of Proposition 1.13 is satisfied if (X = G/Γ, B, µ, T ) is an ergodic nilsystem with G being a connected Lie group.
We are unable to remove the connectedness assumption. Hence the general question regarding optimal recurrence for (0, n, 2n, n 2 ) remains open. However in next result, we provide an example of lack of optimal recurrence for this family in the case of two commuting transformations.
Proposition 1.15. There exists a system (X, B, µ, T 1 , T 2 ), with T 1 ergodic, T 1 T 2 = T 2 T 1 such that for every integer > 0, there exists A ∈ B with µ(A) > 0 such that
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2. Background 2.1. Nilmanifolds, nilsystems and nilsequences. Given a group G, we denote its lower central series
Let G be a k-step nilpotent Lie group and let Γ be a uniform (i.e closed and cocompact) subgroup of G. The compact homogeneous space X := G/Γ is called a k-step nilmanifold. Let π : G → X be the standard quotient map. We write 1 X = π(1 G ) where 1 G is the identity element of G. Denote by G 0 the connected component of G containing the identity
The space X is endowed with a unique probability measure that is invariant under translations by G. This measure is called the Haar measure for X, and denoted by µ X . For every τ ∈ G, the measure preserving system (X, B, µ X , T ) given by T x = τ · x, x ∈ X is called a k-step nilsystem, where B is the Borel σ-algebra of X.
Let C(X) denote the set of continuous functions on X. For f ∈ C(X) and x ∈ X, the sequence
is called a basic k-step nilsequence. A k-step nilsequence is a uniform limit of basic k-step nilsequences.
We say that a sequence (x n ) n∈N is equidistributed on a nilmanifold X if for every F ∈ C(X), we have
Similarly, we say that
for all F ∈ C(X).
2.2.
Nilfactors. Let (X, B, µ, T ) be an ergodic measure preserving system. Suppose (s j (n)) n∈N is an
where E (f |Y ) denotes the conditional expectation of f onto the factor Y and the limit is taken in
Host and Kra [16] showed that there exists a characteristic factor for (n, 2n, . . . , kn) which is an inverse limit of (k − 1)-step nilsystems. We call this factor the (k − 1)-step nilfactor of X and denote it by Z k−1 (X) (or Z k−1 when there is no confusion).
Limit formula for multiple averages on nilsystems.
The following description of the limiting distribution of multiple ergodic averages in nilsystems is essentially due to Ziegler [23] .
Then for µ-a.e. x = gΓ ∈ X, we have
. . .
Remark 2.2. Theorem 2.1 in particular asserts that the right hand side of (9) does not depend on the choice of representative g i for the co-set g i Γ i . Let (X = G/Γ, B, µ, T ) be an ergodic nilsystem. Then its Kronecker factor Z 1 is (G/(G 2 Γ), T ). Let π : X → Z 1 be the natural projection. Suppose that T x = τ · x for all x ∈ X and some τ ∈ G. Let α be the projection of τ on Z 1 . Define
where B(δ) is the ball in Z 1 centered at 0 with radius δ. Observe that S δ is a Bohr 0 set and by ergodicity,
where µ Z1 is the Haar measure on Z 1 .
We need the following proposition, whose proof for case d = 3 is sketched in [6, Page 35] . The proof for general d is similar and included here for completeness.
and let µ i be the Haar measure of
Also, for each δ > 0 let S δ be defined by (10) . Then for µ almost every x = gΓ ∈ X, we have:
Proof. Let π : X → Z be the natural projection. For any character χ of the compact abelian group
On the other hand,
As χ is a character of Z, we have χ nα+π(x) = χ(nα)χ i π(x) , and χ π(gg 1 Γ) = χ π(gΓ) χ π(g 1 Γ) .
Note that x = gΓ. After canceling χ π(x) from both sides of (11), we get:
We can approximate the Riemann integrable function 1 B(δ) by finite linear combinations of characters, and so we can replace χ in (12) with 1 B(δ) to get: (13) lim
The left hand side of (13) is equal to:
On the other hand, the right hand side of (13) is equal to:
Let µ δ be the probability measure on X defined by
Since µ X is invariant under the action of G (and hence of G 2 ) and the set π −1 (B(δ)) is invariant under G 2 , we have that µ δ is invariant under the action of G 2 . Moreover, any limit point of {µ δ : δ > 0} is supported on G 2 /Γ 2 . This shows that µ δ → µ G2/Γ2 as δ → 0, where µ G2/Γ2 is the Haar measure on
Therefore, dividing both sides of (13) by µ Z (B(δ)) and taking the limit as δ → 0, we obtain the desired conclusion.
We also need the following proposition whose proof is sketched in [6, Page 34].
Proposition 2.5. Let (X, B, µ, T ) be an ergodic system and define S δ as in (10) . Let a 1 , a 2 , a 3 ∈ Z be distinct and
where the limit is taken in L 2 (µ).
Proof. Without loss of generality, we assume E(f 1 |Z 2 ) = 0. Let L be the limit on the left hand side of (14) and d(S δ ) be the Banach density of S δ . Then
Approximating the Riemann integrable function 1 B(δ) by linear combinations of characters, it suffices to show (16) lim
for all character χ of Z 1 . Note that the limit in the left hand side of (16) is equal to
By [16, Theorem 1.1 and 12.1], the above limit exists in L 2 (µ) and does not change if we replace f i by E(f i |Z 3 ). Therefore, by approximation, we can assume that (X, B, µ, T ) is a 3-step nilsystem. First suppose that (X, B, µ, T ) is totally ergodic. Then we can assume that its Kronecker factor Z 1 has the form (G, G, m, α), where G is a connected compact abelian group, G is the Borel σ-algebra, m is the Haar measure and α is the rotation defined above. Since G is connected, there exists g ∈ G such that a 2 g = α. Let α/a 2 denote that element. Consider the system
. 
where the limit is taken in L 2 (µ × m). Rewriting the left hand side of (18), we get (19) lim
for all y ∈ G. Since χ(y) = 0 for all y ∈ G, (19) implies (16) .
We now return to general situation without the total ergodicity assumption. Let k be the number of
for all character χ of Z 1 . Taking the average over all 0 ≤ i ≤ k − 1, we derive (16) . This finishes the proof.
Optimal recurrence along (T
3.1. Optimal recurrence for the sequence of shifted primes. We begin this section by recalling the following classification of certain tuples (Q 1 (n), Q 2 (n), Q 3 (n)) of polynomials, introduced in [6] .
is said to be of type (e 1 ), (e 2 ) or (e 3 ) if some permutation of them has the form (e 1 ) {lq, mq, rq} with 0 ≤ l < m < r and l + m = r.
(e 2 ) {lq, mq, kq 2 + rq} (e 3 ) {kq 2 + lq, kq 2 + mq, kq 2 + rq} for some q ∈ Q[n] and constants k, l, m, r ∈ Z with k = 0.
We prove a stronger version of Theorem 1.2. 
also has positive lower density unless the polynomials are pairwise distinct and of type (e 1 ), (e 2 ) or (e 3 ).
Proof. We only prove the set in (20) has positive density the under given hypothesis, as the proofs for the other two sets are similar. Fix > 0 and assume that the family Q 1 , Q 2 , Q 3 is not of type (e 1 ), (e 2 )
nor (e 3 ). Denote
for n ∈ N.
By [19, Theorem 4.1], the sequence c(n) can be decomposed as c(n) = ψ(n) + δ(n), where ψ(n) is a nilsequence and
By [18, Theorem 1.1], we also have (22) lim
Since a nilsequence is a uniform limit of basic nilsequences, there exists a basic nilsequence
Here F is a continuous function on a nilmanifold
is not of the types (e 1 ), (e 2 ) nor (e 3 ), the polynomial family
is also not of these types. Hence by [6, Theorem C], the set S = {n ∈ N : c(dn) > µ(A) 4 − /4} is syndetic. Together with (21), we get
We deduce that there exists an n such that 
On the other hand, from (22) it follows that the set R := {n ∈ R :
c(p n − 1) < µ(A) 4 − } has 0 density. Therefore the set R \ R has positive density and is contained in the set (20) . This finishes the proof.
3.2.
Optimal recurrence for Hardy sequences. We prove a slight generalization of Theorem 1.3.
Theorem 3.3. Let a ∈ H have polynomial growth and satisfy a(x) − cp(x) / log(x) → ∞ for every
. Let (X, B, µ, T ) be an ergodic measure preserving system, A ∈ B and > 0. Let
have positive lower density. If r = l + m then the set
also has positive lower density.
Proof. The proof is similar to that of Theorem 3.2. Let
and write c(n) = ψ(n) + δ(n), where ψ(n) is a nilsequence and δ(n) satisfies
This implies
As in the proof of Theorem 3.
Hence the set {n ∈ N : The discrete spectrum σ(T ) is the set of eigenvalues θ ∈ T := R/Z for which there exists a non-zero
Given a measure preserving system (X, B, µ, T ), the transformation T q is ergodic if and only if σ(T ) ∩ 1/q = {0}, where a denotes the abelian group generated by a, as we view 1/q as an element of the group T. Theorem 1.4 follows from the next result.
Theorem 3.5. Let θ, γ ∈ R with θ > 0 and (X, B, µ, T ) be an ergodic system whose discrete spectrum
Then for any A ∈ B and > 0, the sets
Proof. If 0 < θ ≤ 1, then the set S = { θn + γ : n ∈ N} is co-finite in N and the conclusion follows from
as in the proof of Theorem 3.3. Then by [21, Theorem 2.1], the discrete spectrum of (Y, µ Y , b) is contained in the discrete spectrum of (X, µ, T ).
Proof. Let F ∈ C(Y ). It suffices to show
Let S = { θn + γ : n ∈ N}. Then an integer m belongs to S if m = θn + γ for some n ∈ N. This is equivalent to
.
any F ∈ C(Y ) and G ∈ C(W ), we have that
Approximating the Riemann integrable function 1 J∩W by continuous functions, we then get
Note that {mθ −1 } ∈ J ∩ W if and only if m ∈ S, and the uniform density of S is exactly µ W (J ∩ W ).
Therefore the left hand side of (26) is the same as the left hand side of (25) This proves our claim.
As pointed out in the proof of Theorem 3.2, there is an open set
syndetic. Since the sequence (δ(n)) n∈N tends to zero in the uniform density, and the set { θn+γ : n ∈ S} has positive uniform density, we have
when n ∈ S, we get that the set of n ∈ S such that c( θn + γ ) > µ(A) 4 − is syndetic. This finishes the proof.
Optimal recurrence along (T
4.1. Poor lower bound for k = 5. In this subsection, we prove Theorem 1.5. We adapt the proof of Theorem 1.3 in [3] .
We use the measure preserving system (X, B, µ, T ) where X = T 2 is the 2-dimensional torus, µ is the Haar measure, and T (x, y) = (x + α, y + 2x + α) for some irrational α ∈ R. It is well known that this system is totally ergodic. For every n ∈ Z and every point (x, y) ∈ T 2 a quick computation shows that T n (x, y) = (x + nα, y + 2nx + n 2 α).
Let > 1. We take a suitably large L, C ∈ N and a set Λ ⊂ {0, . . . , L − 1} to be chosen later. Let
and let A = T × B. For each n ∈ Z, in order for a point (x, y) to belong to
we need y i := y + 2a i nx + a 2 i n 2 α ∈ B for each i = 1, . . . , 5. Let b i ∈ Λ be such that y i ∈ I bi .
We now need the following elementary lemma.
Lemma 4.1. Let a 1 , . . . , a 4 ∈ Z be distinct and let M be the 4 × 3 matrix whose (i, j) entry is a 
Proof. The claim amounts to the statement that the matrix
f (a 4 ) 1 a 4 a C is large enough.
Suppose now that Λ does not contain any solution to
A, all the y i must belong to the same I b , which implies that x ∈ X n , where X n is the set of points x ∈ T satisfying 2n(a 2 − a 1 )x
Since y 1 ∈ B, the point y must belong to the set B − 2a 1 nx − a 2 1 n 2 α, which being a shift of B has the same measure as B. We conclude that
Since µ(A) = |Λ| 1 C 2 L , a quick computation now shows that the proof will be complete once we construct a set Λ ⊂ {0, . . . , L − 1} with |Λ| > L 1−1/ and without non-constant solutions to
The existence of such a set Λ is provided by the following lemma. Proof. The condition a 1 < · · · < a 5 implies that v 1 , v 3 > 0 and v 2 , v 4 < 0. Let
Applying Lemma 4.1 to a constant polynomial, we get that v 1 + v 2 + v 3 + v 4 = 0 and hence, together
. Then we have
Our goal is to show that 
Equality between the first and third gives 2 S, A = A 2 v1 v3 − 1 ; equality between the second and fourth gives 2 S, B = B 2 v2 v4 − 1 and then equality between the first two numbers implies
In order to show that A = B = 0, we first show that B is a positive scalar multiple of A. Once we do that, we have from (28) that B = v1v4 v2v3 A and hence, equality between the first and last quantities from (27) (together with 2 S, A = A 2 v1 v3 − 1 ) gives
This implies that A = 0 unless . Using the relations established above to write B 2 , S, A and S, B
in terms of A 2 we compute
Since
v3 . After a somewhat tedious computation, we eventually arrive at A, B = A 
We can express each number in {0, . . . , L − 1} using d digits in base m expansion. Let
We have |F | = (m/C) d . Let r : F → N be the sum of the squares of the digits in base m, in other words,
. Therefore there exists 4.2. Lack of solutions implies poor lower bounds for k = 4. In this subsection we prove Theorem 1.10. We need the following well known equidistribution result whose short proof we include for completeness.
Lemma 4.4. For every Bohr 0 set S, every α ∈ R m whose coordinates are rationally independent, and every cube I ⊆ T m , we have that
Proof. By assumption, we can write S = {n ∈ N : nx ∈ U }, where K is a compact abelian group, U ⊆ K is a neighborhood of 1 K such that 1 U is Riemann integrable, and x ∈ U is a point such that {nx : n ∈ Z} = K and S = {n ∈ N : nx ∈ U }. Then it suffices to show that as N − M → ∞,
, where µ K , µ T m and µ K×T m are the Haar measures on K, T m and K × T m , respectively. This follows once we show that the sequence (nx, n 2 α) n∈N is well distributed on K × T m . Since 1 U is Riemann integrable, it suffices to show that for every character
Let θ ∈ T be such that χ(x) = e 2πiθ . Since the group generated by x is dense in K, θ / ∈ Z unless χ is trivial. Then we can write e Let X = T 2m be the 2m dimensional torus endowed with the Lebesgue measure µ. Define the map T : X → X via the formula T (x, y) = (x + α, y + 2x + α), x, y ∈ T m for some α ∈ T m whose coordinates are rationally independent. Then (X, B, µ, T ) is ergodic, and for each n ∈ N, T n (x, y) = (x + nα, y + 2nx + n 2 α).
We can directly compute that
and n ∈ N. Note that for all 1 ≤ j ≤ 4, T aj n (x, y) ∈ A if and only if
for some i j ∈ E. Fix such a point (x, y, n) ∈ T 2m × N. Then the vector
belongs to the closure in R m×4 of V m . Since N 0 u j is at most away from the integer vector i j (in the
, from the definition of we deduce that (i 1 , . . . , i 4 ) belongs to V m as well. Let W denote the collection of all tuples
If n ∈ N is such that (30) holds for all 1 ≤ i ≤ 4, then considering (30) as a linear equation system with 4m equations and the coordinates of y, nx, n 2 α as unknowns (i.e. 3m unknowns in total), we deduce that there exists 3 cubes I 1 , I 2 and I 3 in T m with side length at most
Lemma 4.4 implies that for any Bohr 0 set S,
for any n = 0, by (31) we conclude that
which finishes the proof by taking β < lim
4.3.
Solutions to linear equations imply optimal lower bounds for k = 4. In this section we prove Theorem 1.8. We first need to reformulate the assumptions in terms of functions on a torus; this is the content of Lemma 4.6 below. We start with an estimate from harmonic analysis. Let A be a finite set, f : A → R a function and p > 0. We denote by f L p its usual L p quasinorm when A is endowed with the normalized counting probability measure, i.e.
We will also make use of the weak L p quasinorm:
We remark that when p < 1 these quasinorms do not satisfy the triangle inequality. We will only use these quasinorms with p < 1 to invoke the following well known interpolation lemma. We include its short proof for completeness.
Lemma 4.5. Let 0 < p < r < ∞ and let A be a finite set. For every function f :
Proof. Combining the identity
with the definition of L r norm, we deduce the formula
Finally, using the definition of the weak L p norm we conclude
The following lemma makes use of the quantities 
Remark 4.7.
• Whenever we have a point
. Depending on the context, we may also write x = (x 1 , . . . , x m ), where now each
(it should be clear at any point which vectors we are referring to).
is in E. Similarly in (2) and (3), the statement that (a 1 , . . . , a d ) ∈ V m should be interpreted by writing each a j as (a i,j )
and requiring that each vector
• It might be true that (3) and (4) are also equivalent to (1) and (2), but we don't have a proof and it is not needed in this paper. 
Invoking (1), we get
(2)⇒ (3). We only need to show (3) for c = 0. By Lemma 4.5,
and let µ N be the normalized probability measure supported on Y N . We claim that µ N ! → µ Y as N → ∞. Indeed, any limit point of the sequence (µ N ) N ∈N must be supported on Y . Moreover, for any When N is large enough, we have that
We are now ready to prove Theorem 1.8.
Proof of Theorem 1.8. Fix an ergodic system (X, B, µ, T ) and a set A ∈ B with µ(A) > 0. Let Z 2 be the 2-step nilfactor of X, defined in Section 2.2. Using a standard approximation argument, we can assume that Z 2 is a 2-step nilsystem, so that Z 2 = (G/Γ, B, µ, T ), where G is a 2-step nilpotent Lie group and Γ ⊂ G is a uniform subgroup. Denote Z := G/Γ. In view of ergodicity, the topological system (Z, T ) is minimal (see, for instance, [3, Theorem 4.1.1]). We can assume that G is generated by the connected component of the identity and τ . Indeed, the projection of the connected component of
is an open subset of Z (as its pre-image under the natural map G → Z is the union of all connected components of G having non-empty intersection with Γ and hence it is open) and by minimality of (Z, τ ) its orbit under τ is all of Z. Therefore, if we letG be the subgroup of G generated by the connected component of the identity and T , it follows that Z =G/(Γ ∩G).
Since G is a 2-step nilpotent group, the commutator G 2 = [G, G] is inside the center of G, and hence the subgroup Γ 2 = G 2 ∩ Γ is normal in G. Therefore Z = (G/Γ 2 )/(Γ/Γ 2 ) and thus after modding out by Γ 2 we can assume that G 2 ∩ Γ = {e}, which implies that G 2 is a compact abelian Lie group. From [3, Theorem 4.1.4], it follows that G 2 is connected, and so G 2 must be a finite dimensional torus.
Let K be the quotient K := Z/G 2 = G/(ΓG 2 ) and note that it is also a compact abelian Lie group (but it may be disconnected). Let π : G → K be the natural projection, let a = π(τ ) and define
where B(δ) is the ball in K centered at the identity of K with radius δ. It suffices to show that
for all 0 ≤ f ≤ 1. By Proposition 2.5, the left hand side of (32) is 0 if we replace at least one of the four f 's with f − E(f |Z 2 ). Since 0 ≤ E(f |Z 2 ) ≤ 1, it suffices to prove (32) under the assumption that
Since G is 2 step nilpotent, by Proposition 2.4, the left hand side of (32) equals to
where µ X and µ G2 are the Haar measures on X and G 2 . Recall that G 2 is a torus, say G 2 = T m . Consider the subgroup
where we now changed to the additive notation. Then we may rewrite
where µ Y is the Haar measure on Y . We can also describe Y in terms of V as Y = V /Z 4 m , where V is the closure V in R 4 (or, equivalently, its R-span).
For each g ∈ G let f g : G 2 → R be the function defined by the formula f g (g 2 Γ) = f (gg 2 Γ) for all g 2 ∈ G 2 . Then by Lemma 4.6, (1) ⇒ (4), and then Jensen's inequality, we conclude that
Optimal recurrence along polynomials
To state our results, we need to introduce a notion defined and studied in detail by Leibman in [20] .
The C-complexity of a family of integer-valued polynomials {p 1 , . . . , p d } is the minimum integer k for which the factor Z k is characteristic for this family in every ergodic nilsystem (G/Γ, B, µ, T ) with G being connected. Note that the minimum value of k for general ergodic systems is an upper bound of the C-complexity and in some cases it is strictly larger.
Proposition 5.1. Let (G/Γ, B, µ, T ) be an ergodic nilsystem where G is connected. Let Z 1 be its Kronecker factor and let α ∈ Z 1 be the rotation induced by T . Let q 1 (n), q 2 (n) be two independent integer polynomials and set p 1 = aq 1 , p 2 = bq 2 and p 3 = cq 1 + dq 2 , a, b, c, d ∈ Z. Assume that the C-complexity of the family {p 1 , p 2 , p 3 } is equal to one. For δ > 0, let B δ be the ball in Z 1 centered at 0 of radius δ and define
Proof. The proof is similar to that of Proposition 2.5, subject to some minor changes that we write explicitly. In this proof, all the limits are taken in L 2 (µ). Without loss of generality, we assume E(f 1 |Z 1 ) = 0. Let L be the limit on the left hand side of (34) and d(S δ ) be the uniform density of S δ . Since {(q 1 (n)α, q 2 (n)α)} is well distributed on Z 1 × Z 1 (because q 1 and q 2 are independent), we have
Approximating the Riemann integrable function 1 B(δ)×B(δ) by finite linear combination of characters, it suffices to show (36) lim
for all characters (χ 1 , χ 2 ) of Z 1 × Z 1 . Note that the limit in the left hand side of (36) is equal to
for every y, z ∈ Z 1 . Since G is connected, there exist g, h ∈ G such that ag = α and bh = α. Let α/a and α/b denote the elements g and h respectively. Consider the system Y = (X ×Z 1 ×Z 1 , B×G, µ×m×m,T ),
We can write then (38)χ 1 (y)χ 2 (z) lim
Since E(f 1 |Z 1 (X)) = 0, for almost every ergodic component Y t of Y , we have E(f 1 ⊗χ 1 ⊗1|Z 1 (Y t )) = 0
(one way to verify is to show f 1 ⊗ χ 1 ⊗ 1 2 = 0 where · k is Host-Kra's seminorm defined in [16] ).
Since almost every ergodic component Y t can be written as G t /Γ t with G t being connected, using the assumption that the C-complexity of the family of polynomials {p 1 , p 2 , p 3 } is one, we get (39) lim
for almost every t. It follows that (37) equals to 0 in L 2 (µ × m × m), which implies that the left hand side of (34) is equal to 0 in L 2 (µ). This finishes the proof.
Proposition 5.2. Let (G/Γ, µ, T ) be a nilsystem with G being connected. Let p 1 , p 2 , p 3 be three polynomials taking integer values on the integers, whose C-complexity is equal to one. Then for all A ∈ B and every > 0, the set n ∈ N : µ(A ∩ T −p1(n) A ∩ T −p2(n) A ∩ T −p3(n) A) > µ(A) 4 − is syndetic.
Proof. Let > 0 and A ∈ B and set f = E(1 A |Z 1 ). Let > 0 and let δ > 0 such that the translation f t (·) = f (· + t) satisfies that f − f t L 1 (m) < 3 if t ∈ B(δ ). Let δ > δ > 0 such that if q 1 (n)α and q 2 (n)α are in B(δ) then p 1 (n)α, p 2 (n)α and p 3 (n)α are in B(δ ). Then, for n ∈ S δ , we have that f − T pi(n) f L 1 (m) < 3 for i = 1, 2, 3 and thus
By (40) Proposition 5.3. Let (X, B, µ, T ) be an ergodic system and let Z 3 be the 3-step nilfactor of X. Assume that Z 3 is the inverse limit of nilsystems that can be represented as G/Γ, where G is a connected 3-step nilpotent Lie group and Γ is a discrete cocompact subgroup. If the C-complexity of the family of polynomials {p 1 , p 2 , p 3 } is equal to one, then the set n ∈ N : µ(A ∩ T −p1(n) A ∩ T −p2(n) A ∩ T −p3(n) A) > µ(A) 4 − is syndetic.
Proof. For A ∈ B, let a(n)
We claim that the sequence a(n) −ã(n) is uniformly-null, meaning that lim sup
The proof is essentially given in [3, Corollary 4.5] . Using a telescoping difference between a(n) andã(n), it suffices to show that if some f i , 0 ≤ i ≤ 3 has 0 conditional with respect to Z 3 (X), then
We assume without loss of generality that E(f 0 |Z 3 (X)) = 0. Let µ × µ = Z dµ s dm(s) be the ergodic decomposition of µ×µ under T ×T . By [3, Proposition 4.3] , for almost every s, E(f 0 ⊗f 0 |Z 2 (X ×X)) = 0, where X × X is endowed with the measure µ s and the transformation T × T . By [6, Theorem B] , the 2-step nilfactor is characteristic for the average lim sup
, for any bounded measurable functions f 1 , f 2 , f 3 of any measure preserving system. Therefore, the limit as N − M goes to infinity of
is equal to 0 for almost every s. Integrating (42) with respect to s we deduce the claim.
By the claim, it suffices to prove the result under the assumption that X = Z 3 . By an approximation argument we can assume that (X = G/Γ, B, µ, T ) where G is connected. Proposition 5.2 give us the desired conclusion.
Proof of Proposition 1.13. It follows immediately from Proposition 5.3, since the C-complexity of the family {n, 2n, n 2 } is equal to one. This is computed for instance in [20, Section 9.8].
Proof of Proposition 1.15. Let X = T 2 , µ be the Lebesgue measure on T 2 , T 1 : (x, y) → (x+α, y+2x+α), and T 2 : (x, y) → (x, y − 2α). Then T 1 and T 2 commute, preserve the measure µ, and moreover, T 1 is ergodic for µ.
We have that T n 1 (x, y) = (x+nα, y +2nx+n 2 α), T 2n 1 (x, y) = (x+2nα, y +4nx+4n 2 α) and T 
