In this paper we present a method for decomposition of Bayesian networks into their maximal prime subgraphs. The correctness of the method is proven and results relating the maximal prime subgraph decomposition to the maximal complete subgraphs of the moral graph of the original Bayesian network are presented. The maximal prime subgraphs of a Bayesian network can be organized as a tree which can be used as the computational structure for lazy propagation. We have also identi ed a number of tasks performed on Bayesian networks that can bene t from maximal prime subgraph decomposition. These tasks include divide and conquer triangulation, hybrid propagation algorithms combining exact and approximative inference techniques, and incremental construction of junction trees. Finally, we present the results of a series empirical evaluations relating the accumulated number of variables in maximal prime subgraphs of equal size to the size of the maximal prime subgraphs.
Introduction
Decomposition of undirected graphs have been considered as a basis for different tasks commonly performed on undirected graphs. Decomposition of a graph into independently solvable subgraphs have been used in divide and conquer algorithms for solution of various graph problems. Fujisawa and Orino (1974) describe an elimination algorithm based on decomposing the graph into subgraphs which can be triangulated independently. The decomposition is performed each time a node is eliminated. The elimination algorithm produces minimal triangulations independently of the order employed. Later Peot and Shachter (1991) described how probabilistic inference in multiple connected Bayesian networks can be performed using a revised version of Pearl's Polytree algorithm on a decomposition of the Bayesian network into its so-called knots. The Bayesian network is decomposed into its knots and inference is performed independently in each knot. In this paper we present a method to decompose Bayesian networks into their maximal prime subgraphs. Maximal prime subgraph decomposition is also known as decomposition by clique separators and has been used to nd e cient solutions to a number of graph theoretic problems such as graph coloring and identi cation of maximum cliques (Tarjan 1985) . The maximal prime subgraph decomposition is used in divide an conquer algorithms to speed up the solution of hard (N P-complete) graph problems. Later, maximal prime subgraph decompositions have been used in the analysis of contingency tables (Darroch, Lauritzen, and Speed 1980) with the goal of generating a compact representation of a domain for use in decision support systems (Badsberg 1992) . We identify a number of tasks performed on Bayesian networks that can bene t from maximal prime subgraph decomposition. These tasks include divide and conquer triangulation, hybrid propagation algorithms combining exact and approximative inference techniques, and incremental construction of junction trees. Furthermore, the maximal prime subgraphs of a Bayesian network can be organized as a tree which can be used as the computational structure for lazy propagation. Tarjan (1985) proposed a method for identi cation of clique separators. This method has later been modi ed by Leimer (1993) and Badsberg (1996) . The method presented in (Leimer 1993 ) is optimized in the sense that a graph is decomposed exactly into its maximal prime subgraphs which is a unique minimal derived system of prime subgraphs. The method presented by Leimer is a little faster than the algorithm presented by Tarjan even though the time complexity remains the same. In (Badsberg 1996) the method by Leimer is extended to hypergraphs. The method we propose is integrated in the well known procedure for construction of junction trees -the graph of a Bayesian network is moralized and triangulated, and the cliques of the triangulated graph are organized in a junction tree. We extend the construction procedure with two simple algorithms, one that makes the triangulation minimal and one that constructs a cluster tree from the junction tree by recursively aggregating cliques connected by incomplete separators (in the moral graph) to larger clusters. We state and prove that the resulting clusters are the maximal prime subgraphs of the moral graph of the Bayesian network. As real-world application of Bayesian networks tend to produce rather large networks it is becoming increasingly important to be able to handle large Bayesian networks e ciently. Very large Bayesian networks are common in domains such as medical diagnostics, trouble shouting, weather forecasting, agriculture, etc. Furthermore, improving the e ciency of methods for handling small Bayesian networks is no longer particularly interesting. Maximal prime subgraph decomposition is one possible tool to handle very large Bayesian networks. The maximal prime subgraph decomposition method is presented in section 3. This section also includes a proof of the correctness of the proposed method. Section 3 establishes a number of results relating the maximal prime subgraphs of the cluster tree to the cliques of the moral graph. Section 4 describes how maximal prime subgraphs can be organized in a tree structure serving as the computational structure of lazy propagation. In section 5 we discuss the application of maximal prime subgraph decomposition to the tasks mentioned above. The results of a series of empirical evaluations are presented in section 6. The empirical evaluations are directed at relating the accumulated number of variables in maximal prime subgraphs of equal size to the size of the maximal prime subgraphs. In section 7 we compare the method we propose with the methods of Tarjan (1985) and Leimer (1993) . In section 8 a discussion of the topic of the paper is presented and section 9 concludes the paper.
Preliminaries
A graph G = (V; E) consists of a nite set of nodes V (which -if not otherwise stated -are assumed to be discrete and to have equal state space sizes), and a set E of edges (X; Y), where X; Y 2 V and X 6 = Y. If (X; Y) is ordered the edge is directed, otherwise it is undirected. An ordered edge will be referred to as an arrow and a set of edges which are all arrows will be referred as A. A graph G is (un)directed if all edges e 2 E are (un)directed. For a directed graph G with an ordered edge (X; Y)2 E; X is called a parent of Y and Y is called a child of X. The adjacency set of a node X 2 V w.r.t. an undirected graph G = (V; E) is: adj(X) = fY 2 Vj(X; Y)2Eg:
A path in G from X to Y is a sequence of edges (Y 1 ; Y 2 ); : : : ; (Y n-1 ; Y n ) 2 E where X = Y 1 and Y = Y n . The length of a path is the number of edges in the sequence. If Y 1 = Y n the path constitutes a cycle. A (directed) graph with no (directed) cycles is said to be acyclic. A Bayesian network N = (G; P) consists of a directed acyclic graph G = (V; A) and a set of conditional probability distributions P. Each node Y 2 V represents a discrete random variable with a nite set of mutually exclusive states, and for each Y there is a conditional probability distribution P(Yjpa(Y)) 2 P, where pa(Y) denotes the set of all parents of Y. P speci es a multiplicative decomposition of the joint probability distribution:
The subgraph G(V A graph is a knot if there are multiple paths (sharing no edges) between every pair of nodes (Peot and Shachter 1991) . This implies that a knot is a maximal subgraph which cannot be made disconnected by removal of a single edge. A tree T is an undirected singly connected graph.
A directed graph G is moralized by adding undirected edges e = (Y 1 ; Y 2 ) to E for all pairs of not already connected parents of each node and then dropping the directions of the directed edges. The result is the moral graph G M = (V; E M) where E is the set of edges produced when directions are dropped and M is the set of edges added during moralization. When referring to the undirected graph of the directed graph G of a Bayesian network we will be referring to the moral graph of G. A moral graph G M is triangulated if every cycle of length greater than 3 has a chord. A triangulation T adds edges to the graph until this condition is satis ed. The set of edges added by a triangulation are called ll-in edges, and we denote them T. We get the triangulated graph as G T = (V; E M T). 
are complete for all X2V. All elimination orderings determine a triangulation of G M and therefore a triangulation is not necessarily unique. A triangulation T is minimal if removal of an edge in T results in an untriangulated graph. A ll-in edge e of a triangulation T is redundant if T n feg is a triangulation. A triangulation T is minimum if jTj is minimum over all possible triangulations.
The general problem of nding an optimal triangulation for undirected graphs is known to be N P-hard, see e.g. (Wen 1990) . Since the general problem of nding optimal triangulations is N P-hard heuristic methods are necessary (Wen 1990) . A large number of heuristic rules for elimination of nodes including minimum ll-in weight, minimum ll-in size, minimum clique weight, and minimum clique size has been proposed. These optimization problems have, however, been proved to be N Pcomplete, see e.g. (Yannakakis 1981) or (Arnborg, Corneil, and Proskurowski 1987) . See (Kj rul 1993) for an extensive empirical evaluation of the performance of the heuristic elimination rules for triangulation. The heuristic triangulation rules are used to decide which node to eliminate next. For each not yet eliminated node a score (optimality criterion) is computed. The scores are de ned by the triangulation heuristic used. Triangulation of a graph based on node elimination with one step "lookahead" proceeds as follows. A node, say X, with minimum score according to the triangulation heuristic used is chosen as the next node to eliminate. The quality of the triangulation with respect to the computational complexity of probabilistic inference depends on the optimality score c(X) used to select nodes (Cowell, Dawid, Lauritzen, and Spiegelhalter 1999) .
Once a triangulation T of an undirected graph is produced, T can be made minimal by recursive thinning which has time complexity O(jTj 2 ) (Kj rul 1993 The following examples illustrates the necessity of (recursive) thinning when triangulation is based on the minimum ll-in weight heuristic, for instance. The recursive decomposition of an undirected graph can be arranged as a binary decomposition tree. The maximal prime subgraphs corresponds to the leaves of the decomposition tree. A decomposition tree is not necessarily unique. A clique decomposition of a graph G with respect to a triangulation T is a maximal prime subgraph decomposition of G T . A clique decomposition can be represented as a junction tree T T where the clusters are the cliques of G T .
The cliques can be obtained from the triangulation.
De nition 2.4 Maximal Prime Subgraph Decomposition Junction Tree]
A maximal prime subgraph decomposition junction tree T MPD is a junction tree for a MPD where the nodes are the maximal prime subgraphs of G.
The MPD junction tree produced can be stored as an intermediate data structure that ts in between the moral graph and the triangulated graph. In (Peot and Shachter 1991) a method for probabilistic inference in multiple connected Bayesian networks is presented. The method is based on knot decomposition of the Bayesian network. The knots are connected by at most a single edge and if each knot is considered as a single node, then the resulting graph is singly connected. This implies that information is passed between neighboring knots over the connecting edge. A knot can contain more than one maximal prime subgraph, but a maximal prime subgraph can at most contain a single knot. The conclusion is that maximal prime subgraph decomposition o ers a more ne grained decomposition than knot decomposition.
Example 2.5 Asia]
A Bayesian network for the Asia example of Lauritzen and Spiegelhalter (1988) Bayesian networks provide a compact representation of a joint probability distribution. One common task performed on Bayesian networks is probabilistic inference. That is, updating the posterior marginal distributions dynamically as evidence on variables become available. This task can be performed quite e ciently by local procedures operating on a junction tree representation of the Bayesian network. The junction tree can be generated by the following algorithm:
Algorithm 2.3 Construct Junction Tree] Let N = (G; P) be a Bayesian network. If Construct junction tree is invoked on G, then:
general inference in Bayesian networks to be N P-hard, and one of the critical problems is to nd an optimal triangulation in the second step of algorithm 2.3. This step has, as mentioned, also been proved to be N P-hard.
Example 2.6 Asia]
A junction tree for Asia constructed with algorithm 2.3 is shown in gure 4.
Figure 4: A junction tree for the Bayesian network shown in gure 2.
The triangulation step of the algorithm added ll-in edge (B; L).
Identifying Maximal Prime Subgraphs
The method we propose for identi cation of maximal prime subgraphs of a Bayesian network N = (G; P) uses the junction tree. A precondition of the method is that the triangulation of G M is minimal. There exist methods for nding triangulations with a minimal number of ll-in edges such as for example the LEX M algorithm (Rose, Tarjan, and Lueker 1976) (with time complexity O(ne)). The LEX M triangulation algorithm is based on a lexicographic ordering scheme which is a special type of breath rst search. LEX M is similar to maximum cardinality search (Tarjan and Yannakakis 1984) except that LEX M guarantees a minimal triangulation. Alternatively, recursive thinning (algorithm 2.2) can be applied to remove redundant ll-in edges. This step should be added to the junction tree construction algorithm (algorithm 2.3). Usually minimality is not considered important as a minimal triangulation is not necessarily a near optimal triangulation with respect to e cient inference. However, a minimal triangulation T min obtained by recursive thinning of a triangulation T is always at least as good as T.
We, therefore, recommend that this step is always included in the junction tree construction algorithm. The additional recursive thinning step should, of course, only be added if the triangulation algorithm is not guaranteed to produce minimal triangulations. With the addition of a recursive thinning step, a Bayesian network can be decomposed into its maximal prime subgraphs as follows. Let G be the directed acyclic graph for a Bayesian network, let G M be the corresponding moral graph, let G T min be the graph corresponding to a minimal triangulation T min of G M , and let T min be a junction tree corresponding to the clique decomposition given by G T min . The maximal prime subgraph decomposition junction tree T MPD can be constructed by aggregation of cliques connected by separators which are incomplete in the moralized graph:
Algorithm 3.1 Construct MPD Junction Tree] Let T min be a junction tree constructed from a minimal triangulation T min of a Bayesian network N = (G; P), then a MPD junction tree T MPD is constructed as:
1. Set T 0 = T min .
2. Repeat We will prove that T MPD is a MPD junction tree for G M . In order to do this we need the following lemma. We are now ready to prove the main theorem of the paper. n S) is a decomposition of G M . Next, we prove that all clusters of T MPD are prime subgraphs of G M . Let C be a cluster in T MPD which is a clique in T min . By lemma 3.1 C is a prime subgraph of G M . Let C be a cluster of T MPD constructed by aggregation of cliques C 1 ; :::; C n in T min . By lemma 3.1, a decomposition of C i (for 1 i n) cannot exists. Consider any two cliques C i and C j of T min which are contained in C. The intersection S = C i \ C j is a subset of all separators on the path between C i and C j in T min . The set of separators of a triangulated graph is unique. Thus, S must be equal to one of the separators on the path and these are by construction known to be incomplete in G M . Therefore, a decomposition of C cannot exist which implies that C is prime subgraph of G M .
Finally, C is maximal as all separators of T MPD are complete separators of G M .
Corollary 3.3
The maximal prime subgraph decomposition of G M is unique. This result has also been proved by Leimer (1993) , but here it follows directly from the proof of theorem 3.2 as all separators of T MPD are complete separators in G M and no other complete separators exist. Although of minor importance, we mention that T min is not necessarily unique. If two separators S i and S j are identical there exists at least three cliques sharing the same set of nodes and they can be singly connected arbitrarily. We can establish some further results relating the clusters of T min to the cliques of G M . Theorem 3.4
The clusters of T MPD formed by aggregation of cliques of T min are not cliques in G M .
Proof. If C is a cluster in T MPD and not a clique in T min then there exists a separator S C that is not complete in G M . Therefore C cannot be complete in G M . Theorem 3. This follows directly from theorem 3.5 as the cliques of corollary 3.6 are exactly the clusters of theorem 3.5.
The condition in corollary 3.6 that all separators have to be complete in G M is necessary, otherwise Y 0 and Y 00 could belong to the same separator S which is incomplete in G M . As argued in the proof of theorem 3.4, a separator S that is incomplete in G M cannot be a subset of a clique in G M .
The MPD Identi cation Algorithm
The purpose of the previous sections was to introduce concepts, establish theoretical results including a proof of the correctness of the algorithm, and describe a number of algorithms simplifying the description of the main algorithm of the paper: Algorithm 3.2 Construct Maximal Prime Subgraph Decomposition Junction Tree] Let N = (G; P) be a Bayesian network, then a maximal prime subgraph decomposition junction tree T MPD is constructed by:
1. Moralize G to obtain G M . 2. Triangulate G M to obtain G T .
3. Thin out redundant ll-in edges (only performed if necessary).
4. Organize the clique decomposition induced by G T as a junction tree T .
5. Construct the MPD junction tree T MPD .
Using the above algorithms the organization of the junction tree T also determines the organization of the maximal prime subgraph decomposition junction tree T MPD . It is, however, possible to organize T MPD independently of the structure of T . The next example shows how algorithm 3.2 can be used to construct a maximal prime subgraph decomposition junction tree for the Asia example. 
Complexity Considerations
In general, proposing a new approach to solving a problem (i.e. a new theory, framework, method, etc.) seems pointless unless the proposed approach offers improvements over existing approaches. In particular, when introducing algorithms for solving practical problems, the complexity of the proposed algorithm should be comparable with the complexity of existing algorithms. In this section we consider the complexity of the proposed algorithm for maximal prime subgraph decomposition (algorithm 3.2). The complexity of algorithm 3.2 will be established by establishing (rough of estimates of) the complexity of each step of the algorithm: The recursive thinning step is only performed, if the triangulation heuristic method does not guarantee the triangulation to be minimal. One reason for using a triangulation which is not guaranteed to produce minimal triangulation is that a triangulation heuristic might have proved to perform well in practice. For the purpose of nding maximal prime subgraph decompositions a heuristic triangulation method which nds minimal triangulation fast is preferable. One of the fastest triangulation heuristics producing minimal triangulations is the LEX M heuristic (Rose, Tarjan, and Lueker 1976) which has time complexity O(ne). Another possibility is to use the algorithm proposed by Fujisawa and Orino (1974) which has time complexity O(n(e+jTj)) or the minimum clique size triangulation heuristic which can be implemented to run in O(n + (e + jTj)) (Tarjan and Yannakakis 1984) , but it does not in general produce minimal triangulations. The initial steps 1 to 3 are exactly the initial step performed in the algorithms proposed by Tarjan (1985) and Leimer (1993) , see section 7 for a detailed description of these methods. Determining whether or not a graph is complete can be done in time O(n) where n is the number of nodes in the graph. Each separator contains a subset of the variables of G and the union of all separators is also a subset of V. This implies that the task of determining whether or not the separators of T are complete in G M has time complexity O(n 2 ).
The time complexity of triangulation is O(ne) while the time complexity of all other steps are no worse than this. This implies that the time complexity of the method we propose is the same as the time complexity of the methods proposed by Tarjan and Leimer. 4
Lazy Propagation in MPD Junction Trees
Lazy propagation (Madsen and Jensen 1998 ) is a general method for inference in Bayesian networks that dynamically determines which probability potentials to combine. The lazy propagation architecture was originally described as a junction tree message passing algorithm. General methods for inference in junction trees have to take all possible combinations of evidence into consideration whereas lazy propagation is able to exploit independence relations induced by evidence and the concept of barren variables. Lazy propagation often results in smaller potentials when performed in MPD junction trees than when performed in general junction trees. This is illustrated by the following example. Any computational tree structure maintaining the independence relations of the corresponding Bayesian network can be used to control the message ow in lazy propagation. A MPD junction tree could, for instance, be used instead of a junction tree. Changing the underlying structure of the lazy propagation architecture from junction trees to MPD junction trees does not impose any adjustments to the inference algorithm.
Example
To emphasize the potential bene ts and drawbacks of changing the underlying computational structure of lazy propagation from junction trees to maximal prime subgraph decomposition junction trees the following example is presented.
Example 4.1 Lazy Propagation] Consider the Bayesian network N = (G; P) and a corresponding junction tree T shown in gures 9 and 10. The conditional probability distributions of N are associated with cliques of T as indicated in the gure.
The ow of messages in T is controlled by passing messages relative to a predetermined root ABCDE. During CollectEvidence no potentials are passed up the tree as all marginalizations produce unity potentials.
Next, consider DistributeEvidence. The set of potentials associated with ABCDE prior to the calculation of the message to pass to BCDEF is fP(A); P(B); P(C); P(D j A; B); P(E j A; C)g. The structure of T dictates Assume T MPD is used as the computational structure when performing inference in N using lazy propagation. Any of the messages passed from ABCDEF to adjacent clusters can be calculated with a largest domain size of three variables. The improvement of using T MPD instead of T as the computational structure is due to the ability to recognize whether or not the ll-in edges of F are necessary which none of them are.
Applications of Maximal Prime Subgraph Decomposition
In this section we discuss some tasks commonly performed on Bayesian networks that can bene t from maximal prime subgraph decomposition.
Triangulation by Divide and Conquer
In order to obtain a computationally e cient triangulation of the graph G of a Bayesian network we can exploit the cluster tree representation T MPD of the maximal prime subgraph decomposition of G. By theorem 3.4 and 3.5 we can identify a partial triangulation of G M . Although a complete triangulation was identi ed during the construction of T MPD , this need not be a good one. Hence we can re-triangulate the clusters of T MPD that are not triangulated already and obtain a new total triangulation. The non-triangulated clusters of G M are smaller than the original graph and they can be triangulated independently. Therefore, the original triangulation problem is split into a number of independent subproblems of smaller sizes. This is exactly what characterize problems suited for the divide and conquer paradigm. It follows that a divide and conquer strategy for triangulation consists of a maximal prime subgraph decomposition of G M followed by a triangulation of all clusters of T MPD . Di erent methods for triangulation can be used for di erent clusters, or the clusters can be triangulated in parallel. It is clear that the e ciency of the approach increases with a decreasing size of the maximal prime subgraphs.
Example 5 The development of computer hardware is a very fast growing eld. Computers with multiple processors, for instance, are becoming more and more common. It is therefore important to adjust well-known algorithms and to develop new algorithms to exploit the availability of multiple processors. Divide and conquer algorithms where the subtasks can be solved independently are candidates for parallelization. One possibility is to combine maximal prime subgraph decomposition of Bayesian networks with divide and conquer triangulation algorithms to form a parallel algorithm. Divide and conquer triangulation can be combined with simulated annealing techniques (Kj rul 1992) for nding optimal triangulations of maximal prime subgraph in parallel. If the Bayesian network decomposes into a number of large maximal prime subgraphs this approach is expected to have a substantial impact on the time e ciency of combining heuristic triangulation methods with simulated annealing techniques.
Hybrid Propagation
Even though e cient triangulations can be obtained by the divide and conquer approach just described, the cliques of the junction tree may be too large for inference by exact methods. When Bayesian networks become so large that probabilistic inference cannot be performed on the available hardware approximative methods can be applied. In such cases inference can be performed by stochastic simulation or through other approximation methods. Such methods are also relevant if the Bayesian network includes arbitrarily distributed continuous variables for which exact methods do not exist. Approximative and stochastic simulation methods are most often applied to the entire computational structure. In (Dawid, Kj rul , and Lauritzen 1995) a methodology for performing approximate computations in large junction trees where some cliques are handled exactly and others by approximation or stochastic simulation is described. The emphasis of (Dawid, Kj rul , and Lauritzen 1995) is on the methodology for combining the inference algorithms whereas the construction of the computational structure for mixed propagations is not treated. MPD junction trees can be used as the basis for construction of computational structures for hybrid propagation. From a MPD junction tree T MPD and a corresponding junction tree T a computational tree consisting of clusters of T MPD and cliques of T can be constructed.
Example 5.2
Consider once again the MPD junction tree T MPD shown in gure 12. Assume T is a junction tree constructed from T MPD (possibly using parallel divide and conquer triangulation). Instead of performing approximate inference in T , the parts of T tractable for exact inference can be determined and the intractable parts can be aggregated into corresponding maximal prime subgraphs. This will produce a computational tree structure consisting partly of cliques of T and partly of clusters of T MPD . This computational structure can be used as the basis of hybrid propagation. Another task performed on Bayesian networks related to hybrid propagation is computing a most probable explanation of the evidence. Approximate methods for computing the most probable explanation of the uninstantiated variables given a set of evidence exists, see e.g. (Zhong and Santos Jr. 1999) and references herein. This computation can be performed using a combination of maximal prime subgraph decomposition and approximative algorithms such as reinforcement learning and genetic algorithms, for instance.
Incremental Compilation
During the model design and construction phases the structure of the Bayesian network will often be changed frequently. The model is changed both to improve the conceptual representation of the domain being modeled, but model constructs are also changed to improve the e ciency of the model. Changing the structure of the Bayesian network has implications to the structure of corresponding junction trees and the e ciency of a Bayesian network is almost always measured as the e ciency of the corresponding junction tree. Therefore, it is important to consider how structural changes to the Bayesian network a ects the structure of corresponding junction trees. Once a junction tree representation of a Bayesian network has been generated incremental changes made to the Bayesian network should produce incremental changes to the initial junction tree representation. Methods for dynamically adjusting the computational structure has been developed, see for instance (Draper 1995) and (Darwiche 1998) . If a Bayesian network is modi ed dynamically there are at least two reasons why it can be bene cial to modify an existing junction tree incrementally rather than performing a new compilation (Draper 1995) :
If the Bayesian network is large, then it will often be considerably less expensive to modify an existing junction tree than to perform a new compilation.
Incremental modi cation of a junction tree will often produce more stable results. That is, a modi cation of the existing junction tree is more likely to produce a similar tree than a new compilation. This is especially important if the designer is trying to optimize the junction tree representation.
With the MPD junction tree as an intermediate representation it is possible to modify the junction tree dynamically as changes in the Bayesian network are introduced. These changes will typically in uence only one or a few clusters in the MPD junction tree and only the cliques of the junction tree constructed from the triangulation of these clusters have to be modi ed, while the rest of the junction tree remains intact. Thus the junction tree can be constructed or modi ed incrementally by (re)triangulating only the clusters of the MPD junction tree that are a ected by the actual changes in the Bayesian network. Methods for incremental compilation based on this idea is under current investigation.
Example 5.3
We present a variation of the extended Asia example of Cowell, Dawid, Lauritzen, and Spiegelhalter (1999) . Assume an additional variable C (cough) describing whether or not the patient has a cough is added to the Bayesian network. The parents of C are B and L (we disregard the association between dispnoea and cough), see gure 13. The method proposed in (Darwiche 1998 ) is based on building a family graph and then on-line constructing di erent junction trees depending on the queries posed to the Bayesian network model. The method proposed in (Draper 1995) is also based on building a family graph, but a static junction tree is constructed from the family graph using a set of transformation operations. If the Bayesian network is modi ed dynamically, then the corresponding junction tree can be modi ed dynamically too using the transformation operations.
Empirical Results
The utilization of MPD junction trees to some degree depends on the size of the maximal prime subgraphs of the decomposition. A series of empirical experiments investigating the sizes of maximal prime subgraphs of a number of large real-world Bayesian networks have been performed. The large realworld Bayesian networks are decomposed into maximal prime subgraphs and the accumulated number of variables in maximal prime subgraphs of equal size is computed. These numbers are related to the size of the maximal prime subgraphs as illustrated in gures 14, 15, and 16. Figure 14 shows the results for the BOBLO network (Rasmussen 1992) . Figure 15 shows the results for the CPCS network (Pradhan, Provan, Middleton, and Henrion 1994) . As can be seen from these gures a large fraction of the variables lies in small maximal prime subgraphs and a single subgraph is quite large. These are typical situations. In some networks up to half of the variables lies in one subgraph. Figure 16 shows the results for a fraction of the Munin network (Olesen, Kj rul , Jensen, Jensen, Falck, Andreassen, and Andersen 1989) . This net- is modi ed we can at least conclude that there are considerable potential savings if the modi cations only a ect minor subgraphs. 
Comparison with Existing Methods
We give a comparison of the algorithm for nding maximal prime subgraph decompositions proposed in this paper with the algorithm proposed by Tar-jan (1985) and optimized by Leimer (1993) . The time complexity of the algorithms presented by Tarjan and Leimer is O(ne) where n is the number of nodes and e is the number of edges of the decomposed graph.
The algorithm proposed in (Tarjan 1985) proceeds as follows:
Algorithm 7.1 Decomposition Algorithm] Let G = (V; E) be an undirected graph. A prime subgraph decomposition of G is found by performing:
1. First (a) Find a minimal elimination ordering . (X) is complete for the variable X considered in a speci c step of the algorithm, then the graph is decomposed. This does not ensure a maximal prime subgraph decomposition. Speci cally, it does not produce a unique decomposition. The algorithm proposed by Leimer (1993) determines the unique maximal prime subgraph decomposition of G. A number of concepts have to be introduced before the algorithm can be presented.
De nition 7.1 D-ordering]
A sequence of subsets C 1 : : : ; C T of a graph G = (V; E) is a D-ordering, if for all k > 1:
for some j < k.
The above property is also referred to as the running intersection property.
De nition 7.2 D-numbering]
A numbering of the nodes of a graph G is a D-numbering, if there exists a D-ordering C 1 ; : : : ; C T of the cliques of G such that:
(Q 1 ) = fn; : : : ; n -jQ t j + 1g; : : : ; (Q T ) = fjQ T j; : : : ; 1g;
Every D-numbering is perfect. If is a D-numbering w.r.t. G , then the D-ordering C 1 ; : : : ; C T of the maximal cliques of G associated with is unique (Leimer 1993) . This implies that we can de ne F( ) = fF 2 ; : : : ; F T g where F t 2 Q t = C t n ( S t-1 i=1 C i ) is determined as (F t ) = maxf (X) jX2Q t g for t = 2; : : : ; T. The variable F t is the last variable eliminated before the clique C t "disappears" from the graph. The set F( ) is important for the algorithm proposed in (Leimer 1993) as madj(F t ) = C t \ ( S t-1 i=1 C i ). A set of nodes S is a complete separator of two maximal prime subgraphs of G if and only if S2fmadj(F 2 ); : : : ; madj(F T )g (Leimer 1993 ).
The algorithm proposed in (Leimer 1993) The second step of the above algorithms is referred to as the decomposition step. The decomposition step is successful if a clique separator is found. In (Leimer 1993) it is proved that every minimal elimination ordering of the nodes of a graph G = (V; E) generated with LEX M is a D-numbering w.r.t. G = (V; E F ) and that F( ) = (F 1 ; : : : ; F T ) can be determined using the LEX M algorithm. The algorithm presented by Leimer (1993) is the same as the algorithm presented by Tarjan (1985) except that is a D-numbering w.r.t. G and the computation of F( ). The decomposition step is only applied for each F2F( ) instead of for all X 2 V. Finally, the case B = ; cannot occur, see proof of algorithm in (Leimer 1993 ).
Algorithm 7.2 in essence iterates through all separators of the D-numbering of C 1 ; : : : ; C T in the order T; : : : ; 2 and determines whether or not a separator is complete by computing madj(F t ). The resulting binary decomposition tree is skewed. The uniqueness of the D-numbering implies that F t can be dened unambiguously. Furthermore, the iteration order and the D-numbering makes it possible to specify the structure of the maximal prime subgraphs as they are constructed during the iteration process.
If the sets of the D-numbering C 1 ; : : : ; C T are arranged in a junction tree structure, then the structure of the junction tree is unique. With the method for maximal prime subgraph decomposition we propose, the condition that the cliques of G are arranged in a D-numbering is relaxed.
In fact, we have shown that it is unnecessary. The method we proposed is based on arranging the cliques of G in a arbitrary junction tree and then inspecting the separators of the junction tree. The separators are the sets madj(F t ) as the separators are unique. Furthermore, the order in which the separators are inspected is also shown to be unimportant. This enables parallel instead of sequential inspection of separators. The methods proposed by Tarjan (1985) and Leimer (1993) are both based on decomposition of undirected graphs. The method we propose is based on decomposition of the moralization of a directed, acyclic graph. For instance, the graph of a Bayesian network. For the sake of comparison with the existing methods it is therefore fair to disregard the moralization step of the method we propose. The time complexity of the three methods is O(ne).
Discussion
The tradeo between using a MPD junction tree or a junction tree as the computational structure for lazy propagation is between having additional degrees of freedom to determine elimination orders on-line implying more time consuming tasks or having a more constrained partial elimination order, but possibly requiring unnecessary ll-in edges. The ultimate consequence of combining adjacent cliques into clusters is to do this recursively until only one cluster containing the entire Bayesian network remains. Performing lazy propagation in this structure corresponds to applying a variable elimination algorithm directly to the Bayesian network. It is, however, generally agreed that performing inference in a Bayesian network N = (G; P) based on computations performed in a secondary structure such as a junction tree is more e cient than performing inference computations directly based on the graph G. The tradeo is between maintaining a secondary structure and exploiting the structure of the evidence to simplify computation using the d-separation criterion and the concept of barren variables. If the sizes of the clusters of the MPD junction tree constructed for a Bayesian network is of comparable size to the sizes of the cliques of the junction tree, then lazy propagation in the MPD junction tree can improve the e ciency of inference. The sizes of the cluster in the MPD junction tree can be compared with the sizes of the cliques of the junction tree. If the structure is such that the MPD junction tree does not consists of one large maximal prime subgraph, but rather consists of a relatively large number of maximal prime subgraphs not di ering much in size from the largest clique of the junction tree, then inference in the MPD junction tree can often be more e cient with respect to both time and space complexity.
Performing lazy propagation in MPD junction trees will often be more space e cient than lazy propagation in a standard junction tree. The most space e cient junction tree for lazy propagation is the junction tree consisting of just a single clique. It can be demonstrated that a MPD junction tree does not eliminate the possibility of introducing unnecessary ll-in edges during message passing with lazy propagation. The number of unnecessary ll-in edges introduced will, however, be reduced. Knowledge about the structure of the evidence or the queries made to the Bayesian network model can be exploited when a junction tree representation of the Bayesian network is constructed and when the maximal prime subgraph decomposition junction tree is constructed. Knowledge about the structure of the evidence induce (in)dependence relations between some of the nodes of the Bayesian network and knowledge about queries might induce dependence relations between nodes. Additional dependence relations corresponds to adding additional ll-in edges to the moralized graph. This might produce additional complete separators. Furthermore, redundant llin edges can be added to the moralized graph such that large maximal prime subgraphs can be decomposed into two or more almost equally sized subgraphs which can be considered independently. Prior knowledge about the structure of the evidence is common in the eld of medical diagnosis. The CPCS network, for instance, which is used in the medical subdomain of hepatobiliary disease contains are large number of predisposing factors such as gender, age, smoking habits, etc. These nodes can usually be instantiated following an interview with the patient.
Conclusion
In this paper we have presented a method for maximal prime subgraph decomposition of Bayesian network. The method is similar to the method of Tarjan (1985) as modi ed by Leimer (1993) . The advantage of the proposed method compared to the methods of Tarjan and Leimer is that it integrates nicely into the construction of junction trees for Bayesian networks. Furthermore, the requirement that the cliques of the triangulated are arranged in a speci c unique order is relaxed and the separators of the triangulated graph can be inspected in any order.
The maximal prime subgraphs are organized into a MPD junction tree. The MPD junction tree can serve as the computational structure for lazy propagation and for hybrid propagation schemes. Furthermore, by maintaining the MPD junction tree structure as an intermediate representation between the Bayesian network and a corresponding junction tree methods for divide and conquer triangulation, and incremental construction of junction trees can be employed e ciently. The results of empirical experiments indicate that a maximal prime subgraph decomposition typically produces a few relative large maximal prime subgraphs and a number of small maximal prime subgraphs. Further research is needed in order to draw precise conclusions on the importance of exploiting maximal prime subgraph decompositions.
