The synchrony of neural firing is believed to underlie the integration of information between and within neural networks in the brain. Abnormal synchronization of neural activity between distal brain regions has been proposed to underlie the core symptomatology in schizophrenia. This study investigated whether abnormal synchronization occurs between the medial prefrontal cortex (mPFC) and the hippocampus (HPC), two brain regions implicated in schizophrenia pathophysiology, using the maternal immune activation (MIA) animal model in rats. This neurodevelopmental model of schizophrenia is induced through a single injection of the synthetic immune system activator polyriboinosinic-polyribocytidylic acid, a synthetic analog of double-stranded RNA, a molecular pattern associated with viral infection, in pregnant rat dams. It is based on epidemiological evidence of increased risk of schizophrenia in adulthood after prenatal exposure to infection. In the present study, EEG coherence and neuronal phase-locking to underlying EEG were measured in freely moving MIA and control offspring. The MIA intervention produced significant reductions in mPFC-HPC EEG coherence that correlated with decreased prepulse inhibition of startle, a measure of sensory gating and a hallmark schizotypal behavioral measure. Furthermore, changes in the synchronization of neuronal firing to the underlying EEG were evident in the theta and low-gamma frequencies. Firing within a putative population of theta-modulated, gamma-entrained mPFC neurons was also reduced in MIA animals. Thus, MIA in rats produces a fundamental disruption in long-range neuronal synchrony in the brains of the adult offspring that models the disruption of synchrony observed in schizophrenia.
Introduction
The temporal synchronization of neural firing has been proposed to bind and integrate diverse neural processes within the brain (Singer, 1999; Buzsáki and Draguhn, 2004) . A considerable body of evidence suggests that changes in neural synchronization within and between brain regions may underlie a range of the deficits observed in schizophrenia (Uhlhaas et al., 2006; Spencer et al., 2009) .
Although significant recent advances have been made in understanding how abnormal synchrony might be linked to schizophrenia (Uhlhaas and Singer, 2010) , the fundamental causal mechanisms remain unclear. Disruption of long-range neuronal synchrony has been demonstrated recently in the context of a genetic model of schizophrenia (Sigurdsson et al., 2010) , but the contribution of environmental risk factors has yet to be examined. Epidemiological studies suggest that environmental insults that occur at critical periods of brain development, such as maternal infection during the prenatal period, are associated with long-lasting changes in brain development and function, subsequent adult neuropathology (Rees and Inder, 2005) , and specifically an increased risk of schizophrenia, in the offspring (Weinberger, 1987; Mednick et al., 1988; Brown and Derkits, 2010) . Because prenatal exposure to a variety of infections is associated with this increased risk (Brown et al., 2001 (Brown et al., , 2004 Babulas et al., 2006) , maternal immune activation (MIA) is considered to be a critical initiating factor (Patterson, 2002) .
In the present study, we examined the synchronization of neural activity in the MIA model of schizophrenia. Activation of the maternal immune response involves injecting pregnant rat dams with a single systemic injection of the cytokine inducer polyriboinosinic-polyribocytidylic acid (Poly I:C) at approximately midgestation. Subsequent disruption to the neurodevelopment of the fetus results in a syndrome of structural, functional, and behavioral schizophrenia-like abnormalities in the offspring, typically with characteristic latent postpubertal onset Ozawa et al., 2006; Wolff and Bilkey, 2008) . Many of these symptoms have been shown to be responsive to acute and/or chronic antipsychotic drug treatment Piontkewitz et al., 2009 ).
Long-range neuronal synchrony was investigated in the adult MIA offspring and compared with matched control animals in an open-field task. Synchrony was measured between the hippocampus (HPC) and medial prefrontal cortex (mPFC), two regions known to have significant structural, functional, and neurochemical abnormalities in schizophrenia (Harrison, 2004; Tan et al., 2007) , as well as disrupted functional connectivity (Meyer-Lindenberg et al., 2005) . Furthermore, sensory gating was measured as an indication of the degree of schizophrenia-like behavioral disruption in these animals. Decreased coherence of neural activity between mPFC and HPC were observed in the EEG recordings of MIA animals, indicative of a reduction in long-range synchrony. This change in synchrony was associated with reductions in sensory gating behavior. At the cellular level, phase-locking of mPFC single-neuron firing was also disrupted in terms of both timing and phase of firing to simultaneously recorded EEG.
Materials and Methods
All procedures and experiments were performed in accordance with ethical guidelines of the University of Otago Ethics Committee.
Animals
Twelve female Sprague Dawley rats obtained from the University of Otago Animal Breeding Station were mated at 3 months of age. While under halothane anesthesia, six experimental-group dams were injected with a single dose of Poly I:C (4.0 mg/kg, i.v.) dissolved in saline, whereas control group dams received vehicle, on gestational day 15. Pups were culled to give a litter size of six males and weaned on postpartum day 21. The 12 animals used in this experiment (six MIA and six control) were obtained from independent litters and dams. Animals were prepulse inhibition (PPI) tested from ϳ3 months of age and were at least 5 months of age at the time of electrode implantation for subsequent electrophysiological recordings. No other procedures were conducted during the interim period. Experimental animals were housed three to a cage within their treatment group before surgical procedures and maintained on ad libitum food and water on a 12 h light/dark cycle.
Prepulse inhibition
Deficits in sensorimotor gating are a hallmark measure of validity in animal models of schizophrenia (Swerdlow and Geyer, 1998; Weiss and Feldon, 2001) as the ability of a weak prestimulus to reduce the startle response to a loud acoustic stimulus (known as prepulse inhibition) is reduced in individuals with schizophrenia. Acoustic startle responses of the 12 animals (six MIA and six control) were measured in a startle chamber (SR Lab; San Diego Instruments) using methods described previously Bilkey, 2008, 2010) . Briefly, animals were placed inside a Plexiglas holding cylinder, on a platform mounted onto a piezoelectric accelerometer, all housed within a lit, soundattenuated chamber. The acoustic stimuli was controlled by a computer using SR Lab software and provided through a speaker within the chamber. Each session involved startle-only (120 dBA, 40 ms), prepulse-only (72, 76, 80, and 84 dBA, 20 ms) , prepulse plus startle (at all prepulse intensities), and no stimulus (68 dBA background only). Sessions began with 11 startle-only trials), followed by six blocks of the 10 different trial types (presented in pseudorandom, counterbalanced order). Ten startle-only stimuli completed the procedure. The interval between prepulse and startle stimuli was maintained at a constant 100 ms, and intertrial intervals ranged between 8 and 23 s. Sessions lasted ϳ35 min.
Surgery and electrode implantation
The 12 animals tested for PPI were subsequently surgically implanted with an adjustable microdrive assembly for neuron recording using techniques we have described previously (Bilkey and Muir, 1999; Zironi et al., 2001; Bilkey, 2003, 2005; Muir and Bilkey, 2003; Liu et al., 2004; Russell et al., 2006) . Briefly, while anesthetized with a ketamine-domitor mixture, a miniature, moveable microdrive (Bilkey and Muir, 1999) containing seven recording electrodes (Formvar-coated, nichrome wires with 25 m diameter; California Fine Wire) was chronically implanted into the mPFC targeting the deep layers of the prelimbic and infralimbic cortices [ϩ3.2 mm anteroposterior (AP) and ϩ0.6 mm mediolateral (ML) to bregma; 3.2 mm dorsoventral (DV) from dura] through drilled stereotaxic-guided trephines. Furthermore, one non-moveable 127-mdiameter, nickel-chromium coated wire was implanted in the CA1 region of the dorsal HPC (Ϫ3.8 mm AP and 2.5 mm ML to bregma; 2.5 mm DV from dura) to record EEG from near the hippocampal fissure. The assembly was fastened to the skull with jeweler's screws and acrylic dental cement. Animals remained on ad libitum food and water supply until 2 weeks after surgery, at which time their food was reduced to maintain the animal at ϳ85% of their free-feeding weight to optimize behavior during the recording procedure.
Electrophysiological recordings
Extracellular spikes were recorded using the dacqUSB multichannel recording system (Axona Ltd.). Signals were buffered via a field effect transistor source-follower mounted to the head stage with a "quiet" electrode as an indifferent. Neuron activity was bandpass filtered (between 360 Hz and 7 kHz), amplified 100 times, and digitized at a 48 kHz sampling rate by the dacqUSB system. Neuronal signals were digitized when the spike on any channel exceeded a threshold set above the background noise levels and were then stored for offline analysis. EEG signals were referenced to a skull screw located anterior to bregma and contralateral to the mPFC electrode trephine, low-pass filtered at 500 Hz, and sampled at 4800 Hz. The position of the animals' head was monitored by a ceilingmounted video camera connected to a tracking system that monitored infrared light-emitting diodes mounted on the head stage. Head position was sampled at 50 Hz, and positional information was made available to the dacqUSB system.
Recording apparatus and procedure
The experimental chamber was a black, plastic, circular tub with a floor diameter of 74 cm and a wall height of 56 cm. The room was lit by a low-level light source located at one side of the room. This was not directly visible to the animal while in the apparatus. Animals were handled for 3 d before experimentation and habituated for two 20-min sessions within the environment for 2 d before their first recording. Two 10-min recordings were then obtained each day (morning and evening) while animals foraged for chocolate hail in the familiar open-field environment. The electrode was advanced through the mPFC cell layer by 40 m after each recording session.
Data analysis
Prepulse inhibition. PPI is calculated as percentage PPI using the formula 100 Ϫ (PP/S) ϫ 100, where PP is the average response on prepulse plus startle trials, and S is the average response on startle-only trials. Percentage PPI data was only analyzed for the midrange 80 dBA prepulse intensity because this has been shown to provide the greatest differentiation between MIA and control animals as a result of reduced floor and ceiling effects Bilkey, 2008, 2010) . One raw startle value was found to be 3 SDs from the mean of the remaining trials and was therefore removed before percentage PPI was calculated and replaced with a value estimated from the linear trend generated through the neighboring PPI values for that animal Bilkey, 2008, 2010) . Startle response to the first startle-only trial was assessed, as was the average startle response across the six PPI testing blocks.
Single-unit (neuron) recording. Single-neuron activity was manually identified on the basis of spike waveform characteristics using an offline cluster cutting program (TINT; Axona Ltd.). Raw EEG, spike times, and positional and behavioral data were read into Matlab (MathWorks) for additional analysis. Basic neuronal firing properties and behavioral measures were calculated using an in-house program, MapInfo (D. Bilkey, University of Otago, Dunedin, New Zealand).
Power spectral analysis. An averaged power spectral density (PSD) was derived for both hippocampal and mPFC EEG using Welch's modified method of spectral estimation in Matlab. The PSD was calculated using a discrete Fourier transform with a 9600 Hz sample, moving hamming window, giving a resolution of 0.5 Hz. To allow for effective comparison across sessions and animals, data were normalized so that the integral of the PSD over the range of 2-100 Hz was equal to one, thereby accounting for variance in signal amplitude across recordings and animals as a result of factors such as electrode impedance and location (Russell et al., 2006) . To quantify the differences in peak amplitude within each frequency band against the underlying broadband activity, an exponential curve was fitted to the PSD using the least squares method (Russell et al., 2006) . The difference between the fitted curve and the PSD was then retained, and the amplitude and frequency of the peaks in this difference curve were measured in the delta (2-4 Hz), theta (4 -12 Hz), beta (12-30 Hz), and gamma (low, 30 -48 Hz; high, 52-100 Hz) frequency bands. This entire procedure was conducted using an automated Matlab routine, and the results within each frequency band were then compared between control and MIA animals.
Coherence analysis. The coherence spectrum represents a series of correlation coefficients (squared) indicating the degree of consistency of two signals as a function of frequency (Srinivasan et al., 1999) . Coherence values range from 0, in which the time series are completely independent, to 1, in which signals at a specific frequency range are identical. Coherence was calculated using the standard Matlab function mscohere (MathWorks), which derived the magnitude squared coherence estimate using Welch's averaged modified periodogram method. A frequency resolution of 0.5 Hz was available. The magnitude of coherence between the regions was then extracted for each of the frequency bands as above and compared. The peak coherence values within each band were averaged across all recordings for each animal, providing a mean coherence value for each animal within each frequency band.
Spike phase relationship. EEG phase was determined by bandpass filtering the data within the frequencies of interest [using a two-pole Butterworth filter with the filtfilt function (Matlab; MathWorks) to avoid phase shifts caused by the filtering process] and then applying the standard Hilbert transform. Phase zero was the positive peak of the waveform. To determine the strength of phase-locking and preferred phase of firing of an mPFC neuron to underlying EEG activity, each spike was given a phase of firing value with reference to the simultaneously recorded EEG within each frequency band, and then a measure of angular dispersion (mean vector length Ϫ r) and mean phase angle were calculated across all spikes (supplemental Fig. 1 , available at www.jneurosci. org as supplemental material). The value of r provides a measure of the concentration of firing about the unit circle and varies inversely with the degree of dispersion within the data. It may vary from 0 (firing is so widely distributed that a mean angle cannot be described) to 1 (when all firing is concentrated at the same phase angle). The distribution of neuronal firing to both hippocampal and mPFC EEG was assessed using the Rayleigh's test for circular uniformity (Zar, 1999) to determine whether the phase of firing distribution was evenly (and therefore without significant mean direction) or unevenly distributed (and therefore possessing a significant mean direction) within the frequency bands of interest. The Watson-Williams parametric test for two samples of circular data (Zar, 1999) was used to quantify differences in phase angle between the two populations of neurons.
Histological procedures. After study completion, animals were deeply anesthetized with halothane and underwent transcardial perfusion. After fixation, 60 m coronal sections were mounted and stained with thionin, and subsequent examination of these sections was used to verify the placement of the electrodes.
Results
Histological procedures confirmed electrode placement for both HPC and mPFC electrodes (Fig. 1) . Average running speeds and area of the environment covered during recording were not found to differ between comparison groups. An ANOVA of speed data binned at 8 cm/s also revealed no significant group effect and no group ϫ speed interaction (supplemental Fig. 2 , available at www.jneurosci.org as supplemental material). Average electrode depths in the mPFC and spike amplitude were not found to differ between groups. Six MIA animals from six independent litters provided 47 EEG recordings, and 48 EEG recordings were obtained from six litter-matched control animals. Each recording was analyzed separately, and the results were averaged to obtain mean values for each animal within each frequency range.
MIA induces behavioral changes in offspring
The percentage PPI measure reflects the degree to which the lowamplitude prepulse stimulus inhibits startle behavior elicited by a later, high-amplitude stimulus. Analysis of startle behavior revealed a significant reduction in percentage PPI in the MIA animals (t (9) ϭ Ϫ3.241, p ϭ 0.01) compared with control animals. Baseline startle reactivity in response to the startle stimulus alone was not different between treatment groups on the first startle-only trial ( p ϭ 0.074) or during the PPI testing blocks ( p ϭ 0.3).
MIA animals display reduced coherence between HPC and mPFC EEG that is correlated with behavioral deficits Analysis of the mean peak coherence values revealed a significant reduction in coherence between the mPFC and HPC within the MIA group across most frequency bands investigated (Fig. 2a,b) (delta, t (10) ϭ 3.05, p ϭ 0.022; theta, t (10) ϭ 2.769, p ϭ 0.02; beta, t (10) ϭ Ϫ3.188, p ϭ 0.01; and low-gamma, t (10) ϭ 2.383, p ϭ 0.038). The frequency at which peak coherence occurred in the delta band was also significantly higher in MIA animals (supplemental Fig. 3 , available at www.jneurosci.org as supplemental material) (t (10) ϭ Ϫ2.33, p ϭ 0.042) but did not differ between groups in the theta, beta, and low-gamma bands. No significant difference in coherence or frequency was observed within the high-gamma band (52-100 Hz). Subsequent analysis of the theta frequency band revealed that the coherence differences were greater at the lower end of the frequency band (4 -7 Hz) (Fig. 2c) , in which coherence in MIA animals was significantly lower (t (10) ϭ 2.404, p ϭ 0.037) than in controls. In contrast, no significant difference was observed in the high-theta (7-12 Hz) band, although there was a trend in the same direction. These reductions in long-range synchrony were not explained by major disruptions in either HPC or mPFC local activity, because analysis of the normalized PSD of the HPC and mPFC EEG revealed no differences between MIA and control recordings in regard to both the amplitude of the PSD peak or the frequency at which that peak occurred within any of the frequency bands investigated (Fig.  2d,e) . Furthermore, the behavioral changes noted in the percentage PPI data (when pooled from the 11 animals; data from one control animal were not available) (Fig. 3a) reveal a positive linear relationship between the amount of EEG coherence measured Figure 1 . a, mPFC electrodes targeted deep layers of prelimbic and infralimbic cortices (ϩ3.2 mm AP and ϩ0.6 mm ML to bregma; 3.2 mm DV from dura). The shaded box represents the region within which all the electrode tracts were located based on histology, starting coordinates, and distance that electrodes were moved. The cross in b shows the location of a typical lesion site marking the tip of the single EEG electrode in the dorsal hippocampus (CA1) (Ϫ3.8 mm AP and ϩ2.5 mm ML to bregma; 2.5 mm DV from dura).
in the low-gamma band and percentage PPI (Spearman's rank coefficient, r ϭ 0.827, p Ͻ 0.001) (Fig. 3b) . mPFC neurons show decreased clustering and altered phase angle of firing to simultaneously recorded EEG To investigate whether the reduction in synchrony between the HPC and mPFC observed in the MIA animal's coherence analysis was accompanied by changes at the single-neuron level, we examined the relationship between the firing of individual neurons in the mPFC and the simultaneously recorded EEG activity in both mPFC and HPC (Fig. 4a) . A total of 98 neurons were recorded from the mPFC of MIA animals. These cells were isolated from 47 recording sessions in six animals derived from six independent litters. One hundred twelve cells were isolated over 48 recordings of six litter-matched control animals. The average number of neurons recorded from each animal was not found to differ between MIA and control animals, and the distribution of neurons between animals was similar across groups. The firing rate of mPFC neurons were found to differ significantly between groups, with neurons in MIA animals having a higher firing rate (1.79 Ϯ 0.14 Hz) than control animals (1.26 Ϯ 0.08 Hz; t (207) ϭ 3.31, p Ͻ 0.01). These firing rates are generally consistent with those reported in previous studies of mPFC neurons in freeforaging and place preference tasks (Jung et al., 1998; Hok et al., 2005) . A Rayleigh's test revealed that MIA neurons showed decreased clustering of mPFC firing with reference to the HPC low-theta (5-7 Hz; t (208) ϭ Ϫ2.161, p ϭ 0.032) and gamma (30 -100 Hz; t (208) ϭ Ϫ2.03, p ϭ 0.022) EEG cycles (Fig. 4b) . The reduction in clustering of mPFC firing to the HPC gamma cycle was also significant when individual cell data were averaged and comparisons were made at the between-animal level (t (10) ϭ 2.41, p ϭ 0.037). A significant reduction in clustering was also observed when mPFC neuron activity was referenced against theta oscillatory activity recorded in the mPFC in both the low-theta (5-7 Hz; t (208) ϭ Ϫ3.015, p ϭ 0.003) and high-theta (7-9 Hz; t (208) ϭ Ϫ2.132, p ϭ 0.034) frequency ranges (Fig. 4c) .
In addition to changes in the clustering of firing, there was also evidence that the phase of neuronal firing was altered in the MIA animals. The results of a Watson-Williams test revealed significant between-group differences in the mean phase angle of firing of mPFC neurons to EEG signals recorded from both HPC and mPFC (Table 1 ). The mean phase angle to HPC EEG differed significantly within delta (2-4 Hz; F (1,210) ϭ 28.58, p Ͻ 0.001), theta (7-9 Hz; F (1,210) ϭ 12.86, p Ͻ 0.001), beta (F (1,210) ϭ 37.5, p Ͻ 0.001), and gamma (F (1,210) ϭ 28.03, p Ͻ 0.001) frequency bands. In control animals, mPFC neuron firing tended to occur on the negative-going phase of the HPC EEG cycle in theta, beta, and gamma frequency bands. In MIA animals, however, neurons tended to fire on the positive-going phase of the population oscillation in all four frequency bands. In relation to the mPFC EEG, the preferred phase of neuron firing again differed within the following frequency bands [mPFC; delta (2-4 Hz), F (1,210) ϭ 27.69, p Ͻ 0.001; theta (5-7 Hz), F (1,210) ϭ 50.06, p Ͻ 0.001; theta (7-9 Hz), F (1,210) ϭ 5.10, p Ͻ 0.05; beta, F (1,210) ϭ 5.25, p Ͻ 0.05], although the phase shift was less systematic.
Although the average firing rate of MIA neurons was significantly higher than control neurons, a Pearson's product moment correlation revealed no relationship between MIA neuron firing rate and coherence in any frequency band ( p Ͼ 0.05). In control animals, however, average firing rate was shown to positively 
Reduced firing in theta-modulated, gamma-entrained mPFC neurons in MIA animals
The mean phase of firing of mPFC neurons to gamma frequency EEG recorded in the HPC was bimodally distributed in control animals, with one preferred firing phase occurring immediately after the peak of the gamma cycle and another just after the trough (Fig. 4d) . In comparison, MIA neurons had a unimodal population distribution (Z (1, 197) ϭ 5.86, p ϭ 0.0027), preferring to fire near the gamma trough only (Fig. 4e) . The firing phase histograms of individual control-group neurons were generally unimodal, indicating that the bimodal population distribution might be a result of two groups of neurons each tending to fire at different preferred phase angles. This suggested that one of these groups of neurons might not be active in MIA animals. To determine whether the control-group neurons could be defined on the basis of other characteristics, they were initially grouped depending on their phase of firing to gamma EEG (315°to 135°vs 135°to 315°). A comparison of firing properties of these two groups of neurons revealed no differences in average firing rate or in the running speed of the animal during activation. The spike amplitude (peak to trough) was, however, significantly higher in neurons that fired later in the gamma phase oscillation (t (110) ϭ Ϫ2.502, p Ͻ 0.05). One determinant of spike amplitude in extracellular recording is the distance from the electrode to the neuron. It is unlikely that this could account for these results, however, because there was no reason to expect the electrode tracks to preferentially pass close to certain neuron types and not others. Alternatively, however, changes in spike amplitude might reflect the influence of particular phasic inputs (e.g., shunting currents) on a certain subgroup of cells. These might differentially influence current flow that originates from action potentials but then propagates back into the dendrites (Stuart and Sakmann, 1994; Grewe et al., 2010) and so modulates the extracellular signal. The comparison also revealed a significant between-group difference in the relationship that these neurons had to the theta rhythm recorded in the mPFC. Those neurons that tended to fire near the peak of the mPFC gamma cycle showed significantly greater modulation of firing by mPFC theta activity (r value; 5-7 Hz, t (110) ϭ Ϫ2.46, p ϭ 0.015; 7-9 Hz, t (110) ϭ Ϫ4.0845, p Ͻ 0.001) and a tendency to fire earlier in the theta cycle (F (1,110) ϭ 46.29, p Ͻ 0.001) compared with the population of neurons that fired at or just after the gamma trough. When MIA cells were categorized in the same way, this difference in theta modulation was not apparent. Furthermore, the relationship of spike amplitude to phase of firing to the gamma cycle in the mPFC was in the opposite direction in MIA neurons, such that neurons that tended to fire earlier had a higher spike amplitude (t (95) ϭ Ϫ1.99, p Ͻ 0.05) than those that fired later (F (1,208) ϭ 9.93, p ϭ 0.0019) . Fig. 1 , available at www.jneurosci.org as supplemental material) was applied to neurons recorded in the mPFC, a vector length(r)describingsynchronytotheEEGwasobtainedforeachcell.Ahigherrvalueindicatesanincreasedconcentrationoffiringabouta particularphaseoftheEEGcycle.Inseveralfrequencybands,mPFCneuronsfromMIAanimalsshowsignificantlyreducedclusteringoffiring to the EEG recorded in the HPC (b) and mPFC (c). *p Ͻ 0.05; **p Ͻ 0.01. d, e, Histogram of preferred firing phase for all mPFC neurons referenced to HPC gamma EEG. Data are replicated over two cycles for visual clarity. The wave indicates the phase of the EEG cycle with 0°e qualtothepositivepeak.Abimodaldistributionacrossthe360°cycleisevidentinthecontrolpopulation,whichmayindicatethepresence of two populations of neurons with different firing phases. By comparison, the distribution of firing in MIA neurons is unimodal in nature. This may result from a reduction in firing in neurons with a preferred firing phase occurring just after the positive peak of the EEG. 
Discussion

Prenatal environmental insult results in changes in long-range communication
The current study investigated neural synchronization between the HPC and mPFC in the MIA animal model of schizophrenia. The primary finding is that a single exposure to the viral mimic Poly I:C during pregnancy leads to a disruption in longrange synchronization of EEG activity between mPFC and HPC in the adult offspring of these animals. The change in synchrony occurred within the delta (2-4 Hz), theta (4 -12 Hz), beta (12-30 Hz), and low-gamma (30 -48 Hz) frequency bands. Furthermore, an analysis of single-neuron firing in mPFC also revealed that activity in MIA animals was disrupted in terms of both the timing and phase of firing to simultaneously recorded EEG. These effects were observed despite MIA animals showing no evidence of local disruptions to EEG activity in either the HPC or mPFC, nor were the observed effects explained by differences in basic neural properties, gross motor behavior, or differential learning patterns that might have resulted if task demands had been higher. The reductions in coherence and phase-locking evidenced here appear, therefore, to be a result of changes in long-range communication between the mPFC and HPC or an alteration in some third area that provides synchronization between these regions. These changes may also reflect an overall reduction in coherent oscillatory activity throughout a number of brain regions, in which the present findings may provide a window into a brain-wide abnormality in integration or communication between neural networks in schizophrenia.
MIA animals also displayed a significant reduction in sensorimotor gating, a behavioral deficit evident in individuals with schizophrenia and a hallmark indicator of schizotypal behavioral impairment in animal models of the disorder (Swerdlow and Geyer, 1998; Weiss and Feldon, 2001 ). Furthermore, there was a linear relationship between this behavior and coherence in the low-gamma frequency band. Oscillations in the gamma and beta frequency bands have been linked previously to the human sensory gating response (Müller et al., 2001; Johannesen et al., 2005; Hall et al., 2010) . Furthermore, both the hippocampus (Zhang et al., 2002) and prefrontal cortex (Mears et al., 2006) have been implicated previously in the PPI response. It is unclear, however, whether the specific reduction in mPFC and HPC coherence is directly related to the impaired PPI responses or whether the change in coherence we observed reflects a more widespread deficit that might also influence processing in sensory and motor areas. Exploration of the coherence-PPI relationship in other brain areas would clarify this issue.
In addition to finding that abnormal long-range synchrony is produced in the MIA model, the current study provides evidence for a specific reduction in firing in a population of thetamodulated, gamma-entrained cells in the mPFC of MIA animals. It is possible that this putative group of cells may contribute to inter-region synchrony or be directly responsive to it. The subsequent reduction in cross-frequency coupling that resulted from this change may also play a role in some of the cognitive deficits observed in schizophrenia. For example, cross-frequency coupling has been related previously to performance in decisionmaking tasks (Tort et al., 2008) , a process that is impaired in schizophrenia (Shurman et al., 2005; Heerey et al., 2008) .
These findings are, to our knowledge, the first to provide evidence of disrupted long-range neural synchrony between distinct brain regions in an environmental risk model of schizophrenia. The results reported here parallel the disrupted neural synchrony described in the human schizophrenia literature and complement recent findings by Sigurdsson et al. (2010) showing that long-range synchrony is disrupted in the context of a genetic model of schizophrenia. Whereas this previous study reported a decrease in synchrony between the dorsal HPC and mPFC in the delta and theta frequency bands during a working memory task, here we report that disruptions also occur in the beta (12-30 Hz) and low-gamma (30 -48 Hz) frequency ranges. The fact that the changes noted in the current study occur during a simple behavioral activity suggests that they represent a fundamental impairment. The gamma frequency disruption noted here is also of particular interest because changes in this band have been associated with schizophrenia in many studies. For example, reduced gamma synchrony has been associated with poorer perception (Kwon et al., 1999; Spencer et al., 2003 Spencer et al., , 2008 Spencer, 2008) , working memory performance (Basar-Eroglu et al., 2007; Haenschel et al., 2009) , and cognitive control (Cho et al., 2006) .
At present, the degree to which local and distal synchronization are related phenomena is unclear (Uhlhaas and Singer, 2010) . Previous studies have reported that disruption in local oscillatory activity can occur within some models of schizophrenia (Ehrlichman et al., 2009; Lodge et al., 2009; Belforte et al., 2010) . This can, however, make the interpretation of betweenregion differences in coherence difficult because local disruptions in synchrony could influence long-range communication. The MIA animals in our study did not, however, have alterations in local PSD measures, rather the critical changes were in interregion communication. The difference in local effects between this and previous studies may be attributable to the behavioral task. For example, Lodge et al. (2009) , using the methylazoxymethanol acetate animal model, showed that disruption in local oscillatory activity occurred in both ventral HPC and mPFC during a conditioned fear response task. No difference was apparent, however, when recordings were made in a baseline openfield condition, a task similar to that used in the present study.
Putative molecular mechanisms
Several neurotransmitter systems play a crucial role in the generation and synchronization of cortical oscillatory activity, and abnormalities in these systems are implicated in the neuropathophysiology of schizophrenia (Lewis et al., 2005) . In particular, GABAergic interneurons are known to phasically regulate pyramidal cell excitation through their dense perisomatic innervation of glutamatergic neurons. Through these connections, they can control network activity and produce synchronous oscillatory activity within various frequency bands (Cobb et al., 1995) . One of the most consistent findings in postmortem studies of schizophrenia is a reduced expression of mRNA for the GABAsynthesizing enzyme glutamatic acid decarboxylase (or GAD 67 ) (Lewis et al., 2005) . Furthermore, the disruption in oscillatory activity that is observed in schizophrenia has been linked to a subclass of GABAergic interneurons containing the calciumbinding protein parvalbumin (PV) (Lewis and Moghaddam, 2006; Sohal et al., 2009 ). Disruption to GABAergic signaling has also been demonstrated in the MIA model, with evidence for both a decreased expression of PV-containing interneurons and a suppression of the secretory glycoprotein Reelin, in both the HPC and mPFC regions of Poly I:C-treated mice (Meyer et al., 2008) . Recent research within other animal models have reported a relationship between suppressed PV expression and disruption in local oscillatory activity (Cunningham et al., 2006; Lodge et al., 2009) . It is possible, therefore, that the reductions in inhibitory signaling observed previously in the MIA model may be causally related to the long-range disruption in coordinated neural activity described in the current study.
It is not yet clear, however, whether GABAergic disruptions are a precursor to, or a downstream product of, disruption to other neurochemical systems (Coyle, 2004; Uhlhaas and Singer, 2010) . Impaired glutamatergic signaling via NMDA receptors has also been identified in the pathophysiology of schizophrenia (Goff and Coyle, 2001 ) and has been shown to play a role in the disruption of gamma frequency oscillation (Roopun et al., 2008; Ehrlichman et al., 2009; Belforte et al., 2010) .
The disruption in synchronization evidenced here has been proposed to underlie a core dysfunction in the integration and binding of information in schizophrenia (Spencer et al., 2003; Uhlhaas and Singer, 2010) . Abnormal synchronization has, for example, been related to a range of schizotypal behavioral deficits (Kwon et al., 1999; Lee et al., 2003; Cho et al., 2006; Uhlhaas et al., 2006; Pachou et al., 2008 ) (for review, see Uhlhaas and Singer, 2010) . Although the above literature primarily identifies reductions in synchrony within the schizophrenia population, abnormal increases in synchronization have been correlated with increased presentation of positive symptomatology (Spencer et al., 2009 ). The present findings are in accord with the human schizophrenia literature and extend our understanding of possible mechanisms by highlighting the pervasive impact of an intrauterine environmental insult on long-range synchronization. These data, therefore, link an isolated environmental risk factor to the disrupted synchronization that may be a fundamental factor in the disease presentation.
