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Abstract
Topographic maps such as the self organizing map (SOM) or neural gas
(NG) constitute powerful data mining techniques which allow to simul-
taneously cluster data and infer its topological structure, such that ad-
ditional features, e.g. browsing, become available. Both methods have
been introduced for vectorial data sets, i.e. they require a classical feature
encoding of information. Often, data are available in the form of pair-
wise distances only, such as e.g. arise from a kernel matrix, a graph, or
some general dissimilarity measure. In such cases, NG and SOM cannot
be applied directly. In this contribution, we introduce relational topo-
graphic maps as an extension of relational clustering algorithms which
offer prototype-based representations of dissimilarity data, to incorpo-
rate neighborhood structure. These methods are equivalent to the stan-
dard (vectorial) techniques, if an Euclidean embedding exists, while pre-
venting the necessity to explicitly compute such an embedding. Extend-
ing these techniques for the general case of non-Euclidean dissimilari-
ties, an interpretation of relational clustering as clustering in pseudo-
Euclidean space becomes possible. We compare the methods to well-
known clusteringmethods for proximity data based on deterministic an-
nealing anddiscuss inhow far convergence canbe guaranteed in the gen-
eral case. Relational clustering is quadratic in the number of data points
whichmakes the algorithms infeasible for huge data sets. We propose an
approximate patch-version of relational clustering which runs in linear
time. The effectivity of the methods is demonstrated in a number of ex-
amples.
Keywords:Clustering methods, self-organizing feature maps, neural gas, prox-
imity data, large data sets
1 Introduction
Topographic maps such as the self-organizingmap (SOM) constitute a valu-
able tool for robust data inspection and data visualization which has been
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applied in diverse areas such as telecommunication, robotics, bioinformat-
ics, business, etc. [37, 68]. A particular strength of SOM lies in the fact that it
offers simultaneousdata clustering, visualization, topological inference, and
compressionof data bymeans of prototypes such that diverse functionalities
can be realized on top of SOM. Alternative methods such as neural gas (NG)
[46] provide an efficient clustering and topographic mapping of data with-
out fixing a prior lattice. This way, subsequent visualization such as mul-
tidimensional scaling [39] can readily be applied, whereby no prior restric-
tion of a fixed lattice structure as for SOM is necessary and the risk of topo-
graphic errors is minimized. For NG, an optimum (nonregular) data topol-
ogy is induced such that browsing in a neighborhood becomes directly pos-
sible [47]. A very elegant fundamental treatment of vector quantization and
extensions such as SOM and NG has been presented in the work [32] based
on information theoretic principles as introduced in [43]. In this frame-
work, vector quantization is interpreted as encoding mechanism with lim-
ited resources, where SOM can be derived as robust model if channel noise
is present, whereas NG accounts for the situation that certain channels are
not available e.g. due to varying bandwidth. This also gives some hints in
which situations the application of SOM or NG, respectively, is advisable
from a theoretical model of the data, besides providing additional function-
lity compared to simple clustering such as k-means due to the additional
(fixedor data-optimum, respectively) neighborhood structure. Interestingly,
as presented in [32], these approaches canbe combined to yieldmodelswhich
are robust with respect to different types of noise.
Original SOM and NG, however, have been proposed for vectorial data
such that their application is restricted to Euclidean space. In the last years, a
variety of extensions of thesemethods has been proposed to deal withmore
general data structures. This accounts for the fact that more general metrics
have to be used for complex data such as microarray data or DNA sequences.
Further it might be the case that data are not embedded in a vector space at
all, rather, pairwise similarities or dissimilarities are available.
Several extensions of classical SOM and NG to more general data have
been proposed: a statistical interpretation of SOM as considered in [18, 29,
63, 64] allows to change the generative model to alternative general data
models. The resulting approaches are very flexible but also computationally
quite demanding, such that proper initializationandmetaheuristics (e.g. de-
terministic annealing) become necessary when optimizing statistical mod-
els. For specific data structures such as time series or recursive structures, re-
cursive models have been proposed as reviewed e.g. in the articles [4, 24].
However, these models are restricted to recursive data structures with Eu-
clidean constituents. Online variants of SOMandNGhave been extended to
general kernels e.g. in the approaches presented in [57, 67]. However, these
versions have been derived for (slow) online adaptation only.
The approaches [38] provide a fairly general method for large scale appli-
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cation of SOM to nonvectorial data: it is assumed that pairwise similarities
of data points are available. Then the batch optimization scheme of SOM
can be generalized by means of the generalized median to a visualization
tool for general similarity data. Thereby, prototype locations are restricted
to data points. This method has been extended to NG in [13] together with
a general proof of the convergence of median versions of clustering. Further
developments concern the efficiency of the computation [12] and the inte-
gration of prior information if available to achievemeaningful visualization
and clustering [20, 21, 65].
Median clustering has the benefit that it builds directly on the derivation
of SOM and NG from a cost function. Thus, the resulting algorithms share
the simplicity of batch NG and SOM, itsmathematical background and con-
vergence, as well as the flexibility tomodel additional information bymeans
of an extension of the cost function. However, for median versions, proto-
type locations are restricted to the set of given training data which consti-
tutes a severe restriction in particular for small data sets. Therefore, exten-
sions which allow a smooth adaptation of prototypes have been proposed
e.g. in [22]. In this approach, aweighting scheme is introduced for thepoints
which represents virtual prototype in the space spannedby the trainingdata.
This model has the drawback that it is not an extension of the standard Eu-
clidean version.
Here, we use an alternative way to extend NG to relational data given by
pairwise dissimilarities, which is similar to the relational dual of fuzzy clus-
tering as derived in [27, 28] and which directly builds on fundamental work
in the context of relational clustering as introduced in [41, 55]. For a given
dissimilaritymatrixwhich stems from a (possibly high-dimensional and un-
known) Euclidean space, it is possible to derive the relational dual of topo-
graphic map formation which expresses the relevant quantities in terms of
the given matrix and which leads to a learning scheme similar to standard
batch optimization. This scheme provides identical results as the standard
Euclidean version if an embedding of the given data points is known. In par-
ticular, it possesses the sameconvergenceproperties as the standardvariants,
thereby restricting the computation to known quantities which do not rely
on an explicit embedding. Since these relational variants rely on the same
cost function, extensions to additional label information or magnification
control [20, 21, 23] become readily available.
The methods can directly be applied to every possibly non-Euclidean dis-
similarity matrix and, as we will see in a variety of experiments, they result
in a good performance in practical applications. The theory behind the case
of general dissimilarity data, however, is less clear. We will show that a sim-
ple shift of the dissimilarity matrix as proposed in [41] which makes data
Euclidean and which does not affect the location of the optima of the dual
cost function, can severely affect the underlying numeric. As an alternative,
wewill link the proposed algorithmto clustering in pseudo-Euclidean space,
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such that an intuitive interpretation of the algorithm becomes possible also
in thenon-Euclidean setting. However, we showby counterexample that the
algorithmneed no longer converge to a fixed point of the dual cost function
- albeit this behavior has not been observed by us in a single real application.
We show that popular alternatives such as deterministic annealing for pair-
wise data clustering or SOM share this property, i.e. counterexamples which
show possible divergence can also be found for these two well-known clus-
tering algorithms. We argue that relational neural gas is in fact related to
popular deterministic annealing variants in the sense that the latter can be
derived as deterministic annealing in pseudo-Euclidean space. This provides
a direct interpretation of these alternatives in terms of relational prototypes,
i.e. inspection of the results becomes possible this way, and it explains why
relational clustering shows remarkable results in practice which are compa-
rable to results obtained by deterministic annealing, while consuming less
training time.
Relational clustering as well as its deterministic annealing counterparts
display squared complexity according to the size of the dissimilaritymatrix.
This makes the algorithms unsuitable for large data sets. Based on intuitive
and powerful extensions of classical k-means and NG to large data sets by
means of patch clustering [1, 15, 8], we propose an approximation of the al-
gorithmswhich canwork in constantmemoryand linear time, i.e. it is suited
for large data sets. While we exemplarily test the results for patch relational
NG clustering, the principled method can successfully be applied to every
clustering scheme which relies on relational prototypes, i.e. a direct trans-
fer of themethod to relational SOM and deterministic annealing variants of
relational clustering become possible.
Now, we first introduce batch learning algorithms for neural gas based on
a cost function. Then we focus on a dissimilarity matrix which can be em-
bedded in Euclidean space andwederive the respective relational dual result-
ing in a dual cost function and batch optimization schemes for the case of a
given dissimilaritymatrix of data. For the general non-Euclidean setting, we
discuss the connection to an embedding in pseudo-Euclidean space. Based
on this connection, a relation to well-established deterministic annealing
schemes become possible. To make the algorithms suitable for large data
sets, an approximation of prototypes is introduced which allows to process
data subsequently in patches, using constant memory and linear time only.
The efficiency of relational clustering is demonstrated in a couple of bench-
mark situations as well as an application for a text clustering task which in-
volves almost 200.000 articles.
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2 Neural Gas
Neural clusteringand topographicmaps constituteeffectivemethods for data
clustering, inspection, and preprocessing. Classical variants deal with vecto-
rial data ~x ∈ Rn which are distributed according to an underlying distribu-
tion P in the Euclidean space. The goal of prototype-based clustering algo-
rithms is to distribute prototypes ~wi ∈ Rn, i = 1, . . . , k among the data such
that they represent the data as accurately as possible. A new data point ~x is
assigned to the winner I(~x) which refers to the prototype with smallest dis-
tance ‖~wI(~x) − ~x‖2. This separates the data space into the receptive fields of
the prototypes.
Differentpopular variants of neural clusteringhave beenproposed to learn
prototype locations from given training data [37]. Assume the number of
prototypes is fixed to k. Simple k-means directly optimizes the quantization
error
Ek−means(~w) =
1
2
k∑
i=1
∫
δi,I(~x) · ‖~x− ~wi‖2 P (d~x)
where δi,I(~x) with Kronecker δ indicates the winner neuron for ~x. Unlike k-
means, neural gas (NG) [46] and the self organizingmap (SOM) [37] incorpo-
rate the neighborhood of a neuron for adaptation. The cost function of NG
is given by
ENG(~w) =
1
2
k∑
i=1
∫
hλ(ki(~x)) · ‖~x− ~wi‖2 P (d~x)
where
ki(~x) = |{~wj | ‖~x− ~wj‖2 < ‖~x− ~wi‖2}|
is the rank of the prototypes sorted according to the distances and hλ(t) =
exp(−t/λ) scales the neighborhood cooperation with neighborhood range
λ > 0.
The SOMitself does notpossess a cost function, but a slightvariation thereof
as proposed e.g. by Heskes [29]:
ESOM(~w) =
1
2
k∑
i=1
∫
δi,I∗(~x) ·
k∑
l=1
hλ(nd(i, l)) · ‖~x− ~wl‖2 P (d~x)
where I∗(~x)denotes theneuronwith smallest averaged distance
∑k
l=1 hλ(nd(i, l))·
‖~x−~wl‖2 and nd(i, l)denotes a priorly chosenneighborhoodstructureof neu-
rons, often induced by a low dimensional lattice structure.
The incorporation of a neighborhood structure into SOMandNGhas sev-
eral beneficial effects: additional functionality is achieved thisway, since the
topological structure of the data is respected by the neurons, and browsing
and, in the case of SOM, visualization become possible. It has been shown
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Algorithm 1: Batch NG
input
data {~x1, . . . , ~xm} ⊂ Rn;
begin
init ~wi randomly;
repeat
set kij := |{~wl | ‖~xj − ~wl‖2 < ‖~xj − ~wi‖2}|;
set ~wi :=
∑
j hλ(kij)~x
j/
∑
j hλ(kij);
until convergence;
return ~wi;
end.
experimentally that, byneigbhorhood integration, amethodwhich iswidely
insensitive to initialization can be achieved [45]. In the fundamental work
[32, 43], a theoretical justification for this finding is given by linkingNG and
SOM, respectively, to information theoretical concepts in the context of en-
coding in the presence of channel noise. In the following, we will exemplar-
ily consider NG, the argumentation for SOM and k-means being similar.
Often, theNG cost function is optimized bymeans of an online stochastic
gradient descent. Alternatively, if data ~x1, . . . , ~xm are available priorly, batch
optimization can be done. The corresponding discrete cost function is given
by
ENG(~w, ~x) =
1
2
k∑
i=1
m∑
j=1
hλ(ki(~x
j)) · ‖~xj − ~wi‖2 .
This is optimized by an iterative optimizationof assignments andprototypes
until convergence in BatchNG, see Algorithm1. Thereby, theneighborhood
cooperation is usually annealed to λ→ 0 during training such that the quan-
tization error is optimized in the limit of small neighborhood size. It has
been shown in [13] that this procedure converges after a finite number of
steps to a local optimum of the NG cost function for fixed λ. In the follow-
ing theoretical considerations, wewill always assumefixed andusually small
neighborhoodparameter λ is chosen. This consideration approximately cor-
responds to final stages of training.
In the following, we will deal with the application of NG to settingswhere
no Euclidean embedding of the data points is known. We will more gener-
ally deal with data points xi which are characterized by pairwise proximities
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d(xi, xj)which are symmetric and 0 if xi = xj . For such general proximities,
it can hold that no Euclidean embedding can be found. However, we will see
that, also for non-Euclidean dissimilarities, a vector space with symmetric
bilinear form 〈·, ·〉 (which need not be positive definite) and embeddings ~xi
of the points xi exist such that d(xi, xj) = 〈~xi − ~xj , ~xi − ~xj〉. We would like
to stress that the cost function of NG can be formalized for every real vec-
tor space which possesses a symmetric bilinear form 〈·, ·〉, by substituting the
term ‖~xi− ~wj‖2 in the cost function by 〈~xi − ~wj , ~xi− ~wj〉. The corresponding
cost function becomes
ENG(~w) =
1
2
k∑
i=1
m∑
j=1
hλ(ki(~x
j)) · 〈~xj − ~wi, ~xj − ~wi〉
where the ranks ki(~x
j) are determined based on the bilinear form. In the
sameway, using this extendeddefinitionof the ranks, theprocedure of Batch
NG is well defined in every vector space equipped with a symmetric bilinear
form. However, it is not guaranteed that this Batch NG procedure optimizes
the NG cost function for the general setting, nor is the convergence of this
procedure guaranteed, nor the fact that this procedure is useful at all. We
will address these questions in more detail in the following.
3 Dissimilarity Data
Relational data xi are not explicitly embedded in a Euclidean vector space,
rather, pairwise similarities or dissimilarities are available. We assume that
dissimilarities dij are given for every pair of data points x
1, . . . , xm. In the
Euclidean setting, data can be represented as vectors xj = ~xj and the equal-
ity dij = ‖~xi − ~xj‖2 holds. In general, however, no such explicit embedding
of data is available. Further, dij need not fulfill the requirements of a metric,
i.e. the triangle inequality can be violated. Such data can stem froma general
distancemeasure such as e.g. alignment distance for DNA sequences, Leven-
stein distance of words, general graph distances e.g. in a web graph, or even
empirical results of questionnaires or experiments.
This situation is rather common in practice, and an overview about su-
pervised classification techniques for similarity data has just recently been
published [10]. Here we are interested in the unsupervised case. A variety
of clustering algorithms for general dissimilarities has been proposed. This
includes hierarchical clustering such as single or complete linkage, UPGMA,
or neighbor joining [26, 71], which usually rely on heuristics, although guar-
antees of the correctness of the result can be derived in specific settings (e.g.
for ultrametrics or additivemetrics [34]). Alternatives rely on an appropriate
cost function. Naturally, the standard kernel trick can be applied to many
clustering algorithms or topographic mapping, such that a direct extension
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of these approaches to similarity data which is induced by a kernel results.
Proposals of this approach can be found in [12, 67, 57], for example. Cluster-
ing of dissimilaritieswhich are represented by a graph can be formalized as a
graph cut problem. Spectral clustering can be interpreted as an efficient ap-
proximation of the NP-hard optimization of the normalized or ratio graph
cut [44]. Alternatively, in median or exemplar based clustering, the position
of prototypes in the standard quantization error are restricted to locations in
the set of given data points. This way, the quantization error can directly be
transferred to the setting of general dissimilarities. Proposals which follow
this line of argumentation include median clustering as proposed for SOM
and NG [38, 13] and exemplar based clustering by formulating the problem
in terms of a factor graph leading to affinity propagation [16]. By restrict-
ing the prototype locations, the set of potential solutions becomes restricted
such that these proposals do not correspond to standard k-means or SOM in
the Euclidean setting.
A few approaches try to directly generalize the standard Euclidean set-
ting to general dissimilarity data. One proposal is to optimize a cost func-
tion for pairwise clusteringwhich relies on the cluster assignments only, i.e.
it can be formulated for pairwise dissimilarities, but which is equivalent to
the standard quantization error in the Euclidean setting. This cost function
can be optimized e.g. using some metaheuristic or deterministic annealing
[30]. However, in the general setting, the notion of prototypes is lost this
way and a clustering is represented in terms of assignments only. Similarly,
the approach [18] uses deterministic annealing for a reliable training of SOM
for proximity data. The transfer from vectorial data is achieved by an inter-
pretation of SOM as an encoder-decoder framework. We will later see that
thesemethods can be interpreted as deterministic annealing of standard Eu-
clidean k-means clustering and SOM, respectively, which are transferred to
proximity data using relational clustering, as will be proposed in this article.
A direct extension of k-means and fuzzy-k-means to dissimilarity data has
been proposed in [27, 28]. Here the assumption ismade that a Euclidean em-
bedding of data exists, but it is unknown. In this case, k-means can be equiv-
alently reformulated in terms of dissimilarities only. The resulting meth-
ods are termed relational clustering since they can deal with dissimilarities
which result from relations rather than vectors. In this contribution,we will
follow the last approach and transfer these ideas to topographic mapping.
First, we consider the situation that a Euclidean embedding of data exist and
derive the relational neural gas in this setting. Afterwards, we discuss the
setting for non Euclidean situations.
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3.1 Euclidean Data
Weassume, as before, that training data x1, . . . , xm are given in terms of pair-
wise dissimilarities dij . One special setting is that data originate from a Eu-
clidean distancemeasure, thatmeans, we are able to find Euclidean points ~xi
such that dij = ‖~xi − ~xj‖2. Note that this notation includes a possibly non-
linearmapping (featuremap)Φ : x 7→ Φ(xi) = ~xi with dij = ‖Φ(xi)−Φ(xj)‖2.
Since the Euclidean distance is related to the Euclidean dot product, this set-
ting is referred to as ‘kernel trick for distances’ in the literature. The approach
[62], as an example, investigates sufficient conditions for a metric to fulfill
this property. Since an explicit formula for the embedding Φ need not be
known, we cannot directly apply batch NG in the embedding space. We
want to derive a possibility to reformulate batch NG in such a way that an
explicit embedding Φ is not needed, i.e. batch NG can directly be applied to
this setting. The key observation is based on the fact that optimum proto-
type locations ~wj of batch NG can be expressed as linear combination of the
givendata points. Therefore, theunknownvalues ‖~xj−~wi‖2 canbe expressed
in terms of known values dij . Correspondingly, the NG cost function can be
substituted by a dual cost function in terms of ranks and cluster assignments
only.
Relational Clustering Algorithm
In the following section, we lay out the details of this procedure. Thereby,
we always make the assumption that pairwise dissimilarities dij are given,
i, j = 1 . . . ,m, D denotes the corresponding matrix of dissimilarities. We
assume that, for D, there exists a finite dimensional real vector space X to-
gether with a symmetric bilinear form 〈·, ·〉, and there exist vectors ~xj ∈ X
with dij = 〈~xi−~xj , ~xi−~xj〉. Wewill see later, that this property is always guar-
anteed if D is symmetric with zero diagonal elements. For some theorems,
we requireX to be Euclidean space, i.e. we require positive definiteness of the
bilinear form 〈·, ·〉. Thiswill be explicitlymentionedat corresponding places.
Interestingly, the principled procedure as derived in this section as well as a
couple of results hold for themore general case thatX is an arbitrary (possi-
bly non-Euclidean) vector space equipped with a symmetric bilinear form.
As already mentioned, prototypes will be restricted to convex combina-
tions of given data points since optimum prototypes for NG have this form.
For NG, we need to compute dissimilarities. It is possible to compute the
dissimilarity of two such prototypes (or a prototype and a given data point)
based on the given dissimilarity matrix only. More precisely, generalizing
results as presented e.g. in [27]:
Theorem 1 For every coefficient vectors α, α′ ∈ Rm with∑i αi = 1 = ∑i α′i the
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following equality holds:〈∑
i
αi~x
i −
∑
i
α′i~x
i,
∑
i
αi~x
i −
∑
i
α′i~x
i
〉
= (α′)tDα− 1
2
· αtDα− 1
2
· (α′)tDα′
Proof: It holds
αtDα
=
∑
ij αiαj〈~xi − ~xj , ~xi − ~xj〉
=
∑
i αi〈~xi, ~xj〉 − 2
∑
ij αiαj〈~xi, ~xj〉+
∑
j αj〈~xj , ~xj〉
= 2
∑
i αi〈~xi, ~xi〉 − 2
∑
ij αiαj〈~xi, ~xj〉
and
(α′)tDα
=
∑
ij α
′
iαj〈~xi − ~xj , ~xi − ~xj〉
=
∑
i α
′
i〈~xi, ~xi〉+
∑
j αj〈~xj , ~xj〉 − 2
∑
ij α
′
iαj〈~xi, ~xj〉
Hence,
(α′)tDα− 1/2 · αtDα− 1/2 · (α′)tDα′
= −2∑ij α′iαj〈~xi, ~xj〉+∑ij αiαj〈~xi, ~xj〉
+
∑
ij α
′
iα
′
j〈~xi, ~xj〉
=
〈∑
i αi~x
i −∑i α′i~xi,∑i αi~xi −∑i α′i~xi〉

Prototypes canbewritten as a convex combination ~wi =
∑
j hλ(kij)~x
j/
∑
j hλ(kij).
Thus, because of Theorem 1, we can compute the dissimilarity between a
prototype and a given data point based on the coefficients in this convex
combination and the dissimilarity matrix D. Further, it is not necessary to
explicitly store the prototype locations, rather, we can alternatively repre-
sent prototypes bymeans of the coefficients αij = hλ(kij)/
∑
j hλ(kij). These
observations lead to the followingequivalent formulationof batchNGwhich
does not rely on an explicit vectorial representation of the data but on the
matrix D only, and which extends work as presented in [27] to neighbor-
hood cooperation:
Theorem 2 RelationalNG as shown in Algorithm2 constitutes an equivalent for-
mulation of batch NG by means of the identity ~wi =
∑
j αij~x
j . Thereby, αi refers
to the vector (αi1, . . . , αim)
t and [·]j refers to coordinate j. Equivalence means, if
~wi =
∑
j αij~x
j holds for the initialization of batch NG and relational NG, respec-
tively, then the same identity holds for these values after every epoch of batch NG
and relational NG, respectively.
Proof: The equivalence holds because of Theorem 1 by setting α′ to the jth
unit vector because of ~wi =
∑
j hλ(kij)~x
j/
∑
j hλ(kij). Further, we can assume
that prototypes are initialized in the convex hull of data points, i.e. also for
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Algorithm 2: Relational NG
input
symmetric dissimilarity matrix with zero diagonal D ∈ Rm×m;
begin
init αij ≥ 0 such that
∑
j αij = 1;
repeat
compute distij := [Dαi]j − 12 · αtiDαi;
set kij := |{l | distlj < distij}|;
set αij := hλ(kij)/
∑
j hλ(kij);
until convergence;
return αij ;
end.
the initialization equivalent coefficients αij can be found. 
Using the identity ~wj =
∑
j αij~x
j , relational NG computes exactly the same
prototype locations in every epoch as BatchNGdoes. In relational NG, how-
ever, prototype locations are computed only indirectly by means of the co-
efficients αij . It is not necessary to know the vectorial representation of the
training vectors, rather, the knowledge of the pairwise dissimilarities dij is
sufficient to compute the output of batch NG in terms of coefficients αij .
Hence, NG can directly be performed based on a givendissimilaritymatrixD
only. For every prototype,m coefficients are stored,m denoting the number
of training points. αij corresponds to the part which data points ~x
j takes in
representing prototype ~wi. The larger αij , themore does ~x
j contribute to the
prototype location. In the limit of zero neighborhood cooperation λ → 0,
the prototypes converge to the mean of the data points in their receptive
fields. As for Batch NG, the neighborhood parameter λ is usually annealed
to 0 during training. For all theoretical considerations, we assumeafixed and
possibly small parameter λ corresponding to final stages of training.
The space complexity of relational clustering is linear w.r.t. the number
of training data because of the requirement to store αij for j = 1, . . . ,m.
The time complexity of one training epoch is quadratic w.r.t. the number of
training points, since the computation of [Dαi]j takes linear time for every j.
The quantityαtiDαi does not depend on j and has to be computed only once
for every i, thus it also contributes quadratic complexity. Since embedding
data into a vector space based on the distancematrixD has cubic complexity
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depending on the number of training points as we will see later, this proce-
dure offers a more efficient alternative for NG if an embedding of data is not
given priorly. Obviously, the algorithmprovided by relational NG can be ap-
plied to every setting where pairwise dissimilarities are known. Euclideanity
of an underlying vector space is not necessarily required to apply the algo-
rithm. However, in such cases no guarantee on the convergence of relational
NG is given or a connection to a cost function, just as no guarantee is given
for the vectorial counterpart batch NG in non-Euclidean settings. We will
discuss later, in how far the procedure is reasonable in such situations.
Dual Cost Function
For the Euclidean setting, i.e. dij = ‖~xi − ~xj‖2 for some embedding holds,
convergence of relational NG towards a local optimum ~wi =
∑
j αij~x
j of the
NGcost function is guaranteed, since relationalNG is equivalent to standard
batchNG; therefore, the same guarantees as for batchNGhold, provided the
underlying space X is Euclidean [13]. For a non-Euclidean setting, conver-
gence of the algorithm towards a local optimum of the NG cost function is
not guaranteed. For both cases, however, prototypes are only indirectly ob-
tained this way and the NG cost function can only be evaluated when the
data ~xj are known. Therefore, it is interesting to see whether there exists an
alternative to evaluate the cost function of NG based on the quantities given
by relational NG and the distancematrixD.
We introduce the following function which depends on the assignments
kij and thedissimilaritymatrixD only andwhich extends thedual cost func-
tion of k-means to neighborhood cooperation [27]:
E∨NG(kij , dij) =
∑
i
1
4
∑
j hλ(kij)
·
∑
jj′
hλ(kij)hλ(kij′ )djj′ .
The function E∨NG(kij , dij) has to be optimized with respect to the assign-
ments kij under the constraint that k1j , . . . , kkj constitute a permutation of
{0, . . . , k − 1} for every fixed j. The cost function measures the intra cluster
distances, averaged over the local neighborhood as induced by the data.
Wewill see that this cost function is in some sense dual to the standardNG
cost function: For fixed points found by relational or batch NG, respectively,
the values of the NG cost function and the above function coincide, as we
will see in the following. Further, global optima of this cost function can
be related to global optima of the standard NG cost function, as we will also
show in the following. Therefore, we refer to this cost function as the dual
NG cost function, which expresses the objective of NG in the dual variable
kij instead of the prototypes ~w
i.
This cost function is independent of an embedding of data in a vector
space. Rather, it evaluates the quality of a clustering based on the assign-
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ments kij which determine the rank of cluster i for a data point ~x
j , and the
pairwise distances djj′ . This cost function constitutes a direct extension of
the well-known cost function of pairwise data clustering, referred to as dual
k-means cost function in the literature, to neighborhood cooperation [27,
30]:
E∨k−means(δij , dij) =
∑
i
1
4
∑
j δij
·
∑
jj′
δijδij′djj′
This cost function is the dual function of the standard quantization error,
and it has to be optimized for assignments δij ∈ {0, 1} such that
∑
i δij = 1
for every j. It directly measures the intra cluster distances of a given cluster-
ing. It is well known that optimum prototypes of the vector quantization
error correspond to optimum cluster assignments of the dual cost function
in the Euclidean space, both values computed in the course of k-means clus-
tering [27, 28]. The dual cost function E∨k−means(δij , dij) is more general in
the sense that it offers a valid cost function for arbitrary dissimilarities dij ,
and alternative optimizationmethods such as deterministic annealing have
been proposed for this setting [30].
Now we want to formally establish a relation of the NG cost function and
its dual. For this purpose, we reformulate the dual cost function of NG for
vectors ~x in a vector space X , which allows us to relate the dual function
depending on kij only to a mixed function depending on kij and ~w
i, and,
finally, the standard NG cost function.
Theorem 3 If dij = 〈~xi − ~xj , ~xi − ~xj〉, then the dual cost functionE∨NG(kij , ~x) of
NG equals
E∨help(kij , ~x) :=
1
2
∑
ij
hλ(kij)
〈
~xj −
∑
l hλ(kil)~x
l∑
l hλ(kil)
, ~xj −
∑
l hλ(kil)~x
l∑
l hλ(kil)
〉
.
Proof: Weobtain
E∨NG(kij , ~x)
=
∑
i
1
4
∑
j hλ(kij)
·
∑
jj′
hλ(kij)hλ(kij′ ) · (〈~xj , ~xj〉+ 〈~xj′ , ~xj′ 〉 − 2 · 〈~xj , ~xj′〉)
=
∑
i
1
2
∑
j hλ(kij)
·
∑
jj′
hλ(kij)hλ(kij′ ) · (〈~xj , ~xj〉 − 〈~xj , ~xj
′ 〉)
=
∑
ij
hλ(kij)
2
〈~xj , ~xj〉 − 1∑
j hλ(kij)
hλ(kij)hλ(kij′ )〈~xj , ~xj
′〉
+
∑
ijll′
hλ(kij)
2
∑
j hλ(kij)
hλ(kil)hλ(kil′ )〈~xl, ~xl
′〉
=
1
2
∑
ij
hλ(kij)
〈
~xj −
∑
l hλ(kil)~x
l∑
l hλ(kil)
, ~xj −
∑
l hλ(kil)~x
l∑
l hλ(kil)
〉
= E∨help(kij , ~x)
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
This reformulation of the dual cost function allows us to link its value to the
standard NG cost function for fixed points obtained by relational NG:
Theorem 4 Assume relational NG converges towards a fixed point of the algo-
rithm, i.e. coefficients αij and kij are found which remain constant after further
adaptation steps. Define the vector ~wi =
∑
αij~x
j . ThenENG(~w, ~x) = E
∨
NG(kij , ~x).
Proof: For a fixed point αij = hλ(kij)/
∑
j hλ(kij) of relational NG, and thus a
fixed point ~wi =
∑
j hλ(kij)~x
j/
∑
j hλ(kij) of batch NG, we findE
∨
NG(kij , ~x) =
E∨help(kij , ~x) =
1
2 ·
∑
ij hλ(ki(~x
j))〈~xj − ~wi, ~xj − ~wi〉 = ENG(~w, ~x) 
This result allows us to evaluate the outcome of relational NG based on the
dissimilarity matrix D and the coefficients αij only. The value of the dual
cost function corresponds to the standard cost function value of standard
NG if fixed points of the algorithms are considered, hence the quality of the
solution can be judged independently of a concrete vectorial embedding of
the data points. Obviously, this theorem also holds under the weaker con-
dition, that kij coincides with the ranks of data point j for the prototypes
~wi =
∑
αij~x
j . As we will see in the experiments, this condition is often al-
ready approximately fulfilled in early stages of training such that both cost
functions are approximately identical for relational NG during training.
It is interesting to further investigatewhether the structure of theNG cost
functionand its dual are in some sense equivalent. This refers to thequestion
whether local or global optima of these cost functions can be related to each
other. We start looking at global optima of the cost functions. The following
holds:
Theorem 5 Define
Ehelp(~w, kij , ~x) :=
1
2
∑
ij
hλ(kij)〈~xj − ~wi, ~xj − ~wi〉 .
Then
E∨help(kij , ~x) ≥ inf
~w
Ehelp(~w, kij , ~x) .
If 〈·, ·〉 is positive definite, equality holds. Further, it holds
ENG(~w, ~x) = min
kij∈Pj
Ehelp(~w, kij , ~x)
for every real vector space X with symmetric bilinear form where Pj denotes the
space of permutations of {0, . . . , k − 1} for every j.
Proof: The inequalityE∨help(kij , ~x) ≥ inf ~w Ehelp(~w, kij , ~x) is obvious because of
the definition of the functions.
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A positive definite bilinear form over a finite dimensional vector space can
be expressed as 〈~x, ~y〉 = ~xtA~ywith a symmetricpositive definitematrixA. We
can compute the directional derivative of the cost function ∂Ehelp(~w, kij , ~x)
into the direction ~ξ as
∑
i hλ(kij)(~w
i − ~xj)tAξ. For local optima, this must
be zero for every ξ, hence we find
∑
i hλ(kij)(~w
i − ~xj) = 0 and, hence, ~wi =∑
j hλ(kij)~x
j/hλ(kij). The Hessian matrix of this cost function constitutes
a matrix with diagonal blocks
∑
j hλ(kij)A and 0 entries otherwise. This is
positive definite because A is positive definite and the factor
∑
j hλ(kij) is
positive, thus, this position constitutes a local optimumof the cost function.
SinceEhelp(~w, kij , ~x) is a quadratic formwith respect to ~w, this local optimum
must be the global optimum. Therefore, equality holds in this case.
Assume kij ∈ Pj . Assume for two indices i and i′ holds kij < ki′j and
〈~xj − ~wi, ~xj − ~wi〉 > 〈~xj − ~wi, ~xj − ~wi′〉. Then, because of themonotonicity of
hλ, hλ(kij)〈~xj− ~wi, ~xj− ~wi〉+hλ(kij′ )〈~xj− ~wi′ , ~xj− ~wi′〉 > hλ(kij′ )〈~xj− ~wi, ~xj−
~wi〉 + hλ(kij)〈~xj − ~wi′ , ~xj − ~wi′ 〉, thus, we can decrease the cost function by
substituting these two assignments. Therefore, optimumassignments kij are
given by the ranks kij = ki(~x
j) = |{~wl | 〈~xj − ~wl, ~xj − ~wl〉 < ~xj − ~wi, ~xj − ~wi}|,
hence, the equalityENG(~w, ~x) = minkij∈Pj Ehelp(~w, kij , ~x) follows. 
As a consequence of this theorem, we find equivalence of global optima of
the NG cost function and its dual in the Euclidean setting:
Theorem 6 The following inequality is valid
inf
~w
ENG(~w, ~x) ≤ min
kij∈Pj
E∨NG(kij , dij) .
If 〈·, ·, 〉 is positive definite, equality holds.
Proof: Because of Theorems (4,5), we find
min
kij∈Pj
E∨NG(kij , dij) ≥ min
kij∈Pj
inf
~w
Ehelp(~w, kij , ~x)
with equality for positive definite bilinear form and
inf
~w
ENG(~w, ~x) = inf
~w
min
kij∈Pj
Ehelp(~w, kij , ~x) .
Because of the finiteness of Pj we can exchange the infimumandminimum,
hence the theorem follows. 
Thus, in the Euclidean case, theNGcost function and its dual coincide in the
sense that we have a correspondence of the values of global optima. Since
global optima are fixed points of batch NG and relational NG in the Eu-
clidean setting, Theorem 4 also gives a correspondence of the global optima
itself.
The question occurs whether amore detailed correspondence of the func-
tions according to their overall shape can be established. In particular, a con-
nection of the values as obtained by batch and relational NG and their role
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(e.g. local or global optimum)with respect to the cost functionswould be in-
teresting. Batch NG repeatedly optimizes the assignments kij and prototype
locations ~w of the cost function Ehelp(~w, kij , ~x) if a Euclidean embedding of
data can be found. The convergence proof as presented in [13] relies on the
fact that optimum values kij and ~w, respectively, are determined in every
step in the Euclidean setting, as also computed in the above proofs. Thus,
the cost function decreases in successive steps until convergence can be ob-
served for Euclidean, or, more generally, positive definite symmetric bilinear
form. It is shown in [13], that the obtained fixed point constitutes a local
optimum of the cost function ENG(~w, ~x) under mild conditions on the set-
ting. The sameholds for RNG if the pairwise distances stem fromaEuclidean
space because RNG is just an equivalent formulation of batch NG using the
identity ~wi =
∑
j αij~x
j . However, in both cases, it is not guaranteed that a
global optimum of the cost functions is reached.
We already know that, for fixed points of relational or batch NG, the val-
ues of the NG cost function and its dual coincide. Further, in the Euclidean
setting, a local optimum ~w of the NG cost function is reached, and, con-
versely, every local optimumof theNGcost function constitutes a fixedpoint
of NG. Now the question occurs in how far local optima of the NG cost func-
tion can be related to local optima of the dual cost function. For this pur-
pose, we have to determine a neighborhood structure for the solution space
of the dual cost function, since kij constitute discrete values. We use the fol-
lowing simple structure: Wedefine aneighborhood structureonPi such that
kij and k
′
ij are neighbored if and only if kij = k
′
ij for all but two indices (ij).
An assignment kij is called a local optimum of E
∨
NG(kij , dij) if E
∨
NG(kij , dij) ≤
E∨NG(kij′ , dij) for all k
′
ij in the neighborhood of kij . Using this definition, we
obtain the following result:
Theorem 7 Assume 〈·, ·〉 is positive definite. Then local optima of E∨NG(kij , dij)
constitute fixed points of relational NG.
Proof: Assume kij are givenwhichdo not constitute a fixedpoint of relational
NG. Define ~wi =
∑
j hσ(kij)~x
j/hσ(kij). Then, kij does not coincide with the
ranks ki(~x
j). Thus, we can argue as in the proof of Theorem 5 that substi-
tuting two assignments kij for which kij < kij′ holds, but the corresponding
distances fulfill distij > distij′ leads to assignments k
′
ij withEhelp(~w, kij , ~x) >
Ehelp(~w, k
′
ij , ~x). Setting (w
i)′ =
∑
j hσ(k
′
ij)~x
j/hσ(k
′
ij)we obtain as in the proof
of Theorem 5 that Ehelp(~w, k
′
ij , ~x) > Ehelp(~w
′, k′ij , ~x). Because of Theorem 3,
this means E∨NG(kij , dij) > E
∨
NG(k
′
ij , dij), thus, kij does not constitute a local
optimum. 
The converse, however, is not true.
Theorem 8 There exist fixed points of relational NG which do not constitute a
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local optimum of the dual cost function with respect to the neighborhood structure
as defined above in the Euclidean setting.
Proof: We consider the limit case λ → 0, i.e. crisp k-means. NG approx-
imates this setting for small enough λ. Consider the Euclidean points in
R
2: ~x1 = (0, 0), ~x2 = (0, 1.1), ~x3 = (2, 1.1) and prototypes ~w1 = (0, 0) and
~w2 = (1, 1.1). The corresponding crisp assignments δij (corresponding to
hλ(kij) for λ → 0) are δ11 = 1, δ12 = 0, δ13 = 0. This is a fixed point of batch
NG and, hence, relational NG. The alternative δ11 = 1, δ12 = 1, δ13 = 0,
however, is in the neighborhood of this solution and leads to the better pro-
totypes ~w1 = (0, 0.55), ~w2 = (2, 1.1). 
Thus, it is guaranteed that local optimaof theNGcost functionor its dual, re-
spectively, lead to fixed points of Batch NG or relational NG in the Euclidean
setting. Conversely, every fixed point constitutes a local optimum of the NG
cost function under mild conditions while the converse is not true, there
exist settings where a fixed point of RNG can be further improved within
the neighborhood structure as defined above for the dual NG cost function.
Since a one-one connection of fixed points of Batch NG and RNG exists, this
leads to the consequence that the dual NG cost function possesses less local
optima than theoriginalNG cost functionwith respect to theneighborhood
as defined above; in particular, there is no exact correspondence of the over-
all structure of the NG cost function and its dual.
Out of Sample Extensions
Wewill conclude this section by introducing two further issues which are of
relevance in clustering algorithms: is it possible to extend a given clustering
to new data points which are not contained in the training set (so called out-
of-sample extensions)? Is it possible to integrate prior knowledge e.g. given
by a partial labeling of the data into the algorithms? Both questions can be
answered very satisfactorily in the context of prototype-based clustering as
follows:
Out of sample extensions of NG to a point ~x 6= ~xj can be defined based on
the standard winner assignment, i.e. ~x is mapped to the class represented by
the prototype ~wj with smallest dissimilarity d(~wj , ~xi) to ~x. This very simple
scheme is one of the benefits of prototype based clustering as opposed to al-
ternatives such as assignment based clustering. This scheme can directly be
transferred to relational clusteringbecause of its connection to batchNG in a
vector space. The question occurs whether this procedure can be transferred
to a scheme which refers to pairwise dissimilarities only without an explicit
knowledge of the embedding of data or prototypes. The key ingredient is a
schemewhich allows to compute the dissimilarity of a new data point and a
prototype based on αij and pairwise dissimilarities only:
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Theorem 9 Assume a data point ~x is contained in X and the dissimilarities to
points ~xj are given as dj = 〈~xj − ~x, ~xj − ~x〉, the corresponding vector is denoted by
D(~x). Assume ~w =
∑
j αj~x
j with
∑
j αj = 1. α denotes the corresponding vector.
Then
〈~x − ~w, ~x− ~w〉 = (D(~x)t · α)− 1/2 · αt ·D · α .
Proof: This follows directly from Theorem 1, whereby we consider the linear
combinations of ~x, ~x1, . . . , ~xm with coefficients (1, 0 . . . , 0) and (0, α), respec-
tively. 
This allows to compute out-of-sample extensions of the clustering based on
the dissimilarities and prototype coefficients only.
Supervision
Clustering constitutes an ill-posed problem since the objective of clustering
is not clear a priori, see e.g. [7]. If pairwise distances of data are given, the
dual cost function of k-means constitutes one possible objective of cluster-
ing. Alternatively, when restricting to prototype-based algorithms, the stan-
dard quantization error can serve as an objective function. We have seen
that these cost functions are equivalent for metric data and neural gas and
relational neural gas optimize a relaxation thereof. However, it is not clear a
priori whether the outcomemeets the intended result in practical problems.
The possibility to include further information, if available, is very important
to getmeaningful results for unsupervised learning. This can help to prevent
the ‘garbage in - garbage out’ problem of unsupervised learning, as discussed
e.g. in [35, 36].
Here we consider the situation that additional label information is avail-
able which should be accounted for by clustering or visualization. Thereby,
labels are embedded in Rd and can be fuzzy. We assume that the label at-
tached to xj is denoted by ~yj . We equip a prototype wi with a label ~Y i ∈ Rd
which is adapted during learning. The basic idea consists in a substitutionof
the standard dissimilarities 〈~xj − ~wi, ~xj − ~wi〉 by a mixture
(1− β) · 〈~xj − ~wi, ~xj − ~wi〉+ β · ‖~yj − ~Y i‖2
which takes the similarity of label assignments into account and where β ∈
[0, 1] controls the influence of the label values. This procedure has been pro-
posed in [20, 21, 65] for Euclidean and median clustering and online neural
gas, respectively. One can use the same principles to extend relational clus-
tering. The cost function of NG becomes
ENG(~w, ~Y , ~x) =
∑
ij
hλ(ki(~x
j)) ·
(
(1− β) · 〈~xj − ~wi, ~xj − ~wi〉+ β · ‖~yj − ~Y i‖2
)
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Algorithm 3: Supervised Relational NG
input
symmetric dissimilarity matrix D ∈ Rm×m with zero diagonal;
label information {~y1, . . . , ~ym} ⊂ Rd;
begin
init αij with
∑
j αij = 1;
repeat
compute distij := (1− β) · ([D · αi]j − 1/2 · αtiDαi) + β · ‖Y i − yj‖2;
set kij := |{l | distlj < distij}|;
set αij := hλ(kij)/
∑
j hλ(kij);
set ~Y i :=
∑
j αij~y
j ;
until convergence;
return αij , ~Y
i;
end.
where ki(~x
j) denotes the rank of neuron imeasured according to the dissim-
ilarities (1 − β) · 〈~xj − ~wi, ~xj − ~wi〉+ β · ‖~yj − ~Y i‖2. Batch NG can be directly
derived thereof. The ranks are determined based on this extended cost term,
this is accompanied by the adaptation ~Y i =
∑
j hλ(~x
j)~yj/
∑
j hλ(~x
j) for the
prototype labels for batch optimization.
Relational learning becomes possible in the same way as beforehand. As-
sume pairwise dissimilarities of data dij are given instead of explicit data lo-
cations. Then, supervised relational neural gas results as displayed in Algo-
rithm 3. Assume that a vector space and a symmetric bilinear form exists
which induces the dissimilarities, i.e. dij = 〈~xi − ~xj , ~xi − ~xj〉. In that case,
supervised NG can be interpreted as an extension of standard NG applied to
the data with coefficients
√
1− β · ~xj in the first dimensions and √β · ~yj in
the remainingones. In particular, the theoremsas proved in this section also
hold for the supervised case.
3.2 Non Euclidean Data
It often holds that data cannot be embedded in Euclidean space. As an ex-
ample, discrete data such as DNA sequences or strings can be considered and
pairwise dissimilarities stem from an alignment of data. This yields a met-
ric, but not necessarily the Euclidean one. For data which stem from exper-
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imental measurements it can even be the case that metric properties such
as the triangle equality are violated. In these cases, parts of the argumenta-
tion of the previous section do no longer hold. Here we want to investigate
the question whether relational NG can still be applied in this more general
setting, whether it can be connected to a batch NG scheme in an appropri-
ate vector space, whether a connection to the NG cost function and its dual
can be made, and we want to investigate properties such as convergence of
the algorithm based on these findings. Further, we will put relational clus-
tering as introduced in the last section into a wider context and relate it to
two well known and very powerful clustering schemes for proximity data
which are based on deterministic annealing, the framework of pairwise data
clustering as proposed by Hofmann/Buhmann [30] and extended to neural
gas schemes in [31], and the SOM for proximity data as introduced by Grae-
pel/Obermayer [18] and later on extended to hyperbolic SOM [60]. We will
argue that relational clustering constitutes a simple way which allows to de-
rive deterministic annealing variants as proposed in [30, 18] directly from
the corresponding deterministic annealing schemes for standard k-means
and SOM, respectively, in the Euclidean setting. For general dissimilarities,
relational clustering as well as deterministic annealing can be related to clus-
tering algorithms in a vector space, in particular an interpretation in terms
of prototypes is possible for all algorithms. However, it can be shown that
none of the algorithms guarantees convergence to a local optimum of the
dual cost function or related, nor convergence of the algorithm at all.
Relational Clustering and Batch Clustering in Pseudo-Euclidean Space
We assume in the following that data are represented by pairwise dissimilar-
ities dij . D denotes the corresponding dissimilarity matrix. This setting has
been considered e.g. in [30, 56, 18]. There, the dual cost function of k-means
or related costs are considered, which are well defined for general dissimilar-
ities. The approaches [30, 56, 18] propose an optimization of this discrete
function using methods of statistical physics, resulting in deterministic an-
nealing schedules for clustering. Note that approximations have to be used
because optimization of this cost function constitutes an NP hard problem
[9]. In this section,wediscuss inhow far relationalNGcanbe seen as an alter-
native solution andwe discuss in which cases optimization by relational NG
as well as deterministic annealing fails. Note that relational NG as defined
above can be applied as an algorithm to every setting where a dissimilarity
matrixD is given. However, it is not clear in how far this procedure leads to
meaningful results.
In the following, we always make the reasonable assumption that the di-
agonal is zero, i.e. dii = 0. Further, we assume symmetry of D, i.e. dij = dji.
The latter does not constitute a restriction because it does not affect the cost
function. More precisely, it has been shown e.g. in [41] that the dual cost
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function of k-means is invariant with respect to symmetric transformations.
The same holds for the dual cost function of NG:
Theorem 10 Assume pairwise dissimilarities dij ≥ 0 are given. If we set d′ij :=
(dij + dji)/2 thenE
∨
NG(kij , dij) = E
∨
NG(kij , d
′
ij) is not affected by this transform.
Proof: This equality is obvious because of the identity∑
jj′
hλ(kij)hλ′(kij′ )djj′ =
∑
jj′
hλ(kij)hλ′(kij′ )dj′j .

All finite data sets which are characterized by a symmetric dissimilarity ma-
trixwith zero diagonal can be embedded into a vector space which possesses
a symmetric bilinear form 〈·, ·, 〉 as follows (see e.g. [53, 17]): define
J := I − 1/m~1~1t
with identitymatrix I and the vector~1 = (1, . . . , 1) ∈ Rm. Define
G := −1
2
· JDJ .
Obviously, this matrix is symmetric and, thus, it can uniquely be decom-
posed into the form
G = QΛQt
withorthonormalmatrixQ anddiagonalmatrix of eigenvaluesΛwith p pos-
itive and q negative entries. Taking the square root ofΛ allows the alternative
representation in the form
G = XIpqX
t = Q|Λ|1/2
(
Ipq 0
0 0
)
|Λ|1/2Qt
where Ipq constitutes a diagonal matrix with p entries 1 and q entries−1, i.e.
X = Qp+q|Λp+q|1/2 where only p+ q nonzero eigenvalues of Λ are taken into
account. We can define the symmetric bilinear form in Rp+q
〈~x, ~y〉pq :=
p∑
i=1
xiyi −
p+q∑
i=p+1
xiyi .
Then, the columns of X constitute vectors ~xi with pairwise dissimilarities
dij = 〈~xi − ~xj , ~xi − ~xj〉pq. Hence we have found a vector space together
with a symmetric bilinear form and an embedding of the points xi 7→ ~xi
which yields these dissimilarities under the bilinear form. This embedding
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is referred to as pseudo-Euclidean embedding of the data points. The values
(p, q,m− p− q) are referred to as signature of the pseudo-Euclidean space.
Because of this fact, we can always assume that data points are given as
vectors xj = ~xj . However, this embedding need not correspond to standard
Euclidean space. The dissimilarity matrix D stems from Euclidean points if
and only if q = 0, i.e. thematrix which describes the bilinear form does only
contain positive diagonal entries (dropping the parts with entry 0 since they
obviously do not carry any contribution to the dissimilarity). Otherwise,
Euclideanity is violated.
As already mentioned, the code of NG can be executed in every vector
space which possesses a symmetric bilinear form such as pseudo-Euclidean
space. Further, relationalNG can be executedbased on a dissimilaritymatrix
D only. Because of Theorem (2), these two algorithms correspond to each
other, i.e. relational NG applied to a symmetric dissimilarity matrix with 0
diagonal is the same algorithm as standard batch NG in pseudo-Euclidean
space using the correspondence ~wi =
∑
j αij~x
j for the embedding ~xj of data
as given above. Thereby, relational NG does not rely on explicit coordinates
of the data points. The above embedding depends on matrix diagonaliza-
tion, thus it has cubic complexity. Hence relational NG provides a more ef-
ficient scheme than standard NG for the Euclidean as well as non-Euclidean
setting. Obviously, out of sample extensions of the found assignments for
new data are easily possible as seen in Theorem 9, further the extension to
supervised settings as proposed in the last section is immediate.
Connection to a Cost Function
The question now occurs whether a relation of this procedure to theNG cost
function and its dual can be made, and whether convergence of the algo-
rithm is guaranteed. If D corresponds to a Euclidean setting, i.e. q = 0, the
guarantees as given in the last section hold. In particular, RNG converges to
a local optimum of the NG cost function and evaluation of these costs are
possible based on the dual.
Unfortunately, these guarantees donothold in general inpseudo-Euclidean
space. This property is due to the fact that consecutive steps of batch opti-
mization do not necessarily find optima in the respective step. While as-
signments of kij based on the ranks are still optimum in the non-Euclidean
setting, assignments ~wi =
∑
j hλ(kij)~x
j/
∑
j hλ(kij) are not. These values can
constitute a saddle point or (in case of only negative entries of the bilinear
form) even a local maximumof the corresponding part of the cost function.
Because of this fact the value of the NG cost function does not necessarily
decrease in consecutive steps and convergence is not guaranteed.
A proof that convergence can in general not be guaranteed is given by the
following theorem.
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eigenvalue 1
eigenvalue −1 cluster 1
cluster 2
Figure 1: Example of points in pseudo-Euclidean space for which relational
clustering does not converge to a fixed point. It is indicated by arrows which
points cyclically change their cluster assignments.
Theorem 11 Assume dij constitutes a symmetric matrix with diagonal elements
0. Then relational neural gas does not necessarily converge towards a fixed point.
Proof: Consider the two dimensional pseudo-Euclidean space with signature
(1, 1, 0). Consider the points ~x1 = (6.1, 1), ~x2 = (−6.1, 1), ~x3 = (0.1, 0), ~x4 =
(−0.1, 0), ~x5 = (4,−1), ~x5 = (−4,−1). The dissimilarity measure d(~x, ~y) =
(x1 − y1)2 − (x2 − y2)2 yields the dissimilaritymatrix

0 148.84 35 37.44 0.41 98.01
148.84 0 37.44 35 98.01 0.41
35 37.44 0 0.04 14.21 15.81
37.44 35 0.04 0 15.81 14.21
0.41 98.01 14.21 15.81 0 64
98.01 0.41 15.81 14.21 64 0


which is obviously symmetric with diagonal 0 and positive off diagonal ele-
ments. We consider two classes i.e. two prototypes of relational NGonly. We
assume that the neighborhood λ is chosen small enough (e.g. λ < 1) and we
startwith the initializationα1 = (1/3, 1/3, 1/3, 0, 0, 0),α2 = (0, 0, 0, 1/3, 1/3, 1/3).
Thenwe obtain a cyclic behavior which switches between the two cluster as-
signments (1, 1, 1, 2, 2, 2) and (2, 2, 1, 2, 1, 1)of points ~x1, . . . , ~x6 in subsequent
steps. See Fig. 1. 
This example demonstrates the fact that a large contribution of coefficients
in the negative axes of the pseudo-Euclidean space can prevent convergence.
In this case, the dissimilarity of a data point and a prototype can even be-
come negative althoughpairwise dissimilarities of data are positive. Further,
even if a fixed point is found by relational NG, it need not correspond to a lo-
cal optimumof the cost function, rather, it can correspond to a saddle point.
One example of this behavior is the following situation: consider the three
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points ~x1 = (0, 0), ~x2 = (1.5, 1), ~x3 = (3, 0) in pseudo-Euclidean space with
signature (1, 1, 0). The corresponding dissimilaritymatrix given by the bilin-
ear form d(~x, ~y) = (x1 − y1)2 − (x2 − y2)2 is thematrix
 0 1.25 91.25 0 1.25
9 1.25 0

 .
If we choose only one prototype ~w, NG converges towards the mean vec-
tor ~w = (3/2, 1/3). The quantization error for this solution yields the value
1.9167. If we choose ~w = ~x2 = (1.5, 1), we obtain the better value 1.25. Obvi-
ously, in this case, the quantization error is given by a quadratic formwhich
possesses at most one local optimum, which then coincides with the global
optimum. Thus, the found solution must be a saddle point. Note, that the
assignments are the same in this case, although the prototype is not located
at an optimum position.
We will see in our experiments, that, although convergence is not always
guaranteed, it can nevertheless be observed for most practical cases; in our
experiments, convergence was always given. For fixed points of relational
NG, the value of the dual cost function for the found solution corresponds
to a value of the standard NG cost function because of Theorem 4. Further,
the values which are obtained in these experiments seem reasonably good
and the cost functionof NG is decreased inmost epochs, such that relational
NG can be seen as a reasonable heuristic to arrive at a good solution in these
cases. Note that non-convex quadratic programming is NP hard as shown
e.g. in [61, 52], such that an efficient algorithm which finds optimum pro-
totypes in every epoch instead of the simple mean cannot easily be derived.
We can restrict the search space of prototypes to positions which are given
by convex combinations
∑
j hλ(kij)~x
j with permutations kij if we are inter-
ested in an optimization of the dual cost function, because of Theorem (3).
However, these values kij need not coincide with rank assignments for opti-
mum choices. Nevertheless, in practice, this compromise often constitutes
a reasonable and efficiently computable tradeoff.
Connection to Deterministic Annealing Approaches
We would like to stress that the fact that convergence of relational NG is
not guaranteed is shared by very popular and successful alternatives which
have been proposed in the literature in the context of clustering proximity
data, namely deterministic annealing for pairwise data clustering and SOM,
respectively, as proposed in [30, 18]. Actually, relational neural gas can be
understood as a direct simple derivation of the corresponding crisp cluster-
ing algorithm which results from the approaches as proposed in [30, 18] in
the limit of zero temperature. Thus, because the deterministic annealing
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schemes [30, 18] constitute powerful and effective techniques for grouping
and clusteringproximities, also relational approaches canbe seen as an effec-
tive compromise to arrive at reasonable solutions of the NP hard optimiza-
tion problem for general dissimilarity data. We will explain this link and
give examples of the divergence of the deterministic annealing schemes in
the following section.
Deterministic annealing for pairwise data clustering (DA) is introduced in
[30] based on a normalization of the dual k-means cost function:
E∨k−means ∼
1
2
∑
i
∑
k
dik
m
(∑
l
MliMlk
pl
− 1
)
where m denotes the number of data points, Mij = δij refers to the assign-
ment of point xj to cluster i, and pi =
∑
lMil/m denotes the probability
of cluster i. The additional summand
∑
ik dik/(2m) yields a constant term
which emphasizes the independence of the clustering cost function of the
absolutedissimilarity scale. Obviously, up to constant factors and summands,
the standard dual k-means cost function is obtained. In the approach [30],
a clustering scheme is derived from this cost function by substituting crisp
cluster assignments by expectation values for the assignments under a spec-
ified certainty level which is parameterized by a temperature T . Usingmeth-
ods of statistical physics which have been pioneered in the context of clus-
tering by Rose et al. under the frame of deterministic annealing [58], the fol-
lowing algorithm is derived, which consists in a subsequent computation
of expected assignments 〈Mij〉 and potentials Eij as shown in Algorithm 4.
η < 1 determines the decrease of the temperature T → 0.
The formulas as displayed in Algorithm 4 have been derived under the as-
sumption
Mik
mpi
=
Mik∑
k′ 6=kMik′ + 1
as shown in Equation (38) in [30]. If the equation
Mik
mpi
=
Mik∑
k′ Mik′
is used instead which directly results from the definition of pi, the update
formula for Eij is slightly altered to
Eij = 1∑
j′ 〈Mij′ 〉
∑
k
〈Mik〉
(
djk − 1
2
∑
j′〈Mij′ 〉
∑
l
〈Mil〉dlk
)
In the limit of many points m → ∞ the differences between these two up-
date formulas vanish. These latter updates correspond to the update rules of
relational k-means in the limit of zero temperature T → 0where the averages
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Algorithm 4: Deterministic Annealing for Pairwise Data Clustering
input
symmetric dissimilarity matrix D ∈ Rm×m with zero diagonal;
begin
init Eij , 〈Mij〉 randomly;
init temperature T = T0;
repeat
repeat
Eij := 1∑
j′ 6=j〈Mij′ 〉+ 1
∑
k
〈Mik〉 ·
(
djk − 1
2
∑
j′ 6=j〈Mij′〉
∑
l
〈Mil〉dlk
)
;
〈Mij〉 := exp(−Eij/T )∑
i exp(−Eij/T )
;
until convergence
T := ηT ;
until T ≤ Tfinal;
return assignments j 7→ argmaxi{〈Mij〉}
end.
〈Mij〉 become crisp assignments δij , and the potentials Eij correspond to the
dissimilarity distij of data point x
j and prototype wi:
distij =
∑
k
δik∑
k δik
djk − 1
2
∑
lk
δik∑
k δik
δil∑
l δil
dlk
δij =
{
1 if distij is minimum
0 otherwise
Thus, in the limit,DA indirectlyperforms k-meansclustering inpseudo-Euclidean
space using thepossibility to compute dissimilaritiesonly indirectlybymeans
of the formula provided in Theorem 1. Prototypes are given indirectly by
the coefficients δij/
∑
j δij and can be recovered as ~w
i =
∑
j δij~x
j/
∑
j δij for
an embedding of data in pseudo-Euclidean space ~xi. Instead of a deriva-
tion from the dual cost function for pairwise data, DA could alternatively
directly be derived from the formulas of deterministic annealing in pseudo-
Euclidean space by using Theorem 1 and the ideas of the derivation of re-
lational NG from batch NG. Thus, DA for pairwise proximities is an applica-
tionof deterministic annealing to relational k-means, to obtain better results
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by substituting crisp assignments by their expected values.
Similarly, DA for proximity SOM (DASOM) as proposed in [18] optimizes
the dual cost function of the standard SOM objective as proposed by Heskes
[29]:
E∨SOM =
1
2
∑
j,l
∑
i,s,u
hλ(nd(s, i))Msj · hλ(nd(u, i))Muj∑
j,i′ hλ(nd(i
′, i))Mi′j
djl
The resulting algorithmrepeats the following assignments in the inner loop:
〈Mij〉 = exp(−Eij/T )∑
i exp(−Eij/T )
for the expected assignments of data to clusters and
Eij =
∑
i′
hλ(nd(i
′, i))
∑
k
αi′k
(
djk − 1
2
∑
l
αi′ldlk
)
where
αij =
∑
i′ hλ(nd(i, i
′))〈Mi′j〉∑
i′,j′ hλ(nd(i, i
′))〈Mi′j′ 〉
denotes the coefficients of prototypes in pseudo-Euclidean space. The term
Eij corresponds to the distance of data points ~xj from prototype ~wi averaged
over the local neighborhood provided by SOM. As before, these update for-
mulas can be interpreted as relational versions of deterministic annealing of
batch SOM in pseudo-Euclidean space, or alternatively, as deterministic an-
nealing of relational SOM.
Thedeterministic annealing schemes are derived fromtheir respective cost
function using methods of statistical physics: cluster assignments are char-
acterized by a Gibbs distribution depending on the cost terms. A mean field
approximation is taken to approximate the Gibbs distribution in factorial
form. Partial assignment costs Eij can be derived thereof by optimizing the
Kullback-Leibler divergence between the Gibbs distribution and the facto-
rial approximation. In both cases, optimal potentials Eij (which relate to
prototype positions in pseudo-Euclidean space) are determined based on the
derivatives, i.e. only the necessary condition for a local optimum is guaran-
teed in both cases. In the same way as for relational NG, the sufficient con-
dition on a local optimum is not necessarily fulfilled if a non-Euclidean dis-
similaritymatrixD is considered since theHessian is not globally definite in
this case. In consequence, there exist situationswhere deterministic anneal-
ing does not converge in the same way as relational clustering.
As an example, we consider the same situation as provided in Theorem11.
Since the update rules of DA (in changed form) and DASOM yield the stan-
dard relational k-means update rules, the same behavior as for relational k-
means can be observed if initialized appropriately. More precisely, for a tem-
perature at most 0.001 and initialization as 〈M〉 =
(
1 1 1 0 0 0
0 0 0 1 1 1
)
,
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a cyclic change of this state to the setting 〈M〉 ≈
(
0 0 1 0 1 1
1 1 0 1 0 0
)
is
observed. For the original DA rule, due to the slightly different update, a dif-
ferent behavior holds for this setting. We obtain the same cyclic changes if
we start with 4 identical copies of every point, since a large enough number
of datam causes essentially the same updates for both DA versions.
The fact that cycles can occur has already been pointed out in [30]. As
a consequence, in [30], it is recommended to update the quantities Eij and
〈Mij〉 sequentially by picking a randomcoefficient j (corresponding to a data
point xj) and updating Eij and 〈Mij〉 for this j only in every inner loop. As a
consequence, cycles which constitute only local traps of the update dynam-
ics can partially be avoided, such as the example as introduced above which
does not lead to cyclic behavior for online updates. However, still, cyclic be-
havior can be present for online updates. As an example, we consider the
points ~x1 = (1.5, 0), ~x2 = (1, 2.5), ~x3 = (−1.5, 0), ~x4 = (−1,−2.5) in two di-
mensional pseudo-Euclidean space with signature (1, 1, 0). The correspond-
ing dissimilaritymatrix is given as


0 −6 9 0
−6 0 0 −21
9 0 0 −6
0 −21 −6 0


When started in 〈m〉 =
(
1 1 0 0
0 0 1 1
)
and corresponding E with temper-
ature T at most 0.001, the points ~x2 and ~x4 change their expected assign-
ments between 〈Mij〉 ≈ 0 and 〈Mij〉 ≈ 1 while the other assignments re-
main constant for DA with altered update rule. Again, the original DA rule
behaves slightly differently, but we obtain qualitatively the same cyclic be-
havior when using four identical copies of every point, as before. Thus, also
sequential update can only partially avoid cyclic behavior.
As a consequence of this argumentation, we can interpret relational clus-
tering as the crisp limit case of very popular deterministic annealing variants
for pairwise data clustering. Because of its avoidance of the inner loop, it is
considerably faster than DA schemes, but the price of probably worse op-
tima is paid. In principle, however, the theoretical guarantees of bothmeth-
ods with respect to convergence are the same since they show limit cycles in
comparable situations (which turn out to be rare in practical applications –
we did not observe this behavior in a single practical experiment).
The connection of relational clustering to DA schemes allows to interpret
DA schemes in the same way as relational variants: DA schemes constitute
standard clusteringmethods in pseudo-Euclidean space. Thus, themethods
can be interpreted as prototype-based schemes where prototypes are repre-
sented indirectly by means of coefficients. In particular, interpretation of
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the methods in terms of data points closest to the prototypes as well as fast
extensions to very large data sets in terms of patch clustering, which we in-
troduce later in this article, become possible this way also for the latter algo-
rithms.
Spread Transformation
As an alternative to a direct application of clustering in pseudo-Euclidean
space, one can first change the dissimilarity matrix to make it Euclidean,
such that convergence of the algorithm is guaranteed. This procedure has
been proposed in the context of k-means e.g. in the approaches [41, 55]. In
these approaches, it is demonstrated that a theoretical base of this technique
is given by the fact that the dual k-means cost function is invariant under
additive shifts of the off-diagonal elements of the dissimilarity matrix. The
approach [55] shows that this also holds for a few further popular cost func-
tions e.g. connected tomuldidimensional scaling or graph cut.
This fact is preserved by the dual cost function of NG for small neighbor-
hood range. More precisely, we find the following result:
Theorem 12 Assume pairwise distances dij are given such that the correspond-
ing matrix D is symmetric with zero diagonal. Assume ǫ > 0. Consider the dis-
tances with shifted off-diagonal terms d˜ij = dij + d0(1 − δij) for d0 ≥ 0 where
δij denotes Kronecker delta. Assume the neighborhood range is chosen as λ ≤
1/ ln(md0k/(2ǫ)). Then the distance of the dual cost function of neural gas for dij
and d˜ij can be estimated as
|E∨NG(kij , dij)− E∨NG(kij , d˜ij) +
1
4
(Cm− k)d0| ≤ ǫ
whereC =
∑k−1
i=0 hλ(i).
Proof: Wefind
E∨NG(kij , d˜ij)
=
∑
i
1
4
∑
j hλ(kij)
·
∑
jj′
hλ(kij)hλ(kij′ )(djj′ + d0)
−
∑
i
1
4
∑
j hλ(kij)
·
∑
j
hλ(kij)hλ(kij)d0
= E∨NG(kij , dij) +
1
4
· Cmd0
−
∑
i
1
4
∑
j hλ(kij)
·
∑
j
hλ(kij)hλ(kij)d0
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The latter termcanbedecomposed into the sumover all prototypes forwhich
at least one kij = 0 exists, and the remaining prototypes, which are not win-
ner for a data point. We obtain for the first term
d0
4
∑
i:∃kij=0
∑
j hλ(kij)
2∑
j hλ(kij)
≥
d0
4
∑
i:∃kij=0
∑
j:kij=0
hλ(kij)
2∑
j:kij=0
hλ(kij) +
∑
j:kij 6=0
hλ(kij)
≥
d0
4
· k
1 +m · exp(−1/λ) ≥
d0
4
· k − ǫ
2
for λ ≤ 1/ ln(md0k/(2ǫ)), and for the second term
d0
4
∑
i: 6∃kij=0
∑
j hλ(kij)
2∑
j hλ(kij)
≤ d0
4
∑
i: 6∃kij=0
exp(−1/λ)
∑
j hλ(kij)∑
j hλ(kij)
≤ ǫ
2
for λ ≤ 1/ ln(d0k/(2ǫ)). Therefore, substituting these terms by d0k/4 changes
the result by at most ǫ. 
Thus, a transformationof thedissimilaritymatrix does not change the shape
of the dual cost function and the location of local and global optima for
small λ. One can see that, for large enough d0 a dissimilarity matrix results
which stems from the squared Euclideanmetric. This procedure has been in-
troduced in the literature under the notion spread transformation e.g. in con-
nection to relational fuzzy clustering [27] or constant shift embedding in the
connection of k-means clustering [55]. The following result is well known
in the literature and follows immediately from the embedding of data in
pseudo-Euclidean space (e.g. [53]):
Theorem 13 Assume D is a symmetric dissimilarity matrix with zero diagonal.
Then
D˜ = D − 2Λm(G)
is squared Euclidean, i.e. there exist Euclidean points ~xi with d˜ij = ‖~xi − ~xj‖2 for
all i, j, where G = −1/2(I − 1/m~1~1t)D(I − 1/m~1~1t) denotes the Gram matrix
used for the pseudo-Euclidean embedding of the points, and Λm(G) denotes the
smallest eigenvalue of G. This shift denotes the smallest possible value to achieve
this property.
The result is obvious because this shift corresponds to a shift of the Gram
matrix of the form G − Λm(G). This procedure has been proposed e.g. in
[41, 55]. Since only the smallest eigenvalue ofG is needed, this procedure is
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muchmore efficient than an explicit embedding and correction of the non-
Euclideanity, which would require cubic effort. Further, unlike alternatives
tomove a general dissimilaritymatrix in squaredEuclidean formas proposed
e.g. in [10], the spread transform does not affect the cost function. In fuzzy
clustering, it has been proposed to use spread-transformation if and only if
distances of data points and prototypes become negative [27].
Unfortunately, it turns out that this procedure is partially of theoretical
interest for some practical problems. The reason lies in the fact that this
transformation can make the classification problem harder for the standard
methods suchas relationalNGanddeterministic annealingof pairwise prox-
imities. While the transform does not affect the location of local optima,
it changes the numeric of the cost function and the relative differences be-
tween good and bad local optima of the cost function such that these meth-
ods can no longer easily find good local optima. Hence, the direct applica-
tionof the relationalmodels tonon-Euclideandata can give better results (al-
thoughconvergence is not guaranteed in theory, but can usuallybe observed
in practice) than the application of the correspondingmethod in the shifted
Euclidean space (although convergence is guaranteed in the latter case).
We demonstrate this effect in a standard benchmark data set. The cat cor-
tex data originates from anatomic studies of cats’ brains. The dissimilarity
matrix displays the connection strength between 65 cortical areas [18]. For
our purposes, a preprocessed version as presented in [25] was used. The ma-
trix is symmetric with zero diagonal, but the triangle inequality does not
hold. The signature of the related pseudo-Euclidean space is (41, 23, 1), i.e.
about one third of the directions are associated to negative eigenvalues. The
corresponding eigenspectrum is depicted in Fig. 2. We applied the spread
transform to this data set according to Theorem 13. We trained (batch) de-
terministic annealing and relational neural gas on these data sets, using 5
prototypes in each case and default parameters (for deterministic annealing:
number of epochs of the outer loop = 300, number of epochs of the inner
loop = 50, start temperature = 100, noise level added to distances to avoid
identical prototypes = 10−6, for relational neural gas: number of epochs =
100, start neighborhood range = 2.5). Fig. 3 shows the quality measured by
thedual quantization error of the foundoptimawhen repeatedly initializing
the algorithmswith small random values for the data assignments obtained
over 1000 runs. A curve with a well expressed maximum results represent-
ing themost prominent optimum. As expected, this optimum is a bit better
for deterministic annealing than for relational neural gas due to the soft as-
signments of the data points, which result in a slightly better optimum at
the cost of a slower convergence speed and the necessity of an additional
inner loop. When considering the spread transformed data which corre-
spond to an Euclidean representation, the optima are shifted to the right in
both cases. Thereby, we evaluate the result based on the found assignments
only, taking the original dissimilarities, i.e. we evaluate the quality of the
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Figure 2: Eigenspectrum of the cat cortex data set when embedded into
pseudo-Euclidean space
found clustering for the original clustering problem in both cases. Hence,
although the algorithms deal with a Euclidean setting instead of an only
pseudo-Euclidean one in these cases, the optima found by the algorithms
are worse than the original ones. This behavior is quite typical and it can be
observed also for other non-Euclidean data sets. Hence, a direct application
of relational neural gas to the dissimilarity matrix instead of a prior spread
transformation of the data can be advisable.
4 Patch Clustering
In recent years, the problem of mining large data sets has become one of the
central issues of data mining. Roughly, the amount of electronically avail-
able data doubles every 20 months reaching almost every area of daily life
and science, such that people have to cope with massive data sets which
cannot be scanned manually. Clustering and visualization offers one of the
fundamental techniques to adequately compress and preprocess such enor-
mous data sets. However, in these cases, data do no longer fit into main
memory such that batch processing methods which rely on all data at once
become infeasible. Further, at most one scan through the data is still afford-
able, which also makes online alternatives such as online neural gas unsuit-
able. The situation is still worse, since clustering methods for dissimilar-
ity data rely on the quadratic dissimilarity matrix, i.e. they display at least
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Figure 3: Local optima of thedual k-means cost function reached by repeated
runsof relational neural gas (left column) anddeterministic annealing (right
column) on the cat cortex dataset for the original cat cortex data set (top)
and its spread transformation (bottom), respectively.
quadratic complexity and, as is the case of relational clustering and deter-
ministic annealing, linear space complexity for the classifier. Both issues
make the methods slow for settings which reach ten thousand data points,
and entirely unsuitable for common desktop computers available today if
more than a hundred thousand data points are involved.
Due to these problems a variety of methods which introduce clustering
algorithms for streaming data have been proposed in the literature, which
ideally work in linear time and constant space. Thereby, most of the ap-
proaches have been proposed for Euclidean data. This includes extensions of
classical k-means clustering or k-median clustering, partially incorporating
approximation guarantees such as e.g. [3, 40] which reach linear time, but
for which space requirements depend on the number of points, or heuris-
tics which partially rely on sampling and according statistical guarantees or
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grid based methods, such as e.g. popular algorithms dedicated to very large
data sets as CURE, STING, and BIRCH [14, 19, 66, 70], or iterative compres-
sion approaches which process only a fixed subset of the given data at a time
[8, 15, 1].
A few proposals for large sets of general non-Euclidean dissimilarity data
exist. Hierarchical clusteringhave typically a squared complexity, which can
partially be optimized. However superliner complexity is still kept and these
methods are typically not very stable with respect to noise [49]. Themethod
[38] extends the standard SOM to dissimilarity data by means of the gen-
eralized median and it tackles large data sets by simple subsampling of the
data. Affinity propagation [16] also relies on median clustering by restrict-
ing prototype locations to data points, and it can be used for large data sets
if the connection matrix is sparse since only existent connections are ef-
fectively used in this setting. However, both methods are restricted due to
restricted prototype locations, and they require several sweeps through the
whole data set. Two approaches which require only one sweep are given in
[6, 69]. [6] relies on relational variants of fuzzy k-means clustering and ex-
tends this to large data sets by subsampling a characteristic part of the dis-
similarity matrix, clustering this subpart, and extending it to all data. This
way, however, the fullmatrix has to be available in advance or, alternatively,
data must be i.i.d. to obtain reliable extensions to new parts. Similarly, the
Nyström approximation constitutes a popular vehicle to extend the results
of a part of a dissimilarity or kernel matrix to the full data set, where ap-
proximation bounds can be derived explicitely. The work [5] constitutes one
proposal where this approach has been used in the context of graph cluster-
ing for general dissimilarity graphs. However, a representative sample has to
be available which allows the extension of the clustering to the full data set.
In contrast, the approach [69] proposes to process only parts of the given
data on parallel processors by a direct optimization of pairwise clustering
and to subsequently reach valid assignments of all data this way. However,
the presented method does no longer represent the solution in form of in-
terpretable prototypes.
Here we rely on patch clustering as introduced in [1, 15, 8] for Euclidean
data sets to extend prototype based clusteringmethods for dissimilarity data
to large or streaming data sets. The basic idea is to iteratively process only
a small part of the data using standard k-means or neural gas, and to store
these data in compressed form in terms of the prototypes and their multi-
plicity. This serves as sufficient statistics for further runs. Subsequent runs
cluster the compressed data points which were already seen in form of the
prototypes counted withmultiplicities in addition to the next patch.
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Patch Definition
To transfer this method to dissimilarity data, we assume the following set-
ting: A (possibly large) set of points xi indexed i = 1, 2, . . . , m is given such
that, for all i and j, the dissimilarity dij between these points can be com-
puted directly. D denotes the corresponding dissimilarity matrix where we
assume symmetry dij = dji and zero diagonal dii = 0 as before. A typical ex-
ample of this setting is a data base of strings for which pairwise comparisons
are given by alignment. For largem, it is in general infeasible to compute or
store the full dissimilarity matrix in main memory due to the squared com-
plexity. Patch processing relies on the principle to process data in np patches
of priorly fixed size p = m/np. Thereby, we assume divisibility ofm by np for
simplicity. In practice, the last patch is of smaller size. For dissimilarity data,
a patch Pt is then represented by the corresponding portion of the dissimi-
laritymatrixD:
Pt = (dsl)s,l=(t−1)·p+1,...,t·p ∈ Rp×p
which represents the dissimilarities of points (t− 1) · p+ 1, . . . , t · p.
K-Approximation
The idea of original patch clustering is to add prototypes from the processing
of the former patch Pt−1 counted withmultiplicities according to the size of
their receptive field as additional data points to the current patch Pt. These
points play the role of a compressed representation of all already seen data
points, i.e. they provide a sufficient statistics of the information processed
so far. This way, all data are processed without loss of essential information
since the previous information is represented by the sufficient statistics.
A naive transfer of this method from the Euclidean case to relational clus-
tering, however, is not possible due to two reasons: unlike patch process-
ing for Euclidean data, prototypes correspond to a weighting of all points
involved in the clustering. Thus, the dimensionality of the coefficient vec-
tors is determined by the number of number of data points which have to be
processed. This results in an infeasible linear space complexity for huge data
sets. In addition, for further processing of the data, the dissimilarities in be-
tween all prototypes and all data from a new patch have to be computed.
Since prototypes are represented indirectly by the contribution of all data
points seen so far, the distance of prototypes and a new patch relies on the
distance of the new patch and all data seen so far. By induction, one can see
that this processing is therefore only possible if the full dissimilarity matrix
D is available. Hence, this approach results in infeasible quadratic time and
space complexity.
Because of this fact, an approximation scheme is introduced which sub-
stitutes the full vector of coefficients which characterize the prototypes by
only the K most prominent ones, K being a fixed number. Every patch is
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clustered until convergence, i.e. a small neighborhood range λ→ 0 is used in
the resultingprototype representations. Obviously, for the coefficientsαij of
the prototypes, the following is valid:
αij = hλ(kij)/
∑
j
hλ(kij)→
{
1/|Ri| if kij = 0
0 otherwise
whereRi denotes the receptive field of prototype i. Thus, the coefficient vec-
tor αij yields 1/|Ri| for all data points ~xj for which the winner is the point
i. Thereby, for simplicity, we assume that Ri 6= ∅, which is usually the case
for NG schemes. If Ri = ∅, then αij is nonvanishing if prototype i is the
second closest neuron of ~xj . If this set is also empty, the third closest points
determine the nonzero entries of αij and so on.
We approximate the prototype ~wi =
∑
j αij~x
j by the closest K points in
Ri, i.e. the points ~x
j where kij = 0 and ~x
j is among theK points with small-
est dissimilarity d(~wi, ~xj) as computed in relational neural gas. Note that
more complex alternatives could be possible which chooseK points and co-
efficients such that the corresponding prototype location changes as little
as possible as described in [59]. However, the above simple approximation
scheme will already lead to good results as we will see in experiments.
These considerations give rise to the definition of aK-approximation of a
relational prototype. Assumeaprototype ~wi =
∑
αij~x
j is givenwith
∑
j αij =
1. A K-approximation refers to the K indices j1, . . . , jK corresponding to
points ~xj1 , . . . , ~xjK with smallest dissimilarity to ~wi. For optimum proto-
types as computed by relational NG in the limit phase, these points are the
K closest points in the receptive field of ~wi. Obviously, for these points, the
coefficient αij ismaximum. The k-approximation can be computed easily in
relational NG since the dissimilarities of data points and neurons are readily
available.
Note that, by always restricting to theK closest data points,K being a pri-
orly fixednumber, prototypes can always be approximated in constant space
while processing all data. Further, only a fixed portion of the global dissimi-
laritymatrixD is necessary to compute dissimilarities in between prototypes
and further patches.
Extended Patches
More precisely, we describe the parts of the dissimilarity matrix which are
needed for further processing of patches and K-approximated prototypes.
Assume the current patch Pt is considered. AssumeNt−1 refers to the index
set of the K-approximation of all prototypes obtained in the previous step.
When considering k prototypes, the size of this set is restricted by |Nt−1| ≤
k ·K, under the assumption that at leastK points lie in every receptive field,
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equality |Nt−1| = k ·K holds. For the next roundof patch processing, dissim-
ilarity clustering is applied to the points corresponding to the indices in Nt
and the data from the current patch, i.e. we need the following part of the
dissimilaritymatrix
P ∗i =

 d(Nt−1) d(Nt−1, Pt)
d(Nt−1, Pt)
t Pt


whered(Nt−1) = (duv)u,v∈Nt−1 denotes the inter-dissimilaritiesof points from
theK-approximation, andd(Nt−1, Pt) = (Duv)u∈Nt−1,v=(t−1)·p+1,...,t·p denotes
the dissimilarities of points in theK-approximation and the current patch.
We refer to P ∗i as extended patches.
Patch Relational Neural Gas
Based on these data handling techniques, patch relational neural gas can be
defined as iterative processing of patches enriched by theK-approximation
of prototypes from the previous patch. The prototypes contribute to the new
clustering task according to the sizes of their receptive fields, i.e. a prototype
~wi is counted withmultiplicity |Ri|. Correspondingly, every point ~xj inNt−1
contributes according to the fraction |Ri|/K if it lies in the receptive field of
~wi, i.e. kij = 0. Hence, we set the multiplicitymj = |Ri|/K where ~xi lies in
the receptive field of ~wj . It is straightforward to extend relational neural gas
to deal with multiplicities mj of point ~x
j corresponding to the underlying
cost function
∑
ij hλ(ki(~x
j)) · mj · d(~xj , ~wi). The only change concerns the
update of the coefficients αij , see Algorithm 5. This algorithm can be used
as internal loop for patch processing for dissimilarity data as shown in Algo-
rithm 6. Thereby, prototypes W are always represented by an index vector
corresponding to the data points which contribute to this prototype, and a
coefficient vector which specifies the strength of the contributions. Unlike
the coefficients αij in full relational NG, the coefficient vector of patch NG is
sparse and it can be represented in constant space. Note that we assume that
the relevant parts of the dissimilarity matrix can be computed on demand
such that the full dissimilarity matrix need not be computed nor stored at
the beginning of the algorithm. This fact constitutes a further advantage of
patch processing, since it is sufficient to compute only a linear part of the dis-
similaritymatrix. Since, depending on the application scenario, the dissim-
ilarity computation can be quite demanding (e.g. alignment of sequences in
ioinformatics, or the normalized compression distance for text processing),
this can result in drastic computational savings.
After processing, a set of prototypes together with a reasonableK-approx-
imation thereof is obtained which compresses the full data set. As before, an
inspection of prototypes is easily possible by looking at the points which are
closest to these prototypes.
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Algorithm 5: Relational NGwithMultiplicities
input
symmetric dissimilarity matrix D ∈ Rm×m
multiplicities {m1, . . . ,mm} ∈ N
begin
init αij with
∑
j αij = 1;
repeat
compute distij := [Dαi]j − 12 · αtiDαi;
set kij := |{l | distlj < distij}|;
set αij := mj · hλ(kij)/mj ·
∑
j hλ(kij);
until convergence;
return αij ;
end.
Note that the algorithm runs in constant space if the size p of the patches
is chosen independently of the data set sizem. Similarly, under this assump-
tion, the fraction of the distance matrix which has to be computed for the
procedure is of linear sizeO(m/p ·p) = O(m) and the overall time complexity
of patch clustering is of sizeO(m/p·p2) = O(mp) = O(m), assuming constant
p. Hence, a linear timeand constant space algorithmfor general dissimilarity
data results which is suited for large data sets, if constant patch size is taken.
In the experiments, we will demonstrate an application to a data set of size
almost 200,000, which corresponds to a full dissimilarity matrix for which
the storage would require almost 251 GB, assuming double precision.
Thisway, a linear timeand constant space clusteringalgorithmis obtained
which can deal with general dissimilarity data. Since it relies on only a lin-
ear part of the full dissimilartymatrix, the complexity of data preprocessing,
i.e. the computation of probably complicated pairwise dissimilarities such
as alignment distances, is also greatly reduced. Further, the algorithm pro-
vides an explanation of the clustering in terms of prototypes which can be
reprented by a finite number of representative data points, hence the result
can be directly inspected by human experts.
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Algorithm 6: Patch Relational NG
begin
cut the first patch P1;
apply relational NG to P1 → prototypes W1;
compute the K-approximation N1 ofW1;
update multiplicitiesmi of N1;
set t = 2;
repeat
cut the next patch Pt;
construct extended patch P ∗t using Pt and Nt−1;
set multiplicities of points in Pt to mi = 1;
apply relational NG with multiplicities to P ∗t → prototypes Wt;
compute K-approximation Nt ofWt;
update multiplicitiesmi of Nt;
t := t+ 1;
until t = nP
return prototypes WnP ;
end.
5 Experiments
We demonstrate the behavior of relational NG in a variety of experiments
whereby we mainly focus on benchmark data sets which cannot be embed-
ded in Euclidean space. Since convergence of relational NG or the mono-
tonicity of the cost function during training is theoretically not guaranteed
in such situations, we have a look at the development of the cost function
values in a typical setting, first. Afterwards, we evaluate relational NG in
comparison to deterministic annealing on a variety of benchmark data sets,
showing competitiveness of the algorithm. For patch NG, we first demon-
strate the robustness of the algorithm with respect to the patch size, the
quality of the K-approximation, and the order of the presentation of pat-
terns in comparison to full batch clustering. Afterwards, we exemplarily
show an application to a huge text corpus, demonstrating the efficiency of
themethod for large data sets.
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Convergence
For all data sets considered in the experiments, convergence of relational
NG was observed. We exemplarily depict the behavior of relational NG for
the cat cortex data set as introduced above using 5 neurons and 100 epochs.
Fig. 4 (top) displays the value of the NG cost function and its dual based on
the rankings kij and the prototypes
∑
j αij~x
j , respectively, as computed by
NG. Obviously, the two cost functions are strictly monotonic and conver-
gent, and, apart from the first steps, they coincide for the computed values.
Similarly, the vector quantization cost function and its dual computed for
the assignments and prototypes as given by relational neural gas are strictly
monotonic and convergent as can be seen in Fig. 4 (bottom). Due to the fact
that the quantization error is computed for the (in terms of k-means) subop-
timum prototypes which incorporate neighborhood smoothing, while the
dual costs are determined on the assignments only (implicitly assuming op-
timum positions of the prototypes in terms of k-means), the quantization
error is worse compared to the value of the dual cost function for early stages
of trainingwhich display a large neighborhood cooperation.
Experiments on BenchmarkData Sets
In addition to the cat cortex data set as described above, we consider the fol-
lowing benchmark data sets, which were symmetrized prior to training and
linearly transformed from similarities to dissimilarities, if necessary:
• Protein data: The protein data set as described in [48] consists of 226
globin proteins which are compared based on their evolutionary dis-
tance. The samples originate fromdifferentprotein families: hemoglobin-
α, hemoglobin-β, myoglobin, etc. Here we distinguish five classes as
proposed in [25]: HA, HB, MY, GG/GP, and others. Unlike the other
data sets considered here, the protein data set has a highly unbalanced
class structure, with class distribution HA (31.86%), HB (31.86%), MY
(17.26%), GG/GP (13.27%), and others (5.75%).
• Copenhagen chromosomesdata: TheCopenhagenchromosomesdata
set is a benchmark from cytogenetics [42]. 4200 human chromosomes
from 22 classes (the autosomal chromosomes) are represented by the
gray levels of their images. These images are transferred to strings based
on their thickness. These strings can be compared using edit distance
which constitutes a typical dissimilarity measure for strings [33]. The
substitution costs are thereby given by the difference of the entries and
insertion/deletion costs are set to 4.5 [50].
• Aural sonar data: The aural sonar data set as described in [10] con-
sists of 100 returns from a broadband active sonar system, which are
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minimum value
Signature spread transform
cat cortex (41,23,1) 4.93
chromosomes (1951,2206,43) 851.79
protein data (218,4,4) 2.6·10−14
aural sonar (54,45,1) 2.1
caltech (8664,12,1) 1.67·10−14
face recognition (311,310,324) 7.9·10−4
patrol (173,67,1) 4.33
voting (105,235,95) 3.2·10−4
Table 1: Signature of the benchmark data set and minimum absolute value
of the spread transform to obtain squared Euclidean distances
labeled in two classes, target-of-interest versus clutter. The dissimilar-
ity is scored by two independent human subjects each resulting in a
dissimilarity score in {0, 0.1, . . . , 1}.
• Caltech data: The caltech data set consists of 8677 images from 101
object categories which are compared using the pyramid match kernel
on SIFT features, see [10].
• Face recognition data: The face recognition data set consists of faces
of 139 people. Dissimilarities are computed bymeans of cosine similar-
ity between integral invariant signatures based on surface curves of the
3D-faces, see [10].
• Patrol data: The patrol data set describes 241members of seven patrol
units and one class corresponding to people not in any unit. Dissimi-
larities are computed based on every person in the patrol units naming
five other persons in their unit, whereby the responses were partially
inaccurate. Every mentioning yields an entry of the dissimilarity ma-
trix, see [10]. Data are sparse in the sense thatmost entries of thematrix
correspond to themaximumdissimilarity which we set to 3.
• Voting data: The voting data set describes a two-class classification
problem incorporating 435 samples which are given by 16 categorical
features with 3 different possible values each. The dissimilarity is de-
termined based on the value differencemetric, see [10].
These data sets are non-Euclidean with signature as given in Tab. 1. Obvi-
ously, the protein data and the caltech data set are almost Euclidean, while
at least one third of the eigenvalues is negative for the other data sets.
We performed a repeated cross-validation for all data sets, using ten re-
peats. We report the results of relational neural gas (RNG) and supervised
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number of neurons number of folds
cat cortex 12 2
chromosomes 60 2
protein data 20 10
aural sonar 10 2
caltech 103 2
face recognition 139 10
patrol 24 10
voting 20 10
Table 2: Number of neurons and number of folds used for the runs.
relational neural gas (SRNG) for these data sets. For relational neural gas,
100 epochs where used; for the supervised version, the supervision param-
eter equals β = 0.5. For comparison, we report the results of deterministic
annealing (DA); here, 300 epochs where used for training. The number of
prototypes used for every data set and the number of folds are reported in
Tab. 2. Results are reported on the training and test set. The runs are eval-
uated by the classification accuracy obtained by posterior labeling on the
training set. In addition, the quantization error and the value of the dual
k-means cost function are reported. Thereby, relational prototypes allow an
out-of-sample extension for both, relational neural gas and deterministic an-
nealing as discussed previously. Sincewe can interpret deterministic anneal-
ing as annealing of clustering in pseudo-Euclidean space, out of sample ex-
tensions for deterministic annealing can be obtained in the same way.
The results of the runs are reported in Tab.3. Interestingly, the value of
the dual cost function, the quantization error, and the classification accu-
racy of RNG is always competitive to the value obtained byDA, although the
latter method requires more training time due to an additional inner loop.
As expected, the values of SRNG for the unsupervised cost functions are a
bit worse, since this method alters the objective to better take label informa-
tion into account. This corresponds to an improvement of the classification
accuracy on the training data for all but one cases.
Since supervised label information is available for these datasets, it is pos-
sible to compare the results to the behavior of supervised trainingalgorithms
such as SVM or k-nearest neighbor for these data sets. The last six datasets
have recently been considered in [10] as benchmarks where different super-
vised techniques to deal with dissimilarity data including SVMwith various
preprocessing and kernels and k-nearest neighbor have been compared. In-
terestingly, errors of 13-17.75% are reported for the aural data set using the
different methods, and errors of 4.89-5.8% are reported for the voting data
set, placing SRNG as a method with best classification accuracy for both sit-
DEPARTMENTOF INFORMATICS 42
MAPPING LARGE DISSIMILARITY DATASETS
uations. For the other datasets, errors of 1.86-30.35% (protein data), 29.9-
41.99% (caltech), 3.92-4.55% (face recognition), and 11.56-42.19% (patrol)
are reported. Thus, SRNG is competitive for the protein data set, too. For cal-
tech, and patrol, it achieves a considerable accuracy on the training set, but
not generalizing properly to the test set, while clustering seems not suited for
the supervised classification task specified in the face recognition data. Nev-
ertheless, the aim of clustering as measured by the quantization error and
the dual cost function, gives reasonable results in all cases, clearly demon-
strating the competitiveness of RNGmethods to deterministic annealing schemes.
Demonstration of Patch Clustering
Patch clusteringextendsRNG towards hugedata sets at the costs of decreased
accuracy due to the compression of data in early patches in form of proto-
types, and due to the approximation of relational prototypes by only the
most important coefficients. Thereby, both, the patch size and the num-
ber of coefficients used for the approximation are parameters which can be
chosen to balance the accuracy of the results (this is high for large patch size)
and the required space and speed of computation (which is small for small
patch size and smallK for the approximation). The effect of these choices is
reported in Fig. 5. The Kopenhagen chromosomes data is taken trained with
patch RNG and 60 neurons for 100 epochs. Thereby, the number of patches
was varied from 1 to 10, and theK used for theK-approximationwas varied
from 1 to 5. The reported result is the classification accuracy obtained on a
test set for a repeated 10-fold cross-validation with 10 repetitions. Using 10
patches (corresponding to a speed-up 10 of the computation) and using aK
approximation withK = 2 leads to a reduction of the hit rate of about 3.3%,
using a K approximation with K = 1 leads to a reduction of the hit rate of
about 4.5%. Hence, patch approximation leads to an only slight decrease of
the quality of the found solution.
For huge data sets, data can often be accessed only sequentially, such that
data are not i.i.d. with respect to the underlying distribution. It is interesting
to investigate whether this fact has consequences on the accuracy of patch
clustering. As already demonstrated in [1] for Euclidean settings, this is not
the case since prototypes accurately represent already seen data, following
trends accurately, if necessary. In [1], a data set with a strong trend was cre-
ated and presented to patch clustering following the trend. The result of the
overall clustering which was achieved after iterative patch processing was
virtually indistinguishable from the result of NG when applied to all data
at once or patch NG with i.i.d. data due to the ability of patch NG to use all
previous information in terms of the sufficient statistics.
For thenon-euclidean setting, it is not as obvioushow to create datawith a
strong trend to test the abilities of patch clustering to deal with such settings.
Therefore, we rely on auxiliary information as given by the data labels. We
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compare patch clusteringwith randomlypresented samples to patch cluster-
ing where samples are sorted according to the label information such that,
in early patches, a highly unbalanced data set is presented. The results as
achieved for the chromosomes data set are reported in Tab. 4. Thereby, a 2-
fold crossvalidation was repeated 10 times, using 10 patches (corresponding
to about 420 data points per patch), 60 neurons, 100 epochs per patch, and
an approximation of relational prototypes by 3 coefficients. For comparison,
the result of full batch RNG using the same splits for the repeated crossvali-
dation are reported. Obviously, the differences are negligible, i.e. the order
of the presentation does not severely influence the output in this case.
Processing Large Text Data
To demonstrate the ability of patch clustering to deal with large dissimilarity
data, a data set was generated in the same way as the 20 newsgroup data set
from the UCI repository [2]. 183,546 articles from 13 different newsgroups
were taken, where the distribution of the articles is displayed in Tab. 5. The
texts were preprocessed by removing stop words and applying word stem-
ming [54]. Comparisons of two texts took place using the normalized com-
pression distance (NCD) as proposed in the approach [11]. The NCD is an
approximation of a universal distance for strings based on Kolmogorov com-
plexity. It is defined as
NCD(x, y) =
C(xy)−min{C(x), C(y)}
max{C(x), C(y)}
where x and y are the document strings, xy its concatenation, and C(x) de-
notes the size of a compression of the string x. For our experiments, the
bzip2 compressionmethod was used.
We would like to demonstrate the ability of our method to project large
data sets into the Euclidean plane in reasonable time. Therefore, we report
the result of a supervised relational hyperbolic SOM (HSOM), which offers
particularlypowerful visualization facilities of possibly complex data sets due
to the flexibility of the hyperbolic space [51]. Obviously, batch processing
for HSOM can be transferred to a relational version in the same way as batch
NG. The goal is to map the full data set to the hyperbolic lattice structure by
means of supervised HSOM. Patch processing was applied using supervised
relational HSOMwith 85 neurons and a 3 approximation of the prototypes.
Since the full dissimilarity matrix would occupy approx. 250 GB space, it is
no option to process the data at once or precalculate the full dissimilarity at
once. Instead, 183patches of around1000 textswere taken and thedistances
of these patcheswere precalculated, resulting in only around12MB space. In
addition, since patch processing requires the dissimilarities of the extended
patches, around 1000 · 85 · 3 dissimilarities had to be computed on demand
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for every patch. This way, the whole computation could be performed on a
common desktop computer in reasonable time.
The outcome is depicted in Fig. 6. Thereby, the hyperbolic lattice struc-
ture is mapped onto Euclidean plane for visualization and data inspection.
For interpretability, neurons were posteriorly labeled according to a major-
ity vote. Clearly, the data arrange on the lattice according to their semantic
meaning asmirroredby the corresponding newsgroup, such that a visualiza-
tion and browsing becomes possible.
6 Discussion
The focus of this article was put on clustering algorithms for general dissim-
ilarity data which can be derived from the standard vector quantization cost
function and extensions thereof. For this purpose, we have introduced rela-
tional clustering as an equivalent formulation of batch clustering for neural
gas or self organizing maps if Euclidean data are given in terms of pairwise
dissimilarities only. While convergence can be guaranteed in Euclidean set-
tings only, applicability of the algorithms is granted for every possible sym-
metric dissimilarity measure. Further, a variety of properties is still valid
such as easy out-of-sample extensions and interpretability in terms of the
dual cost function for fixed points of the algorithms. This way, we arrived
at relational neural gas and self-organizing maps for arbitrary dissimilarity
data. We have seen that the algorithms can be interpreted as clustering in
pseudo-Euclidean space whereby a reasonable heuristic is taken to arrive at
good prototype locations. The algorithms yield competitive results to alter-
natives such as deterministic annealing and they often show better behav-
ior than theoretical alternativeswith guaranteed convergence such as spread
transformation of the data. Thus, relational neural gas and alternatives can
be taken as simple and efficient prototype-based models for the clustering
and topographic mapping of general dissimilaritymatrices with wide appli-
cability to domains involving non-Euclidean data such as text processing,
biological sequence analysis, image processing, etc.
One major problem of clustering algorithms for dissimilarity data lies in
the fact that the dissimilarity matrix scales quadratically with the number
of data points. This leads to at least quadratic time and space complexity
which is infeasible already for medium sized problems. Therefore, an ap-
proximation scheme was introducedwhich processes data based on patches
in linear time and constant space, provided the patch size is chosen fixed
depending on the available resources. We demonstrated that approximate
patch clustering leads to an only minor decrease of the accuracy and that
it is robust with respect to the data ordering. In particular, it can deal with
settings where data are not identically distributed, and it leads to competi-
tive results as if all data were available prior to training, as demonstrated in
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experiments. This way, a very simple and fast, but powerful and flexible lin-
ear time and constant space clustering scheme for large dissimilarity data re-
sults. This patch schemewas proposed based on relational neural gas or rela-
tional self-organizing maps, however, alternative prototype-based schemes
such as affinity propagation or median clustering could be easily extended
accordingly. We demonstrated the applicability of the approach for a large
text corpus. The evaluation and application in further large scale scenarios
is subject of ongoing research.
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Figure 4: Cost function of NG and its dual (top) and standard quantization
error and its dual (bottom) for the parameters as determined by relational
NG
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dual cost function quantization error classification accuracy
training test training test training test
cat cortex
RNG 11.494 (0.359) 15.473 (0.569) 11.494 (0.359) 24.921 (0.327) 0.928 (0.028) 0.698 (0.076)
SRNG 11.965 (0.563) 15.163 (0.390) 12.027 (0.616) 24.292 (0.479) 0.994 (0.008) 0.724 (0.062)
DA 11.129 (2.587) 14.931 (2.074) 11.129 (2.587) 25.850 (0.643) 0.890 (0.105) 0.803 (0.083)
chromosomes
RNG 22479.360 (54.428) 22864.645 (45.324) 22479.360 (54.428) 24275.995 (39.635) 0.893 (0.004) 0.897 (0.004)
SRNG 22470.299 (65.974) 22848.012 (35.060) 22475.191 (65.791) 24241.312 (30.111) 0.912 (0.003) 0.907 (0.004)
DA 22608.490 (43.417) 23090.597 (51.963) 22608.490 (43.417) 24374.898 (38.229) 0.910 (0.004) 0.908 (0.003)
protein data
RNG 293.658 (0.730) 17.173 (0.540) 293.658 (0.730) 40.450 (0.938) 0.942 (0.002) 0.919 (0.016)
SRNG 291.283 (1.136) 17.109 (0.575) 291.996 (1.226) 40.081 (1.012) 0.980 (0.005) 0.944 (0.013)
DA 282.440 (0.603) 15.350 (0.820) 282.440 (0.603) 39.312 (0.835) 0.931 (0.003) 0.907 (0.008)
aural sonar
RNG 4.174 (0.076) 5.048 (0.101) 4.174 (0.076) 6.908 (0.079) 0.892 (0.017) 0.834 (0.014)
SRNG 4.334 (0.095) 5.121 (0.115) 4.360 (0.109) 6.927 (0.142) 0.993 (0.006) 0.870 (0.032)
DA 3.993 (0.073) 4.995 (0.125) 3.993 (0.073) 6.993 (0.136) 0.897 (0.013) 0.856 (0.026)
caltech
RNG 2435.724 (1.587) 2467.042 (2.522) 2435.724 (1.587) 2647.701 (2.349) 0.451 (0.002) 0.407 (0.006)
SRNG 2466.918 (1.854) 2508.075 (3.782) 2489.320 (2.100) 2640.619 (2.042) 0.791 (0.009) 0.364 (0.025)
DA 2440.096 (1.880) 2471.818 (2.351) 2440.096 (1.880) 2659.730 (1.812) 0.452 (0.003) 0.401 (0.004)
face recognition
RNG 0.071 (0.003) 0.005 (0.001) 0.071 (0.003) 0.013 (0.001) 0.887 (0.003) 0.865 (0.002)
SRNG 0.250 (0.013) 0.021 (0.002) 0.472 (0.020) 0.058 (0.002) 0.830 (0.005) 0.811 (0.007)
DA 0.116 (0.007) 0.008 (0.001) 0.116 (0.007) 0.017 (0.001) 0.900 (0.002) 0.873 (0.004)
patrol
RNG 120.779 (0.194) 7.885 (0.297) 120.779 (0.194) 17.343 (0.256) 0.835 (0.005) 0.665 (0.024)
SRNG 123.766 (0.193) 7.935 (0.434) 124.266 (0.226) 16.995 (0.144) 0.989 (0.001) 0.657 (0.022)
DA 127.340 (5.399) 10.393 (0.936) 127.340 (5.399) 17.134 (0.199) 0.713 (0.077) 0.521 (0.051)
voting
RNG 8.861 (0.047) 0.615 (0.024) 8.861 (0.047) 1.186 (0.028) 0.953 (0.001) 0.950 (0.004)
SRNG 8.933 (0.038) 0.651 (0.033) 9.084 (0.027) 1.188 (0.030) 0.972 (0.001) 0.953 (0.004)
DA 8.849 (0.069) 0.626 (0.021) 8.849 (0.069) 1.156 (0.034) 0.955 (0.001) 0.951 (0.005)
Table 3: Averaged results of a repeated cross-validation on the data sets, the
standard deviation is given in parenthesis.
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Figure 5: Accuracy of patch training depending on the size of the patches
and the accuracy of the approximation
dual cost function quantization error classification accuracy
training test training test training test
randomorder
patch RNG 23589.613 (68.993) 23898.934 (85.568) 30157.041 (83.365) 31623.014 (133.924) 0.873 (0.006) 0.868 (0.007)
RNG 22307.283 (51.475) 22777.673 (85.027) 22309.766 (51.048) 24255.182 (95.339) 0.898 (0.005) 0.900 (0.005)
ordered according to the labeling
patch RNG 23495.345 (80.502) 23831.059 (89.282) 30016.631 (131.794) 31534.463 (124.280) 0.875 (0.007) 0.870 (0.009)
RNG 22326.892 (39.646) 22757.129 (35.638) 22329.489 (39.927) 24250.462 (31.639) 0.900 (0.007) 0.901 (0.007)
Table 4: Results of patch clustering when data sets are represented in differ-
ent order, i.i.d. resp. non i.i.d. with respect to the labeling, in comparison to
full batch RNG.
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name count percentage
alt.atheism 72068 39.26
comp.os.ms-windows.misc 178 0.10
comp.windows.x 182 0.10
rec.motorcycles 15841 8.63
rec.sport.baseball 462 0.25
rec.sport.hockey 510 0.28
sci.crypt 3203 1.75
sci.med 2912 1.59
soc.religion.christian 341 0.19
talk.politics.guns 23209 12.64
talk.politics.mideast 9337 5.09
talk.politics.misc 54683 29.79
talk.religion.misc 620 0.34
Table 5: Newsgroup present in the big newsgroup data set
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Figure 6: Visualization of 183,546 newsgroup articles using patch relational
HSOM. Labeling of the neurons is based onmajority vote, displaying the to-
pographic arrangement of the biggest newsgroups on the map. In this case,
patch processing reduces the required space of the full dissimilarity matrix
from approx. 251 GB to only around 13MB.
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