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Abstract
Computational simulations have been used in many different applications in different
fields. These simulations use parameters to define models that are used to evaluate the
simulated properties. When developing these models, the goal is to choose the parameters
that best replicate a set of desired properties. In such cases, mathematical optimization
methods can be used to optimize the simulation parameters by defining a function that uses
simulation parameters as an input and outputs a value describing how well a set of targeted
experimental properties are reproduced.
Because simulated properties are often calculated using stochastic sampling methods, this optimization involves an objective function that is noisy, and expensive to evaluate.
Also, optimization of the simulation parameters can require running long simulations. A
new method is proposed to best fit the simulation output properties that are noisy.
We propose to use a modified Nelder-Mead (NM) simplex in a master-worker parallel
algorithm to allow multiple simulations to run for indefinite amounts of time until the noise
is adequately converged. Parallelizing the NM simplex has one more purpose, which is to
be able to utilize a look-ahead NM simplex operation as well.
In preliminary studies, a parallel NM simplex was implemented for optimizing a
four-point water model. These optimized results are compared with those predicted by
the commonly used four-point water model TIP4P [1], and with experimentally observed
values. The preliminary study showed that the modified NM simplex was able to optimize the parameters achieve results better than TIP4P despite the presence of sampling
noise. However, the errors in the simulated results do negatively affect the quality of the
ii

optimization.
The NM simplex was further modified to include more vertices to give more information on the function surface in attempt to reduce the effect of the starting points or noise.
This new method is named swarm-like-complex (SLC). Two test functions, Rosenbrock
function and double-well function were used to test the quality of SLC and compared with
traditional NM simplex. The results have shown that SLC does poorly on functions with a
single global minimum like Rosenbrock, but performs significantly better on functions that
have more than one minimum, like the double-well function.
Then SLC was used to optimize the 4-point water model, similar to parallel NM
simplex. Similar to parallel NM simplex, SLC was able to obtain results similar or better
than TIP4P. SLC was further applied to 3- and 4-point models while also using the model
geometries as optimization parameters. When the geometry of the water was optimized,
the resulting model was comparable to the respective reference models.
The SLC optimization method can be helpful when optimizing model parameters
while targeting properties with noisy sampling methods, as well as optimizing more parameters simultaneously. It also accomplishes the optimization in orders of magnitude less time
than a traditional, human-guided optimization.
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Chapter 1

Introduction and Problem
Statement
The problem of optimizing noisy functions has many applications, from the protein
folding problem and chemical simulations to noisy engineering systems. There are many
known algorithms or methods available for optimizing a function [2, 3, 4, 5, 6]. Some of
these require gradients (gradient based methods), and some do not (non-gradient based
methods).
As the name suggests, gradient based methods utilize the gradient of the objective
function. Some examples of this method type are steepest-descent, Newton-Raphson, and
conjugate gradients, to name a few. The major advantage of this type of method is the speed
until convergence and relatively clear termination criteria available by requiring 5f = 0.
With conjunction of other commonly used termination criteria regardless of the type of
the method, such as small step size (mostly the change in function values), the gradient
methods have an advantage of having an access to the gradient. The major disadvantage of
this type of method is the requirement to have the analytical form of the objective function.
In many applications, the objective function is either noisy, not easily obtainable, or both.
This makes it harder, or perhaps impossible, for one to obtain the analytical form of an
objective function. Another, less major disadvantage is that this type of method is fragile,
1

meaning it may diverge and cause the optimization to fail.
The non-gradient based methods do not require gradients. Some examples of this
type of optimization methods are genetic algorithm [2], Nelder-Mead downhill simplex [5],
and simulated annealing [6], to name a few. In general, the speed of convergence is slow
relative to gradient based methods, and termination criteria are not as clear as gradient
methods. Similar to the gradient methods, the small step size can be used as termination
criteria, but gradients can not be used as determining the termination criteria as this type of
methods do not have access to the gradients. Instead, different non-gradient based methods
implements method-specific termination criteria, which could be relatively complex and not
as reliable. However, the major advantages of this type of method are both robustness and
need for only function evaluation, but not gradients. Most non-gradient based methods are
robust compared to gradient methods, meaning it is less likely for the optimization to fail
by divergence. This type of method requires only the function values in order to iteratively
advance the algorithm, which allows these methods to make a step even when the analytical
function of the underlying function is unknown.
Although both types of methods can be used theoretically to optimize a function
containing noise, non-gradient based methods are more widely used for this purpose. The
main reason for the majority of such applications using non-gradient based methods is the
fact that the determination of the gradient requires knowledge of the analytical form of the
underlying function, which is not present in a noisy system. Therefore, using the gradient
based method on a noisy function requires one to instead estimate the underlying function.
Although there are ways to estimate the gradient even if the underlying function is unknown
[7], the estimation of gradient can lead to unreliable gradient values that may cause the
optimization to fail to converge, or lead away from the minimum, particularly in the presence
of noise. In other words, convergence is no longer guaranteed even if the function is near
the minimum. The number of function evaluations also increases due to the extra function
values that must be evaluated each time a gradient is calculated or estimated. This by itself
may not be troublesome if the evaluation of the objective function is instantaneous or at
2

least fast, however it is a significant problem when an evaluation of the objective function
is (computationally) expensive.
With non-gradient based methods, the aforementioned gradient problem does not
exist, as non-gradient based methods rely on direct point-to-point comparisons instead of
using the gradient. This allows an algorithm to make a decision (i.e. move towards the
minimum) even if a function has associated noise or the underlying function is unknown,
which will lead to the goal of optimizing a noisy function. Even though costly function
evaluations may still present a problem, and it is still true that an increased number of
function evaluations will slow down the optimization, the problem of optimizations moving
in the wrong direction is much less prominent in non-gradient based methods. This is
because most non-gradient based methods use more than 2 points at a time to obtain
information about the search space.
From this point on, this document will be focusing on non-gradient-based methods
because the goal of the project is to optimize simulation parameters using noisy evaluations
of system properties, which means the optimization method must be able to optimize a
function with noise.
From all the non-gradient methods, our choice of optimization algorithm is NelderMead downhill simplex (NM simplex) [5], which is a local optimization method. Although
many applications could benefit from performing global optimization, NM simplex was
chosen over them in this case for its simplicity, robustness, and relatively quick convergence.
Also, parameter optimizations can find a good or better potential (for simulation) even with
a local optimization method, given a reasonable starting points (model).
Although NM simplex is our preferred choice of optimization method, it is still not
without flaws. The original NM simplex algorithm does not consider the possibility of noise
in the function value when the comparisons between points are made. This introduces
several problems when optimizing a noisy function. The original NM simplex does not
acknowledge the presence of noise during function evaluation, which may cause an inaccurate
ordering of the vertices during determination of the simplex operation that will result in
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the simplex moving in the wrong direction only to undo these wrong steps later in the
optimization.
Another known flaw of the algorithm in the presence of the noise is a tendency towards excessive shrinking and contracting [8]. In the original NM simplex, both contraction
and shrink operations reduce the (hyper) volume or area of the simplex. The contraction
operation reduces the volume by 1/2 and the shrink operation reduces the volume (area) by
1/2d , where d is the number of the dimensions of the parameter space. Contraction results
in the simplex moving at half the original speed in one direction, and shrink operation
reduces the speed (step size) of simplex by 1/2 in all directions. The size of the simplex
will remain reduced until some expansion operations take place, thus when the noise on the
function causes excessive contraction or shrinking operation on the simplex, the movement
of simplex slows down resulting in slow convergence.
In the worst case of excessive contraction and shrink operations, these two operations
are performed at incorrect time (excessively) and are more likely to be performed compared
to the other operations due to the noise on the function. This excessive incorrect reduction
in size leads to the volume of simplex reaching close to 0 before reaches (close to) the
minimum, thus causing premature termination.
Another problem, not directly related to the original NM simplex, is how to implement simplex for values obtained from a sampling based simulation. In a typical approach
involving a simulation, the simulation would be run for a set amount of time before two
points in parameter space are compared. This causes the noise to be roughly the same
size at each of the optimization steps, which would not only cause the inefficiency near the
beginning of the optimization when larger noise may have been acceptable for making decisions, but also would be troublesome especially when a simplex is approaching a minimum
when, smaller noise is required to make a decision. In other typical case that is not limited
to sampling-based simulation, the decision of the simplex operation is made immediately
when the first (average) value is ready even when the noise are large relative to the average value. The NM simplex will be modified to implement more rigorous noise comparison
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methods and change the treatment of the values obtained from a sampling based simulation
to address these flaws.
With the optimization algorithm established, we will describe how the optimization
can be applied to the choice of computational simulation parameters by defining an objective
function that uses simulation output values (properties).
The set of model parameters will be defined as P , which can also be expressed as
vector {λi }. The resulting simulated property values, {Vk } = V, are a function of P , and
can be expressed as Vk (P ). Note that the simulations generate only a calculated value,
meaning it is an estimate of the true value of the corresponding property k. Consequently,
it contains some sampling noise, V̂k (P ) = Vk (P ) + σk . We define an objective function,
y as a function of V̂(P ) which can be expressed as y(V̂(P )). The details of this objective
function will be discussed in section 2.2.
All computational simulations utilize a model to replicate experimental observations.
The quality of this model is heavily dependent on P , and P in commonly used models (such
as TIP4P [1] for water) is chosen by the model developer’s intuition to match V̂k (P ) to a
select few experimental values. The problem with optimization using human intuition is
that it does not follow any particular optimization algorithm, meaning it is more likely
that the researcher is wasting his or her time by running extra unnecessary simulations.
This leads to unnecessarily long times for parameterization to be completed, which could
take up to the order of years. Another problem when fitting models is the choice of which
experimental properties (Vk (P )) the models are fit to. Because some properties, such as free
energies and phase transition temperatures, and heat capacities require intensive calculation
that results in relatively large noise and lost simulation times, these properties are usually
ignored when the model(s) are parameterized by human intuition. It would be better to
use these properties when parameterizing models.
The main purpose of this research project is to develop the methods suitable for
optimizing a noisy function. In order to optimize a noisy function (i.e a parameterization
problem), NM-simplex will be parallelized to accommodate long simulations, along with
5

addition of noise comparison method(s) to minimize the problem caused by sampling error.
In order to speed up the optimization process further, human intervention will be minimized
by automating the whole process. The details of the methods will be described in Chapter
2.
After these goals have been accomplished, this method will be applied to reparameterize a 4-point water model to verify whether the optimization results are reproducible
and whether this method is faster and as reliable as traditional parameterization methods
that involve subjective human intervention. After the verification, this method will be applied to explore the effects of different parameters of water models, such as geometries and
polarizabilites of 3- and 4-point water models.
There are several publicly available programs (or packages) for performing multidimensional function optimization or optimization of simulation parameters. Some of these
available programs or packages are not meant for optimization of functions that include
noise due to simulations [9] [10] [11] [12] [8] [13] [14]. These simulation model optimization
methods require multiple iterations of the optimization, each of which may require many expensive simulations (function evaluation), in order to counter the effects of sampling noise.
This makes these methods unsuitable for optimizing a simulation parameter using noisy
properties.
Others utilize gradient methods to optimize a simulation parameters [15]. The
gradient based methods are not viable for optimizing a simulation model parameters mostly
because of sensitivity to noise. A small deviation in the gradient due to noise may lead to
incorrect minimum, or give greater chance for a gradient based method to diverge. Also,
most gradient based methods assume instantaneous function evaluation, which is not true
for a function whose value depends on running simulations.
Among the programs (and methods) capable of optimizing noisy functions or simulation parameters, some utilize more than one optimization method connected in an intricate
manner to generate a meta-model, which may scale poorly with increasing dimension of the
problem [16], or increase computational time, mainly due to setup consisting of overhead
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costs and model tuning [3]. If a singe optimization technique is used, then overhead cost is
negligible and there is no need to tune the sensitive (meta) model.
Even if the program or method that is designed to optimize a noisy function is
not convoluted, the noise these methods consider is a random noise, in which the size the
noise on each function value is assumed to be constant [17, 18, 19, 7]. Since the problem
of interest is the noisy function with standard error, where noise decrease over time, the
method to optimize a function with constant magnitude random noise is not particularly
useful.
Some methods in the literature have been designed to optimize a noisy function
with instantaneous function evaluation, or optimize a simulation model without noise in
the property (output). Some methods are not fully automated, which may require human
intervention to slowdown the progress of optimization. However, none of the methods implement all the preferred conditions: simultaneously including automating the optimization
process, utilizing sampling-based noise, being robust, being parallelizable, and optimizing
a function (simulation model) with costly function evaluations. Our method implements a
fully automated optimization of simulation model with sampling-based noise using parallelized NM simplex.

7

Chapter 2

Research Design and Methods
The goal of this project is to develop methods suitable for optimizing a noisy function. Once developed, such methods will be useful in a variety of applications. But the focus
here is on the optimization of potential function parameters, based on properties calculated
from sampling-based simulations with associated stochastic errors.

2.1

Water MD Simulation Settings and General Details
For the simulations of water, constant-energy MD simulations were performed with

the TIP4P potential [1] and modifications of that 4-point water model to use custom parameters. The simulated system is composed of 256 water molecules in a box of 19.71 by
19.71 by 19.71 Å. The time step size is 1 fs throughout both equilibration and production
stages, and the dynamics were updated using the velocity-Verlet integrator [20].
Every time a simulation is performed, an equilibration stage is performed before
the production stage. During the equilibration stage, the temperature is equilibrated to
298 K in the N V E ensemble with temperature adjustment by velocity re-scaling, and the
equilibration is terminated when no velocity re-scaling (temperature adjustment) is need by
20 ps from the last velocity re-scaling. The production stage that follows the equilibration
stage is still performed in the N V E ensemble, and runs for an indefinite time until the
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simulation is no longer needed by the optimization program.
Properties are calculated from the trajectory resulting from the production phase
of an MD simulation. The internal energy is calculated by taking the sum of the Coulomb
(pairwise electrostatics) potential and Lennard-Jones (LJ) interactions, Eq. 2.1.

Epot = Vcol + VLJ

(2.1)

The Coulomb potential, Vcol , is obtained from a sum of the (electrostatic) potential
between all pairwise interactions among the N atoms:

Vcol =

N
1 X X qi qj
4π0
rij

(2.2)

i=1 j<i

where qi is the partial charge of atom i, rij is the distance between atoms i and j, and 0
is the electric constant. Because the simulated system is composed of neutral charge water
molecules only, −2qH = qO .
In a system composed of total of NO oxygen atoms, VLJ is defined as sum of LennardJones potential between all pairs of oxygen atoms on water molecules:

VLJ =

NO X
X

"
4

k=1 l<k

12

σ
rOk Ol


−

σ

6 #

rOk Ol

(2.3)

where σ is the LJ radius, or the distance at which the LJ potential energy between the two
particles is equal to 0 and the parameter  is the depth of the potential well between two
particles. Note that this  in eq. 2.3 should not be confused with 0 in eq. 2.2. It is these
three parameters, qH , σ and , that will be modified throughout the optimization.
The instantaneous kinetic energy, Ek , of the system with N total atoms is calculated
by
Ek =

N
X
1
i=1

2

mi vi2

(2.4)

where mi is the mass, and vi is the velocity of atom i. This Ek can be used to calculate
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the instantaneous temperature of the simulated system using equipartition of energy. The
equipartition theorem relates the energy of quadratic degrees of freedom (such as the kinetic
energy) to the temperature:
1
Ek = Nf kB T
2

(2.5)

Rearranging equation 2.5 gives:

T =

2Ek
kB Nf

(2.6)

where kB is Boltzmann’s constant and Nf is the number of degrees of freedom in the system.
For a system of N atoms, there are 3N total velocity degrees of freedom. However, because
the linear momentum is conserved with the center of mass stationary in the simulated
system, 3 of these degrees of freedom are constrained. Therefore the number of degrees of
freedom that contribute to the kinetic energy is Nf = 3N − 3 for a system of N atoms.
To compare simulated Epot with experimental value, the (experimental) enthalpy of
vaporization was used to calculate experimental Epot , or ∆U , with the relation:

∆H = ∆U + ∆(P V )

(2.7)

Because the water vapor (gas) in the experimental conditions behave similar to the ideal
gas, 2.7 can be rewritten as:
∆H = ∆U + RT

(2.8)

where R is the gas constant T is the temperature of the system, and ∆n = 1 because 1
mole of gas is produced upon vaporization. This relation was needed as simulation only
simulates water in liquid phase and does not simulate water in gas phase which is required
to directly calculate ∆Hvap .
The self-diffusion coefficient, D, of the system describes the movement of a particle
through the same molecules or material. Mathematically, it is defined as the rate at which
the mean square displacement (MSD) increases with total simulation time, divided by a
10

normalization factor that accounts for the dimensionality of the system (d = 3 for a threedimensional system).
D
D=

1
lim
2d t→∞

[r(t0 + t) − r(t0 )]2

E
(2.9)

t

where r(t) is the position of the center of the mass of a molecule at time t, and the average
is performed over different time origins (t0 ) and different molecules.
A variation of the virial equation is used to calculate the instantaneous pressure, P ,
of the simulated system with N total atoms at particular simulation time:

P =

N
1 X→
N kB T
→
−
−
+
ri · Fi
V
3V

(2.10)

i

where kB is Boltzmann’s constant, T is the temperature, V is the volume of the system,
→
−
→
−
ri is the position of atom i, and Fi is the force on atom i. The average of sum of the dot
product of two vectors over all of the different states encountered by the full system is taken
to calculate the average pressure of the system:
1
N kB T
+
hP i =
V
3V

*N
X

→
−
→
−
ri · Fi

+
(2.11)

i

The pair correlation function, is defined as the probability of finding a particle
at a distance, r, from another particle relative to what that probability would be for a
completely unstructured fluid at the same density. To calculate this probability, the number
of atom pairs at each distance r is counted. Then the average of this count over all sampled
configurations is normalized by the expected number of atoms for a fluid with that number
density in a spherical shell, 4πr2 ρ0 , and total number of atoms in the system, N.
1
g(r) =
2
4πr ρ0 N

*N N
XX
i

+
δ(r − rij )

(2.12)

j>i

In practice, the neighbor count is discretized over finite-width bins. As there are three
types of atoms pairs possible in a TIP4P water simulation, OO, OH, and HH, there are
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three corresponding types of pair-correlation functions: gOO , gOH , and gHH . However, all
three are calculated in similar fashion by counting only particular types of atoms for the i
and j sums.

2.2

Objective Function
Any simulation requires the model parameters to be defined, and the goal of the

optimization of the model parameters is to obtain the model parameters that best simulate
the experimental physical properties, such as D, g(r), and Epot .
To find optimal parameters for the model, an objective function must be defined.
This objective function must be minimizable, and must relate both experimental and simulated physical properties such that smaller difference between the two values will yield
lower value in overall objective function. Since there are two main categories of properties
considered here, scalar properties like D and Epot and function or non-scalar properties like
g(r), the objective function, y, is defined as sum of these two main components, where we
denote the scalar property component as χ, and the function property component as χg( r) .

y = χ + χg(r)

(2.13)

Because it is assumed that each of the independent measurements required to calculate the simulation output property value is Gaussian distributed , the uncertainty, or error
for property i (Ei , not to be confused with E in eq. 2.5), for each property is the standard
error of the mean, or the standard deviation of the property i (σi , not to be confused with
σ in eq. 2.3) divided by the square root of the total number of independent measurements,
Nm :
σi
Ei = √
Nm

(2.14)

Because the uncertainties of the calculated simulation output values are a standard
error, a longer simulation time will give larger Nm , which will reduce the magnitude of Ei .
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This is an important feature of simulation data obtained from sampling, and we will make
use of it for comparing two objective function values during the optimization, for which the
details are given in section 2.5.

2.2.1

Objective Function for Scalar Properties
The first term in the objective function, χ, is calculated from the square root of the

sum of the property weights squared (Wi ) multiplied by the square of the difference between
simulated values (V̂isim ) and experimental (Vi exp ) values of all scalar properties, i. At this
preliminary stage of the project, Epot , self-diffusion coefficient (D), and pressure (P ), are
chosen as components of V. The V̂i has same definition as mentioned in the introduction
n o
in conjunction with equation 2.14, V̂i = Vi (P ) + Ei for each property i, and V̂ = V̂i .

χ=

rh

W·

(V̂sim

−

i2

Vexp )

=

sX

Wi2 (V̂isim − Vi exp )2

(2.15)

i

In the preliminary tests (and results in the chapter 3), the mean absolute error, or
MAE (eq. 2.16), was inadvertently used for calculation of the objective function instead of
root-mean square error, RMSE (eq. 2.15), due to an error in the code. However, this error
is not detrimental to the project as RMSE and MAE both increase monotonically with any
increase in difference between a simulated and experimental property. This MAE (eq. 2.16)
will be replaced by more frequently used RMSE (eq. 2.15) in the final project.

χ=

X
i

rh

i2 X q
X
exp
W · (V̂sim
−
V
)
=
Wi2 (V̂isim − Vi exp )2 =
Wi | V̂isim − Vi exp |
i
i
i

i

(2.16)
Weights have three purposes: Prioritizing the importance of different properties,
adjusting the magnitude of the property values, and matching the units. The larger Wi is,
the higher the priority of obtaining accurate values for the property i when optimizing. The
second purpose is adjusting the magnitude. Properties such as the self-diffusion coefficient
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have values on the order of 10−5 cm2 /s, and internal energy has values on the order of
1 kcal/mol. In such case, weights are used to adjust the magnitudes of each property
so that each properties will contribute roughly the same order of magnitude towards the
objective function. The third purpose of the weights are matching the units. Evaluating
(V̂isim − V̂iexp )2 gives the resulting value in the square of the units of property i, which
are different for different properties, hence preventing them from being summed directly.
Therefore, the units of the Wi are set so that units on each summation term is converted
to to unitless values by setting the units of Wi as the inverse of the units of property i. As
a default, without intentionally overweighting any property, each Wi is set in a way such
that Wi2 , when multiplied by the square of a typical error, gives a value of approximately
same order of magnitude for each i.

2.2.2

Objective Function for Function-type Properties
Some properties of interest, such as the pair correlation functions, are not scalar

values, but are represented by real-valued functions. The contribution to the objective
function for function-valued properties is the weighted L2 norm distance between the simulated and experimental functions, calculated by taking the square root of the (estimate of)
the integral of the difference between the two functions squared, normalized by the range
of r:
χg(r) =

X
i

v
u Pj max
2
exp
sim
u
j=0 ∆rj gi (rj ) − ĝi (rj )
t
Wi
rimax,exp − rimin,exp

(2.17)

where ĝ sim (r) and g exp (r) are the function values, r is the independent variable of the
function, ∆r is the distance between two consecutive discrete values of r, and the Wi are the
weights. The j max is defined as the total number of discrete, experimental r (measurements),
and the index j max occurs at rmax,exp . The j max in the summation over r is set to the total
number of measurements in g exp (r), as it is relatively easier to change both the number of
measurements in the simulation and the rmax,sim .
It is also possible that the discrete r values reported from the experimental literature
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may not match with particular r values used in simulation. In such case, g exp (r) is obtained
by linear interpolation, at the discrete values for which ĝ sim (r) is available.
Due to the definitions of each component of the objective function, the minimum
value of the overall function is 0. This is obtained when the simulated properties match the
experimental properties exactly.

2.3

Original Nelder-Mead (NM) Downhill Simplex Algorithm
The original downhill simplex algorithm was published by Nelder and Mead in 1965

[5]. It will be described briefly in this section.
Let d be the dimension of the (optimization) problem, and P = {λi } be a vertex
defined by a set of parameters, λi , that give a point in the d-dimensional space, and let
(P1 ...Pd+1 ) be a simplex in this parameter space. The objective function can be calculated
at each vertex: yi = ŷ(Pi ). Let yl denote the lowest of these objective function values,
yh denote the largest, ysh denote the second highest, and P be centroid of the simplex
calculated from all vertices i for which yi < yh . At the initialization stage, a simplex with
the coordinates of the d + 1 vertices must be generated. These initial coordinates of the
simplex must be manually given, but not the (objective) function value, y, as the function
will be evaluated as a part of the optimization process.
The NM simplex has four main types of movements: reflection (fig. 2.1a), extension
(fig. 2.1b), contraction (fig. 2.1c and fig. 2.1d), and shrinking (fig. 2.1e).
These NM simplex moves except shrink are geometrically described by:

Pnew = (1 + λ) P − λPh

(2.18)

where λ is the value to scale the vector according to each of the NM simplex operations,
which can be mathematically described as a reflection constant by itself for reflection operation, or reflection constant multiplied by appropriate secondary constants for contraction
and extension. The reflection constant is defined as a positive real value α, the extension
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(a) Reflection, R

(b) Extension, E

(c) Contract1, C1

(d) Contract2, C2

(e) Shrink

Figure 2.1: Illustration of different NM-downhill simplex steps. Blue points denote
Ph , red points in 2.1a to 2.1b are the first new vertices calculated (PR ), and purple points
are new vertices calculated after the red points (PE or PC ). The red points and lines in
2.1e indicates the shrunken simplex and its vertices. Figure shown in 2 dimension.
constant as γ (γ > 1), and the contraction constant as β (−1 < β < 1). The negative β
is used to generate second contraction (fig. 2.1d). Typically the constant values are set to
α = 1, β = (±)0.5, and γ = 2 [5].
Reflection or a reflected point (Fig. 2.1a), PR , can be obtained by λ = α. When
α = 1, the reflected point PR is the same distance from the centroid after reflection as is
the highest point Ph .
A geometric extension, PE (Fig. 2.1b) can be defined when λ = αγ. When α = 1
(typical value), λ = γ. In typical cases where γ = 2 and α = 1, the extended point is
twice as far from the centroid as is the highest point. In atypical cases when α 6= 1, then γ
describes the multiple of the reflection constant.
Similar to extension, a contraction, PC (Figs. 2.1c and 2.1d) of simplex is obtained
when λ = αβ. The β can be positive or negative depending on the type of contraction
performed, and when α = 1 (typical value), λ = (±)β. Positive β is used for C1 (Fig. 2.1c)
and negative β is used for C2 (Fig. 2.1d). In the typical case where α = 1 and β = (±)0.5
the contracted point ends up at half the distance to the centroid as the highest point, and
the volume of the simplex is reduced by half. The only difference between the two variants
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of contractions, C1 and C2, is in whether the contracted point is on the same side of the
centroid as the reflected point, or the same side as the highest point.
The shrink operation is defined by

PS,i = βPi + (1 − β)Pl for i 6= l

(2.19)

Unlike other operations, the shrink operation applies on all vertices except the lowest, Pi6=l .
Geometrically, the distance between each vertices Pi6=l and Pl becomes half and the volume
of the simplex is reduced to

1
2d

of its previous value. This operation is mainly performed

when the simplex is bracketing the minimum in attempt to reduce the size of the simplex.
In each iteration of the simplex, (see Algorithm 1) the Pi are ordered in order of
increasing yi . Then a new PR with corresponding yR is always generated based on the
current Ph . This attempts to move the simplex in the downhill direction. In the case
where yl < yR < ysh , the move worked moderately well, so the simplex replaces Ph with PR
, and sets Psh as the new Ph and begins a new iteration.
If, instead, PR yields the lowest y, so that yR < yl , then the move worked quite
well so a further step is taken in the same direction to generate an extension point, PE .
Extension assumes that minimum of the function is located in the direction of PR , hence
extending the (size of) simplex in PR direction to search toward that direction at a faster
rate. After yR and yE have been evaluated, if yR > yE , then the extension point is better,
so PE replaces Ph and becomes the new Pl . If yR < yE , then reflection point is better, PR
replaces Ph and becomes new Pl .
In the other extreme, the move away from the uphill direction fails, so smaller steps
will be attempted by decreasing the size of the simplex. If yR > Ph , then PC2 is generated.
If ysh < yR < yh , then PC1 is generated. The contraction is performed under the assumption
that minimum lies in the space somewhere between PR and Ph . If yh > yC , then Ph is
replaced by PC . However, if yh < yC is true, then neither PR nor PC yielded lower y than
Ph . In such case, the highest point is not particularly useful, so the simplex will collapse
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toward the lowest point. Thus, the simplex performs the shrink operation (Fig. 2.1e),
moving all Pi6=l vertices toward Pl .
A termination criterion is defined such that when the length of each of the edges
of the simplex is smaller than a defined constant, xtol , the optimization terminates. In the
preliminary work, xtol was set to 10−4 , however this is not a reasonable value if one of
the coordinates has a magnitudes lower than xtol . One such example is LJ , which has a
magnitude in the order of 10−7 simulation units. Because of the original value of xtol , LJ
 is already within the termination criteria, meaning the termination of the optimization is
heavily dependent on the other coordinate values, which have much larger magnitudes (LJ
σ with 100 and qH with 10−1 in preliminary work). This problem will be fixed in the final
project by taking a relative distance between each coordinate, so that one coordinate does
not dictate the termination criteria.
while Termination criterion not met do
Form PR and evaluate yR ;
if yl < yR < ysh then
Swap Ph , yh with PR , yR
else if yR < yl then
Form PE and evaluate yE ;
if yE < yR then
Swap Ph , yh with PE , yE
else
Swap Ph , yh with PR , yR
else if yR > yh then
Form PC2 and evaluate yC2 ;
if yC2 < yh then
Swap Ph , yh with PC2 , yC2
else
Perform shrink
else
*Swap Ph with PR ;
Form PC1 and evaluate yC1 ;
if yC1 < yh then
Swap Ph , yh with PC1 , yC1
else
Perform shrink
Check termination criteria
end
Algorithm 1: Original NM downhill simplex algorithm. *By swapping Ph with PR the
contraction performed is guaranteed to be C1, and will never be C2.
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2.4

Modifications to NM Simplex Algorithm
In the original NM simplex algorithm, the noise of the function or fluctuation of

y over time was not considered when ordering or comparison between each Pi was made.
The noise in the function (evaluation) is known to cause a premature termination of the
NM simplex optimization [8]. At the point where E is relatively large compared to the
difference between y values of the two comparing vertices, the noise is more likely to cause
an inappropriate ordering of vertices. The inappropriate ordering of vertices increases the
probability of simplex performing contraction and shrink operation [8], which decreases the
size of simplex. The higher probability of shrinking and contraction operations results in
higher chances of excessive decreases in size of the simplex. The excessive size decrease of
simplex causes two problems. One is premature termination due to meeting termination
criteria before reaching the minimum. Another, if the termination criteria was not met
prematurely, is the movement of simplex will be excessively slow due to smaller steps taken,
as size of the operations are dependent on the size of the simplex. The slow moving simplex
results in more function evaluations which slows the overall optimization.
It is also possible that inappropriate ordering of vertices causes the simplex to generate PR in a direction away from the true down hill direction. As the simplex takes step
toward a wrong direction away from the true PR , there must be some extra steps taken to
correct for the step toward wrong direction, which increases the number of total function
evaluations that also results in overall slowdown of the optimization. If the simplex keeps
generating PR in the wrong direction, it is also possible that the simplex converges to a
different minimum than the intended minimum.
In this work, the objective function is calculated from a sampling-based simulation,
thus longer simulation time produces lower noise on the output of the simulation (which
will also reduce the noise in the objective function). Because of changing size of the noise,
each simulation (vertex) requires a different amount of sampling (simulation time) before
it can be distinguished with statistical significance from the vertices.
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Also, in this work, instead of treating an evaluation of the objective function at a
vertex (y) as single measurement or event, it is treated as continuous process that improves
the precision of the measurement over time. In other words, the function is continually
updated instead of being treated as a single measurement whose value is assumed to be
exact. Because of this, each simulation that is used for evaluation of each vertex is not
terminated until the output (of the simulation) is no longer needed to make further simplex
decisions.
In this new algorithm, the simplex decision logic is enclosed in a wrapper that
implements both the sampling treatment and point comparison with noise, which will be
discussed in next section (section 2.5).
This wrapper continuously updates the value of the yi and noise associated with
each vertices (yi ), and makes a decision of whether the comparisons can be made with
the noise with method of choice (Section 2.5). If all of the yi are available and appropriate
comparisons can be made according to the point comparison method used, then the simplex
decision is made. If a simplex decision can not be made because of the point comparison
method, or any unavailable yi , then the simplex is held at same place and the simulation
continue until a simplex decision can be made or all yi are available.
One complication that arises from this modified logic is in the case when the rank
ordering of vertices changes after a reflection has been initiated. Because the simplex is held
in place and these simulations continuously run until the yR is available, there is a chance
that the rank ordering of vertices changes. In case of such an occurrence, the wrapper also
implements order change detection and decisions meant for different cases of order change.
The most concerning case is when the highest vertex (Ph ) changes, as the current PR is no
longer the proper reflection of the highest-value vertex of the simplex. In such a case, the
wrapper compares the new yh (after sorting) with the currently available yR . If yR is lower
than yh , then PR is kept. The details (pseudo code) of this process are given in Appendix
A.1.
Because of the continuous update and nature of the noise of the evaluated value
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of the function, each function evaluation (simulation) is required to run until the sampling
noise is small enough that a simplex move can be made. To allow these function evaluations
to proceed simultaneously, the NM simplex has been parallelized. The important detail for
this section is that each simulation required for the function evaluation at a single vertex is
assigned to its own processor. The details of the parallel algorithm are described in section
2.6.

2.5

Modifications to Point comparison Method - Using 1σ
Error Bar
Because the original NM simplex did not consider noise during function evaluation,

the decision of the simplex operation was immediately made when the first (average) value
is ready even when the noise are large relative to the average value. This can cause an
inaccurate ordering of the vertices, as explained in the previous section (section 2.4).
To prevent inaccurate ordering of the vertices and improve the optimization of noisy
function, a new means to compare the noisy values was introduced. However, one of the
problems related to comparison of noisy values (vertices of simplex) is how the samplingbased simplex is implemented. In a typical approach, the simulation is run for set amount
of time before (noisy) objective functions are compared and a simplex move is performed.
This causes the error bars on the objective function to be roughly the same size throughout
all of the optimization steps, which would not only cause inefficiency near the beginning of
the optimization when larger noise is still acceptable for making decisions, but also would
be troublesome especially when a simplex is approaching a minimum when smaller noise is
required for making a decision.
In the preliminary studies, point comparison that utilize noise is implemented. Let
√
E = σ/ N be the standard error associated with the measured objective function value
during optimization (i.e. not the analytical function), y(V̂), and assume y(V̂j ) > y(V̂i ),
where i and j indicates different vertices. To distinguish the measured objective function
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and analytical (true) function, the measured objective function is denoted as y(V̂) and the
analytical function as y(V), as defined in the introduction (Sec. 1).
If y(V̂j ) − Ej > y(V̂i ) + Ei , then the error bar between the two points are not
overlapping, and y(Vj ) > y(Vi ) is assumed with same statistical confidence certainty. Then
the optimization method will proceed accordingly to the result of this comparison. If y(V̂j )−
Ej ≤ y(V̂i )+Ei , then that implies that the two error bars are overlapping to some degree. If
two error bars are overlapping, then there is a non-negligible possibility that y(Vj ) ≤ y(Vi )
despite y(V̂j ) > y(V̂i ). In such case, the comparison is deemed uncertain, and optimization
method will proceed accordingly to handle an uncertain comparison.

2.6

Parallel Master-Worker (MW) architecture
To allow the function evaluations (of unknown or variable time requirement) to

proceed simultaneously, the NM simplex has been parallelized. There are d + 1 vertices in
the simplex. Each of these vertices is associated with a specific point in parameter space,
and requires one running simulation (per vertex) to evaluate the objective function. In
other words, each of d + 1 processors in a parallel calculation is assigned a vertex, Pi , of the
simplex to run a simulation based on the parameters set by the coordinates of Pi .
There are some provisional simplex moves, which are reflection, contraction, and
extension which may or may not be accepted depending on the resulting vale of yR , yE , and
yC . Consequently, the simulations for these provisional moves must be run on a separate
processor that is not one of the d + 1 processors associated with the simplex. These vertices
are referred to as auxiliary vertices. In the current implementation, the maximum number
of auxiliary vertices needed simultaneously is 2: one for PR and sometimes another for PE
or PC . Note that the simulations at PR must keep running while evaluating PE and/or
PC , because it is not yet known whether the vertex at PR will be kept. Also a contraction
is never initiated until the extension has been rejected, so it is never the case that three
auxiliary vertices will be needed at once. Thus, a total of d + 3 processors are used for
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running simulations.
The parallel algorithm uses a master-worker (MW) approach. In the MW architecture, one processor takes the role of master and others take the role of worker, who receive
work tasks from the master process. Each individual processor is denoted with the notation
Pri ; the master is Pr0 . A worker that is responsible for one of the auxiliary vertices may be
denoted as PrA .
For the specific case of a water model with d = 3 parameters, there are 1 master
processor, 4 worker processors for the d + 1 simplex vertices, and 2 auxiliary vertices,for a
total of 7 parallel processors. In the general case, the total number of processors required is
d+1+Naux +1 where Naux is number of auxiliary vertices required and d is the dimensionality
of the (optimization) problem.
In this particular implementation, all communication between master and workers
is orchestrated by the master, and all communications between master and workers takes
sets of 4 paired (MPI) send and receive messages. The master initiates the (MPI) communications and ends the communication after receiving a response from the worker. The
details of these communications and the tasks performed by workers in response to these
communications are given in more detail in Sections 2.7 and 2.8. The overall flow of MW
communication is summarized in Figure 2.2.

2.7

Master Tasks
The master process’s main task is to make simplex-related decisions, check for errors,

and give corresponding commands to workers. The master keeps track of worker status and
objective function values in a defined data organization, which is described in Appendix B.
The simplex-related decisions were summarized in section 2.4.
Communication between master and worker always proceeds via sets of four paired
MPI send/receive messages, as illustrated in Figure 2.2. The default state for every worker
is to be waiting on a synchronous MPI receive. The master initiates communication by
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Figure 2.2: Overall flow of the MW algorithm. The green arrows represent MPI communication (send at start of arrow and receive at tip of arrow). Only one worker is shown in the
flowchart. The type of master command associated with the simplex operation is listed in
Appendix D.
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sending a query to any one of the workers (matching the pending MPI receive), at which
point the next three messages will be between the same pair of processors, and after which
the worker will initiate another MPI receive to wait for the following message.
After the initial query, the worker responds with the status of the simulation at the
associated vertex. The status messages describe whether the worker is currently running
a simulation, and whether an objective function value is available. Details on the status
types are provided in Appendix C.1. This constant questioning of the workers allows the
master to detect any errors and to detect the time at which the objective function value is
ready as soon as possible.
After receiving the status from a particular worker, the master always sends a subsequent message containing a command for the worker to follow. These commands direct
the worker how to control the running simulations: stop the current one, start a new one, or
perhaps to do nothing. The details of these different commands that the master can give to
workers are given in Appendix D. After receiving a command, the worker always responses
with a status response regardless of what command was given.

2.8

Worker Tasks
The worker’s main task is to run the simulation, calculate the objective function

value, y (see section 2.2 for more detail), and report its status (and y, if available) to the
master process. Each worker Pri , is assigned a simulation to run by receiving the coordinates
(simulation parameters) of one vertex, Pi , of the simplex and a ‘start’ command from the
master.
None of the auxiliary processors, PrA , receive a ‘start’ command initially, because
evaluation of yR (or yE and yC ) can not be started until the objective functions are available
for the full simplex. Once the ‘start’ message has been received, each Pri spawns a child
process, whose only purpose is to run an external simulation that is independent of the
optimization program (except for starting and ending the simulation) with the assigned
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starting coordinates (simulation parameters) for an indefinite length of time.
For a simulation performed with a new set of simulation parameters, an equilibration
period is needed before the production stage simulation during which the properties can be
measured and used to evaluate the objective function. Because two stages of simulations are
required, the workers are responsible for performing both the equilibration and production
stage simulations, independent from master’s command. In the current implementation,
switching between the two stages requires restarting the external simulation program (with
different options). The end user can specify which (external) program is used for the
equilibration and production stages. Because of this, a parent process of the worker executes
two external scripts, one for when equilibration is needed and other for starting production
stage. Both spawn a child process. Because the two stages of simulation can not run
simultaneously, there will always be one child process running at a time.
The child process of the workers of the optimization program read a (shell) script file
(that the end user can modify to fit the needs of the simulation program) and executes the
command(s) given in the script file to preprocess the file(s) used for running the simulation,
and run the simulation program itself. There are two script files that workers will read, one
for the equilibration and one for the production stage.
The worker also tracks its own internal status, which is not reported back to the
master. In particular, it tracks when it has reached the beginning and end of equilibration,
start of production, and point in production at which the objective function value is available. The details and flow of the workers internal status-keeping is outlined in Appendix
E.
While a child process is running, the parent process continually polls the child process exit status using the non-blocking option of the Linux system call, waitpid. Using the
information from waitpid and the current internal (worker) status descriptor, the worker
sends an appropriate status back to the master process when queried. Lists and descriptions of status messages a worker can send to the master, and internal status descriptors
are given in Appendix C.
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Chapter 3

Optimization of Water Model
Using Parallel Nelder-Mead
Downhill Simplex
3.1

Optimization Without use of 1σ Error Bar Point Comparison

3.1.1

Experimental Design
A parallel Nelder-Mead (NM) downhill simplex algorithm with the modifications de-

scribed in Chapter 2 has been implemented, and used for several preliminary optimizations
on potential parameters for a TIP4P-like water model with 3 parameters. The experiment
is used to test the effect of the starting points and overall quality of the optimization.
In this preliminary case, the TIP4P water model [1] has been reparameterized. This
is a useful first test, because the model has only three parameters: the partial charge on the
hydrogen qH (which determines the related partial charge on the oxygen, qO = −2qH ),the
Lennard-Jones (LJ) well depth , and the LJ radius σ. The experimental properties to
which these properties were fit were the internal energy (based on heat of vaporization),
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Designation
TIP4P (CEN)
HHH
HHL
HLH
HLL
LHH
LHL
LLH
LLL

LJ  (kcal/mol)
0.15504
0.17054
0.17054
0.17054
0.17054
0.13954
0.13954
0.13954
0.13954

LJ σ (Å)
3.15358
3.46894
3.46894
2.83822
2.83822
3.46894
3.46894
2.83822
2.83822

qH (e)
0.520
0.572
0.468
0.572
0.468
0.572
0.468
0.572
0.468

Table 3.1: Centers of starting simplexes. The letters (H and L) indicate High or Low
perturbation from TIP4P parameters in the order of , σ, and qH . TIP4P (CEN) is a
simplex whose center belongs at the TIP4P parameters.
pressure, self-diffusion coefficient, and pair correlation functions.
Let PT 4 be a point representing the published TIP4P parameters defined by {λiT 4 },
or the set of parameters of the TIP4P water model. A series of simplex optimizations
has been performed, with the initial state of the simplex perturbed away from PT 4 . The
designation of each starting simplex is described by 3 letters composed of combinations of
Low, ‘L’, and High, ‘H’. This 3-letter designation describes the modification relative to PT 4 .
The three letters represent the modification of the center of the simplex from PT 4 . Each of
the three letters represents the modification to , σ, and qH , respectively. Note that  and
σ are LJ variables, not to be confused with other variables represented by the same letters.
The parameter(s) denoted by ‘L’ have been modified by −10%, and those denoted
by ‘H’ have been modified by +10% from respective components of PT 4 . For example, a
simplex with designation HHH indicates that all 3 parameters are modified by +10% from
the respective components in PT 4 . In one case, the starting simplex was chosen such that
the center of simplex is located at PT 4 . This simplex will be labeled as CEN. The centers
of each of the starting simplexes are listed in Table 3.1.
The four vertices of each simplexes are generated based on the center. Similar to
the designation of the center, each vertex is designated by 3 lowercase letter, n (negative),
z (zero), and p (positive). The order of 3 letters are as same as designation of the center of
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Designation
HHH (center)
nzp
znn
zpn
pzp

LJ  (kcal/mol)
0.17054
0.16202
0.17054
0.17054
0.17907

LJ σ (Å)
3.46894
3.46894
3.29549
3.64239
3.46894

qH (e)
0.572
0.601
0.543
0.543
0.601

Table 3.2: All 4 vertices of the HHH simplex. n = negative, z = zero, p = positive
Designation
HHL (center)
nzp
znn
zpn
pzp

LJ  (kcal/mol)
0.17054
0.16202
0.17054
0.17054
0.17907

LJ σ (Å)
3.46894
3.46894
3.29549
3.64239
3.46894

qH (e)
0.468
0.491
0.445
0.445
0.491

Table 3.3: All 4 vertices of the HHL simplex.
the simplex. The “n” represents a −5% deviation, “z” represents zero deviation, and “p”
represents a +5% deviation from the center of respective simplex. The coordinates of each
vertex of each simplex are given in Tables 3.2 to 3.10.
All optimizations in this experiment were allowed to run for two 72 hour sessions
on Palmetto (supercomputer) without any request for specific nodes. Upon finishing the
optimization, the (relative) distance squared between the vertex with the lowest objective
function throughout the optimization and the TIP4P parameters is calculated:

2

r =

X  λsim − λTIP4P 2
i

i

λTIP4P
i

i

(3.1)

where the λi are the coordinates of vertices (model parameters). Using Equation 3.1 and
Designation
HLH (center)
nzp
znn
zpn
pzp

LJ  (kcal/mol)
0.17054
0.16202
0.17054
0.17054
0.17907

LJ σ (Å)
2.83822
2.83822
2.69632
2.98013
2.83822

qH (e)
0.572
0.601
0.543
0.543
0.601

Table 3.4: All 4 vertices of the HLH simplex.
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Designation
HLL (center)
nzp
znn
zpn
pzp

LJ  (kcal/mol)
0.17054
0.16202
0.17054
0.17054
0.17907

LJ σ (Å)
2.83822
2.83822
2.69632
2.98013
2.83822

qH (e)
0.468
0.491
0.445
0.445
0.491

Table 3.5: All 4 vertices of the HLL simplex.
Designation
LHH (center)
nzp
znn
zpn
pzp

LJ  (kcal/mol)
0.13954
0.13256
0.13954
0.13954
0.1465128

LJ σ (Å)
3.46894
3.46894
3.29549
3.64239
3.46894

qH (e)
0.572
0.601
0.543
0.543
0.601

Table 3.6: All 4 vertices of the LHH simplex.
Designation
LHL (center)
nzp
znn
zpn
pzp

LJ  (kcal/mol)
0.13954
0.13256
0.13954
0.13954
0.1465128

LJ σ (Å)
3.46894
3.46894
3.29549
3.64239
3.46894

qH (e)
0.468
0.491
0.445
0.445
0.491

Table 3.7: All 4 vertices of the LHL simplex.
Designation
LLH (center)
nzp
znn
zpn
pzp

LJ  (kcal/mol)
0.13954
0.13256
0.13954
0.13954
0.1465128

LJ σ (Å)
2.83822
2.83822
2.696329
2.98013
2.83822

qH (e)
0.572
0.601
0.543
0.543
0.601

Table 3.8: All 4 vertices of the LLH simplex
Designation
LLL (center)
nzp
znn
zpn
pzp

LJ  (kcal/mol)
0.13954
0.13256
0.13954
0.13954
0.1465128

LJ σ (Å)
2.83822
2.83822
2.696329
2.98013
2.83822

qH (e)
0.468
0.491
0.445
0.445
0.491

Table 3.9: All 4 vertices of the LLL simplex.
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Designation
CEN (center)
nzp
znn
zpn
pzp

LJ  (kcal/mol)
0.15504
0.147288
0.15504
0.15504
0.162792

LJ σ (Å)
3.1538
3.15358
2.995901
3.311259
3.15358

qH (e)
0.520
0.546
0.494
0.494
0.546

Table 3.10: All 4 vertices of the CEN simplex (simplex with center at TIP4P parameters).
plotting it against the number of simplex steps gives an idea of how the lowest vertex
moves throughout the optimization, which also gives an idea of how well the optimization
is performing.
In the preliminary experiment, WE = 1 mol/kcal, WP = 0.002 atm−1 , and WD =
25000 s/cm2 . All of the optimizations were performed as described in Chapter 2, except for
the point comparison method. The point comparison method described in Section 2.5 does
not permit a point comparison unless the standard error of the y of the two vertices are not
overlapping. This comparison was not used in the preliminary experiment, and comparisons
are only based on the value of y for the preliminary optimization. This is because the initial
trials of optimization with point comparison implemented has stalled, so it was abandoned
for the preliminary optimizations.

3.1.2

Results and Discussion
Figures 3.1 to 3.3 show the change of each parameter over time for different starting

simplexes. From these figures, some of the effects of noise can be observed. In particular, the
parameters do not move consistently towards the minimum. They frequently take erroneous
steps, which must later be corrected. And the simplex also sometimes becomes small and
terminates away from the minimum, perhaps due to the effect of the noise.
Figures 3.4 shows the square of the distance between the TIP4P parameters and
the vertex with the lowest y of each simplex. As seen in Fig. 3.4, there are two general
regions where (the lowest vertex of) the simplexes have stabilized toward the end of the
optimization, one at ≈ 0.01 and ≈ 0.05 from the TIP4P parameters. This stabilization at
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Figure 3.1: Evolution of LJ σ for the vertex with lowest y over the course of the optimization
for each of the 9 optimizations. The TIP4P value is 3.15358 Å.

Figure 3.2: Evolution of LJ  for the vertex with lowest y over the course of the optimization
for each of the 9 optimizations. The TIP4P value is 0.15504 kcal/mol.
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Figure 3.3: Evolution of qH for the vertex with lowest y over the course of the optimization
for each of the 9 optimizations. The TIP4P value is 0.52 e.
two relatively distinct regions in the later simplex steps may suggest there are two (local)
minima that were found by the 9 simplexes. Similarly, Fig. 3.1 and 3.3 exhibit similar
results as Fig. 3.4 of stabilizing to two distinct regions, which further suggests that there
are two local minima. The final simulation parameters are summarized in Table 3.11, which
also shows the clustering. The clustering is more clearly seen in qH and LJ σ than LJ .
It is possible that there are other local minima exists in the analytical objective function,
however the current experiment found only these 2 minima using the 9 simplexes.
Figures 3.6 to 3.8 show the evolution of the (, σ, qH ) parameters at the vertex
with the lowest y,projected onto various different two-dimensional parameter spaces. In all
3 figures, all the trajectories (simplexes) have different ending locations. This means all
simplexes have minimized to different locations. Unlike Figs. 3.1 to 3.4, there is no distinct
regions (of the final steps of simplexes) that suggests 2 local minima. However, almost all
the simplexes have moved in a particular direction, only to reverse that move in the later
steps before taking significantly smaller steps, showing the effect of noise and the need to
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Designation
TIP4P
CEN*
HHH
HHL
HLH*
HLL*
LHH*
LHL*
LLH*
LLL*

LJ  (kcal/mol)
0.15504
0.15559
0.16546
0.17237
0.18671
0.15028
0.14057
0.14357
0.14908
0.14642

LJ σ (Å)
3.15358
3.15043
3.14469
3.14435
3.13162
2.81507
3.1551
2.82248
3.15513
2.88015

qH (e)
0.520
0.531
0.533
0.538
0.539
0.417
0.522
0.418
0.529
0.436

Table 3.11: Optimized parameters for each simplex. The TIP4P parameters are listed for
comparison. *Did not converge with given wall time.

Figure 3.4: Evolution of square of (relative) distance between vertex with lowest y and
TIP4P parameters for each of the 9 optimizations.
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Figure 3.5: Change in objective function value as simplex steps are taken. The inset shows
select lines with error bars showing propagated standard error of the mean.
correct or undo some of the earlier steps taken.
Figure 3.5 shows the evolution of overall objective function over the course of the
optimization (simplex steps taken). The inset shows select lines with error bars representing
propagated error. Each simplex has a starting value much greater than the ending value,
showing that this method can optimize the water simulation parameters to an extent. Similar to other figures (Figures 3.1, 3.3, and 3.4), there are two general regions where the
simplexes have stabilized toward the end of the optimization which also suggests two local
minima. Interestingly, when there is an unexpected increase in the function value between
the simplex step taken, the increase is always within the noise range. This is more clearly
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Figure 3.6: Evolution of (σ, ) for the vertex with the lowest y. Dots represent starting
points, sometimes for 2 simplexes.
seen (visually) near the beginning, but have more impact on the optimization towards the
later steps. These unexpected increase (changes) in objective function value may be causing the extra unnecessary steps near the minimum by continuously moving in the same
area without meeting the termination criteria of the simplex, thus not able to finish the
optimization within given time.
Table 3.12 summarizes the simulated scalar property values that resulted from the
final simulation parameter for each of the 9 different optimizations. All 9 simplexes were
able to optimize such that the self-diffusion coefficient, D, was within 8% of the experimental
value, which is better than TIP4P. The TIP4P parameters have approximately 40% error
relative to the experimental value, which is not surprising because TIP4P did not consider
self-diffusion coefficient as one of the parameters that were being optimized.
Aside from the self-diffusion coefficient, 6 out of the 9 simplexes were able to find an
ending location with a lower scalar objective function value than TIP4P (Table 3.12). 5 out
of 6 of these were able to produce pressure values that are closer to the experimental value
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Figure 3.7: Evolution of (σ, qH ) for the vertex with the lowst y. Dots represent starting
points, sometimes for 2 simplexes.

Figure 3.8: Evolution of (, qH ) for the vertex with the lowest y. Dots represent starting
points, sometimes for 2 simplexes.
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Designation
Experimental
TIP4P
CEN
HHH
HHL
HLH
HLL
LHH
LHL
LLH
LLL

Epot (kcal/mol)
−9.918± 0.016
−9.893± 0.008
−10.61± 0.004
−10.69± 0.003
−10.88± 0.003
−10.97± 0.003
−9.711± 0.009
−10.34± 0.002
−9.677± 0.002
−10.63± 0.006
−9.893± 0.008

P (atm)
1± 18
116± 135
−10± 51
−78± 42
12± 40
−162± 38
−1202± 145
−48± 23
−1308± 30
−66± 83
−1704± 60

D (10−5 cm2 /s)
2.30 ± 0.002
3.29 ± 0.62
2.35 ± 0.15
2.34 ± 0.08
2.29 ± 0.16
2.42 ± 0.12
2.24 ± 0.76
2.35 ± 0.06
2.17 ± 0.11
2.29 ± 0.35
2.27 ± 0.21

Lowest χ (scalar)
N/A (0)
2.75 ± 1.6
0.83 ± 0.31
1.03 ± 0.21
1.00 ± 0.30
1.68 ± 0.31
2.76 ± 1.9
0.64 ± 0.17
3.18 ± 0.29
0.88 ± 0.89
3.66 ± 0.54

Table 3.12: Simulated scalar values resulting from optimized parameters and scalar term of
the objective function value from lowest vertex of each simplex.
than TIP4P does and the last 1 out of 6 simplexes was the same magnitude as the TIP4P,
but all 6 were farther away from experimental results on the potential energy, averaging
about 6% error. Conversely, the other 3 have rather large deviations in the pressure (>
1000%) and lower deviations (< 1%) in the internal energy relative to the experimental
results. An interesting note to make was that all 3 simplexes (HLL, LHL, and LLL) that
have lower LJ σ and qH (Table 3.11) resulted in much higher error in the pressure, resulting
in higher objective function value, but lower error in the internal energy (Table 3.12). This
is consistent with the observation of two local minima.
Table 3.13 summarizes each term in the function-type (pair-correlation function)
objective function. Similar to the scalar term of the objective function, the three simplexes
with a higher scalar objective function (HLL, LHL, and LLL) also have a higher functiontype objective function value, with roughly 10% larger χg(r) relative to the other 6 (Table
3.13). Each of the function-type objective function values of the other 6 simplexes are within
1% of each other. Interestingly, the difference between these two clusters of function-type
objective functions is seen most clearly in χgOO (r) , but not as much on the other two terms.
Since larger deviations are observed in the scalar objective function values than in
the function-type objective function values, the output of the simulated scalar values may
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Designation
Experimental
TIP4P
CEN
HHH
HHL
HLH
HLL
LHH
LHL
LLH
LLL

χgOO (r)
N/A*
0.4110± 0.0013
0.4085± 0.0012
0.4093± 0.0013
0.4099± 0.0013
0.4109± 0.0013
0.6054± 0.0038
0.4086± 0.0012
0.6039± 0.0023
0.4093± 0.0013
0.5538± 0.0026

χgOH (r)
N/A*
1.187± 0.013
1.187± 0.013
1.187± 0.44
1.187± 0.013
1.187± 0.013
1.218± 0.013
1.187± 0.013
1.217± 0.013
1.187± 0.013
1.205± 0.013

χgHH (r)
N/A*
0.4421± 0.0016
0.4418 ± 0.0016
0.4419 ± 0.0016
0.4418 ± 0.0016
0.4418 ± 0.0016
0.4663 ± 0.0016
0.4420 ± 0.0016
0.4653 ± 0.0014
0.4422± 0.0016
0.4557 ± 0.0015

Lowest χg(r)
N/A*
2.040 ± 0.013
2.037 ± 0.30
2.038 ± 0.013
2.039 ± 0.013
2.040 ± 0.013
2.289 ± 0.14
2.038 ± 0.013
2.287 ± 0.013
2.039 ± 0.013
2.214 ± 0.013

Table 3.13: Simulated difference in function-type (pair-correlation function) values resulting from optimized parameters and non-scalar term of the objective function value from
lowest vertex of each simplex. *Because these values are (sum of) difference between the
experimental results to itself, these values will be 0.

Designation
Experimental
TIP4P
CEN
HHH
HHL
HLH
HLL
LHH
LHL
LLH
LLL

Lowest χ(scalar)
N/A*
2.745± 1.6
0.834± 0.31
1.032± 0.21
1.001± 0.30
1.684± 0.31
2.761± 1.92
0.643± 0.17
3.179± 0.29
0.879± 0.89
3.658± 0.54

Lowest χg(r)
N/A*
2.040± 0.013
2.037± 0.013
2.038± 0.013
2.039± 0.013
2.040± 0.013
2.290± 0.013
2.038± 0.013
2.287± 0.013
2.039± 0.013
2.214± 0.013

Overall y(V̂)
N/A*
4.79± 1.6
2.87± 0.31
3.07± 0.21
3.04± 0.30
3.72± 0.31
5.05± 1.92
2.68± 0.17
5.47± 0.29
2.92± 0.89
5.87± 0.54

Table 3.14: Summary of the terms and the overall objective function. *The objective
function value of the experimental measurement is defined as 0.
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have a stronger effect on the optimization result using the current weights. To allow the
function-type properties to have a larger effect on the optimal parameter set, the weights
could be adjusted in future optimizations.
The parameter weights used in the objective function have some effect on the quality
of the final results. These weights can be adjusted to balance the relative contribution from
each term in the objective function as needed, for example to avoid pressures that are orders
of magnitude different from the experimental value.
Because all 9 optimizations have the same starting simulation coordinates, parameter weights on the objective function, and experimental methods, the sampling noise on
the simulated values (consequently the noise on the objective function) and the starting
coordinates of the simplex are the differences that lead optimizations to find different local
minima. The noise causes the simplexes to move in a non-optimal direction occasionally,
costing extra optimization time that comes from extra steps used in the later stages of the
optimization to correct the wrong direction a simplex has made earlier. Even worse, some
of the simplexes may decrease in volume before attempting to reverse the wrong steps taken
in the earlier stages of optimization, resulting in the simplex becoming trapped in a local
minimum. This is evident in the Figures 3.1 to 3.3, 3.4, and Figure 3.5 where two distinct
minima can be observed.
Since these results were obtained without any attempt to use the noise when performing point comparisons, they can be improved by incorporating the noise in point comparisons, adjusting the weights on each component of the objective function, and (or) implementing new optimization methods based on the NM-downhill simplex to better optimize
the noisy function.
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3.2

Optimization with Multiples of 1σ Error Bar Point Comparison

3.2.1

Experimental Design
In the simplex algorithm, there are instances where objective function values (yi )

are compared in order to make a step. When the optimized function is deterministic,
the comparison can be done instantaneously and accurately. However, in an optimization
involving stochastic noise, such as the sampling-related noise in simulated thermodynamic
properties, this noise propagates through into the objective function. This propagated
standard error at vertex i will be mentioned simply as error or Ei . Although a sophisticated
simplex algorithm would make use of the magnitude of this noise when deciding whether
to take a step, the error associated with the objective function was completely ignored
in the preliminary investigations in the previous section. Instead, as a first step towards
considering the noise, one could consider performing an optimization in which

y(V̂i ) − Ei > y(V̂j ) + Ej

(3.2)

must be true for the simplex algorithm to conclude that y(V̂i ) > y(V̂j ) during the
point comparison. In other words, the targeted algorithm step won’t proceed until the 1σ
standard error bars on the objective functions at the relevant vertices do not overlap. If the
above requirement is not met, then the system (simplex) is forced to wait in place until the
standard errors, Ei , decrease enough such that y(V̂i ) − Ei > y(V̂j ) + Ej becomes true.
It is possible for a simplex to wait for the y(V̂i )−Ei > y(V̂j )+Ej to become true, but
fulfilling this condition may take an unreasonably long time if y(V̂i ) and y(V̂j ) are very close.
In such cases, it may be worthwhile to advance the simplex sooner, particularly if correcting
a mistaken step is less costly than waiting longer to make a correct one. Conversely, under
other circumstances it may be more efficient to converge to smaller error bars. There is
no reason to believe that a 1σ error bar is the optimal size to require for non-overlapping
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error bars. For this reason, a series of optimizations were run with different multiples m
of the 1σ error bars used in Equation 3.2. That is, the simplex decision is made when
y(V̂i ) − mEi > y(V̂j ) + mEj becomes true.
Using an m that is too large will result in inefficient optimizations due to long
waiting times between simplex steps, and using a value of m that is too small (or using
m = 0, corresponding to no error bar, as in the previous section) will result in inefficient
optimizations due to too many erroneous steps, causing an unnecessarily large number of
optimization steps taken, or premature convergence of the simplex away from a minimum.
For this set of experiments the weights used were modified to WE = 0.05 mol/kcal,
WP = 500atm−1 , WD = 4 × 10−6 s/cm2 to increase the emphasis on the energy compared
to the other two properties, and 3 trials were done with each multiplier. The starting points
for all simplices in this section are CEN designation, detailed in section 3.1.1, and each trial
was allowed to run for 72 real-time hours.

3.2.2

Results and Discussion
Table 3.15 summarizes the lowest observed objective function resulting from 3 inde-

pendent optimizations with various multiples of the error bar, along with the corresponding
property values and the number of simplex steps taken with that value of m from the best
result from one of the 3 trials. For each of the multipliers considered, the energy was within
1% of the experimentally determined value, while the error in the pressure was between
75 atm and 1400 atm (typically but not always low), and the self-diffusion coefficient was
larger than the experimentally determined value by between 17% and 48%. The number
of steps taken for the simplex to either converge or terminate varies inversely with the size
of the error bar. When the final objective function values are considered, most values are
relatively similar, with some statistical deviation, for values of the multiplier up to about
0.5. The lowest values are observed at multiplier values between 0.0 and 0.1, despite the
larger number of steps taken.
The resulting properties reflect the weights that were chosen, as the energy was
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m
Experimental
TIP4P
0.0
0.05
0.08
0.1
0.12
0.15
0.17
0.2
0.25
0.3
0.4
0.5
0.6
0.7
0.8

E (kcal/mol)
−9.918± 0.016
−9.893± 0.008
−9.943 ± 0.003
−9.919 ± 0.0027
−9.959 ± 0.003
−9.930 ± 0.001
−9.904 ± 0.001
−9.953 ± 0.002
−9.913 ± 0.0018
−9.927 ± 0.0012
−9.901 ± 0.0014
−9.954 ± 0.0010
−9.967 ± 0.0013
−9.948 ± 0.0016
−9.991 ± 0.0037
−9.952 ± 0.0015
−9.977 ± 0.0041

P (atm)
1± 18
116± 135
−298 ± 41
−628 ± 37
−345 ± 37
−480 ± 12
−307 ± 15
136 ± 30
75 ± 24
−217 ± 17
−151 ± 18
−142 ± 13
−231 ± 18
−509 ± 21
537 ± 47
−1164 ± 19
−1369 ± 54

D (10−5 cm2 /s )
2.30 ± 0.002
3.29 ± 0.62
2.86 ± 0.14
2.69 ± 0.16
2.86 ± 0.09
2.71 ± 0.02
2.89 ± 0.05
3.13 ± 0.09
3.12 ± 0.13
3.15 ± 0.08
3.39 ± 0.11
3.15 ± 0.03
3.17 ± 0.07
2.95 ± 0.06
3.36 ± 0.11
2.73 ± 0.05
2.69 ± 0.08

Min. χ
N/A (0)
2.55 ± 0.05
1.60 ± 0.04
1.59 ± 0.06
1.77 ± 0.04
1.42 ± 0.03
1.62 ± 0.02
2.20 ± 0.02
2.06 ± 0.02
2.17 ± 0.02
2.75 ± 0.02
2.27 ± 0.01
2.43 ± 0.02
2.01 ± 0.03
3.21 ± 0.05
2.65 ± 0.05
3.14 ± 0.11

Nsteps
N/A
N/A
103
79
70
66
60
65
59
55
41
36
35
38
32
31
28

Table 3.15: Summary of the properties resulting from optimization with various multiples
of error bar. The χ only considers scalar properties.
purposefully weighted heavily at the cost of the other two properties. Because of the
weights chosen, the pressure and self-diffusion coefficients are far from the experimentally
determined values. There wasn’t any clear correlation observed between multiplier and the
pressure. Similarly, there wasn’t a clear correlation in the self-diffusion coefficients either.
This may be a side effect of choosing the weights that focuses on the energy instead.
The inverse correlation between the multiplier and the number of steps taken is
simply due to the limited wall time along with the size of m. As discussed during the
experimental design (section 3.2.1), a larger value of m during the comparison results a
longer wait time before the simplex can take each step because 3.2 must be true for each
pair of vertices compared before a simplex operation can be made. Conversely, a smaller
multiple of the error bar is able to make a decision before the error bars become very small.
Figure 3.9 shows the relationship between the objective function value and the size
of the error bars of all 3 trials (per multiple of error bar). In general, the value of the
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Figure 3.9: Relationship between the multiple of the error bar and the objective function
value, y(V̂).
objective function minimum, or average, or median exhibits some weak correlation with
the value of m, and the spread between the trials is also larger for larger multiples of the
error bar. Overall, the success of the optimization varies only weakly with m. But some
value of m must be chosen. Based on the distance between the points within each trial,
0.0 < m < 0.1 were relatively consistent in finding equally good minima, and the opposite
is true for larger multiples of error bar. For this reason, any multiplier between 0.0 and 0.1
would be suitable for further studies. In much of the work described below, an error bar
multiplier of m = 0.08 was used.

3.3
3.3.1

Subjective Changes in Weights
Experimental Design
The previous study showed that a change in just one of the weights can result

in large differences in the outcome of the optimization. To study the general effect of
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Label
A
B
C
D
E
F
G
H
I

1/WE (kcal/mol)
1
0.5
0.5
0.25
0.1
0.01
0.01
0.05
0.05

1/WP (atm)
500
500
500
500
500
500
400
400
500

1/WD (10−6 cm2 /s)
4
4
2
4
4
4
4
4
4

Table 3.16: Weights used.
the weights, several different combinations of weights are subjectively chosen and used for
optimizations. These are listed in table 3.16. The weights were chosen with an eye towards
obtaining optimized property values that were judged (subjectively) to be equivalently good
for all three scalar properties. All of the optimizations were performed with m = 0.08, based
on the results of the previous section (section 3.2.1).
As with previous section, the starting points are same as CEN designation (detailed
in section 3.1.1), total (real time) run for 72 hours. Minimum of 3 trials were done on each
of different sets of weights.

3.3.2

Results and Discussion
Table 3.17 summarizes the lowest observed objective function values, and the cor-

responding property values, out of multiple trials with simulated properties for respective
optimization. As expected, stricter relative weights (larger Wi or smaller 1/Wi ) optimized
with property values more closely resembling the experimental results. This is particular
visible for WE , which varies over two orders of magnitude in the different cases examined.
For weight sets F through I, with the strictest weights on the energy, the energy is close to
the target value, but the pressure is very far away from its experimental value. This is similar with the self-diffusion coefficient as well where stricter WE resulted in values far away
from the experimental value. Conversely, weight sets A through D, with less strict WE ,
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Weights
Experimental
TIP4P
A
B
C
D
E
F
G
H
I

E (kcal/mol)
−9.918± 0.016
−9.893± 0.008
−10.61 ± 0.001
−10.58 ± 0.002
−10.81 ± 0.003
−10.16 ± 0.02
−10 ± 0.002
−9.93 ± 0.003
−9.92 ± 0.01
−9.97 ± 0.006
−9.916 ± 0.009

P (atm)
1± 18
116± 135
10 ± 17
−64 ± 20
77 ± 45
−165 ± 21
236.8 ± 27
9615 ± 50
9543 ± 160
−233 ± 70
−519 ± 141

D (10−5 cm2 /s)
2.30 ± 0.002
3.29 ± 0.62
2.37 ± 0.03
2.58 ± 0.09
2.24 ± 0.082
3.04 ± 0.060
3.06 ± 0.116
2.69 ± 0.069
3.06 ± 2.19
2.94 ± 0.49
2.65 ± 0.99

Lowest χ (scalar)
N/A (0)
2.7 ± 1.6
0.88 ± 0.09
1.69 ± 0.10
2.00 ± 0.068
2.27 ± 0.13
2.30 ± 0.26
20.05 ± 0.13
24.71 ± 0.59
2.16 ± 0.99
1.6 ± 1.6

Table 3.17: Summary of the properties resulting from optimizations with various subjectively determined weights. This table is composed of lowest objective function value
recorded from multiple trials in each set of weights. The labels on the weights correspond
to labels listed on table 3.16.
better replicate the experimental results in the pressure and self-diffusion coefficient, but
not the energy. Note that the objective function values can not be compared directly across
optimizations with different weight, precisely because the different weights have changed the
metric applied to the errors. These values are provided in Table 3.17 merely for consistency.
In particular, note that changes in the weights affect the outcome of the optimization in a
non-linear and unpredictable way. For example, the only difference between set A and set
B is the value of WE , which is twice as strict for set A as for set B, but this change in WE
does not result in a halving of the error (i.e. the difference between the experimental value
and the simulated property value) between the two sets. Instead, the energy error decreases
by less than 5%, while the error in the pressure increases by nearly seven-fold. Some of this
unfortunately small decrease in energy error may be attributed to sampling errors, but this
still shows that changes in the weights have non-linear effects on the properties.
It is also illuminating to look not just at the best results for a given set of weights,
but also the detailed results from a series of trials with the same weights. Table 3.18 shows 6
independent trials of the set B from table 3.17. In 5 of these 6 trials, the simplex terminated
or converged in a local minimum where the final χ (scalar) is significantly larger than in

46

Trial
Experimental
TIP4P
1
2
3
4
5
6

E (kcal/mol)
−9.918± 0.016
−9.893± 0.008
−12.47 ± 0.003
−12.54 ± 0.005
−12.72 ± 0.003
−12.7 ± 0.004
−10.58 ± 0.002
−12.77 ± 0.005

P (atm)
1± 18
116± 135
4668 ± 55
4524 ± 74
4657 ± 51
4689 ± 74
−64 ± 20
4562 ± 76

D (10−5 cm2 /s)
2.30 ± 0.002
3.29 ± 0.62
1.49 ± 0.034
1.30 ± 0.129
1.32 ± 0.028
1.44 ± 0.13
2.58 ± 0.09
1.27 ± 0.18

Lowest χ (scalar)
N/A (0)
2.7 ± 1.6
10.91 ± 0.53
10.90 ± 1.26
11.64 ± 0.09
11.62 ± 0.14
1.69 ± 0.10
11.57 ± 0.16

Table 3.18: Summary of the properties resulting from 6 trials of optimization with weights
1/E = 0.5 kcal/mol, 1/P = 500 atm, 1/D = 4 × 10−6 cm2 /s (set B from Table 3.17).
the remaining trial. Trial 5, with the lowest χ (scalar), also (not coincidentally) has all
three simulated properties resembling closer to the experimental value, while the others are
very far from the experimental values. Although the multiple of the error bar is set to
m = 0.08, the simplex is still unfortunately prone to terminate at a local minimum due
to the unpredictable behavior of the (propagation of standard) error in the properties and
thus the objective function during the optimization.
Based on the results presented in section 3.2 and this section, the simplex appears
prone to terminate in local minima, at least occasionally, regardless of the size of the error
bar multiple used. Both the stochastic behavior of the simplex itself in response to sampling
error, as well as the non-linear effect of the weights have significant, unpredictable, and
counter-intuitive effects on the outcome of the optimization. As a result, the parallel simplex
optimization method is not yet as fully automated as would be desired. The algorithm
is successful in using parallel processors to perform multiple simulations simultaneously.
And the simplex optimization proceeds automatically, making some use of information on
the sampling errors in the simulations. But the quality of the eventual model parameters
obtained from this fit depend sensitively on the weights, and an iterative, subjective process
involving human decisions is still needed to converge towards a set of weights that results
in an acceptable set of property errors. This defeats the intended purpose of the fully
automated optimization algorithm, which should rely on minimal human subjectivity.
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Chapter 4

Vectored Objective Function
4.1

Vector-Based Objective Function
The investigations in Chapter 3 used either an MAE or RMSE objective function

based on the errors in the targeted property values. One of the potential problems that
this style of objective function faces is that the properties are extremely nonlinear functions
of the model parameters. The consequence of this is that a perturbation in the weights
does not result in a corresponding or predictable change in the objective function. For
instance, adjusting the weights to reduce the error in the energy doesn’t typically improve
the objective function as much as expected, because the errors in the pressure increase. In
another instance, doubling the weight in one property in order to reduce the error to half
does actually succeed in doing so, and results in unexpected increase in errors in the other
properties.
These nonlinearities in the properties, and thus in the objective function, cause even
more difficulties because not all of the property space can be accessed. All of the parameter space (combinations of simulation parameter inputs) can be accessed, but because of
the design of the water model, not all of the property space (combinations of simulation
property outputs) can be accessed. This limited access to the property space may cause the
properties that exactly reproduce the experimental values, and thus give a value of zero for
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the objective function, not to be accessible.
The nonlinear relationship of the weights and the optimized properties causes further complication in trying to control the ratio of errors. Ideally, even if the experimentally
correct property values are not accessible, it would be possible to specify a target ratio for
errors in different properties: for example, an additional 0.001 kcal/mol error in the energy
could be tolerated if the pressure error were decreased by 350 atm. (Note that error in
this context is the difference between the average simulated property and the corresponding
experimentally determined value, and does not refer to the statistical sampling error, i.e.
standard deviation.) With the RMSE objective function, adjusting the weights in an attempt to control these ratios results in optimized property values with errors that are very
far from the targeted ratios, due to the strong nonlinearities.
Consequently, a new objective function was considered in attempt to get a better
control over the ratio of errors. Rather than using the property errors directly, this new
objective function projects the errors onto a new set of coordinates which are based on the
preferred ratio of errors.
First, define the property error vector using:

Ai =

V̂i

exp

− V̂i

Viexp

sim

(4.1)

which takes the relative difference between the simulated properties and respective experimental properties. Note that the Viexp in denominator is treated as a constant, which are
defined to have same (average) values as V̂i

exp

. This is so that the resulting value of Ai is

unitless.
A new coordinate is defined based on the chosen preferred ratio of the errors in
the properties, and all the points along that coordinate have the desired ratio of errors in
the properties. One of the points along that coordinate is the (true) minimum, with no
errors in any property. This coordinate is represented by a normalized vector, C. The
scalar projection of A onto C, or distance between A and the minimum along C, can be
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determined by:
Ak = A · C

(4.2)

Along with the scalar projection, the magnitude of the deviation of A from C is also
calculated:
A⊥ = A − Ak ∗ C

(4.3)

which determines the perpendicular distance of A from C.
In the ideal scenario, both A⊥ and Ak should equal 0 simultaneously. Thus, the new
objective function is defined as:

y = wk Ak + w⊥ A⊥

(4.4)

The weights, wk and w⊥ , are used to prioritize either Ak or A⊥ . The values used were wk = 1
and w⊥ = 100, in order to favor the targeted ratio of errors, and penalize deviations from
those errors. This vectored objective function was only applied to the scalar properties, and
not the function-type properties. (Details of scalar and function-type properties are given
in section 2.2).
In order to implement this objective function, the C vector must be specified. Since
C is a desired ratio of the property errors, the inverse of the (subjective) property tolerances
were used to determine its values. For example, an acceptable level of error for the energy
is 1 × 10−3 kcal/mol, so the relative tolerance is (1 × 10−3 kcal/mol) / (|−9.918| kcal/mol).
The inverse of this is 9918. The tolerance on pressure and self-diffusion coefficient are
calculated in a similar manner, using (1 × 10−3 kcal/mol, 350 atm, and 5 × 10−7 cm2 /s
as roughly equivalent levels of error in the energy, pressure and self-diffusion coefficient,
respectively. Thus, the components of C used for this optimization are (-9918, 0.002857,
46). This instance of the C vector is labeled C1 , anticipating the fact that a second instance
was used later.
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C1
TIP4P

σ (A)
3.15578
3.15358

 (kcal/mol)
0.16021
0.15504

qH (|e|)
0.54619
0.52

Table 4.1: Optimized simulation parameters.

C1
TIP4P
Experiment

E (kcal/mol)
-11.58 ± 0.00125
-9.893 ± 0.008
-9.918 ± 0.016

P (atm)
-7 ± 18
116 ± 135
1 ± 18

D (10−5 cm2 /s )
1.384 ± 0.0100
3.29 ± 0.622
2.3 ± 0.002

Function Value
5834.68 ± 38041.3
N/A
N/A

Table 4.2: Table summarizing the simulation output of both sets of C. TIP4P and experimentally obtained values are listed for comparison.

4.1.1

Results and Discussions
Tables 4.1 and 4.2 summarize the optimized simulation parameters and the resulting

simulation outputs, when performing an automated, parallel simplex optimization using
the new objective function introduced in the previous section, and the specific error ratio
vector C1 . The optimized properties (Table 4.2) show that error (the difference between
the average value and experimental value) in the pressure is small compared to the pressure
error in the TIP4P model, and both sets have approximately the same magnitude of error
in the self-diffusion coefficient. However, the error in the energy for the C1 -optimized
parameters is unacceptably large compared to TIP4P energy output.
Although this objective function was meant to keep the ratios of errors close to
particular values, the results show that the output resembles nothing like the targeted ratios generating simulated pressure results that are more accurate than the target, while
the accuracy in both energy and self-diffusion coefficient are considerably worse than desired. The energy has relative error of 17% compared to only 0.2% for the TIP4P result.
However, the magnitude of error in the self-diffusion coefficient is similar between the new
objective function and TIP4P. This unpredictability in the ratio of the errors is evidence
of the strongly nonlinear parameter–property relationship. Consequently, a new set of C
coefficients will be determined in an attempt to replicate the targeted ratio of errors.
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4.2

Optimizing the constants (C vector)
One approach to adjusting the C vector coefficients would be to do so subjectively.

If the C1 vector results in energy errors that are larger than desired, the energy component
of the C vector could be artificially increased, which would correspond to an artificially
decreased error tolerance, until the optimized properties had the desired ratio of errors.
This approach is not ideal, however, because it involves iterative rounds of subjective,
human input.
In an attempt to preserve some level of automatic, objective performance in the
algorithm, a different approach was considered for determining the C vector coefficients.
Because the vector-based objective function targets the ratio of the acceptable errors (i.e.
the difference between experimental and simulated values, which is not to be confused
with propagated error of the objective function), we next considered the sensitivity of the
vectored objective function to changes in the various properties, and used this to optimize
the C. For example, a 0.01% change in the energy (0.01 kcal/mol) is considered to be
roughly as intolerable as a 35000% change in the pressure (350 atm) and a 10% change in
the diffusion coefficient (0.2 × 10−5 cm2 /s). When E is modified by 0.1% in the A, the
vector-based objective function (y) will change by some amount ∆yE . Similarly, when P is
modified by 5000%, the vector-based objective function will change by ∆yP . And similarly
with D, where a 10% shift results in ∆yD . These modifications are done one at a time,
meaning AP and AD is 0 while ∆yE is calculated, and other calculation are done in a similar
manner. The optimal C would be found when all of the ratios between ∆yi and ∆yj are
equal.
The function used to optimize C is:

f=

X

s (rij ) ,

i,j

where s(rij ) is the piece-wise function:
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(4.5)





∞




s(rij ) = 1 − 1
rij






|1 − rij |

rij < 0
0 ≤ rij < 1
1 ≤ rij

where
rij =

∆yi
∆yj

(4.6)

and i and j are properties. The minimum of f is zero, where all rij = 1. In some instances,
the r may turn out to be negative, which is not an ideal case. This is to avoid cancellation
of terms, when sum of one set of rij < 0 and another rij > 0 is taken as minimum of f is
zero. Hence, an infinite value is used to penalize cases where rij < 0.
The function f can be evaluated using only the components of the C vector. Varying
C to minimize f gives an optimized C, which will be labeled as C2 , and its components
are (1.0017, -1.0191, 0.1878).

4.2.1

Results and Discussion
Tables 4.3 and 4.4 summarizes the results from the optimization of the vectored

objective function including C2 . Similar to the simulation outputs of the objective function
with C1 , the emphasis on the pressure was significantly larger than the other properties as
well. Again, the simulated pressure results are accurate compared to TIP4P at the cost of
the accuracy in both energy and self-diffusion coefficient, and the energy has relative error
greater than 10% which is significantly larger error compared to the TIP4P result despite the
use of different values in C. However, the magnitude of error in the self-diffusion coefficient
is similar between the new objective function and TIP4P.
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C1
C2
TIP4P

Lowest Function Value
5834.68 ± 38041.3
357.533 ± 11469
N/A

σ (A)
3.15578
3.15587
3.15358

 (kcal/mol)
0.16021
0.16040
0.15504

qH (|e|)
0.54619
0.545981
0.52

Table 4.3: Table summarizing the optimized simulation parameters. The objective function
of the TIP4P is not listed as it does not have known or set values for C.

C1
C2
TIP4P
Experiment

E (kcal/mol)
-11.58 ± 0.00125
-11.55 ± 0.00219
-9.893 ± 0.008
-9.918 ± 0.016

P (atm)
-6.628 ± 17.6
-1.716 ± 31.7
116 ± 135
1 ± 18

D (10−5 cm2 /s )
1.384 ± 0.0100
1.560 ± 0.0713
3.29 ± 0.622
2.3 ± 0.002

Table 4.4: Table summarizing the simulation output of both sets of C. TIP4P and experimentally obtained values are listed for comparison.

4.3

Conclusions
Two different attempts were made to decide the values for the constants, C, to

better control the ratios of the errors between (internal) energy, pressure, and self-diffusion
coefficient of the 4-point water model. However, after observing the results, this vectored
objective function is deemed incapable of controlling the said ratios. This experiment has
also shown that TIP4P geometry is also incapable of simultaneously simulating all three
properties that were used for this study. The errors in the pressure and self-diffusion
coefficient in the TIP4P geometry do not appear to be a coincidence. This is shown when
obtaining close to the (experimentally) correct pressure drives the optimization to shift the
other two properties away from the respective correct values. Because of these reasons, this
vectored objective function was not used in the further studies.
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Chapter 5

Swarm-Like Complex (SLC)
5.1

Introduction
One algorithmic improvement that can be made to the simplex algorithm is to add

more vertices, making it a complex. The advantage of using more than d + 1 vertices is that
this provides extra information about the search space (surface) which helps make better
moves towards the minimum. When the additional vertex(es) are used, the computational
cost and effort increases. However, in this work the simulations are done in parallel, so
these simulations do not add significantly to the real time of the optimization. If there is
any additional cost in time, it is due to overhead of setting up additional parallel processes,
which is negligible compared to the total simulation or optimization time.
Previous authors have added a single additional reflection vertex to increase the
search space in a parallel program [21]. This is an instance where one additional (tentative
reflection) vertex was added that is not in the same direction as the standard reflection.
In this instance, the additional reflection was calculated using second highest vertex. The
addition of this new vertex improved the speed of convergence for a deterministic function
and increased the success rate of finding the correct minimum for a noisy function for most
studied cases.
The addition of more than one extra vertex has also been studied [22]. Similar to
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addition of one vertex, this case has also been done in parallel. In this instance, multiple ‘tentative’ simplex points are evaluated, including all possible steps a traditional NM-simplex
would take in several layers of its branching decision tree. The rules for generating these
points are generated at the initialization stage, and same rule is applied to generate the
points in each iteration. The maximum number of (tentative simplex) points studied were
1024 points per iteration, and maximum number of processors used were 32. Similar to
adding a single extra reflection [21], this method can find the minimum of the function
faster in terms of real time by running in parallel.
Both of these extensions preserve the fundamental character of the Nelder-Mead
simplex algorithm, using the extra vertices as either speculative lookahead operations to
save time[22] or as hedges in case the downhill gradient does not align well with the NelderMead reflection direction [21]. In the new algorithm considered here, the additional vertices
are used not to generate additional simplices, but to generate a “complex” with significantly
more additional active vertices than used in past studies. Parallelization of the simplex (or
complex) algorithm is implemented in the same manner as was already done for the auxiliary
vertex(es) in the preliminary work (Chapter 3.1).
With only a few extra vertices, the steps in the Nelder-Mead algorithm could be
modified, with additional branches depending on the relative values of each vertex. However,
the more vertices there are, the more possible choices have to be considered when making a
movement decision, and this complexity increases exponentially with the number of vertices.
This complexity can be avoided by noticing that a complex with a large number of vertices
begins to resemble a “swarm”, of the type used in particle-swarm optimization [4]. In that
and related algorithms, many vertices (particles) move simultaneously, in directions that are
determined by the characteristics of the surface at their own location, as well as information
available to the rest of the swarm. Thus, we will implement NM simplex-like moves on the
swarm, an idea we call the swarm-like complex (SLC) algorithm.
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5.2

Algorithm of SLC
The swarm-like complex algorithm we propose will use a set of moves similar to those

used by the traditional NM simplex, but applied to a swarm containing an arbitrary number
of points (vertices). The algorithm uses the reflection, extension, contraction and shrink
operations as with the traditional simplex (section 2.3), but differs in how it determines the
centroid, and in which particles are moved.
First, all points are sorted in increasing order, then the base of reflection, or centroid
of the swarm which will be denoted as P SW , is determined in a method similar to NM
simplex by using all vertex Pi6=h . If only a single vertex, Ph , were reflected, this would allow
only the slightest move of the swarm. This would result in slow overall movement of the
swarm. Therefore, it is more efficient to choose a fraction, f , of the swarm analogous to the
highest vertex of the simplex, denoted as fh , and determine the centroid using the rest of the
swarm, fi∈h
/ . Other notable fractions can be labeled similarly. The lowest fraction, which
is analogous to NM simplex Pl , is labeled fl and the second highest fraction, analogous to
Psh , is labeled fsh . Similarly, fractions reflected, contracted, and extended are denoted as
fR , fC , and fE respectively. Let Nfi be the number of vertices (points) and Pfi be the set
of vertices in the fraction i. Using P SW and Pfh , the vertices PfR are generated in a similar
fashion as for the traditional simplex (Figure 5.1a). Therefore, NfR = Nfh must be true.

PfR = {(1 + α)P sw − αPi } for i ∈ h

(5.1)

The extended vertices, PfE (Figure 5.1d) and both types of contracted vertices, PfC1
(Figure 5.1b) and PfC2 (Figure 5.1c), are generated using the same idea as swarm reflection.
The constants α, β, and γ have the same default values mentioned in section 2.3.

PfE = γPfR − (1 − γ)P sw

(5.2)

PfC1 = βPfR + (1 − β)P sw

(5.3)
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(a) Reflection,PfR

(b) Contract1, PfC1

(c) Contract2, PfC2

(d) Extension, PfE

(e) Shrink, PfS

Figure 5.1: Illustration of different SLC steps. The green point is the centroid of the
swarm in 5.1a to 5.1d. The green point in 5.1e represents P fl . The red points represent
vertices in the Pfh . The blue points are the first new vertices calculated (PfR ) and the
purple points are the new vertices calculated after the blue points (PfC1 , PfC2 , PfE , or PfS ).
Figure shown in 2 dimensions.
PfC2 = βPfh + (1 − β)P sw

(5.4)

The idea behind the shrinking of the swarm remains the same as for NM simplex.
In general the higher (valued) fractions, i ∈
/ Pfl , will migrate toward the Pfl of the swarm
so that the distance between all the points in fi6=l and fl is halved. To migrate all P in fi6=l
toward fl , some type of single point center is required mathematically. Therefore, the center
of shrink will be defined as P fl , which is located at the centroid of fl to better represent
a single point analogous to Pl in traditional simplex. Although all fi6=l is migrated toward
P fl , and Pfl is not same as P fl , Pfl does not migrate during this operation, just like Pl did
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not move in the traditional simplex (Figure 5.1e).

Pf S = βPi6=f l + (1 − β)P f l

(5.5)

The overall concept at first glance may sound similar to particle swarm optimization
(PSO) [4]. However, the major differences are the motion of the swarm and cohesion. In
SLC, the swarm follows the same set of movements as NM simplex whereas PSO swarm
moves with each independent particles of the swarm following moves like particles under
Newton’s second law of motion, similar to how particles move in a molecular dynamics
simulation. Another important note is the cohesion. Since PSO has diffusive behavior
due to particle-like motion (Brownian motion), it requires a cohesive force. However, SLC
does not need cohesion because it follows a simplex-like rules, which do not have diffusive
behavior.
Potential downside to this algorithm becomes prominent when the SLC swarm splits
into multiple sub-swarms. This may happen if the SLC swarm takes multiple extension
steps, because the extension steps will force (original) Pfh away from the rest of the swarm.
This splitting may cause a decrease in efficiency and possibly finding the wrong optimum
because the split sub-swarm may shrink or contract down to single swarm due to NM simplex
like movements. And, if a SLC swarm sits symmetrically on a symmetric (function) surface,
then there is also a possibility of stalling, although the chance of this happening is likely
rare enough that this is not a major cause of concern.
Because of the number of vertices, the comparison of points will be different for
SLC than NM simplex. In NM simplex, there are three important points: Ph , Psh , and
Pl (see section 2.3 for more detail), where each P is a single vertex. In order to follow
a similar point comparison as traditional simplex, the analogous fractions established in
section 5.2 will be utilized. Similarly, the average value of objective function values in the
corresponding fractions, fi of swarm will be labeled as y fi , where i is the respective fraction
of the SLC, and these values will be used to compare the fractions. Analogous to the original
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NM simplex, the reflection is accepted or rejected based on whether y fh is smaller or larger
than y fsh . All points, Pfh , are moved if the reflection is accepted, meaning the reflection
is applied to all points in this fraction, fh . All of the other NM simplex operations are
adapted similarly using the corresponding fractions.
Because the optimization involves noisy properties, the resulting objective function
also has a noise. When comparing objective function values at single points, the noise can be
used in the comparison by, for example, determining whether there is any overlap between
the error bars at the two points being compared. However, the fraction that needs to be
compared in the swarm is a collection of points, each with its own individual objective
function value. Instead of comparing each individual pair of points, the average of the
objective function in each fraction is used for the comparison. Since each individual point
in the fractions of the swarm already has an associated standard error, propagation of error
will be used to calculate the (standard) error of this average. Otherwise, the comparison is
the same as discussed in section 2.5.

5.3

Results and discussion
The SLC method described in the previous section (5.2) is applied to two major

applications: one set of simple test functions and a 4-point water model. First, two model
functions are used to test the method, which are the Rosenbrock function and a double-well
function. These tests on model functions can be performed (and evaluated) quickly as a
demonstration that the SLC method is working as intended. Then the parameters in a
4-point water model are optimized. This application is significantly more challenging and
time-consuming than the model functions.

5.3.1

Rosenbrock Function
Using the general algorithm described in previous section (Section 5.2), two different

objective functions are used to test the quality of the optimization using SLC. One of the
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Figure 5.2: Image of Rosenbrock function. The minimum is located at (1, 1) with f (x, y) =
0.
test functions is the well-known Rosenbrock (Banana) function in 2-dimensions [23]:

f (x, y) = (a − x)2 + b(y − x2 )2

(5.6)

where a and b are constants set to 1 and 100 respectively. This way, the minimum of this
function is located at (1, 1) with f (x, y) = 0. The visual representation of this function is
shown in figures 5.2 and 5.3. This function is used to test the general quality of the SLC
on a problem where there is one (global) minimum, but a nonlinear objective function with
a relatively flat surface.
In the test function optimization, starting points are randomly generated using
uniformly distributed random numbers. In case of the Rosenbrock function, the starting
points were chosen in the range (-3,3) in both x and y.
Also, to test the effect of the swarm size, the size of the swarm is varied from 100
points (vertices) down to 25 points (vertices) with 25 point increments. Another test is to
vary the size of the fractions fi (details of the fraction is stated in section 5.2), independently
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Figure 5.3: Contour plot of the Rosenbrock function. The minimum is located at (1, 1) with
f (x, y) = 0.
from varying the swarm size. The fraction size is set to 33%, 25%, 12%, and 8% with a
swarm size of 100 vertices. The highest fraction size is limited to 33% based on the analogy
with the simplex algorithm for this 2-dimensional function, where one of the vertices (out
of 3 vertices) is moved at a time.
The termination criteria for the SLC must be set just like the original NM simplex.
In the work described here, the SLC optimization is terminated when the termination
criterion,
2 |f (x, y)high − f (x, y)low | < Ctol

(5.7)

becomes true. The f (x, y)high and f (x, y)low are highest and lowest objective function value
in the current swarm respectively. The Ctol is a constant set to 10−5 . To prevent the
optimization from potentially running infinitely long, a second termination criteria is set so
that the maximum number of iteration is limited to 1000 iterations.
Table 5.1 and 5.2 shows the results from the SLC optimization of the Rosenbrock
function for swarm sizes ranging from 25 to 100 vertices, with each optimization repeated
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Swarm size
100
75
50
25
simplex

Nfi
33
25
16
8
1

Iterations*
131 ± 157
145 ± 199
165 ± 200
171 ± 214
59 ± 18

∗∗
Nmaxiter
3
5
5
5
0

Iterations
104 ± 39
100 ± 37
122 ± 63
129 ± 103
59 ± 18

Table 5.1: Summary of the optimization of Rosenbrock function with varying swarm sizes.
The fraction size is kept constant at close to 33% of the swarm. The iteration counts
are averages over 101 trials with randomly varied starting points. The error bars are 1σ
standard deviations. *Average and standard deviation include the trials reached maximum
iterations. **Number of trials that reached the maximum iteration of 1000 iterations.

Swarm size
100
75
50
25
simplex

Nfi
33
25
16
8
1

x
0.99 ± 0.05
1.00 ± 0.06
0.98 ± 0.10
0.99 ± 0.10
1.00 ± 0.001

y
0.99 ± 0.07
1.01 ± 0.13
0.97 ± 0.15
0.99 ± 0.13
1.00 ± 0.003

f(x,y)
0.003 ± 0.027
0.004 ± 0.024
0.022 ± 0.117
0.06 ± 0.29
3.4 × 10−6 ± 3.8 × 10−6

Table 5.2: Summary of the optimization of Rosenbrock function with varying swarm sizes.
The fraction size is kept constant at close to 33% of the swarm. The coordinates and
function values are averages over 101 trials with randomly varied starting points. All values
include cases which the SLC or simplex reaches maximum iterations. The error bars are 1σ
standard deviations.
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101 times with random starting points. These results are compared to the results from 101
trials with the Nelder-Mead downhill simplex. In the set of experiments with varying swarm
sizes, the complexes with all swarm sizes managed to find the minimum in an acceptable
range near f (x, y) = 0 with coordinates close to (1, 1). Although the swarms of various
size was able to find minimum, the spread (standard deviation) in values of x, y and
f (x, y), were larger relative to simplex. Another important observation is the fact that
SLC took significantly more iterations to converge, relative to the simplex. Interestingly,
however, larger swarm took fewer steps to converge on average. The relatively large standard
deviation in the number of iterations, relative to the mean, reflects the fact that many
optimizations completed relatively quickly, but a small number of the optimizations reached
near or maximum number of 1000 iterations.
The spread in the values of x, y, and f (x, y) could be due to the number of vertices
used along with the termination criteria. Recall that the termination criteria is met when
the difference between the fraction with highest (average) f (x, y) and fraction with lowest
(average) f (x, y) (i.e. ∆f (x, y)) is below a certain threshold. The idea is that, if all points
within some distance δ of the minimum have an objective function no more than  greater
than the minimum objective function, then terminating when ∆f (x, y) <  will hopefully
ensure that the entire volume of the simplex is within δ of the minimum. Because the swarm
contains more vertices than the Nelder-Mead simplex, it is more likely that termination
criteria is met at or near the edge case where ∆f (x, y) ≈ . However, for the simplex,
which has fewer vertices and halves its radius with each step, it is more likely that the
termination criterion will be met when ∆f (x, y) is considerably less than , leading to a
smaller spread in x and y coordinates. Regardless, the swarm tends to meet the termination
criteria slightly earlier than simplex, which causes larger spread in the coordinate values,
and larger standard deviation.
Another point to note is that swarm tends to move a lot slower compared to simplex
which can be seen by the number of iterations at termination. Because of number of trials
reaching maximum iterations, average iterations amongst different complexes are approxi64

mately the same when these maximum iterations are omitted from the average. When the
trials that reached the maximum number of iterations are ignored, the average number of
iterations before termination ranges from 100 (at swarm size 75) to 127 (at swarm size 25).
Even accounting for the higher likelihood of the SLC stalling and reaching the
maximum number of iterations in 3–5% of the optimizations, the convergence is somewhat
slower for the SLC than for Nelder-Mead simplex. One reason for this may be way that the
reflection operation behaves when the swarm is surrounding the minimum.
In a simplex, the reflection moves only a single vertex (the highest one). So the entire
simplex reflects; its new center of mass will always lie outside the previous simplex volume.
For a complex, the reflection will behave roughly the same way as long as the simplex is
moving down a gradient towards the minimum: some fraction f of the vertices are reflected
through the centroid of the remaining 1 − f . If the swarm lies on the side of a hill, then the
reflected vertices are all likely to be on the same side of the centroid, and the center of mass
moves towards the minimum. But once the swarm has reached the minimum and vertices
surround it, then the highest vertices will be in a roughly (hyper)spherical shell around the
minimum. A reflection will reflect these through the centroid of the remaining vertices,
which is likely to be near the minimum, and the new center is likely not to move very far.
The reflection may succeed, if the swarm was not yet well-centered, or the curvature around
the minimum is not homogeneous, in which case the reflection operation is still useful in
reducing the size of the swarm and the aggregate objective function of the swarm. But the
reflection is now behaving more like a shrink operation.
An important difference between this reflection and the proper shrink operation
is the number of vertices moved and the distance that the swarm moves. The shrink
operation moves maximum of 67% (for the swarm with fsize = 33 % of the swarm) of the
swarm towards the center of the lowest fraction (which is most likely near the center of
the swarm), but the shrink-like reflection only moves maximum of 33% of the swarm (the
vertices with highest function value) across the center and not necessarily toward the center.
This causes the swarm to move slower in a specific, but relatively common, condition which
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Swarm size
100
100
100
100
simplex

Ni
33
25
12
8
1

Iteration*
131 ± 157
149 ± 55
254 ± 69
345 ± 102
59 ± 18

Iteration
104 ± 39
149 ± 55
254 ± 69
345 ± 102
59 ± 18

∗∗
Nmaxiter
3
0
0
0
0

Table 5.3: Summary of the optimization of Rosenbrock function with varying fraction size.
The swarm size is kept constant at 100 points. The iteration counts are averages over
101 trials with randomly varied starting points. The error bars are 1σ standard deviations.
*Average and standard deviation include the trials reached maximum iterations. **Number
of trials that reached the maximum iteration of 1000 iterations.
Swarm size
100
100
100
100
simplex

Nfi
33
25
12
8
1

x
0.994 ± 0.048
1.00 ± 0.0006
1.00 ± 0.0005
1.00 ± 0.001
1.00 ± 0.001

y
0.991 ± 0.073
1.00 ± 0.0013
1.00 ± 0.00108
1.00 ± 0.001
1.00 ± 0.003

f(x,y)
0.003 ± 0.027
1.52 × 10−6 ± 5.36 × 10−7
1.57 × 10−6 ± 2.81 × 10−7
1.57 × 10−6 ± 1.9 × 10−7
3.4 × 10−6 ± 3.8 × 10−6

Table 5.4: Summary of the optimization of Rosenbrock function with varying fraction size.
The swarm size is kept constant at 100 points. The coordinates and function values are
averages over 101 trials with randomly varied starting points. All values include cases which
the SLC or simplex reaches maximum iterations. The error bars are 1σ standard deviations.
was not a problem for the simplex. This movement could also explain the swarm’s higher
chance of reaching the maximum iteration of 1000.
Table 5.3 and 5.4 summarizes the SLC optimizations on swarms with 100 vertices
with various fraction sizes. Again, all of the SLC optimizations were able to find the
minimum near (1,1) with f (x, y) = 0. When looking at the iterations taken, the swarms
with smaller fractions converged significantly slower than swarms with larger fraction. This
is due to slower movement of the swarm with smaller fraction. Considering the number
of trials reaching the maximum iterations from tables 5.1 and 5.3, the swarm with larger
fraction has higher chance of reaching the maximum iteration than swarm with smaller
fraction.
In a function where there is only one global minimum with relatively flat surface
near the minimum, the largest fraction based on the simplex has some risk of reaching
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maximum iteration and too small of a fraction will cause the swarm to converge with too
many extra iterations. When compared to the simplex, the complex in general converges
too slowly and with larger fraction, there are some chances that complex reaches maximum
iteration. Therefore, the complex is much worse at optimizing a function that resembles
Rosenbrock function compared to simplex. However, comparing just the complexes, there is
some balance between large fraction (faster convergence with chance of reaching maximum
iteration) versus smaller fraction (slower convergence). In terms of the size of the complex,
larger complex are less likely to reach the maximum iteration and requires less iterations. In
this particular set of experiments, the fraction size of 25% with 100 vertices (larger swarm)
are better suited for function with one global minimum, although simplex are better in
general.

5.3.2

Double-well Function
Another function used to test the quality of the SLC is a two-dimensional double-

well function. In the presence of a local minimum in the function, the simplex can get
trapped in the local minimum, and is also known to be heavily dependent on the starting
points. To investigate the dependence on starting points and the probability for the complex
to get trapped in a local minimum, a double-well function was designed, which is defined
as:
2 +(y−y

f (x, y) = −Ae−a((x−x0 )

2
0) )

2 +(y−y

− Be−b((x−x1 )

2
1) )

+ Cy 2

(5.8)

Where A and B are the depth of each well, a and b are width of each well, and C is the
constant which determines the larger-scale structure of the surface to prevent having a flat
surface away from the two minima on which the optimization could stall. For this test case,
each of the variables are set to the following: A = 100, B = 150, a = b = 0.05 and C = 0.2,
with global minimum located at (x1 , y1 ) = (−10, 0) with f (x1 , y1 ) = −150 and a local
minimum at x0 , y0 ) =(10, 0) with f (x0 , y0 ) = −100. A visual representation of this double
well function can be seen in Figures 5.4 and 5.5. Another primary purpose of designing
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Figure 5.4: Image of the double well function. The global minimum is located at (−10, 0)
and a local minimum is located at (10, 0).
the double well function is to test how the complex will behave around the saddle-point at
(x, y) = (0, 0), and its behavior in the case when the complex is bifurcated. Bifurcation is
a possible concern because, unlike particle-swarm optimization, the SLC does not have any
form of method to keep the swarm cohesive and behavior of SLC in case of bifurcation is
unknown.
Just as for the Rosenbrock function, the starting points are randomly generated
using uniformly distributed random numbers. For the double-well function, the starting
points in the complex (and simplices used for comparison) are drawn from the range (20,20) in the x dimension and (5,20) in the y dimension. This way the starting swarm
does not start with any of the point(s) in either of the minimum, but does not start too
far away from either minimum so that it does not require too many unnecessary steps for
the test purposes. The effect of the swarm size is also tested as same as for the Rosenbrock
function in that the size of the swarm is varied from 100 points (vertices) down to 25 points
(vertices) with 25 points increments. The size of the fraction is also tested, with fraction
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Figure 5.5: Contour plot of the double well function. The global minimum is located at
(−10, 0) and a local minimum is located at (10, 0).
sizes of 33%, 25%, 12%, and 8% used with the swarm size of 100 vertices. The probability
of optimizing into the global vs. the local minimum was examined for both the SLC (both
varying swarm size and varying fraction size) and simplex. In all the tests, the random
selection of starting points and subsequent optimization was repeated 101 times.
Table 5.5 (visualized in figure 5.6) lists the number of SLC or simplex optimizations
converging in various locations out of 101 trials. The majority of the SLC, regardless of
swarm size or fraction size, were able to optimize within the 1 × 10−5 (order of termination
criteria) of the global minimum. In terms of the varying swarm size, a smaller swarm has
a higher chance of converging in the local minimum or premature termination in either
of the wells but without reaching the minimum. And in general, a swarm with a smaller
fraction size has a higher chance of fully converging in the global minimum, and less likely
to converge prematurely. Regardless of the variation in the swarm size or fraction size, all
of the swarms have a better chance of finding the global minimum compared to the simplex.
It is safe to say that smaller swarms are more dependent on the starting points than larger
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Swarm size
100
75
50
25
100
100
100
3 (simplex)

Nfi
33
25
16
8
25
12
8
1

global min
89
85
79
72
91
99
100
40

local min
0
0
1
5
0
0
1
36

global well
12
16
20
22
9
2
0
0

local well
0
0
1
2
1
0
0
0

other
0
0
0
0
0
0
0
25

Table 5.5: Instances of converging in various locations out of 101 trials. The labels of global
and local min indicate convergence at the minimmum. The labels of global and local well
indicate the SLC converged prematurely, but within the respective well. The label “other”
indicates premature convergence or termination somewhere outside.

Figure 5.6: Visualization of Table 5.5. The x-axis is the number of trials, and the y-axis is
the size of swarm and Nfi .
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swarm because the smaller swarm resembles simplex more closely. The higher chance of
swarm with smaller fraction size finding global minimum could be explained by the slower
movement of the swarm due to smaller fraction size, giving it more time to recover from any
erratic steps, along with the larger swarm size that gives more surface information obtained
from extra vertices. Because SLC has a higher chance of finding the global minimum in
general compared to simplex, the SLC has a considerable advantage over simplex when the
surface (function) has multiple minima.
Based on the results so far, the SLC seems to be able to work better for functions
with multiple minimums that also has a relatively steep well, meaning that the SLC is
better at finding the general area where the minimum is located. However, based on the
Rosenbrock results, SLC does suffer from slow convergence due to flat surface or even near
the minimum. If these observations can be applied to the optimization of complex systems
such as optimization of 4-point water model parameters, where the unknown surface may
have a flat minimum but has multiple local minimums, the SLC may be able to find the
general area of the minimum relatively quickly, but may take a longer time than downhill
simplex to fully converge. In a case where SLC is able to find the general area where a lower
minimum (possibly the global minimum) is located on a complicated surface, then the SLC
may have an advantage over running many repetitions of the downhill simplex to find the
global minimum.
At first glance, an SLC with a smaller fraction size may be better at finding the
global minimum compared to SLCs with larger fraction sizes. Table 5.6, which summarizes
the average number of iterations taken from all the trials, shows that SLCs with smaller
fraction sizes takes significantly longer time (iterations) before the termination criteria is
met. This is especially true when the instances of SLC reaching maximum iteration are
omitted. I.e., among the optimizations that converged successfully, the convergence was
slower when the fraction size is smaller. An interesting note is the probability that the
optimization would time out with the maximum number of iterations. The SLCs with
larger fraction size have more probability of reaching the maximum number of iterations
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Swarm size
100
75
50
25
100
100
100
simplex

Ni
33
25
16
8
25
12
8
1

iterations
180 ± 300
217 ± 340
230 ± 360
200 ± 330
180 ± 270
179 ± 120
345 ± 100
35.5 ± 9.1

iterations*
72.4 ± 8.1
69.6 ± 7.1
69.6 ± 7.1
64.1 ± 5.4
91.2 ± 7.7
162.3 ± 11.4
345 ± 100
35.5 ± 9.1

∗∗
NMaxIter
12
16
18
15
10
2
0
0

Table 5.6: Average ± standard deviation number of iterations taken for 101 optimizations
to converge.The column labeled iterations* computes the average without including the
instances that timed out with the maximum iterations. **Number of instances reaching
maximum iterations of 1000.
compared to SLCs with smaller fraction size. This can be seen in the significant change of
the iteration average value when maximum iteration cases are omitted. The swarm size, on
the other hand, does not have any significant effect on the speed at which the termination
criteria is reached.
Combining the information from Table 5.5 and 5.6, the larger swarm with smaller
fraction size may be a good choice for further studies, because this gives significantly higher
probability of finding the global minimum. However, there are two major problems when
choosing a swarm that is large and uses small fractions. One is that a smaller fraction
size takes significantly longer time (more iterations) to converge. In the case of the water
simulations, where one function evaluation may take hours to days, slower convergence may
not be a feasible choice if optimization needs to be finished within given time. Also, when
a larger swarm is used, the larger swarm equates to more computational resources used
because each vertex in the swarm is a simulation that must be performed by one of the
parallel processors. This limits the size of the swarm in the practical application, where it
might not be possible to use hundreds of (parallel) processors simultaneously. Therefore, in
the further studies, a small swarm with large fraction is used for both the practical reasons
of limited computational processors available and limited computational time allowed for
convergence of the optimizations.

72

Although simplex does converge the fastest, the probability of not finding the global
minimum is not negligible, especially compared to the SLC. However, this comparison
between SLC and simplex keeps the number of optimizations the same; there are other
criteria that may be more important. In particular, the simplex algorithm is restricted
to only use d + 1 vertices. If the number of processors is kept the same between the two
methods, then the SLC with 100 vertices could instead be compared to 33 instances of
the NM simplex. If comparing 33 simplices (approximately 100 vertices) with SLC with
100 vertices, it may be a possibility that these 33 (simultaneous) simplices may perform as
well as SLC with 100 vertices. This example is only for double well, on a more complex
problem with many local minima, SLC may be have higher probability of finding the global
minimum. Based on these observations, the simplex will not be used as an optimization
method in the further studies.

5.4

Parallel Optimization of the 4-point Water Model
The SLC algorithm was also used to optimize the parameters used in a 4-point model

for liquid water (comparable to the TIP4P water model. The objective function used for
this optimization is the same as described in Section 2.2, when using the Nelder-Mead
simplex algorithm. In the following two sections, various modifications will be made in how
the algorithm accounts for the size of error bar (standard deviation) and weights. Similar
to the preliminary studies using the simplex, the starting vertices are centered on points
that deviate from the TIP4P parameters by ±10% from the respective TIP4P parameters.
Each individual vertex of the swarm is generated randomly and uniformly in a range ±5%
from the respective centers. The swarms are described in the same manner as described in
Section 3.1, i.e. the HHH swarm is centered on a point that deviates from TIP4P by +10%
in each of the three model parameters. The swarm size used in these studies is 20 vertices
and the fraction size is 35% (7 vertices).
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Designation
TIP4P
CEN
HHH
HHL
HLH
HLL
LHH
LHL
LLH
LLL

LJ  (kcal/mol)
0.1550
0.1477
0.1695
0.1791
0.1766
0.1644
0.1347
0.1433
0.1390
0.1416

LJ σ (Å)
3.154
3.142
3.137
3.122
3.117
3.100
3.203
3.142
3.155
3.125

qH (e)
0.520
0.517
0.521
0.515
0.513
0.498
0.561
0.510
0.517
0.500

Table 5.7: Summary of optimized simulation parameters for SLC with 20 processors (vertices).
Designation
Experimental
TIP4P
CEN
HHH
HHL
HLH
HLL
LHH
LHL
LLH
LLL

Epot (kcal/mol)
−9.918± 0.016
−9.893± 0.008
−10.0 ± 0.003
−9.941 ± 0.002
−9.702 ± 0.002
−9.698 ± 0.004
−9.264 ± 0.003
−12.41 ± 0.002
−9.698 ± 0.004
−9.976 ± 0.002
−9.43 ± 0.003

P (atm)
1± 18
116± 135
−32 ± 37
66 ± 27
−97 ± 30
−142 ± 57
−301 ± 37
503 ± 29
−2.00 ± 60
93.3 ± 24.3
−218 ± 35

D (10−5 cm2 /s)
2.300 ± 0.002
3.29 ± 0.62
3.23 ± 0.21
3.50 ± 0.08
4.11 ± 0.20
4.07 ± 0.36
4.28 ± 0.22
0.70 ± 0.02
3.29 ± 0.27
2.85 ± 0.09
3.63 ± 0.34

Lowest χ (scalar)
N/A (0)
0.34± 0.22
0.255 ± 0.074
0.328 ± 00.031
0.538 ± 0.050
0.570 ± 0.092
1.018 ± 0.057
2.716 ± 0.029
0.331 ± 0.051
0.237 ± 0.049
0.734 ± 0.062

Table 5.8: Simulated scalar property values and scalar contribution to the objective function
value from lowest vertex of each SLC. These values are a result of 72 hour optimization.

5.5

Optimization without the use of 1σ Error Bars
The simplest method to test the quality of optimization is to perform the optimiza-

tion using SLC with a variety of starting swarms. In this particular set of experiments, the
weights used in the objective function are inverse of1/WE = 1 kcal/mol, 1/WP = 500 atm,
and 1/WD = 4 × 10−5 cm2 /s .
Tables 5.7 and 5.8 show the results of 10 different SLC optimizations of water
model parameters, compared to the TIP4P model. Based on these results, most of the
optimizations were successful in obtaining results close to those in the standard TIP4P
74

Figure 5.7: Plot of pressure versus self-diffusion coefficient generated from results on Table
5.8 and a corresponding line of best fit.
model. The swarm LHH and HLL optimizations failed to reach an acceptable minimum. In
both cases, all 3 simulated properties deviated by more than 10% from the experimentally
determined values, and the objective function was considerably worse than that for TIP4P.
However, the other optimizations managed to reach objective function values comparable
to, or better than, that obtained for the TIP4P parameters.
There are some correlations between the optimized parameters that are interesting
to observe. Each pairwise combination of optimized simulation properties is plotted in
Figures 5.7 to 5.9, with the results of each of the 9 independent optimizations appearing in
each plot. All three of these relationships show a distinct correlation. There is a distinct
tendency for the (optimized) diffusion constant to decrease when the (optimized) pressure
increases. Likewise, the energy increases with the diffusion coefficient, and the pressure
decreases with increasing energy. This is a clear signal that the 4-point water model, which
includes electrostatic and Lennard-Jones interactions on a planar geometry, even though
it has three adjustable parameters, is incapable of modeling all three of these properties
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Figure 5.8: Plot of energy versus self-diffusion coefficient generated from results on Table
5.8 and a corresponding line of best fit.

Figure 5.9: Plot of pressure versus energy generated from results on Table 5.8 and a corresponding line of best fit.
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independently. In order for the pressure to be low enough to match the experimental value,
it seems inescapable with this model that the diffusion coefficient must be higher than
experiment. The test of the SLC algorithm, however, is quite successful. The majority of
the optimizations were able to optimize to a model that performs at least as well as the
successful and popular TIP4P model. Furthermore, these optimizations required just 72
hours of entirely automatic optimization time, which is orders of magnitude faster than the
subjective, human-guided, trial-and-error approach usually used in potential fitting.

5.6

Optimization with use of multiples of 1σ Error Bars
One of the simplest method of comparing the values with standard error (noise) is

by implementing the method which requires that y(V̂i ) − Ei > y(V̂j ) + Ej , where y is the
function evaluation and E is the standard error, to be true. This is so that algorithm can
conclude that y(V̂i ) > y(V̂j ) with some degree of statistical confidence. For example, if
Ei = Ej = E, then requiring non-overlapping 1E error bars is equivalent to requiring that
√
the difference between the values exceed 2E, which occurs with a (one-sided) probability
of only about 7.5% for identical distributions. However, there is no particular reason to
prefer 1E error bars and their implicit 92.5% confidence level. The goal is for the simplex
(or SLC) to converge as quickly as possible. This may be hampered if statistical errors are
ignored, and incorrect decisions are made too often. But convergence will also be slow if
the noise-aware comparison is too strict, and long simulations are required to reduce the
size of the Ei . There will be some optimum range between these two extremes, where
simulation lengths are kept relatively short, and occasional erroroneous steps are tolerated.
Consequently, we consider requiring non-overlapping error bars using error bars that are
various multiples of the standard error: the algorithm concludes that y(V̂i ) > y(V̂j ) when
y(V̂i ) − λEi > y(V̂j ) + λEj , where λ is the multiple of the error bar. To test the effect of the
various multiples of the error bars, values of 0 ≤ λ ≤ 0.4 are considered. The increments are
listed in the results in Table 5.9 along with the results. During this set of optimization, the

77

Designation
Experimental
TIP4P
CEN
HHH
CEN
HHH
CEN
HHH
CEN
HHH
CEN
HHH
CEN
HHH
CEN
HHH
CEN
HHH

λ
N/A
N/A
0.0
0.0
0.02
0.02
0.05
0.05
0.08
0.08
0.1
0.1
0.2
0.2
0.3
0.3
0.4
0.4

Epot (kcal/mol)
−9.918± 0.016
−9.893± 0.008
−10 ± 0.003
−9.941 ± 0.002
−9.932 ± 0.002
−10 ± 0.0029
−9.932 ± 0.001
−10.06 ± 0.0019
−9.9 ± 0.001
−10.01 ± 0.003
−9.954 ± 0.002
−10.02 ± 0.004
−9.913 ± 0.001
−9.998 ± 0.002
−10.05 ± 0.0021
−9.922 ± 0.001
−9.964 ± 0.001
−10.12 ± 0.002

P (atm)
1± 18
116± 135
−32 ± 37
66 ± 27
−41 ± 25
57 ± 41
30 ± 19
−9 ± 26
−6 ± 20
40 ± 35
32 ± 27
16 ± 48
28 ± 16
−77 ± 31
24 ± 29
23 ± 17
42 ± 14
−76 ± 24

D (10−5 cm2 /s)
2.300 ± 0.002
3.29 ± 0.62
3.23 ± 0.31
3.5 ± 0.1
3.08 ± 0.14
3.44 ± 0.16
3.00 ± 0.11
3.28 ± 0.06
3.01 ± 0.13
3.43 ± 0.20
2.93 ± 0.23
3.36 ± 0.18
3.03 ± 0.13
3.16 ± 0.11
2.96 ± 0.16
3.39 ± 0.05
3.06 ± 0.016
3.09 ± 0.09

Lowest χ (scalar)
N/A (0)
0.34 ± 0.22
0.255 ± 0.074
0.328 ± 0.031
0.213 ± 0.041
0.316 ± 0.048
0.186 ± 0.031
0.283 ± 0.015
0.178 ± 0.031
0.307 ± 0.050
0.172 ± 0.058
0.285 ± 0.044
0.191 ± 0.034
0.278 ± 0.045
0.216 ± 0.035
0.276 ± 0.015
0.212 ± 0.018
0.321 ± 0.034

Table 5.9: Simulated scalar values resulting from optimized parameters and scalar term of
the objective function value from lowest vertex of each SLC. The weights are E = 1, P =
500, D = 4 × 10−5 in respective units. The numbers following the designation indicates the
size of the error bar.
weights used are as same as previous section, which are 1/WE = 1 kcal/mol, 1/WP = 500
atm, 1/WD = 4 × 10−5 cm2 /s.
Because focus of this study is the effect of λ on the objective function and overall
optimization, only two of the starting coordinates were used which are designations HHH
and CEN. HHH is for starting points away from the TIP4P parameters and CEN is for
starting points near (encapsulating) TIP4P parameters.
Table 5.9 lists the result of the optimizations, including the property values, scalar
χ, and number of steps taken until convergence or termination of the optimization within
72 hours of wall clock time. The relationship between χ and λ is visualized in Figure 5.10.
Similar to the case for the parallel simplex (see Figure 3.9), the dependence of the optimization quality and speed on λ is relatively weak. Thus, for the further studies, the error
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steps
N/A
N/A
21
16
17
26
35
30
31
22
31
27
23
28
15
29
23
27

Figure 5.10: Plot of objective function value versus multiplier from results on Table 5.9.
bar size multiple of 0.0 will be used for the simplicity.
However, the starting point of the optimization does affect the final χ. There is a
clear distinction in the χ values between the results obtained when starting from the CEN
initial conditions, when compared to those that started from the HHH initial conditions,
regardless of the multiplier. This is likely due to incomplete optimization of the HHH
optimizations within 72 hours, a conclusion that will be strengthened with results to be
presented in Section 5.6.2.

5.6.1

Varying Weights
Before performing a full optimization of a water model or other potential function,

a set of property weights Wi is needed. Ideally, these weights can be chosen objectively
(or at least semi-objectively), based on a desired error tolerance in the desired property
values. However, Chapter 4 illustrated some difficulties associated with this goal. When
the model is not capable of reproducing all of the target properties perfectly, the errors
in the properties can depend quite non-linearly on the property weights, in ways that are
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difficult to predict. The purpose of this section is to summarize the effect of different
property weights on the quality of an optimized TIP4P-style water model, and to propose
an objective method for choosing those weights.
In Sections 5.5 and 5.6, the weights that were used in performing optimizations
with and without error bar are 1/WE = 1 kcal/mol, 1/WP = 500 atm, and 1/WD =
4 × 10−5 cm2 /s. These weights, and the optimizations performed with them, are labeled set
1. A similar set of weights that was used in the preliminary studies in Chapter 3 (see label
A in Table 3.16) is 1/WE = 1 kcal/mol, 1/WP = 500 atm, and 1/WD = 4 × 10−6 cm2 /s,
which is 10 times stricter in optimizing D compared to set 1. This set of weights is labeled
set 2. These weights were all chosen based on a subjective assessment of the desirability
of different property errors. In contrast to these, a new set of weights, labeled 3, is chosen
based on the actual, observed errors in property values for the published TIP4P model [1].
The last set of weights is 1/WE = 1 kcal/mol, 1/WP = 4600 atm, and 1/WD = 3.96 × 10−4
cm2 /s. A set of nine optimizations was performed with each of these sets of property weights
(some of which were described in previous sections). All of the optimizations were allowed
to run for 72 wall clock hours.
Table 5.8 shows the simulated properties achieved with set 1. These were described
in detail previously, in Section 5.5. These optimizations generally performed well, surpassing
TIP4P in many cases, at least for the metric defined by these weights. The performance
was not ideal, however, as the closer the model’s energy gets to the experimental value, the
further the other two properties are from their respective experimental values, as shown in
the Figures 5.7, 5.8, and 5.9.
The results of the optimizations with set 2 are shown in Table 5.10. Using a stricter
weight for the self-diffusion coefficient generally resulted in unacceptable values for the
energy or pressure. Although some of the self-diffusion coefficients are better than the selfdiffusion coefficients from the previous set of weights, having a weight 10 times (stricter)
than that of the previous set of weights does not necessarily reduce the error in the diffusion
coefficient by 10 fold. The errors in the self-diffusion coefficients are somewhat better than
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Designation
Experimental
TIP4P
CEN
HHH
HHL
HLH
HLL
LHH
LHL
LLH
LLL

Epot (kcal/mol)
−9.918± 0.016
−9.893± 0.008
−10.74 ± 0.001
−11.46 ± 0.002
−9.452 ± 0.0021
−10.95 ± 0.002
−9.783 ± 0.004
−11.7 ± 0.003
−9.286 ± 0.001
−10.67 ± 0.003
−9.83 ± 0.004

P (atm)
1± 18
116± 135
33 ± 19
268 ± 32
−1035 ± 27
−340 ± 20
−1647 ± 60
1024 ± 51
−1075 ± 16
−139 ± 33
−1567 ± 56

D (10−5 cm2 /s)
2.300 ± 0.002
3.29 ± 0.62
2.16 ± 0.03
1.76 ± 0.07
3.73 ± 0.22
2.17 ± 0.07
2.61 ± 0.25
1.23 ± 0.09
3.52 ± 0.020
2.00 ± 0.05
2.21 ± 0.32

Lowest χ (scalar)
N/A (0)
2.49 ± 1.59
0.895 ± 0.017
2.12 ± 0.04
4.15 ± 0.12
1.28 ± 0.03
3.39 ± 0.13
3.81 ± 0.11
3.79 ± 0.08
1.11 ± 0.04
3.15 ± 0.12

Table 5.10: Property values and scalar objective function resulting from optimized parameters at the lowest vertex of each SLC. The weights (set 2) are 1/WE = 1 kcal/mol,
1/WP = 500 atm, WD = 4 × 10−6 cm2 /s.
in set 1, and are better than the TIP4P error in a majority of the optimizations, but not
all. And the objective function with this metric improves on the TIP4P value in only a
minority of the optimizations.
Table 5.11 shows the results of the optimizations with property weight set 3, based
on the TIP4P errors. In this case, the majority of the swarms managed replicate the TIP4P
parameters and properties. Notably, when using a metric dictated by the TIP4P model
itself, only one of the optimizations managed to achieve a lower objective function than
TIP4P. But most models managed to perform reasonably well on the energy and pressure
and the majority improved on the TIP4P diffusion coefficient.
Similar to the conclusions drawn from Section 3.3 and Chapter 4, these results show
that a change in the weights significantly alters the outcome of the optimization. The
weights in set 3, which are derived from TIP4P results, have two key advantages: they are
able to reproduce a model as good as or better than the TIP4P model itself, and they did
not require any subjective choice or iterative improvement of the weights.
One key observation about the optimizations described here is that all of the optimizations terminated at the 72-hour wall clock limit. That is, none of the optimizations
managed to converge the swarm sufficiently to trigger the optimization function-based ter81

Designation
Experimental
TIP4P
CEN
HHH
HHL
HLH
HLL
LHH
LHL
LLH
LLL

Epot (kcal/mol)
−9.918± 0.016
−9.893± 0.008
−9.917 ± 0.002
−10.24 ± 0.005
−9.882 ± 0.003
−9.626 ± 0.005
−9.739 ± 0.003
−9.969 ± 0.003
−9.86 ± 0.003
−9.93 ± 0.003
−9.724 ± 0.006

P (atm)
1± 18
116± 135
−24 ± 33
341 ± 71
−550 ± 46
2082 ± 62
−2052 ± 43
713 ± 45
−373 ± 41
611 ± 40
−492 ± 77

D (10−5 cm2 /s)
2.300 ± 0.002
3.29 ± 0.62
3.14 ± 0.09
3.24 ± 0.37
3.22 ± 0.34
4.03 ± 0.45
2.96 ± 0.11
2.98 ± 0.12
2.90 ± 0.18
3.21 ± 0.18
3.27 ± 0.36

Lowest χ (scalar)
N/A (0)
0.041 ± 0.026
0.018 ± 0.002
0.331 ± 0.054
0.127 ± 0.011
0.540 ± 0.017
0.481 ± 0.011
0.163 ± 0.011
0.101 ± 0.011
0.135 ± 0.009
0.223 ± 0.033

Table 5.11: Property values and scalar objective function resulting from optimized parameters at the lowest vertex of each SLC. The weights (set 3) are E = 1, P = 4600, D =
3.96 × 10−4 .
mination criterion. Thus, it is worth investigating the effect of running the optimizations
longer to see if the complex fully converges, and is able to replicate or improve upon TIP4P.

5.6.2

Longer Optimization
In the previous section (section 5.6.1), none of the optimizations converged within

72 hours (wall-clock time). Because of this abrupt termination due to wall time, it is unclear
whether the optimization has reached the minimum of the objective function surface. For
this reason, the TIP4P-based weight optimization using property weight set 3 from previous
section (section 5.6.1) was continued from the final coordinates before the termination due
to wall time and allowed to run for a maximum of 144 more hours, which totals to 216
hours including the first 72 hours.
Tables 5.12 and 5.13 lists the resulting parameters and properties respectively after
216 (wall-clock) hours of optimization using the TIP4P-based weights. Between the table
5.13 and 5.11, there are significant improvements in the pressure and some improvements
can be observed in the energy for the longer optimizations. However, the self-diffusion
coefficients have not improved over time. Although within the (standard) error, some of
the average values of the self-diffusion coefficients have worsened. This could be explained
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Designation
TIP4P
CEN
HHH
HHL
HLH
HLL
LHH
LHL
LLH
LLL

LJ  (kcal/mol)
0.1550
0.1554
0.1678
0.1710
0.1750
0.1778
0.1360
0.1377
0.1414
0.1422

LJ σ (Å)
3.154
3.136
3.132
3.097
3.136
3.119
3.193
3.123
3.182
3.147

qH (e)
0.520
0.516
0.518
0.508
0.522
0.517
0.527
0.507
0.525
0.514

time* (hours)
N/A
< 144
< 216
< 216
216 <
216 <
< 216
< 216
< 144
< 216

Table 5.12: Summary of optimized simulation parameters for SLC with 20 processors (vertices). *Wall-clock time elapsed until convergence.

Designation
Experimental
TIP4P
CEN
HHH
HHL
HLH
HLL
LHH
LHL
LLH
LLL

Epot (kcal/mol)
−9.918± 0.016
−9.893± 0.008
−9.915 ± 0.002
−9.914 ± 0.001
−9.889 ± 0.005
−9.903 ± 0.002
−9.909 ± 0.002
−9.945 ± 0.004
−9.885 ± 0.004
−9.954 ± 0.004
−9.914 ± 0.001

P (atm)
1± 18
116± 135
5 ± 27
−12 ± 19
−554 ± 61
94 ± 23
−136 ± 28
716 ± 54
−264 ± 59
497 ± 58
−6.9 ± 17

D (10−5 cm2 /s)
2.300 ± 0.002
3.29 ± 0.62
3.21 ± 0.05
3.37 ± 0.05
3.38 ± 0.16
3.38 ± 0.16
3.59 ± 0.05
2.84 ± 0.28
2.84 ± 0.21
3.00 ± 0.22
2.94 ± 0.037

Lowest χ (scalar)
N/A (0)
0.041 ± 0.026
0.019 ± 0.001
0.022 ± 0.001
0.126 ± 0.014
0.033 ± 0.005
0.041 ± 0.004
0.158 ± 0.012
0.067 ± 0.015
0.114 ± 0.014
0.014 ± 0.001

Table 5.13: Simulated scalar values resulting from optimized parameters and scalar term of
the objective function value from lowest vertex of each SLC after 216 (wall-clock) hours of
total running time. The weights are E = 1, P = 4600, D = 3.96 × 10−4 .
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Figure 5.11: Visualization of the scalar χ between 72 hour optimization (Table 5.11) and
longer optimization (Table 5.13).
by the correlations found in the previous sections (section 5.5 and 5.6.1) that prevents all
three properties to be optimized simultaneously.
Although the properties indeed improved given longer time for the optimization,
there isn’t a definite correlation between the time required to converge and how good the
optimization outcome is. Some optimizations took longer time to converge, yet the resulting
properties are not much better than some of the optimizations that converged more rapidly.
In particular, we observe that optimizations that target noisy properties such as the
pressure will take longer to converge than those that only target more rapidly converging
properties. In the water model optimizations to be described in the following chapter,
the SLC optimization was allowed to run for a maximum of 216 hours. Now that these
investigations of suitable values of λ and the optimization time have been concluded, the
SLC is ready for full-scale reoptimization of water models (rather than just recapitulating
the TIP4P model). That is the subject of the following chapter.
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Chapter 6

Optimization of Water Models
With modifications to the simplex algorithm to optimize functions with stochastic
noise, as described in Sections 2.4, or 5.1, some important questions regarding (simulated)
liquid water may be answered.
Historically, both SPC [24] and TIP4P [1] and most water models have been optimized subjectively, without using an explicit objective function. This was mostly due
to the lower amount of computational power available during the time when these models
were first published. The computational cost of the simulations was already demanding
enough, so no additional effort was devoted to running the simulations in parallel, or to
developing automated parameterization methods (despite the fact that they may have reduced the computational cost of the optimization). Because of this subjectivity, it is not
clear whether SPC and TIP4P are in fact fully optimized models. That question can be
addressed, in part, by using the automated parameterization methods developed above. All
of the experiments listed in this section will be done using optimization methods described
in Section 5.1 without implementing point comparison method, based on the results from
Section 5.6.
Both the TIP4P and SPC water models will be re-optimized. Each of these reoptimizations will be done in two different ways. In the first of these, the geometric parameters of the model (bond lengths and bond angles) will be fixed at the same values
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as in the original model, treating only the Lennard-Jones and electrostatic parameters as
adjustable. In the second, the geometric parameters will be treated as adjustable as well.
This will allow several interesting observations to be made. In particular, it is often claimed
that the success of the four-point TIP4P model, relative to the three-point SPC model, is
due to the displacement of the center of negative charge (the so-called M site) from the
center of the oxygen atom (i.e. the rOM distance is nonzero). Yet the geometry of the
TIP4P model differs from that of SPC in several other ways as well, with more realistic
bond lengths and bond angles. By comparing the 3- and 4-point models with and without
relaxed geometries, it will be possible to conclude whether the displacement of the M site
or the atomic positions has a larger effect on the quality of the model.
The comparisons for this set of experiments will be performed by comparing the
objective function value and optimized simulation parameters. The SPC and TIP4P models,
as well as 5 different re-optimized models, whose features are summarized in Table 6.1.
Model 1 is a re-optimized SPC model, in which only the three interaction parameters are
modified. These are the Lennard-Jones parameters  and σ, as well as the hydrogen charge,
qH . Model 2 is another re-optimized three-point model with fixed geometry, but using the
TIP4P geometry for the O and H atoms, rather than the SPC geometry. (The SPC model
uses a somewhat idealized geometry of 1.0 Å for the rOH bond length and the tetrahedral
angle of θHOH = 109.47◦ for the bond angle, while the TIP4P model uses the experimentally
correct values of rOH = 0.9572 Å and θHOH = 104.52◦ .) Both models 1 and 2 thus have 3
adjustable parameters. Model 3 is a fully optimized three-point model, in which the three
interaction parameters (, σ, and qH ) as well as the geometric parameters (rOH and θHOH )
are optimized. This model has 5 adjustable parameters. Models 4 and 5 are both fourpoint models, meaning that the site of Lennard-Jones interaction and the site of negative
electrostatic charge need not coincide. The former is placed on the oxygen atom (which has
mass) and is still labeled O; the latter is called the M site, has no mass, and is restricted to
lie on the line bisecting the HOH angle. In model 4, only the three interaction parameters
(, σ, and qH ) are optimized. In model 5, the three geometric parameters for the four-point
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model (rOH , θHOH , and rOM ) are relaxed, so this model has 6 degrees of freedom. These
optimized models will be compared to the published SPC and TIP4P models. In addition,
comparison will be made to a(n intentionally flawed) model that uses SPC parameters on a
3-point model with the TIP4P geometry. This model is useful primarily as a benchmark for
the scale of the objective function. The SPC parameters are clearly incorrect for the TIP4P
geometry, but exhibit appropriate internal correlations for a water model, so are better
than a completely random choice of parameters. In that sense, they represent a fairly poor
water model, chosen from some (not well defined) collection of physically reasonable water
models.
Comparing the results from all of these models will allow several interesting conclusions. First, the optimizations may provide information about how well optimized the
original models are. For example, if model 1 produces an objective function value and
(optimized) simulation parameters similar to SPC, then SPC represents a well optimized
set of parameters to produce experimentally observed properties (and, in particular, the
properties chosen in the current objective function). On the other hand, if model 1 produces an objective function value similar to SPC but not the parameters, then there are
multiple local minima that represent equally viable sets of parameters to produce similar
results. However, if model 1 produces a substantially lower objective function value than
SPC, this indicates either that SPC is incompletely optimized or perhaps that the properties against which SPC was optimized are inconsistent with those in the current objective
function. Similar statements can be made for the comparison of the re-optimized 4-point
water model (model 4) and TIP4P.
One of the effects that will be explored in this set of experiments is the effect of
the relaxation of water geometry. When water models, such as SPC and TIP4P, were first
developed, the geometry of the water (both bond length and angle) was held constant at
experimental average values while fitting and modifying the other parameters (LennardJones σ,  and partial charges of O and H). In this set of experiments, the SPC model
will be compared with a model that takes the geometric parameters of water as additional
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optimization parameters (model 3). If model 3 gives objective function value and optimized
geometry specification close enough to SPC, then the SPC model captures most of the
correct water physics by using experimental average geometry. If, however, a fully reoptimized model produces substantially lower objective function value than traditional SPC
or model 1 by altering the geometry, then the traditional SPC model must not be capturing
some of the water physics by using average experimentally determined geometry. Additional
comparison may be necessary between model 1 and model 3 if model 1 produces significantly
different results than SPC to test the effect of the geometry further. Similar statements
can be made for the 4-point model by comparing re-optimized 4-point model with relaxed
geometry (model 5), TIP4P, and possibly model 3.
Another comparison that can be made is the effect of adding the M -site, which
was introduced in the 4-point model such as TIP4P. The effect of the addition of the M site will be tested by comparing the objective function value produced by the re-optimized
3-point model (model 1) and 4-point model (model 3). The re-optimized models will be
used in this comparison as it is unclear whether the SPC or TIP4P is fully optimized. If
model 4 captures the experimentally observed properties better than the 3-point (model
1 and 2), then the addition of the 4th point (M -site) introduced something important
to the simulation that better predicts the experimental results. However, if both models
produce similar results, then the re-optimized 3-point model is sufficient to replicate the
properties of water without the additional (computational cost of) the 4th point. Note
that this comparison of the quality of 3-point vs 4-point models cannot be made by simply
comparing SPC and TIP4P, since those models were optimized by different investigators,
targeting different property values, with different (subjective) optimization methods. The
current approach will guarantee that the models are fit using the same optimization method
and objective function.
In this study, the SLC optimization described in Chapter 5 was used, with a value
of λ = 0 for comparing objective function values with errors, based on the results found
in section 5.6 and running for up to 216 wall-clock hours of optimization time. Also worth
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Model
Npoint
pconst
pmodel
Nparam

1&2
3
rOH , θHOH
σ, , qH
3

3
3
None
σ, , qH , rOH , θOH
5

4
4
rOH , θHOH , rOM
σ, , qH
3

5
4
None
σ, , qH , rOH , θOH , rOM
6

Table 6.1: Table summarizing different models, constant parameters (pconst ), model parameters (pmodel ), and number of parameters (Nparam ). Npoint is number of sites in the water
model. Note that model 1 and 2 has same set of parameters as traditional SPC and TIP4P
respectively. Model 2 has the same geometry as TIP4P, except for rOM .
noting that model 5 was optimized twice from identical starting points for possibility of
optimizing to a local minimum as shown in the results from Chapter 5. The recorded
results are taken from the trial with lower χ.

6.1

Results and Discussion
Table 6.2 summarizes the optimized simulation parameters from various models.

Several interesting observations can be made merely by looking at these parameter values,
before considering the physical properties of the resulting models. Perhaps the least interesting model parameter is the LJ σ value. It is very similar across all models. The LJ
 shows a little more variation; the 3-point models resulted in smaller LJ  than 4-point
models. The same can also be said about qH . When viewing models 3 and 5, where geometries are also optimized, the bond angle is smaller than either the TIP4P (experimental)
or SPC (tetrahedral) value. This indicates clearly that the 3- and 4-point models do not
fully capture the physics of the real water model. If electrostatics and van der Waals interactions were all that were necessary to describe liquid water, then a good model could
be obtained with the true water geometry. Instead, the systematic distortion away from
the correct geometry represents a need to use these interactions to compensate for some
physics that is missing from the model (such as, for example, non-isotropic interactions,
bond flexibility, or quantum effects, etc.) Interestingly, the rOH optimized by model 5 is
within 1% of the rOH value from experiment, but the optimized rOH in model 3 is more
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Model
1 (3pt SPC)
2 (3pt TIP)
3 (3pt ALL)
4 (4pt TIP)
5 (4pt ALL)
TIP4P
SPC
3pt (TIP)*

LJ σ (Å)
3.160
3.153
3.136
3.145
3.142
3.153
3.166
3.153

LJ  (kcal/mol)
0.126
0.129
0.140
0.150
0.151
0.155
0.155
0.155

qH (e)
0.4006
0.4167
0.4808
0.5171
0.5114
0.52
0.41
0.52

rOH (Å)
1.0
0.9572
0.8506
0.9572
0.9507
0.9572
1.0
0.9572

θHOH
109.47
104.52
102.33
104.52
101.78
104.52
109.47
104.52

rOM (Å)
0
0
0
0.15
0.144
0.15
0
0

Table 6.2: Table summarizing the simulation parameters for various models. The model
number and their respective constant parameters are listed on table 6.1. *3pt water model
with TIP4P-like geometry for reference of model 2.
than 10% smaller. This is an indication that the 4-point model captures some features of
water that the 3-point model cannot (leading it to compensate by distorting the geometry).
This is consistent with what is traditionally viewed as the key benefit of using the M site:
it allows the center of negative charge to be moved closer to the center of positive charge,
without having to move the LJ site. Model 3 is likely reducing the rOH bond length in
order to accomplish this same reduction of dipole moment without having to reduce the
magnitude of the charges. The position of the M site in model 5 (the only model which
optimizes this geometric parameter) is fairly close to that in the traditional TIP4P model.
Table 6.3 summarizes the simulated properties and minimum scalar part of the
objective function from the various optimizations and models. With the exception of 3-point
TIP reference model (which has non-optimized parameters), the simulated Epot matches
the experimental value within the (experimental) error range. The 3-point TIP reference
model overestimates the binding energy by nearly a factor of two. This illustrates the
delicacy involved in constructing a good water model, in which the net interaction is a
subtle cancellation between attractive and repulsive interactions.
All of the optimized models do a reasonable job at reproducing the experimental
pressure, and each performs better than its traditional counterpart. The pressure errors
are put into context well by the 3-point reference TIP model. Unlike the newly optimized
models, which have pressure errors of a few score atmospheres, or the traditional SPC and
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TIP4P models, which err by a few hundred atmospheres, the “poor” benchmark 3-point
reference model predicts a pressure that is incorrect by several thousand atmospheres.
For the self-diffusion coefficient, all of the optimized models, including SPC and
TIP4P, overestimate the value of D. It has long been understood that both SPC and
TIP4P provide a water model that is too mobile, but it has not been understood whether
this was a necessary side-effect of the model, or a quirk of the particular fitting procedure
(since neither the SPC nor the TIP4P authors intentionally targeted D as a property to
fit. The current results clearly show that there is a tension between D and the other scalar
properties considered here (as previously seen in Figures 5.7 and 5.8): increasing the water–
water interaction enough to obtain the correct diffusion coefficient will result in a pressure
that is too high and/or an internal energy that is too negative. Note also that although all of
the models overestimate water’s diffusion coefficient, this error is generally larger for the 3point models than for the 4-point models. This confirms the benefit of the geometry change
in the introduction of the M site in the 4-point model. Interestingly, despite including
the diffusion coefficient explicitly in the objective function, the newly optimized models
do not improve on the performance of the traditional models in this property: the fitted
D values range from marginally better to somewhat worse than those of their reference
model. This reinforces the fact that D is somewhat correlated with Epot and P , and can
not be fitted independently of them. The “poor” benchmark set by the 3-point reference
TIP model is especially poor for the diffusion coefficient, and again helps provide context
for the properly optimized values. While the optimized models predict diffusion coefficients
that range from 1.4× the experimental value (model 4) to 2.4× the experimental value
(model 3), the experimental value is 330× larger than the value for the 3-point reference
TIP model.
The total scalar objective function, χ, obtained from the optimized models is generally quite good. Each model has a lower objective function than its corresponding traditional 3- or 4-point model, in some cases quite dramatically. It is not surprising that the
4-point models have lower objective function values than the 3-point models. It is some91

Model
1 (3pt SPC)
2 (3pt TIP)
3 (3pt ALL)
4 (4pt TIP)
5 (4pt ALL)
TIP4P
SPC
3pt ref (TIP)*
Experiment

Epot (kcal/mol)
−9.918 ± 0.003
−9.922 ± 0.002
−9.914 ± 0.002
−9.907 ± 0.002
−9.911 ± 0.002
−9.893 ± 0.008
−9.92 ± 0.002
−19.47 ± 0.002
−9.918 ± 0.016

P (atm)
114 ± 42
46 ± 23
−164 ± 36
23 ± 22
−11.16 ± 27.2
116 ± 135
633 ± 24
−3977 ± 28
1 ± 18

D (×10−5 cm2 /s)
3.49 ± 0.16
4.17 ± 0.005
5.40 ± 0.19
3.23 ± 0.01
3.51 ± 0.10
3.29 ± 0.62
3.94 ± 0.09
0.0069 ± 0.0009
2.30 ± 0.0023

Lowest χ (scalar)
0.0344 ± 0.0059
0.0391 ± 0.0014
0.0721 ± 0.0047
0.0222 ± 0.0019
0.0255 ± 0.0038
0.0406 ± 0.0260
0.1414 ± 0.0061
9.59 ± 0.03
0

Table 6.3: Table summarizing the simulated properties from various models after the optimization. The model number and their respective parameters are listed on table 6.1. *3pt
water model with TIP4P-like geometry for reference of model 2.
what surprising, however, that model 3, with full geometry optimization, performs worse
than the geometry-constrained models 1 and 2. This is a sign that models 3 is incompletely converged, or have ended up in a local minimum, as occasionally happened for test
cases described in Section 5.1. (It is also possible that the scalar-only objective function
for model 3 could be larger than that of models 1 and 2, if the functional contributions
to the objective function were sufficiently low, but that is not the case here.) However,
model 5, similar to model 3 with full geometry optimization, was able to obtain a result
comparable to the geometry-constrained 4point model optimization model (model 4). Even
if the optimizations terminated in a local minimum or due to premature convergence away
from the minimum, it is clear that all of the SLC-optimized models were able to reduce the
objective function to well below 1% of the value of a plausible (but unoptimized) model,
like 3-point reference TIP, before terminating.
Table 6.4 summarizes the contribution to the objective function from different components of the pair-correlation functions of different models. With exception of model 3,
all of the optimized models were able to obtain slightly better objective functions than the
traditional models. This result is significant, because both the SPC and TIP4P models did
make an attempt to fit the various g(r) curves, with an emphasis on gOO (r). Yet all of the
SLC-optimized models were able to obtain a better prediction of gOO (r) than either SPC or
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Model
1 (3pt SPC)
2 (3pt TIP)
3 (3pt ALL)
4 (4pt TIP)
5 (4pt ALL)
TIP4P
SPC
3pt ref (TIP)*

χgOO (r)
0.0401 ± 0.0057
0.0358 ± 0.0038
0.0637 ± 0.0035
0.0401 ± 0.0056
0.0453 ± 0.0052
0.0735 ± 0.0055
0.0840 ± 0.0051
0.3176 ± 0.0057

χgOH (r)
0.0803 ± 0.0040
0.0839 ± 0.0037
0.1394 ± 0.0034
0.0927 ± 0.0037
0.0960 ± 0.0037
0.0979 ± 0.0038
0.0756 ± 0.0040
0.2144 ± 0.0034

χgHH (r)
0.0412 ± 0.0033
0.0372 ± 0.0032
0.1054 ± 0.0034
0.0258 ± 0.0031
0.0263 ± 0.0029
0.0361 ± 0.0034
0.0342 ± 0.0034
0.1868 ± 0.0039

χg(r)
0.1615 ± 0.0077
0.1569 ± 0.0062
0.3085 ± 0.0059
0.1586 ± 0.0074
0.1676 ± 0.0070
0.2074 ± 0.0075
0.1939 ± 0.0074
0.7189 ± 0.0076

Table 6.4: Simulated difference in function-type (pair-correlation function) values resulting
from optimized parameters and non-scalar term of the objective function value from lowest
vertex of each simplex. The value of χgAB for experiment is zero, by definition, and is not
shown. *3pt water model with TIP4P-like geometry and SPC parameters.
TIP4P. Both of the 4-point optimized models were able to improve on the gHH (r) function,
although none of the 3-point models were. And the gOH (r) curve proved most problematic;
four of the five optimizations were able to improve on TIP4P, but none beat SPC. All three
g(r) functions for model 3 are worse than any of the other optimized models, reinforcing the
conclusion that this particular optimization either terminated away from a true minimum
or found a local minimum.
Most researchers studying water have focused more on the gOO (r) pair correlation
function than the ones involving hydrogen. Figures 6.2 and 6.3 show these oxygen–oxygen
pair-correlation function for all of the 3-point models (in Figure 6.2) and 4-point models
(in Figure 6.3).
All of the 3-point models captures the first peak of the g(r) close to the experiment,
but not the second and third peaks. Both model 1 and 2 captures the location of the second
and third peak correctly, but not the height of the peaks. The model with flexible geometry
(model 3) not only failed to capture the second and third peaks, it also failed to capture
the minima between the peaks, and thus generally failing to capture the structure in liquid
water. Consistent with the summary with scalar χgOO values in Table 6.4, models 1 and
2 describe the structure of liquid water better than the commonly used SPC model, but
model 3 does worse than SPC. Note that, while Figure 6.2 shows that model 1 appears
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Figure 6.1: Visualization of the components of objective functions of different water models.
The 3pt water model with TIP4P-like geometry and SPC parameters are omitted due to
orders of magnitude difference in the objective function value.

Figure 6.2: Plot of gOO (r) pair-correlation functions of 3-point models and experimental
results. The model numbers correspond to the models listed in Table 6.2.
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Figure 6.3: Plot of gOO (r) pair-correlation function of 4-point models and experimental
results. The model numbers correspond to the models listed in Table 6.2.
to perform better than model 2 at most distances, its value of χgOO is worse than that of
model 2, because it overestimates the first peak.
Considering the 4-point models in Figure 6.3, it appears that model 4 performs
slightly better than TIP4P. Model 5 appears slightly worse than TIP4P at some locations;
slightly better at others. (Its χgOO value in Table 6.4 is slightly better.) But all three models
are quite comparable. Combined with the results from table 6.4 and figures 6.2 and 6.3, it is
clear that the 4-point models are able to replicate the geometry of liquid water better than
the 3-point models, regardless of number of the parameters optimized. Although using a
4-point geometry clearly improves the description of water structure, this geometry clearly
has some limitations, as well. Each of the 4-point models appears troubled by the same set
of flaws: overstructuring the first peak (hydrogen-bonded neighbors), while understructuring the second and third peaks (next-nearest neighbors); and positioning the first-neighbor
oxygen (very slightly) too far away while positioning the second- and third-neighbor peaks
too close. These observations, for fully optimized models, indicate clearly that these are
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flaws inherent in a 4-point model based on electrostatics and Lennard-Jones interactions,
and χgOO ≈ 0.03 is likely a floor for this type of model. Obtaining a better description for
the structure of liquid water will require extending the model, for example: adding more
interaction sites, modifying the interactions to be non-isotropic or non-pointwise, introducing additional interaction types, or going beyond pairwise interactions. This illustrates the
value of not looking only at scalar thermodynamic properties when fitting a model. The
4-point models better replicate the geometry of water compared to the 3-point models, but
this is not clear from just looking at the scalar properties.
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Chapter 7

Conclusions
The original Nelder-Mead simplex was first modified to run in parallel, and used to
optimize water model parameters. The water model parameters were successfully optimized
as intended, however extra algorithmic modifications intended to improve the comparison
of stochastically noisy objective function values did not much impact on the overall quality
of the optimization. Considering various multiples of the 1σ standard error in the objective
function did speed up the optimization to an extent, but multipliers over 0.5 slowed the
process down significantly instead. Also, this consideration of stochastic noise did not help
with avoiding local minima, as multiple larger than 0.1 had a likelihood of trapped in the
local minimum despite using the identical starting points on more than one trials.
Subjective changes in the property weights showed that the value of these weights
significantly alters the outcome of the optimization. The results also showed that changes
in the weights are complex and non-linear. Consequently, and unfortunately, any process
that relies on human subjectivity to find the optimal weights defeats the original purpose
of automating the optimization.
A new, vector-based objective function was then used in attempt to fix the subjectivity problem in controlling weights and/or the errors in the scalar properties. This
approach attempted to control the ratio of the various property errors, rather than the
errors themselves. The weights required by this new objective function were optimized
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both manually, and with an automated optimization. However despite these attempts, this
objective function still failed to control the ratio of errors adequately, and was abandoned
as impractical.
Next, the Nelder-Mead simplex algorithm was extended to a new optimization approach, in which Nelder-Mead-style moves are applied to a much larger complex, inspired
by particle-swarm optimization. This swarm-like complex (SLC) optimization was tested on
two trial functions: a two-dimensional Rosenbrock “banana” function and a two-dimensional
double-well function. It was found that the SLC performs worse for functions like Rosenbrock that have only a single minimum, but is able to find the global minimum with significantly higher probability for the double-well function, when compared to NM-simplex.
When variations of the SLC algorithm are applied to stochastically noisy optimizations
of water models, similar conclusions are drawn as was the case for the parallel simplex
in regards to how the sampling noise of the objective function should be handled. When
point comparisons are delayed until the points differ by some multiple of the standard error,
there is no dramatic effect on the speed of the optimization. Also similar to the simplex,
modifying the property weights has significant (non-linear) effect on the outcome of the
optimization. Finally, it was observed that run times longer than 72 hours are necessary to
fully optimize the water models, primarily due to the (inherently noisy) pressure values.
This fully developed version of the SLC optimization algorithm was then applied
to perform production-scale optimizations of water model parameters. The optimization
of several different water models showed that the SLC algorithm is able to produce 3point and 4-point water models that perform as well, or slightly better than, the very
widely used SPC and TIP4P models. Optimizing the geometry, as well as the interaction
parameters, confirmed the common (but unverified) conjecture among water modelers that
the benefit of the M site in a 4-point model is to allow the model to have a reduced (and
thus more realistic) mobility without increasing electrostatic interactions so much that
they overestimate the binding energy. However, these systematic optimizations showed,
more convincingly than previous subjective optimizations, that both the 3-point and 498

point models are constitutionally incapable of simultaneously reproducing the energetic,
pressure–volume, and diffusive behavior of water at the same time. This is an important
clue that additional physics must be built into water models if accurate descriptions of all
three of these properties are important.
Traditionally, parameter optimization for models used in computational chemistry
has usually been done subjectively, using human judgement for the accuracy of each property, and often without an explicit objective function. Compared to this approach, the
automated, objective, parallel optimization performed the current approach provides several advantages. One of the most valuable of these is that by removing the human from
the iterative loop, the optimization proceeds much faster. Rather than requiring months
(or sometimes years) to fit the parameters for a model, the SLC optimizations complete in
only days; the longest optimizations described here completed in 216 hours (9 days).
In summary, it appears that using the new SLC optimization algorithm will be helpful when optimizing a model parameters while targeting properties that are evaluated using
(noisy) sampling methods. The SLC optimization method may also prove valuable when
optimizing more parameters at the same time than would be convenient for manual optimization. In the future, it is expected that the SLC optimziation approach will prove useful
in fitting parameters for other models besides water. It is also expected that the method
will prove valuable to optimize model parameters using even more, and more unconventional properties, such as melting points or free energies. These are arguably as important
as the energy and pressure, but are traditionally ignored during model fitting because they
require longer simulations, and are thus more inconvenient to include in a subjective and
iterative parameter-fitting approach. With a fully automated and parallel approach such
as described here, however, the door is now open to performing such optimizations.
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Appendix A
A.1

Pseudo codes not related to MW

Function: Optimize
if all yi not ready then
return wait;
if new simplex iteration then
Order all Pi in increasing order of yi ;
if error bar overlaps on yi and yj>i then
return wait;
if PR is not generated then
Form PR ;
if yR not valid then
return wait;
if any order change in Pi (yi ) then
reorder all Pi in increasing order of yi ;
if yh change order then
if yR + σR < new yh − σh then
Swap Ph with PR ;
Return Reinitiate;
else
Return wait;
else
Return wait;
else

Make simplex decision** return statement;
Algorithm 2: Algorithm for the wrapper ”Make simplex decision” action in Figure
2.2. This function returns a corresponding Master command, Mcomm (Appendix D).
This function also determines and returns what processor(s) must perform the returning
Mcomm. **decides whether the simplex has to generate PE , PC1 or PC2 or needs to
swap any P .
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Appendix B

Data organization

This section gives a description to how the data is organized in the master process.
There are two main layers of data structure and organization: the overall simplex and
individual vertices.

B.1

Data organization for overall simplex

struct Simplex {
point vertex[MAXVERT];
point aux[MAXAUX];
double base[MAXDIM];

int vertices;
int lowest;
int highest;
int sechigh;
int age;

simplex_status sort_status;
simplex_status base_status;
simplex_status reflect_status;
aux_type aux_holds;
}
The point is another struct that stores various information about a point, or vertex (see
Section B.2). The simplex status and aux type are both enum that stores the status of the
vertex, and type of the secondary simplex operation (extension or contraction) performed
by auxiliary vertex, respectively.
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B.2

Data organization for each point

struct point{
double coord[MAXDIM]
int dim;
double value;
double error;
int pointID;
int ProcID;
int vertID;
int orderID;
bool overlap;
Point_kind Pkind;
WORKER_status status;
MASTER_command ComEx;
}
The pointID is equivalent to simulation number, The ProcID is the parallel process number,
vertID identifies one of the d+1 vertex, and orderID is the ranking of (the objective function
value of) the vertex. Pkind is an enum that distinguishes a point (vertex) between auxiliary
or regular vertex.
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Appendix C

List of Worker Status and Internal Worker Status Descriptor

This appendix gives the list of worker statuses that can be sent back to master,
labeled as Wstat (C.1) and the list of workers’ internal status descriptors, labeled as Wsit
(C.2). For more details and its general uses, see section 2.8. These labels are used in the
pseudo codes found in Appendix E.

C.1

Worker status (Wstat)

undef Status where worker has not started any work. In other words, simulations have not
started on this worker yet. Only seen at initialization for non-auxiliary workers.

pending Simulation is currently running, and is waiting for meaningful output from a
simulation (and objective function value).

active Simulation is currently running, and output from simulation is meaningful enough
to calculate an objective function value and its associated uncertainty.

done Simulation is no longer needed. Only used when overall optimization is complete.
finished Production simulation has finished running before a message from master to start
new simulation is received (which it is not supposed to, as production stage should
run for indefinite length of time until no longer needed by master). This status is used
when the external simulation program exits normally, and not send this upon crash
or abnormal termination of the external simulation program.

error Status where something went wrong on a worker process to the point that this worker
can no longer continue running the (current) simulation. There could be many causes,
from MPI issues to memory access.

stall Worker has some kind of error, but not fatal (unlike “error” status). This rarely
occurs, but is usually caused by unpredictable behavior of the signal handler.
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infected Workers received a master command to be “contagious” to turn worker into
zombie (this is different from a UNIX zombie process, hence the use of the term
contagious and infected rather than zombie). The simulation from this worker is no
longer needed, but the simulation program will not be killed until new simulation is
needed. With this status, the worker will sit idle until new work (simulation) is given.

C.2

Internal Worker Status Descriptor (Wsit)

NoStart Short for “nothing has started”. Only used for the initial stage of auxiliary
vertices. This is used to distinguish the auxiliary vertex, which does not start the
simulation at the same time as non-auxiliary vertices in the initial stage of optimization.

EqStart Short for “equilibration has started”. It also indicates that equilibration is still
running. Therefore, this internal status is used for entire duration of equilbration
stage.

ProdStart Short for “production has started”. The equilibration has finished and production has started. At this stage, simulation output is not yet meaningful enough to
calculate an objective function value.

ProdAvail Short for “production available”. The output for simulation is meaningful and
ready to calculate the objective function value.
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Appendix D

List of master commands (Mcomm)

Listed below are the commands a master can give (send) to workers. The general
timing at which these commands are sent during the optimization is given in Figure 2.2
found in 2.7.

Start A command that is only given when the worker(s) is (are) starting to work for the
first time, mostly during initialization when all non-auxiliary workers are starting. It
is at this point where the starting coordinate, P , is sent to corresponding workers.
This command is also given to individual auxiliary workers when the simulation is
ready to start for the first time on that processor.

Reinitiate A command that is similar to the “start”, except it is only given to a particular
worker that needs to restart a simulation, and kills an old simulation that should still
be running. The reinitiate command is usually given when the old simulation is no
longer needed and the new one needs to start or, in some cases, due to a worker
responding with an error status.

Question Inquires from each processor for its status. This command only obtains status of
the workers, and does not acquire objective function or its associated uncertainty values even if it is ready. Also, this command is always sent in each iteration independent
of other commands.

Nothing this command, as the name suggest, tells worker to do nothing. This is usually due
to worker not having a valid objective function or associated uncertainty, or waiting
for the error bars (uncertainty) to no longer overlap with comparing point(s). In
other words, master tells worker to wait for whatever reason by doing nothing. This
command is required, as worker expects a command from the master to finish the set
of send and receive.

GMTV Stands for “Give Me The Value”. This is a command to tell workers to send the
objective function (y) and its associated uncertainty. This is the only command that
107

will have more than one (MPI) send and receive pair.

Contagious Tells the worker that the simulation is no longer needed. Instead of killing the
child process, the worker will let the simulation run indefinitely until a new “reinitiate”
is sent (to worker). This design choice of not killing the child process immediately
was made to avoid the bug or error in the operating system (OS) level function calls
(namely kill, fork, and exec).
Stop - This command is given when the program is ready to exit. The reason for
exiting could be due to error or converged simplex. In case of quitting due to an error,
this command is not given unless all of he workers respond with ”error” MPI message.
If an individual worker sends an ”error” status, then reinitiate command will be sent to
that individual instead of ”stop”. If successfully exiting, then master process will write
out all the necessary output while workers do all the cleanup of their own before program
terminates.
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Appendix E
E.1

Worker Related Pseudo Codes

Worker1
General flow of the worker process. Used for status checking where parent (of the

parallel worker) process does not need to access child process. Mcomm listed in AppendixD,
Wstat listed in Appendix C.1, and Wsit in Appendix C.2.
Receive Mcomm from Master;
if Mcomm = start or Reinitalize then
call worker2;
else if Mcomm = question then
if Wstat = infected then
return Infected;
else
call worker2;
else if Mcomm = Nothing then
return current Wstat;
else if Mcomm = Contagious then
Set Wstat = Infected;
return Infected;
else if Mcomm = GMTV then
Ready to MPI send y;
return current Wstat (better be Active!);
else
Kill child process;
set Wstat = done;
return done;
Send Wstat to Master;
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E.2

Worker2
A worker status keeping function nested inside worker1 where accessing status of

child process is required (Appendix E.1).
if Mcomm = start or reinitiate then
Generate output files;
Call fork and exec;
Parent process checks child status;
if Wsit = EqStart then
if Child process terminated then
Set Wsit = ProdStart;
SetWstat = Pending, return;
else
Set Wstat = Pending, return;
else if Wsit = ProdStart then
if Child status is terminated then
Set Wstat = error, return;
else if y (became) available then
Set Wsit = ProdAvail ;
Set Wstat = pending, return;
else
Wstat = pending, return;
else if Wsit = ProdAvail then
if child process terminated then
set Wtsat = error, return;
else
Wstat = active;
Ready to send y, return;
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