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With each isolating block for a homeomorphism of an orientable manifold we associate a cup product pairing. Up
to an isomorphism, this is a pairing of the discrete Conley indices of the homeomorphism and its inverse on the
isolating block. We show that this pairing is nondegenerate. As a corollary we prove a time duality result for the
discrete Conley index. ( 1998 Elsevier Science Ltd. All rights reserved.
0. INTRODUCTION
The observation that the Poincare—Lefschetz duality theorem can be used to establish
a relationship between the Conley indices of an isolated invariant set with respect to
forward and backward time comes from McCord [4]. A simple proof of a result of this type
in the continuous setting was given by Mrozek and Srzednicki in [7]. In the unpublished
typescript [9] a discrete counterpart of the time duality is proved. Roughly speaking, it
states that the q-dimensional cohomological Conley index of an isolated invariant set with
respect to an orientation preserving homeomorphism is equal to the (n!q)-dimensional
homological Conley index of the same invariant set with respect to its inverse, where n is the
dimension of the manifold. If the homeomorphism reverses orientation, the index maps with
respect to forward and backward time differ by a sign. However, in applications another
version of the time duality turns out to be of more use. Intersection pairings defined by
Kurland [3], provide the language for a concise representation of the time-duality isomor-
phisms, which can be obtained from a statement about nondegeneracy of the intersection
pairings on Conley indices. In our paper we follow this approach and prove a nondegener-
acy theorem for a pairing of the discrete-time Conley indices defined by the cup product. In
this respect, this paper extends the results of [9]. Our main motivation for this extension is
an application for a topological version of the Smale—Birkhoff theorem [2].
1. LINEAR ALGEBRAIC PRELIMINARIES
Let F be a fixed field and » a vector space over F. For an endomorphism u of », the
generalized image and the generalized kernel of u are defined by
gim u" Y
k|Z`
imuk, gker u" Z
k|Z`
keruk.
One can easily check that u maps both gimu and gkeru into themselves. Therefore, it
induces endomorphisms of »/gkeru and gimu, which will be denoted by ‚
1
(u) and ‚
2
(u),
respectively. The Leray reduction of u [6, Section 4] is the endomorphism ‚
2
(‚
1
(u)) of
gim‚
1
(u). In the sequel, we shall denote it by ‚ (u). It can be shown (see [6] ) that the Leray
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reduction of any endomorphism is an isomorphism. We say that two endomorphisms u :
»P» and t :…P… are conjugate iff there exists an isomorphism a : »P… (called
a conjugacy) such that t ° a"a °u. Clearly, the conjugacy relation, which will be denoted
by ,, is an equivalence relation. For an endomorphism u by [u] we shall denote the
conjugacy class of u, i.e. the class of all endomorphisms which are conjugate to u.
The endomorphism u is called of finite type if there exists an n3N such that dim imun
(R. Equivalently, u is of finite type iff, for some m 3 N,
gimu"imum
and gimu is finite dimensional.
Let us prove a few useful facts now.
PROPOSITION 1.1. If u is of finite type then it maps its generalized image isomorphically
onto itself.
Proof. Let n 3N be such that gimu"imun. Then
gimu"imun`1"u(imun)"u (gimu). h
LEMMA 1.1. Assume that t :…P…, u :»P», a :»P… and b :…P» are homomor-
phisms such that the following diagram commutes:
„hen:
(i) ‚ (t),‚ (u),
(ii) t is of finite type if and only if u is of finite type,
(iii) if t and u are of finite type then a maps gimu isomorphically onto gimt and b maps
gimt isomorphically onto gimu.
Proof. For the proof of (i), see [6, Theorem 4.4].
In order to prove (ii), assume that u is of finite type. There is an n3N such that
dim imun(R. Since
tn`1"(a °b)n`1"a ° (b ° a)n °b"a °un °b
the image of tn`1 is finite dimensional. It follows that t is of finite type. Similarly, one
proves that the reverse implication holds.
Since a °u"t ° a and b °t"u ° b, a(gimu)Lgimt and b (gimt)Lgimu. Hence, by
Proposition 1.1,
gimu"u(gimu)"b ° a (gimu)Lb (gimt).
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Analogously, one proves that gimtLa (gimu). It follows that gimu and gimt are of equal
dimensions and hence the above inclusions imply (iii). h
COROLLARY 1.1. If an endomorphism u :»P» is of finite type then ‚ (u),‚
2
(u).
Proof. Let u
i
be the restriction of u to »
i
"imui (i3Z`). We have the following
diagram, in which the vertical arrows are inclusion-induced and the slant one is the
appropriate restriction of u:
By Lemma 1.1, ‚(u
i
),‚ (u
i`1
). Since u is of finite type, »
n
"gimu for some n. Moreover,
for such an n, u
n
is an isomorphism. Hence,
‚(u)"‚ (u
0
),‚ (u
n
),u
n
"‚
2
(u)
and the proof is finished.
LEMMA 1.2. ‚et u : »P» be an endomorphism. Assume that uw"Hom(u, F):
Hom (», F)PHom (», F) is of finite type. „hen, u is of finite type. Moreover, if m3gimuw is
nonzero then there is an x3gimu such that m (x)"0.
Proof. Let n3N be such that imuwn is finite dimensional. Then, also imun is finite
dimensional and hence u is of finite type. Take an N3N be such that imuN"gimu. There
is an g3Hom(», F) such that m"(uw)N(g)"g °uN. Since m is nonzero, there exists a y3»
such that
m(y)"g (uN(y))O0.
Now, uN(y) belongs to gimu. Therefore, by Proposition 1.1, there is an x3gimu such that
uN(x)"uN(y). For such an x,
m (x)"g (uN(x))"g (uN(y))O0. h
In what follows, by a pairing we mean either a bilinear map defined on the Cartesian
product of two vector spaces over F or the linear map corresponding to it defined on the
tensor product of these spaces. A pairing u :»
1
]»
2
PF is called nondegenerate iff for each
nonzero v3»
1
there exists a w3»
2
such that u(v, w)O0 and for each nonzero w3»
2
there
is a v3»
1
such that u(v, w)O0. The following proposition which we state for further
reference is a restatement of a standard fact in linear algebra.
PROPOSITION 1.2. ‚et »
1
and »
2
be finite-dimensional vector spaces, a pairing
u :»
1
]»
2
PF be nondegenerate and a
i
:»
i
P»
i
(i"1, 2) be endomorphisms such that
u(a
1
(v), w)"u(v, a
2
(w)) for each v3»
1
and w3»
2
. „hen [a
1
]"[Hom(a
2
, F)].
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Proof. Let b :»
1
PHom(»
2
, F) be defined by b(v)"u(v, .). By the nondegeneracy of
u, b is an isomorphism. Furthermore,
b(a
1
(v))(w)"u(a
1
(v), w)"u(v, a
2
(w))"b (v) (a
2
(w)).
Hence b ° a1"Hom(a2, F) °b, so that b is the desired conjugacy. h
2. THE DISCRETE CONLEY INDEX
In this section we recall briefly the basic concepts of the Conley index theory for
homeomorphisms of locally compact metric spaces. For more details, the reader is referred
to [6, 8] or [10]. Let X be a locally compact metric space and f :XPX be a homeomor-
phism. For a set ALX the invariant part of A is defined by
Inv
f
A"Y
n|Z
f n (A).
A compact set KLX is called an isolating neighbourhood if Inv
f
KLint K. A set S is an
invariant set iff f (S)"S or, equivalently, S is its own invariant part. It is said to be an
isolated invariant set if and only if it is the invariant part of some isolating neighbourhood.
A pair Q"(Q
1
, Q
0
) is called an index pair for S iff the following three conditions hold:
(i) Inv
f
cl(Q
1
TQ
0
)"SLint(Q
1
TQ
0
),
(ii) f (Q
0
)WQ
1
LQ
0
,
(iii) f (Q
1
TQ
0
)LQ
1
.
For such a pair, the index map f
Q
: Q
1
/Q
0
PQ
1
/Q
0
is defined. More precisely, f
Q
is the map
induced by f, given by the formula
f
Q
([x])"G
[ f (x)] if x, f (x) 3 Q
1
TQ
0
[Q
0
] otherwise.
We note that, as it is usually done in the Conley index theory, by the quotient space Q
1
/Q
0
we mean the pointed space resulting from Q
1
as the points of Q
0
are identified to a single
distinguished point denoted by [Q
0
]. The q-dimensional cohomological (homological)
Conley index of f
Q
, which will be denoted by hq(S, f, X) (h
q
(S, f, X) ), is the conjugacy class of
the Leray reduction of the endomorphism Hq ( f
Q
) of Hq(Q
1
/Q
0
) (respectively, H
q
( f
Q
) of
H
q
(Q
1
/Q
0
)). By H* we mean the singular cohomology. In the sequel we are also going to use
the C[ ech cohomology, which will be denoted by HM *. Our reference for algebraic topology
is [1].
3. THE CUP PRODUCT PAIRING
Throughout this and the next sections, F is a fixed field and f stands for a homeomor-
phism of an n-dimensional connected F-orientable topological manifold M into itself. All
homology and cohomology used in the sequel has coefficients in F. Let d( f ) be#1 if
f preserves orientation and !1 otherwise. By d ( f ) we shall also denote the homomor-
phism of F being the multiplication by d ( f )"$1.
Let N be an isolating block for f, i.e. a compact subset of M such that
f~1(N)WNW f (N)Lint(N). For i3Z` we define the sets N`
i
and N~
i
inductively by
N`
0
"N~
0
"0
N`
i`1
"NW f ~1((MTN)XN`
i
)
N~
i`1
"NWf ((MTN)XN~
i
).
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Thus, N`
i
(N~
i
) is the set of all points of N which are mapped outside N by a jth iterate of
f (respectively, f~1), for some j3 M1, 2, 2, iN. By NM `i and NM ~i we denote the closures of the
sets N`
i
and N~
i
(respectively). We note that the NB
i
sets are open in N and NM B
i
are compact.
Moreover, for each i3Z`, NB
i
LNM B
i
LNB
i`1
.
Definition 3.1. The graded endomorphisms
f *
`
:H* (N, N`
2
)PH*(N, N`
2
)
and
f *
~
: H*(N, N~
2
)PH*(N, N~
2
)
are defined in such a way that the following two diagrams commute:
The graded subspaces R*(N, N`
2
) of H*(N, N`
2
) and R*(N, N~
2
) of H*(N, N~
2
) are
defined by
R*(N, NB
2
)"gim f *
B
.
By g*
B
we denote the endomorphisms of R*(N, NB
2
) being the restrictions of f *
B
.
Now, we can define the X-product pairing. In the definition below, S. , .T stands for the
scalar product [1, section VII.1] and, for a compact set KLM, by o
K
3H
n
(M, MTK) we
mean the fundamental class of M along K [1, Definition VIII.4.1].
Definition 3.2. The X-product pairing
M. , .N : (R*(N, N`
2
)?R*(N, N~
2
))
n
PF
is defined to be the following composition:
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Note that in the above definition an unmarked arrow represents an appropriate
inclusion-induced homomorphism (this convention applies to all diagrams in this
paper).
The main result of this section is the following theorem, stating that g*
`
and g*
~
are dual
with respect to the X-product pairing.
THEOREM 3.1. If g*
~
is an isomorphism then, for each q3Z, m3Rq(N, N`
2
) and
g3Rn~q(N, N~
2
),
Mg*
`
(m), gN"d ( f )Mm, g*
~
(g)N.
Proof. The idea is quite straighforward: we use the naturality of cup and scalar products
with respect to inclusions and the map f. The only problem is to choose interfacing pairs
allowing to relate g*
`
and g*
~
.
We have the following commutative diagram:
One can use this diagram and Definition 3.1 to obtain another one, namely,
The above diagram together with Definition 3.1 implies the commutativity of the upper
part of the following one (its remaining part is easily checked to commute as well):
1304 A. Szymczak
We conclude that, for m3Rq(N, N`
2
) and g3Rn~q (N, N~
2
),
Mg*
`
(m), (g*
~
)~1(g)N"d ( f )Mm, gN
and the identity in the theorem follows. h
4. NONSINGULARITY OF THE CUP PRODUCT PAIRING
In what follows, o will stand for the natural transformation of the C[ ech cohomology
functor into the singular cohomology functor, as defined in [1, Definition VIII. 6.11]. Thus,
for each locally compact pair ALB contained in some ENR and q3Z we have
a homomorphism o"o
(B,A)
: HM q(B, A)PHq(B, A).
LEMMA 4.1. ‚et N be an isolating block for f . „hen f *
`
and f *
~
are of finite type (i.e. of finite
type in any dimension),
hq(Inv
f
N, f, M)"[‚ ( f q
`
)]"[gq
`
]
and
hq(Inv
f
N, f ~1, M)"[‚ ( f q
~
)]"[gq
~
].
Proof. First of all, notice that Q"(N, NM `
1
) is an index pair for f (cf. [5, Proposition 4.7]).
Let n : (N, NM `
1
)PN/NM `
1
be the projection map. We have the following commutative
diagram, in which j*
1
and j*
3
are inclusion-induced. In its second row the convention of
treating quotient spaces as pointed spaces is violated.
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Note that j
4
is a homeomorphism and therefore j*
4
is an isomorphism. From the diagram
it follows that so is j*
2
. The homomorphism f *
Q
:Hq (N/NM `
1
)PHq (N/NM `
1
) is of finite type by
[11, Lemma 5.2] (as N is a compact subset of a manifold, it is contained in an open subset of
M being an ENR; cf. [1, Proposition VIII.1.3], so that the argument of [11] works in our
setting). It follows by Lemma 1.1 (ii) that so is f q
`
(it is the composition of the lower
horizontal arrows). By the (i) part of the same Lemma and Corollary 1.1, the statements
concerning the Conley index with respect to f hold as well. The remaining ones can be
proved by time reversal. h
THEOREM 4.1. For any isolating block N for f and q3Z, the cup product pairing
M. , .N : Rq(N, N`
2
) ?Rn~q(N, N~
2
)PF
associated with N is nondegenerate.
Proof. Take any nonzero m
0
3Rn~q(N, N~
2
). Let K
1
"(MTNM `
2
)XN`
1
, K
2
"((MTN)X
N~
2
TNM `
2
)XN`
1
, ‚
1
"MTNM `
2
and ‚
2
"(MTN)XN~
2
TNM `
2
. Figure 1 shows these sets (note that
all of them are open) in the case of N being a rectangular isolating block for a hyperbolic
fixed point. In all diagrams in this proof, by i with a subscript we denote an inclusion map.
Here is an outline of the proof. First, one finds a nonzero element m
1
in Hn~q(‚
1
, ‚
2
)
which, in some natural sense, corresponds to m
0
and is not annihilated by any iterate of the
endomorphism induced by f~1 (defined with the aid of the pair (K
1
, K
2
) in a similar way as
f *
~
). Lemma 1.2 and the fact that the coefficient ring is a field allow to find an element g
0
of
H
n~q
(‚
1
, ‚
2
) whose scalar product with m
1
is nonzero and which belongs to the generalized
image of the endomorphism induced by f~1. Since (MT‚
2
, MT‚
1
) is an index pair for f, the
Alexander—Spanier dual of g
0
can be viewed as an element of Rq(N, N`
2
). The final step is to
show that the M. , .N pairing of that element with m
0
is indeed nonzero.
Consider Fig. 2 below, in which the homomorphisms on the bottom are
u"Hom(H
n~q
(i
5
), F) and t"Hom(H
n~q
(k), F) and the a homomorphisms are given by
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Fig. 1.
a(m) (g)"Sm, gT and are isomorphisms since the coefficient ring is a field [1, Proposition
VII.1.7]. By Lemma 1.1, the composition a ° i*5 ° (i
*
4
)~1 ° i*3 °
i*
2 °
i*
1
maps Rn~q(N, N~
2
)
isomorphically onto gimt ° u~1. Therefore, a ° i*5 ° (i
*
4
)~1 ° i*3 °
i*
2 °
i*
1
(m
0
) is a nonzero
element of gimt °u~1. By Lemma 1.2 (note that Fig. 2 and Lemma 4.1 show that
t °u~1 is of finite type) there exists an g03gim(Hn~q(i5)~1 °Hn~q(k)) such that for
m
1
"i*
5 °
(i*
4
)~1 ° i*3 °
i*
2 °
i*
1
(m
0
),
Sm
1
, g
0
T"a (m
1
) (g
0
)O0.
Let M
i
"(NTN~
i
)XNM `
2
(for i"1, 2). Consider the commutative up to a sign (this refers to
the top left rectangle, only if f reverses orientation) Fig. 3. Note that its upper two rectangles
commute by [1, VIII.7.6] and [1, Proposition VIII.10.10] and D
1
and D
2
are the Poincare—
Lefschetz duality isomorphisms [1, Proposition VIII.7.2]. The arrows marked with o@ rep-
resent homomorphisms being compositions of the natural transformation o and an inclu-
sion map.
Let us take a look at the upper four levels of Fig. 3. Since t °u~1 is of finite type, Lemma
1.2 implies that so is (i
5*
)~1 ° k*
. By Lemma 1.1, there is a m
2
3gim((i*
8
)~1 °t@) such that
D
1 °
i*
6 °
i*
7
(m
2
)" g
0
. There are open neighbourhoods ”, » of N and NM `
2
such that »L”
and mM
2
3Hq(”, ») such that m
2
"u (mM
2
), where u :Hq(”, »)PHM q(N, NM `
2
) is the universal
transformation. To make the formulas simpler, let j"i
1 °
i
2 °
i
3
. By [1, VIII.8.12],
0OSm
1
, i*
6 °
i*
7
(m
2
)Wo
MÈ
T"(!1)q(n~q) Si*
6 °
i*
7
(m
2
)Xm
1
, o
MÈ
T"Sv (mM
2
)Xm
1
, o
MÈ
T,
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Fig. 2.
where v : Hq(”, »)PHM q(M
2
, NM `
2
) is the universal transformation. Let us note that the cup
product used above is the one defined on the product of the C[ ech and singular cohomology
[1, VIII.8.10]. Since v (mM
2
)3HM q(M
2
, NM `
2
) and m
1
3Hn~q(‚
1
, ‚
2
)"Hn~q(‚
1
, MTM
2
),
v(mM
2
)Xm
1
3Hn(M, MTM
2
). The cup product maps on the next diagram are singular co-
homology products.
In order to finish the proof, let us consider the commutative diagram (Fig. 4) in which a
1
,
a
2
, c
1
, c
2
, c
3
, d
1
, d
2
, d
3
, d
4
, ı
0
and ı
1
are induced by the inclusion maps. By the commutativity
of Figs 3 and 4 and the definition of the appropriate cup product [1, VIII.8.9],
0OSv(mM
2
)Xm
1
, o
MÈ
T"Sı
0 °
d~1
1 °
b
1 °
a
1
(mM
2
? m
1
), o
MÈ
T
"Sd~1
1 °
b
1 °
a
1
(mM
2
? m
1
), o
NT(V U NÈ
~)
T
"Sd~1
2
(i*
11
(mM
2
)X(i*
4 °
(i*
5
)~1) (m
1
)), o
NT(VUNÈ
~)
T
"Sd~1
2
(i*
9 °
i*
12
(mM
2
)Xj*(m
0
)), o
NT(VUNÈ
~)
T
"Sd~1
3
(i*
12
(mM
2
)Xm
0
), o
NT(VUNÈ
~)
T
"Sd~1
4
(i*
10 °
i*
12
(mM
2
)Xm
0
), o
NT(NÈ` UNÈ
~)
T
"Mi*
13
(mM
2
), m
0
N"Mo@ ° u (mM 2), m0N"Mo@(m2), m0N.
Since m
2
3 gim (i*
8
)~1 ° t@, o@(m2)3 Rq(N, N`2 ) by the lower part of Fig. 3.
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Fig. 3.
To sum up, we have proved that for each nonzero m
0
3Rn~q(N, N~
2
) there is a m@
0
3Rq
(N, N`
2
) such that Mm@
0
, m
0
NO0. By time reversal one can show that also for each nonzero
l
0
3 Rq (N, N`
2
) there is an l@
0
3Rn~q(N, N~
2
) such that Ml
0
, l@
0
NO0. The proof is
finished. h
We finish with a statement of the time-duality theorem for discrete dynamical systems.
For a conjugacy class '"[u] and k3F, by Hom(', F) and k' we denote the conjugacy
classes of Hom(u, F) and ku. Note that these classes do not depend on the choice of
a representative for '.
COROLLARY 4.1. Let S be an isolated invariant set with respect to a homeomorphism f of an
n-dimensional F-orientable manifold M. „hen
d ( f ) hq(S, f, M)"Hom(hn~q(S, f ~1, M), F) (4.1)
and
h
q
(S, f, M)"d ( f )hn~q(S, f~1, M). (4.2)
Proof. Since there exists an isolating block for S (the argument of [8, Theorem 4.5] can
be used to obtain a simple proof ), (4.1) follows from Proposition 1.2, Lemma 4.1 and
Theorems 3.1 and 4.1. Application of the universal coefficient formula yields (4.2). h
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F
ig
.
4.
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Let us note that, in fact, (4.2) does not require field coefficients—it can be proved directly
(not as a corollary of the nondegeneracy of the cup product pairing) by a similar method
(see also [9]). An application of the above theorem for f being the time-one map for
a continuous-time flow yields continuous-time duality of [4, 7].
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