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Abstract:
The Law of Quadratic Reciprocity was conjectured by Euler and
Legendre who both found an incomplete proof. Gauss called this law
"Theorema Fundamentale", and he was the first who gave a complete
proof, he also highlighted the equivalence of his formulation with
those of Euler and Legrendre.
Hereby notes gives a overview of the Theory of Quadratic Residues
using a classical approach with some application to Diophantine
Equations, such as Two Square Theorem and Pythagorean
Quadruplets.
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1. Introduzione.
“Se p  è un numero primo della forma 14 +n  , p+  sarà un residuo o non residuo di un qualsiasi
numero primo che preso positivamente è un residuo o un non residuo di p . Se p  è della forma
34 +n , p−  avrà la stessa proprietà.”
Carl Friedrich Gauss DISQUISITIONES ARITMETICAE - Articolo 131
La legge della reciprocità quadratica fu congetturata e parzialmente dimostrata da Eulero e da
Legendre, Gauss chiamava tale legge nella formulazione sopra riportata “Theorema
Fundamentale”, e fu il primo a darne una dimostrazione soddisfacente evidenziando l’equivalenza
con le formulazioni di Eulero e Legendre.
Queste note non hanno la pretesa di dire nulla di nuovo sull’argomento, ma sono semplicemente
degli appunti di studio dell’autore. In teoria un lettore interessato al termine della lettura di
queste note dovrebbe avere una panoramica generale di tutta la teoria sottesa dalla soluzione
generale della congruenza:
)(mod02 ncbXaX ≡++
Mi è sembrato naturale aggiungere anche il famoso teorema di Fermat sugli interi somma di due
quadrati e i suoi ampliamenti, in quanto derivabili dalla teoria dei residui quadratici, e
conseguentemente parlare degli interi di Gauss dandone una applicazione alla risoluzione della
equazione diofantea:
222 cZYX =+
della equazione Diofantea:
lZYX =+ 22
e infine della equazione Diofantea:
2222 WZYX =++
ottenendo così una formula per le quadruple pitagoriche.
Analizzando queste equazioni diofantee si generalizza in tre direzioni differenti quanto noto sulle
terne pitagoriche, e infatti in tutti e tre i casi le ritroveremo come caso particolare.
Sarebbe naturale proseguire parlando della teoria delle forme quadratiche binarie e ternarie  a
coefficienti interi e quindi parlare della equazione Diofantea:
222 cZbYaX =+
nota in letteratura come equazione di Legendre. Per ora non sono stati aggiunti questi argomenti
alla presente nota, preferendo limitare la trattazione ad un breve cenno per quanto strettamente
necessario a spiegare la dimostrazione di Legendre delle legge della reciprocità quadratica.
Si assumono come noti alcuni concetti base di Teoria di numeri e di Algebra, e per essi si può fare
riferimento ai testi [A] e [MA] indicati in Bibliografia o alla vastissima bibliografia presente on-line. 
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2. Residui quadratici modulo un numero primo
Iniziamo con l’occuparci della risolubilità della congruenza )(mod2 paX ≡  con p  primo dispari.
Definizione 2.1.
Sia p  un primo dispari ed a  un intero non divisibile per p . Diciamo che a  è un residuo
quadratico di p  quando la )(mod2 paX ≡  ha almeno una soluzione, altrimenti a  è un residuo
non quadratico.
Osservazione 2.2
Per ogni intero a  non divisibile per 2 (cioè ogni intero dispari) la congruenza )2(mod2 aX ≡  ha
soluzioni, infatti il quadrato di un qualsiasi numero dispari è dispari e quindi congruo modulo 2
ad a . Il numero primo 2 costituisce una eccezione rispetto agli altri numeri primi perché
possiede una sola classe di soluzioni tra loro tutte congrue modulo 2. Per gli altri primi invece
esistono sempre due classi di soluzioni non congrue come dimostrato nella proposizione seguente.
Questo giustifica il fatto che 2 non sia contemplato nella definizione 2.1. In ogni caso vedremo
meglio nel paragrafo 7 che per le potenze di 2, come 4  e e2  con 3≥e , è necessaria una
trattazione dettagliata.
Proposizione 2.3
Se a  è un residuo quadratico del numero primo dispari p , allora la congruenza )(mod2 paX ≡
ha esattamente due soluzioni non congruenti modulo p  date da bX ±=  con )(mod2 pab ≡ .
Dimostrazione
Se )(mod2 pab ≡  allora b  e b−  sono soluzioni e sono incongruenti modulo p . Infatti se per
assurdo bp 2|  allora siccome 1),2( =pMCD , segue che bp|  da cui essendo )(mod2 pab ≡
segue che ap|  in contraddizione con la definizione 3.1.1. Se c  è  una soluzione di
)(mod2 paX ≡  allora acp −2|  ed essendo abbcac −+−=− 2222  segue che 22| bcp − , cioè
risulta che bcp −|  oppure bcp +| , ovvero )(mod pbc ≡  oppure )(mod pbc −≡ . □
Proposizione 2.4
I residui quadratici modulo p  si ottengono calcolando 2b  modulo p  per il solo intervallo
2/)1(1 −≤≤ pb . Gli altri quadrati per 12/)1( −<<− pbp  si ripetono in ordine inverso, pertanto
esattamente metà dei residui non nulli (modulo p )  sono residui quadratici (modulo p ).
Dimostrazione
Basta osservare che )(mod)( 22 pbbp ≡− , quindi i residui che si ottengono facendo variare
2/)1(1 −≤≤ pb  si ripetono in senso inverso rispetto a quelli ottenuti facendo variare b
nell’intervallo 12/)1( −<<− pbp . Non ci possono essere due residui quadratici congruenti
generati da 2/)1(1 −≤′′<′≤ pbb  o da 1)()(2/)1( −≤′′−<′−<− pbpbpp  perché essendo
pbb <′−′′  se bbp ′−′′|  segue che bb ′=′′ , quindi i residui quadratici sono esattamente metà dei
residui quadratici non nulli. □
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3. Il simbolo di Legendre e il criterio di Eulero.
Definizione 3.1
Il simbolo di Legendre 



p
a è definito come segue:
1+=



p
a  se ap |/  e )(mod2 pax ≡  ha soluzioni.
1−=



p
a  se ap |/  e )(mod2 pax ≡  non ha soluzioni.
0=



p
a  se ap| .
Proposizione 3.2
Sia p  un primo dispari:
(a) 


=


⇒≡
p
b
p
apba )(mod .
(b) Criterio di Eulero: )(mod2/)1( pa
p
a p−≡



.
(c) 


≡−
≡+=−=


 − −
)4(mod3se1
)4(mod1se1
)1(1 2/)1(
p
p
p
p .
(d) 






=



p
b
p
a
p
ab .
Dimostrazione
(a) Se )(mod pba ≡  allora se )(mod2 pax ≡  allora anche )(mod2 pbx ≡  e viceversa, perché
abbxax −+−=− 22 , quindi 


=



p
b
p
a .
(b) Sia   pp /=  il campo delle classi di resto modulo p  e [ ] [ ]{ } 1,...,1 * ppp p −=  il relativo
gruppo moltiplicativo associato (vedi [A] oppure [MA]). 
Consideriamo { } 1,...,1 1 −∈ px  allora [ ] [ ] [ ]{ } [ ] [ ]{ } *11*1  )1(,...,  1,...,1 pppp pxxpx  =−=−=⋅ , per
cui uno ed uno solo dei numeri 1x , 12x ,…, 1)1( xp − è congruente ad a . Chiamiamo 1x ′  l’unico
numero per cui )(mod11 paxx ≡′ . Fissato a  con ap |/  consideriamo separatamente i due
casi che possono presentarsi:
¾ 1=



p
a
In tal caso esistono esattamente  due soluzioni di )(mod2 paX ≡ , cioè, )(mod2 pac ≡  e
)(mod)( 2 pacp ≡− , quindi )(mod)( pacpc −≡−  i rimanenti 3−p  elementi di
{ } { } ,  1,...,2,1 cpcp −−−  sono costituiti da coppie di interi distinti ( )11, xx ′  tali che
)(mod11 paxx ≡′ .
Segue che )!1()1(...21 −=−⋅⋅⋅ pp  commutando i fattori del prodotto risulta congruente al
numero 2
1
2
3 −− −=⋅− pp aaa . 
In sintesi: )(mod)!1( 2/)1( pap p−−≡−
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¾ 1−=



p
a
In tal caso esitono 2/)1( −p  coppie ( )11, xx ′  tali che )(mod11 paxx ≡′ . Quindi in tal caso si
ha la congruenza:
)(mod)!1( 2/)1( pap p−≡− .
Come caso particolare abbiamo il teorema di Wilson per 1=a , infatti )(mod12 px ≡  ha
come soluzioni 1±=x  quindi abbiamo:
)(mod1)!1( pp −≡−
Infine ricordando la definizione di simbolo di Legendre abbiamo la formula cercata:
)(mod2/)1( pa
p
a p−≡



.
(c) Come applicazione del punto (b) abbiamo per 1−=a  che:
)(mod)1(1 2/)1( p
p
p−−≡


 −  quindi
Se 2/)1( −p  è pari cioè )4(mod1≡p  allora 1−  è un residuo quadratico modulo p . 
Se 2/)1( −p  è dispari cioè )4(mod3≡p  allora 1−  non è un residuo quadratico modulo p .
(d) Ecco una ulteriore applicazione di (b):
)(mod)( 2/)1(2/)1(2/)1( p
p
b
p
abaab
p
ab ppp 






≡≡≡


 −−−
siccome 22 ≤






−


≤−
p
b
p
a
p
ab  e 2>p  segue che 






=



p
b
p
a
p
ab . □
Corollario 3.3
Se )4(mod1≡p  allora 


=


 −
p
a
p
a  per tutti gli a .
Se )4(mod3≡p  allora 


−=


 −
p
a
p
a  per tutti gli a .
Dimostrazione
Se )4(mod1≡p  allora 2/)1( −p  è pari quindi applicando il criterio di Eulero dato che
2/)1(2/)1()( −− =− pp aa  segue il risultato.
Se invece )4(mod3≡p  allora 2/)1( −p  è dispari quindi applicando il criterio di Eulero dato che
2/)1(2/)1()( −− −=− pp aa  segue il risultato. □
La risposta alla domanda “quali primi p  hanno 2 come residuo quadratico” ci porta ad uno dei
più importanti risultati della teoria elementare dei numeri. Sperimentalmente per i primi piccoli
possiamo congetturare la risposta “i primi congruenti )8(mod1± ”
12 =



p
 per ...71,47,41,31,23,17,7=p
12 −=



p
 per ...43,37,29,19,13,11,5,3=p
Più in generale 



p
a , per a  fissato, dipende dal residuo di p  modulo a4 , e questa è proprio una
delle forme della legge della reciprocità quadratica di Gauss, inizialmente congetturata da Eulero.
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4. La Legge di Reciprocità Quadratica (LRQ).
Proposizione 4.1-Lemma di Gauss
Sia p  un primo dispari e a  un intero non divisibile per p . Si consideri il minimo residuo
dell’intero ka  per 2/)1(1 −≤≤ pk  ridotto in modo da essere compreso nell’intervallo ]2/,2/[ pp− .
Se il numero di questi residui che sono negativi è s , allora:
s
p
a )1(−=



.
Dimostrazione
Abbiamo che per applicazione del criterio di Eulero:



−=−=⋅−⋅⋅⋅ −
p
apapapaa p !
2
)1(!
2
)1()
2
)1()...(2()1( 2/)1(
inoltre risulta:
!
2
)1()1()
2
)1()...(2()1( −−=⋅−⋅⋅⋅ papaa s  infatti:
¾ Se )(mod pakka ′≡ , dato che ap |/ , allora )(| kkp −′  da cui essendo 
2
1
2
1 −≤−′≤−− pkkp
segue che kk ′= .
¾ Se per assurdo )(mod pakka ′−≡ , dato che ap |/ , allora )(| kkp +′  da cui essendo
pkk <+′<0  segue l’assurdo kk ′−=  dato che 0>′kk .
¾ Non può risultare )(mod0 pka ≡  dato che ap |/  e kp |/ .
Quindi ciascuno dei numeri ka  per 2/)1(1 −≤≤ pk  è congruo ad uno ed uno solo dei numeri dei
numeri non nulli del sistema di residui modulo p : 


 −−−−−=  
2
)1(,...2,1,0,1,2,...,
2
)1( ppA , e numeri
differenti sono congruenti a residui differenti in valore assoluto. Per cui )
2
)1()...(2()1( apaa ⋅−⋅⋅⋅
ha come valore assoluto !
2
)1( −p , e come segno il prodotto dei segni dei residui negativi, cioè s)1(− .
Per semplice uguaglianza delle due formule sopra semplificando il fattore comune si ottiene il
risultato. □
Siamo ora in grado di rispondere alla nostra domanda relativa a primi dispari che hanno come
residuo quadratico 2.
Proposizione 4.2
Sia p  un primo dispari allora:


±≡−
±≡+=−=


 −
)8(mod31
)8(mod11
)1(2 8/)1(
2
pse
pse
p
p .
Dimostrazione
Si tratta di una applicazione del Lemma di Gauss, contiamo il numero s  di residui in 

−
2
,
2
pp
dei numeri 2 , 4 , …, 1−p  con segno negativo. Condizione necessaria e sufficiente a generare un
residuo negativo e che 
2
12 −> pk , cioè 
4
1−> pk .
¾ Se 
4
1−p  è intero si hanno esattamente 
4
1
4
1
2
1 −=−−− ppp  residue negativi, quindi:
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• Se 
4
1−p  è dispari, cioè )8(mod3−≡p  e 12 −=



p
.
• Se 
4
1−p  è pari, cioè )8(mod1≡p  e 12 =



p
.
¾ Se 
4
1−p  non è intero, allora l’ultimo residuo positivo è dato da 
2
32 −= pk  e quindi si hanno
esattamente 
4
1
4
3
2
1 +=−−− ppp  residui negativi, quindi:
• Se 
4
1+p  è dispari, cioè )8(mod3≡p  e 12 −=



p
.
• Se 
4
1+p  è pari, cioè )8(mod1−≡p  e 12 =



p
.
Notando che 
4
)1(
2
)1(
4
)1(
2
)1(
8
)1( 2 +−=−+=− ppppp  ha la stessa parità di s  si ha formula
sintetica. □
Teorema 4.3 -Reciprocità Quadratica
Siano p  e q  primi dispari distinti, allora:
2
)1(
2
)1(
)1(
−−−=






 qp
p
q
q
p
Cioè:
Se )4(mod1≡p  o )4(mod1≡q , allora 


=



q
p
p
q  
Se )4(mod3≡p  e )4(mod3≡q , allora 


−=



q
p
p
q  
Dimostrazione
Consideriamo i seguenti due insiemi:



 −=
2
1,...,1 pS , 


 −=
2
1,...,1 qT
Per il lemma di Gauss:
1)1( s
p
q −=



 dove: [ ]{ }  :|  1 phqhShShs ′−∈∈′∃∈=
2)1( s
q
p −=



 dove: [ ]{ } :|  2 qkpkTkTks ′−∈∈′∃∈=
Quindi 21)1( ss
p
q
q
p +−=







, per cui si tratta di trovare la parità di 21 ss + .
Se )(mod phqh ′−≡  con Sh ∈ , allora esiste unico ∈k  tale che Shqhpk ∈′−=− , cioè,
( )
2
10 −≤−< pqhpk . Il numero k  deve stare in T , infatti:
0>′−>> hqhpk  e 
2
1
2
1)1(
2
1 +<−+≤+−≤ qppqqhppk
quindi 
2
1
2
10 +<−≤< qqk , cioè Tk ∈ . Segue che:
11  Us = , con ( )


 −≤−<×∈=
2
10|),(1
pqhpkTSkhU
In maniera perfettamente analoga si dimostra che:
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22  Us = , con 


 <−≤−−×∈= 0
2
)1(|),(2 qhpk
qTSkhU
Siccome non ci sono coppie TSkh ×∈),(  tali che qhpk = , ne segue che:



 −≤−≤−−×∈=
2
)1(
2
)1(|),( pqhpkqTSkhU = 21 UU ∪ , inoltre siccome ∅=∩ 21 UU



 −≤−≤−−×∈==+
2
)1(
2
)1(|),(21
pqhpkqTSkhUss
U è invariante rispetto alla rotazione 

 −+−+→ kqhpkh
2
1,
2
1),( ϑ  di 0180 , rispetto al centro


 ++
4
1,
4
1 qp  del rettangolo 

 +×

 +=
2
1,0
2
1,0 qpR , cioè UU =)(ϑ , infatti:
)(
22
1
2
1 qhpkqphpqkqphqkp −−−=

 −+−

 −+=′−′
quindi, 
2
)1(
2
)1(
2
)1(
2
)1( −≤′−′≤−−⇔−≤−≤−− phqkpqpqhpkq .
La rotazione ϑ  ha il solo punto fisso 

 ++
4
1,
4
1 qp ,  quindi
U
q
p
p
q
 1 ⇔−=







 è dispari⇔ ( ) ( ))4(mod3)4(mod3
4
1
4
1 ≡∧≡⇔∈+∧∈+ qpqp  . □
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5. Congettura di Eulero e dimostrazione alternativa della LRQ.
La legge della reciprocità quadratica  prima di essere dimostrata da Gauss fu congetturata da
Eulero nella seguente forma.
Teorema 5.1-Congettura di Eulero
Siano p  e q  due primi dispari e a  un intero coprimo con pq .
(i) Se )4(mod aqp ≡ , allora 


=



q
a
p
a .
(ii) Se )4(mod aqp −≡ , allora 


=



q
a
p
a .
Come Gauss scrive nell’articolo 151 di [DA], Eulero dimostrò in maniera lacunosa e quindi in
realtà congetturò solo, la seguente proposizione:
“esistono numeri r ′ , r ′′ , r ′′′ , etc., n ′ , n ′′ , n ′′′ , etc., a4<  tali che i divisori primi di ax −2  sono
contenuti in una delle forme )4( akr +′ , )4( akr +′′ , )4( akr +′′′ ,etc., e tutti i primi non divisori nella
forma )4( akn +′ , )4( akn +′′ , )4( akn +′′′ ,etc., con k  variabile sugli interi.”
Sempre nell’articolo 151 di [DA] Gauss fa notare la proposizione sopra può essere facilmente
dimostrata dalla seguente proposizione dimostrata da Eulero nello studio dell’equazione:
222 hzgyfx =+ :
“se l’equazione è risolubile per un valore sh = , sarà anche risolubile per ogni altro valore
congruente a s  relativamente al modulo fg4  a condizione che sia un numero primo”
Infatti se fga −= e 222 sZgYfX =+  con s  primo è risolubile, allora )(mod2 saT ≡  ha soluzioni,
cioè 1=


s
a , infatti se 20
2
0
2
0 szgyfx =+ , allora: 1
2
0
2
0
22
0 =


 −=


=


s
sfzxf
s
ay
s
a .
Quindi dato che ogni primo della forma )4( aksh +=  rende risolubile 222 hzgyfx =+ , segue che
anche che per ognuno di tali primi si ha 1=


h
a . Quello che in generale è più difficile da
dimostrare che se 1=


s
a  allora esistono f  e g  tali che fga −=  e 222 sZgYfX =+  è risolubile,
darò maggiori dettagli nell’osservazione 7.9 dimostrando il caso in cui qa =  primo.
Dopo questa breve digressione storica che dimostra come Eulero sia andato vicino alla
dimostrazione del teorema 5.1, vediamo come il teorema 3.4.1 sia completamente equivalente alla
legge della reciprocità quadratica. Prima di tutto dimostriamo che la legge della reciprocità
quadratica implica il teorema 5.1.
Lemma 5.2
Sia r  un primo dispari e p , q  due primi dispari distinti da r , allora valgono le seguenti:
(i) Se )4(mod rqp ≡ , allora 


=



q
r
p
r .
(ii) Se )4(mod rqp −≡ , allora 


=



q
r
p
r .
Dimostrazione
Applicando la legge della reciprocità quadratica
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( ) 21211 −−−=




 pr
r
p
p
r , ( ) 21211 −−−=




 qr
r
q
q
r ;
Nel caso (i). posto krqp 4+= abbiamo dividendo membro a membro che:
( ) ( ) 111 221221 =


 −=−=






⋅








−−− krrqpr
r
q
r
p
q
r
p
r
, 
dato che 

=

 +=


r
q
r
krq
r
p 4 , si ha il risultato cercato.
Nel caso (ii) posto krqp 4+−=  abbiamo moltiplicando membro a membro:
( ) ( ) 211221 11 − ++− −=−=










 rqpr
r
q
r
p
q
r
p
r ,
dato che ( ) 

−=



 −=

 −=

 +−=

 −
r
q
r
q
rr
q
r
krq
r
p r
2
1
114 , si ha di nuovo il risultato cercato. □
Dimostrazione del Teorema 5.1
Sia nen
e rra ...11=  la scomposizione in fattori primi di a  segue che:
nn
e
n
ee
n
e
p
r
p
r
p
rr
p
a







=


=



...
... 11 11 , 
nn
e
n
ee
n
e
q
r
q
r
q
rr
q
a







=


=



...
... 11 11 ,
siccome se )4(mod aqp ±≡ , allora )4(mod jrqp ±≡ per ogni nj ≤≤1 , quindi per il lemma
3.4.2, abbiamo che: 


=



q
r
p
r jj  per ogni nj ≤≤1 , da cui segue il risultato cercato.  □
Teorema 5.3
Siano p  e q  due primi dispari distinti:
P1. a  un intero coprimo con pq .
(iii) Se )4(mod aqp ≡ , allora 


=



q
a
p
a .
(iv) Se )4(mod aqp −≡ , allora 


=



q
a
p
a .
Se e solo se
P2. 


=



q
p
p
q  se )4(mod1≡p  o )4(mod1≡q ,



−=



q
p
p
q  se )4(mod3≡p  e )4(mod3≡q .
Dimostrazione
Abbiamo gia visto con il lemma 5.2 e con la dimostrazione del teorema 5.1. che P2 implica P1.
Verifichiamo ora che P1 implica P2.
Se )4(modqp ≡ , allora aqp 4=−  e aqap || /∨/  dato che p  e q  sono primi distinti. Quindi
( ) ( ) ( ) ( ) 


−=


 −−=


−=


−=






 −=


 −=


 −=


 −−−−
q
p
q
qp
q
a
q
a
p
a
pp
a
p
ap
p
q pppp
2
1
2
1
2
1
2
1
11411144
da cui:



=



q
p
p
q  se )4(mod1≡≡ qp , e 


−=



q
p
p
q  se )4(mod3≡≡ qp
Se )4(modqp −≡ , allora aqp 4=+  e aqap || /∨/  dato che p  e q  sono primi distinti. Quindi:
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


=


 +=


=


=


=


=


 +−=



q
p
q
qp
q
a
q
a
p
a
p
a
p
ap
p
q 444
da cui:



=



q
p
p
q  se )4(mod1≡−≡ qp , oppure )4(mod1≡≡− qp . □
Il teorema 5.1 può essere dimostrato direttamente usando il Lemma di Gauss, e in questo modo
abbiamo una dimostrazione alternativa della legge della reciprocità quadratica.
Dimostrazione del teorema 3.4.1 usando il Lemma di Gauss
Per il lemma di Gauss sappiamo che ( ) 11 s
p
a −=



 dove, posto 


 −=
2
1,...,1 pS , si definisce
[ ]{ } :|  1 phahShShs ′−∈∈′∃∈= , cioè il numero dei residui dei numeri  −= apaaaS 2 1,...,2,
che cadono nell’intervallo 

− 0,
2
p . Equivalentemente siccome ogni numero che è congruo modulo
p  ad un numero nell’intervallo 

− 0,
2
p , è anche congruo modulo p  ad un numero nell’intervallo


 pp ,
2
, s  è anche il numero di residui positivi modulo p dei numeri di aS  che cade
nell’intervallo 

 pp ,
2
.
Siccome due numeri di aS  non possono essere congruenti modulo p , segue che 1s  è anche il
numero di elementi di aS  che cade in uno dei seguenti intervalli:


= ppI ,
21
, 

= ppI 2,
2
3
2 ,…, 

 −= kppkIk ,2
12  con 

=
2
ak .
Apriamo una breve parentesi e verifichiamo perché 

=
2
ak . 
Se ma 2= , allora pkappmmpmp =

=<−=−
2
)1(2
2
1 .
Se 12 += ma , allora ( ) ( ) 

 +=+

=

 +<

 +−=+−
2
1
222
1
2
1112
2
1 kppapmpmpmp ,
siccome nell’intervallo 

 

 + pkkp
2
1,  non possono cadere numeri con minimi residui
positivi in 

 pp ,
2
, l’ultimo in cui può caderne uno è 

 −= kppkIk ,2
12 .
Abbiamo quindi posto j
k
j
II
1=∪=  che risulta IaSs ∩=1 .
Gli interi di aS  sono tutti multipli di a , e ci può essere al più un intero per ogni intervallo jI , e
viceversa se Iha ∈ , allora aSha ∈ .
Quindi il numero di interi contenuti in 

 −∪=∪= == pa
jp
a
jI
a
I
a
k
jj
k
j
,
2
1211
11
 coincide con s , cioè
I
a
IaSs 11 ∩=∩=  .
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Un identico ragionamento può essere ripetuto per q , dove poniamo: 


 −=
2
1,...,1 qT ,


 −= kqqkJ i ,2
12  con ki ,...,1= ; i
k
i
JJ
1=∪= , e per il lemma di Gauss ( ) 21 sq
a −=



dove ora risulta
J
a
IaTs 12 ∩=∩=  . 
Posto ora che sia ahqp 4+=  e consideriamo la generica coppia di intervalli jj JI ,  risulta che:
hJhq
a
jhq
a
jhq
a
jhq
a
j
hq
a
jhq
a
jp
a
jpjI
j
j
24,2 2,2
2
12 
4,2
2
12 ,
2
12 
  
  
+∩=∩

 +++∩

 ++−
=∩

 ++−=∩

 −=∩


quindi )2(mod ∩≡∩ jj II  da cui infine )2(mod21 ss ≡ .
Nel caso invece che sia ahqp 4+−=  consideriamo di nuovo la generica coppia di intervalli:


∩−=∩

 −−−−∩

 −−
=∩

 −−−=∩

 −−−=∩

 −=∩
j
j
Jhhq
a
jhq
a
jhq
a
jhq
a
j
hq
a
jhq
a
jp
a
jp
a
jp
a
jp
a
jI
22,2
2
12 2,4 
,2
2
12,4 
2
12, ,
2
12 
  
   
quindi )2(mod ∩−≡∩ jj II  da cui infine )2(mod21 ss −≡ , da cui anche )2(mod21 ss ≡
dato che se la somma di due numeri è pari lo anche la loro differenza e viceversa. □ 
La seguente proposizione consente di definire in dettaglio dato un primo q , quali primi dispari
hanno q  come residuo quadratico.
Proposizione 5.4
Sia q  un primo dispari; q  è un residuo quadratico modulo il primo dispari qp ≠  se e solo se p  è
congruente modulo q4  a uno dei seguenti interi: 21± , 23± , 25± , …, ( )22−± q .
Dimostrazione
Se ( ) )4(mod12 2 qap +≡  allora in particolare )4(mod1≡p  applicando la legge della reciprocità
quadratica:
( ) ( ) ( ) ( ) 111121 2121212122121 =−=−


 +=−


=


 −−−−−− qpqpqp
q
a
q
p
p
q
Se ( ) )4(mod12 2 qap +−≡  allora )4(mod1−≡p  e di nuovo applicando la legge della reciprocità
quadratica:
( ) ( ) ( ) ( ) 1111121 21212
1
2
1
2
1
2
12
2
1
2
1 =−=


 −=−


 +−=−


=


 −+
−−
−−−− qp
qp
qpqp
qq
a
q
p
p
q
Viceversa, se 1=



p
q
, per il criterio di Eulero:
( ) ( ) )(mod11 2
1
2
1
2
1
q
q
pq
p







 −≡


 −
−−−
da cui segue avendo a che fare con numeri in valore assoluto uguali ad 1  che:
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( ) ( )







 −=


 −
−−−
q
pq
p 2
1
2
1
2
1 11
Applicando la legge della reciprocità quadratica
( ) ( )







 −=−=


 −−−
qq
p
p
qp 2
1
2
1
2
1 11  quindi ( ) 11 22
1
=


=






 − −
q
p
q
p
p
, cioè esiste qx <<0  tale che:
( ) )(mod1 212 qpx p−−≡
siccome ( ) )(mod22 qxqx −≡  e uno dei due numeri tra x  e xq −  è dispari si può assumere x
dispari, quindi )4(mod12 ≡x .
Se )4(mod1≡p  allora )(mod2 qpx ≡  da cui essendo p  dispari segue che )4(mod2 qpx ≡ .
Se )4(mod1−≡p  allora )(mod2 qpx −≡  da cui )4(mod2 qpx −≡ . □
Quindi ad esempio la regola che definisce i primi per cui 3  è un residuo quadratico è la seguente:


−≡
≡⇔=



)12(mod1
)12(mod1
13
p
p
p
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6. Il calcolo del simbolo di Legendre e il simbolo di Jacobi
Il simbolo di Legendre è completamente moltiplicativo, cioè 






=



p
b
p
a
p
ab  e conosciamo come
calcolare i valori di 


 −
p
1  e 



p
2 , infine la legge di reciprocità quadratica ci dice che 



p
q  è
strettamente legato a 



q
p , un fatto tutt’altro che ovvio. Quindi possediamo un metodo molto
efficace per il calcolo di 



p
a , con p  primo dispari. Infatti, se a  è un intero non nullo e non
divisibile per p :
Passo 1
Se pa <  passare al Passo 2. Se pa > , applicando l’algoritmo della divisione è sempre possibile
ricondurci al caso pa < , infatti si scrive 01 apaa +=  con pa << 00  e risulta



=


 +=



p
a
p
apa
p
a 001 .
Passo 2
Usando il teorema fondamentale dell’aritmetica scriviamo ( ) rfrfffk qqqa ...21 210 21−=  con { }1,0∈k ,
0≥if  e ogni primo dispari iq  è distinto da p .
Usando il fatto che il simbolo di Legendre è completamente moltiplicativo abbiamo che:
rf
r
ffk
p
q
p
q
ppp
a 














 −=



  ...21
20
1 (6.1)
Passo 3
Applicando la Proposizione 3.2(c) si calcola  


 −
p
1 .
Passo 4
Applicando la Proposizione 4.2 si calcola 



p
2 .
Passo 5
Per il calcolo 



p
q , con q  primo dispari, se pq >  si riparte dal Passo 1, se invece pq <  si applica
la reciprocità quadratica  e quindi si riparte dal Passo 1.
Lo svantaggio di questo metodo e che dobbiamo eseguire una fattorizzazione di un intero ad ogni
stadio intermedio necessario per il calcolo del simbolo di Legendre nel caso di q  primo dispari.
Per superare questa difficoltà generalizziamo il simbolo di Legendre in modo da considerare un
intero arbitrario invece di un primo dispari.
Definizione 6.1-Il Simbolo di Jacobi
Sia ∈a , e sia n  un intero dispari arbitrario con fattorizzazione sesee pppn ...21 21±=  allora
definiamo il simbolo di Jacobi come segue:
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se
s
ee
p
a
p
a
p
a
n
a











=

 ...
21
21
(6.2)
Che gode delle seguenti proprietà che estendono quelle del simbolo di Legendre:
Proposizione 6.2
(i) 0=


n
a  se e solo se 1),( >naMCD .
(ii) 


=


n
a
n
a
(iii) Se )(modnba ≡ , allora 

=


n
b
n
a .
(iv) 



=


n
b
n
a
n
ab
(v) 1
2
=



n
a  se 1),( =naMCD .
Dimostrazione
Derivano immediatamente dalla formula (6.2). □
Comunque la cosa più importante e che anche il simbolo di Jacobi obbedisce alla legge della
reciprocità quadratica.
Teorema 6.3
Siano m  ed n  due interi positivi e dispari, allora abbiamo che:
(i) ( ) 2111 −−=

 − n
n
(ii) ( ) 8 1212 −−=

 n
n
(iii) ( ) 

−=

 −−
m
n
n
m nm
2
1
2
1
1
Dimostrazione
La dimostrazione in tutti e tre i casi si basa sul fatto che le applicazioni di   in { }1,1−  definite
dalle formule ( ) 211 −− nn a  e ( ) 8 121 −− nn a  sono moltiplicative, e l‘applicazione di  ×  in { }1,1−
definita dalla formula ( ) ( ) 21211, −−− nmnm a  è bi-moltiplicativa. Siano sesee pppn ...21 21=  e
rf
r
ff qqqm ...21 21= .
(i) )4(mod1≡n  se e solo se ( ) )2(mod
2
1
2
)1(
1
−≡−∑
=
npe
s
j
j
j .
Infatti essendo n  dispari può essere il prodotto di numeri primi congrui ad )4(mod1  o congrui a
)4(mod3  e )4(mod1≡n  se e solo se è pari il numero di primi  congrui )4(mod3  con e
dispari. Quindi:
( ) ( ) ( ) ( )212 1
21
111...111 1
21 −− −=∑−=


 −



 −



 −=

 −
=
npe
e
r
ee s
j
j
j
r
pppn
(ii) )8(mod1±≡n  se e solo se ( ) )2(mod
8
1
8
)1( 2
1
2 −≡−∑
=
npe
s
j
j
j .
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Infatti essendo n  dispari può solo essere il prodotto di numeri primi congrui ad )8(mod1±  o ad
)8(mod3± , e )8(mod1±≡n  se e solo se è pari il numero di primi congrui a )8(mod3±  con e
dispari. Quindi:
( ) ( ) ( )( )8 18 1
21
2
1
221
112...222
−− −=∑−=










=


=
npe
e
r
ee r
j
j
j
r
pppn
.
(iii) In tal caso abbiamo che:
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )∑ ∑−

=∑ ∑−






=
=−


=


=


=


= == =
−−−−
=
−−
= == ==
∏
∏∏∏∏∏
s
j
r
j
i
i
j
j
s
j
r
j
i
i
j
j
i
ij
ij
ijij
q
f
p
e
q
f
p
e
r
i
f
i
qp
fe
s
j
r
i
fe
i
j
s
j
r
i
fe
j
i
r
j j
m
n
q
n
q
p
p
q
p
m
n
m
1 11 1 2
1
2
1
2
1
2
1
1
2
1
2
1
1 11 11
11
1
Siccome risulta per quanto detto in (i):
( ) ( ) )2(mod
2
1
2
1
1
−≡∑ −
=
mqf
r
j
i
j  abbiamo che 
( ) ( ) kmqfr
j
j
j 22
1
2
1
1
+−=∑ −
=
 con ∈k , e
( ) ( ) )2(mod
2
1
2
1
1
−≡−∑
=
npe
s
i
j
j  abbiamo che 
( ) ( )∑
=
+−=−
s
j
j
j h
npe
1
2
2
1
2
1
 con ∈h , quindi:
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) 

 +−+−+−−=
=

 +−

 +−=−

 +−=−− ∑∑ ∑
== =
hkmhnknm
hnkm
p
ekm
q
f
p
e
s
j
j
j
s
j
r
i
i
i
j
j
2
1
2
12
2
1
2
1
2
2
12
2
1
2
1
2
2
1
2
1
2
1
11 1
cioè: ( ) ( ) ( ) ( ) )2(mod
2
1
2
1
2
1
2
1
1 1
−−≡−−∑ ∑
= =
mnqf
p
e
s
j
r
i
i
i
j
j □
Esempio 6.4-Dirichlet fonte [ANT] Sec.9 Exercise 7
Valutiamo 


1847
365  usando solo le proprietà del simbolo di Legendre, e usando il simbolo di
Jacobi. Si noti che 1847  è primo.
( ) ( )
( )
( ) ( ) ( )
1
7
4
11
74
7
111
7
11
11
7
11
6117
11
7311
11
73
73
2
73
11
73
22
73
221
73
22
5
2
73
732522
5
53682
73
1847
5
18471
73
18471
5
1847
1847
73
1847
5
1847
365
35666365
3
923369232
=

=

 +=
=

=−

−=

−=

 ⋅+−=

−=−−

−=




−=

−=

−=



=

 ⋅+

 ⋅+=




=−

−

=



=


⋅⋅
⋅⋅
Applichiamo ora il simbolo di Jacobi:
( ) ( )
( ) 11
11
2
11
11*332
11
365)1(
365
111
365
11
365
2
365
22
365
365522
365
18471
1847
365
155182
16653923182
=−−=

−=

 +−=

−−=


−=



=

=

 ⋅+=

−=


⋅
⋅
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7. Residui quadratici modulo un numero intero.
Si può ora affrontare per n  intero positivo la risoluzione della congruenza:
)(mod2 naX ≡  (7.1)
estendendo in modo naturale il concetto di residuo quadratico di un numero intero qualsiasi.
Definizione 7.1.
Sia n  un intero positivo ed a  un intero coprimo con n . Diciamo che a  è un residuo quadratico
di n  quando la )(mod2 naX ≡  ha almeno una soluzione, altrimenti a  è un residuo non
quadratico.
Per gli sviluppi successivi conviene studiare le condizioni generali affinché sia risolvibile la
congruenza:
)(mod0)( nXf ≡ (7.2)
dove )(Xf  è un polinomio non nullo a coefficienti interi, il caso che a noi interessa corrisponderà
a aXXf −= 2)( .
Proposizione 7.2
Sia ses
ee pppn ...21 21=  con ip  primo, 1≥ie  ed 1≥s . Le soluzioni della congruenza
)(mod0)( nXf ≡  coincidono con le soluzioni del sistema di congruenze:

 ≤≤
≡
si
pXf iei
1
)(mod0)( (7.3)
Dimostrazione
Se x ′  è una soluzione di )(mod0)( nXf ≡ , dato che np iei |  segue che x ′  è soluzione di
)(mod0)( ieipXf ≡  ( )sii ≤≤∀ 1 .
Viceversa se x ′′  è una soluzione di )(mod0)( ieipXf ≡  ( )sii ≤≤∀ 1 , e poiché ( )xfp iei ′′|
( )sii ≤≤∀ 1  dato che 1),( =ij eiej ppMCD  per ij ≠ , segue che ( )xfn ′′|  e quindi x ′′  è una
soluzione di )(mod0)( nXf ≡ . □
Proposizione 7.3
Sia ses
ee pppn ...21 21=  con ip  primo, 1≥ie  ed 1≥s , se ( )sii ≤≤∀ 1  )(mod0)( ieipXf ≡  ammette
ijx  iNj ≤≤1  soluzioni, allora la congruenza )(mod0)( nXf ≡  ammette esattamente ∏
=
=
s
i
iNN
1
soluzioni non congrue modulo n , ciascuna definita come segue:
∑
=
=
s
i
iiijk nnxx ik
1
, iik Nj ≤≤1 , Nk ≤≤1 , dove:
ie
i
i p
nn = , e in  è un inverso moltiplicativo modulo ieip  di in , cioè )(mod1 ieii pnn ≡ .
Dimostrazione
Se consideriamo una uplas −  di soluzioni ( )
skkk sjjj xxx ,...,, 21 21 , rispettivamente delle congruenze
)(mod0)( 11
epXf ≡ , )(mod0)( 2epXf ≡ ,…, )(mod0)( sepXf ≡  allora applicando il teorema
cinese dei resti  (vedi ad esempio [INT] §8.1) sappiamo che per il sistema:
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


≡
≡
≡
)(mod
....
)(mod
)(mod
1
22
11
2
2
1
1
s
s
e
sj
e
j
e
j
pxX
pxX
pxX
esiste una sola classe di soluzioni tra loro congrue modulo n , è un suo rappresentante è
∑
=
=
s
i
iiijk nnxx ik
1
 con 
ie
i
i p
nn = , e in  uno degli inversi moltiplicativi modulo ieip  di in , cioè
)(mod1 ieiii pnn ≡ .
Siccome ( )sii ≤≤∀ 1 , )(mod 1 iik eijk pxx ≡  quindi )(mod0)()( iik eiijk pxfxf ≡≡ , segue che kx  è
una soluzione del sistema (7.3) e per la Proposizione 7.2 è anche una soluzione della congruenza
(7.2). Percorrendo in senso inverso il nostro ragionamento da una soluzione kx  di (7.2), si giunge
ad una uplas −  di soluzioni ( )
skkk sjjj xxx ,...,, 21 21  di (7.3). Per completare la dimostrazione basta
notare infine che due soluzioni kx ′  e kx ′′  congrue modulo n , danno luogo a due uples −  le cui
componenti sono congrue modulo ieip  ( )si ≤≤1 , e viceversa. □
Ritorniamo ora ad occuparci del caso relativo alla congruenza (7.2) e consideriamo separatamente
i due casi, 2=p  e p  dispari.
Proposizione 7.3
Sia p  un primo dispari ed a  un intero tale che 1),( =paMCD , allora la congruenza
)(mod2 epaX ≡  con 1≥e  è risolubile se e solo se 1=



p
a  e ammette esattamente due soluzioni
non congruenti modulo ep .
Dimostrazione
Se la congruenza è risolubile allora lo è anche )(mod2 paX ≡  e quindi 1=



p
a .
Viceversa sia 1=



p
a , procediamo per induzione su e . La congruenza è risolubile per ipotesi con
1=e  e ha esattamente due soluzioni non congruenti modulo p . Assumiamo che la congruenza
sia risolubile per 1≥e  e abbia esattamente due soluzioni 1x  e 2x  non congruenti modulo ep , e
consideriamo la congruenza )(mod 12 +≡ epaX . Sia )(mod21 epax ≡  allora esiste ∈1l  tale che
eplax 1
2
1 +=  inoltre 1)2,( 1 =xpMCD  quindi la congruenza )(mod2 11 plYx −≡  ammette un’unica
soluzione 1y .
Allora abbiamo che epyxx 111 +=′  è una soluzione, infatti:
)(mod)()(2 11121111
22
111
2
1
2
1
++− ≡++−++=++=′ eeeeeee pappypphlplapypyxxx .
Analogamente ripetendo il ragionamento per 2x , abbiamo 
epyxx 222 +=′  è una seconda soluzione
e siccome se per assurdo fosse  )(| 12
1 xxpe ′−′+  allora in particolare )(| 12 xxpe ′−′  e quindi
)(| 12 xxp
e −  da cui l’assurdo. Quindi 1x ′  e 2x ′  sono non congruenti modulo 1+ep . Sia ora x ′  una
soluzione di )(mod 12 +≡ epaX , allora )(mod ei pxx ′≡′  con 1=i  oppure 2=i , sia quindi
e
i hpxx +=′ , allora abbiamo che:
)(mod 122 +′≡≡′ ei pxax
)(mod22 1222222 +++≡++ eeieiiieeii ppypyxxphhpxx
)(mod 1+≡ eeie ppyhp
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)(mod pyh i≡  da cui segue infine che )(mod 1+′≡′ ei pxx . □
Proposizione 7.4
La congruenza )2(mod2 aX ≡  è sempre risolubile per a  dispari e ha esattamente una sola
classe di soluzioni congruenti modulo 2, e cioè la classe dei numeri dispari.
Dimostrazione
Lasciata come esercizio al lettore.
Proposizione 7.5
La congruenza )4(mod2 aX ≡  con 1)4,( =aMCD  è risolubile se e solo se )4(mod1≡a  e ha
esattamente due soluzioni non congruenti modulo 4 .
Dimostrazione
Sia ∈1x  una soluzione di )4(mod2 aX ≡ , dato che a  è dispari allora anche 1x  è dispari e
dato che il quadrato di ogni intero e congruente a )4(mod1 , si ha che )4(mod12 ≡≡ ax .
Viceversa, se )4(mod1≡a  allora 1 e 3 sono le soluzioni della congruenza. □
Proposizione 7.6
Consideriamo la congruenza )2(mod2 eaX ≡  con 3≥e  e 1)8,( =aMCD , valgono le seguenti.
(i) La congruenza è risolubile se e solo se )8(mod1≡a .
(ii) Se la congruenza è risolubile ha esattamente quattro soluzioni non congruenti modulo e2 ,
indicata con x  una di esse le altre sono x− , 12 −+ ex , 12 −+− ex .
Dimostrazione
Parte (i)
Abbiamo che ( ) )8(mod11)1(414412 22 ≡++=++=+ kkkkk , cioè il quadrato di ogni intero
dispari e congruente ad )8(mod1 . Quindi dato che se )2(mod2 eaX ≡  ammette soluzioni allora
anche )8(mod2 aX ≡  ammette soluzioni, segue che )8(mod1≡a .
Viceversa sia )8(mod1≡a  procediamo per induzione su e . Se 3=e  la congruenza è risolubile
ed ha le soluzioni )8(mod7,5,3,1 . Supponiamo ora che per 3≥e  la congruenza sia risolubile con
quattro soluzioni ix  con 4,3,2,1=i  non congruenti modulo 8 , e dimostriamo che lo stesso vale
per 1+e . Fissiamo i , se ix  è una soluzione di )2(mod2 eaX ≡ , allora esiste ∈il  tale che
e
ii lax 2
2 += , inoltre a  e ix  sono entrambi dispari per cui la congruenza lineare
)2(modii lYx −≡  ammette un'unica soluzione iy  modulo 2. Poniamo 12 −+=′ eiii yxx  allora
risulta che )2(mod 12 +≡′ ei ax :
)2(mod2222222 1)1(221)1(22122 +−+−− ≡++−+=++=′ eeieeieieieiiii ayullayyxxx .
Parte (ii)
Potremmo ripetere lo stesso ragionamento fatto nella parte (i) per ogni 41 ≤≤ i , però in generale
non si ottengono quattro soluzioni non congruenti modulo 12 +e , infatti abbiamo:
12)( −−+−=′−′ eijijij yyxxxx  e risulta
( )ije xx ′−′+ |2 1   se e solo se )2(mod0 1−≡− eij xx  e 


 −+−− ije ij yy
xx
12
|4 .
Questo ad esempio succede segliendo opportunamente ij yy −  per 3=e , considerando 7=jx  e
3=ix . Mentre, semplicemente svolgendo i calcoli, si verifica che se )2(mod2 eax ≡ , allora sono
soluzioni non congruenti modulo e2 : x , x− , 12 −+ ex , 12 −+− ex .
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Quindi in particolare scelto i  con 41 ≤≤ i  procedendo come definito nella parte (i), sono soluzioni
non congruenti modulo 12 +e della )2(mod 12 +≡ eaX  le seguenti: ix ′ , eix 2+′ , ix ′− , eix 2+′− .
Procediamo di nuovo per induzione, per 3=e  i residui quadratici sono esattamente 4  per cui il
risultato è immediato. Supponiamo ora (ii) vera per e  e dimostriamola per 1+e .
Sia x ′  tale che )2(mod 12 +≡′ eax  è sempre possibile ricondursi al caso 121 +<′≤ ex , in
particolare )2(mod2 eax ≡′  quindi per qualche 41 ≤≤ i  risulta )2(mod eixx ≡′ , e di nuovo non
è restrittivo supporre che eix 21 <≤ , segue che si hanno due possibilità:
• ixx =′  , e quindi )2(mod 12 +≡ ei ax , quindi ii xx =′  e )2(mod 1+′≡′ eixx .
Quindi )2(mod 1+′−≡′− eixx , )2(mod22 1++′±≡+′± eeie xx
• eixx 2+=′ , allora:
¾ se ii xx =′  ne segue che eixx 2+′=′
¾ se invece 12 −+=′ eii xx  allora essendo )2(mod 122 +′≡≡′ eixax  segue che si ha l’assurdo
)2(mod0≡ix .
Quindi )2(mod2222 11 ++ +′−≡−+′−=−′−≡′− eeieeiei xxxx  e
)2(mod22 11 ++ ′±≡+′±≡+′± eieie xxx . □
Siamo a questo punto pronti ad enunciare il teorema generale relativo alla condizioni generali
affinché la congruenza )(mod2 naX ≡  sia risolvibile.
Teorema 7.7
Sia ∈= appn sesee ,...2 10 1  con spp ,...,1  numeri primi dispari distinti e 1),( =naMCD , allora la
congruenza )(mod2 naX ≡ :
(i) è risolubile se e solo se:
• 1...
1
=


==



sp
a
p
a
• 



≥≡
=≡
=≡
3 se)8(mod1
2 se)4(mod1
1 se)2(mod1
0
0
0
ea
ea
ea
(ii) Se la congruenza è risolubile il numero delle sue soluzioni incongruenti modulo n  è dato
da:



≥
=
≤
+
+
3se2
2se2
1se2
0
2
0
1
0
e
e
e
s
s
s
Dimostrazione
Diretta conseguenza delle Proposizioni da 7.2 a 7.6. □
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Legendre, come Gauss stesso cita nell’articolo 151 di [DA], era giunto ad un teorema che è
equivalente al “Theorema Fundamentale”
Proposizione 7.8-Formulazione di Legendre della reciprocità quadratica
Se p  e q  sono due numeri primi dispari, allora:
i. Se )4(mod1≡p  o )4(mod1≡q , allora )(mod2
1
qp
q
ε≡
−
, )(mod2
1
pq
p
ε≡
−
, con
{ }1,1+−∈ε .
ii. Se )4(mod3≡p  e )4(mod3≡q , allora )(mod2
1
qp
q
ε≡
−
, )(mod2
1
pq
p
ε−≡
−
, con
{ }1,1+−∈ε .
Dimostrazione di Legendre
Sempre citando [DA] articolo 151 a proposito della dimostrazione di Legendre della legge della
reciprocità quadratica“…egli presupponeva molte cose senza dimostrazione (…), alcune delle quali
non sono state dimostrate da nessuno fino ad adesso, e alcune delle quali a nostro giudizio non
sono dimostrabili senza l’aiuto del teorema fondamentale,….,e quindi la nostra dimostrazione deve
essere considerata come la prima….”
Vediamo con maggiore dettaglio le “cose” presupposte.  Legendre ha dimostrato la seguente
proposizione:
“Condizione necessaria e sufficiente affinché l’equazione diofantea 222 hZgYfX =+  con ∈hgf ,, ,
coprimi a coppie e privi di divisori quadratici, sia risolvibile e che siano risolvibili le tre congruenze
quadratiche:
)(mod2 hfgT −≡ , )(mod2 fhgT ≡ , )(mod2 gsfT ≡ ”
La verifica del fatto che la condizione è necessaria e relativamente semplice, infatti ad esempio per
ogni primo hp| :
1
2
0
22
0
2
0
22
0 =


=


 −=


 −=


 −
p
yg
p
ghzyg
p
fgx
p
fg
che per il teorema 7.7 equivale a che sia risolvibile )(mod2 hfgT −≡ , analogamente si giunge alle
altre due congruenze, per la dimostrazione di sufficienza si veda [DE] capitolo 7 teorema 3, oppure
[DA] articolo 294.
Con l’utilizzo della proposizione sopra citata e facendo alcune assunzioni arbitrarie, anche se
come vedremo intuitive, Legendre è riuscito a dimostrare la legge della reciprocità quadratica
considerando separatamente i seguenti cinque casi:
Caso I) Se p  e q  sono primi dispari distinti della forma 34 +n , allora non si può avere 1=



q
p  e
1=



p
q .
Infatti assumendo pf = , qg =  e 1=h  abbiamo che in base alla proposizione sopra enunciata
222 ZqYpX =+ ammette soluzioni non banali. Una generica soluzione ),,( 000 zyx  è sempre
riconducibile ad una soluzione costituita da coppie di numeri coprimi a coppie, in cui al più uno
dei tre numeri può essere pari, quindi )4(mod220
2
0
2
0 ≡−+ zqypx  da cui l’assurdo.
Caso II) se p  è un numero primo della forma 14 +n , e q  è un numero primo della forma 34 +n
allora non possiamo avere 1−=



q
p  e 1=



p
q
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Infatti altrimenti si avrebbe 1=


 −
q
p  e quindi l’equazione 222 qZpYX =+  ammetterebbe
soluzioni non banali, ma essendo )4(mod220
2
0
2
0 ≡−+ qzpyx  questo è impossibile.
Caso III) Se p  e q  sono primi dispari distinti della forma 14 +n , allora non si può avere 1=



q
p  e
1−=



p
q .
Se assumiamo l’esistenza di un altro numero primo r  della forma 34 +n  tale che 1=



q
r  e
1−=


r
p , allora mediante (II) abbiamo che 1=


r
q , 1−=



p
r . Se ora per assurdo assumiamo
1=



q
p  e 1−=



p
q , allora abbiamo che 1=



p
qr , 1=



q
pr , 1−=


r
pq  da cui essendo 
r  della forma 34 +n  segue che 1=

 −
r
pq . Quindi 222 rZqYpX =+  è risolvibile e questo è
assurdo dato che )4(mod220
2
0
2
0 ≡−+ rzqyxp .
Caso IV) se p  è un numero primo della forma 14 +n , e q  è un numero primo della forma 34 +n
allora non possiamo avere 1=



q
p  e 1−=



p
q .
Assumiamo l’esistenza di un numero primo ausiliario r  della forma 14 +n , tale che
1−=


=



q
r
p
r . Allora abbiamo tramite (II) che 1−=


r
q  e tramite (III) che 1−=


r
p , quindi
1=


r
pq . Se per assurdo fosse 1=



q
p  e 1−=



p
q , allora si avrebbe 1−=



q
pr , 1=


 −
q
pr  e
1=



p
qr , quindi l’equazione 222 qZrYpX =+  sarebbe risolvibile in contraddizione con il fatto che
)4(mod220
2
0
2
0 ≡−+ qzryxp .
Caso V) Se p  e q  sono primi dispari distinti della forma 34 +n , allora non si può avere 1−=



q
p  e
1−=



p
q .
Sia per assurdo 1−=



q
p  e 1−=



p
q , assumiamo l’esistenza di un numero primo ausiliario r
della forma 14 +n , tale che 1−=


=



q
r
p
r . Allora abbiamo che 1=


=



q
pr
p
qr , inoltre tramite (II)
1−=

=


r
q
r
p  e quindi 1=

 −=


r
pq
r
pq , pertanto l’equazione 222 rZqYpX =+  è risolvibile in
contraddizione con )4(mod220
2
0
2
0 ≡−+ rzqyxp .
L’assumere nei casi III-IV-V l’esistenza di numeri ausiliari che soddisfano particolari condizioni
relativamente a p  e q  rende la dimostrazione per questa via incompleta. □
R. Volpe – Note sulla Teoria dei Residui Quadratici Versione MM01-6 Giugno 2004
Pagina 26 di 51
Osservazione 7.9
Siamo ora in grado di approfondire quanto detto nel paragrafo 5, si consideri s  primo dispari e il
primo q , tale che 1=


s
q , allora almeno una delle due equazioni diofantee 
222 sZYqX =− (7.3)
222 sZqYX =− (7.4)
ammette soluzioni. Infatti per entrambe è verificata )(mod2 sqT ≡ , mentre deve risultare
1=


 −
q
s  affinché la (7.3) sia risolvibile, e 1=



q
s  affinché la (7.4) sia risolvibile.
Se 


 −=



q
s
q
s , allora )4(mod1≡q  e allora tenuto conto che 1=


s
q  per la reciprocità
quadratica 1=


 −=



q
s
q
s , pertanto almeno una tra le (7.3) e le (7.4) è risolvibile.
Osservazione 7.10
Può succedere che a  non è un residuo quadratico modulo n , però 1=


n
a . Ad esempio
1
3
2
9
2 2 =

=

  ma 2 non è un quadrato modulo 9 .
Viceversa se a  è un residuo quadratico modulo n , allora 1=


n
a  come si deduce
immediatamente dalla definizione del simbolo di Jacobi e dal Teorema 7.7.
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8. La congruenza quadratica n)(0cbXaX 2 mod≡++
Siamo ora in grado di analizzare:
)(mod02 ncbXaX ≡++ (8.1)
Ovviamente nel caso )(mod0 na ≡  si ricade nel caso delle congruenze lineari non oggetto di
questa nota (vedi [INT]). Moltiplicando per a4  ambo i membri della (8.1) otteniamo la congruenza:
)4(mod0444 22 anacabXXa ≡++ (8.2)
La (8.2) è equivalente alla (8.1) cioè ogni numero che soddisfa una delle due soddisfa anche l’altra.
Infatti per ogni ∈x  ( )acabxxaan 444|4 22 ++  equivale ( )cbxaxn ++2| .
La congruenza (8.2) può essere riscritta come:
)4(mod)4()2( 22 anacbbaX −≡+ (8.3)
ovvero ci siamo ricondotti alla risoluzione della congruenza
)4(mod422 anacbT −≡ (8.4)
considerando di questa una soluzioni t  dobbiamo risolvere la congruenza:
)4(mod2 antbaX ≡+ (8.5)
questa a sua volta è risolubile (vedi [INT] Teorema 57) se e solo se ( )bta −|2  infatti
aanaMCD 2)4,2( = , quindi se )2(mod abt ≡ .
Teorema 8.1
Condizione necessaria affinché la congruenza (8.1) sia risolubile e che il discriminante
acb 42 −=∆  sia un residuo quadratico modulo an4 . Ad una soluzione t  della congruenza
)4(mod2 acT ∆≡  corrisponde una soluzione della congruenza (8.1) se e solo se )2(mod abt ≡ .
Dimostrazione
Segue dai ragionamenti svolti preliminarmente all’enunciazione di questo teorema. □
Nel caso particolare di 1),2( =naMCD  è possibile ottenere un risultato più generale, espresso dal
seguente teorema.
Teorema 8.2
(i) Se 1),2( =naMCD  allora condizione necessaria e sufficiente affinché la congruenza (8.1) sia
risolubile e che il discriminante acb 42 −=∆  sia un residuo quadratico di modulo n . 
(ii) Le soluzioni della (8.1) non congruenti modulo n sono in numero uguale alle soluzioni
della congruenza 
)(mod2 nT ∆≡ . (8.6)
(iii) Il legame tra una soluzione della (8.1) ed una soluzione della (8.6) è dato da:
)(
2
1 btanx −+= (8.8)
dove a  è un inverso moltiplicativo modulo n  di a .
Dimostrazione
Che la condizione è necessaria segue dal teorema 8.1 dato che se )4(mod2 acT ∆≡  è risolubile
allora anche )(mod2 nT ∆≡  è risolubile.
Viceversa se )(mod2 nT ∆≡  è risolubile allora sia t  una sua soluzione, consideriamo la
congruenza lineare:
)(mod2 ntbaX ≡+  siccome 1),2( =naMCD  questa ammette una ed una sola soluzione x  modulo
n , dato che:
)(mod0)4()2()(4 222 nacbbaxcbxaxa ≡−−+=++ , cioè )(4| 2 cbxaxan ++  e inoltre
1),2( =naMCD , segue che )(| 2 cbxaxn ++  cioè )(mod02 ncbxax ≡++ .
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Da 1),2( =naMCD  segue che 1),( =naMCD  e 1),2( =nMCD (cioè n  è dispari), quindi a  ha un
inverso moltiplicativo modulo n  cioè un numero a  tale che )(mod1 naa ≡ . Analogamente 2
ammette un inverso moltiplicativo infatti esso è 
2
1+n .
Pertanto se esiste x  tale che: )(mod2 ntbax ≡+  allora ( ) )(mod
2
12
2
1 nbtanaxanx −+=+≡ .
Infine se abbiamo due soluzioni t ′  e t ′′  di (8.6),allora:
( ) )(mod
2
1 nttanxx ′−′′+≡′−′′  siccome knana +=+ 1
2
12  e 1),2( =naMCD  segue che ( )ttn ′−′′|
da cui )(modntt ′≡′′ . □
Esempio 8.3
Come esempio risolviamo con in metodi del presente paragrafo e del paragrafo precedente, la
seguente congruenza:
)15(mod0173 2 ≡−+ XX
chiaramente in questo caso per tentativi sugli interi da 1 a 14 si arriverebbe più rapidamente alla
soluzione, ma lo scopo di questo esempio è quello di dare una visione generale di quanto esposto.
Dobbiamo risolvere la congruenza quadratica:
)532(mod61 222 ⋅⋅≡T
risulta che:
)4(mod161 ≡
1
3
3201
3
61 =

 ⋅+=


1
3
5121
5
61 =

 ⋅+=


A questo punto risolviamo le tre congruenze per 4 , 9  e 5 .
)4(mod612 ≡T
111 =t , 312 =t .
)9(mod612 ≡T  equivalente a )9(mod72 ≡T
risolviamo prima )3(mod72 ≡T  per cui abbiamo come soluzioni 121 =′t , 222 =′t , quindi 
327221 ⋅−=′t  risolviamo al congruenza )3(mod22 ≡Y  con unica soluzione 121 =y .
31722 ⋅−=′t  risolviamo al congruenza )3(mod14 ≡Y  con unica soluzione 121 =y .
Segue che le soluzioni sono 431121 =⋅+=t , 531222 =⋅+=t
)5(mod612 ≡T  equivalente a )5(mod12 ≡T  per cui le soluzioni sono 131 =t , 432 =t
Usando le notazioni della proposizione xx abbiamo la tabella:
ie
ip 1it 2it in in
4 1 3 45 1
9 4 5 20 5
5 1 4 36 1
Segue si hanno le soluzioni:
)180(mod1211361520414511 ≡⋅⋅+⋅⋅+⋅⋅=t ( )7121|6 −
)180(mod411361520514512 ≡⋅⋅+⋅⋅+⋅⋅=t ( )741|6 −/
)180(mod1491364520514513 ≡⋅⋅+⋅⋅+⋅⋅=t ( )7149|6 −/
)180(mod491364520414514 ≡⋅⋅+⋅⋅+⋅⋅=t ( )749|6 −
)180(mod311361520414535 ≡⋅⋅+⋅⋅+⋅⋅=t ( )731|6 −
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)180(mod1311361520514536 ≡⋅⋅+⋅⋅+⋅⋅=t ( )7131|6 −/
)180(mod591364520514537 ≡⋅⋅+⋅⋅+⋅⋅=t ( )759|6 −/
)180(mod1391364520414538 ≡⋅⋅+⋅⋅+⋅⋅=t ( )7139|6 −
Si tratta ora di risolvere quattro congruenze lineari:
)180(mod1146 ≡X  ovvero )30(mod19≡X  da cui )15(mod4≡x
)180(mod426 ≡X  ovvero )30(mod7≡X  e anche )15(mod7≡x
)180(mod246 ≡X  ovvero )30(mod4≡X e anche )15(mod4≡x
)180(mod1326 ≡X  ovvero )30(mod22≡X  da cui )15(mod7≡x
Si hanno quindi due soluzioni 4  e 7 .
Esempio 8.4
)1353(mod0173 2 ⋅⋅≡−+ XX
è una semplice variazione dell’esempio precedente ma in questo caso la verifica a mano è meno
economica. Utilizzando i calcoli già svolti nell’esempio precedente abbiamo che:
1
13
9
13
61 =

=


risolviamo )13(mod612 ≡T  che ha come soluzioni 3  e 10 , abbiamo quindi che ogni soluzione
della congruenza )532(mod61 222 ⋅⋅≡T  a due soluzioni di )13532(mod61 222 ⋅⋅⋅≡T .
ie
ip 1it 2it in in
4 1 3 45*13 1*1
9 4 5 20*13 5*7
5 1 4 36*13 1*2
13 3 10 180 6
Quindi:
)2340(mod1381618032113361751320411134511 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′t  e ( )71381|6 −
)2340(mod19216180102113361751320411134511 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′′t  e ( )71921|6 −
)2340(mod1121618032113361751320511134512 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′t  e ( )71121|6 −/
)2340(mod16616180102113361751320511134512 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′′t  e ( )71661|6 −/
)2340(mod1589618032113364751320511134513 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′t  e ( )71589|6 −/
)2340(mod21296180102113364751320511134513 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′′t  e ( )72129|6 −/
)2340(mod1849618032113364751320411134514 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′t e ( )71849|6 −
)2340(mod496180102113364751320411134514 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′′t  e ( )749|6 −
)2340(mod211618032113361751320411134535 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′t  e ( )7211|6 −
)2340(mod7516180102113361751320411134535 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′′t  e ( )7751|6 −
)2340(mod2291618032113361751320511134536 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′t  e ( )72291|6 −/
)2340(mod4916180102113361751320511134536 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′′t  e ( )7491|6 −/
)2340(mod419618032113364751320511134537 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′t  e ( )7419|6 −/
)2340(mod9596180102113364751320511134537 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′′t  e ( )7959|6 −/
)2340(mod67961803211336475132041113453'8 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=t  e ( )7679|6 −
)2340(mod12196180102113364751320411134538 ≡⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅+⋅⋅⋅⋅=′′t  e ( )71219|6 −
Abbiamo infine le quattro soluzioni distinte:
71 =x , 342 =x , 1123 =x , 1244 =x .
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Esempio 8.5
)19135(mod0173 2 ⋅⋅≡−+ XX
è di nuovo una piccola variazione dell’equazione precedente dove ora 1),2( =naMCD . Dato che:
1
19
4
19
61 =

=

  quindi )19(mod612 ≡T  ha le soluzioni 2 e 17 , quindi abbiamo la tabella
riassuntiva:
ie
ip 1it 2it in in
5 1 4 247 3
13 3 10 95 10
19 2 17 65 12
La congruenza )19135(mod612 ⋅⋅≡T  ha quindi le otto soluzioni:
)19135(mod2111265210953324711 ⋅⋅≡⋅⋅+⋅⋅+⋅⋅=t
)19135(mod68612652109510324712 ⋅⋅≡⋅⋅+⋅⋅+⋅⋅=t
)19135(mod36126517109510324713 ⋅⋅≡⋅⋅+⋅⋅+⋅⋅=t
)19135(mod79612651710953324714 ⋅⋅≡⋅⋅+⋅⋅+⋅⋅=t
)19135(mod11991265210953324745 ⋅⋅≡⋅⋅+⋅⋅+⋅⋅=t
)19135(mod43912652109510324746 ⋅⋅≡⋅⋅+⋅⋅+⋅⋅=t
)19135(mod1024126517109510324747 ⋅⋅≡⋅⋅+⋅⋅+⋅⋅=t
)19135(mod54912651710953324748 ⋅⋅≡⋅⋅+⋅⋅+⋅⋅=t
L’inverso moltiplicativo di 3  modulo 1235  è 412, quindi abbiamo le seguenti otto soluzioni:
)1235(mod34)7211(6184121 ≡−⋅⋅=x
)1235(mod319)7686(6184122 ≡−⋅⋅=x
)1235(mod1034)736(6184123 ≡−⋅⋅=x
)1235(mod749)7796(6184124 ≡−⋅⋅=x
)1235(mod1022)71199(6184125 ≡−⋅⋅=x
)1235(mod72)7439(6184126 ≡−⋅⋅=x
)1235(mod787)71024(6184127 ≡−⋅⋅=x
)1235(mod502)7549(6184128 ≡−⋅⋅=x
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9. Interi somma di due quadrati
Ci occupiamo per ∈n  con 0>n , della soluzione dell’equazione diofantea:
nYX =+ 22 (9.1)
Un primo risultato sull’argomento è dovuto a Fermat con la seguente proposizione:
Proposizione 9.1
Un numero primo p  è la somma di sue quadrati se e solo se 2=p  oppure )4(mod1≡p .
Dimostrazione
Se 22 bap +=  allora a  e b  non possono essere entrambi pari altrimenti p|4 . Se a  e b  sono
entrambi dispari, allora )4(mod11+≡p , quindi p|2  da cui 2=p . Se ad esempio a  è dispari e
b  è pari, allora )4(mod101 =+≡p .
Viceversa, 222 112 += , sia invece )4(mod1≡p  allora 1−  è un residuo quadratico modulo p
(Proposizione 3.28(c)), quindi esiste x , 11 −≤≤ px , tale che mpx =+12 , con 11 −≤≤ pm .
Quindi l’insieme ( ){ }  ,11: 22 yxmpyxpmm +=∈∃∧−≤≤∈   non è vuoto. Sia 0m  il minimo
intero in questo insieme, allora 11 0 −≤≤ pm . Dimostriamo che 10 =m  e come conseguenza p  è
la somma di due quadrati. Assumiamo per assurdo che 01 m< . Allora posto pmyx 022 =+
osserviamo scriviamo usando l’algoritmo della divisione:


+=
+=
10
10
ydmy
xcmx
con 2/,2/ 0110 myxm <<− e c e d  interi, inoltre 00 11 ≠∨≠ yx , infatti ymxm || 00 /∨/
altrimenti pm =0  che è assurdo. Abbiamo quindi che:
2
0
2
0
2
0
2
0
2
1
2
1 2/4/4/0 mmmmyx <=+<+<  e )(mod0 0222121 myxyx ≡+≡+  cioè
mmyx ′=+ 02121  con 2/1 0mm <′≤ .
Segue che:
( )( ) ( )( ) ( ) ( )2112112121220020 yxxyyyxxyxyxmmpmpmm −++=++=′=′
Abbiamo anche:
( ) ( ) ( ) ( ) tmdycxpmdycxmyxdmyycmxxyyxx 000220011 )( =−−=+−+=−+−=+ ( ) ( ) umycxdmcmxydmyxyxxy 000011 )( =−−=−−−=−
cioè esistono interi t  e u  tali che 22 utpm +=′ , con 00 2/1 mmm <<′≤ . Questa è una
contraddizione e conclude la dimostrazione. □
Osservazione 9.2
Nella dimostrazione del risultato precendente è fondamentale oltre alla Proposizione 3.2, anche la
seguente identità già nota ad Eulero:( )( ) ( ) ( ) ( ) ( )22222222 bcadbdacbcadbdacdcba ++−=−++=++ (9.2)
Al di là della verifica che si fa immediatamente svolgendo i calcoli, è interessante notare se si esce
dall’insieme dei numeri interi per entrare in quello dei numeri complessi, la (9.2) è conseguenza
del fatto se un numero complesso è prodotto di altri due allora il suo modulo è il prodotto dei
relativi moduli, infatti:( )( ) ( )( )( )( )
( )( ) ( )( ) ( ) ( ) ( ) ( )
( )( ) ( )( ) ( ) ( ) ( ) ( ) .22222
22222
22222
bcadbdacbcadibdacidcibaidciba
bcadbdacbcadibdacidcibaidciba
idcidcibaibadcba
++−=++−=+−⋅−+
−++=−++=++⋅++
=−+−+=++
In realtà è proprio l’identità (9.2) che ha suggerito le regole di moltiplicazione alla base della
costruzione dei numeri complessi.
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Definizione 9.3-Rappresentazione Primitiva
Sia ∈n  con 0>n , si dice che n  ammette una rappresentazione primitiva come somma di due
quadrati se esistono due interi a  e b  tali che 22 ban +=  e 1),( =baMCD .
Proposizione 9.4
Se p  è un numero primo scrivibile come somma di due quadrati, allora la rappresentazione è
primitiva ed è essenzialmente unica a parte il segno è l’ordine degli addendi.
Dimostrazione
Siano a  e b  interi tali che 22 bap += , allora posto ),( baMCDd =  abbiamo che pd |2  da cui
1=d .
Se 222 bap +==  allora 2<a  e 2<b  altrimenti 222 >+ ba e 0>ab  altrimenti pba <+ 22
Quindi 1=a  e 1=b  che corrisponde alle quattro coppie: ( ) ( ) ( ) ( )1,1,1,1,1,1,1,1 −−−− .
Se 2>p  allora per la Proposizione 9.1 ammette una rappresentazione come somma di due
quadrati se e solo se )4(mod1≡p . Se 2222 dcbap +=+=  dato che 2≠p  possiamo escludere
la possibilità che ba =  oppure che dc = , quindi senza perdere di generalità possiamo
assumere a , b , c , d  interi positivi. 
Allora risulta che:( )( ) ( ) ( ) ( ) ( )222222222 bcadbdacbcadbdacdcbap −++=++−=++=( ) ( ) ( ) ( )( ) )(mod022222222 pcbadcbadbdcdbabdp ≡+−=+−+=−  quindi:
( ) )(mod0 pcbad ≡−  oppure ( ) )(mod0 pcbad ≡+
essendo pdcba << ,,,0  si ha che 0=− cbad  oppure pcbad =+ .
Se pcbad =+  allora essendo ( )( ) ( ) ( ) ( ) 222222222 pbdacbcadbdacdcbap +−=++−=++=
segue che bdac =  e dato che 1),( =baMCD  si ha che da|  e quindi ahd = da cui hbc =  ma
essendo hdcMCD == ),(1  segue che da =  e bc = .
Se 0=− cbad  allora ca =  e bd = . □
Corollario 9.5
L’equazione diofantea pYX =+ 22  con p  primo dispari:
 i. non ammette soluzioni per )4(mod3≡p  
 ii. ammette otto soluzioni distinte nel caso )4(mod1≡p , sia 22 bap +=  una qualsiasi
rappresentazione di p  come somma di due quadrati le otto soluzioni sono le seguenti:( )ba , , ( )ba −, , ( )ba −− , , ( )ba ,− , ( )ab , , ( )ab −, , ( )ab −− , , ( )ab ,− .
Dimostrazione
Immediata conseguenza delle Proposizioni 9.4 e 9.1. □
Il caso più generale è quello relativo alla esistenza di una rappresentazione primitiva di un intero
positivo come somma di due quadrati. Prima di analizzarlo in dettaglio conviene riassumere i
risultati ottenuti nel caso di interi primi nel seguente teorema, questo ci consentirà di cogliere le
analogie con il caso generale per cui enunceremo e dimostreremo un teorema perfettamente
analogo.
R. Volpe – Note sulla Teoria dei Residui Quadratici Versione MM01-6 Giugno 2004
Pagina 33 di 51
Teorema 9.6
Sia p  un numero primo sono condizioni equivalenti le seguenti:
 i. p  ammette una rappresentazione primitiva come somma di due quadrati.
 ii. p  o 2/p  è un intero dispari congruente ad 1  modulo 4 .
 iii. La congruenza )(mod12 pX −≡  è risolubile e ogni famiglia di soluzioni congruenti modulo
p  determina una sola coppia di interi ( )yx,  tali che:
1. )(mod pykx ≡  con k  rappresentante qualsiasi della famiglia di soluzioni.
2. 22 yxp += , 0>x , y >0, 1),( =yxMCD
Dimostrazione
i.⇔ ii.
Vedi dimostrazione della Proposizione 9.1
i.⇒ iii.
Il caso 2=p  è immediato.
Sia quindi )4(mod1≡p  dalla Proposizione 3.2(c) segue la risolubilità della congruenza
)(mod12 pX −≡ , la quale come sappiamo ammette esattamente due soluzioni non congruenti
modulo p . Sia ora 22 yxp +=  una rappresentazione primitiva con 0>x  e 0>y  allora
1),(),( == pyMCDpxMCD  quindi siano, rispettivamente, x  e y  due inversi moltiplicativi modulo
p . Abbiamo le due soluzioni non congruenti yxk =1 , yxk =2  di )(mod12 pX −≡ , inoltre
)(mod1 pyxk ≡  e )(mod2 pxyk ≡ .
iii.⇒ i.
Di immediata verifica dato che nella formulazione di iii. è contenuto anche i.. □
Prima di generalizzare il teorema precendente dimostriamo il seguente Lemma.
Lemma 9.7
Consideriamo gli interi 1, ≥nk  con 1),( =nkMCD , allora la congruenza lineare in due
indeterminate:
)(modnYkX ≡ (9.3)
ammette sempre una soluzione ( )00 ,yx  con nx << 00  e ny << 00 .
Dimostrazione
Poniamo   1+= nN  e consideriamo l’insieme:
{ }10,10: −≤≤−≤≤−= NyNxykxS  abbiamo che 2 NS ≤ , infatti posto ykxyxf −=),( ,
abbiamo che { }( )21,...,2,1 −= NfS  e { } 221,...,2,1 NN =− .
Se 2 NS < , allora devono esistere ( ) ( )2211 ,, yxyx ≠  tali che 2211 ykxykx −=−  poniamo quindi
120 xxx −=  e 120 yyy −=  da cui 00 ykx =  e quindi in particolare anche )(mod00 nykx = .
Se 2 NS = , allora dato che nN >2  ed esistono solo n  classi di congruenza modulo n , due
numeri 11 ykx − , 22 ykx −  generati da ( ) ( )2211 ,, yxyx ≠  debbono appartenere alla stessa classe di
congruenza modulo n , cioè )(mod2211 nykxykx −≡−  quindi definendo 0x  e 0y  come nel caso
precedente si ha il risultato. □
Siamo ora in grado di dimostrare la seguente generalizzazione del Teorema 9.6
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Teorema 9.8
Sia n  un numero naturale sono condizioni equivalenti le seguenti:
 i. n  ammette una rappresentazione primitiva come somma di due quadrati.
 ii. n  o 2/n  è un intero dispari ed è divisibile solo per numeri primi della forma )4(mod1≡p .
 iii. La congruenza )(mod12 nX −≡  è risolubile e ogni famiglia di soluzioni congruenti modulo
n  determina una ed una sola coppia di interi ( )yx,  tale che:
1. )(modnykx ≡  con k  rappresentante qualsiasi della famiglia di soluzioni.
2. 22 yxn += , 0>x , y >0, 1),( =yxMCD
Dimostrazione
i.⇒ ii.
Se n  ammette una rappresentazione primitiva come somma di due quadrati allora esiste una
coppia di numeri naturali ( )yx,  tale che 22 yxn +=  e 1),( =yxMCD . Sia quindi p  un numero
primo tale che np| , allora ypxp || /∧/  altrimenti ),(| yxMCDp . Quindi esiste k  tale che
)(modnykx ≡ . Allora ( ) )(mod1 2222 pkxyx +≡+  quindi ( )21| kp +  cioè 2=p  oppure
)4(mod1≡p .
Se n  è pari allora si può avere 2=p , x  e y  sono dispari e quindi )8(mod2≡n  da cui
)4(mod12/ ≡n  quindi 2/n  è dispari. Se 2≠p , allora )4(mod1≡p  e ( )2/| np .
Se n  è dispari allora può solo essere )4(mod1≡p .
ii.⇒ iii.
Applicazione del Teorema 7.7 segue che )(mod12 nX −≡  è risolubile. Sia ora )(mod12 nk −≡
con nk ≤≤1  si considerino ( )00 ,yx  come nel Lemma 9.7 poniamo 0xx =  e 0yy = .
• 22 yxn +=
)(mod00 nkxy ≡  implica che )(mod20220 nxky ≡  quindi( ) ( ) )(mod02020220202222 nyxkyxkyxk ≡−≡+=+  
siccome 1),( =nkMCD  segue che )(mod022 nyx ≡+  ed essendo nyx 20 22 <+<  segue che
nyx =+ 22 .
• 0,0 >> yx
Se 00 ,yx  hanno segni concordi allora )(modnykx ≡ . Se invece 00 ,yx  hanno segni discordi ( ad
esempio 00 <x  e 00 >y ) allora poiché )(mod12 nk −≡ , abbiamo che )(mod00 nxky ≡−  (
infatti )(mod00 nykx ≡  da cui )(mod0020 nkyxkx −≡−≡ ) quindi posto yx =′  e xy =′
abbiamo che )(modnyxk ′≡′ .
• 1),( =yxMCD
siano ∈gf ,  tali che fnk +−= 12  e gnkxy += , allora:
( ) ( ) ( ) ( )[ ] =+++=+++=++=+= gnkxgkgfxxnngkxgnkxgnkxxyxn 22222222 21
( )[ ]gykgfxxn ++  da cui ( ) 1=++ gykgfxx  e per il teorema di Bezout 1),( =yxMCD .
• Biezione tra rappresentazioni primitive e soluzioni incongruenti di )(mod12 nX −≡
Se ( )11,yx  e ( )22,yx  sono due coppie di interi, per k  fissato, per cui valgono iii.1 e iii.2 allora
abbiamo applicando la (9.2) che:
( ) ( )21221221212 yxyxyyxxn −++=  segue che nyyxx ≤+< 21210
( )( ) ( ) )(mod01 21221212121 nxxkkxkxxxyyxx ≡+≡+≡+  da cui ( )2121| yyxxn +  e quindi
2121 yyxxn +=  e 1221 yxyx =  da cui essendo 1),(),( 2211 == yxMCDyxMCD  segue che 21 xx =  e
21 yy = .
iii.⇒ i.
Di immediata verifica dato che nella formulazione di iii. è contenuto anche i.. □
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Corollario 9.9
Sia n  un numero naturale tale 22 yxn += con yx,  naturali, allora se p  è un numero primo tale
che np|  e )4(mod3≡p  allora ),(| yxMCDp .
Dimostrazione
Immediata conseguenza del Teorema 9.8, infatti altrimenti si contraddirebbe che i. implica ii. per
il numero intero dotato di rappresentazione primitiva ( )),(/ yxMCDn . □
Teorema 9.10
Un numero naturale n  è la somma di due quadrati se e solo se ogni fattore primo p  di n , tale
che )4(mod3≡p  ha una potenza pari nella decomposizione di n  in fattori primi.
Dimostrazione
Sia rer
e ppn ...11=  e assumiamo che je  è pari quando )4(mod3≡p . Allora 210nnn =  dove
10 ≥n , 11 ≥n  e 0n è il prodotto di primi distinti di cui al più uno è uguale a 2 e gli altri sono
congruenti ad 1  modulo 4 . Applicando ripetutamente  la formula (9.2) ad 0n  otteniamo la
scrittura di 0n  e quindi n  come somma di due quadrati. Viceversa sia 
22 yxn += , la verifica è
banale se 0=x  oppure 0=y , supponiamo 0≠xy , e sia ),( yxMCDd =  allora nd |2 . Poniamo
ndn ′= 2 , xdx ′= , ydy ′= , quindi 1),( =′′ yxMCD  e 22 yxn ′+′=′ . Applicando il Teorema 9.8 in
particolare il fatto che i. implica iii. si ha il risultato. □
Al termine del prossimo paragrafo analizzeremo il numero di rappresentazioni distinte di un intero
come somma di due quadrati.
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10. Anello degli interi di Gauss ( )i
L’insieme di numeri complessi ( ) { } ∈+= baibai ,|  considerato congiuntamente con le ordinarie
operazioni di somma e moltiplicazione su   ha la struttura algebrica di anello (rif. [MA] o [A]).
)(i  possiede proprietà che assomigliano a quelle dell’insieme  , in particolare esso possiede
sotto opportune definizioni una proprietà di fattorizzazione unica analoga a quella di  .
Quello che vedremo in questo paragrafo nel caso particolare  di )(i  è generalizzato dalla teoria
degli anelli euclidei, la quale assumendo che l’anello sia dotato di opportune proprietà, tali
appunto da renderlo un “Anello Euclideo”, generalizza l’algoritmo di Euclide, la fattorizzazioni
unica e molte altre proprietà di  . Noi ci limiteremo allo studio )(i  cercando di vedere sotto una
differente luce i risultati del paragrafo precedente, il lettore interessato può divertirsi a tentare di
generalizzare i concetti che vedremo in questo paragrafo o più semplicemente leggere una delle
trattazioni fatte nei testi [AM], [A].
Di seguito per brevità chiameremo gli elementi di )(i  interi, anziché interi Gaussiani.
Definizione 10.1
Un intero (Gaussiano) ξ  è divisibile dall’intero 0≠η , oppure η  divide ξ , o infine η  è un divisore
di ξ  abbreviato con ξη| , se esiste un intero ζ  tale che: ηζξ = .
Derivano immediatamente dalla definizione le seguenti proprietà:
γαγββα ||| ⇒∧
( )221121 ||| βγβγαβαβα +⇒∧
Un qualsiasi intero ξ  possiede i seguenti divisori banali: ξξξξ iiii −−−− ,,,,,,1,,1 , questo suggerisce la
generalizzazione del concetto di unità.
Definizione 10.2
Un intero ε  è detto una unità se ξε |  per ogni intero ξ .
Proposizione 10.3
Un intero ε  è una unità se e solo se è un divisore di 1 .
Dimostrazione 
Se ε  è una unità in particolare 1|ε , viceversa se 1|ε  dato che ξ|1 , comunque sia ξ , segue che
ξε | , comunque sia ξ , cioè ε  è una unità. □
Definizione 10.4
Gli interi ξ , η  sono associati se ηξ |  e ξη| .
Proposizione 10.5
Due interi sono associati se e solo se differiscono l’uno dall’altro per un fattore moltiplicativo che è
una unità di )(i .
Dimostrazione
Siccome risulta αηξ =  e βξη =  si ha che 1=αβ  da cui α e β  sono unità. □
Corollario 10.6
Gli elementi )(i  sono dotati di inverso moltiplicativo se e solo se sono unità.
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Dimostrazione
Infatti se esiste 1−α  allora 11 =−αα  cioè 1|α  e quindi α  è una unità. Per l’implicazione inversa
basta usare la Proposizione 10.3. □
Definizione 10.7
La norma di un intero iba +=ξ  è definita come: ( ) 22 baN +=ξ
Detto iba −=ξ  il complesso coniugato, allora ( ) 2ξξξξ ==N , inoltre applicando la (9.2) si ha che
posto idc +=η :
( ) ( )ηξξη NNN =)(
Proposizione 10.8
Un intero ε  è una unità se e solo se ha norma 1 .
Dimostrazione
Se ε  è una unità, allora 1|ε , quindi esiste un intero η  tale che εη=1 , quindi ( ) ( )ηε NN=1  da cui
( ) 1=εN . Viceversa se ( ) ( )( )ibaibabaibaNN −+=+=+== 22)(1 ε  segue che 1|ε  e applicando la
Proposizione 10.3 segue il risultato. □
Proposizione 10.9
Le unita di )(i  sono 1 , 1− , i , i− .
Dimostrazione
Le uniche soluzioni di 122 =+ ba , sono 1±=a , 0=b  e 0=a , 1±=b . □
Osservazione 10.10
Gli associati dell’intero ξ  sono quindi: ξ , ξi , ξ− , ξ− .
Definizione 10.11-Primi di (i)
Un primo è un intero π di )(i  che non una unità ed è diverso da 0, divisibile solo per i suoi
associati e per le unità. 
Proposizione 10.12
Sia ξ  un intero con ( ) pN =ξ  primo di  , allora ξ  è un primo di )(i .
Dimostrazione 
Infatti se ξη|  e ( ) 1≠ηN , allora αηξ =  e ( ) ( ) ( ) ( ) pNNNN === ηααηξ , quindi ( ) pN |η  cioè
( ) pN =η , da cui segue che ( ) 1=αN  cioè η  è un associato di ξ . □
Osservazione 10.13
Ritroviamo sotto una differente veste i concetti del paragrafo precedente dove abbiamo visto che
( ) ( )2)4(mod122 =∨≡⇒+= ppbap , inoltre le diverse rappresentazioni come somme di due
quadrati del numero primo p  di   corrispondono ai diversi interi associati a iba +=π  al
numero primo di )(i , cioè π , πi , π− , πi− .
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Proposizione 10.14
Ogni primo q  di   della forma )4(mod3≡q  è anche un primo di )(i .
Dimostrazione
Sia ξ  tale che q|ξ  e ( ) 1≠ξN , allora αξ=q  e quindi ( ) ( ) ( ) 2qNNqN == ξα  da cui ( ) 2|qN ξ , dato
che non può essere ( ) qN =ξ , dato che )4(mod3≡q , si ha che ( ) 2qN =ξ  cioè ( ) 1=αN  e ξ
associato di q .
Osservazione 10.15
Dalle precedenti due Proposizioni segue che non tutti i primi di   sono primi di )(i . Questo fatto
è essenzialmente equivalente alla Proposizione 9.1.
Teorema 10.16
I primi di )(i  sono:
 i. ∈q  primo tale che )4(mod3≡q .
 ii. )(i∈ξ  tali che ( ) pN =ξ  con p  primo di   e 2)4(mod1 =∨≡ pp .
Dimostrazione
Sia )(i∈π  un primo senza perdere di generalità possiamo assumere considerando
eventualmente un suo associato al posto di π , che iba +=π  con 0>a . Consideriamo quindi
( ) ( ) ∈+=+= 22 baibaNN π  allora definiamo ),( baMCDq = , qaa /=′  e qbb /=′  allora risulta
che ( )( )biaiq ′+′+= 0π  e per il Teorema 9.8 si hanno le seguenti due possibilità:
• 0=′b  da cui segue che 1=′a  perché 1),( =′′ baMCD , e q=π  di conseguenza ∈q  primo e
)4(mod3≡q  per non contraddire la primalità di π .
• 0≠′b  allora essendo π  primo si ha 1=q , e si presentano due sottocasi (Teorema 9.8):
o Se ( )πN|2  segue per la primalità di π  che ( ) 2=πN .
o Se invece ( )πN|2 /  allora ( )πN  è il prodotto di primi di   del tipo )4(mod1 , e data la
primalità di π  segue che ( ) pN =π  con )4(mod1≡p .
□
Stabilito quali sono i primi di )(i  procediamo alla dimostrazione di una serie di Teoremi
propedeutici alla dimostrazione del Teorema fondamentale dell’aritmetica per gli interi Gaussiani.
Teorema 10.17
Ogni intero diverso da 0  e che non sia una unità è divisibile per un numero primo.
Dimostrazione
Se γ  è un intero non primo, allora:
11βαγ = , ( ) 11 >αN , ( ) 11 >βN , ( ) ( ) ( )11 βαγ NNN = , e quindi ( ) ( )γα NN << 11 .
Se 1α  non è un primo, allora:
221 βαα = , ( ) 12 >αN , ( ) 12 >βN , ( ) ( ) ( )22 βαγ NNN = , e quindi ( ) ( )121 αα NN << .
Questo processo può essere continuato fino a che rα  non è un primo. Siccome ( )γN , ( )1αN ,( )2αN , … è una successione decrescente di interi positivi, si deve prima o poi raggiungere un
primo rα ,e ammesso che sia il primo numero primo ad apparire nella sequenza. Allora:
rrαββββαββαβγ ...... 22122111 ====  e quindi γα |r . □
Teorema 10.18
Ogni intero diverso da 0  e che non sia una unità è il prodotto di primi.
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Dimostrazione
Se γ  diverso da 0  e non è una unità allora per il Teorema 10.17 è divisibile per un primo 1π .
Quindi 11γπγ = , ( ) ( )γγ NN <1 . Se 1γ  non è una unità allora 221 γπγ = , ( ) ( )12 γγ NN < . Continuando
questo processo otteniamo una successione decrescente di interi positivi ( )γN , ( )1γN , ( )2γN ,....
Quindi ( ) 1=rN γ  per r opportuno, e rγ è una unità posto quindi rrr γππ =′ , si ha che rπ  e rπ ′  sono
associati e possiamo scrivere rπππγ ′= ...21 . □
Teorema 10.19-Algorimo della divisione in ( )i
Dati due interi α , β , dei quali 0≠β  esiste un intero κ  tale che:
1ρκβα += , ( ) ( )βρ NN <1 .
Dimostrazione
Siccome 0≠β , abbiamo SiR +=βα /  dove R  ed S  sono numeri razionali. Possiamo trovare sue
interi tali che 2/1≤− xR , 2/1≤− yS . Ad esempio basta prendere  Rx =  se   2/1+≤ RR  e
 1+= Rx  se   2/1+> RR  ed analogamente per y  scambiando R  con S . Abbiamo quindi che:
( ) ( ) ( ) ( ) ( ) 2/1/ 22 ≤−+−=−+−=+− ySxRySixRiyxβα
Se quindi prendiamo iyx +=κ , κβαρ −=1 , allora abbiamo 2/1 βκβαρ ≤−=  da cui
quadrando ( ) ( ) ( ) 2/1 βκβαρ NNN ≤−= . □
Definizione 10.20-Massimo comun divisore in ( )i
Se ζ  è un divisore comune di α  e β , ed ogni divisore comune di α  e β  è un divisore di ζ , allora
chiamiamo ζ  un massimo comun divisore di α  e β .
A differenza di  , in )(i  il massimo comun divisore non è unico in quanto ogni associato ad un
massimo comun divisore è un massimo comun divisore, quindi quando scriviamo ),( βαζ MCD=
intendiamo che ζ  è un MCD  di α  e β . Quando il MCD  di α  e β  esiste è unico a meno di
associati, infatti due MCD  distinti debbono dividersi l’un l’altro e quindi sono associati.
Teorema 10.21-Algoritmo di Euclide in ( )i
Siamo α  e β  due interi con ( ) ( )βα NN >  allora esiste ),( βαMCD .
Dimostrazione
Chiaramente abbiamo ( ) 0>αN  e se 0=β  allora αζ = . Supponiamo quindi ( ) ( ) 0>≥ βα NN .
Dividendo α  per β  otteniamo: 11 ρβκα +=  con ( ) ( )βρ NN <≤ 10 . Se 01 ≠ρ  allora possiamo
ripetere il processo ottenendo 212 ρρκβ +=  dove ( ) ( )120 ρρ NN <≤ . Se 02 ≠ρ , 3231 ρρκρ += ,
dove ( ) ( )230 ρρ NN <≤  e così via. La successione di interi non negativi ( )βN , ( )1ρN , ( )2ρN ,...è
decrescente e quindi per n  opportuno avremo 01 =+nρ . Gli ultimi due passi del processo sono:
nnnn ρρκρ += −− 12  dove 10 −<< nn ρρ , nnn ρκρ 11 +− = . Verifichiamo che risulta quindi che
),( βαρ MCDn = . Procedento a ritroso βραρρρρρ ||...|| 21 nnnnnn ∧⇒⇒⇒ −−  cioè nρ  è un
divisore comune. Se nρζρζρζβζαζ |...|||| 21 ⇒⇒⇒⇒∧ . Segue per la definizione di
massimo comun divisore che ),( βαρ MCDn = . Se ζ  è un massimo comun divisore allora risulta in
particolare che nρζ |  e quindi ζ  è associato a nρ . □
Teorema 10.22
Se ( ) 1, =βαMCD  e βγα| , allora γα| .
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Dimostrazione
Pensando di applicare l’algoritmo di Euclide giungiamo a ( )βαρ ,MCDn =  moltiplicando ambo i
membri dell’insieme di equazioni che costituiscono l’algoritmo per γ , abbiamo che
( )βγαγγρ ,MCDn =  per ipotesi βγα|  e inoltre αγα|  segue che nγρα| . Dato che nρ  è associato ad
1 si ha infine che γα| . □
Teorema 10.23
Se π  è un primo e αβπ | , allora απ |  o βπ | .
Dimostrazione
Sia ),( απµ MCD=  allora se µ  è associato ad 1 , abbiamo che per il Teorema 10.22 βπ | , se invece
µ  è associato ad π  segue che απ | . □
Teorema 10.24-Teorema fondamentale per gli interi Gaussiani.
La scomposizione di un intero diverso da 0  o da una unità come prodotto di primi è unica, a
meno dell’ordine dei primi, la presenza di unità e ambiguità tra primi associati.
Dimostrazione
Assumiamo per assurdo che il teorema sia falso e sia γ  un intero per cui il teorema è falso con
)(γN  è minimo, nel senso che ogni intero α  con ( ) ( )γα NN <  il teorema è vero, chiaramente dato
che γ  non è una unità abbiamo ( ) 1>γN . Allora esistono almeno due fattorizzazioni
211 ...... ππππγ ′′== r , allora sπππ ′′...| 11 , quindi per il Teorema 10.23 deve dividere un jπ ′  senza
perdere di generalità possiamo assumere che sia 1π ′ . Segue che 1π  e 1π ′  primi sono associati,( ) ( )γπγ NN <1/  e 1/πγ  ammette due fattorizzazioni da cui l’assurdo. □
Siamo ora in grado di affrontare il calcolo del numero di rappresentazioni di un intero come
somma di due quadrati.
Definizione 10.25-La funzione ( )nr
Definiamo ( )nr  come il numero di rappresentazioni di n  nella forma 22 BAn +=  dove A  e B
sono interi. Consideriamo distinte due rappresentazioni anche se loro differiscono banalmente,
cioè relativamente al segno e all’ordine di A  e B .
Quindi:
22 000 += , ( ) 10 =r .
( ) ( )2222 10011 ±+=+±= , ( ) 41 =r .
( ) 8=pr , se p  è un primo tale che )4(mod1≡p .
( ) 0=qr , se q  è un primo tale che )4(mod3≡q .
Dimostriamo ora il seguente teorema generale.
Teorema 10.26
( ) ( ) ( )( )ndndnr 314 −=
dove:( )nd1  è il numero di divisori di n congruenti ad 1  modulo 4 .( )nd3  è il numero di divisori di n  congruenti a 3  modulo 4.
Dimostrazione
Possiamo scrivere n  come segue:
( )( )[ ] ( )( )[ ]∏ ∏∏
= ===
−+−+==
S
s
S
s
f
R
r
e
rrrr
gf
R
r
eg srsr qibaibaiiqpn
1 111
112 C (10.1)
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dove:
• Per Rr ,...,1=  )4(mod1≡rp  è un primo di  , ra  e rb  sono interi positivi distinti tali che
rr ba > , 22 rrr bap += , e questa rappresentazione di rp  è unica. Inoltre rr iba + , rr iba −
sono primi di )(i .
• Per Ss ,...,1= , )4(mod3≡sq  è un primo di   ed un primo di )(i .
• i+1 , i−1  sono primi di )(i .
Quindi se pensiamo ( )in ∈  per il Teorema 10.24 la scrittura in forma complessa della (10.1) è
unica a meno di unità e primi tra loro associati. 
Se ora 22 BAn +=  è una generica rappresentazione come somma di due quadrati abbiamo che
( )( )iBAiBAn −+=  considerando di nuovo ( )in ∈  deve risultare che iBA +  possiede una frazione
dei fattori primi complessi di n , quindi possiamo assumere la forma generale.
( ) ( ) ( ) ( ) ∏∏
=
′
=
′′′′′′ −+−+=+
S
s
f
R
r
e
rr
e
rr
gg srr qibaibaiiiBA
11
11ε (10.2)
con ε  un unità di )(i  costituita come il prodotto di tutte le potenze di unità, che sono a loro volta
unità e renderebbero ambigua la rappresentazione come somma di due quadrati di 2  e rp  con
Rr ,...,1= . Prendendo il complesso coniugato abbiamo quindi che:
( ) ( ) ( ) ( ) ∏∏
=
′
=
′′′′′′ +−+−=−
S
s
f
R
r
e
rr
e
rr
gg srr qibaibaiiiBA
11
11ε
imponendo l’uguaglianza del prodotto ad n  deve risultare ggg =′′+′ , rrr eee =′′+′ , ss ff =′2 .
Ritroviamo di nuovo che sf|2  per Ss ,...,1= , quindi assumiamo queste condizioni per cui
( ) 0≠nr . Essendo i
i
i −=+
−
1
1  e i
i
i =−
+
1
1  segue che:
( ) ( ) ( ) ∏∏
==
′′′ −+−′=+
S
s
f
R
r
e
rr
e
rr
g srr qibaibaiiBA
1
2/
1
1ε (10.3)
( ) ( ) ( ) ∏∏
==
′′′ +−+′=−
S
s
f
R
r
e
rr
e
rr
g srr qibaibaiiBA
1
2/
1
1ε (10.4)
con gi ′=′ εε  unità.
Pertanto le possibili rappresentazioni di n  come somma di due quadrati corrispondono alle
possibili scelte indipendenti della unità ε ′  e delle coppie ( )rr ee ′′′ ,  tali che rrr eee =′′+′  con
Rr ,...,1= . Quindi abbiamo che:
( ) ( )∏
=
+⋅=
R
r
renr
1
14 (10.5)
Per contare i divisori dispari di n  basta notare che questi sono gli addendi del prodotto:
( ) ( )∏ ∏
= =
++++++
R
r
S
s
f
ss
e
rr
sr qqpp
1 1
...1...1
un divisore è della forma 14 +m  se contiene un numero pari di fattori q , mentre un divisore è
della forma 14 −m  se contiene un numero dispari di fattori q . Sostituendo 1  per rp  e 1−  per sq
nel prodotto abbiamo che si ottiene la quantità ( ) ( )ndnd 31 − , quindi:
( ) ( ) ( ) ( ) ( )( ) ( ) ( )∏∏∏ ∏
=== =
−++=−++−++++=−
S
s
fR
r
r
R
r
S
s
fe
s
sr endnd
111 1
31 2
1111...111...11
dato che il secondo fattore è nullo proprio quando uno qualsiasi degli sf  non è pari segue dalla
(10.5) la formula generale:( ) ( ) ( )( )ndndnr 314 −= □
Corollario 10.27
Se ∏∏
==
=
S
s
f
R
r
eg sr qpn
11
2 , allora ( ) ( ) ( )∏∏
==
−++=
S
s
fR
r
r
s
enr
11 2
1114 .
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Dimostrazione
Vedi Teorema 10.26. □
Corollario 10.28
La generica rappresentazione primitiva di 22
1
2 BApn
R
r
eg r +== ∏
=
è data da:
( ) ( ) ( )∏
=
′′′ −+−′=+
R
r
e
rr
e
rr
g rrrr ibaibaiiBA
1
1 λλε  con ( ) { }21,0, ∈′′′ rr λλ  e 1=′′+′ rr λλ  per Rr ≤≤1  e 0=g  se
n  è dispari e 1=g  se n  è pari. Il numero di rappresentazioni primitive è R2 .
Dimostrazione
Per il Teorema 9.8 { }1,0∈g  a seconda che n  sia pari o dispari. Si consideri la formula (10.3) e
riscriviamo il generico fattore come segue:
( ) ( ) ( ) ( ) ( )( ) ( ) ( )


′′>′+=++
′′≤′−=−+=−+ ′′′′−′′′′′−′
′−′′′′−′′′′′′
rr
e
r
ee
rr
e
rr
ee
rr
rr
ee
rr
e
r
ee
rr
e
rre
rr
e
rr
eepibabaiba
eeibapibabaibaiba
rrrrrr
rrrrrr
rr
22
22
Segue che ),(|),min( BAMCDp rr ee ′′′  quindi 1),( =BAMCD  implica che rrr eee =′′∧=′ 0  oppure
rrrr eeee =′′∧=′ , da cui rrr ee λ′=′  e rrr ee λ ′′=′′  con 1=′′+′ rr λλ . Segue immediatamente che le
possibili scelte delle R  coppie ( ) { }21,0, ∈′′′ rr λλ  nell’insieme con il vincolo 1=′′+′ rr λλ  è R2 . □
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11. L’equazione Diofantea 222 cZYX =+  in 
Per 0>c  intero assegnato ci occupiamo di determinare tutte le terne di interi ( )zyx ,,  soluzioni
della equazione diofantea:
222 cZYX =+ (11.1)
Possiamo limitarci alla ricerca di soluzioni primitive per cui:
1),,( =zyxMCD (11.2)
Siamo interessati alle soluzioni non banali cioè diverse dalla terna ( )0,0,0 . Quindi in generale si
dira la (1.1) risolvibile se ammette soluzioni differenti da quella banale.
Conviene iniziare il nostro studio ricordando il caso particolare della terne pitagoriche,
corrispondenti al caso 1=c . La letteratura on-line e non sull'argomento è veramente abbondante,
infatti un semplice "query" su un qualsiasi motore di ricerca da luogo a migliaia di risultati.
Quindi limitiamoci ad enunciare il teorema generale per le formule delle terne pitagoriche
primitive, la dimostrazione sarà un caso particolare del risultato più generale che otterremo per la
(11.1).
Teorema 11.1
Se m  e n  sono interi tali che 0>> nm , 1),( =nmMCD , m , n  di differente parità, allora le terne
( )rts ,, , date da:



+=
−=
=
22
22
2
nmr
nmt
mns
(11.3)
è una soluzione primitiva della (11.2) per 1=c . Questo stabilisce una corrispondenza biunivoca
tra l’insieme di coppie ( )nm,  che soddisfano le condizioni sopra definite e l’insieme delle soluzioni
primitive della (11.1) con 1=c  e x  pari.
Dimostrazione
Risulta un caso particolare della dimostrazione che daremo per i Teorema  11.6, 12.1 e 13.1
. □
Quindi la generica terna soluzione della (11.1) è una generalizzazione delle terne pitagoriche, che
in analogia potremmo chiamare terna "quasi" pitagorica. Tuttavia un termine analogo potrebbe
essere applicato alle soluzioni delle equazione più generale 222 cZbYaX =+ con a , b , c  interi
positivi di cui la (11.1) è a sua volta un caso particolare. Nella discussione della Proposizione 7.8
sono state definite le condizioni necessarie e sufficienti per l’esistenza di una soluzione che
corrisponde ad un triangolo di lati multipli interi dei numeri, in generale irrazionali,
corrispondenti alla radici quadrate dei coefficienti dell’equazione: ax , by , cz .
Relativamente all’uso del nome di terne quasi pitagoriche si trova nella letteratura reperibile on-
line che vengono così chiamate anche le terne corrispondenti ai triangoli di lati interi x , y , z  con
l'angolo opposto al lato z  di °120 . Per il teorema di Carnot risulta soddisfatta l’equazione
diofantea 222 YXYXZ ++= .
Quindi senza formalizzarsi troppo sul nome da dare alle soluzioni della (11.1), anticipiamo che
uno dei risultati principale di questo paragrafo consisterà proprio nel verificare che ogni soluzione
può essere generata da una terna pitagorica tramite l'applicazione di una opportuna
trasformazione di coordinate, e che questo risultato risulta immediato da verificare in )(i
utilizzando la fattorizzazione unica.
Teorema 11.2
La (11.1) è risolubile se e solo se c  è scrivibile come somma di due quadrati.
Dimostrazione
La condizione è sufficiente in quanto se esistono due interi u  e v  tali che 22 vuc +=  allora la
terna ( )1 ,,vu  è soluzione della 11.1. Verifichiamo che tale condizione è necessaria, se c  non è
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rappresentabile come somma di due quadrati, allora per il Teorema 9.10 c  ammette fattori primi
del tipo )4(mod3  con esponente dispari, quindi se per la (11.1) ammettesse una soluzione
( )zyx ,,  non banale, ma dato che tutti gli esponenti dei fattori primi di 2z  sono pari ne 
risulterebbe che 2cz  è rappresentabile come somma di due quadrati e possiete fattori primi
del tipo 3 (mod 4) con esponente dispari da cui l’assurdo. □
Osservazione 11.3
Un sotto insieme particolare della soluzioni primitive è definito dalla condizione più restrittiva:
1),(3 == yxMCDd (11.4)
Per il Teorema 9.8 se la (11.1) ammette soluzioni che soddisfano la (11.4) allora 2cz , e quindi c ,
ha come divisori primi 2 o primi del tipo )4(mod1 .
In generale per un intero positivo c  assegnato una generica soluzione primitiva ( )zyx ,,  della
(11.1) può essere ricondotta ad risoluzione della (11.1) che rispetta la (11.4) definita dal
parametro:
2
3/dcc =′ (11.5)
sia ( )zyx ′′′ ,,  con 1),( =′′ yxMCD è una soluzione della
222 ZcYX ′=+ (11.6)
allora posto ( ) ),(/,, 333 zdMCDzydxd ′′′′  è una soluzione della (11.1). Viceversa se ( )zyx ,,  è una
soluzione primitiva della (11.1) allora ( )zdydx ,/,/ 33  allora 1)/,/( 33 =dydxMCD  inoltre
1),,(),( 3 == zyxMCDzdMCD . Quindi abbiamo dimostrato la seguente proposizione:
Proposizione 11.4
L’insieme delle soluzione primitive della (11.1) è costituito dall’unione dell’insieme delle soluzioni
che soddisfano la (11.4) e degli insiemi analoghi ottenuti per ciascun divisore quadratico 3d  di c ,
sostituendo nella (11.1) il parametro c  con il parametro definito dalla (11.5) e con la clausola
aggiuntiva 1),( 3 =zdMCD .
Dimostrazione
Vedi Osservazione 11.3. □
Corollario 11.5
Se c  non possiede divisori quadratici, la (11.1) se risolubile ammette solo soluzioni che
soddisfano la (11.4).
Dimostrazione
Immediata conseguenza della Proposizione 11.4 o direttamente della (11.5). □
Essendoci ridotti sempre al caso di soluzioni della (11.1) per cui vale la (11.4), le formule risolutive
generali della (11.1) sono definite dal seguente teorema.
Teorema 11.6
La generica soluzione primitiva ( )zyx ,,  della (11.1) è definita dalle seguenti equazioni:
cd |23  e 0>> vu  con 1),( =vuMCD  tali che ( )2223 2/ vudc g +=  e { }1,0∈g
222 tsr +=  terna pitagorica primitiva definita dalle formule (11.3) con la condizione aggiuntiva
1),( 3 =drMCD .( ) ( ) ( ){ }3,2,1 ;1,1|ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,, 321321 =−=∈ kjzjxjyjzjyjxjzyx k
Se 0=g  ( )( )

+=
−=
tvsudy
svtudx
3
3
/ˆ
/ˆ
(11.7)
Se 1=g ( ) ( )( ) ( )

++−=
−−+=
vtsutsdy
vtsutsdx
3
3
/ˆ
/ˆ
(11.8)
rz =ˆ (11.9)
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Dimostrazione
Svolgiamo nel dettaglio la dimostrazione per 13 =d  di cui tutti gli altri casi saranno immediata
conseguenza ripedendo tutti i ragionamenti per 23/dc . Sia quindi 13 =d , se esistono ( )zyx ,,  tali
che 1),( =yxMCD  e 222 yxcz += , cioè 2cz  ammette una rappresentazione primitiva, allora per il
Corollario 10.28 z  deve essere dispari altrimenti 2  avrebbe un esponente 2≥g . Fattorizzando in
)(i  il numero 2cz  abbiamo che:
( )( )( ) ( )222 inminmivuivucz −+−+=
dove:
22 nmrz +==  con 1),( =nmMCD  e nm > .( )222 vuc g +=  con 1),( =vuMCD  e vu > .
e applicando il Corollario 10.28 risulta quindi:
( ) ( )( ) ( )yixiinmivuiiiyx rgr ˆˆ1 2 +=++−=+  con 3,2,1,0=r  e 0=g  se c  è dispari, 1=g  se c  è pari.
Posto quindi:
22 nms −=  
mnt 2=
svolgendo i calcoli si trovano le formule dell’asserto del teorema. □
Osservazione 11.7
Analizziamo i risultati del precendente teorema in analogia al caso delle terne pitagoriche per cui
si ha 1=c . Risulta evidente che ogni rappresentazione di c  come somma di due quadrati, sia
essa primitiva o non, genera un ramo (o famiglia o insieme) di soluzioni della (11.1). Possiamo
trascurare, considerandole equivalenti, le rappresentazione di c  che differiscono solo per segno o
per ordine delle componenti, dato che danno luogo a soluzioni che differiscono tra loro, a parità di
terna pitagorica, solo per segno e ordine delle componenti. Pertanto, il caso 1=c  da luogo ad un
solo ramo di soluzioni, corrispondenti alla unica rappresentazione 22 01 +=c  e lo stesso vale per
il caso 22 112 +==c . Quindi nel senso appena precisato la (11.1) presenta tanti rami di soluzioni
quante sono le rappresentazioni di c  come somma di due quadrati, il cui numero è un ottavo del
numero definito formula (10.5) quando 2>c .
Una interpretazione geometrica degli argomenti svolti in questo paragrafo, si ottiene tenendo
presente il fatto che indirettamente abbiamo risolto i seguente problema:
Assegnata una terna pitagorica primitiva ( )rts ,,  ed un numero intero positivo c  che non è
un quadrato perfetto, determinare le rotazioni ϕ  del raggio vettore cr  affinché le sue
proiezioni sugli assi siano segmenti di lunghezza intera.
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12. L’equazione Diofantea l22 ZYX =+  in 
Per 1>l  intero assegnato ci occupiamo di determinare tutte le terne di interi ( )zyx ,,  soluzioni
primitive della equazione diofantea:
lZYX =+ 22 (12.1)
In questo caso particolare se lzyx =+ 22 :
1),(1),(1),(1),,( =⇔=⇔=⇔= zyMCDzxMCDyxMCDzyxMCD (12.2)
Quindi se ( )zyx ,,  è una soluzione allora x e y  danno luogo ad una rappresentazione primitiva di
di lz  come somma di due quadrati.
Per il Corollario 10.28 l’intero Gaussiano iyx +  associato ad una scomposizione primitiva in
somma di due quadrati di lz  è dato dalla −l esima potenza dell’intero Gaussiano bia ′+′ associato
ad una generica scomposizione primitiva di z in somma di sue quadrati, inoltre risulta essendo
1>l  che deve essere 0=g  cioè z  è dispari. Quindi:
( )lbiaiyx ′+′=+
posto : ),max( baa ′′=  e ),min( bab ′′=
abbiamo che:
( )lr ibaiiyx +=+   con 3,2,1,0=r
1),( =baMCD  e 0>> ba .
Posto 
( )libayix +=+ ˆˆ (12.3)
abbiamo dimostrato il seguente teorema:
Teorema 12.1
Per 1>l  intero assegnato la generica soluzione primitiva ( )zyx ,,  della (12.1) e definita dalle
seguenti formule:( ) ( ) ( ){ }2,1 ;1,1|ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,, 2121 =−=∈ kjzxjyjzyjxjzyx k  se l  dispari.( ) ( ) ( ){ }3,2,1 ;1,1|ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,, 321321 =−=∈ kjzjxjyjzjyjxjzyx k  se l  pari.
( ) ( ) ( )( )lll ibaibaibax +=−++= Re
2
ˆ (12.4)
( ) ( ) ( )( )lll iba
i
ibaibay +=−−+= Im
2
ˆ (12.5)
22ˆ baz += , 1),( =baMCD , a e b  con parità differente, e 0>> ba . (12.6)
Dimostrazione
Svolta nei ragionamenti che precedono il teorema. □
Osservazione 12.2
Abbiamo di nuovo una generalizzazione delle formule (11.3) che definiscono le terne pitagoriche
primitive. Inoltre nel caso di 12 += nl , cioè numero dispari, esiste una simmetria tra la formula
(12.4) la formula (12.5). Infatti osserviamo che ( )iabiiba +=− 3  e quindi che ( ) ( )iabiiba −−=+ 3 ,
sostituendo nella (12.5) si ha che:
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2
1
2
1
2
1ˆ
1
1
13
13
333 lll
l
lll
l
lll iabiabiiabiabi
i
iabiiabiy −−++−=−−++=+−−−=
−−−−
e analoghi passaggi per xˆ  si possono fare per la (12.4), quindi nel caso di l  dispari abbiamo che:
( ) ( ) ( ) ( ) ( )( )lll iab
i
iabiabx
ll +−=−−+−= ++ Im1
2
1ˆ 2
1
2
1
(12.7)
( ) ( ) ( )( )lll iabiabiaby ll +−=−++−= −− Re)1(
2
)1(ˆ 2
1
2
1
(12.8)
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Quindi le formule e le proprietà che otteniamo per xˆ  valgono anche per yˆ  scambiando a  con b ,
e viceversa, a parte eventualmente un cambio di segno che dipende dalla classe di resto modulo 4
di l .
Teorema 12.3
Se l’esponente l  è dispari valgono le seguenti proprièta per xˆ  e yˆ  definiti nel Teorema 12.1.
1. aux =ˆ  con 1),( =uaMCD
2. bvy =ˆ  con 1),( =vbMCD
3. )(modzvu ≡  e ( ) 1, =vuMCD
4. ( )baVu n ,= , ( ) ( )abVv nn ,1−=  
con ( ) ( ) ( ) jjnn
j
j
n YXj
n
YXV 22
0 2
12
1, −
=
∑ 


 +−=  e 12 += nl
5. ( ) ( ) ( ) ( )YXYR
X
YXYXYXV n
nn
n ,22
,
1212
−−++=
++
 
dove jjn
n
j
n YXj
n
YXR 2)(2
,...3,1 2
12
),( −
≤
=
∑ 


 +=
6. ( ) ( ) ( ) ( ) ( )[ ]jnjnn
j
jn
n
n iXYiXYZZYXV −−
−
=
+ ++++=− ∑ 2)(21
0
1 ,1
dove 22 YXZ += .
Dimostrazione
Dalla formula (12.3) usando lo sviluppo del binomio abbiamo:
( ) ( )kkll
j
l iba
k
l
ibayix −
=
∑ 


=+=+
0
ˆˆ
separando la parte reale dalla parte immaginaria:
( )21ˆ
,...2,0
kkkl
l
k
ba
k
l
x −


= −≤
=
∑  se ora 12 += nl  posto jk 2=  abbiamo:
( ) ( ) ( )baaVba
j
n
ax n
jjjn
n
j
,1
2
12
ˆ 22
0
=−


 += −
=
∑  siccome 1),( =baMCD  e ( ) nn babaV 2, += λ  si deve avere
( ) 1),,( =baVaMCD n , tenuto presente quanto detto nella Osservazione 12.2, i punti 1,2 e 4 sono
dimostrati.
Ecco di seguito i passaggi che dimostrano il punto 5.:
( ) ( ) ( )( ) ( )
( ) ( )
( ) ( ) ( )
( ) ( )baabRbaaV
ba
j
n
ba
j
n
ba
j
n
ba
j
n
ba
j
n
bba
k
l
baba
nn
jjn
n
j
jjjn
n
j
jjn
n
j
jjn
n
j
jjn
n
j
kkkkl
l
k
ll
,4,2
2
12
41
2
12
2
2
12
2
2
12
2
2
12
21
22
,..3,1
22
1
22
,..3,1
22
,...2,0
22
00
+=



 ++−


 +=



 ++


 +=



 +=−+


=−++
−≤
=
−
=
−≤
=
−≤
=
−
=
−
=
∑∑
∑∑
∑∑
Per la dimostrazione di 6. si tratta di usare la ben nota formula dei prodotti notevoli:
( ) ( ) ( ) ( )∑−
=
−−−+=+−+= 1
0
1
2
ˆ
l
k
klk
ll
ibaibab
i
ibaibay
segue che:
( ) ( ) ( ) ( )∑−
=
−−−+=− 1
0
1,1
l
k
klk
n
n ibaibaabV (12.9)
per 10 −−≤< klk  cioè per nk ≤<0  abbiamo che:
( ) ( ) ( ) ( ) ( ) ( ) ( )knkknkklk ibazibabaibaiba −−−− −=−+=−+ 22221
quindi riscrivendo la (12.9) come segue:
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( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) 12 1
22
1
11
1
0
1
2
1
2
1
2
3
−−
=
−−
=
−−−−
=
−−
++−+
+++−++−=−+
∑
∑∑
+
−−
l
l
k
klj
k
klkl
l
k
klk
ibaibaiba
baibaibaibaibaiba
l
ll
Se nella seconda sommatoria dopo il segno di uguaglianza si pone 1−−=′ klk  abbiamo che
10 −≤′< nk . Segue quindi sostituendo gli indici k , k ′  con l’unico indice j  che vale la seguente:
( ) ( ) ( ) ( ) ( ) ( )[ ]jnjnn
j
jn
n
n ibaibazzabV −−
−
=
−+++=− ∑ 221
0
,1
segue che la 6. risulta dimostrata. Dato che:
( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( )[ ]nnnnnnnnn iabiabiabiiabiibaiba 2222322322 1 −++−=++−−=−++
segue:
( ) ( ) ( ) zabVbaVvu nnn λ=−−=− ,1,
che dimostra la 3.. □
Osservazione 12.4
Dopo il lavoro di Wiles sappiamo che l’ultimo teorema di Fermat è vero per tutti gli esponenti, e
possiamo dedurre altre utili corollari dalle formule del Teorema 12.3. Infatti sappiamo in
particolare che xˆ  e yˆ  non possono essere potenze −l esime di numeri interi coprimi. Da questo di
deduce facilmente che non esistono due interi coprimi 0a  e 0b  tali che ( )llnl baVu 000 ,=  e
( ) ( )llnnl abVv 000 ,1−= . Ovviamenente considerazioni del genere sono enormemente più facili di una
della dimostrazione dell’ultimo teorema di Fermat.
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13. L’equazione Diofantea 2222 WZYX =++  in 
Ci occupiamo di determinare tutte le quaterne di interi ( )wzyx ,,,  soluzioni primitive della
equazione diofantea:
2222 WZYX =++ (13.1)
In tal caso soluzione primitiva significa che:
1),,,( =wzyxMCD (13.2)
Risulta relativamente semplice verificare che se 2222 wzyx =++ :
1),,(1),,(1),,(1),,(1),,,( =⇔=⇔=⇔=⇔= zyxMCDwyxMCDwzxMCDwzyMCDwzyxMCD
(13.3)
Teorema 13.1- Carmichael [DA1] § 10.
La generica soluzione ( )wzyx ,,, della (13.1) tale che 1),,( =zyxMCD  e 0>w , eventualmente
permutando tra loro e cambiando segno a x , y , z , è definita dalle seguenti formule
parametriche:( )
( )



+++=
+=
+−−=
−=
2222
2222
2
2
vunmw
nvmuz
vunmy
uvmnx
(13.4)
1),,,( =vunmMCD (13.5)
vm,  oppure un,  con differente parità.
Dimostrazione
Sia ( )wzyx ,,,  che soddisfa la (13.1) con 1),,( =zyxMCD  e 0>w , allora uno ed uno solo tra x , y
e z  può essere dispari, altrimenti risulterebbe )4(mod 32 ≡w  o )4(mod 22 ≡w  e entrambi i
casi sono impossibili. Permutando se necessario tra loro x , y , z , possiamo assumere:
xx ′= 2  e zz ′= 2 . (13.6)
quindi si ha che:( ) 22224 ywzx −=′+′
essendo w  e y  dispari uno solo tra yw −  e yw +  è divisibile per 4  ed entrambi per 2:
( ) ( ) 22
22
zx
ywyw ′+′=−+
Poniamo:
),( zxMCDd ′′= , dxx /′=′′ , dzz /′=′′ .
2
yw
f
−= , 
2
yw
g
+= (13.7)
( )gfMCDh ,= .
Risulta che 1),( =dhMCD , altrimenti si contraddice l’ipotesi 1),,( =zyxMCD . Infatti f  e g  non
possono avere fattori comuni del tipo )4(mod3  altrimenti questi sarebbero fattori comuni di w
e y , e dovrebbero dividere d  e quindi x ′  e z ′ . Quindi tutti gli eventuali fattori del tipo )4(mod3
del numero 22 zx ′+′  si distribuiscono in maniera disgiunta nei due numeri f  e g  e hanno
esponenti pari in essi. Pertanto entrambi i numeri sono scrivibile some somma di due quadrati.
Poniamo ( )( )ivmivmf −+= , ( )( )iuniung −+=  allora abbiamo che:
( )( )iunivmzix ++=′+′ (13.8)
Dal fatto che f  e g  non possono avere fattori comuni del tipo )4(mod3  segue che:
1),,,()),(),,(( == vunmMCDunMCDvmMCDMCD
Essendo uno ed uno solo tra f  e g  pari, segue che vm,  oppure un,  con differente parità.
Applicando le (13.6),(13.7),(13.8) si ottengono le (13.4). □
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Osservazione 13.2
Come caso particolare abbiamo di nuovo ritrovato le formule delle terne pigatoriche primitive
infatti se 0=z , allora f  e g  sono quadrati e hanno differente parità, ponendo ad esempio
0== vu  ritroviamo le formule (11.3). Un’altra analogia delle quadruple con le triple pitagoriche la
si trova se ci poniamo la domanda “quante sono le quadruple primitive per un assegnato w ?”, la
cui risposta sta nel numero di rappresentazioni del numero w  come somma di quattro quadrati.
Nel caso delle triple la risposta stava nel numero di rappresentazioni di z come somma di due
quadrati. Lagrange ha dimostrato che ogni numero è scrivibile come somma di quattro quadrati,
quindi a differenza delle terne pitagoriche per cui z  deve rispettare le condizioni del Teorema
9.10, nel caso delle quadruple pitagoriche w  può essere un numero positivo qualsiasi.
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