Abstract-We propose a novel real-time algorithm for estimating the local scale correction of a monocular SLAM system, to obtain a correctly scaled version of the 3D map and of the camera trajectory. Within a Bayesian framework, it integrates observations from a deep-learning based generic object detector and landmarks from the map whose projection lie inside a detection region, to produce scale correction estimates from single frames. For each observation, a prior distribution on the height of the detected object class is used to define the observation's likelihood. Due to the scale drift inherent to monocular SLAM systems, we also incorporate a rough model on the dynamics of scale drift. Quantitative evaluations are presented on the KITTI dataset, and compared with different approaches. The results show a superior performance of our proposal in terms of relative translational error when compared to other monocular systems based on object detection.
I. INTRODUCTION
Monocular simultaneous localization and mapping (SLAM) is a classical problem, tackled in various forms in the robotics and computer vision communities for more than 15 years. Starting from the seminal work of Davison [3] , impressive results have been obtained in the construction of sparse or semi-dense 3D maps and in visual odometry [2] , [4] , [12] , with a single camera. Given the availability and low price of this kind of sensor, many applications have been developed on top of monocular SLAM systems.
One strong limitation of these systems is that the nature of the sensor makes the scale of the 3D scene not observable. This has two implications: (i) The scale of the camera trajectory and of the reconstructed map are arbitrary, depending typically on the system initialization; (ii) If no loop closure process is applied (usually with bundle adjustment), the scale error may drift without bound. For example, in Fig. 1 , top, the basic version of ORB-SLAM (without loop closure) outputs the green path on one of the KITTI dataset video sequences. The ground truth is in red. The scale drift explains why the internal scale estimate is increasing during the whole experiment. When loop closure processes are applied, the global scale is made coherent over the map and the trajectory, but again, at an arbitrary value. Since for many applications, such as mobile robotics or augmented reality, the true scale factor is critical, automatic methods to infer it are important.
Taking the human brain as inspiration, when it observes a scene containing cars and houses with one eye, based on its prior knowledge on the size of these objects, it infers 1 SLAMcore Limited, London, U.K. edgar@slamcore.com 2 Centro de Investigación en Matemáticas (CIMAT), Guanajuato, México jbhayet@cimat.mx *This work was done while Edgar Sucar was a student at CIMAT and Universidad de Guanajuato. Fig. 1 . We estimate the scale correction to apply to the camera trajectory and the map, using Bayesian inference with detections of instances of predefined classes (e.g. cars, see bottom image), with prior distributions on the height of theses objects. For KITTI sequence 00, the top figure shows the reconstructed trajectory (without loop closure) by ORB-SLAM in green.
Our corrected trajectory appears in blue and the ground truth in red.
the scale. The main idea of this work is that, based on the image semantic content, even if single perceived cues give uncertain evidence on scale, a robot should be able to infer the global scale of the observed structures. By using semantic knowledge (e.g., detections of cars, see Fig. 1 ), we build up a Bayesian inference system on the monocular SLAM scale correction. This system produces, in the case of Fig. 1 , the blue path, much closer to the ground truth than the green one.
We review related work in Section II, give an overview of our algorithm in Section III, and give specific details on the probability distributions that we use in Section IV. Quantitative and qualitative evaluations are reported in Section V.
II. RELATED WORK
Monocular SLAM has been a tool of choice in 3D scene and camera trajectory reconstruction, e.g. in mobile robotics or augmented reality. Two categories of online techniques coexist: the ones that use Bayesian filtering [3] and the ones that extend bundle adjustment algorithms to online systems [9] , [13] . The latter have attained outstanding results in the recent years, at much larger scales than the former. However, common limitations of all these methods are that: (i) the scale of the reconstruction is unknown by essence, and (ii) the consecutive reconstructions/pose estimations introduce scale drift [19] , which makes the global maps and trajectories inconsistent. Most SLAM systems use adhoc initialization phases to set the reconstruction scale, i.e., known objects or motions. To limit the scale drift, loop closure techniques update the scale in a consistent way with its initial value [12] .
An obvious solution to recover the scale is to use devices that measure depth (e.g., Kinect [14] , stereo camera [11] ) or displacements (e.g., IMU sensors [15] ), but this may be costly or simply unfeasible. In this work, we use only the semantic content of RGB images, together with prior information on this content. Previous works in this direction include [6] , where object recognition is used in the map/trajectory optimization, and [17] , where object detection simplifies the map building process with depth cameras. In both cases, specific instances of objects were used, whereas we use general object classes.
In [10] , user faces are tracked and used as cues for determining the scale. The method is designed for cell phones with front and rear cameras and is difficult to extend to more generic systems. In [8] , [18] , [21] , in a context of autonomous driving, the camera height above the ground is known and local planarity is assumed, which eases the scale inference. Again, our method can be applied in more generic settings, although we evaluate it in the road navigation context.
In [5] , the approach is similar to ours and uses size priors for visual detections in urban scenes. However, it needs consecutive object detections, which implies solving data association. Instead, we get observations from any object detection on which projections of the reconstructed 3D map lie. Additionally, by relying only on points from the 3D map, we ensure in some way not to include information coming from dynamic objects. More so, our Bayesian formulation allows us to integrate different elements of previous knowledge, such as a prior on the variations of the scale correction factor.
In a nutshell, we combine the strength of deep learning detection techniques [16] with the power and flexibility of Bayesian inference to integrate prior knowledge in a principled way. In a previous work [20] , we used a similar strategy which is improved here with three novel contributions:
• A dynamical model for the scale correction parameter, to model the SLAM system scale drift (Section IV-A).
• A new, more robust, observation model (Section IV-B).
• An implementation within a state of the art monocular SLAM system, which allows for improved evaluation results.
III. DETECTION-BASED SCALE ESTIMATION
In this section, we present the core elements of our detection-based scale correction system.
A. Notations and definitions
From now on, consider a standard monocular SLAM algorithm (e.g., [12] ). We denote the camera calibration matrix by K and the camera pose at time k by T k ∈ SE (3) . 3D points, reconstructed by the SLAM algorithm, are indexed by j and referred to as p We use a generic object detector that outputs a list of detected objects with the class they belong to. This detector (see Section V-B) is trained to detect instances from dozens of classes. In frame k, we denote the set of object detections as D k , and the set of sets of detections at frames 1,..,k as
We define two functions R() and c(), where R(D i
k ) is the bounding box corresponding to the detection (see Fig. 1 ), and c(D i k ) is the object class (e.g., "truck", "car", "bottle"). Finally, we introduce a prior height distribution for an object class c(
A system such as ORB-SLAM [12] maintains a local map N k of points in the world frame. It is a subset of the global map that contains the set of points from keyframes K 1 that share points with the current frame, and from keyframes K 2 that contains the neighbors to K 1 in the covisibility graph. The local map is used for tracking and is optimized via bundle adjustment every time a new keyframe is added. Most other SLAM systems work similarly. Our aim is to estimate the scalar κ k , defined as the correction to apply to the local 3D map or trajectory to obtain the correctly scaled local map at time k.
B. Problem statement
We model κ k as a random variable to be estimated at time k such that for any pair of points
where D is the distance measure in the current reconstruction (in the experiments we use the L 2 norm) and ν is a reconstruction error noise.
Since the local map is used for tracking, we recover the corrected camera trajectory by estimating κ k . Given T k , the pose of the camera at time k according to the SLAM system, the corrected poseT k can be computed incrementally bỹ
where s(T, α) builds a similarity from the rigid transformation T and the scale factor α.
We estimate the scale correction as the mode of the posterior distribution, conditioned to the observation of detected objects D 1:k and to the SLAM local reconstructions N 1:k
(2)
C. Bayesian framework for estimating the scale correction
Because of the scale drift inherent to monocular SLAM systems, the scale correction κ varies with time. To estimate it, we use observations from object detections on which we have priors for their belonging classes (e.g., priors on cars heights in Fig. 1 ), and a rough dynamical model to cope with potential variations in the internal scale of the SLAM algorithm. As we do not have a detailed knowledge of these variations (it probably depends on each SLAM algorithm), we use a simple dynamic model from frame k to frame k + 1
where
The choice of σ p k is explained in IV-A. In frame k, let us suppose that we are capable of getting a set of object detections D k . By applying the Bayes formula,
For the sake of clarity, let us first suppose that D k consists of a single detection D 1 k of an object belonging to class c(D 1 k ).
The formula above defines a recursive Bayes filter that updates the scale correction posterior at each frame. It incorporates three terms: (1) the transition probability P(κ k |κ k−1 ) models the scale drift in the SLAM algorithm; (2) the likelihood term
evaluates the probability of the observed detection, given the current SLAM point cloud N k , given a possible height H for the detected object, and given a global scale correction κ k ; (3) the prior on heights
We implemented this inference scheme in two ways: as a discrete filter and as a Kalman filter. Using one or the other depends on the involved distributions. The first case assumes a histogram representation for the posterior distribution and for P c(D 1 k ) (H). By discretizing the possible heights H m over a pre-defined interval, the likelihood term becomes
The second case assumes that the involved distributions are Gaussian and the models linear, and is an instance of the Kalman filter, which consists of mean/variance updates (see Section IV-D).
In the general case |D k | > 1, by assuming conditional independence between all the detections in frame k,
In the following we give details on these three distributions.
IV. DEFINITION OF THE PROBABILISTIC MODELS A. Transition probability
The distribution P(κ k |κ k−1 ) encodes the time variations of the scale correction caused by accumulation of errors in the mapping/tracking threads of the SLAM algorithm. Experiments show that larger global scale variations occur when the camera experiences greater angular displacement [13] .
proportional to the camera current angular displacement.
Let ω k be the angular displacement (in degrees) along the rotation axis between T k−1 and T k . Let k 0 be the last time since the scale was updated, then we define
The values observed to work in practice are σ min = 1e − 5, σ max = 0.05, and Ω max = 120 • . These values for σ min and σ max have been determined from the observed variations of the scale correction along several test sequences.
B. Likelihood of detections
is the probability that the detection has its observed dimensions in pixels, given that the object has a real size H, that the scale is κ k , and that the local map is N k . The general idea to evaluate it is to estimate the height of the detected object using R(D 1 k ) and N k , to obtain a scale correction estimate, and to compare it with κ k .
Let {p 1 c ,..., p m c } be the points from the local map N k transformed in the camera frame and whose projection lies inside R(D 1 k ), with the current pose and map parameters. We assume that in the world frame, we can identify the vertical direction and that the object is oriented vertically. From {p 1 c ,..., p m c }, we first construct a point p s that lies on a vertical straight line Λ to be used to infer the object height.
Let {p 1 c ,...,p m c } be the projections of {p 1 c ,..., p m c } in the plane perpendicular to the vertical direction and that passes through the camera center. We assume that these points are sorted in increasing order according to their distance to the camera center, given by the SLAM system. The point p s c is obtained as a weighted average of {p 1 c ,...,p m c }, giving higher weight to points closer to the camera except for a small portion of the closest points. This is done to filter out points that do not lie on the object surface, such as points from the background, or points appearing due to partial occlusions. This can be observed on Fig. 2 left, with the points lying on the object surface in green, the points closer to the camera (which can lie on the ground) in yellow, and the points further away to the camera (e.g., on a building behind the car) in blue. Finally, p s c is depicted in red. The averaging of the points {p 1 c ,...,p m c } is done with a gamma density g on the index position, with parameters α = 1.5, β = 0.2, which were determined empirically. Hence,
The 3D line Λ is defined as the line passing through p s c with vertical direction (see Fig. 2, right) . Let π s k be the projection of p s c on the image with the current camera parameters and λ a line in the image passing through π s k and such that the plane obtained by back projecting λ is vertical.
We take the intersections of this line with R( Fig. 2 with green dots on the image plane, while π s k is the red dot. These image points are taken as the vertical extremities of the object. Let r t and r b be the 3D map rays obtained by back projecting the image points π t and π b , respectively. We definep t = r t ∩ Λ and p b = r b ∩Λ. These points are taken as the vertical extremities of the object in the 3D map, as seen in Fig. 2 (in green) .
The object height is estimated as the Euclidean distancê H = D(p t ,p b ). The scale correction observation, given H, is calculated asκ k = Ĥ H
and the likelihood of D 1 k is defined as
with f (; m, s) a Gaussian with mean m and standard deviation s. The next section describes how σ m k is evaluated.
C. Observation noise variances
We evaluate σ m k to quantify roughly the uncertainty on each scale observation, by using uncertainty propagation. Let 
D. Posterior updates
When the scale correction and height prior distributions are discrete, the implementation of Eq. 6 is straightforward.
When the involved distributions are Gaussian, the Bayes Filter becomes a Kalman Filter, where the current scale correction estimate is represented by its mean/variance before and after correction, κ 
2) Correction: In this step, the difference with the Kalman filter is that we marginalize H, i.e. compute
To simplify the evaluation and keep the result as a Gaussian, we use Eq. 10 for a fixed value of H,H, taken as the mean of
. In that case, we deduce that 
V. EXPERIMENTAL RESULTS

A. Description of the experimental setup
For a quantitative evaluation of the scale estimation for correcting scale drift, the algorithm is run on 10 sequences of the KITTI dataset [7] . Each sequence consists of a driving scenario in an urban environment with varying speeds and distances. We want to stress that, although the application presented in these experiments is quite specific (monocular vision for road vehicles), the proposed method is much more generic and can be used in many other scenarios. We have chosen this application to measure its potential benefits, because of the existence of well documented datasets, such as KITTI. Sequences 00 to 10 are considered here, except for sequence 01, since it is in a highway in which the SLAM algorithm (ORB-SLAM) fails due to the high speed. The sequences come with ground truth poses for evaluation. The evaluation computes errors between relative transformations for every subsequence of length (100, 200,...,800) meters as proposed in [7] . Here, as our algorithm evaluates the scale correction, we only present results on translational errors. The rotational errors are a consequence of the SLAM algorithm and do not depend on the scale.
B. Implementation
The monocular version of ORB-SLAM 2 [13] is used for tracking and mapping. Loop closure is disabled so that the scale drift is directly observed (as in Fig. 1 ).
YOLO9000 [16] is used for detecting car instances, and the minimum confidence threshold is set to 0.45. The presence of other object classes in the KITTI dataset is marginal (a few "truck" or "bus" objects only). Object detection is run every 5 frames. As seen in Table I , the number of updates, i.e. of observations in the Bayesian framework, is quite variable. In sequence 00 or 07, there are approximately 0.2 updates per frame; in sequence 04, this number falls to 0.014. Of course, this has an impact on the final errors (see below). Fig. 2 . Left: top view of a 3D object corresponding to a car detection. The dots correspond to 3D points that project inside the detection region. The green dots lie on the surface of the object, the yellow dots are closer to the camera than the object's surface (they could correspond to an occluded part of the car), and the blue dots are further away to the camera than the object's surface (they are in the background of the detection region). A representative p s of these points is obtained, the red dot, as more likely to lie on the surface of the object; all the points are averaged with a gamma distribution evaluated at their depth ranking value. Right: projection of the object on the image. The red dot corresponds to p s , π s is the projection of this point on the image. π t and π b are the vertical extremities of the object on the image and p t and p b correspond to the extremities in the 3D world frame. Λ is a line parallel to the vertical direction passing through p s and λ is the projection of this line in the image. r t and r b correspond to the back projection of π t and π b , respectively.
The prior distribution for the car's height is set as a truncated Gaussian with mean 1.5 meters, in accordance with the 2015 data by the International Council on Clean Transportation [1] . We used the Kalman Filter implementation of the algorithm (Eqs. 11, 12 and 13).
ORB-SLAM and YOLO run in real time, and the Kalman filter implementation of the scale correction estimation has linear complexity on the number of detections per frame, which adds negligible processing time, which guarantees the real time performance of the algorithm.
C. Evaluation and discussion
We can see in Fig. 3(a) the evolution of the scale estimate (in bold) along with the scale observations corresponding to the KITTI sequence 00, i.e. the same as the illustration of Fig. 1 . Our scale correction estimate is clearly decreasing from values > 1, i.e. as ORB-SLAM is sub-estimating the scale, to values < 1 towards the end of the sequence, i.e. as ORB-SLAM is over-estimating the scale. This effect is perceptible in Fig. 1 , through the path estimated by ORB-SLAM: distances in the trajectory produced by ORB-SLAM without scale estimation (in green) are seen to be overestimated later in time. Fig. 3 (middle) shows the time evolution of the scale posterior. The peaks correspond to updates with low uncertainty, also visible in Fig. 3 (right) among all observations likelihoods. The time is indicated by the color of the posterior (lighter colors means later times). Updates can have higher effects on the posterior when a large scale drift is expected due to high rotational translation, as suggested by Eq. 7.
In Table II , we compare the errors obtained with different approaches for scale estimation for the 10 KITTI sequences analyzed: (i) in the second column, our method as presented in this paper; (ii) in the third column, our method without the scale correction motion model, i.e. roughly as in [20] in the fourth column, a very simple method that computes an average value of the scale correction, system developed in [18] , where the camera height over the road is known.
Analyzing the results for our methods (second and third columns) in the different sequences, one can see a strong correlation between the obtained errors and the average number of updates per frame as described in Table I , as expected. For example, in sequences 00, 07, 08, where a lot of cars where detected, the results are very good, with errors significantly lower than [18] . On the opposite, sequences 04, 09, 10 with their scarce car detections, give rather poor results. Sequence 04, for instance, is a short sequence in a highway, without static vehicles, and produces only 4 update steps. However, (bottom row), the overall error levels are lower than [18] , it worth noting that that this average is a weighted mean of the difference sequence errors as they have different lengths. Note that introducing the motion model with varying variance has allowed to improve the performance of [20] by a factor of 3. Last, as expected, not including the scale drift (fourth column) leads to very poor performance. Finally, a detector such as [16] is quite versatile, so we could use it at its maximum potential by integrating other classes to detect, e.g. road signs, house doors and windows.
In Fig. 4 , we give two more examples of reconstructed trajectories with/without our scale correction and with/without motion model for the scale correction factor. Our method allows the final trajectory (in blue) to get very close to the ground truth (in red). Similarly, in Fig. 5 , we give the errors of these same methodologies, for different path lengths, and averaged over the 10 sequences. Again, our method allows to get very reasonable errors, between 4% and 7%.
Some of the best monocular systems with scale correction, [8] and [21] , have average errors of 5% and 3%, respectively, which are very similar to the average error of our method, 5.53%. But these monocular methods are specific to driving scenarios, based on a given fixed camera height and an observable plane. On the other hand, state of the art methods for scale estimation based on object detection, [5] , have errors of 20% in average. Our method outperforms state of the art methods of scale estimation based on object detection while achieving similar performance to state of the art monocular systems with scale correction, but within a more general framework.
VI. CONCLUSIONS
We have presented a Bayes filter algorithm that allows to estimate the scale correction to apply to the output of a monocular SLAM algorithm so as to obtain correct maps and trajectories. The observation model uses object detections given by a generic object detector, and integrates height priors over the object from the detected classes. A probabilistic motion model is proposed in order to model the scale drift. In the light of the very promising results obtained in the KITTI dataset, we will put our efforts in obtaining a better model for the scale drift, whose evolution over time seems to exhibit a clear structure. 
