Abstract: In this paper, we present five new classes of q-ary quantum MDS codes utilizing generalized Reed-Solomon codes satisfying Hermitian self-orthogonal property. Among our constructions, the minimum distance of some q-ary quantum MDS codes can be bigger than q 2 + 1. Comparing to previous known constructions, the lengths of codes in our constructions are more flexible.
Introduction
Quantum error-correcting codes play an important role in quantum information transmission and quantum computation. Due to the establishment of the connections between quantum codes and classical codes (see [2, 4, 24] ), great progress has been made in the study of quantum error-correcting codes. One of these connections shows that quantum codes can be constructed from classical linear error-correcting codes satisfying symplectic, Euclidean or Hermitian self-orthogonal properties (see [1, 13, 25] ).
Let q be a prime power. We use [[n, k, d] ] q to denote a q-ary quantum code of length n, dimension q k and minimum distance d. Similar to the classical counterparts, quantum codes have to satisfy the quantum Singleton bound: k ≤ n − 2d + 2. The quantum code attaching this bound is called quantum maximum-distance-separable (MDS) code.
In the past few decades, quantum MDS codes have been extensively studied. The construction of q-ary quantum MDS codes with length n ≤ q+1 has been investigated from classical Euclidean orthogonal codes (see [7, 21] ). On the other hand, some quantum MDS codes with length n ≥ q + 1 have been investigated, most of which have minimum distances less than q 2 + 1 (see [11] ). So it is a challenging and valuable task to construct quantum MDS codes with minimal distances larger than q 2 + 1. Recently, researchers have constructed some of such quantum MDS codes utilizing constacyclic codes, negacyclic codes and generalized Reed-Solomon codes (see [3, 5, 6, [9] [10] [11] [12] 14, 15, 17, 18, 22, 23, [26] [27] [28] [29] ). However, q-ary quantum MDS codes with minimal distances bigger than [3, 5, 7, 9, 11, 14, 15, 22, 23, 29] ) or n ≡ 0, 1(mod q − 1) (see [5, 7, [9] [10] [11] [12] 14, 22, 23, 26, 29] ), except for the following cases.
(i). n = q 2 − l and d ≤ q − l − 1 for 0 ≤ l ≤ q − 2(see [18] ).
(ii). n = mq − l and d ≤ m − l for 0 ≤ l < m and 1 < m < q (see [18] and also [6] for l = 0).
(iii). n = t(q + 1) + 2 and 1 ≤ d ≤ t + 1 for 1 ≤ t ≤ q − 1 and (p, t, d) = (2, q − 1, q) (see [6] and also [18] for t = q − 1).
In this paper, we construct several new classes of quantum MDS codes whose minimum distances can be larger than Theorem 7 ). This paper is organized as follows. In Section 2, we will introduce some basic knowledge and useful results on Hermitian self-orthogonality and generalized Reed-Solomon codes, which will be utilized in the proof of main results. In Sections 3-7, we will present our main results on the constructions of quantum MDS codes. In Section 8, we will make a conclusion.
Preliminaries
In this section, we introduce some basic notations and useful results on Hermitian self-orthogonality and generalized Reed-Solomon codes (or GRS codes for short).
Let F q 2 be the finite field with q 2 elements, where q is a prime power. For any two vectors − → x = (x 1 , . . . , x n ) and − → y = (y 1 , . . . , y n ) ∈ F q 2 , the Euclidean and Hermitian inner products are defined as
respectively.
For a linear code C of length n over F q 2 , the Euclidean dual code of C is defined as
and the Hermitian dual code of C is defined as
If C ⊆ C ⊥H , the code C is called Hermitian self-orthogonal.
In 2001, Ashikhmin and Knill [2] proposed the Hermitian Construction of quantum codes, which is a very important technique for constructing quantum codes from classical codes.
MDS Hermitian self-orthogonal code exists.
Choose two vectors − → v = (v 1 , v 2 , . . . , v n ) and − → a = (a 1 , a 2 , . . . , a n ), where v i ∈ F * q 2 (v i may not be distinct) and a i are distinct elements in F q 2 . For an integer d with 1 ≤ d ≤ n, the GRS code of length n associated with − → v and − → a is defined as follows:
The generator matrix of the code
It is well known that the code [19, Chapter 11] . The following theorem will be useful and it has been shown in [20, 29] .
Theorem 2. ( [20, 29] ) The two vectors − → a = (a 1 , . . . , a n ) and − → v = (v 1 , . . . , v n ) are defined above.
Then the code
If there are no specific statements, the following notations are fixed throughout this paper.
• Let s | q + 1 and t | q − 1 with t even.
• Let l = t .
• Let g be a primitive element of F q 2 , δ = g s and θ = g t .
Lemma 2.1. Suppose gcd(s, t) = 1. For any α, β ∈ Z q 2 −1 , the number of (i, j) of the equation
t , the number of j satisfying the equation is
st . The values of γ and i will be determined after fixing j. So the number of (i, j) of the equation
The following two lemmas have been shown in [5] and [9] . In order to make the paper self completeness, we will give detailed proof. 
Therefore,
In a similar way, (ii) can be proved and we omit the details. 
with µ ∈ Z. By t ≥ 2, we have qi + j + q+1 2 < q 2 − 1. As a consequence, 0 < µ < t.
• If j + q+1 2 ≤ q − 1, comparing remainder and quotient of module q on both sides of (3), we can
. In a similar way j − q−1
As a result, m ∤ qi + j + q+1 2 which yields
3 Quantum MDS Codes of Length n = 1 + lh + mr −
In this section, we assume that s is odd, h ≤ s − 2 with h odd and r ≤ t. Quantum MDS codes of length n = 1 + lh + mr −
st · hr will be constructed. The construction is based on [5] and [9] . Firstly, we choose elements in F * q 2 / δ as the first part of coordinates in the vector − → a . Secondly, we choose elements from cosets of F * q 2 / θ as the second part of coordinates in − → a . Finally, we consider the duplicating elements between these two parts. We construct the vector − → v in a similar way. Then we can construct quantum MDS codes of length n = 1 + lh + mr − q 2 −1 st · hr, whose minimum distances can be bigger than q 2 + 1. The next two lemmas have been shown in [5] . Here we give proofs in order to make the paper self completeness.
Lemma 3.1. ([5, Lemma 7]) For
The system of equations (4) can be expressed in the matrix form
where
Let D 1k be the (h − 1) × (h − 1) matrix obtained from A by deleting 1-st row and (k + 1)-th column,
which yields
where 
It remains to show B k1 ∈ F q , for any 0 ≤ k ≤ h − 1. Since s | q + 1 and ξ s = 1, then
This completes the proof. Now we let − → u = (u 0 , u 1 , . . . , u h−1 ) satisfy the system of equations (4) . Choose
and
Proof. When (i, j) = (0, 0), we obtain
When (i, j) = (0, 0), since δ is of order l, we can deduce
We consider the case l | qi + j. According to Lemma 2.2 (i), l | qi + j if and only if qi + j = µl with
Therefore, the result holds. Then the following lemma can be obtained. Proof. By Lemma 2.3, we can calculate directly,
Now, we give our first construction.
From Lemma 2.1, we know |A ∩ B| =
where − → a S = (a 1 , . . . , a k ) for S = {a 1 , . . . , a k } and
where λ ∈ F * q and f j ( − → a S ) = (f j (a 1 ), . . . , f j (a k )) with S = {a 1 , . . . , a k } and j = 1, 2. Indeed, since q − 1 >
st · hr = |A ∩ B|, then there exists λ ∈ F * q such that all coordinates of f 1 ( − → a A∩B ) + λf 2 ( − → a A∩B ) are nonzero. 
According to Lemmas 3.2 and 3.3, it takes
− → a qi+j , − → v q+1 = − → a qi+j 1 , − → v q+1 1 + λ − → a qi+j 2 , − → v
2(q + 1) · h and t ≈ 2(q + 1). Then it follows that
This indicates that the minimum distance of the quantum MDS code in Theorem 3 can reach 
· hr with Odd h
In this section, s is odd, h ≤ s − 2 with h odd and r ≤ t. We will construct quantum MDS codes of the length n = lh + mr − 
be an (h − 1) × h matrix over F q 2 . Then the system of equations (9) can be expressed in the matrix form
From s | q + 1 and ξ s = 1, we obtain 
. . , u h−1 ) and A k0 be an (h − 1) × (h − 1) matrix gained from A by deleting the (k 0 + 1)-th column. From (10), we have
Since A k0 is invertible, then it takes − → u ′ = (0, 0, . . . , 0), which yields − → u = (0, 0, . . . , 0). This is a contra-
h . This completes the proof.
We choose
and Proof. Similar to Lemma 3.2, we only need to consider the case l | qi + j + q + 1. According to Lemma 2.2 (i), we derive qi + j + q + 1 = µl with
Therefore, for all 0 ≤ i, j ≤ Proof. Similar to Theorem 3, we also let A = {g
where λ ∈ F * q is chosen such that all the coordinates of f 1 ( − → a A∩B ) + λf 2 ( − → a A∩B ) are nonezero and 
· hr with Even h
In this section, we assume s is odd, h ≤ s − 1 with h even and r ≤ t and quantum MDS codes of
st · hr with even h will be constructed. The next two lemmas have been shown in [5] . In order to make the paper self completeness, we will give proofs. 
Proof. By deleting the first (resp. the last) column of A and we obtain an (h − 2) × (h − 1) matrix denote by A 0 (resp. A h−1 ). Obviously, rank(A 0 ) = rank(A h−1 ) = h − 2 and A 0 (resp. A h−1 ) is row equivalent
h−1 ). Since A ij is invertible, then similar as the proof of Lemma 4.1, we can deduce that the following equations
Lemma 5.2. ([5, Lemma 13]) For all
be an (h − 2) × h matrix over F q 2 . Then the system of equations (12) is transformed into matrix form
By s | q + 1 and ξ s = 1, it takes Proof. Similar to Lemma 4.2 and according to Lemma 2.2 (ii) and Lemma 5.2, we obtain the result.
The vectors − → a 2 and − → v 2 are the same as in Section 3. Now, we are ready to propose the third construction.
Proof. Similar to Theorem 3, we also choose
where − → a S = (a 1 , · · · , a k ) for S = {a 1 , . . . , a k } and
where λ ∈ F * q is chosen such that all the coordinates of f 1 ( − → a A∩B ) + λf 2 ( − → a A∩B ) are nonezero and 6 Quantum MDS Codes of Length n = lh + mr with Even h
In this section, s is even, h ≤ s 2 with h even and r ≤ t 2 and quantum MDS codes with length n = lh + mr with even h will be constructed. Similar to the previous constructions, we also divide the vectors − → a and − → v into two parts. However, in this case, coordinates of these two parts in the vector − → a have no duplication. Therefore, the quantum MDS codes in this section have larger minimum distances than the codes in previous sections.
The proof of the next result is similar to that of Lemma 4.1 and we omit the details.
Lemma 6.1. The following system of equations
Here we choose
is a solution of (14) .
Proof. The result follows from Lemmas 2.2 (i) and 6.1.
Now we construct the second part of coordinates in − → a and − → v . We choose
Then we have the following lemma.
Proof. By Lemma 2.3,
Since both s and t are even, then it is clear that all coordinates of − → a 1 are nonsquares and all coordinates of − → a 2 are squares. Thus there exists no duplication between these two parts. Choose
Proof. The vectors − → a and − → v are defined as above. According to Lemmas 6.2 and 6.3, it takes Proof. It is straightforward to obtain this equality from Lemmas 2.2 (ii) and 7.1.
The vectors − → a 2 and − → v 2 are the same as in Section 6. Denote by − → a = ( − → a 1 , − → a 2 ) and − → v = ( − → v 1 , − → v 2 ).
All the coordinates of − → a are distinct since there exists no duplicating coordinates between − → a 1 and − → a 2 . 
