Introduction and motivation
Let z ∈ R, we denote by {z} its fractional part. We are motivated by elliptic analogues of the periodized Bernoulli functions B n ({z}). Let us precise classical and elliptic situations. B n (z) (2πix) n n! , |x| < 1 where B n (z) are the Bernoulli polynomials restricted to ]0, 1[, and e(t) := exp(2πit). We denote by B n := B n (0) the n-th Bernoulli number.
As B 1 (z) = z − 1 2 , one can write the left side of the relation (1.1) in the following form (1.2) e B 1 (z)x πx sin(πx) .
For real x, |x| < 1, the expression (1.2) can be written as follows (2πix) 2m (2m)! of which an elliptic analogue will be investigated below.
On the other hand, writing the Fourier series of the left side of the relation (1.1), we find the expressions
where the sum * k∈Z means that k = 0 is to be omitted (and, in the nonabsolutely convergent case n = 1, the sum has to be interpreted as a Cauchy principal value).
Elliptic case.
Let L be a complex lattice and note by πA = a(L) the area of the parallelogram period of L , and set E L (s, t) := 1 2πiA (st − st) for any complex s, t. For the lattice L the analogue of the expressions (1.6) is given by [4, 6, 5] . In Section 5, for | x |< d(L, z) these quantities satisfy
where d(L, z) is the distance of z to the lattice L. Here D L is the Jacobi modular form studied below and introduced in [2] . In Section 4, we prove for xD L (x, z) an analogue to the identity (1.3), given by the equation
f (p) dp ,
this function is holomorphic, and E * 1 (x; L) is the non-holomorphic Eisenstein series of weight 1, defined as in [10 
The Cauchy expansion of f (x), for 0 < |x| < d(L, z), can be expressed in terms of the quantities 
Applying the indeterminates coefficients method, we obtain in Theorem 5.4, the recurrence formula (1.12)
Link with the classical case.
From the recurrence formula (1.12) we can obtain the well-known Euler's identity
In fact, for the complex lattice L τ = Z+Zτ with Im(τ ) > 0, and z = z 1 τ +z 2 with z 1 , z 2 ∈ R, we have for
uniformly on z 2 . So for a real x, the integral [0,x] f (p) dp tends to the integral in (1.3) when Im(τ ) → ∞.
Jacobi forms D L and theta functions
Let L be a complex lattice, and D L the Jacobi form introduced in [2] . One has the formula
which is a rewriting of the formula (7) 
For fixed Z-basis (u, v) of L , we recall the definitions of the Eisenstein's series
The function θ L can be rewritten as follows.
where
and
Theorem 2.1 ([4, 10]). One has
where the summation is taken on ω such that x + ω ∈ L, and
Among others, from equality (2.7) and properties of
3. Jacobi form D L , Eisenstein and Kronecker series 3.1. Eisenstein series. We consider the two Eisenstein series
is periodic with periods L, but non holomorphic on x . In fact,
where π A = a(L) is the area of the parallelogram period of L. We quote from Weil [10, Chap. IV, p.25, formula (11)] the following lemma.
Lemma 3.1. We have 
where the * means the summation is over all w ∈ L other than −x if x ∈ L, i) the series (3.4) is absolutely convergent for (s) > a 2 + 1, ii) defined by analytical continuation as a meromorphic function to the whole complex s-plane, iii) with possible poles of order 1 at
In fact, following C.L. Siegel and putting
, we find that
is independent of the nonnegative integer a, has an holomorphic continuation to the whole s 1 -plane and satisfies the functional equation
A proof of (3.5) and (3.6) can be obtained from C. 
On the other hand we have
so that it comes Theorem 3.2. We have the formula
The Jacobi form DL, theta functions, and Eisenstein series 81 The statement of this theorem seems new. We will use it in Section 5 in order to obtain recurrences formulas. Also from the equality (2.1) we obtain the functional equation
and hence
Corollary 3.3. We have the following partial differential relations
∂ ∂x (log D L (x, z)) = E * 1 (x + z; L) − E * 1 (x; L) (3.8) ∂ ∂z (log D L (x, z)) = E * 1 (x + z; L) − E * 1 (z; L) + π a(L) x (3.9) ∂ ∂x (log D L (x, z)) = 0, (3.10) ∂ ∂z (log D L (x, z)) = − π a(L) x. (3.11)
Integral representation of the form D L
We consider the function
The following theorem outside its own interest, opens a convenient passage for the limit formulas of Section 6.
Theorem 4.1. Assume that 0 < |x|, |x 1 | < d(L, z), then we have the identities
f (p) dp .
Proof. We observe that the both sides of the equality (4.2) tend to 1, as x → 0, and the right side of the equality (4. 
As termwise differentiation is allowed see A.Weil [10, Chap.I, p.5], we obtain the following equalities
−E * 2 (p + z; L) dp
. Note that to obtain the third equality, we have written
1 (x; L) and E 1 (x; u, v)) and have used the well-known integral formula
−E 2 (p + z; u, v)dp, (x 1 , z) , which proves the desired result.
Elliptic periodized Bernoulli functions d n (z; L)
We define the elliptic periodized Bernoulli functions d n (z, L) as follows. They are elliptic analogues of the classical Bernoulli periodized functions.
Lemma 5.2. Under the same hypothesis, we have
The Jacobi form DL, theta functions, and Eisenstein series
, the Eisenstein series of weight k; for k ≥ 3 it is given by the absolutely convergent series d n (z; L) and Eisenstein-Kronecker's series. We link the elliptic periodized Bernoulli functions d n (z; L) to Eisenstein-Kronecker's series as follows.
Proposition 5.3. We have
Proof. Two ways of proof: write, in case z ∈ L, the expression xD L (x, z) in term of Eisenstein summation; that is to say for
and develop the double sum in powers of the variable x. For general z, use the Leibnitz rule to write
Now when x tend to 0, x = 0, by [10, Chap. VIII, p.81] the two bracketed terms of the right member tend respectively to K n+1 (0, z, n + 1) (resp. K n (0, z, n)); meanwhile the left member tend to d n (z; L). Hence the equality
One can see that d n (z; L) is the elliptic analogue to the periodized Bernoulli functions
Those elliptic analogue are considered by K. Katayama [4] to prove Von Staudt congruences, also T. Machide in [5] obtained Dedekind reciprocity laws and in [6] proved recurrences formulas of order ≥ 2.
Recurrences formulas.
The elliptic periodized Bernoulli functions d n (z; L) satisfy the following interesting formulas.
Theorem 5.4. For any n ≥ 1, we have
we have also
where 
The formula (5.4) is valid for any z ∈ C\L, and any integer n ≥ 1. The second formula (5.5) comes by iterating n times the differential operator − ∂ ∂x on both members of the equality of Theorem 3.2. In fact one uses the formulas
where y = −(x + z), any integer k ≥ 1. The formula (5.5) is valid for any x, z, x + z ∈ L, and any integer n ≥ 1.
Thus the desired recurrence relation (5.5) is obtained by comparing the coefficients of x n of the series (5.6). Moreover, assuming 0 <| x |, | x 1 |<
Some notes on the limiting case
We consider the complex lattice L τ = Z + Zτ with Im(τ ) > 0. For a complex z we write z = z 1 τ + z 2 with z 1 , z 2 ∈ R. Let {z 1 } be the fractional part of z 1 . When Im(τ ) → ∞ we get classical periodized Bernoulli functions and numbers. More precisely, we have Proposition 6.1. Let x be a real number, x ∈ Z. Then, for any z ∈ C\L τ , we have i) if {z 1 } = 0, it comes
,
We also have :
uniformly on z 2 in any compact subset of R\Z.
Proof. When {z 1 } = 0, we first use the functional equation 
