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Abstract
We show that affine subspaces of Euclidean space are of Khintchine type for divergence under
certain multiplicative Diophantine conditions on the parametrizing matrix. This provides evidence
towards the conjecture that all affine subspaces of Euclidean space are of Khintchine type for
divergence, or that Khintchine’s theorem still holds when restricted to the subspace. This result
is proved as a special case of a more general Hausdorff measure result from which the Hausdorff
dimension of W (τ) intersected with an appropriate subspace is also obtained.
1 Introduction
Simultaneous Diophantine approximation is focused on how well points in Rd can be approximated
by points in Qd. Dirichlet’s simultaneous approximation theorem tells us that for every point
x ∈ Rd, we have that ‖qx‖ < q−1/d for infinitely many q ∈ Z where ‖·‖ is the sup norm distance to
the nearest integer point. A natural question is whether this bound can be improved, and it was
shown by Khintchine [Khi26] that if we consider the ψ-approximable x ∈ Rd, for which ‖qx‖ < ψ(q)
for infinitely many q ∈ N where ψ : N→ R+ is any decreasing function, almost every or almost no
points are ψ-approximable depending on if
∑
q∈N ψ(q)
d diverges or converges, respectively.
However, Khintchine’s theorem tells us nothing about the size of the ψ-approximable points
in subspaces of measure zero. It would be desirable to obtain a statement such as the following:
The measure of the ψ-approximable points in a subspace M ⊆ Rd of dimension n is of zero or
full n-dimensional measure depending on if the sum
∑
q∈N ψ(q)
d converges or diverges. However, if∑
q∈N ψ(q)
2 converges there are explicit examples of lines in the plane for which the above statement
is not true. As such, it makes sense to focus efforts on each side of the problem separately. To do
so, the concept of Khintchine type is very helpful.
A subspaceM⊆ Rd is of Khintchine type for divergence if for any decreasing function ψ : N→
R+ such that
∑
q∈N ψ(q)
d diverges, almost every point onM is ψ-approximable, and of Khintchine
type for convergence if almost no point is ψ-approximable when the sum converges. Any analytic,
non-degenerate manifold of Euclidean space is of Khintchine type for divergence [Ber12], and a
large class of manifolds are of Khintchine type for convergence [BVVZ17, Sim18].
However, less is known about affine subspaces. Currently, from [RSS17] it is known that affine
coordinate subspaces of dimension at least two, and affine coordinate subspaces of dimension one
with a Diophantine restriction on the shift vector are of Khintchine type for divergence. In
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the convergence side of the theory, certain coordinate hyperplanes are of Khintchine type for
convergence [Ram15] and affine subspaces with a Diophantine restriction on the parametrizing
matrix are of Khintchine type for convergence [HL19].
It is worth noting that these same questions may be asked in the case of dual approximation
where the interest is in measure theoretic properties of the set x ∈ Rd such that ‖〈x,q〉‖ < ψ (|q|)
for infinitely many q ∈ Zd. In this dual case, there is a similar concept of dual Khintchine type
for divergence and convergence. It is known that any analytic, non-degenerate manifold is of both
dual Khintchine type for convergence [BKM01] and divergence [BBKM02].
As in the simultaneous case, less is known about affine subspaces for dual approximation. Lines
through the origin with a Diophantine restriction are of dual Khintchine type for convergence
[BBDD00], and hyperplanes with a Diophantine restriction are of both dual Khintchine type for
convergence [Gho05], and divergence [Gho11].
The purpose of this paper is to prove a simultaneous, divergence Khintchine type theorem for
affine subspaces with a certain Diophantine restriction on the choice of parametrizing matrix. First
we need to introduce some notation. After a change of variables, any n-dimensional affine subspace
can be defined as
L = {(x,xa + a0) ∈ R
d : x ∈ Rn} or L = {(x, x˜a˜) ∈ Rd : x ∈ Rn}
where x = (x1, . . . , xn) ∈ R
n, a ∈ Matn,d−n, a0 ∈ R
d−n, x˜ = (1, x1, . . . , xn) ∈ R
n+1, and a˜ ∈
Matn+1,d−n such that a˜ =
[
a0
a
]
. Note that the matrix a accounts for the “tilt” of the subspace,
and the vector a0 accounts for the “shift” of the subspace off the origin.
Also necessary for this result is the concept of multiplicative Diophantine approximability of
matrices. For ω > 0, define
MAD(m,n, ω) =
{
a ∈Matm,n : inf
j∈Zn\{0}
|j|ω
m∏
u=1
‖j · rowu(a)‖ > 0
}
.
We say that a ∈ Matm,n has multiplicative Diophantine exponent ω(a) if
ω(a) = inf {ω ∈ R : a ∈MAD(m,n, ω)} .
If a 6∈ MAD(m,n, ω) for any ω ∈ R then we say that ω(a) = ∞. A matrix a ∈ Matm,n is said
to be multiplicatively badly approximable if a ∈MAD(m,n, 1). It is worth noting that in the case
where m = n = 1, the setMAD(1, 1, 1) is exactly equal to the set of badly approximable numbers.
Additionally, the Littlewood conjecture can be restated as asserting that MAD(2, 1, 1) is empty,
and if a ∈ Mat1,n, then ω(a) is the dual Diophantine type a when thought of as a vector. The
reader is encouraged to refer to [Bug09] for a survey of this concept. With this notation, We will
show the following theorems.
Theorem 1. Let L = {(x,xa+ a0) ∈ R
d : x ∈ Rn} be an n-dimensional affine subspace of Rd with
a ∈ Matn,d−n and a0 ∈ R
d−n. Then L is of Khintchine type for divergence if ω(a) < dn.
This requirement on a is the exact same as the requirement for an affine subspace to be of strong
Khintchine type for convergence in [HL19, Theorem 1]. Note that this restriction is only on the part
of the parametrizing matrix responsible for the “tilt” of the subspace. Therefore, whether or not a
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given affine subspace with the “correct” tilt is of Khintchine type for divergence is independent of
its shift off the origin.
It is interesting to note that [RSS17, Theorem 2,(ii)] is a result strictly about affine coordinate
subspaces, which states that an affine coordinate subspace {x} × R of Rd of dimension one is
of Khintchine type for divergence if ω(x) < d. Since the dimension of this subspace is one, this
restriction also aligns exactly with the restriction in Theorem 1. This is of note since the restriction
of Theorem 1 is only on the tilt of the subspace, while not making any statement about subspaces
which are not tilted. Whereas, the restriction of [RSS17, Theorem 2,(ii)] is only on the shift of the
subspace, while not making any statement about subspaces which are tilted in any way. This is
made more interesting by the fact that the methods of proof also are different. While both utilize
the ubiquitous systems framework, the counting result is shown by using a geometry of numbers
argument in [RSS17, Theorem 2,(ii)] and by using Selberg functions to translate the counting
problem into a dual problem in this result.
Theorem 1 follows as a special case of the following Jarn´ık type for divergence theorem regarding
the Hausdorff measure of the set W (ψ) ∩ L.
Theorem 2. Let L = {(x,xa+ a0) ∈ R
d : x ∈ Rn} be an n-dimensional affine subspace of Rd with
a ∈ Matn,d−n and a0 ∈ R
d−n such that ω(a) < n(d−n+s)n+1−s . Let 0 ≤ s ≤ n and let ψ : R → R
+ be a
decreasing function. Then
Hs(W (ψ) ∩ L) = Hs(L) if
∞∑
q=1
ψ(q)d−n+sqn−s =∞. (1)
Note that if s < n, then this implies that Hs(W (ψ) ∩ L) = ∞. This requirement on a is the
exact requirement for an affine subspace to be of strong Jarn´ık type for convergence in [HL19,
Theorem 2]. Note that in the case where s = n, Hn is comparable to Lebesgue measure on Rn,
so Theorem 1 can be thought of as the special case of Theorem 2 when s = n. Additionally, this
result allows us to obtain a lower bound for the Hausdorff dimension of the important set W (τ)∩L.
Define
W (τ) = {x ∈ Rn : ‖qx‖ < q−τ for infinitely many q ∈ N},
and note that W (τ) = W (ψ) where we choose ψ(q) = q−τ . In R, the famous Jarn´ık-Besicovitch
theorem states that the Hausdorff dimension of this set is 2τ+1 for τ > 1. It is natural, then,
to ask about the Hausdorff dimension of W (τ) on subspaces of Euclidean space. There are a
constellation of results regarding this question, known as the Generalized Baker-Schmidt Problem,
a good summary of which can be found in the introduction of [HSS18]. Choosing ψ(q) = q−τ in
Theorem 2, we obtain a lower bound on dimW (τ) ∩ L. An upper bound on dimW (τ) ∩ L can be
obtained from Theorem 2 in [HL19], which together immediately gives the following corollary.
Corollary 2.1. Let L = {(x,xa + a0) ∈ R
d : x ∈ Rn} be an n-dimensional affine subspace of Rd
with a ∈ Matn,d−n and a0 ∈ R
d−n such that ω(a) < nτ for some τ ≥
1
d . Then
dimW (τ) ∩ L = n−
τd− 1
τ + 1
.
It is worth noting that the upper bound can also be established with the less restrictive condition
that ω(a˜) < n+1τ , and is found as Corollary 4 in [HL19]. The upper bound used above is derived
from Theorem 2 in [HL19], which in fact gives a condition for an affine subspace to be of strong
Jarn´ık type for convergence. The author would like to thank Jing-Jing Huang for drawing his
attention to this aspect of the problem.
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2 Indexing of rational points
Since this problem is concerned with the extrinsic Diophantine approximation of subspaces, it is
important to find a way of identifying those rational points m/q ∈ Qd which are suitably close to
the subspace in question.. Additionally, it will be useful to focus attention on segments of L which
intersect with a strip of Rd.
For v ∈ Zn define Sv =
∏n
i=1[vi, vi + 1]
n × Rd−n. Note that then S0 = [0, 1]
n ×Rd−n, and⋃
v∈Zn
Sv = R
d.
We will consider the problem of showing that Hs (W (ψ) ∩ (L ∩ S0)) = H
s(L ∩ S0). Doing so
will allow us to consider the problem on a compact metric space, [0, 1]n, which is necessary to use
the tools of ubiquity theory. This focus on the unit n-cube will be justified in the proof of Theorem
1.
For each q ∈ N, consider those rational points m/q ∈ Qd which are in a suitable neighborhood
of Ln
a˜
. In other words, rational points such that∣∣∣∣y− mq
∣∣∣∣ < ψ(q)q
for some y ∈ Ln
a˜
where | · | denotes the sup norm. Put differently, there exists a rational point
m/q ∈ Qd ψ-close to some x ∈ L if
‖qy‖ < ψ(q).
L
p/q
(p/q, p˜/qa˜)
m/qr/q
B(m/q, ψ(q)/q)
Rd−n
Rn
Figure 1: Possible off-center neighborhoods
To index these points, consider a rational point p/q ∈ Qn ∩ [0, 1]n and the point (p/q, p˜/qa˜) on
Ln
a˜
. If there exists an r/q ∈ Qd−n such that∣∣∣∣p˜/qa˜− rq
∣∣∣∣ < ψ(q)q
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then the above inequality can be rewritten as
‖pˆa˜‖ < ψ (|pˆ|) (2)
where pˆ = (q,p) ∈ Nn+1 noting that since p/q ∈ [0, 1]n, |pˆ| = q. This inequality is a nice
shorthand way of saying that the point m/q = (p/q, r/q) ∈ Qd is ψ-close to L if the corresponding
vector pˆ ∈ Nn+1 satisfies the above inequality.
L
p/q B(p/q,Ψ(q))
(p/q, p˜/qa˜)
m/qr/q
B(m/q, ψ(q)/2q)
B(m/q, ψ(q)/q)Rd−n
Rn
Figure 2: Uniform neighborhoods
The goal is to reduce this problem to a ubiquitous system on Rn by considering a limsup set
centered around these p/q which correspond to a sufficiently closem/q. We would like to construct
balls centered at the p/q ∈ Qn such that if x ∈ Rn is inside the ball centered at p/q, then (x, x˜a˜) is
within ψ(q)/q of the corresponding m/q. However, with the current setup, there will not be balls
centered at p/q ∈ Qn, but rather neighborhoods of varying sizes depending on the distance m/q is
from L, some of which may be to only one side of the rational point, as in Figure 1.
To address this issue, consider a smaller class of rational points. Specifically only those p/q ∈
Qn ∩ [0, 1]n such that
‖pˆa˜‖ <
ψ (|pˆ|)
2
.
Now, simply considering all x ∈ Rn such that (x, x˜a˜) ∈ B(m/q, ψ(q)/2q) would give a neighborhood
which is not quite centered on p/q. In order to rectify this, consider the ball centered at p/q of
radius Ψ(q) where
Ψ(q) =
cψ(q)
q
with c = (2n|a|)−1, as in Figure 2.
Choosing this neighborhood allows us to more easily calculate the measure of the balls at
different levels while being more conservative in determining which points are considered to be
“close enough.”
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3 Counting problem
In the course of the argument, we will need to establish an upper bound on the number of integer
vectors pˆ ∈ Nn+1 defined above. Namely, on the size of the set of vectors∣∣∣∣∣
{
pˆ ∈ Nn+1 : ‖pˆa˜‖ <
ψ
(
kt
)
2
, |pˆ| ≤ kt−1,p/q ∈ B
}∣∣∣∣∣ (3)
where B = B(x0, η) so that m(B) = (2η)
n. Fix q ∈ N and define
P(q, δ,x0, η) = |{p ∈ N
n : ‖pˆa˜‖ < δ, |p − qx0| < qη}|. (4)
In order to find a bound for (3), we establish a bound on P(q, δ,x0, η), for which the following
theorem from [HL19] is needed.
Theorem 3. [HL19, Theorem 5] Let a ∈MAD(l,m, ω). Then for all positive integers J ≥ 2, we
have ∑
j∈Zm/{0}
|j|≤J
l∏
u=1
‖j · rowu(a)‖
−1 ≪ Jω(log J)l (5)
where the implied constant depends only on a.
The proof will also make use of a class of very useful trigonometric polynomials called the Selberg
functions. A more detailed explanation of these functions can be found in [Mon94]. Throughout
this section let e(y) = exp(2πiy).
Definition. Let ∆ = (−δ, δ) ∈ T and let χ∆ be its characteristic function. Then for any J ≥ 1
there exist finite trigonometric polynomials of degree at most J
S±J (y) =
∑
|j|≤J
b±j e(jy)
with
|b±j | ≤
1
J + 1
+min
(
2δ,
1
π|j|
)
and
b±0 = 2δ ±
1
J + 1
such that
S−J (y) ≤ χ∆(y) ≤ S
+
J (y) ∀y ∈ T
These polynomials are called the Selberg functions.
The following lemma will provide a bound on P(q, δ,x0, η) when a certain Diophantine condition
is imposed on the parametrizing matrix a. The proof of this lemma follows closely the steps of the
proof of [HL19, Theorem 7].
Lemma 4. If q < 12η , then
P(q, δ,x0, η) ≤ 1. (6)
Additionally, for a ∈MAD(n, d− n, ω) and q ≥ 12η ,
P(q, δ,x0, η) < 3
dδd−nqnm(B) +Caδ
d−n−ω log
(
1
δ
− 1
)n
. (7)
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Proof. Note that if q < 12η and there exists one p/q ∈ B, then the distance to the nearest possible
rational point is greater than the diameter of the ball. Thus, there can be at most one p ∈ Nn
satisfying the required conditions, so P(q, δ,x0, η) ≤ 1 if q <
1
2η . Therefore, restrict the focus to
those q ≥ 12η . Notice that
P(q, δ,x0 , η) =
∑
p∈Zn∩B(qx0,qη)
d−n∏
v=1
χ∆(pˆ · colv(a˜))
and bounding the characteristic function above by S+J this is
<
∑
p∈Zn∩B(qx0,qη)
d−n∏
v=1
S+J (pˆ · colv(a˜))
which can be rewritten using the properties of the Selberg functions as
=
∑
p∈Zn∩B(qx0,qη)
d−n∏
v=1
∑
|jv|≤J
b+jve(jvpˆ · colv(a˜)).
Reindexing, this is
=
∑
p∈Zn∩B(qx0,qη)
∑
j∈Zd−n
|j|≤J |
(
d−n∏
v=1
b+jv
)
e
(
d−n∑
v=1
jvpˆ · colv(a˜)
)
then pulling out the j = 0 term, and using the inequality
|e(a0x) + e(a1x) + · · ·+ e(akx)| ≤
2
|e(x) − 1|
≤
1
‖x‖
for any sequence of consecutive integers ai, this is
≤ (2qη + 1)n
∣∣b+0 ∣∣d−n + ∑
0<|j|≤J
(
d−n∏
v=1
b+jv
)∣∣∣∣∣∣
∑
p∈Zn∩B(qx0,qη)
e
(
pˆ · a˜ · jT
)∣∣∣∣∣∣
≤
(
2δ +
1
J + 1
)d−n(2qη + 1))n + ∑
0<|j|≤J
n∏
u=1
‖j · rowu(a)‖
−1
 .
Note that this step is where the reliance on a0 disappears. Then using Theorem 3 and the bound
on q this is
≤
(
2δ +
1
J + 1
)d−n
(2nqnm(B) + Ca (J
ω (log J)n)) ,
and letting J =
1
δ
− 1 this is
≤ (3δ)d−n
(
2nqnm(B) + Ca
((
1
δ
− 1
)ω
log
(
1
δ
− 1
)n))
7
≤ 3dδd−nqnm(B) + Caδ
d−n−ω log
(
1
δ
− 1
)n
as was claimed.
Theorem 5. Let a ∈ Matn,d−n such that for 0 ≤ s ≤ n, ω(a) <
n(d−n+s)
n+1−s , let ψ : R → R
+ be a
function such that for all ǫ > 0, ψ(q) ≥ q
s−n−1
d−n+s
−ǫ
for sufficiently large q, and let B be an arbitrary
ball in [0, 1]n. Then there exists some t0 ≫ 0 which depends on B, a, and ǫ such that
#
{
pˆ ∈ Nn+1 : ‖pˆa˜‖ <
ψ
(
kt
)
2
, |pˆ| ≤ kt−1,p/q ∈ B
}
< 3d+n+2ψ(kt)d−nk(t−1)(n+1)m(B) (8)
holds for all t > t0.
Remark. It will be shown later that this assumption on ψ(q) can be made without loss of generality.
Proof. Note that since ω(a) < n(d−n+s)n+1−s , then a ∈MAD(n, d−n, ω) such that ω(a) < ω <
n(d−n+s)
n+1−s .
Let B = B(x0, η) such that m(B) = (2η)
n as above. Then
#
{
pˆ ∈ Nn+1 : ‖pˆa˜‖ <
ψ
(
kt
)
2
, |pˆ| ≤ kt−1,p/q ∈ B
}
=
kt−1∑
q=1
#
{
p ∈ Nn : ‖pˆa˜‖ <
ψ
(
kt
)
2
,p/q ∈ B
}
<
kt−1∑
q=1
#
{
p ∈ Nn : ‖pˆa˜‖ <
ψ
(
kt
)
2
, |p− qx0| < qη
}
which, by the definition of P(q, δ,x0, η) is
=
kt−1∑
q=1
P(q, ψ(kt)/2,x0, η)
=
∑
q≤ 1
2η
P(q, ψ(kt)/2,x0, η) +
∑
1
2η
<q≤kt−1
P(q, ψ(kt)/2,x0, η)
which from Lemma 4 is
<
∑
q≤ 1
2η
1 +
∑
1
2η
<q≤kt−1
(
3d2n−dψ(kt)d−nqnm(B) + Ca2
ω−d+nψ(kt)d−n−ω log
(
1
ψ(kt)
− 1
)n)
<
1
2η
+ 3d2n−dψ(kt)d−nk(t−1)(n+1)m(B) +Ca2
ω−d+nkt−1ψ(kt)d−n−ω log
(
1
ψ(kt)
− 1
)n
†
< 3d2n−d+1ψ(kt)d−nk(t−1)(n+1)m(B) + Ca2
ω−d+nkt−1ψ(kt)d−n−ω log
(
1
ψ(kt)
− 1
)n
‡
< 3d2n−d+2ψ(kt)d−nk(t−1)(n+1)m(B)
< 3d+n+2ψ(kt)d−nk(t−1)(n+1)m(B)
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where the daggered inequality holds for t ≫ 0 such that kt(n
2+d)/n > 3−d2n−dkn+1m(B)−(n+1)/n,
and the double daggered inequality will hold if it can be shown that
Ca2
ω−d+nkt−1ψ(kt)d−n−ω log
(
1
ψ(kt)
− 1
)n
< 3d2n−d+1ψ(kt)d−nk(t−1)(n+1)m(B). (9)
Therefore, inequality (8) will follow from inequality (9), or equivalently, from
Ca3
−d2ω−1ψ(kt)−ω log
(
1
ψ(kt)
− 1
)n
< k(t−1)nm(B)
If we use the assumption that ψ(q) ≥ q
s−n−1
d−n+s
−ǫ, it suffices to show that
Ca3
−d2ω−1k
−tω
(
n(d−n+s)
n+1−s
)
log
(
k
nt(d−n+s)
n+1−s − 1
)n
< k(t−1)nm(B)
which, rewritten, is
Ca3
−d2ω−1m(B)−1 log
(
k
nt(d−n+s)
n+1−s − 1
)n
< k
(t−1)n−tω
(
n(d−n+s)
n+1−s
)
Ca3
−d2ω−1knm(B)−1 log
(
k
nt(d−n+s)
n+1−s − 1
)n
< kt
n(d−n+s)+ω(s−n−1−ǫ)
d−n+s .
Since the left hand side grows linearly and the right hand side grows exponentially so long as
n(d − n + s) + ω(s − n − 1) − ωǫ > 0, the last inequality can be satisfied by taking a t > 0 large
enough. Since ω < n(d−n+s)n+1−s and we can take ǫ > 0 as small as we like, inequality (9) holds. Since
inequality (9) holds, we have shown inequality (8).
4 Ubiquitous systems
Theorems 1 and 2 are proved using ubiquitous systems. The goal is to show that the rational
points in Section 2 together with a function ρ and a constant k form a local m-ubiquitous system.
A special case of a result from ubiquity theory is then used to obtain measure statements about a
limsup set related to this subset of the rational points which will be helpful to our result. For a
robust guide to this theory, the reader is referred to [BDV06], and for a survey treatment, [BRV16].
The ubiquitous systems framework aims to generalize the concept of the classical limsup set
W (ψ) to limsup sets centered around a collection R = {Rα}α∈J of resonant points, Rα, with a
function βα : Rα 7→ R
+, the weight of the resonant point. In the classical setup, R = {p/q ∈ Rd}
and βp/q : p/q 7→ q. The following definition gives a way to quantify whether or not there are
“enough” resonant points at all levels.
Definition (Local Ubiquity). Let R = {Rα}α∈J be a collection of points in a metric space Ω and
let B = B(x, r) be an arbitrary ball with center x ∈ Ω and radius r ≤ r0. Suppose there exists a
function ρ, and an absolute constant κ > 0 such that for t ≥ t0,
m
B ∩ ⋃
kt−1<βα≤kt
B
(
Rα, ρ(k
t)
) ≥ κm(B) (10)
where t0 depends on B. Then the triple (R, ρ, k) is said to be a local m-ubiquitous system.
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Additionally, there is a limsup set which this framework can provide measure theoretic statements
about. Centered at the resonant points, define the following set.
Definition. For Ψ : R+ → R+, let
Λ(Ψ) = lim sup
t→∞
∆(Ψ, t)
where
∆(ψ, t) =
⋃
α∈J
kt−1<βα≤kt
B (Rα,Ψ(βα))
In the case where the resonant points are the rational points p/q ∈ Qn with weight β : p/q 7→ q,
and with approximating function ψ(q)/q, this set is precisely the set of ψ-approximable numbers,
W (ψ).
The following theorem, a special case of [BDV06, Theorem 1, Corollary 2], and [BDV06,
Theorem 2, Corollary 4] says that showing local m-ubiquity along with a divergence condition
is sufficient to obtain a Hausdorff measure result for Λ(Ψ).
Theorem 6. [BDV06, Theorem 1, Corollary 4] Let Ω be a compact metric space with dimΩ = n
equipped with a non-atomic probability measure such that any open subset of Ω is m-measurable.
Suppose that (R, ρ, k) is a local m-ubiquitous system and that Ψ is a regular approximating function.
If
∞∑
t=1
Ψ(kt)sρ(kt)−n =∞,
for some 0 ≤ s ≤ n, then
Hs(Λ(Ψ)) = Hs(Ω).
In order to prove the main proposition of this section, a lemma is required which is a simple
use of the following theorem from Minkowski.
Theorem 7. (Minkowski’s theorem for systems of linear forms) Let βi,j ∈ R, where 1 ≤ i, j ≤ k
and let C1, . . . , Ck > 0. If
|det(βi,j)1≤i,j≤k| ≤
k∏
i=1
Ci, (11)
then there exists a non-zero integer point x = (x1, . . . , xk) such that
|x1βi,1 + · · · + xkβi,k| < Ci (1 ≤ i ≤ k − 1) (12)
|x1βk,1 + · · ·+ xkβk,k| ≤ Ck (13)
The proof of the above theorem is a simple use of Minkowski’s convex body theorem, and can be
found in [BRV16]. The following lemma makes use of this theorem of Minkowski, and is necessary
for the ubiquity approach.
Lemma 8. Let B be an arbitrary ball in [0, 1]n. Then
B ⊆
⋃
pˆ∈Nn+1
|pˆ|≤N
‖pˆa˜‖<ψ(N)/2
B
(
p/q,
2(d−n)/n
N (n+1)/nψ(N)(d−n)/n
)
. (14)
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Proof. For any x = (x1, . . . , xn) ∈ B,
x ∈
⋃
pˆ∈Nn+1
|pˆ|≤N
‖pˆa˜‖<ψ(N)/2
B
(
p/q,
2(d−n)/n
N (n+1)/nψ(N)(d−n)/n
)
if the following system of linear forms has an integer solution.
−r1 + p1a2,1 + · · · + pnan+1,n + qa1,1 < ψ(N)/2
...
−rd−n + p1a2,d−n + · · · + pnan+1,d−n + qa1,d−n < ψ(N)/2
−p1 + qx1 <
2(d−n)/n
N1/nψ(N)(d−n)/n
...
−pn + qx1 <
2(d−n)/n
N1/nψ(N)(d−n)/n
q ≤ N
where r1, . . . rd−n ∈ Z, p = p1, . . . , pn, and ai,j are the entries of a˜. Then the desired integer point
is (r1, . . . , rd−n, p1, . . . , pn, q) ∈ Z
d+1 and the matrix (βi,j) is equal to the block matrix
(
−Id−n a˜
T
0 A
)
(15)
where Id−n is the d−n identity matrix, 0 is the d−n, n+1 zero matrix, and A is the block matrix
defined by
A =
(
−In x
T
0 1
)
(16)
where In is the n identity matrix and 0 is the zero n-vector. Now |det(βi,j)1≤i,j≤k| = 1 and
k∏
i=1
Ci =
(
ψ(N)
2
)d−n( 2(d−n)/n
N1/nψ(N)(d−n)/n
)n
N = 1
so
|det(βi,j)1≤i,j≤k| ≤
k∏
i=1
Ci
and by Theorem 7, there is an integer solution to the above system of linear forms, hence (14)
holds.
11
For the purpose of this problem, define
J = {pˆ = (q,p) ∈ N× Zn : ‖pˆa˜‖ < ψ (|pˆ|) /2}
R = {p/q ∈ Qn ∩ [0, 1]n : pˆ ∈ J }
βpˆ = |pˆ|,
and
ρ(q) =
2(d−n)/n
q(n+1)/nψ(q)(d−n)/n
.
With these definitions, we prove the following proposition.
Proposition 1. For a˜ ∈ Matn+1,d−n and 0 ≤ s ≤ n such that ω(a) <
n(d−n+s)
n+1−s , and with a function
ψ : R → R+ such that for all ǫ > 0, ψ(q) ≥ q
s−n−1
d−n+s
−ǫ
for sufficiently large q, the triple (R, ρ, k)
with k > 2(n+d)/(n+1)3(n+d+2)/(n+1) forms a local m-ubiquitous system.
Proof. Let B be an arbitrary ball in [0, 1]n. By Lemma 8,
m
B ∩
⋃
pˆ∈Nn+1
|pˆ|≤N
‖pˆa˜‖<ψ(N)/2
B
(
p/q,
2(d−n)/n
N (n+1)/nψ(N)(d−n)/n
) = m(B), (17)
therefore, instead of directly showing that there is some 0 < κ < 1 for which
m
B ∩
⋃
pˆ∈Nn+1
kt−1<|pˆ|≤kt
‖pˆa˜‖<ψ(kt)/2
B
(
p/q,
2(d−n)/n
q(n+1)/nψ(q)(d−n)/n
)
 ≥ κm(B) (18)
holds, we will instead show that
m
B ∩
⋃
pˆ∈Nn+1
|pˆ|≤kt−1
‖pˆa˜‖<ψ(kt)/2
B
(
p/q,
2(d−n)/n
k(n+1)t/nψ(kt)(d−n)/n
)
 < m(B)(1− κ) (19)
from which it follows that (18) holds.
Note that
m
B ∩
⋃
pˆ∈Nn+1
|pˆ|≤kt−1
‖pˆa˜‖<ψ(kt)/2
B
(
p/q,
2(d−n)/n
k(n+1)t/nψ(kt)(d−n)/n
)

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<
∑
pˆ∈Nn+1
p/q∈2B
|pˆ|≤kt−1
‖pˆa˜‖<ψ(kt)/2
m
(
B
(
p/q,
2(d−n)/n
k(n+1)t/nψ(kt)(d−n)/n
))
where 2B is a doubling of B to account for balls centered at points p/q 6∈ B which intersect B.
Note that a doubling is large enough to capture all p/q which are the centers of balls which could
intersect B if t > t0 where t0 ≫ 0 depends only on a, B, and ǫ. This is then
=
2d
k(n+1)tψ(kt)d−n
#
{
pˆ ∈ Nn+1 : ‖pˆa˜‖ <
ψ
(
kt
)
2
, |pˆ| ≤ kt−1,p/q ∈ 2B
}
which, by Theorem 5 is
<
2d
k(n+1)tψ(kt)d−n
(
3n+d+2ψ(kt)d−nk(t−1)(n+1)m(2B)
)
=
2n+d3n+d+2
kn+1
m(B)
taking k > 2(n+d)/(n+1)3(n+d+2)/(n+1), this is
< (1− κ)m(B)
for some 0 < κ < 1.
We are now ready for the proof of the main theorems.
5 Proof of main theorems
Proof. For ψ : R→ R+ decreasing such that for all ǫ > 0, ψ(q) ≥ q
s−n−1
d−n+s
−ǫ for sufficiently large q,
let
J = {pˆ = (q,p) ∈ N× Zn : ‖pˆa˜‖ < ψ (|pˆ|) /2}
R = {p/q ∈ Qn ∩ [0, 1]n : pˆ ∈ J }
βpˆ = |pˆ|,
and
ρ(q) =
2(d−n)/n
q(n+1)/nψ(q)(d−n)/n
.
By Proposition 1, (R, ρ, k) forms a local m-ubiquitous system. This restriction on ψ(q) will soon
be show to be taken without loss of generality. Let
Ψ(q) =
cψ(q)
q
with
c = (2n|a|)−1 .
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By the definition of Ψ(q), we have
Ψ(kt+1)
Ψ(kt)
=
cψ(kt+1)
ckψ(kt)
≤
1
k
,
so Ψ is a regular function. Also, we have that∑
t∈N
Ψ(kt)sρ(kt)−n =
(
cs
2(d−n)
)∑
t∈N
ktψ(kt)d−n+skt(n−s)
which diverges by Cauchy’s condensation test, so by Theorem 6, Hs(Λ(Ψ) ∩ [0, 1]n) = Hs([0, 1]n).
The following lemma translates this result back to L.
Lemma 9. If Hs(Λ(Ψ) ∩ [0, 1]n) = Hs([0, 1]n) then Hs(W (ψ) ∩ (L ∩ S0)) = H
s([0, 1]n).
Proof. The mapping f : [0, 1]n → L ∩ S0 given by x 7→ (x, x˜a˜) is one-to-one, thus it only remains
to be shown thatif x ∈ Λ(ψ), then f(x) ∈ W (ψ). We will show that if x ∈ B(p/q,Ψ(q)), for
p/q ∈ Qd ∩ [0, 1]n such that pˆ ∈ J then (x, x˜a˜) ∈ BA(m/q, ψ(q)/q) for some m ∈ Z
d.
For any p/q ∈ Qd ∩ [0, 1]n such that pˆ ∈ J , ‖pˆa˜‖ < ψ(|pˆ|)/2 by definition of the index set
J , so there exists some m ∈ Rd such that (p/q, p˜/qa˜) ∈ B(m/q, ψ(q)/2q). Therefore, |m/q −
(p/q, p˜/qa˜)| < ψ(q)/2q. Since x ∈ B(Rpˆ,Ψ(q)), |p/q − x| < Ψ(q) < ψ(q)/2q and then
|p˜/qa˜− x˜a˜| = |(p/q − x)a|
= max
v=1,...,d−n
(p/q − x) colv(a)
< max
v=1,...,d−n
{(
cψ(q)
q
)
a1,v + · · · +
(
cψ(q)
q
)
an,v
}
where ai,j are the entries of a. This is then
< max
v=1,...,d−n
{(
cψ(q)
q
)
|colv(a)|+ · · ·+
(
cψ(q)
q
)
|colv(a)|
}
< n
cψ(q)
q
|a|
which, by the choice of c, is
<
ψ(q)
2q
.
Therefore |(p/q, p˜/qa˜) − (x, x˜a˜)| < ψ(q)/2q. Then by the triangle inequality, |m/q − (x, x˜a˜)| <
ψ(q)/q so (x, x˜a˜) ∈ B(m/q), ψ(q)/q).
By the above lemma, Hs(W (ψ) ∩ (L ∩ S0)) = H
s([0, 1]n), but it still remains to be shown that
Hs(W (ψ) ∩ L) = Hs(L).
Since W (ψ) is invariant under integer shifts, any segment L ∩ Sv of L lying in another strip
of Rd can be translated into S0 and considered as a segment there. This shift will affect a0, so
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that this segment is defined in S0 by a˜v =
[
a0 + va
a
]
. Since both a˜ and a˜v have a as the matrix
parametrizing the tilt, the above argument shows that Hs(La˜v ∩ S0) = H
s(L ∩ [0, 1]n) where La˜v
is the affine subspace parametrized by a˜v. Since H
s(La˜v ∩ S0) = H
s(L ∩ Sv) and ∪v∈ZnSv = R
d,
Hs(W (ψ) ∩ L) = Hs(L).
All that is left to show is that we can make the assumption that ψ(q) ≥ q
s−n−1
d−n+s
−ǫ used in
Theorem 5 without loss of generality, for which we will need the following lemma, the proof of
which can be found in [BD99, Lemma 3.10].
Lemma 10. (Hausdorff-Cantelli Lemma) Let E be a set in Rn and suppose that
E ⊆ {t ∈ Rn : t ∈ Hj for infinitely many j ∈ N}
where {Hj}j∈N is a family of hypercubes. If for some s > 0,
∞∑
j=1
ℓ(Hj)
s <∞,
then Hs(E) = 0.
Let φ = q
s−n−1
d−n+s
−ǫ, and define ψ¯(q) = max{ψ(q), φ(q)}. Then ψ¯ satisfies all our assumptions, so
almost every point on L is ψ¯-approximable.
In [0, 1]n, consider the set
Wt(φ) =
⋃
pˆ∈Nn+1
|pˆ|<kt−1
‖pˆa˜‖<φ(kt)
B
(
p/q,
φ(kt)
kt
)
∩ [0, 1]n (20)
and note that lim supt→∞Wt(φ) = Λ(Ψ) ∩ [0, 1]
n where Λ(q) = φ(q)/q. Then
∑
q∈N
ℓ(Wt(φ))
s ≤
∑
t∈N
(
2φ(kt)
kt
)s
#{pˆ ∈ Nn+1 : ‖pˆa˜‖ < φ(kt), |pˆ| < kt−1}
≤
2s3d+n+2
kn+1
∑
t∈N
ktφ(kt)d−n+skt(n−s)
which converges because
∑
q∈N φ(q)
d−n+sqn−s =
∑
q∈N q
−1−ǫ does by the Cauchy condensation test.
Thus Hs(lim sup(Wt(φ))) = H
s(Λ(Ψ) ∩ [0, 1]n) = 0 by the Hausdorff-Cantelli lemma, and by the
same argument as above, Hs(W (φ) ∩ L) = 0. Since every point which is ψ¯-approximable but not
φ-approximable is ψ-approximable, Hs(W (ψ) ∩ L) = Hs(L).
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