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The existence of a l-periodic solution of the generalized Lidnard equation 
XI + &4x’ + f (t, x) = e(t), 
where g(x) is continuous, e(t) is continuous, periodic of period 1 and with mean 
value 0 and f is continuous, periodic of period 1 in t, is proved under one of 
the following conditions: (i) there exists M > 0 such that f(t, x)x > 0 for 
1 x 1 > M and 
lim sup If (tv %)I < 473 
Iz/++m IX/ 2T + 1 
(ii) there exists M > 0 such that f(t, x)x < 0 for 1 x / > M. Earlier results of 
A. C. Lazer, J. Mawhin and R. Reissig are obtained as particular cases. 
In [7] A. C. Lazer proved that the second order differential equation of 
Duffing type 
x” + cx’ + g(x) = e(t) (1) 
where e(t) is continuous, periodic of period 1 and such that $ e(t) dt = 0 has a 
l-periodic solution provided that g is continuous, xg(x) > 0 for 1 x 1 sufficiently 
large and g(x)/x + 0 as j x 1 + + CO. His proof is based upon a new method of 
applying Schauder’s fixed point theorem [4]. 
Later on J. Mawhin [8] improved the result of Lazer not only by extending it 
to the n-dimensional LiCnard system 
d 
x” + Z gradF(x) + g(x) = e(t) (2) 
but also by allowing ong the reverse inequality g(x) . x < 0 for 1 x 1 big enough. 
Recently S. H. Chang [3] applied Lazer’s method to obtain the existence of a 
l-periodic solution of the equation 
X” + cx’ +f(t, x) = e(t) (3) 
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where f(t, X) is periodic of period 1 with respect to t, f(t, x)x > 0 for [ x 1 
sufficiently large and 
f(4 4 -+O 
X 
as Ix1-++co 
uniformly with respect to t. 
In this paper we show that the differential equation 
xv + g(x>x’ + f(t, x) = e(t) (4) 
has a l-periodic solution provided that one of the two following conditions 
is satisfied 
(i) there exists M > 0 such thatf(t, X) . x > 0 for any / x 1 > M and 
Ifk 41 
‘t:+y: I XI 
49 
< 27T + 1 
(ii) there exists M 3 0 such that f(t, X)X < 0 for any 1 x 1 > M. 
This way we improve the results of both Mawhin and Chang (case (i)) and 
again the result of Mawhin and a theorem of R. Reissig [12] (case (ii)). 
It should be noted that in [l] J. Bebernes proved the existence of a l-periodic 
solution of the differential equation 
xn = f(t, x, x’) (5) 
under the assumption f(t, x, y)x > 0 for 1 x I big enough and with an almost 
quadratic growth off with respect to y. But it seems that his method cannot 
be applied to equation (4). 
The following theorem (see M. Furi-M. Martelli-A. Vignoli [6]) essentially 
due to J. Mawhin [9], is of crucial importance in obtaining our result. The 
spaces E and F are assumed to be Banach spaces. 
THEOREM 1. Let L: E + F be a bounded Fredholm operator of index 0 and let 
h: E -+ F be continuous and compact. Assume that the set S” = kerL n h-l(imL) 
is bounded and that deg(Q 0 g 0 j, B, , 0) # 0, for r big enough, where Q: F -+ [wn 
is linear and such that ker Q = im L, n = dim ker L and j: W --+ E is a linear 
isomorphism between IWn and kerL. Then the equation Lx = h(x) bus a solution 
provided that the set S+ = {x E E: Lx = hh(x) for some h E (0, l]} is bounded. 
Using the above theorem we can prove the following result. 
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THEOREM 2. Let e(t) be continuous, periodic of period 1 and such that ji e(t) dt 
= 0. Let f (t, x) be continuous, periodic of period 1 in t and such that there exists 




eitherf(t, x)x > 0 
orf(t, x)x < 0 
/ x 1 > M. Then the differential equation 
X” + g(x>x’ +f(t, x) = e(t) (4) 
where g is continuous, has a l-periodic solution provided that in case (i) 
umformly with respect to t, and without any further assumption in case (ii). 
Proof. Let E be the closed subspace of C2[0, l] of those functions x(t) such 
that x(0) = x(l), x’(0) = x’(1) and let F = C[O, 11. The linear operator L: 
E - F defined by Lx = x” is a bounded Fredholm operator of index 0. Moreover 
dim ker L = 1. More precisely ker L coincides with the one-dimensional 
subspace of E of constant functions and imL coincides with the kernel of the 
continuous functional Q: F -+ R defined by 
QY = Jo1 r(t) dt 
The linear mapj: R -+ E defined by j(a) = a, a constant function, is clearly 
an isomorphism between R and ker L. Let /z: Cl[O, l] -+ F be defined by 
&4(t) = -g(x)x’ - f (t, x(t)) + 44 
The map h = h o i, where i is the compact inclusion of E into P[O, l] is a 
continuous compact map. Clearly 
Q 0 h oj(a) = i1 [-f (t, a) + e(t)] dt = --If (t, a) dt. 
Since for I a I > M we have 
(i) either f (t, a) . a < 0 
(ii) orf(t, a) . a > 0 
we see that f (t, a) f (t, -a) < 0 t E [O, l] in both cases. Hence 
Q 0 h 0 j(a) # tQ 0 h 0 j(-a) t>O and lal 3M. 
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This implies that for any Y 3 M we have 
deg(Qohoj,&,O) #O, 
since Q o h o j is homotopic to an odd map. Moreover if x E kerL, i.e. x is a 
constant function, and ( x / 3 M we havef(t, X) # 0, t E [0, 11. Therefore 
jol [-g(x)x’ -f(t, x) + e(t)] dt = -S:.f(t, x) dt # 0 
i.e. h(x) $ imL. Hence s” = kerL n h-l(imL) is bounded. 
It remains to show that Si- is bounded, i.e. all possible l-periodic solutions 
of the differential equation 
X” = Ah(x), h E (0, 11 (6) 
are bounded by some constant k independent of h. 
Case (i). Let x(t) be a solution of equation (6) for some I\ E (0, 11, i.e. 
x”(t) + hg(x) x’(t) + Aj(t, x(t)) = he(t). (7) 
Assume that 1 x(t)1 > M for every t E [0, 11. Then from equation (7) we obtain 
s 
‘f(t, x(t)) dt = 0 
0 
which is impossible sincef(t, x(t)) is either positive or negative for every t E [0, I]. 
Hence there exists t, E [0, l] such that 1 x0(&)1 < M. 
Let us write x(t) = a, + u(t), where a, = six(t) dt. Then clearly s: u(t) dt 
= 0. Moreover 
From the equality 
I a, I < M + I +,)I. (8) 
X”X + Ag(x)xx’ = -Af(t, x)x + Ae(t)x (9) 





x’~ dt = h o1 [e(t) -f(t, x(t))] x(t) dt 
s (10) 
Taking into account that 
s 
’ [e(t) -f(t, x(t))] dt = 0 
0 
500 
we see that 
MARIO MARTELLI 
s 1 0 xl2 dt ,( o1 [f(t, x) - e(t)] u(t) dt s (11) 
The assumption 
uniformly with respect to t, implies that there exist two constants A, B > 0, 
with B < 47?/(2?r + I), such that 
I f(4 4 < A + B I x I for every x E R. 
Hence if /I e /I = max I e(t)1 we obtain from (11) 
I 
1 
xl2 dt < l .r o1 I u I (II e II + A + B I a0 I + B I u I> dt. (12) 0 
In other words 
s 
1 
xl2 dt = 
n 
zi2 dt < D jol 1 u 1 dt + B jol u2 dt 
where D = II e // + A + B I a, 1. 






Since st u(t) dt = 0 there exists t, E [O, 1] such that u(Q = 0. Hence 
u(t) = L: u’(s) ds. 
Therefore 
I u(t)/ < jol I u’(t)1 dt < ( jol uf2 dt)“’ 
This, using (14) and (B), implies that 
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where T = M + 2~(]l e 1) + A/(4+9 - B)) and 01 = 2?rB/(47? - B) < 1. It 
follows that 
T 
I@01 < lAa (17) 
Using (17) and (15) we obtain 
2T 
IIXIIG lva 
Let R = m={lf(t, x)I + I e(t)1 t E LO, 11, I x I d 27X1 
max{I g(x)1 : 1 x j < 2T/(l - a)}. From the equality 
xn2 + hg(x) x’x” = h(e(t) - f(t, x(t))) xN 
we obtain, after integration, 
s 
1 
x’12 dt < V 
s II 0 0 
x’x” 1 dt + R (jol I x” 1 dt). 
(18) 
CL)} and V = 
(1% 
(20) 
Using Holder’s inequality and taking into account the inequality (14) we obtain 
I 
1 
xn2 dt < N (jol I( X” (I2 dt)“’ + R ( j1 x”~ dt)“’ (21) 
0 0 
i.e. 
(J;’ x”2 dt)“I < N + R with N = 4?Jy, . (22) 
Since si x’(t) dt = 0 there exists t, E [O, 1] such that x’(t2) = 0. Hence 
1 x’(t)1 < L1 1 x”(t)1 dt < (I xfr2 dt)1’2 < N + R. 
This ensures that 
and also 
II x’ II G N + R 
II x” II < V(‘(N + R) + R. 
Hence S+ is bounded and the proof is complete. 
Case (ii). Let x(t) be a l-periodic solution of 
X” = Ah(x) (23) 
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for some h E (0, 11, i.e. 
X” = A[-g(x)x’ -f(t, x) + e(t)]. (24) 
The existence of a point t, E [0, 1] such that 1 x(t,)l < M is obtained in the 
same way as in case (i). 
Let A = max{If(t, x)1 : t E [0, 11, 1 x 1 < M}. From the equality 
x”x = A[-g(x)x’ -f(t, x) + e(t)]x 
we obtain, after integrating by parts, 
o< l s xl2 dt = h 0 [s:f@, X)X dt - lo e(t)x dt] d jolf(t, x)x dt - J1’ e(t>x dt 
(25) 




xr2 dt < - 
0 s 0 
eWxdt= /joleWdt/ ~llelll /xl 
IX If 0 < $f(t, x)x dt then taking into account that f(t, X)X < 0 if 
can easily see that 
I (26) 
jaMwe 




.d2 dt < j’f(t, x)x dt + / J“ e(t)x dt / ,< (A + II e II) I! x I!. (26’) 
0 0 0 
In any case 
i 
’ d2 dt < K2 1) x I/. 
‘0 
On the other hand 
Therefore 
x(t) = x(t,) + j-1 X’(T) d7. (27) 
1 x(t)/ < M + s,l I x’(t)1 dt ,( M + (I xf2 dt)‘/l ,( M + K(ll x II)““. 
Hence 
II x II < M + K II x V2 Gw 
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which clearly implies that 
IIXII G ( 
K + (K2 + 4M)1’2 2 
2 b (29) 
Now the “a priori” bounds tor jl x’ 11 and /I x” 11 can be obtained in the same way 
as in case (i). Hence S+ is bounded also in case (ii) and the proor is complete. 
Remarks. (1) In the case (i) ir limlzl,+,f(t, x)/x = r, then the existence of a 
l-periodic solution of equation (4) can be proved provided that Y < 47r2, thus 
extending a result of R. Reissig [12]. 
(2) The conditions f(t, x)x > 0 and f(t, x)x < 0 for I x 1 > M can be 
replaced by the more general assumptions f(t, x)x 3 0 and f(t, x)x < 0 
respectively. It is enough to modify the equation by substituting f(t, x) with 
f<(t, x) = f(t, x) + cx in the first case and by f-Xt, x) = f(t, x) - EX in the 
second case. If E is small enough it can be proved that the solutions of the 
modified equation are bounded by the same constant K independent of E. 
Letting E + 0 and using Ascoli-Arzela’s theorem we obtain the existence of a 
l-periodic solution of equation (4). 
(3) Theorem 2 can be slightly changed to include the case when the 
period is different from 1. 
(4) A suitable modification of the assumptions and only minor changes 
in the proof are required to prove Theorem 2 for n-dimensional LiCnard systems 
of the form 
x” + $ gradF(x) +f(t, x) = e(t), 
thus obtaining, as a particular case, the result of J. Mawhin [8]. 
(5) On the basis of Theorem 4.1 of M. Furi-M. Martelli-A. Vignoli [6] 
we obtain that the map L - h : E -+ F is 0-epi in the sense of [6], thus enlarging 
the class of differential equations to which Theorem 2 can be successfully 
applied. 
(6) A great deal of papers on Lienard’s equation followed the work of 
Lazer and Mawhin. We can mention here the papers of R. Reissig [ll], and 
J. 0. C. Ezeilo [5], which are in the line of our result. While no one of the 
theorems proved in these papers contains our Theorem 2 it can be shown that 
some of the results obtained there are particular cases either of Theorem 2 or of 
its variations mentioned in the preceeding remarks. Other papers on LiCnard’s 
equation assume thatf(t, x) is independent oft, it is of class Cl and its derivative 
has some nice property with respect to the spectrum of the operator D2 (see 
J. Mawhin [lo] and R. Reissig [13]). 
(7) Further results on Lienard’s systems, obtained by means of the 
technique used here, will appear in a forthcoming paper. 
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Note added in proof. After the paper was written and accepted for publication, 
R. Reissig pointed out to the author that, using his approach as in his paper “Schwingungs- 
s&e ftir die verallgemeinerte Lienardsche Differentialgleichung” Math. Abh. Hamburg 
44 (1975), 45-51, he can obtain in the scalar case a better estimate on the constant B 
which appears in Theorem 2, namely, B E [0,47?). It should be noticed however that as 
is mentioned in Remark 4, Theorem 2 remains valid for the vector case as well if one 
replaces the condition 
g(t, x)x > 0 whenever 1 x 1 > M 
with the assumption (see J. Mawhin [8]) 
gi(t, X)Xi > 0, I X, I > M, i = l,...,j 
g,(t, x)x; < 0, I Xi I > M, i = j + l,..., n. 
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