are natural generalizations of systems of linear differential equations. Their main goal is that they admit solutions which need not be absolutely continuous. Up to now such equations have been considered by several authors starting with J. Kurzweil [7] and T.H. Hildebrandt [3] . For further contributions see e.g. [1] , [6] , [9] , [10] , [12] [13] [14] [15] [16] and references therein. These papers worked with several different concepts of the Stieltjes type integral like Young's (Hildebrandt), Kurzweil It is known that (cf. [7, Theorem 1.2.1]) the Kurzweil-Stieltjes integral is in finite dimensional setting equivalent with the Ward-Perron-Stieltjes, while the relationship between the Ward-Perron-Stieltjes and the Lebesgue-Stieltjes integrals has been described in [11, Theorem VI.8.1] . For more details, see Chapter 6 of [10] . The relationship between the Young and the Dushnik integrals is indicated by [8, Theorem B] . Finally, the relationship between the Young integral and the Kurzweil-Stieltjes one has been considered in [12] and [13] . Our aim is to complete this schedule. In addition, we will present also convergence results that are possibly new for the Young and Dushnik integrals. Let us emphasize that the proofs of all the assertions presented in this paper are based on rather elementary tools.
Preliminaries
In this paper the symbols like R, N, [a, b ], (a, b), var b a f and f ∞ have their usual and traditional meaning. Furthermore, recall that a finite sequence α = {α 0 , . . . ,
, the elements of α and ξ are always denoted respectively as α j and ξ j . At the same time the number of elements of ξ is denoted by ν(P ).
if it has finite one sided limits lim
The set of all functions regulated on
Equivalently,
It is known (cf. e.g. 
and, if g is regulated,
and define:
f dg exists and
• The Kurzweil-Stieltjes integral (K) b a f dg exists and equals I ∈ R if for every ε > 0 there exists a function
Results
Our main goal is the following assertion: 
To prove Theorem 2.1, we will need several auxiliary results. First, we we will restrict ourselves to some simpler special cases. (ii) The equalities (2.1) hold for every g : [a, b ] → R is regulated and f is a finite step function.
, τ ∈ (a, b) and let the functions f i , i ∈ {1, . . . , 5}, be defined on [a, b ] by
Indeed, given an arbitrary partition P = (α, ξ) of [a, b ] such that ξ j ∈ (α j−1 , α j ) for all j ∈ {1, . . . , ν(P )}, we get 
holds for every i ∈ {1, . . . , 5}. Finally, since by (1.1) every finite step function is a linear combination of functions of the type {f 1 , . . . , f 5 }, the proof of the lemma easily follows.
Estimates needed later are summarized in the following lemma.
and
are true. Furthermore, the estimates
hold for each of the three integrals under consideration, whenever it exist.
Proof. For the Kurzweil-Stieltjes integral these inequalities are well-known, cf. e.g. [17] or Chapter 6 of [10] . Since the set of admissible partitions for the Dushnik integral is contained in that for the Kurzweil-Stieltjes integral, it follows immediately that relations (2.4), (2.6) and (2.7) are true also for the Dushnik integral. So, it remains to consider the Young integral.
wherefrom it is easy to deduce that the estimate
holds for every partition P of [a, b ] This means that the former inequality from (2.5) and estimate (2.6) are true also for the Young integral.
Having this in mind we can verify the estimate
. Consequently, the second inequality from (2.5) and estimate (2.7) are true also for the Young integral.
Next convergence results are also true for all the three integrals under consideration. For the Kurzweil-Stieltjes integral the proof is available e.g. in Chapter 6 of [10] . The idea is pretty transparent and, as we will see below, applicable also to the Young and Dushnik integrals: First, we notice that in both situations the sequences of integrals depending on n are Cauchy sequences in R and therefore they have a limit I ∈ R. Further, assumptions on the convergence of functions involved, the estimates given in Lemma 2.3 and the existence of the integrals b a f n dg imply that the limit integrals exist and equals I. f n dg exist for all n ∈ N. Suppose at least one of the following conditions is satisfied: Proof. Both the integral and sum symbols now may refer to any of those three integrals we are considering in this paper.
We claim that in both cases (i) and (ii) the sequence { b a f n dg} satisfies the Cauchy condition. In case (i), we have by (2.6) from Lemma 2.
for all m, n ∈ N. Since var b a g is finite and {f n } is uniformly convergent, the right-hand side will be arbitrarily small if m, n are sufficiently large.
In case (ii), we use (2.7) from Lemma 2.3 to get
for all m, n ∈ N. Since g ∞ < ∞ and f n − f BV → 0, the right-hand side will be arbitrarily small for m, n sufficiently large. f dg = I, let ε > 0 be given. We claim there exists an n 1 ∈ N such that |S(f − f n , dg, P )| < ε for n ≥ n 1 and every partition P of [a, b] .
In case (i), this follows from (2.4) in Lemma 2.3, which yields
In case (ii), we use (2.5) of Lemma 2.3 to get
These estimates show the validity of (2.9). By (2.8), there exists an n 0 ≥ n 1 such that Similarly, in the case of the Dushnik integral, we can choose a division α 0 of [a, b ] such that (2.10) holds for each partition P = (α, ξ) of [a, b ] such that α ⊃ α ε and ξ j ∈ (α j−1 , α j ) for j ∈ {1, . . . , ν(P )}.
Finally, in the case of the Young integral, we can choose a division α ε of [a, b ] such that
holds whenever P = (α, ξ), α ⊃ α ε and ξ j ∈ (α j−1 , α j ) for all j ∈ {1, . . . , ν(P )}.
To summarize, in case of the Kurzweil-Stieltjes we have
holds for each partition P = (α, ξ) such that α ⊃ α ε and ξ j ∈ (α j−1 , α j ) for all j ∈ {1, . . . , ν(P )}, and in the case of the Young integral |S Y (f, dg, P ) − I| < 3 ε holds for each partition P = (α, ξ) such that α ⊃ α ε and ξ j ∈ (α j−1 , α j ) for all j ∈ {1, . . . , ν(P )}. Thus, b a f dg = I holds in any of the considered cases. The proof is complete.
Next convergence result is complementary to Theorem 2.4. Its proof is based on the same schedule as that of Theorem 2.4 and we leave it to the reader. 
(ii) f is bounded on This completes the proof.
