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Wireless localization technologies have received great attention with the 
increasing demand in various location-aware services in recent years. Received signal 
strength (RSS) based localization techniques have been extensively explored due to 
its low implementation cost and robustness under non-line-of-sight situations in 
comparison with other types of location dependent measurements. However, there are 
also many open challenges in the RSS based localization systems, e.g. low accuracy, 
high training cost and device diversity. Hence, in this thesis, we target to develop an 
accurate, cost-effective and robust RSS based localization system.    
First, we have proposed two new approaches to improve the accuracy. In the first 
approach, we have designed a fusion architecture and employed the best linear 
unbiased estimate (BLUE) as the fusion rule to combine the estimates from various 
localization algorithms. A substantial gain in accuracy is achieved. In the second 
approach, we first derive a statistical estimator, named as the maximum likelihood 
minimum variance unbiased (ML-MVU) estimator, from classical statistics. ML-
MVU achieves performance gain by taking the degree of RSS attenuation into 
account explicitly. Thereafter, we extend the ML-MVU estimator to approximated 
minimum mean square error (MMSE) estimator based on Bayesian statistics, so that 
the prior information can be incorporated smoothly. We also provide the calculation 
of the MMSE lower bound based on an Optimal Bias Bound (OBB). The efficiency of 
this lower bound has also been examined, which shows only 10% to 20% deviation 
from the actual MMSE under all noise levels.  
Second, we have derived an unsupervised training (UT) algorithm based on the 
historical RSS records of mobile users. It eliminates the training cost in the 
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conventional fingerprinting approach. The location coordinates of RSS fingerprints 
are estimated based on both the genetic algorithm (GA) and multidimensional scaling 
(MDS) optimization techniques. It has to be noted that the MDS searches for optimal 
relative location coordinates that best preserve the dissimilarities of the historical RSS 
records. Hence, we initialize the MDS with absolute location coordinates generated 
by the GA based on the location of a few fixed nodes (FNs), so that the estimated 
location coordinates from this optimization is absolute and no further coordinate 
transformation is required. 
Last, we have proposed a power-gap elimination (PE) algorithm to deal with 
device diversity. The device diversity issue refers to the inconsistencies between a 
user’s device and a device employed to construct the RSS fingerprints. In other words, 
the average signal strengths reported by various mobile devices are different at the 
same location and we use power-gap to represent this average difference for brevity in 
our context. We have also developed a novel localization system, named as PEUT, 
through combination of the PE and UT algorithms. Simulation and experimental 
results have demonstrated the efficiency and robustness of PEUT system under device 
diversity. Moreover, we have further extended the PE algorithm to the power-bias 
mitigation algorithm based on the novel RSS model proposed. The power-bias is a 
more general term and includes addressing the power-gap since it can be caused by 
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Wireless localization technologies have become very popular with the increasing 
demand in various location-aware services [1] in recent years, e.g. inventory 
management, location-based advertisement, location sensitive billing, and intelligent 
transport system. The Global Positioning System (GPS) successfully provides 
substantial coverage and high positioning accuracy in an outdoor environment [2], but 
it experiences severe performance degradation for indoor environments [3], due to 
loss of line-of-sight (LOS) and signal attenuation. To fill this gap, attention and 
efforts are diverted to the development of wireless indoor localization techniques and 
systems [4]-[5], based on either dedicated or existing wireless infrastructures. The 
first approach is to develop a dedicated system that includes both the implementation 
of localization algorithm and the deployment of infrastructure. The localization 
systems in this approach can provide accurate location estimations by a dense 
deployment of wireless sensors. For example, Ultra Wide Band (UWB) based 
localization systems require a dense deployment of wireless sensors to ensure that a 
mobile node (MN) can receive LOS signals from at least 3 wireless sensors. Hence, 
accurate location estimations can be achieved based on propagation delay of the LOS 
signals. The second approach is to develop localization algorithms on existing 
wireless infrastructure, e.g. cellular network and wireless local area network 
(WLAN). The advantage of this approach is that it avoids expensive and time-
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consuming deployment of additional infrastructures. However, the accuracy of the 
localization systems in this approach is relatively worse in comparison with the 
accuracy of those in the first approach. 
To have a clear understanding, we also introduce wireless indoor localization 
systems based on the types of location dependent measurements (LDMs) employed, 
such as time of arrival (TOA), time difference of arrival (TDOA), angle of arrival 
(AOA) and receive signal strength (RSS). A TOA based localization system typically 
requires perfect synchronization between the MN and the fixed node (FN) so that the 
measurement of TOA is accurate. Hence, it is commonly employed in the cellular-
based localization system. A TDOA based system is commonly implemented on 
wireless sensor networks, e.g. UWB network [6]. Unlike TOA, it requires perfect 
synchronization among the FNs. It also requires LOS to have accurate estimation. 
Hence, extensive research has been done on non-line-of-sight (NLOS) mitigation 
techniques [7]-[9]. An AOA based system requires an array of antennae or directional 
antennae to perform the angle or direction estimation, which incurs expensive 
infrastructure deployment cost. However, it does not require synchronization at all. 
Some works also suggest that location estimation is feasible in certain NLOS 
situations by having two or more multipath signals that experience no more than one 
reflection [10]. A RSS based system provides relatively low accuracy, but it has 
received great attention because of easy measurement acquisition and requiring no 
dedicated hardware. 
With the LDMs, there are two main approaches to estimate the location of a MN, 
i.e. triangulation approach and fingerprinting-based approach. The techniques in the 
first approach can be classified into two categories, namely lateration techniques and 
angulation techniques. In the lateration techniques, TOA, TDOA, and RSS 
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measurements are commonly employed. For example, the distance from MN to FN 
can be calculated based on TOA measurement since the distance is proportional to the 
propagation time. Based on one TOA measurement, the MN must lie on a circle 
around the FN. Therefore, a 2-dimesnional (2D) location can be determined by the 
intersection of circles based on TOA measurements from at least 3 non-collinear 
located FNs. The distance information can also be obtained from RSS measurements 
based on the radio-frequency (RF) path-loss model [11]. Thus, the same principle can 
be applied to locate a MN. Unlike TOA, the TDOA measurements represent 
differences in propagation time at which the signal arrives at multiple FNs. Based on 
one TDOA measurement, the MN must lie on a hyperboloid with a constant distance 
difference between the two FNs. Therefore, the 2D location of a MN can be 
determined by 2 or more TDOA measurements. In the angulation techniques, the 
location of a MN can be easily determined by the intersection of 2 or more directional 
lines based on AOA measurements. In the fingerprinting-based approach, there are 
two phases, i.e. training phase and testing phase. In the training phase, the LDMs are 
collected at many known training locations as records. In the testing phase, location 
estimation is performed through comparison between the testing LDMs and the 
training records. RSS is typically employed.  
1.2 Motivation and Objectives 
In recent years, the RSS based localization systems have received great attention 
and interest due to several advantages in practical implementation. First, they do not 
require LOS channels. In practical scenarios, one MN may not have LOS channels 
from the FNs, which are required and play a significant role in TOA/TDOA and AOA 
based systems. Therefore, this advantage makes RSS a better choice in scenarios 
where LOS channels are not guaranteed. Second, the RSS based systems do not 
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require dedicated hardware in the MN either. RSS is measured and encrypted into the 
data packet in most wireless communication protocols.  Hence, most of the mobile 
devices are able to provide RSS as a default. TOA can also be obtained from the 
timestamp in a packet; however, it requires perfect synchronization and a clock with 
high accuracy, which is not equipped in most of the mobile devices. AOA based 
system requires antenna array in a MN to become feasible. Third, RSS based systems 
require less functionalities or features from deployed wireless infrastructures. The 
TOA/TDOA and AOA based systems typically require dedicated deployment of FNs, 
which incurs significant deployment cost. However, the RSS based localization 
systems can be implemented on existing wireless infrastructures, e.g. cellular tower, 
WLAN. Hence, these advantages make RSS the most practical and cost-effective 
choice in comparison with other types of LDMs.  
There are two elementary approaches in the RSS based localization systems, i.e. 
RF propagation approach and RSS fingerprint approach [12]-[13], which is also 
popularly known as fingerprinting. The RF propagation approach employs lateration 
technique to locate a MN based on distances calculated from propagation path-loss 
model [11]. The RSS fingerprint approach contains two phases, i.e. training phase and 
testing phase. In the training phase, the RSSs are collected at many known training 
locations as records. In the testing phase, location estimation is performed through 
comparison between the testing RSS readings and the training records. The later 
approach provides better localization accuracy in comparison with the first approach, 
but it incurs additional training cost [5], [14]. Hence, there are also many challenges 
in RSS based localization systems, e.g. low accuracy, training cost, inconsistencies of 
mobile devices and so on.    
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Therefore, we target to overcome the key challenges and develop an accurate, 
cost-effective and robust RSS based localization system to cater to the need for the 
increasing demand from location based services.  
1.3 Contribution of the thesis 
In this thesis, we have developed two new approaches to enhance the accuracy of 
RSS-based indoor localization, i.e. fusion approach and statistical approach. We have 
also presented a calculation method to obtain a performance lower bound in terms of 
Bayesian mean square error (MSE). Moreover, we have implemented a novel RSS-
based localization system to completely eliminate the training cost of RSS fingerprint 
approach as well as mitigate the performance degradation brought by the 
inconsistencies of mobile devices. In addition, we have derived a robust technique to 
mitigate the deterministic RSS deviation between the training phase and testing phase. 
To have a clear structure, we have divided the contribution of this thesis into three 
parts based on the key performance metrics, i.e. accuracy improvement, training cost 
elimination, and robustness enhancement.    
In the first part of contribution, two new approaches have been developed to 
improve the accuracy and a performance bound has also been calculated in terms of 
Bayesian MSE. In the fusion approach, we have designed a fusion architecture to 
make use of the multiple outputs from various localization algorithms. The fusion 
architecture contains two layers, i.e. diversity layer and fusion layer. In the diversity 
layer, the RSS measurements are utilized by multiple localization algorithms and each 
localization algorithm gives one estimate of location.  In the fusion layer, we employ 
the best linear unbiased estimate (BLUE) to combine all the estimates from the 
diversity layer so as to obtain the final estimation. Experimental results have 
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demonstrated a substantial accuracy gain is achieved in comparison with other 
conventional algorithms, i.e. maximum likelihood estimation (MLE) [15], weighted k-
nearest-neighbor (KNN) [11] and neural network (NN) [16]. In the statistical 
approach, we have derived the maximum likelihood minimum variance unbiased 
(ML-MVU) estimator from classical statistics based on RSS fingerprints approach. 
ML-MVU achieves a better accuracy in comparison with other RSS fingerprints 
based algorithms by taking the degree of RSS attenuation into account explicitly. 
Thereafter, we have extended the ML-MVU estimator to approximate the minimum 
mean square error (MMSE) estimator based on Bayesian statistics, so that the prior 
information can be incorporated smoothly. We have also provided the calculation of 
MMSE lower bound based on an Optimal Bias Bound (OBB). The efficiency of this 
lower bound has also been examined, which shows only 10% to 20% deviation from 
the actual MMSE under all noise levels. With this lower bound, we can have a clear 
picture on how much potential gain is available and also compare the difference of 
optimal performances under various setups, e.g. topology of FNs.  
In the second part of contribution, we have derived an unsupervised training (UT) 
algorithm based on the historical RSS records of mobile users. It completely 
eliminates the training cost in RSS fingerprint approach.  First, due to the noisiness of 
an individual RSS record, we extract M RSS representatives from the historical RSS 
records by using the k-means clustering method. Second, we construct RSS 
fingerprints, also known as a radio map, by allocating location coordinates to all the 
RSS representatives based on both the genetic algorithm (GA) and multidimensional 
scaling (MDS) optimization techniques [17]. It has to be noted that the original MDS 
searches for optimal relative location coordinates that best preserves the 
dissimilarities of RSS representatives. Hence, we initialize MDS with absolute 
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location coordinates generated by a GA based on official APs’ locations, so that the 
estimated location coordinates from this optimization is absolute and no further 
coordinate  transformation is required. 
In the last part of contribution, we have derived a power-gap elimination (PE) 
algorithm to deal with device diversity. The device diversity issue refers to the 
inconsistencies between a user’s device and a device employed to construct the RSS 
fingerprints. In other words, the average signal strengths reported by various mobile 
devices are different at the same location and we use power-gap to represent this 
average difference for brevity in our context. Hence, we propose and employ this PE 
algorithm to improve the robustness. The PE algorithm is a signal pre-processing 
technique and therefore it can be combined with other algorithm. PEUT system is the 
combination of the PE algorithm and the UT algorithm. Simulation and experimental 
results have demonstrated the efficiency and robustness of PEUT system under device 
diversity. Moreover, we have further extended the PE algorithm to the power-bias 
mitigation algorithm based on the novel RSS model proposed. The power-bias is a 
more general term and includes addressing the power-gap since it can be caused by 
many factors, e.g. orientation of MN, dynamic environment and device diversity.  
1.4 Thesis outline 
The rest of the thesis is organized as follows. In Chapter 2, we present the 
detailed literature review of current wireless indoor localization techniques. We 
propose a novel fusion approach through combination of multiple outputs from 
various localization algorithms in Chapter 3. In Chapter 4, we derive a new statistical 
location estimator, ML-MVU, by taking the degree of RSS attenuation into account 
explicitly. In Chapter 5, we present a calculation method to obtain the MMSE lower 
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bound as well as a statistical estimator to approximate MMSE. In Chapter 6, we 
present the detailed formulation and analysis of PEUT system to overcome two 
challenges in RSS fingerprint approach, i.e. training cost and device diversity. In 
Chapter 7, we propose a novel RSS model based on OFDM in WLAN and derive a 
mitigation algorithm to reduce the adverse effect of the deterministic RSS deviation. 
Finally, we conclude this thesis and discuss some future works in Chapter 8. 
 









In this chapter, we review and discuss the existing approaches in wireless indoor 
localization. To have a clear structure, we categorize the current localization 
algorithms according to various types of location dependant measurements (LDMs) 
employed. This chapter is organized as follows. First, we discuss the algorithms of 
TOA/TDOA estimation as well as the localization algorithms to make use of 
TOA/TDOA in Section 2.1. In Section 2.2, we review the methods of AOA 
estimation as well as the localization algorithms based on AOA. In Section 2.3, we 
present existing RSS based localization algorithms. In Section 2.4, we review the 
hybrid approaches in localization by incorporating multiple types of LDMs.  
2.1 TOA/TDOA based approach 
In this section, we review both the algorithms of TOA/TDOA estimation and the 
localization algorithms based on TOA/TDOA.  
2.1.1 Estimation of TOA/TDOA 
In this part, we focus our discussion on the existing algorithms of TOA/TDOA 
estimation. It should be noted that TDOA is the difference of two TOAs and therefore 
we only present the estimation of TOA. The conventional correlation-based approach 
estimates TOA by maximising the cross correlation between the received signal and 
the template signal, which is known as prior knowledge [18]. For example, in a GPS 
system, a maximum likelihood (ML) algorithm is used to estimate TOA from the 
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correlation results, which are generated from the received signal correlated with the 
modulated pseudo-random code. However, this approach gives wrong results when 
the signal pulses from various paths overlap each other, which is likely to occur in a 
dense urban or indoor environment due to the multipath effect [19]-[20]. To 
distinguish a large number of signal paths in time domain, high bandwidth is required 
to increase the time resolution of the multipath channel. This is the main motivation 
and reason why UWB is widely employed in TOA/TDOA based localization system.  
Theoretically, the ML algorithm can achieve a performance close to Cramer-Rao 
Lower Bound (CRLB) [21]-[22]. However, the ML approach is too computational 
intensive since it requires an exhaustive search over a large number of beams. Hence, 
many approaches have been proposed to reduce the computational burden [22]-[24]. 
In [23], a generalized ML (GML) approach has been proposed and investigated. 
Specifically, the arrival time of each path component is estimated individually in a 
sequential manner while other parameters are assumed to be fixed. Therefore, the 
computational complexity is reduced. In [24], a modified GML algorithm has been 
proposed to estimate signal arrival time for the multi-band orthogonal frequency 
division multiplexing (MB-OFDM) UWB system. Two major improvements are 
achieved in [24] in comparison with the GML. First, the computational complexity is 
further reduced through shrinking the search region in each iterative step of estimation. 
Second, the modified GML performs better in comparison with the GML through 
proper threshold settings of system parameters, i.e. the threshold values are 
determined by the root mean square error (RMSE) of signal arrival time instead of 
probabilities of false alarm in the GML. In [22], the modified GML is further 
improved by employing simulated annealing in the search of proper threshold settings 
of system parameters.  
11 
 
There are two practical concerns in correlation-based TOA estimators, i.e. pulse 
shape distortion, and pulse timing mismatch [19], [25]. Hence, the energy based TOA 
estimation receives great interest because it does not require accurate timing and pulse 
shape [19], [25]-[26]. The energy based TOA estimation can be classified into two 
categories, i.e. one-step TOA estimation, and two-step TOA estimation. The well-
known algorithm in one-step approach is maximum energy selection (MES) [19]. This 
algorithm is easy to implement due to its low complexity. However, it provides 
relatively low accuracy in TOA estimation. Therefore, many two-step algorithms have 
been proposed in order to achieve both low complexity and high accuracy [27-29]. In 
[27], a coarse TOA estimation is obtained based on received signal energy in the first 
step. Thereafter, the arrival time of the first signal path is estimated by using a 
statistical change detection approach. In [28], the first step employs two adaptive 
template signals to correlate with the received signals respectively. By this means, the 
search region is decreased rapidly. With the new search region, a full serial search 
scheme is used during the second step. In [29], a two-step approach has been 
employed and demonstrated in a particular environment, i.e. underground mine. It 
also should be noted that the energy based TOA estimation suffers from noise due to a 
square-law device. Hence, threshold-based algorithms have been proposed to mitigate 
the noise effect by assuming the noise level is known [25], [30]-[31].     
2.1.2 TOA/TDOA based localization algorithms 
In this part, we proceed to review localization algorithms based on TOA/TDOA. 
In TOA based localization algorithms, the distance information is extracted from the 
propagation delay between a FN and a MN. Therefore, the TOA based algorithms 
typically require perfect synchronization between a FN and a MN. With 3 exact 
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Figure 1 Geometric illustration of TOA based Localization 
However, the distance information usually contains noise and many algorithms 
have been proposed to calculate the location of a MN in a noisy environment. In [32]-
[33], the Maximum Likelihood (ML) algorithm has been studied as an asymptotical 
approach of CRLB [34]. The location estimate is the one that maximises the 
conditional probability density function. Although a closed form ML solution is not 
possible, an iterative two-step ML algorithm has been presented in [35]. First, an 
initial solution is obtained by using the measurement distances instead of the actual 
ones in the ML. Next, the solution is used to re-calculate the distances. A few 









(LS) based algorithms have also been commonly employed in the TOA based 
localization. The LS algorithm basically minimizes the sum of square errors, which 
are the difference between estimated distances and measurement distances. The LS 
problem in the TOA based localization is non-convex [7] and therefore it requires 
numerical search techniques, e.g. Gauss-Newton techniques [36], which is 
computationally intensive and requires good initialization to avoid converging to a 
local optima. Hence, many linearization techniques of LS have been proposed [37]-
[38]. In [37], Taylor series expansion is employed to perform linearization by 
ignoring the higher order terms. In [38], a FN is chosen as reference and utilized to 
form a linear model.  
Besides the noise effect, the TOA measurements can also be biased in a non-LOS 
(NLOS) scenario. The ML algorithm in a NLOS scenario has been proposed in [39], 
which requires prior knowledge regarding the distribution of the distance bias. In LS 
based algorithms, a simple way to mitigate the effects of NLOS FNs is to give less 
emphasis to corresponding NLOS terms through weighting [40]-[41].    
Both the ML and LS algorithms can be utilized in TDOA based localization [7], 
[42]-[43]. The error characteristics of both TOA and TDOA are studied in [44], which 
show the dilutions of precision and location estimates are the same for TDOA and 
TOA processing. However, it should be noted that TDOA based algorithms require 
precise synchronization among FNs, not precise synchronization between FNs and a 
MN. This explains the fact that TDOA based localization systems are commonly used 




2.2 AOA based approach 
AOA is another important type of location dependent measurement. The location 
of a MN can be determined by using 2 or more AOA measurements. In this section, 
we review both AOA estimation techniques and localization algorithms based on 
AOA.  
2.2.1 Estimation of AOA 
AOA estimation techniques can be categorized into two approaches, i.e. spectral-
based approach and parametric approach. First, in the spectral-based approach, the 
elementary AOA estimation is achieved through beamforming [45]. The receiver 
scans all directions in the spatial domain by steering the antenna array and the 
direction with the maximum spectral is chosen as the AOA estimate. This approach 
provides a benchmark in AOA estimation and its performance is evaluated in [46]. 
However, the accuracy in this approach is relatively low due to insufficient 
differentiability of close AOAs. Capon beamformer is proposed in [47] to improve the 
differentiability by mitigating the noise and interference.  
A major innovative technique in spectral-based approach is MUSIC (MUltiple 
SIgnal Classification) based on subspace spectral analysis [48]-[49]. It utilizes the 
structure of the exact covariance matrix with spatial white noise assumption. The null 
spectrum function can be formulated based on both signal subspace and noise 
subspace, which are obtained through decomposition of the covariance matrix. The 
peak of the null spectrum is chosen as estimation of AOA. The MUSIC technique 
performs significantly better than beamforming methods in AOA estimation [50]-[53]. 
However, MUSIC still fails to resolve closely spaced signals when the samples are 
small and signal-to-noise ratio (SNR) is low. Many extended algorithms have been 
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proposed so as to overcome its shortcomings in various specific scenarios [54]-[57]. 
In [56], a non-uniform weighting algorithm has been proposed to improve the 
resolution capability of MUSIC in difficult scenarios involving small samples, lower 
SNR and highly correlated signals. In [57], a practical precoder has been proposed to 
pre-process the transmitted signal in order to improve the accuracy of MUSIC 
estimator.       
Another important technique in the spectral-based approach is the ESPRIT 
(Estimation of Signal Parameters via Rotational Invariance Techniques) [58]. The 
major limitation of this technique is its inefficiency when dealing with correlated 
signals [51]. Spatial smoothing is often employed to reduce the correlation of signals 
in this condition. 
While the spectral-based techniques are computationally attractive, they do not 
always yield sufficient accuracy. In particular, for scenarios involving highly 
correlated signals, the performance of the spectral-based techniques may be 
insufficient [45]. Another category of AOA estimation techniques is the parametric 
approach, which overcomes the limitation of the spectral-based algorithms in 
estimating correlated source signals. However, the parametric approach typically 
requires a multi-dimensional search, which incurs high computational cost. It assumes 
the noise to be a Gaussian random process, and thereafter ML or maximum a 
posterior (MAP) is employed to estimate AOA.  
2.2.2 AOA based localization algorithms 
In this part, we proceed to review localization algorithms based on AOA. With 
one AOA measurement, a line can be drawn that passes through the corresponding 
MN and FN. Therefore, the location of a MN can be easily obtained by using 2 or 
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more AOA measurements. However, the AOA measurements usually contain noise 
and many algorithms have been proposed to calculate location of a MN in a noisy 
environment [59]-[63]. LS based algorithms have been commonly employed to 
estimate the location of a MN in AOA based localization. The objective of the LS is 
to minimize the sum of square errors, which are the differences between estimated 
angles and measurement angles. The LS problem in AOA based localization is non-
convex and therefore it requires numerical search methods, which is computational 
intensive and requires good initialization to avoid converging to a local optimum. 
Hence, many linearization techniques have been proposed [62]-[63]. In [62], a linear 
formulation is achieved by assuming small AOA measurement errors. With the linear 
formulation, a weighted LS algorithm is employed subsequently to obtain the same 
performance as that of non-linear LS algorithms. In [63], a convex combination 
scheme has been proposed to achieve fast and accurate location estimation. This 
scheme basically expresses the coordinate of a MN as the convex combination of a set 
of virtual anchors around its real location. By introducing this scheme, the objective 
function is converted to a convex function, which can be solved efficiently. 
The AOA measurements can be biased in NLOS and therefore the performance is 
degraded dramatically. Hence, some works have also proposed novel algorithms to 
overcome this challenge [64]-[65]. In [64], it assumes only a few AOA measurements 
are based on NLOS signals and employed a coherent criterion to select the most two 
reliable AOA measurements. By using these two measurements, an accurate location 
estimation of a MN is obtained. In [65], it suggests that location estimation is feasible 
in certain NLOS situations by having two or more NLOS signals that experience no 
more than one reflection. 
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2.3 RSS based approach 
The RSS based approach has received much attention in wireless indoor 
localization due to its several advantages, e.g. easy measurement acquisition, no 
requirement on LOS channels, and no requirement on dedicated hardware. There are 
two elementary approaches in the RSS based localization, i.e. RF propagation 
approach and RSS fingerprint approach [12]-[13], which is also known as 
fingerprinting. The RF propagation approach employs lateration technique to locate a 
MN based on distances calculated from propagation path-loss model [11]. The RSS 
fingerprint approach contains two phase, i.e. training phase and testing phase. In the 
training phase, the RSS are collected at many known training locations as records. In 
the testing phase, location estimation is performed through comparison between the 
testing RSS readings and the training records. The later approach provides better 
localization accuracy in comparison with the first approach, but it incurs additional 
training cost [5], [14]. In this section, we review the localization algorithms based on 
the two RSS based approaches.   
2.3.1 RF propagation approach 
In this approach, distance information can be extracted from RSS according to 
log-distance propagation model [11], and thereafter LS based techniques are 
commonly employed to estimate location of a MN from the distance information. 
However, the performance is limited due to the inaccuracy of the log-distance 
propagation model in complex indoor environments. Hence, many techniques have 
been proposed to overcome this challenge [66]-[69]. In [66], a novel wall breakpoint 
model has been proposed by taking the wall factor into account. In [67], a linear 
regression method has been employed to determine the mathematical relationship 
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between RSS and distance. It has also demonstrated a close performance in 
comparison with higher order regression methods. Moreover, a correlation-based LS 
algorithm has been proposed by taking the correlation of RSS measurements into 
account. In [68], an indoor wireless propagation model in WiFi-RoF (Radio over 
Fiber) network architecture has been proposed by taking the effect of obstacles into 
account. In [69], it has proposed a novel algorithm to distinguish signals from 
different paths by taking the advantage of frequency diversity in TelosB sensors. 
Therefore, it can identify and use the LOS signal to calculate the distance accurately.  
There are also some benchmark works on saving the deployment effort. In [70], 
its localization system estimates the locations of FNs based on real-time RSS data, so 
that the RF propagation based approaches can be applied even without knowing the 
actual locations of the FNs. One following work also estimates the locations of FNs 
by using the MDS technique [71]. Moreover, both of them require 3 non-linear or 
more absolute anchors to transform the relative coordinates to absolute coordinates. 
The anchors are taken when mobile users can be located by GPS. 
2.3.2 RSS fingerprint approach 
In the RSS fingerprint approach, location estimation of a MN is performed 
through comparison between testing RSS readings and training records. Hence, many 
pattern recognition algorithms have been proposed and employed to estimate the 
location of a MN [11], [15]-[16], e.g. weighted KNN, MLE and NN. KNN searches 
for K nearest matches of known locations in signal space from the training records. 
By averaging these K location coordinates by adopting the distances in signal space as 
weights, a location estimate is obtained [11]. In [15], probabilistic methods have been 
proposed by considering localization as a classification problem. Among all known 
19 
 
locations in training records, discrete ML algorithm chooses the location that gives 
the largest likelihood. However, a MN can be located in any location, not just at the 
discrete points. Hence, the MLE employs weighted average of all known location 
coordinates, where the weights are assigned based on their corresponding likelihood. 
In [16], NN employs a multilayer perceptron (MLP) network with one hidden layer. 
In the training phase, all RSS data with location signature are used to train the weight 
matrix of the hidden layer so that a relation between RSS and location is constructed. 
Hence, in the testing phase, a location estimate is directly obtained based on this 
relation.   
The RSS fingerprints approach provides a better accuracy in comparison with the 
RF propagation approach. However, it has tremendous training cost in terms of both 
labour and time. Therefore, many works have been studied to reduce the training cost 
as well as maintain good accuracy [72]-[74]. In [72], a radio propagation simulator 
has been employed to build RSS fingerprints through incorporating a limited number 
of real calibrations. Hence, the training cost is dramatically reduced. However, it 
should be noted that the locations of FNs and floor plans are also required to generate 
the simulated RSS fingerprints. An adaptive re-calibration of the RSS fingerprint 
method has been proposed in [73] so as to reduce re-calibration effort once the old 
RSS fingerprints are outdated. The algorithm requires a few new calibrations to 
estimate and update the RSS fingerprints by using linear interpolation. It also assumes 
the new calibrations can be obtained in real-time, named as feedbacks, so that the 
updating system is adaptive. Another interesting work recommends using a robot to 
collect RSS fingerprints instead of human labour [74]. The self-guided robot uploads 
RSS fingerprints when any radio-frequency identification (RFID) tag is detected and 
therefore the system requires deploying many cheap RFID tags. 
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Another challenge in the RSS fingerprint approach is the device diversity, which 
refers to the inconsistencies between a user’s device and a device employed to 
construct the RSS fingerprints. Several works have been studied to combat against 
this issue [75]-[76]. In [75], the RSS fingerprints are constructed by using one 
reference device. The power-gaps between this reference device and other devices are 
also calibrated. Hence, during the testing phase, a signal from different device can be 
corrected before being employed to perform localization. In [76], signal strength 
difference (SSD) is suggested to be utilized instead of RSS to overcome device 
diversity because SSD is invariant to device diversity to a certain degree. Hence, the 
RSS fingerprints are transformed into SSD fingerprints by deducting the signal 
strength of a reference AP. As a result, the effect of device diversity can be mitigated 
at a cost of losing part of the information [77]. 
Besides the localization algorithms, several works have also been proposed to 
investigate performance impact factors through lower bound analysis [33], [77], e.g. 
geometry of FNs, and density of FNs. However, they are not able to provide a tight 
lower bound for the current localization algorithms mainly because the assumption 
taken on propagation model fails. In fact, it is hard to derive or find a general signal 
propagation model which is applicable for various indoor environments. 
2.4 Hybrid approach  
 A hybrid approach is often able to provide more accurate and robust 
performance by using two or more types of location dependent measurements. Many 
hybrid algorithms have been proposed to overcome the difficulties of using a single 
type of LDMs. In [79], a hybrid TOA/RSS algorithm has been proposed in an outdoor 
environment and its CRLB analysis has also been presented. The use of RSS 
21 
 
measurements mitigates the difficulties in locating the MN in the proximity of FNs, 
which are inherent to the TOA based schemes. In [80], a hybrid TOA/RSS algorithm 
in indoor environment has been proposed. The algorithm demonstrates performance 
improvement by using RSS to identify and eliminate the NLOS effect in a TOA 
system. The authors in [81] have developed two algorithms by using hybrid 
AOA/RSS measurements, i.e. LS algorithm and ML algorithm. It has demonstrated 
that the ML algorithm performs better with a higher cost of computational complexity. 
Another hybrid AOA/RSS algorithm has been proposed in [82]. It should be noted 
that the AOA is estimated based on RSS measurements obtained from multiple 
orientations by rotating the antenna. Hence, the performance is improved without 
additional hardware.  
The hybrid TOA/AOA approach has also been exploited in the literature. In [83], 
the proposed iterative minimum residual scheme detects and eliminates NLOS nodes 
sequentially based on the information from both TOA and AOA measurements. A 
hybrid TOA/AOA hardware-oriented algorithm has been proposed in [84] to 
overcome the high computational complexity in conventional algorithm, e.g. LS 
algorithm.  In [85], another hybrid TOA/AOA algorithm has been proposed in cellular 
network. This algorithm extends the Taylor series LS method originally developed for 












Fusion of Multiple Localization Algorithms 
 
 
In this chapter, we propose and describe a novel fusion system to combine 
multiple RSS-based localization algorithms. This fusion system targets to utilize RSS 
information effectively so as to provide a better performance in comparison with that 
of any single localization algorithm. This chapter is organized as follows. First, we 
present the details of the fusion architecture as well as the fusion methodology 
employed in Section 3.1. We describe an unsupervised training method in Section 3.2 
to obtain a covariance matrix. We illustrate the experimental results of using different 
types of covariance matrix in Section 3.3. Finally, we conclude this chapter in Section 
3.4.    
3.1 Fusion architecture and methodologies 
In this section, we present both the fusion architecture and fusion methodology. 
3.1.1 Fusion architecture 
The fusion architecture contains two layers, i.e. the diversity layer and the fusion 









Figure 2  Fusion architecture of multiple RSS-based localization algorithms 
In the diversity layer, the RSS measurements are utilized by various localization 
modalities. Each modality corresponds to one localization algorithm and is able to 
produce one location estimate. The estimates from the various modalities are 
diversified as different localization algorithms employed. This provides the potential 
to make improvement through proper combination of those estimates. 
In the fusion layer, the inputs are the multiple location estimates and their 
respective variances from the diversity layer. The histograms of the errors of the KNN 




Figure 3 Histogram of the location estimates from the KNN, for both dimensions of 
location space. 
It is observed that the histograms maintain a bell shape and can be modelled 
approximately by Gaussian. We have also conducted Shapiro-Wilk (SW) test, which 
is the most powerful normality test in comparison with Anderson-Darling test, 
Lilliefors test and Kolmogorov-Smirnov test [101]. The results accept the Gaussian 
hypothesis. The metric in SW test, W, is bounded between 0 and 1. Small values of W 
lead to the rejection of normality whereas a value of one indicates normality of the 
data. The values of W are 0.9726 and 0.9779 respectively for the errors of the KNN in 
dimension 1 and 2. For other modalities, their results also accept the Gaussian 
hypothesis. Hence, we denote location estimate by   and assume each location 
estimate is a 2 1  Gaussian random vector by borrowing support from [98]-[100] as 
shown in (3.1), where dN  denotes the number of location estimates,   is a 2 1  
































vector and denotes the true location, ( ) d iw represents Gaussian noise vector of the thi  
estimate with zero mean and i  is the index of the location estimates. 
 ( ) ( )    1 Nd di i i     w   (3.1) 
3.1.2 Fusion methodology 
In the fusion layer, we combine the estimates from the diversity layer by using 
the Best Linear Unbiased Estimate (BLUE) fusion rule [34] to obtain the final 
location estimate ˆ  as shown in (3.2),  
   11 1ˆ t tt t t t t tA C A A C  o   (3.2) 
where (1) , (2) , ( ) tt t tt dN     o     is a 2 1dN   column vector and contains all the 
location estimates,      2 2 21 , 2 , , tt dA I I I N     and  2I i  is an 2 2 identity 
matrix, and tC  is the covariance matrix of to . Therefore, we need to know tC  in 
order to calculate the final location estimate. It is common to calculate the covariance 
by using training samples; however it is both labour and time intensive as the true 
locations are required. With this motivation, we have proposed an unsupervised 
training method to approximate the true covariance, which is described in Section 3.2.  
3.2 Unsupervised covariance training method 
In this section, we formulate an unsupervised training method to approximate the 
true covariance matrix in the testing phase. The true covariance matrix, tC , can be 
expressed by  tt t tC E w w , where      1 , 2 , , tt t tt d d d dN   w w w w . In the 
conventional training approach, the vector tw  can be obtained by comparing to  with 
the true location. Therefore, the sample covariance matrix can be obtained by using 
27 
 
many samples. However, the true location is not available during the testing phase, 
thus in this proposed method, one of the estimates is used as the reference instead of 
using true location. By taking the difference between the reference estimate and the 
rest estimates, the column vector wd  is formed and shown in (3.3).  
 
           
           
2 , 3 , ,
2 , 3 , ,
tt t t t t t
w d
tt t t t t t
d d d d d d d
r r N r
r r N r
     
     
     

     d
w w w w w w
  (3.3) 
We denote the first estimate as the reference estimate without loss of generality. 
Next, we proceed to calculate the covariance of vector wd  as shown in (3.4),  
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )t t t t td w w t r t r t r t rC E E E E E       d d w w w r rw rr   (3.4) 
where      ( ) 2 , 3 , , tt t tt r d d d dN    w w w w  and      , , ,
tt t t
d d dr r r   r w w w  
is a  2 1 1dN    vector by duplicating the reference noise vector,  td rw , 1dN   
times. If the cross-correlation coefficients between the reference location estimate and 
others estimates are zero, we can obtain the true covariance matrix with two steps. 
Firstly, we can simplify (3.4) into ( ) ( )( ) ( )t td t r t rC E E  w w rr . Hence, we can obtain 
an incomplete covariance matrix as shown in (3.5). 
 ( ) ( )( ) ( )t tt r t r d d rE C E C C     w w rr   (3.5) 
Secondly, to have the complete covariance matrix, the reference term can be 
added diagonally as shown in (3.6).  
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  (3.6) 
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It is clear that the unsupervised covariance matrix, uC , can approximate the true 
covariance when the cross-correlation coefficients between the reference location 
estimate and others estimates are zero. The goodness of this unsupervised covariance 
estimation depends on this cross-correlation and therefore the exact performance of 
using the unsupervised covariance matrix will also depend on this cross-correlation.  
With this proposed method, the true covariance can be estimated during the 
testing phase instead of the conventional need for the true location during training.  
3.3 Performance results and analysis 
In this section, we evaluate the performance of the fusion system as well as the 
unsupervised training method through experiment. The experiment is conducted 
within a space of about 4m × 6m that is covered by three IEEE 802.11b access points 
(APs) operating at channels 1, 6, and 11 respectively as shown in Figure 4. 




















Figure 4 Experimental setups for the investigation of fusion of multiple localization 
algorithms, i.e. black dots represent the testing locations and the intersections of grids 
represent the training locations. 
There are four modalities employed in this experiment, i.e. weighted KNN, MLE, 
NN and distance modelling (DM) [86]. The first three modalities are RSS fingerprint 
based methods and share the same training RSS database. There are 24 training 
locations in total with grid spacing of 1 meter. We collect 500 training RSS vectors at 
each training location, where the training RSS vector is a 3 1  column vector. The last 
modality is a hybrid of distance fingerprinting and trilateration method. The database 
in this modality contains many discrete RSS values tagged with their corresponding 
distances between the collection location and AP, so that we can directly obtain the 
distance through RSS comparison in the testing phase. There are 20 collection 
locations with distance ranges from 0.5 to 10 meters with a step size of 0.5 meter.  
The testing RSS samples are collected at 15 testing locations which are uniformly 
distributed in the area as shown in Figure 4. At each testing location, there are also 
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500 RSS vectors collected from the three APs. They are further divided into two sets 
equally, i.e. one set is utilized to get the sample covariance for benchmark and the 
other set is utilized to evaluate the performance of the fusion system. Now, we briefly 
describe the localization algorithms of these 4 modalities. In weighted KNN, we set 
the K to be 4 and choose 4 nearest training locations based on the Euclidean distances 
between the testing RSS vector and the RSS fingerprints of all the training locations. 
Then, we calculate the weights of the 4 training locations by taking the inverse of the 
Euclidean distances (we set the weight to be a large number if the Euclidean distance 
is 0, e.g. the weight is assigned to be 100 if Euclidean distance is 0 in this thesis). At 
last, we normalize the weights so that the sum of the normalized weights is 1 and 
obtain the location estimate by using normalized weighted summation of the 4 
training location coordinates. In the MLE algorithm, we assume the RSS variation at a 
given location to be Gaussian by borrowing support from [89], and RSS variations 
from different APs are typically uncorrelated. Hence, the RSS vectors can be 
modelled as random Gaussian vectors, and therefore we can calculate the likelihoods 
of the testing RSS vector at all training locations. Then, the training location, which 
gives the largest likelihood, is considered as the nearest training location. However, 
the mobile units can be located at any location, not just at the discrete points. Hence, 
we interpolate the location estimation by using a weighted summation of 4 training 
locations, which give the largest 4 likelihoods. The weights are the normalized 
likelihoods. In NN algorithm, it employs a multilayer perceptron (MLP) network with 
one hidden layer [16]. The transfer function of the hidden layer is sigmoidal function 
   1 1 xf x e   and for the output layer it is the identity function. The number of 
hidden units is assigned to be 8 as suggested by [16]. Hence, the MLP architecture 
contains 3 inputs, 8 hidden units, and 2 outputs. The 3 inputs are the RSS values from 
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the 3 APs, and the 2 outputs are the location coordinates in 2D space. In the training 
phase, all RSS data with location tags are used to train the weight matrix of the hidden 
layer so that a relation between RSS and location is constructed. Hence, in the testing 
phase, a location estimate is directly obtained based on this relation. In the DM 
algorithm, we first obtain the estimated distances between the testing location and 
APs. Thereafter, we employ linear least square method to estimate the location based 
on the distances obtained [7].  In the training phase, the average RSS values are 
recorded at various distances which range from 0.5 to 10 meters with a step size of 0.5 
meter. Hence, in the testing phase, we select 2 closest distance records based on the 
Euclidean distance between the testing RSS and the RSS records. Then, we obtain an 
estimated distance by using a weighted summation of the 2 closest distance records. 
The weights are proportional to the inverse of the Euclidean distances and normalized 
(the weight is assigned to be 100 if Euclidean distance is 0).  
We employ mean distance error (MDE) as the performance metric and illustrate 
the performance of the fusion system under two types of covariance matrix. The MDE 
is simply calculated by averaging all the errors, each of which is the Euclidean norm 
between the estimated location and the true location in 2D space. Next, we describe 




Figure 5  Performance of the fusion system under two types of covariance matrix 
In scenario 1 (S1), we use the sample covariance matrix through supervised 
training. In scenario 2 (S2), we use the unsupervised covariance matrix, which is 
calculated by using the unsupervised training method based on 200 historical sets of 
estimates (each set of estimates contains 4 location estimates obtained from the 4 
modalities at the same time). We separate this scenario into 4 sub-scenarios, in which 
different modalities are employed as reference, i.e. S2a uses KNN as reference, S2b 
uses MLE as reference, S2c uses DM as reference, and S2d uses NN as reference.  
It is clear that the performance has been improved through fusion when the 
unsupervised covariance matrix is employed (S2) in comparison with any single 
modality. It is also clear and expected that the result of using sample covariance 
matrix (S3) gives the best performance. However, it is both labour and time intensive. 
On the other hand, the proposed unsupervised training method can eliminate the cost 

























(S2). There are 4 sub-scenarios in S2 so as to examine the effect of using different 
modalities as reference. It is observed that the performances of the 4 sub-scenarios are 
different because the cross-correlation of the estimates from the 4 modalities varies. 
Based on the experimental data, the cross-correlation coefficients between any two 
modalities are within 0.1 to 0.3. Hence, we have also conducted a simulation to 
examine the performance under various cross-correlation coefficients. In this 
simulation, we use 4 modalities and the variance of the Gaussian noise in each 
modality is set to be 1. The cross-correlation coefficients between any two modalities 
are also the same and they vary from 0.1 to 0.5. As shown in Figure 6, it is clear that 
the performance of using unsupervised covariance matrix degrades in comparison 
with that of using sample covariance matrix, when the cross-correlation coefficients 
increase. It is also worth to note that there are significant performance gains of using 
unsupervised covariance matrix in comparison with that of using single modality 
when the cross-correlation coefficients are within 0.1 to 0.3, which are the 
experimental values. It should be also noted that the unsupervised covariance matrix 
becomes invalid when the cross-correlation coefficient is larger than 0.5 in this 
simulation, since some diagonal elements of the unsupervised covariance matrix will 
become negative. Therefore, the unsupervised covariance matrix will not be used 




Figure 6 Performance of using unsupervised covariance matrix under various cross 
correlation 
 
3.4 Remarks and conclusion 
We have presented a fusion system and demonstrated its performance gain 
through a combination of multiple RSS-based localization algorithms. We have also 
designed a novel unsupervised covariance training method and examined its 
efficiency of further performance enhancement. Besides the performance gain, it is 
worth to note that all the modalities utilize the same testing RSS vector in this fusion 
system. In other words, the fusion system improved the utilization efficiency of RSS 
information. 
  






















Using unsupervised covaiance matrix





A Statistical Location Estimator: ML-MVU  
 
 
In this chapter, we formulate and analyze a statistical location estimator based on 
the RSS fingerprint approach. This estimator is named as Maximum Likelihood 
Minimum Variance Unbiased (ML-MVU) estimator and it achieves a better 
performance in comparison with other RSS fingerprint based algorithms by taking the 
degree of RSS attenuation into account explicitly. This chapter is organized as follows. 
First, we formulate the ML-MVU estimator from both intuitive and analytical 
approaches in Section 4.1. We investigate the performance of the proposed ML-MVU 
estimator in Section 4.2.  Finally, we conclude this chapter in Section 4.3. 
4.1 Formulation of ML-MVU estimator 
In this section, we present the formulation of the ML-MVU estimator. It should 
be noted that we use the term, ML-MVU estimator, since the estimator is commonly 
used in statistical estimation theory, so that we can have a smooth transition 
throughout the analysis and formulation. In other sections, we use term, ML-MVU 
algorithm, for consistency when comparing with other algorithms. These two terms 
represent the same thing in this chapter. The formulation of ML-MVU estimator 
consists of three steps. In the first step, we calculate the Fisher Information Matrix 
(FIM) based on the assumed data model. In the second step, we derive an unrealistic 
Minimum Variance Unbiased (MVU) location estimator theoretically. In the last step, 
we replace all unrealistic terms in the MVU estimator with the values from its 
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reference training location, which is selected based on the Maximum Likelihood (ML) 
method. Hence, this estimator is named as ML-MVU estimator.  
To make the explanation clear, we give some notations and assumptions 
employed. First, we use the access point (AP) as the FN, which transmits and receives 
signals with the MN. We denote N as the number of APs in the area, and denote p  as 
the 1N   dimensional RSS vector, wherein each RSS reading corresponds to one AP. 
It has to be noted that some entries may be unavailable due to the APs’ range 
limitations. They are assigned to be -90 dBm, which represents the lowest signal 
strength detected. We denote  1 2, t   as the unknown location parameter in 2D 
space. It is common in the literature to treat the RSS variation from an AP at a given 
location as log-normal [13], [87]-[89], i.e. Gaussian in the dB domain, though [90] 
examines the composite Gamma-log-normal distribution as alternative based on the 
combined effect of shadowing and multi-path fading. In this chapter, we assume the 
RSS variation at a given location to be Gaussian by borrowing support from [89], 
which demonstrated that the Gaussian distribution provides a good fit and is more 
mathematically tractable in comparison with the Gamma-log-normal distribution. The 
RSS variations from different APs are typically uncorrelated. Therefore, p is 
modelled as a Gaussian random vector with mean vector     and covariance matrix, 
2
NI , where NI  is a N N  dimensional identity matrix. We also denote M  as the 
number of training locations, which is uniformly distributed with grid distance vector 
 1 2, td dd .  
As the first step, we calculate the FIM. It will be utilized to derive the unrealistic 
MVU estimator, which attains the CRLB [34]. The FIM takes the form of a 2 2   
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matrix, and with the probability density distribution,  ;f p , a FIM element on the 
thi  row and thj  column is shown in (4.1). 
       , ln ; ln ;i j
i j
J E f f
              
   p p   (4.1) 
Therefore, the FIM is given by (4.2), where H  is a 2N   matrix and defined as 
( )H  
 
 .   
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                   
                           
                 
 
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         

 
   (4.2) 
With the FIM, we start to derive the MVU estimator that attains the CRLB 
theoretically. Under some regularity conditions [34], it is stated that an unbiased 
estimator may be found that attains the CRLB for all   if and only if 
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  (4.3) 
Hence, from (4.3), we can obtain the MVU estimator and expand it further as shown 
in (4.4). 
    1ˆ ( )t tH H H H     p   (4.4) 
Not surprisingly, this MVU estimator is not realistic as it depends on the 
unknown location parameter as well as the relevant information,     and H ,  
respectively. However, we could take the advantage of RSS fingerprint approach and 
use information from the training database. We assume the location dependent 
information,     and H , have been learnt during training at all the training 
locations. Thus, we can design an estimator which approximates this MVU estimator 
by using information from its reference training location,  r , which is selected 
based on the ML method. An intuitive way to utilize the information is to directly 
substitute it into the unrealistic MVU estimator. Thus, we have an intuitive estimator 










      1ˆ t tr r r rH H H r     p   (4.5) 
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Next, we present another analytical approach for the ML-MVU estimator so as to 
understand the rationale of ML-MVU. We have initially assumed that the data model 
is ( ) p w  , where w  represents the 1N   uncorrelated Gaussian random noise 
vector with zero mean. We perform linearization of ( )   at  r  by using the 
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  (4.6) 
Then, we substitute this approximation into the data model and obtain (4.7). 
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  (4.7) 
Based on (4.7), we can directly derive the MVU estimator as shown in (4.8) by 
applying BLUE [34] since it is linear Gaussian model. 
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  (4.8) 
Now, we get the same expression as our ML-MVU estimator. From this analytical 
approach, we observe that only one assumption has been made. We assume the left 
side is exactly equal to the right side during the linearization in (4.6). Obviously, this 
assumption is likely to be true when  r  is closer to  . Thus, we employ the ML 
method to select the reference training location and this also makes the ML-MVU 
estimator consistent as it approaches the ML estimator, which is an asymptotical 
MVU estimator, when the number of training locations goes to infinity. 
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Based on the analysis of the ML-MVU estimator, we understand the significance 
of the linearization assumption. Hence, we add one constraint to the ML-MVU 
estimator to ensure the validity of our assumption. We denote 
     1ˆ t tr r rH H H r   d p  as the distance vector between the reference training 
location and the estimated location. Before giving the constraint, we also introduce 
the grid distance vector, 1 2[  ]td dd  , where jd  represents the grid distance between 
two neighbouring training locations along the thj  dimension as shown in Figure 6. 
Now, by adding the constraint, dˆ  is given in (4.9). 
 1 1 2 2
ˆ ˆˆ   2   2ˆ
                               
if d d and d d
otherwise
   0
dd   (4.9) 
The main reason of setting this constraint is that our assumption is only 
considered to be valid in the nearby region of the reference training location so that 
rH  can represents the true derivative, ( )
 
 , approximately. The nearby region is 
defined as the rectangular shape (red) as shown in Figure 6, so that the joint of the 
nearby regions of all the training locations provide a full coverage of the whole area. 
Hence, if the estimated location falls inside the nearby region of its reference training 
location, we consider dˆ  is valid and keep it the same. If the estimated location falls 
outside, we set dˆ  as 0 because there is a contradiction, i.e. the estimation falling 
outside of the nearby region is obtained based on rH , which is no longer 
representative about true derivative in this situation. Therefore, dˆ  is also invalid and 




Figure 7  Experimental environment and setup for investigation of ML-MVU 
estimator, i.e. black dots represent the testing locations, the intersections of grids 
represent the training locations, and the red box illustrates the nearby region of one 
training location  
4.2 Experimental results and analysis 
In this section, we investigate the performance of our proposed ML-MVU 
algorithm through experiments. We conducted the experiments within a space of 
about 8m × 8m that is covered by three IEEE 802.11b access points (APs) operating at 
channels 1, 6, and 11 respectively to avoid interference as shown in Figure 6. 
Meanwhile, one Acer Aspire One D255 notebook computer running Ubuntu 10.10 is 
used as the mobile node. We have divided the experiment into two phases, training 
phase and testing phase. In the training phase, it is required to learn     and H  at 
each training location so that the ML-MVU estimator is feasible. Thus, there are 500 
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sample data vectors collected at each training location so as to obtain      
accurately by using the sample mean. To obtain H , we use a simple method as shown 
in (4.10). H  can be further expressed as  1 2h h , where jh  is the partial derivative of 
    along thj dimension and defined as a 3 1  column vector. We design the 
topology of the training locations uniformly spaced out with a grid distance of 1jd   
m in each dimension as shown in Figure 6. Thus we can approximate jh  at each 
training location based on (4.10). 
 ( ) ( )2j jd
 h       (4.10) 
We denote   as the nearest training location in the positive direction and   is that 
in the negative direction along the thj  dimension.  
Next, with     and H  at each training location, we are ready to test the ML-
MVU algorithm and discuss its performance. In the testing phase, there are 100 
testing data vectors collected at the centre of each small cell as illustrated by the black 
dots in Figure 6. We have also implemented the fusion approach described in Chapter 
3 by using sample covariance matrix and three conventional fingerprinting-based 
algorithms, i.e. weighted KNN, MLE, and NN. The details of the three algorithms are 




Figure 8  Performances of various localization approaches, i.e. KNN, MLE, NN, 
fusion approach, and ML-MVU.  
It is observed that ML-MVU performs better than the three conventional 
algorithms, and improves the accuracy of localization around 20 percent in terms of 
MDE. To understand the rationale behind such an improvement, we discuss the 
insight difference between ML-MVU with others. It is known that the degree of RSS 
attenuation varies at different locations [91], even in a simple free space signal 
propagation model, where the degree of attenuation varies logarithmically with 
distance between transmitter and receiver. Thus, an efficient algorithm should take 
this factor into account and be able to adapt to different locations. The other three 
conventional algorithms just compare the training RSS measurements with the testing 
RSS fingerprints in different ways and do not utilize the degree of attenuation 
explicitly. In contrast, the proposed ML-MVU algorithm does take this factor into 
account through utilizing matrix H , which actually represents the degree of 























attenuation. Hence, ML-MVU outperforms and produces a better result. It is also 
observed that ML-MVU performs slightly better than the fusion approach. In other 
words, ML-MVU utilizes the RSS information more efficiently.   
To make the work comprehensive, we have also investigated the impact of the 
number of training locations. We use three subsets of the total 81 training locations 
and their numbers of training locations are 25, 45, and 81 respectively. In the first 
subset, we assign both 1d  and 2d  to be 2 meter so that the number of training 
locations is 25. In the second subset, we have two options by assigning either 1d  or 2d  
to be 2 meter so that the number of training locations is 45. In this experiment, we use 
the average result of these two options in terms of MDE. Last, we use the total 81 
training locations as the third subset. The performances are investigated and shown in 
Figure 8 in terms of MDE. It is clear that the performances get worse with less 




Figure 9  Performances of ML-MVU over different number of training locations 
Hence, in this experiment, we have verified that the ML-MVU algorithm is 
applicable for RSS based localization in indoor environment. ML-MVU performs 
better than the other three conventional algorithms.  
4.3 Remarks and conclusion 
In this section, we make some remarks about the ML-MVU algorithm. First, the 
constraint we have applied is conservative and not optimized. However, the constraint 
could be refined to make further improvement. For instance, if the estimated location 
falls outside the nearby region, we could possibly incorporate information from other 
training locations so as to have a valid dˆ  rather than set dˆ  to be 0. Second, ML-
MVU can be also utilized in other estimation problem as estimation algorithm, but the 

























In conclusion, we have presented the formulation and analysis of a new statistical 
algorithm, ML-MVU estimator. We have conducted experiments, which show that 
ML-MVU outperforms other conventional algorithms. The rationale of performance 





MSE Bound and an Efficient Localization Algorithm  
 
 
In this chapter, we present a calculation method to obtain an empirical 
performance lower bound of RSS based localization systems in terms of Bayesian 
mean square error (MSE). Simulation results demonstrate that this bound only 
deviates from the actual MMSE by about 10 to 20 percent. In addition, we also 
propose an estimator to approximate MMSE and demonstrate its performance gain 
against the conventional approaches through both simulations and experiments. This 
chapter is organized as follows. First, we present an overview of methodologies 
employed in Section 5.1. We provide a calculation method to obtain a lower bound on 
Bayesian MSE by taking advantage of RSS fingerprint approach in Section 5.2. In 
Section 5.3, we give the formulation details of the proposed estimator with statistical 
analysis. We investigate the efficiency of the Bayesian MSE bound and the 
performance of the proposed estimator in Section 5.4. Finally, we conclude this 
chapter in Section 5.5. 
5.1 Overview and motivation 
Many location estimators have been proposed based on RSS fingerprint 
approach, however, there is no performance bound to benchmark the performance of 
those estimators. It has to be noted that the conventional lower bound analysis, which 
is based on a simple propagation model (5.34), is generally used to investigate impact 
factors, e.g. density of APs and geometry of APs [77]-[78]. It is not able to provide a 
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performance bound as the simple propagation model fails to represent signal 
characteristics in complex indoor environments. Moreover, in order to provide a 
lower bound for all the estimators, the conventional Cramer-Rao Lower Bound 
(CRLB) should not be used because it is dedicated for unbiased estimators and cannot 
incorporate prior information. Hence, instead of using CRLB, we employ an optimal 
bias bound (OBB) [93] to calculate a lower bound with Bayesian mean square error 
(MSE) as the performance metric. The OBB is substantially tighter compared to many 
of others [93], and more importantly it has no requirements on the prior distribution. 
Deriving the closed form solutions for the OBB is not trivial especially when the 
propagation model is completely unknown and also it may not exist at all. Hence, we 
employ the Finite Difference (FD) method to directly calculate the OBB from the 
training data by taking advantage of the RSS fingerprint approach.  
We also propose a Bayesian estimator based on ML-MVU to approximate the 
MSE bound. This estimator is a numerical realization of the posterior mean  E  p , 
which is popularly known as the Minimum Mean Square Error (MMSE) estimator. 
We name the estimator as the approximated MMSE (aMMSE) estimator and we 
formulate the conditional posterior probability density function (PDF)  f  p  by 
borrowing ideas from ML-MVU, so that aMMSE is feasible.  
5.2 Bayesian MSE Lower Bound 
In this section, we present a calculation method to obtain a performance lower 
bound in terms of MSE by using RSS fingerprints. We employ the same RSS model 
as that in Chapter 4. In the RSS model, N represents the number of APs in the whole 
area, and p  is the 1N   RSS vector, wherein each RSS reading corresponds to one 
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AP.  1 2, t  is the unknown location parameter in 2-dimensional space. We 
assume p  is a Gaussian random vector with mean vector     and covariance 
matrix, 2 NI , where NI  is a N  dimensional identity matrix. M  represents the 
number of training locations, which are uniformly distributed with the grid distance 
vector  1 2, td dd . 
We employ Bayesian statistics so that the final performance bound is applicable 
for all estimators and the prior knowledge can be incorporated as well. We denote p  
as the prior distribution and assume it is uniform without loss of generality. We use 
the OBB, which is a recently derived Bayesian bound on MSE, because the OBB is 
claimed to be substantially tighter than other bounds and has no requirement on prior 
distribution in [93].  
Next, we present the calculation of the OBB. The OBB is given by (5.1) obtained 
from [93], 
        2 2 12 2ˆ tE tr I J I p d

                                 
b bb   (5.1) 
where  tr   is trace operator and 2I  is a 2 2  dimensional identity matrix. It is clear 
that there are two unknown functions, i.e. FIM,  J   and optimal bias function  b 
. Hence, we have to calculate these two unknown functions before proceeding further. 
5.2.1 Calculation of general FIM 
In this part, we present the calculation of FIM. In conventional FIM calculation, 
the simple propagation model is employed (5.34). However, it can hardly characterize 
signal attenuation in complex indoor environments, so that the FIM obtained is far 
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from accurate. Hence, we employ the general FIM developed in Chapter 4 as shown 
in (5.2) and the detailed calculation is presented in (4.2), where H is a 2N  
dimensional matrix and defined as ( )H  
 
 .    
       2ln ; ln ;t tJ E f f H H                    p p   (5.2) 
It should be noted that the conventional FIM can be obtained by calculating H  
based on the propagation model. To obtain the general FIM, instead of using a 
propagation model, we calculate H  based on the training data by taking advantage of 
the RSS fingerprint approach. H  can be further expressed as  1 2h h , where ih  is the 
partial derivative of     along the thi  dimension and defined as an 1N   column 
vector. Thus we can approximate ih  at each training location based on (5.3), where id  
is the grid distance in thi  dimension. 
      2i i id
   h
     
   (5.3) 
We denote   as the nearest training location in the positive direction and   as that 
in the negative direction along the thi  dimension. 
5.2.2 Calculation of optimal bias function 
In this part, we calculate the optimal bias function by solving the differential 
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  (5.4) 
where ib  is the optimal bias function on the thi  dimension, ik  is Kronecker delta 
function and  1 ,j kJ   is the element of   1J    corresponding to the thj  row and thk
column, subject to the Neumann boundary condition (5.5), in which  v   is a normal 
to the boundary at  . 
  12 0I J      
b v   (5.5) 
We can further simplify (5.4) into (5.6) as p  is uniform, and thus we have a 
general linear second order partial differential equation with two variables. It has to be 
noted that only the optimal bias function, 1b  is presented, and 2b  can be obtained 
similarly. 
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                      
  (5.6) 
It is hard to obtain symbolic solutions in general for (5.6), though it may be 
obtained under certain requirements on FIM [93], e.g. spherically symmetric. In this 
application, FIM is neither diagonal nor spherically symmetric. Hence, we have to 
solve this differential equation numerically. We use the Finite-Difference (FD) 
method to solve (5.6) as the RSS fingerprint approach provides a perfect niche to 
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apply the FD method by simply assigning the training locations as the grid points used 
in FD. It is noted that the coefficient D, G and E of (5.6) are all determined by the 
partial derivatives of 1J  , which can be approximated by (5.7), similar to (5.3). 
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  (5.7) 
The rationale of FD method is that the derivatives of u  in (5.6) are approximated 
by linear combinations of function values at the grid points. We use ,i ju  to represent 













Figure 10  Illustration of finite difference method in calculation of OBB 
To approximate the first and second order derivatives, we employ the central 
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  (5.8) 
With the derivatives and coefficients, we can form one equation from each grid 
point and thus we have M equations in total, in which there are also M unknown 
function values. Hence, we can calculate the solution by using basic linear algebra. 
It is observed that the derivative approximation at each grid point requires a total 
of 9 function values from its nearby grid points and itself. However, not all the 8 
neighbors are available for the grid points at boundary. Hence, we create some pseudo 
grid points to form an outer layer illustrated by a dash square in Figure 9 and their 
pseudo function values are calculated based on the Neumann boundary condition (5.5)
. We can simplify the boundary condition (5.5) into (5.9) by focusing on the optimal 
bias function 1b .  
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v   (5.9) 
Since vector v  is the normal to the boundary, it can be either  1 0 t  or  0 1 t  upon 
which boundary the grid point locates. For an arbitrary grid point  ,i jx y at the 
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  (5.10) 
If the boundary grid points are located at the four corners, there are two unknown 
pseudo function values in (5.10) as illustrated by red boxes in Figure 9. Thus, we use 
both of the conditional equations to calculate the two pseudo function values because 
both of the boundary conditions are satisfied. For other boundary grid points besides 
the four corner ones, we can directly calculate the corresponding pseudo function 
value based on one of the conditional equations whichever is satisfied as there is only 
one unknown pseudo function value. Now, there are still 4 more unknown pseudo 
function values that are not calculated as illustrated by red × in Figure 9. We present 
the calculation by taking function value 1,0qu   as an example, since calculations of the 
other 3 pseudo function values are similar. Based on the boundary conditions at the 
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               (5.11) 
5.2.3 Calculation of the Bayesian MSE lower bound 
Now, we have both the optimal bias function and FIM, therefore we can calculate 
the OBB based on (5.1). However, as we only have discrete information at the 
training locations, we use summation instead of integration. Thus, an approximated 
OBB is given by (5.12). 
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    2 12 21
t
tr I J I
M
                         
b bb   (5.12) 
It has to be mentioned that when we calculate (5.12), we have to approximate the 
partial derivative of b  by using (5.13) similar to (5.3) . 




     (5.13) 
Hence, by taking advantage of the RSS fingerprint approach, we are able to 
calculate a Bayesian MSE lower bound based on the training data. It has no 
requirement on the propagation model and is adaptive to different environments as it 
is obtained from the empirical data.  
5.3 Formulation of approximated MMSE estimator 
In this section, we propose a Bayesian estimator based on ML-MVU [94] to 
approximate the Bayesian MSE bound. The posterior mean  E  p  is popularly 
known as the MMSE estimator, which minimizes the Bayesian MSE. We have to 
know the conditional posterior PDF  f  p  so as to realize the MMSE estimator. 
With the Gaussian data model, we can formulate the conditional posterior PDF by 
(5.14), where fc  is a constant as we assume the prior distribution of   is uniform and 
it can be treated as a normalizing factor to ensure the integration of the conditional 
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  (5.14) 
It is clear that the unknown parameters to determine the conditional posterior 
PDF are     and 2 . We can obtain the values of these two parameters at the 
training locations from the training data by using the sample mean and sample 
variance. Then, we proceed to formulate     and 2  so that we have their values 
for any arbitrary location. There are M training locations, denoted by 
     1 , 2 , M    respectively. The whole area has been divided into M regions 
corresponding to the M training locations. First, we assume the variance is constant in 
each region and therefore it can be formulated by  2 2 i    in thi  region. Second, the 
derivative matrix of     is also assumed to be constant in each region and denoted 
by      1 , 2 ,H H H M  respectively. We calculate  H i  based on (5.3). Hence, 
    in thi  region is given by (5.15). 
          i H i i          (5.15) 
Therefore, we are able to obtain the conditional posterior PDF based on (5.14). 
With the conditional posterior PDF, we can apply the MMSE estimator to obtain the 
location estimation (5.16). 
    ˆ E f d

      p p   (5.16) 
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However, we have to calculate (5.16) numerically as there is no closed form 
solution, in general. This calculation is too computationally intensive as it involves 
integration over the whole area. Hence, in order to reduce the computational burden 
as well as maintain a similar performance, we define and use a new notation, 
sufficient region, which is denoted by R . Its complementary region is denoted by cR  
and thus the whole area is a direct combination of the R  and cR . The integral of the 
new estimator is performed only in this sufficient region instead of the whole area 
(5.17), 













      p , which is a normalized factor to ensure the integral of 
the conditional posterior PDF within R  is 1. This is motivated by the fact that the 
conditional posterior PDF is nearly unimodal with a sharp curvature in general. It 
implies the highly possible locations are concentrated in a relatively small area and 
the possibilities of the locations in the rest area are insignificant. However, there is no 
guideline to define and find such an area. With this motivation, we define the 
sufficient region where the sufficiency is subject to the performance requirement and 
we also propose an approach to find a sufficient region.  
First, we present how to determine the sufficient region. Basically, it is preferred 
that the MSE of the new estimator (5.17) is close to that of the MMSE estimator. 
Hence, we set an upper threshold for the MSE difference of the two estimators, which 
is determined by its OBB as shown in (5.18). 
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    2 2ˆ ˆnewE E OBB                   (5.18) 
By setting this threshold, we can claim that the additional MSE caused by region 
deduction is less than   times of the OBB. For example, we assign   to be 3%. It 
implies that the performance degradation is at most 3% from the original MMSE 
estimator in terms of MSE as explained by (5.19). The OBB is employed to determine 
the threshold because the actual MMSE is not available. 
  2ˆOBB E            (5.19) 
Now, we further expand the left hand side of (5.18) as shown in (5.20). 
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  (5.20) 
Next, we derive an upper bound of (5.20) as shown in (5.21), 
         ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆt tnew new new newE E                              (5.21) 
where   returns the absolute value of every element of a vector. The right hand side 
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where  1 2 tl ll  is a 2 × 1 column vector describing the length of the whole area in 
each dimension and   is a location point that falls inside this area because it is a 
convex combination of points in a convex set as shown in (5.23). 
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1
c cR R




           p p   (5.23) 
Therefore, we can derive an upper bound of (5.22) as shown in (5.24). 
     ˆ1 2 1 2t tk kE c E c           l l l   (5.24) 
Based on the equations from (5.20) to (5.24), we can replace the condition shown in 
(5.18), with a sufficient condition as shown in (5.25). In other words, if the inequality 
in (5.25) is satisfied, the inequality in (5.18) must be satisfied as well.  
  1 2 tkE c OBB    l l   (5.25) 
Thereafter, we can further transform (5.25) to (5.26).  
  2 21 21 2k
OBBc
l l




Then, we substitute kc  into (5.26) and obtain (5.27).  
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Finally, we can obtain an inequality as shown in (5.28) based on (5.27). 








      p p      
(5.28)
 
It is observed that (5.28) will be eventually satisfied as the region increases. It has 




 p    is also required to be calculated as parts of (5.17) for 
the new estimator. Hence, we can combine the determination process of R  and the 
location estimation process together so that there is less computational burden 
incurred by the determination process. To realize the new estimator, we use 
summation to approximate the integration through uniform sampling as shown in 
(5.29). We denote t  as the number of sampling locations inside R  and denote   as 
the sampling interval in both dimensions. 
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  (5.29) 
Hence, condition (5.25) can be approximated by (5.30). 
61 
 
      
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      
   p p   (5.30) 
It is desired to have a sufficient region as small as possible instead of an arbitrary 
one. It is also observed that the likelihood function is nearly unimodal, thus we can 
design a sufficient region which corresponds to the peak region of the likelihood 
function. We denote the largest likelihood on its boundary as  bf p   so that the 
likelihood of locations outside the sufficient region is smaller than this. Thus, we can 
further transform (5.30) to (5.31). 
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        
  p p   (5.31) 
To find such a region, we can start from the first sampling location, which gives 
almost maximum likelihood and is denoted by 1 . Then we expand it by uniformly 
sampling more locations around until it satisfies (5.31). At the same time, the location 
is also estimated. To obtain 1 , we employ ML-MVU as shown in (5.32), where  i  
represents the training location that gives the largest likelihood among all training 
locations. 
             11 t ti H i H i H i i     p   (5.32) 
Thus, this new estimator (5.29) can also be treated as Bayesian generalization 
from ML-MVU and can be simplified further to form the aMMSE estimator as 
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  (5.33) 
It does not make any difference compared with conventional Bayesian method 
[15] if we only use training locations as the sampling locations. However, since we 
have the likelihood function formula for any arbitrary location, we can set the 
sampling interval   to be much smaller than the training grid space so that the 
MMSE is approximated better with more sampling locations. Hence,   is also an 
important parameter and there is the trade-off between computational burden and 
performance of the estimator. It has been investigated through experiments and 
simulations in the next section. 
5.4 Experimental analysis 
In this section, we investigate the performance of the aMMSE estimator as well 
as the tightness of the OBB based on the FD calculation. Both simulations and 
experiments have been conducted so that we can investigate the effect of various 
parameters. 
In our simulations, we assume that RSS follows a simple propagation model as 
shown in (5.34), where op  represents the RSS at 1 meter away from the AP, w   
represents zero mean Gaussian noise, dr  represents the distance between the mobile 
device and AP,  and   represents the path-loss exponent. 
  10 logo dp p r w     (5.34) 
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We have designed a 20 × 20 2m  simulation area as shown in Figure 10, where 
the grid distance is 1 m in both dimensions. There are 8 APs which are located around 
the simulation area. The training is conducted at all grid locations and 100 RSS 
vectors are collected at each location. With these training data, we can obtain     
and H  for all the training locations. Hence, we can formulate the conditional 
posterior PDF based on (5.14) and eventually realize our aMMSE estimator (5.33). 
1 meter
 
Figure 11  Simulation setup for MSE bound analysis and aMMSE estimator 
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5.4.1 Tightness of the OBB 
First, we investigate the tightness of the OBB based on the FD calculation. We 
assume op  for all the APs are the same, and set it to be -35 dBm. It is noted that the 
path-loss exponent ranges from 2 to 4 in a typical indoor environment [91]. Hence, we 
perform simulations under three different values of   and they are 2, 3 and 4 
respectively. We have also considered various noise levels by varying the standard 
deviation from 0.5 to 4 decibel (dB). As the OBB is calculated based on the FD 
method, we also take the grid distance as a factor and demonstrate the results when it 
is 1, 2 and 4, respectively. It should be noted that we assume the grid distances are the 
same for both dimensions and denote the value by d . The actual MMSE is 
determined by Monte Carlo approximation of the well-known MMSE estimator (5.16)
. It is represented by the red solid line as shown in Figure 11 and other dash lines 




Figure 12  Tightness of the OBB with FD calculation under various parameter values 
It is observed that these OBBs provide a set of lower bounds for the MMSEs. The 
deviations from the actual MMSEs fall within 10% to 20% regardless various noise 
levels and path-loss exponents. This agrees with the theoretical result that the OBB 
can provide a consistent lower bound for both low and high signal-to-noise ratio 
(SNR) [93]. It is also observed that the OBBs become less tight when the grid 
distance increases as the FD method tends to be less accurate. However, there is no 
significant difference among the OBBs for the three options of grid distance mainly 
because their corresponding number of training locations is still sufficient for FD 
approximation. 



















OBB    =2 d=1
OBB    =2 d=2
OBB    =2 d=4
MMSE =3
OBB    =3 d=1
OBB    =3 d=2
OBB    =3 d=4
MMSE =4 
OBB    =4 d=1
OBB    =4 d=2
OBB    =4 d=4
66 
 
5.4.2 Performance of the aMMSE estimator 
To better illustrate the results, we analyze the performance of the aMMSE 
estimator with the OBB as the benchmark and also compare it with ML-MVU 
estimator and the fusion approach. The details of ML-MVU estimator and the fusion 
approach are described in Chapter 4. In the following simulations, the path-loss 
exponent is assumed to be 3, which is a typical value for indoor environments [91]. 
Other parameters remain the same as that in Section 5.4.1.   
 
Figure 13 Performance comparisons of various algorithms when grid distance is 1, 
and the numbers in percentage represent the performance gains of aMMSE estimator 
over ML-MVU estimator 
As the first step, we discuss the performance of the aMMSE estimator in a 
comparative manner. The numbers shown in Figure 12 present its performance 
improvement over ML-MVU estimator when the grid distance is 1. This is mainly 
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because the aMMSE estimator can help to locate the target in a more accurate way by 
using many sampling locations. As the noise level goes up, the performance gains 
decrease since the noise becomes a dominant factor. To have a better intuitive 
understanding, we take aMMSE estimator as an example. We assume the conditional 
posterior PDF,  f p , is constant within a square region, so that the MMSE 
integration in this square region can be represented by its center location, c , with  the 
normalized posterior probability density as the weight value (5.35). Thus, intuitively, 
statistical information of the center location is representative within this square region 
if this assumption holds. 
      c cf d f d f d    p p p           (5.35) 
For this assumption to hold, this region has to be very small especially when the 
noise level is low as observed from the conditional posterior PDF (5.14). This 
provides an intuitive explanation about the performance gain at low noise level, by 
noting that the statistical information at training locations is not representative in a 
square region with side length 1 and potential improvement can be achieved with 
more locations involved. However, the statistical information of training locations 
gets more representative when the noise level increases. Hence, there is less gain 
obtained as the noise level goes up and eventually the gain goes to zero. 
It shows the same trend for performance gain in Figure 13 and Figure 14. 
However, the gain becomes larger as the grid distance increases. This is because the 
statistical information of training locations becomes less representative in a square 
region with larger side length. In other words, there is more area that is not 
represented as the grid distance increases, and thus the aMMSE estimator can achieve 




Figure 14 Performance comparisons of various algorithms when grid distance is 2, 
and the numbers in percentage represent the performance gains of aMMSE estimator 
over ML-MVU estimator 
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Figure 15 Performance comparisons of various algorithms when grid distance is 4, 
and the numbers in percentage represent the performance gains of aMMSE estimator 
over ML-MVU estimator 
Next, we discuss the absolute performance of the aMMSE estimator with the 
OBB as the benchmark. In Figure 15, we observe that its performance deviates from 
the OBB due to the inaccuracy of conditional posterior PDF used. We also observe 
that the performance degrades more when the grid distance becomes larger. This 
agrees with the fact that the conditional posterior PDF used is less accurate as the grid 
distance increases. 
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Figure 16 Performance analysis of aMMSE in comparison with OBB, and the 
numbers in percentage represent the performance gains of aMMSE estimator when d 
is equal to 1 over the case when d is equal to 4.  
We also notice that the performances under different grid distances converge 
when the noise level increases as shown by the numbers in Figure 15, which represent 
the performance gains of aMMSE estimator when d is equal to 1 over the case when d 
is equal to 4. This can be intuitively explained by the fact that the uncertainty of 
conditional posterior PDF used is the dominant contributor of the estimation errors 
when the noise level is low. Thus, significant performance degradation occurs when 
the grid distance is larger at low noise level. However, this uncertainty remains the 
same and becomes insignificant at high noise level because the dominant contributor 
of estimation errors is the high noise level instead. Thus, the performance gains 
become small when noise level is high. In other words, the overall performances of 
these three cases converge at high noise levels.   
































Hence, it is suggested to use a larger grid distance when the noise level is high 
because the aMMSE provides similar performance in comparison with smaller grid 
distances. When the noise level is low, the proper choice of grid distance depends on 
the tradeoff between accuracy and training cost since smaller grid distance yields 
better performance but more training cost. 
5.4.3 Investigation on sufficient region 
In this part, we investigate the efficiency of the sufficient region. By utilizing the 
sufficient region, our objective is to reduce the computational burden of the aMMSE 
estimator without performance degradation. 
As the first step, we investigate the impact of sampling distance,  , which 
defines the resolution of the aMMSE estimator. It is obvious that the computational 
burden is inversely related to  . Hence, our objective is to find the largest possible   
that maintains a similar performance as when   is small. However, we have noticed 
that the largest possible   is adaptive and increases when the noise level goes up. 
Thus, we employ an adaptive method as shown in (5.36), 
 a d OBBd OBB     (5.36) 
where a  denotes adaptive   and d  is the grid distance (scalar) in both dimensions. 
We formulate (5.36) based on three considerations. First, a  should ideally be a 
function of the MMSE wherein it increases or decreases proportionally to the MMSE. 
However, since we cannot obtain the MMSE, we use the OBB as an alternative in 
(5.36). Its square root form, OBB , is applied because that makes the formula 
dimensionally accurate. Second, a  should not exceed the grid distance d . Hence, 
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a  should also be properly scaled with respect to the grid distance. Last, OBB
should be dominant when it is small so as to yield a small value of a . This is 
because more sampling locations are required to maintain the performance when 
noise or OBB  is small. When OBB  becomes large, the grid distance should take 
over to be dominant as generally we require a  to be less than the grid distance. 
Based on these three considerations, we have designed this adaptive method and also 
investigated its efficiency as shown in Figure 16. 
 
Figure 17 Performance analysis of aMMSE estimator with a  , the values of a  for 
all noise levels are labeled on top of the corresponding bars, and the numbers in 
percentage represent the performance gains when   is 0.2 in comparison with that 
when   is 1.   























a = 0.22 
48%
a = 0.40 
15%
a = 0.54 
9%
a = 0.65 
1%
a = 0.75 
3%
a = 0.90 
4%
a = 0.96 
3%




We compare this adaptive method with two extreme cases, i.e. constant   values 
of 0.2 and 1, respectively. The values of a are shown in Figure 16 with their 
corresponding noise levels. The percentage terms in Figure 16 represent the 
performance gains when   is 0.2 in comparison with that when   is 1.  It is observed 
that by setting   constantly at 0.2 gives no improvement in comparison with adaptive 
a  for all noise levels. It is also expected that by setting   constantly at 1 leads to a 
worse performance at low noise levels in comparison with adaptive a  as shown in 
Figure 16. Hence, to maintain the best possible performance as well as to reduce the 
computational burden, an adaptive algorithm is required and our proposed method 
demonstrates good capability to cater for this requirement. In this simulation, 3   
and 2d   are chosen since they are the median values and other sets of parameters 
provide the same trend. 
 
Figure 18 Analysis of sufficient region in aMMSE estimator with various    



























Figure 19 Number of samples in aMMSE estimator with various    
Next, we also investigate the impact of   on the performance of the aMMSE 
estimator. The performance remains similar as we vary   from 3% to 50%. Although 
we do not show this result explicitly, it can be directly deduced from Figure 17 and 
Figure 18 by observing that the area of sufficient region and the number of sampling 
locations remain almost unchanged for different values of  . The main reason is that 
the likelihood function changes exponentially with  , which implies that the 
dominant factor in condition (5.31) is the boundary likelihood. Hence, the sufficient 
region and the number of sampling locations remain similar by merely varying   in a 
small scale. In other words, condition (5.31) is insensitive to other factors other than 
the boundary likelihood. To explain the process intuitively, the sufficient region keeps 
on increasing until the boundary likelihood is so small that we can claim the rest of 
the locations outside the region are insignificant. Throughout this process, the 





























variation of other factors in condition (5.31) is considered as small in comparison with 
the huge exponential change of the boundary likelihood. Nevertheless, we still set   
to be 3% so that we can claim that the performance is at most degraded by 3% from 
the theoretical point of view in comparison with using the whole area. 
It is expected and shown in Figure 17 that the sufficient region increases as the 
noise level goes up. However, we can observe that from Figure 18 that the number of 
sampling locations is decreasing and stabilizes as the noise level goes up. Hence, the 
computation burden is bounded regardless the noise level. This is another benefit 
brought about by a .  
 
Figure 20 Experimental setup of the aMMSE and OBB analysis, i.e. black dots 




5.4.4 Experimental performance analysis 
We also conduct the experiments within a space of about 10×10 2m  that is 
covered by four IEEE 802.11b access points (APs) operating on channels 1, 5, 8 and 
11 respectively as shown in Figure 19. Meanwhile, one Acer Aspire One D255 
notebook running Ubuntu 10.10 is used as the mobile terminal. 
We divide the experiment into two phases, the training phase and the testing 
phase. In the training phase, it is required to learn     and H  at each training 
location so that the conditional posterior PDF is obtained based on (5.14) and (5.15), 
and thus the aMMSE estimator is feasible. We set the grid distance to be 2.4 m and a 
total of 25 training locations are uniformly distributed over the space as shown in 
Figure 19. There are 100 sample data vectors collected at each training location so as 
to obtain     by using the sample mean. To obtain H , we use the method as shown 
in (5.3). With all these training information, we proceed to the testing phase to test the 
performance. Instead of using the center of each small grid cell as the testing 
locations, we randomly select the locations which are represented by black dots in 
Figure 19 so that it has no preference and is fair for all the estimators in general. 
There are 100 testing data vectors collected at each testing location. With these testing 
data, we investigate the experimental performance of the aMMSE estimator and 
compare it against ML-MVU estimator and fusion approach, which are described in 
Chapter 4. To have a good understanding about their absolute performances, we have 
also calculated the OBB as the performance benchmark. It is noted that the sampling 
interval of the aMMSE estimator is 0.94 m and determined by the OBB based on the 
adaptive formula (5.36). Their performances and the OBB are presented in Figure 20 
in terms of MSE. 
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We observe that the performance gain obtained by using the aMMSE estimator is 
around 16% in comparison to the ML-MVU estimator. It is a moderate gain by 
considering that the sampling interval is large (0.94 m) and not much computational 
burden is incurred. We also observe empirical result of the OBB provide a lower 
bound so as to indicate the potential performance gain achievable. 
 
Figure 21 Experimental results of the aMMSE estimator and OBB 
5.5 Remarks and conclusion 
In this section, we give some remarks on the aMMSE estimator and OBB. The 
construction of the conditional posterior PDF plays a key role in determining the 
performance of the aMMSE estimator. In our proposed method (5.14) and (5.15), we 
simple employ the linear interpolation method based on the training data. This yields 
one limitation that the grid distance cannot be too large, e.g. 10 meters, because the 
linear interpolation is not able to represent the true situation in that case. One future 






















work to combat this challenge is to employ multiple propagation models, by assuming 
each of the models is representative in one particular small area, e.g. a room. Thus, we 
can construct the conditional posterior PDF based on the multiple propagation 
models. Another limitation is introduced by the assumption on the data model. The 
RSS perceived is not purely a random Gaussian vector in most real situations. There 
are many dynamic factors that can suddenly change the perceived power level [95], 
e.g. a person passing-by blocks the signal or when the mobile phone is placed in the 
pocket. The current aMMSE estimator is not able to handle all these dynamic factors. 
To improve the robustness, a dynamic factor elimination scheme can be designed to 
filter out or compensate for such dynamics in future works. 
The calculation of the OBB by using FD method has no requirement on prior 
distribution. In the case of non-uniform prior distribution, the coefficients of the 
partial differential equation (5.6) should be changed accordingly based on (5.4) so as 
to obtain the OBB. Moreover, the OBB is able to not only provide a benchmark 
performance for various estimators but also provide a theoretical guideline for various 
signal preprocessing techniques. Many RSS based preprocessing techniques are 
developed for robust localization, e.g. SSD, Direct Multi-Radio Fusion (DMRF) [96] 
and etc. In such situations, the OBB can be employed to measure the information loss 
due to signal preprocessing so as to make clear trade-offs with robustness, 
computational complexity and other operational parameters. 
In conclusion, we have proposed a calculation method to obtain a lower bound on 
MMSE by taking advantage of the RSS fingerprint approach. It can be utilized to 
benchmark the performance for the RSS based localization system as it only deviates 
from the actual MMSE method by about 10 to 20 percent. We have also developed an 
estimator to approximate the MMSE and demonstrated that it can provide greater 
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performance gain under the case of relatively large grid distance. We have further 
verified the performance gain of the aMMSE estimator via comparative experiments. 
Moreover, the additional computational burden incurred by the aMMSE estimator in 
relation to the number of sampling locations has also been investigated. The 
performance is found to be stable under various noise levels with the proposed 


















A Robust and Unsupervised RSS based Localization 
System in WLAN  
 
 
In this chapter, we propose a robust and cost-effective localization system to 
mitigate the effect of device diversity as well as eliminate the training cost by 
employing two algorithms, i.e. power-gap elimination algorithm (PE) and 
unsupervised training algorithm (UT), therefore the system is named as PEUT.  This 
chapter is organized as follows. First, we present an overview of algorithms employed 
in the PEUT system and the motivations to develop the PEUT system in Section 6.1. 
We provide detailed description and analysis of the PEUT system in Section 6.2. In 
Section 6.3, we examine the efficiency and performance of the PEUT system through 
both simulations and experiments.  Finally, we conclude this chapter in Section 6.4. 
6.1 Overview and motivations 
In this section, we introduce the main motivations of developing the PEUT 
system and a brief overview about algorithms employed in the PEUT system. 
In order to have accurate location estimation in a 2D space, a mobile device must 
obtain RSSs from at least 3 access points (APs). This is also the common assumption 
employed in many works. Most of the existing WLAN infrastructures are deployed 
for best communication coverage and therefore one mobile device may receive 
signals from only 1 or 2 APs at many locations. As a result, accurate localization 
cannot be achieved due to lack of information. However, it is often observed that 
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many unknown wireless APs can be detected in some typical indoor environments, 
e.g. university campus and shopping centres. We define the unknown wireless APs as 
unofficial APs in contrast to the official APs that not only provide communication 
coverage but are also appropriately geo-referenced. In the situation that many 
unofficial APs are available, we can employ the RSS fingerprint approach since it 
does not require the actual locations of those unknown wireless APs. At the same 
time, it also brings two challenges that make it impractical in most of the situations, 
i.e. tremendous training cost [97] and device diversity [75]-[76].  
To combat with these two challenges, we propose PEUT system based on two 
algorithms, i.e. power-gap elimination (PE) algorithm and unsupervised training (UT) 
algorithm. It eliminates the training cost by employing the UT algorithm based on the 
historical RSS records of mobile users. First, due to the noisiness of the individual 
RSS record, we extract M RSS representatives from the historical RSS records by 
using the k-means clustering method. Second, we construct RSS fingerprints, also 
known as a radio map, by allocating location coordinates to all the RSS 
representatives based on both the genetic algorithm (GA) and multidimensional 
scaling (MDS) optimization techniques [17]. It has to be noted that the original MDS 
searches for optimal relative location coordinates that best preserve the dissimilarities 
of RSS representatives. Hence, we initialize MDS with absolute location coordinates 
generated by GA based on official APs’ locations, so that the estimated location 
coordinates from this optimization is absolute and no further coordinate 
transformation is required.  
Moreover, PEUT also incorporates the power-gap elimination algorithm to deal 
with device diversity. The device diversity issue refers to the inconsistencies between 
a user’s device and a device employed to construct the RSS fingerprints. In other 
83 
 
words, the average signal strengths reported by various mobile devices are different at 
the same location and we use power-gap to represent this average difference for 
brevity in our context. This issue is further complicated in our scenario because the 
devices employed to construct the RSS fingerprints can be various types as well. 
Hence, we propose and employ this power-gap elimination algorithm in both the 
training phase and testing phase. In the training phase, the historical RSS records can 
be contributed from heterogeneous devices and their associated device types are 
assumed to be known. We choose one device type as the reference and its power-gaps 
to other device types are estimated so as to facilitate the power-gap elimination. 
Thereafter, the unsupervised training algorithm can take over to form RSS 
fingerprints after the power-gap elimination. In the testing phase, the power-gap is 
eliminated in real time based on the testing RSS. Now, PEUT can proceed to perform 
localization by employing conventional methods, e.g. weighted KNN. 
6.2 Implementation of PEUT localization system 
In this section, we provide a description of our proposed PEUT localization 
system, as well as its analytical reasoning. To improve understanding, we first define 
the RSS model and the power-gap used in this chapter. We employ the RSS model 
from [89] as shown in (6.1) with dBm as the unit, where tp  is the transmission power, 
txG  and rxG  are the transmitter and receiver antenna gains, plG  is the deterministic 
path-loss, hg  is the channel gain caused by multi-path fading and shadowing.   
 210logt pl tx rx hp p G G G g       (6.1) 
We assume the transmission power, path-loss, and transmitter antenna gain are 
deterministic at a fixed location. The term of receiver antenna gain, rxG , is modelled 
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as a random variable with mean value rxG  since there is small variation depending on 
the exact receiving angle though it is designed to be isotropic [89]. The channel gain, 
210 log hg  is assumed to be Gaussian distributed with zero mean by borrowing support 
from [87]-[89]. In this chapter, we assume the overall RSS variation at a given 
location to be Gaussian distributed, since the channel effect is the main factor of RSS 
variation in comparison with the variation of receiver antenna gain.   
Hence, we can further transform the RSS model to (6.2), where   is the 
summation of all deterministic terms including the average receiver antenna gain rxG  
, and w  is the Gaussian random noise.    
 t pl tx rxp p G G G w
w
    
    (6.2) 
The power-gap of two device types is defined by the average RSS difference. 
Thus, we can formulate the power-gap as shown in (6.3), where p  denotes the RSS 
of the reference device type, p  denotes the RSS of the other device type, and g
denotes the  power-gap. 
    
rx rx
g E p E p
G G
  
    (6.3) 
It is obvious that the power-gap between two device types is contributed by the 
difference of their average receiver antenna gains, which is theoretically constant. 
Hence, we assume the power-gap is constant in the training phase although small bias 
does exist due to hardware inconsistencies even for the same device type [75].    
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Next, we proceed to the implementation of PEUT, which is divided into three parts, 
i.e. clustering of historical RSS data, optimization of estimated RSS fingerprints, and 
robust localization with device diversity. 
To have a brief overview, we assume there are N APs in the whole area, 
including 1N  official APs and 1N N  unofficial APs. First, we obtain the M RSS 
representatives through the k-means clustering of historical RSS data. Each RSS 
representative is one training RSS vector and denoted by  1 2, , , ti i iNs s s is  , where 
 1,  i M  is the index of the training RSS vectors. Each column entry of is  is one 
RSS reading from the corresponding AP, e.g. -60 dBm. It has to be noted that some 
entries may be unavailable due to the APs’ range limitations. They are assigned to be 
-90 dBm, which represents the lowest signal strength detected. Second, all the training 
RSS vectors are labelled with location coordinates through our optimization, which 
best preserve the dissimilarities among the training RSS vectors. Last, we eliminate 
the power-gap of a testing RSS vector so as to combat against device diversity. 
Thereafter, we can perform localization by using a conventional RSS fingerprint 
algorithm, i.e. weighted KNN. 
6.2.1 Clustering of historical RSS data  
The historical RSS data can be obtained with little labor cost since there is no 
information required about its corresponding location coordinate. For example, one 
RSS vector can be collected when one mobile user performs network scan, which 
usually takes around 1 to 2 seconds in a typical Android based device. Hence, many 
RSS vectors can be collected from a large number of mobile users. However, we only 
utilize M training RSS vectors by using the k-means clustering based on three 
motivations. First, the corresponding locations of the M training RSS vectors are more 
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evenly distributed, in comparison with the fact that the historical RSS vectors may be 
collected more frequently in some regions and less frequently in other regions. 
Second, the random noise can be mitigated by using the cluster means as the training 
RSS vectors. Last, we can maintain a reasonable computational burden during the 
optimization in Section 6.2.2. We present the clustering procedure under two cases, 
i.e. homogeneous devices and heterogeneous devices.  
i. Case of homogeneous devices: In this case, we assume the historical RSS 
vectors are collected by homogeneous devices, i.e. the same device type. Hence, 
we directly apply the k-means clustering and obtain the M cluster means which 
are employed as the M training RSS vectors. As shown in (6.4), the thi  training 
RSS vector is the mean of all the historical RSS vectors in this cluster iC  , 
where jμ  and jw  are the mean and noise components of the thj  historical RSS 
vector jp , iL  represents the number of historical RSS vectors in thi  cluster. We 
assume the random noises are uncorrelated and therefore the training RSS 
vector can be approximated by a convex combination of mean vectors, jμ .   
 1 1 1+
i i ij C j C j Ci i iL L L     
    i j j j js p μ w μ   (6.4) 
We assume the derivative of the mean function,  H  
 
  , is a constant 
2N  matrix within a quadrangle region, which is spanned by the actual      
corresponding to the RSS vectors of iC  . Therefore, the mean function within 
this region is a convex set, and as a result is  is also a valid mean vector since a 
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convex combination of points in a convex set is still in this convex set. Hence, 
we can obtain M valid training RSS vectors,  , , ,1 2 Ms s s   
ii. Case of heterogeneous devices: In this case, we first group the historical RSS 
vectors based on the device type. We choose one group as reference and use 
another group to demonstrate the power-gap elimination algorithm. We denote 
the RSS vector of the non-reference group as  p θ  and formulate it in (6.5), 
where g  is the power-gap vector  , , , tg g g   .  
    + + p θ μ θ g w   (6.5) 
Now, we denote  p θ  as the nearest mean vector of   p θ  in  μ θ  in terms of 
the Euclidean distance and we assume that the mean function is a plane within 
the nearby region, i.e. the derivative of mean function  H  
 
  is a constant 
matrix. Hence the projection of  p θ  onto this plane overlaps with the nearest 
mean vector,  p θ . This plane is parallel to the column space of H , and 
therefore the projections onto these two planes differ by a constant factor c , i.e. 
the projection of  p θ  on this column space is   p θ c . We denote the 
projection matrix of the column space of H  as   1t tHP H H H H  and take 
the difference between  p θ  and its projection on this column space as shown 
in (6.6), where NI  is an N N dimensional identity matrix. 
 
        
       
   
+ + H H H
H N H N H
N H N H
P P P
P I P I P
I P I P
        
     
   
p θ p θ c μ θ g w μ θ g w
μ θ μ θ g w
= c g w
  (6.6) 
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It is clear that we can eliminate the factor c and simplify (6.6) as shown in (6.7). 
        N H N HI P I P     p θ p θ = g w   (6.7) 
We multiply both side of (6.7) by te  as shown in (6.8), where e  is a 1N   
dimensional vector with all elements are 1.  
          t t tN H N HI P g I P     e p θ p θ e e + e w   (6.8) 
Now, we can obtain a power-gap estimation based on (6.8) as shown in (6.9), 
where  tH N HN I P= e e  is unknown.  
       





      
e p θ p θ e p θ p θ
e e
  (6.9) 
Both HP  and N HI P  are orthogonal projection matrices, and therefore they are 
positive semi-definite. Hence, HN  is bounded within [0 ]N  and the derivation 
of the upper bound is shown as follows. Firstly, we can obtain (6.10) since 
t
HPe e  is non-negative.  
    0t N N HI I P  e e   (6.10) 
Secondly, we can expand (6.10) and obtain (6.11). 
   0t tN N HI I P  e e e e   (6.11) 
Last, we obtain the upper bound as shown in (6.12) based on (6.11). 
  t N HI P N e e   (6.12) 
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Hence, we can obtain part of gˆ  as shown in (6.13). It is noted that the actual 
nearest mean vector  p θ  is approximated by using the weighted KNN 
method, i.e. weighted summation of the first K nearest mean vectors of the 
reference database. The reference database is constructed based on the historical 
RSS vectors in the reference group through utilizing the clustering technique 
introduced in the homogeneous case.   
      ˆ ˆt HNg g g
N N
      e p θ p θ   (6.13) 
It is clear that HN N   is bounded between 0 and 1, and we denote   as 
elimination coefficient. Now, we can only eliminate part of the power-gap by 
deducting g  from the original RSS vector  p θ . Now, the new RSS vector is 
  g  p θ e  and the remaining power-gap is   ˆ1 g  . We utilize this new RSS 
vector and move to the next iteration of power-gap elimination. The remaining 
power-gap will become   2 1 ˆ1 1 g    , where 1  is the elimination 
coefficient in the first iteration and 2  is the elimination coefficient in the 
second iteration. Hence, the remaining power-gap after the thi  iteration is 




 , where    is the product operator for the product of a 
sequence. Thus, the remaining power-gap becomes smaller as the number of 
iterations i  increases and this iteration process is terminated once 
 1 ˆ1i i i
i
g g  

    is less than 1 dB.  
We can also accumulate the parts deducted in all the iterations to form the 
power-gap estimation. Hence, we have many individual estimates of the power-
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gap and we simply use the average to represent the final estimate of the power-
gap. Thereafter, we can eliminate the power-gap of the historical RSS vectors in 
the non-reference group and treat them as homogeneous ones. We simply apply 
the clustering technique introduced in the homogeneous case again and 
eventually obtain M training RSS vectors,  , , ,1 2 Ms s s  in the heterogeneous 
case. 
Before proceeding to the next part, we would like to discuss several practical 
concerns about this power-gap elimination algorithm. First, the number of 
iterations required to eliminate most of the power-gap is very small in practice. 
The derivative matrix of the mean function H  contains both positive and 
negative elements in general. For example, along one dimension of  , the 
average RSS increases for some APs while it decreases for the other APs. 
Hence, t He  is very small and close to 0 by considering that the positive and 
negative elements of H are in the same scale. As a result, 
  1t t t tH NN I H H H H= e e - e e   is close to N  in practice and therefore very few 
iterations are required. Second, in most of the regions, the number of reachable 
APs is less than N , which represents the total number of APs in the whole area. 
Hence, the power-gap elimination algorithm also ignores those unreachable APs 
and uses the number of reachable APs instead of N so as to have an accurate 
elimination. Last, we need to ensure  p θ  based on weighted KNN method is 
a reasonable approximation of the projection. This is motivated by the fact that 
the historical RSS vectors from the reference group may only cover part of the 
whole area, therefore the approximation of the projection is not valid for those 
RSS vectors collected outside the coverage of reference group. We denote the 
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valid projection as  vp θ  and the difference between the two projections is 
   v v d = p θ p θ . We employ          2ez P      p θ p θ p θ p θ  to 
determine whether the projection  p θ  is valid. eP  is the projection matrix of 
column space of e  and is employed to cancel the power-gap in z  as shown in 
(6.14) based on (6.7). We directly employ the two results, i.e.  
    1 tN eI P    tw w e e e e w w  and     1 tN e eI P P        tg = g g = g e e e e g = 0
, in (6.14). In other words, the projection of g on the column space of e  is 
itself since it lies on this space and therefore it is cancelled. It is noted that 
  1 tte e e w  is simply the average of N uncorrelated Gaussian random variables 
and is assumed to be 0.     
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  (6.14) 
To develop a theoretical analysis, we assume w  is an independent and 
identically distributed random vector with a certain variance 2 . First, we 
consider  p θ  is a valid projection and vd is 0. Hence, we can obtain
  2HI P w  by simplifying (12) and   22 N HI P   w  can be treated as chi-
square distributed with 2N   degrees of freedom because HP  is the orthogonal 
projection on 2D space. Thereafter, we can use the product between 2  and the 
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value in the chi-square table at the 99th percentile and 2N   degrees of freedom 
as the threshold, so that we can claim z  is less than this threshold 99 percent of 
the time if the projection is a valid. Second, we consider the projection is not 
valid when it should be located outside the coverage of the reference group and 
vd  is non-zero. In practice, vd  is the difference of two mean vectors and should 
contain both positive and negative elements by considering the average signal 
strengths become larger for some APs and smaller for the other APs when 
moving from  vp θ  to  p θ . Thus, the value of z  becomes larger in 
comparison with the threshold when the projection is not valid. However, we 
cannot directly use this theoretical threshold as 2   is unknown. Hence, we 
have to determine the threshold experimentally based on the guidelines 
provided by this theoretical analysis. We simply calculate the values of z  by 
using the historical RSS vectors in the reference group.  
6.2.2 Optimization of estimated RSS fingerprints 
To clarify the term, estimated RSS fingerprints, we define the RSS fingerprints in 
conventional fingerprinting systems as supervised RSS fingerprints. Each supervised 
RSS fingerprint contains one training RSS vector and one known training location. 
On the contrary, each estimated RSS fingerprint contains one training RSS vector and 
one estimated training location. Hence, we need to assign M location coordinates to 
the M training RSS vectors so as to form the RSS fingerprints through optimization. 
The optimization procedure is separated into three steps, i.e. absolute constraints, 
formulation of objective function and efficient optimization. 
i. Absolute constraints: In this part, we add some constraints to ensure the location 
estimations are within a reasonable range as well as reduce the computation 
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burden. However, it is not straight forward to add constraints for the M location 
coordinates. Hence, we propose and employ a relative polar coordinate 
representation method. Each training RSS vector is associated with one 
reference official AP, which corresponds to the AP with the largest signal 
among all official APs. We denote one location by   ;   dn r   in our 
representation method, where n  is the index of the reference official AP,  dr  is a 
radius with the thn  official AP as the center point, and   is an angle range from 
0 to 2 . Thus, the location can be expressed as  cos   sinn d n dx r y r      in 
the conventional Cartesian coordinate system, where  n nx y   is the coordinate 
of the thn  official AP. By using this representation method, we can easily add 
constraints to the radius based on the path-loss model as shown in (6.15), where 
ins   is the average RSS corresponding to the reference AP, op  is the signal 
power at 1 meter apart from the AP and we assume it is known,   is the path-
loss exponent, and dr  is the radius. 
 1010 login o ds p r    (6.15) 
It is suggested that the value of   ranges from 2 to 4 in a typical indoor 
environment [91]. Thus, we can calculate both the lower bound and upper 
bound for dr  by setting   to 4 and 2 respectively. Now, we have the constraints 
in the radius dimension. 
ii. Formulation of objective function: We proceed to formulate our objective 
function, which is a weighted Stress function as shown in (6.16),  
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      (6.16) 
where ijd  is the pair Euclidean distance between the thi  and thj  training 
locations, ijw  is the weighting coefficient based on the reliability of ˆijd , and 
 iˆj d ijd f   is the best least squares (LS) approximation to ijd  from the pair 
dissimilarity ij . We need to define the pair dissimilarity ij  before proceeding 
to determine ˆijd  and ijw . In this thesis, the pair dissimilarity is derived based on 
the two corresponding RSS vectors, is  and js  as shown in (6.17), where n  is 





  is the inverse path-loss function based 
on (6.15) to convert signal strength to distance.  
        max min2q in q jn q in q jnnnij
f s f s f s f s 
          (6.17) 
To have a better understanding, we illustrate the formula by using Figure 21. 
We first calculate the distances between the two training locations and all 
reachable APs based on qf  by assuming   and op  are known. Next, we derive 
both the lower and upper bounds of the actual pair distances based on the 
maximum and minimum functions in (6.17). Last, we define the pair 












Figure 22 Illustration of pair dissimilarity formulation in PEUT 
In the example shown in Figure 21, the lower and upper bounds are 3.0 and 3.7, 
respectively, based on the calculations in (6.18). Hence, this pair dissimilarity is 
3.35 by averaging.  
   
max 2.7 1, 4 1, 2.9 2.1 3.0
min 2.7 1, 4 1, 2.9 2.1 3.7
   
      (6.18) 
With ij , we proceed to determine iˆjd  and ijw . The actual pair distance should 
be linearly proportional to the pair dissimilarity in our context. Therefore, we 
employ the linear least square regression method to transform ij  to iˆjd  , i.e. 
iˆj a ij bd c c  , where ac  and bc  are the regression coefficients. However, there 
is a variation range of the actual pair distance that is determined by its lower and 
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upper bounds. The larger the variation range is, the less information ij  contains 
regarding the actual pair distance. Hence, the linearity of this transformation can 
be distorted by the data with large variation range. To have a clear 
understanding, we demonstrate this transformation by using a simulation. The 
simulation environment covers a 2D space of 80m × 80m and contains 20 APs 
in total, which are uniformly distributed in the whole area. The coverage radius 
of each AP is 30 meters with the minimum RSS value at -90 dBm by setting 
3.38   and 40op    dBm. With all these settings, we proceed to investigate 
the transformation with 50 RSS vectors and their corresponding locations are 
uniformly distributed.  
As shown in Figure 22(a), it is obvious that linearity is lost when the actual pair 
distance is larger than the coverage radius of an AP, which is 30 meters in this 
simulation. This is because few APs can provide tight lower bound once the 
actual pair distance is larger the coverage radius of the AP. Therefore, the 
variation range is relatively large and ij  is unreliable in this situation. To 
overcome this problem, we add a weighting algorithm by assigning 0 to ijw  if 
the corresponding variation range is larger than 20% of ij  and assigning 1 to 
ijw  otherwise. As shown in Figure 22(b), it is clear that the linearity is 




Figure 23 Linear least square regression between pair dissimilarities and actual 
pair distances in PEUT 
However,   and op  are unknown in practice, therefore we need to design 
proper values so as to calculate the pair dissimilarities based on qf . We have 
found that the linearity is invariant to the variation of   and op  as long as they 
are within reasonable ranges as shown in Figure 23. By using 4 sets of 
parameter values around the actual value 3.38   and 40op    dBm, we 
observe that the linearity of the transformation is maintained for all the 4 sets of 
values, unlike the case in Figure 22(a). Therefore, the objective function is still 
reliable when the parameter values differ a bit from the actual ones. In other 
words, the pair dissimilarities either increase or decrease as a group when we 
vary the parameter values. This group change of the pair dissimilarities is 
mitigated when they are normalized and transformed to the actual pair distance 














(b) Linear Least Square Fit with Weighting



















through the linear least square regression. Hence, we simply use the average op  
from the official APs as the op  for other unofficial APs and use 3   for all 
APs. It is also demonstrated experimentally in Section 6.3 that the performances 
remain similar when the parameter values vary. 
 
Figure 24 Linear least square regression between pair dissimilarities and actual 
pair distances under various   and op   . 
iii. Efficient optimization: A good initialization is crucial when the objective 
function is non-convex. The Stress function we employed in (6.16) is commonly 
used in the MDS optimization technique and is non-convex in general. The 
MDS may provide various solutions with random initialization, since there are 
many local optima in this problem. Hence, we derive an initialization based on 
information from the official APs. In the situation that only one official AP is 
reachable, we can calculate the radius to the official AP based on the inverse 












(a)   = 2.7 Po = -35 dBm
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  and we assume   is 3 and op  is known. 
We discretize the angle range into 36 possible values and therefore we obtain 36 
possible locations. In the situation that two official APs are reachable, we can 
obtain two intersections of the two circles, the radii of which are also calculated 
based on the inverse path-loss function qf . If there is no intersection, we simply 
use the convex combination of two official APs’ locations as the intersection, 
where the coefficient is proportional to the inverse of the radius. Hence, we 
obtain two possible locations for all training RSS vectors with 2 reachable 
official APs (the two possible locations are overlapped in case of one 
intersection). Now, we choose one set of locations from all possible 
combination of locations as the initials based on the Stress function (6.16) by 
using GA. GA is employed since it is capable of handling this discrete 
optimization. With this initialization and the constraints, we proceed to find the 
best location coordinates for all the M training RSS vectors by employing MDS, 
which basically alternates between optimizing the Stress function (6.16) by 
using a gradient step and transforming the pair dissimilarity to ˆijd  until 
convergence.  
Hence, we eventually obtain M estimated RSS fingerprints, each of which 
contains one training RSS vector and one estimated training location.   
6.2.3 Robust localization with device diversity 
In this part, we first eliminate the power-gap iteratively by using the algorithm 
introduced in Section 6.2.1. Thereafter, we employ weighted KNN [11], which is 
described in Chapter 3, to perform localization. We have also incorporated a robust 
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scheme to examine the location estimations. This is motivated by the fact that the 
availability and validity of RSS information from the unofficial APs cannot be fully 
guaranteed. For instance, the unofficial APs can be powered off and moved by their 
owners. Hence, we introduce a robust scheme. We select the nearest official AP as 
reference, which corresponds to the largest value in the testing RSS vector. Based on 
the path-loss model, we can calculate the lower and upper bounds of radii by using 
4   and 2   respectively. Therefore, we obtain an annulus and examine whether 
the location estimation is inside this region. If not, we replace the location estimation 
with its nearest location in this region. By employing this robust scheme, we can at 
least guarantee an elementary performance by forcing the location estimation inside 
its corresponding annulus when the unofficial APs behave abnormally.  
6.3 Performance analysis 
In this section, we investigate the performance of PEUT through both simulations 
and experiments. To have a clear structure, we first introduce the experimental 
environment. It covers a 2D space of 65m × 23m and contains 10 APs in total, i.e. 4 
official APs and 6 unofficial APs. The 4 official APs are placed at (5, 3.5), (12, 17), 
(55, 5) and (54, 17.5) respectively, so as to provide full coverage over this space as 
shown in Figure 24. The locations of the other 6 unofficial APs are also shown in this 
figure. We have divided the experiments into two phases, training phase and testing 
phase. In the training phase, we collect many RSS vectors at many arbitrary unknown 
locations by using various mobile devices and treat them as historical RSS vectors in 
comparison with the RSS vectors in the testing phase. Each RSS vector is obtained by 
scanning one round of the nearby networks, which takes around 1 to 2 seconds in a 
typical Android based device. In the testing phase, we collect many RSS vectors at 
known locations, which are uniformly distributed in the area. Thereafter, we employ 
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the weighted KNN algorithm (details are described in Chapter 3) to perform 
localization, where K is assigned to be 4.  Hence, we can examine the performance of 
PEUT and we use the mean distance error (MDE) as the performance metric, which is 
the average error of all location estimations. With all these settings, we proceed to 




Figure 25 Experimental setup for PEUT localization system, and there 4 official APs 
and 6 unofficial APs in this experimental area  
6.3.1 Homogenous devices 
In this part, we use one Samsung Galaxy Tab 7.7 running Android 4.1.2 as the 
mobile device for both training and testing. In the training phase, the historical RSS 
vectors are collected at 149 uniformly distributed locations and there are 1788 
historical RSS vectors in total by collecting 12 at each location. In the testing phase, 
we collect 10 testing RSS vectors at each of the 149 locations as well as additional 30 




As the first step, we investigate the effect of number of clusters, i.e. number of 
training RSS vectors. It is clear that the performance of PEUT becomes worse when 
the number of clusters becomes either too large or too small in terms of MDE as 
shown in Figure 25. There are not enough estimated RSS fingerprints when the 
number of clusters is too small, i.e. the resolution is too small to have an accurate 
estimation. Hence, the performance gets better when the number of clusters increases 
in general. However, the performance gets a bit worse again when the number of 
clusters becomes too large. This is because the cluster mean is no longer a valid mean 
vector due to the insufficient number of samples when the cluster size is too small. 
Nevertheless, the cluster mean can still be treated as a valid RSS vector, i.e. mean 
vector added with certain noise. In other words, the performance gets a bit worse and 
becomes stable eventually when the number of clusters increases since the cluster 
means no longer benefit from the noise mitigation. Hence, we can choose a relatively 
small number of clusters to give good performance as well as reduce the computation 
burden during the optimization of finding location coordinates for all the cluster 
means, i.e. the training RSS vectors. Therefore, we choose 60M   to guarantee a 
minimum resolution of 5 5m m  based on  60 65 23 5 5   .  
In PEUT, we can just feed the historical RSS vectors into this system without 
knowing their corresponding locations. Hence, the historical RSS vectors can be 
collected at any arbitrary locations. However, in this part, we collect the historical 
RSS vectors at the 149 uniformly distributed locations so that we can benchmark the 
performance by using supervised RSS fingerprints, where the 149 locations are 
known. It is obvious and expected that the performance of using supervised RSS 




Figure 26 Performance analysis of PEUT regarding number of clusters (training RSS 
vectors) 
To have a clear understanding about optimization in PEUT, we also demonstrate 
the contribution of each step in the optimization. The optimization of location 
coordinates has been separated into two steps, i.e. initialization by using GA and 
optimization by using MDS. As shown in Figure 25, the dash line with square makers 
represents the performance of using the first step only, i.e. we use the initialization as 
the final estimations of location coordinates. The performance is further improved by 
using both GA initialization and MDS optimization sequentially as indicated by the 
solid line with circle markers. It is worth to note that the GA initialization plays a key 
role to find a consistent result because there are many local optima. It is easy to be 
trapped into a local optimum by directly using MDS with random initialization. 
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Figure 27 Performance of PEUT under various values of   and op   
In this experiment, we need to know   and op  so as to calculate the pair 
dissimilarity in the objective function of PEUT. It has already been demonstrated that 
linearity of transformation from pair dissimilarity to actual pair distance is maintained 
when   and op  vary within a reasonable range in section 6.2. Hence, we simply use 
38op    dBm obtained from the official APs and 3   for all APs. Now, we 
investigate the experimental performances of PEUT under various   and op . It is 
obvious that the performances remain similar under various parameter values as 
shown in Figure 26. This is because all the pair dissimilarities calculated become 
larger or smaller simultaneously by using different parameter values. This effect is 
mitigated since the pair dissimilarities are transformed and normalized to pair 
distances through linear least square regression. Hence, the objective function is still 
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valid and the performance remains similar as long as the linearity of the 
transformation is maintained. However, it has to be noted that the performance 
become worse when 38op    dBm and 2.5  . This is because the optimization of 
MDS does not converge within the constraints and we only use the initialization from 
GA as the final estimations of location coordinates.  
6.3.2 Heterogeneous devices 
In this part, we use the HTC One device together with the Samsung Galaxy Tab 
device to conduct the experiments and study the effect of device diversity. Before 
proceeding to the experimental performance analysis, we conduct a simulation to 
verify the performance of PEUT under various simulated power-gaps. In this 
simulation, we directly add a series of power-gaps to the testing data used in the 
homogeneous case. As shown in Figure 27, it is clear that the performance with 
power-gap elimination outperforms that without this algorithm under all power-gaps 
ranging from -10 to 30 with unit dB. Moreover, the performance with power-gap 
elimination (PE) is flat and remains similar as the homogeneous case. It should be 
noted that the performance degradation is a bit large when the power-gap is negative, 
e.g. -10 dB. This can be explained by noting that some signals are lower than the 
threshold and become unavailable after adding the power-gap. As a result, the power-
gap is underestimated and therefore the elimination is not very accurate. It is also 
worth to note that the maximum number of iterations of PE is less than 7 and the 
average iterations required is between 1.5 and 3.6 for all the simulated power-gaps. 
The number of iterations required gets larger when the power-gap increases in 
general. Hence, through this simulation, we have verified the effectiveness of PE 




Figure 28 Performance analysis of PEUT under various power-gaps (dB) 
Now, we proceed to investigate the performance of PEUT with device diversity 
by using the HTC One and Samsung Galaxy Tab devices. We collect 1500 testing 
RSS vectors for both of the devices at 30 testing locations, which are almost 
uniformly distributed in the whole area. Thereafter, we analyze the performance of 
PEUT by using these 1500 testing RSS vectors under various training situations. In 
this part, we use three scenarios to represent various training situations and choose the 
Samsung Galaxy Tab as the reference device for all these scenarios. In Scenario 1, we 
only use the 1788 historical RSS vectors from the Samsung Galaxy Tab to train the 
PEUT system, which is the same as homogeneous case. In Scenario 2, we add another 
1800 historical RSS vectors, which are collected by walking all over the area with the 
HTC One. We use the data from both the HTC One and Samsung Galaxy Tab to train 
our PEUT system. In Scenario 3, we separate the whole area into two regions. At each 
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region, we only use one device type to collect the RSS vectors, i.e. 900 RSS vectors 
from HTC One in Region One and 600 RSS vectors from Samsung Galaxy Tab in 
Region Two as shown in Figure 28. This scenario is discussed because there is no 
guarantee that a single device type can provide a full coverage of the whole area. We 
also assume their covered regions overlap each other in some areas so that the power-






Figure 29 Regions illustration of Scenario 3 of PEUT under heterogeneous devices 
The performances of PEUT are shown in Table 1 in terms of MDE based on the 
three scenarios we have described. We have also calculated the performances when 
PE is not employed so as to have a better understanding. In Scenario 1, we only use 
the historical data from the Samsung Galaxy Tab to train the PEUT system and 
therefore the PE in the training phase is not applicable. It is clear and expected that 
there is almost no performance difference for the Samsung Galaxy Tab regardless of 
utilization of PE in the testing phase, though there is a small average power-gap 
estimated. It is also expected that the performance of PEUT is better in comparison 
with the case of no PE in the testing phase for the HTC One. This result further 
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verifies the effectiveness of the PE algorithm. It is also noted that the average power-
gap estimated of all testing RSS vectors is 6.6 dB, which is close to the actual average 
power-gap 6.8 dB.  
Table 1 Performance (MDE) of PEUT under various training situations 














PE at all 
Estimated 
Power-gap 




HTC One 4.85 m 5.32 m N.A. N.A. 6.6 dB 
Galaxy 
Tab 
4.83 m 4.84 m N.A. N.A. 1.3 dB 
Scenario 
2 
HTC One 4.56 m 5.27 m 5.16 m 5.48 m 7.2 dB 
Galaxy 
Tab 
4.73 m 4.86 m 5.16 m 5.37 m 1.6 dB 
Scenario 
3 
HTC One 5.21 m 6.20 m 6.70 m 6.82 m 9.1 dB 
Galaxy 
Tab 
5.32 m 5.68 m 6.83 m 6.74 m 3.4 dB 
 
In Scenario 2, we use the historical data from both the HTC One and Samsung 
Galaxy Tab devices. Hence, we also need to conduct PE in the training phase with the 
Samsung Galaxy Tab as the reference device. First, we discuss the case that the PE is 
employed in the training phase. In this situation, we obtain the same analysis as that 
we have observed in Scenario 1. In other words, with testing RSS vectors from the 
HTC One, the performance of PEUT degrades if PE is not utilized in the testing phase 
due to the power-gap. Second, the performance of PEUT degrades when PE is not 
utilized in the training phase for both the HTC One and Samsung Galaxy Tab. In this 
situation, we also observe that PEUT performs better when PE in the testing phase is 
employed. Intuitively, the final training RSS vectors can be treated as averages of 
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RSS vectors from the HTC One and Samsung Galaxy Tab when PE is not employed 
in this training phase. Hence, both of the two devices have power-gaps and therefore a 
better performance is obtained when PE is employed in the testing phase. It should be 
also noted that the performances of PEUT in Scenario 2 is slightly better than that in 
Scenario 1, since there are more data involved.  
In Scenario 3, we examine the efficiency of PEUT when a single device type 
cannot provide full coverage of the whole area. It is clear that the performances of 
PEUT degrade when PE is not employed in the training phase. In this situation, the 
PE in the testing phase is ineffective because the estimated power-gaps are unreliable. 
When PE is employed in the training phase, we can observe that the performances of 
PEUT become much better for both the HTC One and Samsung Galaxy Tab. It is also 
expected that PE in the testing phase becomes effective again by observing significant 
performance improvement for the HTC One. It is noted that there is also a slight 
performance improvement for the Samsung Galaxy Tab by employing the PE in the 
testing phase though it is the reference device, i.e. MDE is changed from 5.68 m to 
5.32 m. This is because the power-gap is over estimated in the training phase, and 
therefore the final training RSS vectors contributed by the HTC One are lower than 
that it should be. As a result, the power-gaps estimated during the testing phase are 
larger for both the HTC One and Samsung Galaxy Tab due to the lower reference 
contributed by the HTC One, e.g. the power-gaps are 9.1 dB and 3.4 dB respectively 
as shown in Table 1. It is also noted that the performance of PEUT is worse in 
comparison with Scenario 1 and Scenario 2. The main reason is not the inaccuracy of 
the power-gap estimate because this inaccuracy can be handled by employing PE in 
the testing phase, i.e. the testing RSS vectors can be transformed to the same level as 
the reference, although the reference is lower than what it should be. The main reason 
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for the performance degradation is the validity of the constant power-gaps 
assumption. The RSS vectors from the HTC One cannot be perfectly transformed and 
treated as RSS vectors from the Samsung Galaxy Tab by simply deducting the 
average power-gap. Hence, when testing the performance by using one device within 
the area covered by another device, the inconsistence of other characteristics causes 
the performance degradation. Hence, this issue appears when a single device only 
covers part of the area in the training phase. Overall, the performance of PEUT is 
around 5 meters for all the three scenarios in terms of MDE and considered as 
acceptable in certain application, especially when considering its zero training cost 
and easy implementation in existing WLAN infrastructures.  
6.4 Remarks and conclusion 
In this section, we give some remarks of the current PEUT system and possible 
future works. First, the locations of official APs cannot be collinear because the 
optimal location coordinates can be reflected along the collinear axis. Hence, more 
official APs should be incorporated if the locations of current official APs are 
collinear. Second, the credibility of unofficial APs is a major concern since they may 
not be consistent throughout the time, e.g. they can be powered off or moved. One 
possible future work to combat this challenge is to re-check the location estimations 
by using the robust scheme as discussed in Section 6.2.3. For instance, if the location 
estimations fall outside the corresponding annulus frequently, it may imply that the 
original estimated RSS fingerprints are no longer reliable and new updates are 
required. Third, the formulation of pair dissimilarity and transformation from pair 
dissimilarity to pair distance play a key role in PEUT. It requires more research to 
develop a solid and practical method on finding optimal formulation and 
transformation, which is also part of our future work. Last but not least, the PEUT 
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localization system is also able to handle more groups in the training phase, e.g. three 
or more device types. However, it is worth to note that PEUT needs to calculate the 
power-gaps of those groups, which overlap with the reference group in their coverage 
regions. Thereafter, the reference group becomes larger by combining those groups 
and PEUT continues to calculate the power-gaps of other groups by using this new 
reference group. This is motivated by the fact that some groups may not overlap with 
the reference group initially in their coverage regions and thus the power-gap 
estimated directly is inaccurate. It should be noted that the coverage regions of one 
group can be discrete and may not necessarily be continuous.  
In conclusion, a practical, cost-effective and robust localization system, PEUT, 
has been implemented and investigated in this chapter. The detailed analysis of PEUT 
has been presented. We have also conducted experiments to investigate its 
performance with the result based on supervised RSS fingerprints as benchmark. The 











A Novel RSS model and Power-bias Mitigation 
Algorithm in WLAN 
 
 
In this chapter, we propose a novel RSS model based on orthogonal frequency 
dimensional multiplexing (OFDM) in wireless local area network (WLAN), as 
OFDM is commonly employed in IEEE 802.11a/g/n standards. In the RSS model, the 
deterministic deviation between the testing RSS and training RSS is addressed and 
named as power-bias. This power-bias is deterministic and cannot be eliminated by 
merely using the average of the testing RSS, and therefore we also propose a power-
bias mitigation (PM) algorithm to reduce the effect brought by the deterministic 
deviation. This chapter is organised as follows. First, we present the detailed 
formulation and analysis of the novel RSS model in Section 7.1. We formulate the 
PM algorithm based on the proposed RSS model in Section 7.2. In Section 7.3, we 
examine and study the performance improvement brought by the PM algorithm 
through both simulations and experiments. Finally, we conclude this chapter in 
Section 7.4. 
7.1 RSS model in WLAN 
In this section, we provide a detailed formulation of the proposed RSS model in 
WLAN. In IEEE 802.11a/g/n based WLAN, OFDM is commonly employed in those 
standards. Hence, we formulate the RSS model based on the OFDM system. We 
assume an OFDM system with M   subcarriers, a bandwidth of W Hz and symbol 
length of T seconds, of which cpT  seconds is the length of the cyclic prefix (CP). The 
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waveform used in transmitter is shown in (7.1), where k cf f kW M    is the thk
subcarrier frequency. 
         1 exp 2      0,
0                                                      
cp k cp
k
T T j f t T if t Tt
otherwise

    
  (7.1) 
It has to be noted that    k k cpt t T T      when t  is within the cyclic prefix 
0, cpT   . With an infinite sequence of symbols, the output waveform from the 
transmitter is shown in (7.2), where l  is the symbol number and 0,1 1, 1,, , ,l M lx x x    are 
complex numbers from a set of signal constellation points. 





s t x t lT 
 
     (7.2) 
Now, we proceed to the physical channel by assuming that the channel impulse 
response, ( ; )h t  is restricted to the interval 0, cpT     .  Hence, the received signal 
can be formulated as (7.3), 
              0; ;cpTr t h t s t w t h t s t d w t            (7.3) 
where  w t  is additive, white and complex Gaussian noise. In other words, the 
additional distances travelled by the multipath components are assumed to be 
restricted to the interval 0,  cpc cT     , where c  denotes the speed of the 
electromagnetic wave and cpT  is 0.8 s  in IEEE 802.11a/g/n standards. This 
assumption is considered as valid for indoor environments in general because the 
signal power degrades severely and becomes insignificant after travelling an 
additional 240cpcT m . 
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The matched filter at the receiver side only matches the last part ,cpT T    of the 
waveform used in the transmitter as shown in (7.4), so that all inter symbol 
interferences (ISI) from the previous symbol are eliminated. 
    *      0,0                
k cp
k
T t if t T T
t
otherwise
        
  (7.4) 
Hence, the time index l can be ignored when calculating the sample output at the thk   
matched filter as shown in (7.5). 
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  (7.5) 
Now, we proceed to calculate the inner integral as shown in (7.6), where   is 
impulse function,  n t  is the received amplitude of the thn  path and mN  is the 
number of signal paths.       
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  (7.6) 
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We assume the channel is fixed during one symbol interval and denote n  as the 
fixed amplitude of the thn  path. Hence, we can substitute (7.6) back into (7.5) and 




w w t t dt    is additive white Gaussian. 
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  (7.7) 
The received power is often measured over many symbols to eliminate the effect of 
various amplitudes of kx . Hence, we can use expectation to calculate the received 
signal power as shown in (7.8). 
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  (7.8) 
We assume the noise power is known as prior knowledge, since it can be 
measured when the channel is idle. Hence, the received signal power can be obtained 
as shown in (7.9), where rP  is the received signal power, tP  is the average transmitted 
power, , ,tx n tx tx ng g c  , , ,rx n rx rx ng g c  and , ,pl n pl pl ng g c  are the transmitter antenna 
gain, receiver antenna gain and path-loss respectively along the thn  path. We choose 
























   . Hence, the path-loss of LOS signal is 
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,1 ,1pl pl plg g c , where ,1plc  is the normalized path-loss coefficient of the LOS signal 
and is much greater than 1 by considering that the power of LOS signal is much larger 
than that of other non-LOS (NLOS) signals. This normalized coefficient ,1plc  is 0 if 
the LOS signal does not exist. 
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  (7.9) 
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n
h c c c j f a 

    is often modelled as Rician 
fading in a multipath indoor environment, where ,1 ,1 ,1tx rx pla c c c . Hence, we can 
formulate  2E h  as shown in (7.10), 
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  (7.10) 
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
 are 
modelled as two independent and identically distributed (i.i.d) zero-men Gaussian 
random variables and the variance is denoted as 2v , which is almost constant since 
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all its components are normalized. Hence, we can formulate the RSS model in (7.11) 
based on (7.9) with dBm as the unit, where the base of log is 10.   
     
2 2 2 2 2
2 2 2 2 2
10log 10log 2
10log 10log 10log 10log 10log 2
r t tx rx pl v
t tx rx pl v
P Pg g g a




     
  (7.11) 
It is clear that the RSS model is deterministic. However, there is a small random 
RSS variation in practice due to the imperfect noise elimination by simply using the 
average power of many symbols. In other words, the expectation in (7.9) does not 
completely eliminate the noise. Hence, we incorporate another noise component to 
model the random RSS variation when other deterministic terms are fixed and we 
assume it is Gaussian. Therefore, the final RSS model proposed is shown in (7.12), 
where p  is the RSS with dBm as the unit, and w  is employed to denote the Gaussian 
random noise.   
  2 2 2 2 210log 10log 10log 10log 10log 2t tx rx pl vp P g g g a w         (7.12) 
It is obvious that the RSS is location dependant since the average path-loss, 
210 log plg  becomes more negative when the mobile device is further away from the 
AP. In addition, the multipath factor,  2 210 log 2 v a   also varies a bit for different 
locations, however, it is not monotonically related with the distance between the 
mobile device and the AP since this factor is a normalized term with respect to the 
average path-loss. 
However, the average RSS is not necessarily a constant at a fixed location, 
because the deterministic terms in (7.12) can vary even at the same location. In the 
NLOS scenario, we have examined the RSS distribution under four different 
orientations of human body blockage. We choose one arbitrary orientation as 
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reference (0 degree) and the other three orientations are obtained sequentially by 
rotating 90 degree clockwise in each time. We use one Samsung Galaxy Tab as the 
mobile device. During the data collection, the candidate held the mobile device in 
front and changed his orientation by rotating 90 degree clockwise each time. For each 
orientation, the candidate collects 200 RSSs. As shown in Figure 29, it is clear that the 
average RSSs of the 4 orientations are different because the average path-loss varies 
for different orientations. In other words, the average signal changes due to the 
variation of multipath environments, i.e. different orientations of human body 
blockage. It should be noted that the random noise at each orientation is very small 
(illustrated by the same colour lines) and their standard deviations are less than 1 dB.   
 
Figure 30 RSS distribution of 4 different orientations of human body blockage in 
NLOS scenario 























In the LOS scenario, we can also observe that the average RSSs of the 4 
orientations are different. The differences consist of not only the variation of average 
path-loss but also the attenuation of the LOS signal. The LOS signal is blocked by 
human body when a mobile user faces opposite to the AP, e.g. 180 degree in Figure 
30.  It is clear that the average RSS drops dramatically when LOS is blocked.   
 
Figure 31 RSS distribution of 4 different orientations of human body blockage in LOS 
scenario 
The average receiver antenna gain can also vary across a variety of mobile 
devices, and therefore the average RSS turns out to be different due to the variation of 
the deterministic term, 210 log rxg . For example, the average RSS of a HTC One 
mobile device is generally 6 dB higher than that of the Samsung Galaxy Tab at the 
same location.   






















Hence, the average RSS is not constant even at the same location due to the 
variation of those deterministic terms in (7.12), e.g. the variation of average path-loss 
caused by different multipath environments, switches between LOS or NLOS 
environments, and effects of device diversity. This phenomenon leads to the deviation 
between the testing and training RSS, i.e. the average testing RSS in a fixed location 
is different from the average training RSS. Therefore, the performance of RSS based 
localization is restricted by this deviation because they cannot be removed by 
averaging. With this motivation, we define this deviation and propose a mitigation 
algorithm to improve the localization performance in Section 7.2.    
7.2 Formulation of Power-bias mitigation algorithm 
In this section, we provide a detailed formulation of the power-bias mitigation 
(PM) algorithm, as well as its analytical reasoning. To have a clear understanding, we 
first define the RSS model and power-bias used in this chapter. We assume there are 
N APs in the whole area. Hence, we convert the proposed RSS model into vector form, 
   +p θ μ θ w , where   is the 2D location parameter,  μ θ  is the 1N   mean 
RSS vector and w  is the 1N   Gaussian random noise vector. The power-bias refers 
the deviation of the average RSS and is denoted as      b μ θ μ θ , where  μ θ  
and  μ θ  are the mean RSS vectors in the testing phase and training phase 
respectively. Hence, the testing RSS can be denoted as  p θ  in (7.13). Each entry of 
 p θ  is one RSS reading from the corresponding AP, e.g. -60 dBm. It has to be noted 
that some entries may be unavailable due to the APs’ range limitation. They are set to 
-90 dBm, which represents the lowest signal strength detected.  
    + + p θ μ θ b w   (7.13) 
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Next, we proceed to formulate the PM algorithm by taking advantage of the RSS 
fingerprint approach. We can obtain the mean RSS vectors at many training locations 
in the training phase, e.g.   jμ θ  at location  jθ . Thus, given a testing RSS 
vector,  p θ , we find the nearest training RSS vector of  p θ  in terms of Euclidean 
distance and denote it by   rμ θ . We assume the mean function is a linear plane 
within the nearby region of   rμ θ , and we denote this plane as   , i.e. the 
derivative of mean function  H  
 
  is a 2N   dimensional constant matrix. We 
denote  p θ  as the projection of  p θ  onto this plane  . In order to obtain  p θ , 
we need to utilize the projection matrix of the column space of H. The plane   is 
parallel to the column space of H, and therefore the projections onto these two planes 
differ by a constant factor c , i.e. the projection of  p θ  on this column space is 
 u p θ c . We denote the projection matrix of the column space of H as 
  1t tHP H H H H   and we can obtain  p θ  as shown in (7.14), where c  is 
calculated based on the nearest training RSS vector   rμ θ .   




P r P r
  
  
p θ p θ c
= p θ μ θ μ θ   (7.14) 
Now, we can obtain an equation of b  by taking the difference between  p θ  
and  p θ  as shown in (7.15), where NI  is an N N identity matrix. 
 
       
       
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+ + H H H
H N H N H
N H N H
P P P
P I P I P
I P I P
        
      
  
p θ p θ μ θ b w μ θ b w c
μ θ μ θ c b w
= b w
  (7.15) 
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Before proceeding to calculate the power-bias, we need to obtain the projection 
matrix HP . We can approximate the derivative of the mean function H based on the 
nearest training RSS vectors. We utilize m nearest training RSS vectors and number 
them from 1 to m. Each of the m training RSS vectors,  iμ θ  is associated with one 
training location, iθ . Hence, we can approximate H by averaging the changing rates 
of all pair combinations of m training RSS vectors as shown in (7.16). 
  






i j i i j
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m m  

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μ θ μ θ
= θ θ   (7.16) 
With this approximated derivative of mean function, we can obtain the projection 
matrix. However, we cannot directly calculate the power-bias because N HI P  is not 
full rank, i.e. N HI P  is an idempotent matrix with rank of 2N  . Hence, we divide 
the power-bias vector into two parts and only calculate the average power-bias as 




 e b  is the average power-bias of N RSSs,  
t
l N
   e bb b e   
is the local bias of each RSS after deducting the average power-bias, and e  is a 1N   
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  (7.17) 
Next, we can obtain (7.18) by multiply both sides of (7.15) by te . 
              
t t t
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t t t
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e p θ p θ e b e w
= e e e b e w
  (7.18) 
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The derivative matrix of the mean function H contains both positive and negative 
elements in general. For example, along one dimension of  , the average RSS 
increases for some APs while it decreases for the other APs. Hence, t He  is very 
small and close to 0 by considering that the positive and negative elements of H are in 
the same scale. Therefore, we assume t He  is 0 and calculate the term  t N H lI P e b  
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  (7.19) 
Hence, we can convert (7.18) into (7.20), where  t HI Pe w  can be treated as an 
additive Gaussian noise. 
         t t tN A N AI P b I P     e p θ p θ e e e w   (7.20) 
Now, it is straightforward to obtain the optimal estimation of b  in terms of MSE 
as shown in (7.21). Therefore, we can mitigate the average power-bias and perform 
localization by using the pre-processed testing RSS vector   bˆ p θ e  .     
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7.3 Performance results and analysis 
In this section, we investigate the PM algorithm through both simulations and 
experiments. To have a clear structure, we first introduce the experimental 
environment. It covers a 2D space of 65m × 23m and contains 10 APs in total as 
shown in Figure 31. We have divided the experiments into two phases, i.e. training 
phase and testing phase.  
 
Figure 32 Experimental environment for analysis of power-bias mitigation (PM) and 
signal strength difference (SSD) algorithm 
In the training phase, we collect many training RSS vectors at 149 uniformly 
distributed locations by using a Samsung Galaxy Tab 7.7 running Android 4.1.2 as the 
mobile device. Each RSS vector is obtained by scanning one round of the nearby APs, 
which takes around 1 to 2 seconds in a typical Android based device. We collect 12 
training RSS vectors at each of the training locations and use the average as the mean 
RSS vector. In the testing phase, we have employed both the Samsung Galaxy Tab 
and HTC One to collect the data. We have 1500 testing RSS vectors for each device 
by collecting 50 testing RSS vectors at each of the 30 testing locations, which are 
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uniformly distributed in the area. Thereafter, we employ the weighted KNN algorithm 
to perform localization (details are described in Chapter 3), where K is assigned to be 
4.  
We have also implemented other signal pre-processing techniques to deal with 
the device diversity, i.e. signal strength difference (SSD) method [76] and power-gap 
elimination (PE) algorithm described in Chapter 6. To implement SSD, there are two 
reference APs are chosen as illustrated by the black star in Figure 30. These two APs 
are chosen based on the criterion described in [77] to optimize the performance of 
SSD, and this criterion is that the AP, which gives the least average deviation of RSSs 
over the whole coverage area, should be chosen. In the PE algorithm described in 
Chapter 6, the projection matrix , HP , is unknown and therefore we have to eliminate 
the power-gap iteratively. However, in the PM algorithm, the projection matrix is 
known since it is based on the conventional fingerprinting approach. Hence, we can 
eliminate the power-gap in one step. It should be noted that the power-gap defined in 
Chapter 6 can be categorized into the average power-bias. In other word, the power-
gap is just one example of the average power-bias. Next, we proceed to examine the 
performance of these three signal pre-processing algorithms. We use mean distance 





Figure 33 Performances of power-bias mitigation (PM), power-gap elimination (PE), 
and signal strength difference (SSD) algorithms for two types of testing devices 
We investigate the performance by using both the Samsung Galaxy Tab and HTC 
One. It is clear that the performances are improved by employing the PM algorithm in 
comparison with that of using weighted KNN only as shown in Figure 32. It is worth 
to note that a 10% performance gain is achieved by using PM even when the testing 
device is consistent with the training device (Samsung Galaxy Tab). This is because 
the average power-bias is typically non-zero even the testing device is consistent with 
the training one and therefore the performance is improved slightly by eliminating this 
average power-bias. It is obvious that the performance gain is larger when the testing 
device is HTC One. This is mainly because the average receiver antenna gain of HTC 
One is larger in comparison with that of Samsung Galaxy Tab. Therefore the average 
power-bias is larger in general and more performance gain (21%) is obtained by 
eliminating this larger average power-bias. Moreover, it is clear that the performances 
























of using the two types of devices are similar after PM, which implies the performance 
degradation incurred by device diversity is eliminated. In other words, the device 
diversity only leads to the change of average power-bias, which can be eliminated 
with the proposed PM algorithm. It is also observed that the performance of using PG 
algorithm is similar with that of PM. This observation further demonstrates that the 
iterative algorithm in PG can deal with the problem of device diversity effectively.  
It should be noted that the performance of SSD is a bit worse in comparison with 
that of using weighted KNN only when the testing device is consistent with the 
training one. This is mainly because the information becomes less after SSD, i.e. the 
SSD fingerprint vector is one dimension lower than RSS fingerprint vector, and the 
random noises in SSD elements become larger. It is also expected that performance is 
improved by using SSD when the testing device is HTC One, but the performance 
gain is lower than that of using PM or PG algorithm since the information is less after 
SSD.   
Hence, in this section, we have verified the proposed PM algorithm through 
experimental comparisons with other algorithms. It is clear that the performance is 
improved. 
7.4 Remarks and conclusion 
In this section, we discuss some important remarks on both the current PM 
algorithm and its future work. First, the number of detectable APs is less than the total 
number of APs in general. Hence, in this PM algorithm, we omit those unavailable 
RSSs, e.g. -90 dBm and use the rest of RSSs so that the average power-bias can be 
estimated accurately. Therefore, it is noted the vector dimension employed to 
calculate this power-bias should change from 1N   to 1N , where N   is the number 
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of detectable APs. Second, we only demonstrate the existence of power-bias under the 
scenarios of various orientations of human body blockage and attenuation of LOS 
signal. However, it is worth to mention that there are many other factors that can 
cause power-bias as well, e.g. a thick cover of mobile devices, and failure of some 
APs.  Last but not least, we can extend the current algorithm to estimate the local 
power-bias as well by assuming some local power-biases are much larger than others. 
In other word, the small power-biases can be considered as 0 in comparison with the 
large ones so that the calculation in (7.15) is feasible due to less number of unknowns.  
In conclusion, we have proposed both a novel RSS model and a power-bias 
mitigation (PM) algorithm in this work. The deterministic power-bias in the proposed 
RSS model is investigated under various scenarios. We have also formulated and 
analyzed the PM algorithm. The performance gain with the PM algorithm is studied 
through experimental comparisons. The results show that PM can eliminate the 











Conclusion and Future Work 
 
 
In this thesis, we primarily focus on the RSS based indoor localization, with the 
target to develop accurate, cost-effective and robust localization systems. In 
conclusion, we have developed two new approaches to enhance the accuracy of the 
RSS-based indoor localization, i.e. the fusion approach and the statistical approach. 
We have also proposed a calculation method to obtain the OBB, which is a 
performance lower bound in terms of Bayesian MSE, so as to benchmark the 
performance. Moreover, we have designed and implemented the PEUT localization 
system to completely eliminate the training cost in RSS fingerprint approach as well 
as mitigate the performance degradation brought by the device diversity. In addition, 
we have derived a robust technique to mitigate the deterministic RSS deviation 
between the training phase and testing phase. The detailed conclusion of this thesis 
and potential directions of future works on indoor localization are discussed in the 
following sections. 
8.1 Conclusion of the thesis 
In this section, we give a conclusion to this thesis and also discuss some potential 
future works based on our current algorithms and system.    
8.1.1 Fusion of multiple RSS based localization algorithms   
In Chapter 3, we have designed fusion architecture to make use of the multiple 
outputs from various localization algorithms. The fusion architecture contains two 
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layers, i.e. the diversity layer and the fusion layer. In the diversity layer, the RSS 
measurements are utilized by multiple localization algorithms and each localization 
algorithm gives one estimate of location. In the fusion layer, we have employed 
BLUE to combine all the estimates from the diversity layer so as to obtain the final 
estimation. Experimental results demonstrate a substantial accuracy gain is achieved 
in comparison with other conventional algorithms, e.g. weighted KNN.  
In future works, the fusion architecture can be further extended through utilizing 
additional information and knowledge, e.g. mobility model. In case of continuous 
monitoring the location of a mobile device, it is possible to refine the current 
estimation by using the historical location estimations. First, we can obtain a location 
prediction purely based on the trend of historical locations and the mobility model. 
Thereafter, we can statistically combine this prediction and the estimation from 
previous fusion layer, so as to obtain a better estimate.   
8.1.2 Statistical location estimator and MSE lower bound  
With the focus on RSS fingerprints approach, we have derived the ML-MVU 
estimator based on classic statistics in Chapter 4. ML-MVU achieves a better 
performance in comparison with other RSS fingerprints based algorithms by taking 
the degree of RSS attenuation into account explicitly. Thereafter, we extend the ML-
MVU estimator to the aMMSE estimator based on Bayesian statistics in Chapter 5, so 
that prior information can be incorporated smoothly. In addition, we have described 
the calculation of the OBB, which is the performance lower bound in terms of 
Bayesian MSE. Simulation results demonstrate that the OBB only deviates 10 to 20 
percent from the actual MMSE under all noise levels.  
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The OBB is able to not only benchmark the performance for various estimators, 
but also provide a theoretical guideline for various signal pre-processing techniques. 
Many RSS based preprocessing techniques are developed for robust localization, e.g. 
SSD, Direct Multi-Radio Fusion (DMRF) [96] and etc. In such situations, the OBB 
can be employed to measure the information loss due to signal preprocessing so as to 
make clear trade-offs with robustness, computational complexity and other 
operational parameters.  
8.1.3 PEUT system in existing WLAN infrastructure 
In Chapter 6, we have developed PEUT system to deal with two practical 
challenges, i.e. tremendous training cost and device diversity in the RSS 
fingerprinting approaches. The PEUT system is named after the two key algorithms, 
i.e. power-gap elimination (PE) algorithm and unsupervised training (UT) algorithm. 
PEUT completely eliminates the training cost by employing the UT algorithm based 
on only the historical RSS records of mobile users. Experimental results have 
demonstrated the efficiency of the UT algorithm in comparison with the results of 
actual training. The PE algorithm is employed to deal with device diversity so as to 
improve the robustness of PEUT system. Simulation and experimental results have 
also demonstrated the robustness of PEUT system under device diversity. 
It should be noted that we have utilized information from the unofficial APs in 
PEUT system. However, the availability and validity of RSS information from the 
unofficial APs cannot be fully guaranteed. For instance, the unofficial APs can be 
powered off and moved by their owners. Hence, robust schemes are required to 
overcome this challenge. A simple robust scheme is implemented currently. We select 
the nearest official AP as reference, which corresponds to the largest value in the 
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testing RSS vector. Based on the path-loss model, we can calculate the lower and 
upper bounds of the coverage radii by using 4   and 2   respectively. Therefore, 
we obtain an annulus and examine whether the location estimation is inside this 
region. If not, we replace the location estimation with its nearest location in this 
region. By employing this robust scheme, we can at least guarantee an elementary 
performance by forcing the location estimation inside its corresponding annulus when 
the unofficial APs behave abnormally. This simple scheme can be further improved in 
future works in order to be more adaptive and efficient.  
8.1.4 Power-bias mitigation algorithm based on a novel RSS model 
We have formulated a novel RSS model based on OFDM in Chapter 7. In this 
RSS model, the deterministic mean of RSS at a fixed location can vary due to many 
factors, e.g. orientation of MN, device diversity, and thick cover of mobile devices. 
Hence, we have designed a PM algorithm to reduce the adverse effect brought by 
deterministic power-bias. Experimental results have demonstrated that the PM 
algorithm can eliminate the average power-bias efficiently. In future works, the 
current PM algorithm can be extended to estimate the local power-bias as well by 
assuming some local power-biases are much larger than others. In other word, the 
small power-biases can be considered as 0 in comparison with the large ones so that 
the calculation in (7.15) is feasible due to less number of unknowns.  
8.2 Future works 
In this section, we discuss the potential future works on RSS based indoor 
localization, i.e. fusion with additional information to enhance the performance, 
public database to facilitate the research progress, and crowdsourcing to overcome 
scalability issue.  
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8.2.1 Fusion with additional information 
In future work, we can further improve the performance of RSS based localization 
system through incorporating additional information, such as map matching with floor 
plans, and inertial measurements.   
It is essential to have an underlying map as a reference in a localization system. 
Therefore, users can have a clear picture about their locations through comparison 
with their surrounding environments. In future works, we can incorporate the floor 
plans as auxiliary information so as to further improve the localization performance. 
In pedestrian indoor localization and tracking systems, it is a common practice to 
employ map-based filtering algorithms to bound drift and noise induced errors. These 
algorithms are often based on particle filters in general. The probability density 
distribution of location is represented by a set of particles. The whole set is filtered by 
using constraints based on floor plans. For example, if a particle traverses a wall, its 
weight is reduced to zero and the particle is deleted from the filter set. Moreover, the 
map-based constraints can be treated as prior knowledge in the particle filter. Hence, 
we can make a further improvement through incorporating the spatial distribution of 
historical location estimations. In other words, the spatial distribution of historical 
location estimations represent the popularities of various areas and can also be treated 
as prior knowledge. Therefore, we can easily combine it with the map-based 
constraints to form a new prior distribution of location. To ensure the validity and 
effectiveness of the prior distribution, it is required to design an adaptive system so as 
to update the prior distribution based on the latest historical location estimations in 
future work.  
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When the location of a mobile node needs to be continuously monitored, we can 
extend a localization system to a tracking system through incorporating information 
from inertial measurement unit (IMU) based on extended Kalman filter (EKF) or 
particle filter. This approach is attractive and promising as many mobile devices are 
equipped with IMUs and therefore the inertial measurements can be easily obtained. 
Moreover, we can also directly utilize inertial measurements in a localization system. 
For example, the inertial measurements can be helpful in refining the estimated RSS 
fingerprints in our PEUT system. This is because we can obtain a more accurate 
estimation of pair distance by using the inertial measurements. In other words, we can 
directly calculate the distance between two RSS fingerprints by using dead reckoning 
technique, while the original algorithm in PEUT system is to estimate the pair 
distance based on the pair dissimilarity in signal space. Hence, the final estimated 
RSS fingerprints can be more accurate and therefore a better localization performance 
can be achieved.  
8.2.2 Public database 
To facilitate the research progress, it is highly recommended to build a public 
database, which contains raw measurements and the detailed information of 
experimental setup, e.g. floor plans, locations of FNs, location of MNs, RSS, 
magnetometer readings, barometer readings, and measurements of IMU. There are 
many benefits of creating such a public database. First, it saves lots of time for 
researchers by freeing their hands from conducting individual experiments. It is 
especially beneficial for fresh researchers to get familiar with this research area by 
playing with the data directly. The public database needs to keep updating and 
improving continuously with effort from individuals, research institutes, and 
industries. Second, it makes the comparisons of various algorithms convenient and 
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convincing. Researchers can compare their own algorithms with the benchmark by 
utilizing the same data in order to demonstrate convincing results. Of course, 
researchers can also utilize additional data and explain the benefits of doing so 
through comparisons. Third, it can improve the understanding of the raw data through 
more discussions among the researches. Conventionally, there are few discussions on 
the raw data since the data collected in different environments can be inconsistent. 
However, by using the same public database, researchers can discuss about the raw 
data and share their opinions. Therefore, the localization algorithms and systems can 
be improved with a deep understanding about the raw data. 
8.2.3 Crowdsourcing 
Crowdsourcing is the practice of obtaining information by soliciting contributions 
from a large group of people, and especially from an online community. It is 
considered as one viable solution to address the scalability issue in RSS based indoor 
localization. This is because the mobile online community has grown rapidly in recent 
years, due to the increasing capabilities of mobile devices. Hence, in future works, we 
can also take this advantage and allow mobile users to feedback their actual locations 
and RSS. However, three main issues are required to be properly addressed, i.e. user 
experience of feedback application, device diversity, and reliability of feedback data. 
First, the feedback application must be easy to use. For example, the application can 
pop up a list of nearby locations based on Google’s service or assisted GPS. 
Thereafter, user can choose the nearest one based on his/her judgment. Another 
example is that user can easily pinpoint his/her location on the map generated. 
Second, we can employ the power-gap elimination algorithm in Chapter 6 to deal with 
device diversity. Therefore, we need to classify mobile devices into several categories 
based on their brands and models. Third, all the feedback data should be examined 
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since the data may not be consistent. One common approach is to accumulate the 
feedback data from users until majority of them are consistent. Thereafter, only the 
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