Recent advancements in neuro-fuzzy models (NFMs) have made possible the implementation of dynamic rule base systems. This is in comparison with static applications commonly seen in global NFMs such as the Adaptive-Network-Based Fuzzy Inference System (ANFIS) model widely used in hydrological modeling. This study underlines key differences between local and global NFMs with an emphasis on rule base dynamics, in the context of two common flow forecast applications. A global NFM, ANFIS, and two local NFMs, Dynamic Evolving Neural-Fuzzy Inference System (DENFIS) and Generic Self-Evolving Takagi-Sugeno-Kang (GSETSK), were tested. Results from all NFMs compared favorably when benchmarked against physically based models. Rainfall-runoff modeling is a complex process which benefits from the advanced rule generation and pruning mechanisms in GSETSK, resulting in a more compact rule base. Although ANFIS resulted in the same number of rules, this came about at the expense of having the need for a large training dataset. All NFMs generated a similar number of rules for the river routing application, although local NFMs yielded better results for forecasts at longer lead times. This is attributed to the fact that the routing procedure is less complex and can be adequately modeled by static NFMs.
INTRODUCTION
The neuro-fuzzy model (NFM) is a data-driven approach that has become popular in flow forecasting. In an NFM, a rule base which consists of IF-THEN statements maps the input to the output space. The structure of the NFM is built based on this rule base which is determined by a clustering approach. In the first-order Takagi-Sugeno-Kang (TSK) approach, the consequent part of the conditional IF-THEN statement consists of a linear combination of all input variables. The parameters associated with the antecedent and consequent parts of the rule base are learnt using existing or training data.
Earlier applications of NFM to flood forecasting adopted the Adaptive-Network-Based Fuzzy Inference System or ANFIS ( Jang ) . These studies used data from various parts of the world including India (Nayak and SC or ECM is that both SC and ECM work on a unit hyperbox, which is created by data normalization.
This means that prior data of min/max values are required.
In MSGC, however, data are projected onto every single input space with the arrival of each data point. The data are thus evaluated in a one-dimensional space rather than multidimensional space, and thus preclude the need for historical data since data normalization is not required.
Evaluation indices
Three types of evaluation indices were used to evaluate the modeling results:
1. Goodness-of-fit indices, including the root mean square error (RMSE), mean absolute error (MAE), the coefficient of efficiency (Fortin et al. ) and coefficient of determination (R 2 ).
2. Threshold-based indices (Sene ) that compare against benchmarks, include CSI, POD and FAR:
where TA or true acceptance is the number of data points greater than the threshold, FA or false acceptance is the number of measured data less than the threshold but were forecasted to be greater, and FR or false rejection is the number of measured data greater than the threshold but were forecasted to be less. For CSI and POD, values closer to 1 are desirable while FAR values closer to 0 are desired.
3. Minimum size of rule base is desired where an NFM is able to achieve the best results with the smallest rule base (Ashrafi et al. ) .
Benchmark models
Four models used as benchmarks including a linear regression model, a nonlinear autoregressive model, and two physically based models. A brief description of these models is presented here, details can be found in the references provided. 
where y and u are the variable of interest and externally determined variable respectively.
Hydrologiska Byråns Vattenbalansavdelning or HBV
(Bergstrom & Forsman ) is a conceptual rainfallrunoff model:
where Q, P, and E indicate water fluxes for discharge, precipitation, and evaporation respectively. S* and SM are snow and soil moisture water storage components and UZ and LZ are groundwater storages. 
Unified Runoff Basin Simulation or URBS (Carrol

Details of MCES can be found in Quah and Quek ().
For the Klippan_2 dataset, the 1-day ahead forecast of discharge, Q 1 , is based on a selection of the following possible inputs:
where the subscript i refers to time (days), and i ¼ 0 denotes the current time. For the routing application for the Lower Mekong River, the water level at Pakse Station 1, 3, and 5 days ahead, PK j , is estimated based on:
where j ¼ 1, 3, 5 days is the forecast lead time and i ¼ time (day), and i ¼ 0 denotes the current time.
In the second step of the input selection procedure, combinations of the independent inputs selected by MCES were generated and for each combination, a 10-fold cross-validation evaluation method was adopted to identify the best inputoutput combination set to be eventually adopted by the model. The cross-validation procedure first divides the entire dataset into 10 equally sized parts or folds, with nine folds adopted as the training dataset and the remaining fold for testing. This procedure was repeated 10 times, each time choosing a new training/testing dataset combination. Error statistics were computed for each of 10 testing dataset, and then they were averaged. Finally, the input combination that had the least error was selected to be the inputs to the model.
Modeling procedure
The GSETSK, DENFIS, and ANFIS models were run in the following manner:
1. ANFIS is a global model and requires separate training and testing datasets ( Table 1 ). The training data were used for rule base generation and optimization in ANFIS before being used on the testing data.
2. As GSETSK is an online model, the model does not require separate training and testing datasets ( Table 1 ).
The first input-output data sample was for model initiali- were built and tested using data concurrent with ANFIS training and testing period (Table 1) , respectively.
RESULTS AND DISCUSSION
Rainfall-runoff modeling
For the rainfall-runoff application, nine variables returned positive weights (out of a total of 31 variables, Equation (6)) when analyzed with MCES. Based on this analysis, six variables, Q 0 , Q À2, Q À4, P 0 , T À1 , P À1 , which had significant positive weightings were selected for cross-validation analysis. A total of 16 combinations of these six variables tested with the cross-validation method suggested that the following combination of inputs be chosen to forecast Q 1 : As obvious from the figure, NFMs are achieving CSI from 0.56 to 0.57 which is at least 6% and 9% higher than CSI of SR and NARX models, respectively. Among the NMFs, GSETSK fared the best, with FAR 5% and 17% lower than SR and NARX models, respectively. This means that using GSETSK as a flood forecasting model is more reliable compared to these models. An analysis of the relative merits of each of the NFMs in rainfall-runoff modeling in terms of its rule base is provided later in discussions related to 
River routing modeling
A similar analysis with MCES was carried out for the Lower Mekong River data. Following MCES, cross-validation was used to determine the best input-output combinations for different combinations of inputs from which the following results for 1, 3, and 5 step ahead forecasts for Pakse were obtained:
The time lags associated with the data at Thakhek and Savannakhet (SV) in Equations (9)- (11) Differences in rule base dynamics between rainfallrunoff and river routing modeling which describe ECM's reaction to the changes, whilst during periods where no new rules were added, ECM modifies the existing rules' parameters.
The GSETSK model has the most dynamic rule base system. As shown in Figure 3 1983, 1988, 1990) 
CONCLUSIONS
The following can be concluded from this study:
1. All NFMs compared favorably against physical models adopted as benchmark.
2. The local NFMs (DENFIS and GSETSK) require considerably less data for training when compared against global model in order to achieve the same results.
3. Rainfall-runoff modeling is a more complex process (compared to river routing) and the GSETSK model was found to be best suited for this application as the model was able to generate a compact and up-to-date rule base. The DENFIS model resulted in the generation of a rule base that was much larger in size and presumably more complicated. Although ANFIS resulted in a rule base comparable in size to GSETSK, this came at a cost of having the need for a large dataset for model training.
4. All NFMs produced a similar number of rules for the river routing application. River routing is a relatively simpler process to model and our study shows that both the local models were able to achieve similar results, i.e. the process is relatively simpler to model and does not require dynamic rule base features. Although ANFIS provided similar results to the local models, this came at a cost of having the need for a large dataset for model training.
