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Das wissenschaftliche Rechnen ist in vielen natur- oder ingenieurwissenschaftlichen
Bereichen ein wichtiges Werkzeug zum Erlangen neuer Erkenntnisse. Es bildet ne-
ben der Theorie und den Experimenten eine dritte Sa¨ule der Wissenschaften, die
in den letzten Jahrzehnten eine immer gro¨ßere Rolle erlangt hat. Dabei werden im
wissenschaftlichen Rechnen theoretische Modelle einer Disziplin in Simulationspro-
grammen implementiert, mit denen Simulationen dieser Modelle durchgefu¨hrt werden
ko¨nnen. Solche Simulationen ko¨nnen zur Vorauswahl von teuren Experimenten ge-
nutzt werden oder Modelle validieren. Die Komplexita¨t der Simulationsalgorithmen
und die Menge an Daten, die bei solchen Simulationen genutzt werden, machen den
Einsatz von paralleler Rechentechnik notwendig, um Ergebnisse in einem vertretba-
ren Zeitrahmen zu erhalten bzw. die Anforderungen, z.B. bzgl. des Speicherplatzes,
erfu¨llen zu ko¨nnen. Dabei treten bei Simulationscodes ha¨ufig Programmteile auf,
die ein a¨hnliches Berechnungsmuster aufweisen, da die Simulationen entweder auf
a¨hnlichen Modellen basieren ko¨nnen oder die mathematischen Methoden zur Simu-
lation a¨hnlich sein ko¨nnen. Ein solches typisches Berechnungsmuster sind gemischt
regula¨re-irregula¨re Berechnungen, deren effektive Realisierung auf modernen hete-
rogenen Plattformen, wie Multicore-Rechnern, eine große Herausforderung darstellt.
Mit solchen gemischt regula¨ren-irregula¨ren Berechnungen und deren effektiver Rea-
lisierung bescha¨ftigt sich die vorliegende Arbeit.
Gemischt regula¨re-irregula¨re Berechnungstrukturen treten in vielen komplexen Si-
mulationsalgorithmen des wissenschaftlichen Rechnens auf. Eine solche Klasse von
Simulationsalgorithmen sind Vielteilchensimulationen, fu¨r die eine große Anzahl an
Algorithmen und Implementierungen existiert. Als Beispiele sind etwa Amber [C+05],
Gromos [GBEA+96] und Charmm [BBO+83] zu nennen. Die Vielteilchensimulations-
codes unterscheiden sich im physikalischen Modell, der numerischen Methode, welche
fu¨r das Simulationsprogramm genutzt wird, und den Daten, die unterschiedliche zu
simulierende Aspekte repra¨sentieren. Ein gemischt regula¨r-irregula¨res Berechnungs-
muster in Vielteilchensimulationen vereint die Berechnung zur Bewegung von Parti-
keln bzw. die sich vera¨ndernden Interaktionen von Partikeln einerseits und den Zugriff
auf Daten in einem festen Abspeicherungsschema andererseits.
Sowohl im sequentiellen als auch im parallelen Fall muss das Abspeicherungsformat
der Daten und die Berechnung der sich a¨ndernden Interaktionen sorgsam organisiert
werden, wenn eine schnelle Simulation erzielt werden soll. Insbesondere sollte ein
großer Datenzugriffsoverhead zwischen aufeinanderfolgenden Zeitschritten des Simu-
lationsalgorithmus vermieden werden. Die entscheidende Herausforderung ist dabei,
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die Speicherhierarchie eines spezifischen Rechners auszunutzen. Die Anordnung der
Simulationsdaten der Vielteilchensimulation im Speicher und deren Menge ist hierbei
entscheidend, siehe z.B. [GZE+05].
Die grundlegende Architektur, fu¨r die regula¨re-irregula¨re Berechnungsmuster un-
tersucht werden sollen, sind moderne Multicore-Rechnersysteme [PPP+08], [CGP07],
[ADD+09], [BDK+07], [SR10], [WOV+09] Multicore-Rechner bestehen aus ein oder
mehreren Multicore-CPUs, welche wiederum aus parallel arbeitenden Rechenkernen
(Cores) bestehen, die in einem gemeinsamen Chip oder Chipgeha¨use untergebracht
sind. Dabei teilen sich die Cores einer Multicore-CPU und auch die Multicore-CPUs
untereinander verschiedene Ressourcen. Eine wichtige Ressource ist der Speicher, auf
den die Kerne gemeinsamen Zugriff haben. Der Zugriff auf den Speicher kann u¨ber
die Effizienz der Berechnungen maßgeblich entscheiden. Sollte der Speicher Werte
der Berechnungen nicht schnell genug an die Cores liefern oder abspeichern ko¨nnen,
so mu¨ssen diese warten. Der Speicher kann also zum Flaschenhals einer Berechnung
werden. Dabei ist in den letzten Jahrzehnten eine allgemeine Tendenz zu erkennen,
dass die Verarbeitungsgeschwindigkeit der Prozessoren schneller steigt als die Daten-
zugriffsrate auf den Speicher [HP07].
Dieser Trend des Auseinanderdriftens von Verarbeitungsgeschwindigkeit der Cores
und der Datenzugriffsrate auf den Speicher erho¨ht sich bei Multicore-Systemen noch,
da sich bei Multicore-Systemen mehrere Cores die Speicheranbindung teilen. Eine
Technik zur Abschwa¨chung des Problems ist der Einsatz von Prozessorcaches. Diese
ko¨nnen ha¨ufig beno¨tigte Daten zwischenspeichern und somit die Anzahl der Zugriffe
auf den Hauptspeicher reduzieren. Multicore-Systeme bieten auch bei der Cache-
Architektur Neuerungen. So ko¨nnen in Multicore-Systemen Caches von mehreren
Cores gemeinsam genutzt werden. Damit haben Multicore-Systeme eine komplexe
Speicherhierarchie aus privaten oder geteilten Cache-Speichern und einen gemeinsa-
men Hauptspeicher. Auf die Grundlagen der Multicore-Systeme und ihrer Speicher-
hierarchie wird in Kapitel 2 nochmal na¨her eingegangen.
Der Hauptteil der Berechnungszeit eines regula¨ren-irregula¨ren Berechnungsmusters
entsteht durch Berechnungen in geschachtelten Schleifen, so genannten Schleifenkom-
plexen, die auf die Elemente mehrdimensionaler Felder zugreifen. Dabei kann die Effi-
zienz der Berechnungen in Schleifenkomplexen maßgeblich von der Zugriffsreihenfolge
auf die Elemente der mehrdimensionalen Felder abha¨ngen. Die Effizienz der Berech-
nungen ist ho¨her, wenn Elemente der Felder oftmals wiederverwendet und in schnellen
Cache-Speichern zwischengespeichert werden ko¨nnen. Man spricht dann von der Lo-
kalita¨t der Berechnungen. Die Zugriffsreihenfolge ist auch davon abha¨ngig, in welcher
Reihenfolge die einzelnen Iterationen der Schleifen des Schleifenkomplexes berechnet
werden. Dabei muss die Reihenfolge der Iterationen nicht starr in der vorgegebenen
Programmreihenfolge abgearbeitet werden. Wurden Umordnungen der Berechnungen
vorgenommen, so reicht es aus, wenn die Datenabha¨ngigkeiten der Iterationen erhal-
ten bleiben. Werden diese Abha¨ngigkeiten der Schleifeniterationen beachtet, ko¨nnen
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die Schleifeniterationen gezielt so umgeordnet werden, dass die Wiederverwendung
von Daten erho¨ht wird. Hierfu¨r existieren eine Reihe von Transformationen, sowohl
fu¨r regula¨re Schleifenstrukturen als auch fu¨r irregula¨re Schleifenstrukturen.
Regula¨re Schleifenstrukturen zeichnen sich durch feste Schleifengrenzen und eine
regelma¨ßige Struktur der Abha¨ngigkeiten der Schleifeniterationen aus. Damit lassen
sich Zugriffe auf Feldelemente zur U¨bersetzungszeit des Programmstu¨cks berechnen
und etwaige Transformationen bezu¨glich ihrer Effizienz bewerten. In Kapitel 3 wer-
den die regula¨ren Transformationen Loop-Interchange und Tiling verwendet. Bei ir-
regula¨ren Schleifen sind die Abha¨ngigkeiten der Schleifeniterationen erst zur Laufzeit
bekannt und mu¨ssen vor einer eventuellen Umordnung erst bestimmt werden. Wa¨h-
rend Transformationen fu¨r rein regula¨re bzw. rein irregula¨re Schleifen bekannt sind
z.B. [ASSU08], [AK02], [KG08], [HT06], [CWK01], mu¨ssen bei regula¨r-irregula¨ren
Berechnungsmustern die Transformationstechniken noch gezielt untersucht werden.
Die Transformationen aus beiden Bereichen mu¨ssen eng gekoppelt werden, um eine
mo¨glichst hohe Wiederverwendung der Daten zu erreichen.
Auf die Lokalita¨t der Berechnungen haben auch die Abspeicherungsformate von
Feldern großen Einfluss. Dies resultiert aus der Architektur der in den Multicore-
Systemen verwendeten Cache-Speicher. Unterschiedliche Abspeicherungsformate er-
ha¨lt man durch weitere Transformationen des Programms, durch so genannte Daten-
transformationen. Bei Datentransformationen werden die Programmteile gea¨ndert,
die die Adressierung der Datenelemente steuern. Der Einfluss der Datentransforma-
tionen auf die Effizienz des durch Schleifentransformationen transformierten Schlei-
fenkomplexes muss ebenfalls untersucht und bewertet werden. Dabei zeigen sich zum
Teil erhebliche Laufzeitunterschiede bereits bei einer sequentiellen Abarbeitung.
Bezu¨glich der Effizienz der parallelen Berechnung sind Lokalita¨t und Parallelita¨t
eng verbunden. Je ho¨her die Lokalita¨t der Berechnungen ist, desto weniger mu¨ssen die
Kerne mit dem Speicher kommunizieren, was insbesondere bei der geteilten Speicher-
anbindung der Kerne der Multicore-CPUs einen großen Einfluss auf die Laufzeit der
Zugriffe hat. Ein weiterer wichtiger Zusammenhang zwischen Lokalita¨t und Paralle-
lita¨t ergibt sich beim gemeinsamen Zugriff auf Datenelemente. Wird auf diese ha¨ufig
von verschiedenen Cores aus zugegriffen, so erfolgt ein Datenaustausch zwischen den
Kernen. Dieser Datenaustausch ist um so ha¨ufiger, je o¨fter auf gleiche Datenelemente
von verschiedenen Cores aus zugegriffen wird.
Die performance-beeinflussenden Faktoren sind auf heutigen Multicore-Systemen
vielfa¨ltig, wobei die in dieser Arbeit betrachteten Daten- und Berechnungstransfor-
mationen hinsichtlich der Effizienz der Berechnungen regula¨rer-irregula¨rer Berech-
nungsmuster untersucht werden. Die Transformationen werden manuell durch den
Programmierer auf Programmierebene vorgenommen und ko¨nnen als Vorlage fu¨r die
maschinelle U¨bersetzung von Programmen dienen.
Kapitel 3 betrachtet Programm-Transformationen, die die Effizienz der sequentiel-
len Berechnungen erho¨hen, indem gea¨nderte Berechnungsreihenfolgen die Speicher-
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hierarchie besser ausnutzen. Dabei werden Code-Transformationen aus dem Bereich
der regula¨ren Berechnungen mit Transformationen aus dem Bereich der irregula¨ren
Berechnungen kombiniert und es wird gezeigt, dass nur die Kombination dieser Trans-
formationen zu einer hohen Performance fu¨hrt. Ein weiterer wichtiger Aspekt zur Er-
langung hoher Performance ist die effiziente Ausnutzung der Rechenkerne bezu¨glich
der Instruktionsfolge und der Nutzung von schnellen Vektoreinheiten der Prozesso-
ren. Hier bieten die regula¨ren Anteile der Berechnungen ein großes Potential, die
Berechnungsreihenfolge so zu gestalten, dass die Berechnungseinheiten sehr effizient
genutzt werden ko¨nnen.
Kapitel 4 untersucht verschiedene Parallelisierungsstrategien fu¨r regula¨r-irregula¨re
Berechnungsmusters auf Multicore-Systemen. Dabei werden die Erkenntnisse des Ka-
pitels 3 genutzt. Die unterschiedlichen Parallelisierungsansa¨tze ergeben sich aus der
Struktur des regula¨ren-irregula¨ren Berechnungsmusters und es wird gezeigt, dass auch
hier erst eine gezielte Kombination aus der Parallelisierung der regula¨ren Berech-
nungsanteile und der irregula¨ren Berechnungsanteile die effizienteste Implementie-
rungsstrategie ergibt.
Kapitel 5 entha¨lt Beitra¨ge zur effizienten Implementierung eines rein irregula¨-
ren Berechnungsmusters auf Multicore-Systemen. Das betrachtete irregula¨re Berech-
nungsmuster kann einen Hauptteil der Berechnungen in viele Simulationscodes des
wissenschaftlichen Rechnen ausmachen, siehe z.B. [C+05]. Auch dieses Berechnungs-
muster wurde fu¨r Multicore-Systeme betrachtet und daraufhin untersucht, inwieweit
dieses Muster auf modernen Multicore-CPUs skalieren. Die neuartige Architektur
von Multicore-System, im besonderen die im hohen Maße geteilte Speicherbandbrei-
te, macht auch hier eine neue Betrachtung solcher rein irregula¨rer Berechnungen
notwendig. Es wurde insbesondere untersucht, wie sich die Anzahl zu ladender Daten
reduzieren la¨sst. Dabei werden Techniken, welche parallele redundante Berechnungen
nutzen und Techniken zur Kompression von Daten genutzt und gegenu¨bergestellt.




Heutige Multicore-Systeme bieten eine sehr hohe Performance, haben aber auch eine
komplexe Architektur bestehend aus einer tiefen Speicherhierarchie und mehreren Co-
res. Dieses Kapitel erla¨utert die wichtigsten performancebeeinflussenden architekto-
nischen Merkmale der Multicore-Systeme und beschreibt softwaretechnische Aspekte
der effizienten Ausnutzung dieser komplex aufgebauten Systeme. Die Beschreibun-
gen sind, wenn nicht anders angegeben, aus [RR07], [AK02], [HP07] und [CSA99]
entnommen.
2.1. Architektur von Multicore-Systemen
Nachfolgende Unterabschnitte beschreiben die architektonischen Merkmale der Multi-
core-Systeme, die in dieser Arbeit verwendet wurden. Im Mittelpunkt steht dabei die
Speicherhierarchie, da sie einen der wichtigsten performancebeeinflussenden Faktoren
darstellt.
2.1.1. Speicherhierarchie
Heutige Rechnersysteme mit superskalaren Prozessoren besitzen eine Speicherhierar-
chie aus mehreren Speichern, wie Registern, mehrstufigen Caches und einen Haupt-
speicher. In der Hierarchie haben die Register die geringste Speicherkapazita¨t, danach
folgen die einzelnen Cache-Stufen; der Hauptspeicher hat die gro¨ßte Kapazita¨t. Ty-
pische Werte fu¨r Cachegro¨ßen der in dieser Arbeit verwendeten Multicore-Systeme
sind in Tabelle 2.1 zusammengestellt.
Bezu¨glich der Zugriffslatenz, die angibt wie lange der Zugriff auf ein erstes Element
einer Folge von Zugriffen dauert, haben die Register die ku¨rzeste Latenz. Es folgen
die Cache-Stufen und der Hauptspeicher mit jeweils wachsender Latenz. Typische
Werte der Zugriffslatenz des Level-1 Caches liegen im Bereich von 1ns bis 2ns; dies
entspricht bei den hier verwendeten Systemen etwa 3 Taktzyklen. Die Zugriffslatenz
des Level-2-Caches liegt im Bereich von 10ns bis 15ns (10 bis 18 Taktzyklen) und
die Zugriffslatenz des Hauptspeichers liegt im Bereich von 25ns bis 50ns (50 bis 100
Taktzyklen).
Ist der erste Zugriff einer Folge von Zugriffen erfolgt, so beschreibt die Bandbrei-
te die Anzahl von Bytes pro Sekunde, die durch den Prozessor durch nachfolgende
Zugriffe gelesen bzw. geschrieben werden ko¨nnen. Die ho¨chste Bandbreite haben die




Codename Egypt Barcelona Clovertown
Prozessor
AMD AMD Intel
Opteron 870 Opteron 8347 XEON E5345
Taktfrequenz 2.0 GHz 1.9 GHz 2.33 GHz
GFlop/s pro Core (total) 4 (64) 7.6 (121.6) 9.32 (74.56)
Anzahl CPUs 8 4 2
Cores pro CPU (total) 2 (16) 4 (16) 4 (8)
Speicherarchitektur Numa Numa Bus
L1-Cache (Assoziativita¨t) 64KByte (2fach) 64KByte (2fach) 32KByte (8fach)






Tabelle 2.1.: Multicore-Systeme. Die in dieser Arbeit verwendeten Multicore-Systeme
unterscheiden sich bzgl. der Anbindung des Speichers an die Prozessoren
(Numa oder Bus) und in der Verwendung von geteilten und privaten
Caches.
Abbildung 2.1.: Speicherarchitektur der Multicore-Systeme aus Tabelle 2.1: AMD
Opteron (Barcelona und Egypt) und Intel XEON (Clovertown).
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2.1.2. Cache-Architektur
Caches sind aus Blo¨cken, im folgenden auch Blockrahmen (engl. cacheline) genannt,
aufgebaut. Ein Blockrahmen kann einen Datenblock des Hauptspeichers einheitlicher
La¨nge zwischenspeichern. Bei allen Systemen aus Tabelle 2.1 betra¨gt die La¨nge eines
Blockrahmens 64 Byte. Der Grund fu¨r die Einteilung der Caches in Blo¨cke ist eine er-
wartete hohe Wahrscheinlichkeit des Zugriffs auf benachbarte Speicherlokationen in-
nerhalb einer Folge von Zugriffen. Es existieren unterschiedliche Cache-Architekturen.
Beim direkt abbildenden Cache existiert je Datenblock des Hauptspeichers genau ein
Blockrahmen im Cache, an dem dieser Datenblock zwischengespeichert werden kann.
Beim vollassoziativen Cache ko¨nnen Datenblo¨cke des Hauptspeichers an jeder belie-
bigen Position des Caches zwischengespeichert werden.
Ein Kompromiss aus direkt abbildendem Cache und vollassoziativem Cache ist der
mengenassoziative Cache, bei dem fu¨r die Speicherung eines Datenblocks aus einer
Menge von Blockrahmen gewa¨hlt werden kann. Die Mengen von Blockrahmen haben
eine feste Gro¨ße, wobei die Anzahl von Blockrahmen je Menge ha¨ufig fu¨r die Bezeich-
nung der Caches genutzt wird. Bei einen m-fach mengenassoziativen Cache enthalten
die Mengen genau m Blockrahmen. Die Datencaches der Systeme aus Tabelle 2.1
sind mengenassoziative Caches; die Gro¨ße der Mengen liegt im Bereich von 2 bis
32 Blockrahmen. Sind bei mengenassoziativen Caches alle Blockrahmen einer Menge
durch eine Folge von Zugriffen schon mit Datenblo¨cken belegt und soll ein weiterer
Datenblock in dieser Menge zwischengespeichert werden, so muss ein Blockrahmen
ausgewa¨hlt werden, der ersetzt wird. Hierfu¨r wird in allen Systemen aus Tabelle 2.1
eine Form der Least-Recently-Used-Ersetzungsstrategie (LRU) genutzt, wobei der-
jenige Blockrahmen fu¨r das Ersetzen ausgewa¨hlt wird, auf dem am la¨ngsten kein
Zugriff erfolgt ist.
Bei den Architekturen aus Tabelle 2.1 existiert neben dem L1-Daten-Cache auch
ein L1-Instruktions-Cache. Dieser ist bei den Architekturen Egypt und Barcelona 64
KByte und bei Clovertown 32 KByte groß. Sollte sich beim Zugriff auf den Befehls-
strom ein Datum nicht im L1-Cache befinden, so wird versucht das Datum aus dem
L2-Cache zu laden. Der L2-Cache speichert Daten und Instruktionen, wodurch sich
sowohl das Laden und Speichern der Daten als auch das Laden von Instruktionen
bezu¨glich einer effizienten Cachenutzung beeinflussen ko¨nnen. Die Codegro¨ße der in
dieser Arbeit verwendeten Schleifenkomplexe der betrachteten Applikationen ist sehr
klein (im Bereich von 4 KByte), so dass eine Beeinflussung der Cache-Effizienz durch
das Laden von Instruktionen sehr gering ausfa¨llt.
Ein Cache-Miss ist ein Zugriff auf eine Speicherlokation, die nicht durch den Cache-
Zugriff beantwortet werden kann, sondern an die na¨chste Ebene der Speicherhierar-
chie weitergeleitet wird. Ein Cache-Hit ist eine Speicheroperation, die durch den
Cache beantwortet werden kann.
Eine wichtige Kenngro¨ße bei der Beurteilung der Performance von Programmen ist
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die Miss-Rate eines Programms bezu¨glich eines Caches. Sie gibt den Anteil der gesam-
ten Speicherzugriffe an, die zu einem Cache-Miss des entsprechenden Caches gefu¨hrt
haben. Entsprechend ist die Hit-Rate der Anteil der gesamten Speicherzugriffe, die
zu Cache-Hits im entsprechenden Cache gefu¨hrt haben.
Man kann die Cache-Misses eines Programms in verschiedene Kategorien einord-
nen: Von einen Compulsority-Miss spricht man, wenn innerhalb eines Programms
zum ersten Mal auf eine Speicherlokation zugegriffen wird. Ein Capacity-Miss ist ein
Cache-Miss, auf dessen Speicherlokation schon mindestens einmal zugegriffen wur-
de, diese aber aufgrund von Ersetzung schon wieder im Cache u¨berschrieben wur-
de. Conflict Misses sind Cache-Misses, die bei mengenassoziativen Caches auftreten,
die aber bei einem vollassoziativen Cache nicht aufgetreten wa¨ren. Die Ursache von
Conflict-Misses ist, dass es in einer Folge von Speicherzugriffen Speicherblo¨cke gibt,
die auf ein und dieselbe Menge eines mengenassoziativen Caches abgebildet werden.
Reicht die Kapazita¨t dieser Menge nicht aus, so werden deren Elemente ersetzt, was
zu Cache-Misses fu¨hrt, wenn auf diese ersetzten Elemente erneut zugegriffen wird.
Ein vollassoziativer Cache wu¨rde diese Zugriffe gleichma¨ßig u¨ber seine Blockrahmen
verteilen.
TLB-Cache
Ein wichtiger performancebeeinflussender Faktor ist auch der TLB-Cache (Transla-
tion-Lookaside-Buffer). Er wird benutzt, um Eintra¨ge der Seitentabellen (engl. page
tables) zwischenzuspeichern. Die Seitentabellen dienen der Abbildung des virtuellen
Adressraums auf physikalisch vorhandenen Speicher. Ist beim Zugriff auf eine Spei-
cherlokation der entsprechende Eintrag der Seite des Zugriffs nicht im TLB-Cache
vorhanden, so sucht der Prozessor in den Seitentabellen den Eintrag der Speicher-
seite. Dieses zeitaufwendige Durchsuchen der Seitentabellen (engl. page table walk)
hat einen negativen Einfluss auf die Performance, da es mehrere Speicherzugriffe er-
fordert. Beim Zugriff auf eine Speicherlokation, deren Seite nicht im TLB-Cache ist,
spricht man von einen TLB-Miss. Der Anteil aller Zugriffe, die zu einem TLB-Miss
fu¨hren, heißt entsprechend TLB-Miss-Rate. Die Latenz eines TLB-Misses kann nicht
durch Befehlsumordnung innerhalb des Prozessors versteckt werden, wie es etwa bei
einem Daten-Cache-Miss mo¨glich ist.
2.1.3. Vektoreinheiten
Vektoreinheiten, auch SIMD (Single Instruction Multiple Data) Einheiten genannt,
bilden eine Form von Parallelita¨t auf der Instruktionsebene. Hierbei fu¨hren so ge-
nannte Vektoroperationen eine Operation auf jedes einzelne Element eines Datenvek-
tors potentiell parallel aus. Die Datenvektoren sind in Vektorregistern bestimmter
La¨nge abgespeichert und ko¨nnen oft unterschiedliche Datentypen, wie ganze Zah-
8
2.1. Architektur von Multicore-Systemen
len oder Fließkommazahlen einfacher und doppelter Genauigkeit, aufnehmen. Die in
den Systemen aus Tabelle 2.1 genutzten Prozessoren implementieren die sogenannten
SSE-Erweiterungen (Streaming SIMD Extensions) fu¨r x86-Prozessoren. In den SSE-
Registern ko¨nnen zwei des fu¨r diese Arbeit wichtigen Fließkommadatentyps doppelter
Genauigkeit abgelegt werden.
2.1.4. Floprate
Die Floprate eines Algorithmus ist die erzielte Anzahl von Fließkommaoperationen
(Additionen und Multiplikationen), die durch einen Algorithmus gerechnet wurden,
geteilt durch die Laufzeit dieses Algorithmus. Die Einheit der Floprate ist MFlop/s
bzw. GFlop/s und bezeichnet 106 bzw. 109 Fließkommaoperationen pro Sekunde.
Die Peak-Floprate oder auch Peak-Performance ist die von einen Prozessor bzw. von
ein System maximal erreichbare Anzahl von Fließkommaoperationen pro Sekunde.
Die Cores der Systeme Clovertown und Barcelona schaffen in einer Folge von Addi-
tionen bzw. Multiplikationen jeweils eine Vektoraddition bzw. Vektormultiplikation
je Takt. Dies wird durch jeweils parallel auf den beiden Elementen des Vektorre-
gisters arbeitende Vektoradditionseinheiten bzw. Vektormultiplikationseinheiten er-
reicht. Ein Core des Systems Egypt beno¨tigt zwei Takte fu¨r jeweils eine Vektoraddi-
tion bzw. Vektormultiplikation, da er die Vektoraddition bzw. Vektormultiplikation
durch zwei skalare Additionen bzw. Multiplikationen, die nacheinander ausgefu¨hrt
werden, berechnet. Da je Core der Systeme jeweils eine Vektoradditionseinheit und
eine Vektormultiplikationseinheit existieren und diese aufgrund der superskalaren Ar-
chitektur parallel arbeiten, entspricht die Peak-Performance eines Cores der Systeme
Clovertown und Barcelona 4 × Taktfrequenz und eines Cores des Systems Egypt
2× Taktfrequenz, siehe Tabelle 2.1.
Als wichtige Konsequenz fu¨r die Systeme Clovertown und Barcelona ergibt sich,
dass bei Benutzung von skalaren Multiplikations- bzw. Additionsbefehlen nur die
Ha¨lfte der maximal mo¨glichen Floprate zur Verfu¨gung steht. Der Grund hierfu¨r ist,
dass fu¨r beide Systeme bei skalaren Multiplikationen bzw. Additionen nur ein Element
eines Vektorregisters genutzt wird und die Recheneinheit, die fu¨r das zweite Element
des Vektorregisters zusta¨ndig wa¨re, ungenutzt bleibt.
2.1.5. Speicherarchitektur fu¨r Multiprozessorsysteme
Fu¨r diese Arbeit wurden zwei unterschiedliche Typen von Speicherarchitekturen ver-
wendet, die sich in der Topologie des Verbindungsnetzwerkes zwischen Prozessoren
und Speicher unterscheiden.
Bei Symmetrischen Multiprozessorsystemen (SMP) werden die Multicore-CPUs
und die Speicher durch einen Bus verbunden. Alle Prozessoren haben gleichberech-
tigten Zugriff auf die Speicher und andere Ressourcen des Systems. Das Clovertown-
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System ist ein SMP-System, in dem 2 Multicore-CPUs (jeweils 4 Cores) mit dem
Intel-Frontside-Bus verbunden sind. Bei SMP-Systemen entsteht das Problem, dass
sich die Multicore-CPUs den Bus teilen mu¨ssen, wodurch jeder Multicore-CPU jeweils
nur ein gewisser Bruchteil der Speicherbandbreite zur Verfu¨gung stehen kann.
Bei Numa- (Non-Uniform-Access) Multiprozessorsystemen gibt es Speicherbereiche
mit unterschiedlichen Zugriffszeiten. Dies resultiert daraus, dass es Speicher gibt, die
direkt mit einer Multicore-CPU verbunden sind, und Speicher von entfernten CPUs,
auf die u¨ber ein Verbindungsnetzwerk zugegriffen werden muss. Bei den hier verwen-
deten cache-koha¨renten Numa-Systemen (Systeme Barcelona und Egypt in Tabelle
2.1), in denen die Caches der lokalen und der entfernten Prozessoren in einem ko-
ha¨renten Zustand bleiben, sind aus Programmiersicht Zugriffe auf entfernte Speicher
nicht von denen auf lokale Speicher zu unterscheiden; jedoch haben entfernte Zugriffe
eine ho¨here Latenz. Eine Festlegung, welcher Speicherbereich auf Speichern welcher
Multicore-CPU allokiert wird, la¨sst sich auf der Ebene von Speicherseiten festlegen.
So ist der Programmierer durch die Verwendung von Systemaufrufen in der Lage,
Speicher direkt an bestimmte Multicore-CPUs zu allokieren. Es ist ebenfalls mo¨glich
bereits durch die Applikation verwendete Speicherseiten zu anderen Multicore-CPUs
zu migrieren.
Die verwendeten Systeme nutzen als Topologie des Verbindungsnetzwerks Gra-
phen, wie sie in Abbildung 2.1 dargestellt sind. Die Kanten des Verbindungsnetzwerks
nutzen die Hypertransport Technologie [Con09].
2.2. Performancebeeinflussende Faktoren
Zeitliche Lokalita¨t bedeutet, dass an zeitlich dicht aufeinander folgenden Zeitpunkten
der Programmausfu¨hrung auf dieselbe Speicherzelle zugegriffen wird. Bei zeitlicher
Lokalita¨t der Zugriffe kann auf einen Wert einer Speicherlokation mehrfach im Cache
zugegriffen werden, bevor er durch den Wert einer anderen Speicherlokation ersetzt
wird. Durch den Mehrfachzugriff auf ein Element im Cache kann die Performance der
Zugriffe steigen, da Cache-Zugriffe ku¨rzere Latenzen haben als Speicherzugriffe.
Ra¨umliche Lokalita¨t beschreibt, dass zu aufeinander folgenden Zeitpunkten der
Programmausfu¨hrung auf Speicherzellen zugegriffen wird, die sich bezu¨glich der Spei-
cheradresse in ra¨umlicher Nachbarschaft befinden. Bei ra¨umlicher Lokalita¨t kann das
Laden eines Cache-Blocks dazu fu¨hren, dass mehrere Zugriffe auf Elemente des Cache-
Blocks im Cache erfolgen, bevor der Cache-Block ersetzt wird. Die Verwendung von
Blockrahmen in Prozessoren geht auf die Annahme hoher ra¨umlicher Lokalita¨t zu-
ru¨ck. Eine zweite Auswirkung hoher ra¨umlicher Lokalita¨t ist, dass wenige Speichersei-
ten fu¨r zeitlich dicht aufeinanderfolgende Speicherzugriffe beno¨tigt werden, wodurch





Code-Transformationen a¨ndern die Abarbeitungsreihenfolge eines Programmstu¨cks,
ohne dass das Resultat der Berechnung des Programmabschnitts gea¨ndert werden
darf. Code-Transformationen erfordern es daher die Abha¨ngigkeiten von Teilberech-
nungen zu beru¨cksichtigen. Code-Transformationen werden dazu eingesetzt die Per-
formance von Berechnungen zu erho¨hen, indem z.B. die Cache-Effizienz der Berech-
nungen dadurch erho¨ht wird, dass die Cache-Misses reduziert werden.
Loop-Interchange ist eine Code-Transformation, die die Reihenfolge zweier Schlei-
fen in einem Schleifenkomplex vertauscht. Durch die Transformation wird eine ge-
a¨nderte Zugriffsreihenfolge auf Datenelemente erreicht, die zu ho¨herer ra¨umlicher
Lokalita¨t der Zugriffe fu¨hren kann. Beim Einsatz der Loop-Interchange Transfor-
mation mu¨ssen fu¨r die Erhaltung einer korrekten Arbeitsweise Datenabha¨ngigkeiten
innerhalb der Schleife beachtet werden, siehe [AK02].
Blocking (oder Tiling) ist eine Kombination aus zwei Code-Transformationen. An-
genommen, es wird ein Schleifenkomplex mit mindestens 2 Schleifen (bezeichnet
durch α und β) transformiert, wobei α eine weiter außen als β liegende Schleife
bezeichnet. Beim Tiling wird der Indexbereich der inneren Schleife β in Blo¨cke zer-
legt und die Schleife β durch zwei Schleifen β1 und β2 ersetzt. Schleife β1 iteriert
als a¨ußere der beiden neuen Schleifen u¨ber die Gesamtzahl der Blo¨cke, wobei β2 als
innere der beiden Schleifen u¨ber den Indexbereich jedes Blockes iteriert. Der zweite
Schritt einer Blocking Transformation bildet ein Loop-Interchange, indem die Schleife
β1 nach außen vor α verschoben wird. Blocking kann einen positiven Effekt auf die
Performance von Programmteilen haben, wenn durch den a¨ußeren Index der Schleife
α im Schleifenrumpf der inneren Schleife Datenelemente wiederverwendet werden.
Um eine Schleifentransformation durchfu¨hren zu ko¨nnen, mu¨ssen die Abha¨ngigkei-
ten der Zugriffe auf Speicherelemente beru¨cksichtigt werden. In einem Schleifenkom-
plex sind die Abha¨ngigkeiten durch die Iterationsreihenfolge der einzelnen Schleifen
gegeben. Die Datenabha¨ngigkeiten dieser Iterationsreihenfolge mu¨ssen auch nach der
Transformation des Schleifenkomplexes korrekt vorhanden sein.
Die Inspector-Executer-Transformation dient zur Parallelisierung von Schleifen-
komplexen, in denen die Abha¨ngigkeiten zwischen verschiedenen Iterationen erst zur
Laufzeit bekannt sind. Fu¨r die Inspector-Executer-Transformation wird ein Schlei-
fenkomplex in eine Analysephase und eine Ausfu¨hrungsphase aufgeteilt. Die Analy-
sephase analysiert die Abha¨ngigkeiten zwischen den Berechnungen und unterteilt die
Iterationen in Gruppen, die parallel abgearbeitet werden ko¨nnen. Die Ausfu¨hrungs-





Die in dieser Arbeit entwickelten Programme nutzen das SPMD-Programmiermodell
(Single Program Multiple Data) [Dar01], in dem ein einziges Programm genutzt wird,
das durch alle beteiligten Prozessoren auf unterschiedlichen Daten ausgefu¨hrt wird.
Die einzelnen Instanzen des Programms teilen die Berechnung der Anwendung un-
ter sich auf, wobei die Koordination der parallelen Berechnungen explizit durch das
parallele Programm vorgegeben ist. Parallele SPMD-Programme lassen sich weiter
durch das Speichermodell charakterisieren, fu¨r welches sie entwickelt werden.
2.4.1. Message-Passing
Beim Message-Passing erfolgt der Informationsaustausch der parallel ausgefu¨hrten
Programminstanzen durch explizite Nachrichten. Das Message-Passing Programmier-
modell wird ha¨ufig fu¨r die Programmierung von Rechnern mit verteilten Speicher
(Distributed-Memory Systeme) genutzt, kann aber auch fu¨r Rechner mit gemein-
samen Speicher (Shared-Memory Systeme) genutzt werden. Eine wichtige Imple-
mentierung, die das Message-Passing Modell umsetzt, ist die MPI-Kommunikations-
bibliothek (Message Passing Interface) [For94]. Hier erfolgt die Identifikation ein-
zelner Programminstanzen durch den sogenannten Rank der Prozesse. Bei der Pro-
grammierung mit MPI ist der Programmierer dafu¨r verantwortlich, das Programm in
einzelne Tasks zu zerlegen. Die Tasks werden dann explizit auf einzelne Prozessoren
gemappt. Zum Austausch von Zwischenergebnissen werden in das Programm einzelne
Sende- und Empfangsoperationen eingefu¨gt.
2.4.2. Shared-Memory Programmierung
Bei der Shared-Memory Programmierung haben alle Programminstanzen gleichbe-
rechtigten Zugriff auf alle Variablen des Programms. Eine wichtige Bibliothek zur
Shared-Memory Programmierung ist die Posix-Threads Bibliothek (Pthreads) [But97].
Bei der Posix-Threads Programmierung ko¨nnen durch Aufrufe der Bibliothek einzelne
Threads (Kontrollfa¨den) gestartet bzw. beendet werden. Jeder der Kontrollfa¨den be-
sitzt einen eigenen Kontrollstack und kann gleichberechtigt auf alle Speicherbereiche
eines Prozesses zugreifen. Die in dieser Arbeit verwendete Pthreads-Bibliothek ist die
NTPL-Bibliothek [DM], die implizit in den meisten modernen Linux-Distributionen
verwendet wird.
OpenMP [Boa08] bietet einen Sprachansatz zur Shared-Memory Programmierung,
der die Programmiersprachen C, C++ und Fortran um Direktiven erga¨nzt, die par-
allele Bereiche des Programms explizit kennzeichnen. Fu¨r C und C++ sind diese
Direktiven als Pragmas implementiert, die ein Compiler, der OpenMP nicht unter-
stu¨tzt, ignoriert. In Abbildung 2.2 ist ein Beispiel fu¨r einen Programmausschnitt
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mit OpenMP-Direktiven gegeben. Das Pragma #pragma omp parallel fu¨hrt da-
zu, dass der na¨chste Anweisungsblock parallel durch mehrere Threads ausgefu¨hrt
wird. Dabei werden durch einen Hauptthread am Anfang des Pragmas eine Reihe
von Worker-Threads abgespalten. Diese Worker-Threads bearbeiten zusammen mit
dem Hauptthread den parallelen Bereich. Erreichen alle Threads das Ende des An-
weisungsblocks, beenden sich die Worker-Threads (oder warten auf den Einsatz im
na¨chsten parallelen Bereich) und der Hauptthread setzt die Berechnung fort. Die An-
gabe private(priv_var) erzeugt fu¨r die Variable priv_var eine eigene Instanz fu¨r
jeden Thread. Die Angabe default(shared) gibt an, dass alle nicht als privat ge-
kennzeichneten Variablen durch die Threads gemeinsam verwendet werden, d.h. jeder
Thread greift auf die gleiche Instanz der Variable zu. So ist die Variable shared_var
eine von den Threads gemeinsam genutzte Variable.
Die einzelnen Threads lassen sich in OpenMP durch eine Nummer identifizieren, die
durch omp_get_thread_num abgerufen werden kann. Diese Threadnummer kann zur
Steuerung der parallelen Abarbeitung benutzt werden. Es existieren eine Reihe von
Worksharing-Konstrukten. Ein wichtiges ist das #pragma omp for Konstrukt, das
die Schleifeniterationen mit Hilfe bestimmter Schleifenschedulingverfahren auf die
Prozessoren verteilt, wobei der Programmierer dafu¨r sorgen muss, dass die einzelnen
Iterationen der Schleife unabha¨ngig sind.
Der gemeinsame Zugriff auf Variablen kann durch Barrier- oder Lock-Synchroni-
sation koordiniert werden. Bei einer Barrier-Synchronisation warten alle Threads an
einem bestimmten OpenMP-Konstrukt, bis alle Threads dieses Konstrukt erreichen.
Es existieren auch implizite Barrieren. So wird beim Verlassen des #pragma omp for
Anweisungsblocks an einer Barriere gewartet. Bei einer Lock-Synchronisation schu¨t-
zen Lock-Variablen vom Typ openmp_lock_t den Zugriff auf gemeinsam genutzte
Speicherbereiche. Der Aufruf von omp_set_lock versucht eine Lock-Variable zu sper-
ren und der Aufruf von omp_unset_lock gibt eine Lock-Variable wieder frei. Ist eine
Lock-Variable bereits durch einen anderen Thread gesperrt, so wartet ein Thread
beim Aufruf omp_set_lock bis die Variable wieder freigegeben wurde. Die Nutzung
von Lock-Variablen in OpenMP ist ebenfalls in Abbildung 2.2 beispielhaft gezeigt.
2.4.3. Thread-Affinita¨t
Thread-Affinita¨t bezeichnet das feste Binden eines Threads an einen Core eines
Multicore-Systems. Threads eines Prozesses ko¨nnen normalerweise auf beliebigen
Cores eines Multicore-Systems ausgefu¨hrt werden, wobei der ausfu¨hrende Core ei-
nes Threads zur Laufzeit wechseln kann. Die Entscheidung, auf welchem Core ein
Thread zur Ausfu¨hrung gebracht wird, liegt beim Betriebssystem. Bei Nutzung von
Thread-Affinita¨t wird dem Betriebssystem durch Betriebssystemaufrufe mitgeteilt,
auf welchem Core ein Thread ausgefu¨hrt wird. Dies wird im Folgenden auch Binden
eines Threads an einen Core genannt. Die Affinita¨t bleibt so lange erhalten, wie der
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int pr iv var , shared var ;
omp lock t l ock ; /∗ Dek lara t ion e iner Lock−Variab len ∗/
/∗ Pa r a l l e l e r Bereich , der durch mehrere Threads ausge f u¨ h r t wird ∗/
#pragma omp p a r a l l e l p r i va t e ( p r i v va r ) default ( shared )
{
/∗ t s p e i c h e r t Threadnummer ∗/
int t=omp get thread num ( ) ;
/∗ Funk t ionsau f ru f abh a¨ ng ig von t ∗/
i f ( g ( t ) == 1)
do work1 ( t ) ;
/∗ Work−Sharing−Konstrukt : E inze lne S c h l e i f e n i t e r a t i o n e n ∗/
/∗ werden durch un t e r s c h i e d l i c h e Threads ausge f u¨ h r t ∗/
#pragma omp for
for ( i =0; i < N; i++)
do l o o p i t e r a t i o n ( i ) ;
/∗ Durch Lock−Synchroni sa t ion gesch u¨ t z t e r Zu g r i f f auf shared var ∗/
omp set lock(& lock ) ;
shared var=c a l c u l a t e ( shared var ) ;
omp unset lock(& lock ) ;
} /∗ #pragma omp p a r a l l e l ∗/
Abbildung 2.2.: Beispiel eines OpenMP Programmabschnitts
Thread ausgefu¨hrt wird bzw. ein neuer Betriebssystemaufruf die Thread-Affinita¨t
a¨ndert.
Ohne Nutzung von Thread-Affinita¨t ko¨nnen Cache-Effekte auftreten, die zu einer
Erho¨hung der Anzahl der Cache-Misses fu¨hren, wenn zum Beispiel ein Thread durch
eine Entscheidung des Betriebssystems von einen Core C1 zu einen anderen Core
C2 migriert. Dabei kann es passieren, dass Daten des Threads, die bislang in einen
privaten Cache (z.B. L1-Cache) des Cores C1 zwischengespeichert wurden, nach der
Migration nun von C2 beno¨tigt werden. Dadurch entstehen bei C2 Cache-Misses,
die dann den Cache des Cores C1 veranlassen, die Daten zuru¨ckzuschreiben. Dieser
Aufwand wa¨re bei Thread-Affinita¨t, also ohne Migration, nicht entstanden.
Ein weiterer Vorteil von Thread-Affinita¨t tritt bei der Nutzung geteilter Ressourcen
auf. Bei Numa-Systemen haben Speicherzugriffe auf lokale Speicher ku¨rzere Zugriffs-
zeiten als auf entfernte Speicher. Mit Hilfe von Thread-Affinita¨t und speziellen Alloka-
tionsstrategien kann sichergestellt werden, dass ein Speicherbereich, der durch einen





In OpenMP-Programmen ist die Nutzung von tid=omp_get_thread_num() eine Mo¨g-
lichkeit, eine Thread-ID (tid) zur Identifizierung von Threads zu erhalten und damit
die parallele Berechnung zu steuern. Diese tid sagt ohne gewisse Voraussetzungen
nichts u¨ber den Core aus, auf dem der Thread ausgefu¨hrt wird. Wird das feste Bin-
den von Threads an Cores genutzt, ist es mo¨glich u¨ber die tid den Core zu identi-
fizieren, auf dem der aktuelle Thread ausgefu¨hrt wird. Das Binden erfolgt so, dass
jeder Thread sich selbst durch Betriebssystemaufrufe an einen Core bindet. Fu¨r die
Entscheidung, an welchen Core sich ein Thread bindet, nutzt er seine eigene tid und
weitere Informationen u¨ber die Topologie des Multicore-Systems, die er durch Be-
triebssystemaufrufe erha¨lt. Betrachtet man alle Threads Ttid mit 0 ≤ tid < P · K,
wobei P die Anzahl der Multicore-CPU und K die Anzahl der Kerne je Multicore-
CPU angibt, werden die Threads so an die Cores gebunden, dass die Aufza¨hlung
T1, T2, . . . , TK︸ ︷︷ ︸
Prozessor1
, TK+1, TK+2, . . . , T2K︸ ︷︷ ︸
Prozessor2
, . . . , T(P−1)K+1, . . . , TPK︸ ︷︷ ︸
ProzessorP
die folgenden Eigenschaften hat:
• Threads, die auf einer Multicore-CPU ausgefu¨hrt werden, treten in der Aufza¨h-
lung nacheinander auf.
• Threads, die auf Cores ausgefu¨hrt werden, die einen gemeinsamen Cache besit-
zen, treten in der Aufza¨hlung nacheinander auf.
Mit diesen Voraussetzungen und mit dem Wissen u¨ber die Topologie des Multicore-
Systems ist der Programmierer in der Lage, die Berechnungen so zu gestalten, dass
gemeinsame Ressourcen (gemeinsamer Cache oder Speicher) koordiniert genutzt wer-
den.
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gemischt regula¨re-irregula¨re Anwendungen
Dieses Kapitel beschreibt Code-Transformationen, die die Effizienz der sequentiellen
Abarbeitung von gemischt regula¨ren-irregula¨ren Berechnungen erho¨hen sollen. Diese
Transformationen sind auch in [SR08] dargestellt. Gemischt regula¨re-irregula¨re Be-
rechnungen treten auf, wenn sowohl regula¨re Berechnungen, wie beispielsweise die
elementweise Verknu¨pfung von Vektoren, als auch irregula¨re Berechnungen, wie die
Berechnung von Partikelinteraktionen in einem Schleifenkomplex, eng miteinander
verknu¨pft werden. Im ersten Abschnitt 3.1 wird ein regula¨res-irregula¨res Berech-
nungsmuster angegeben, das regula¨re und irregula¨re Berechnungen in einem Schlei-
fenkomplex entha¨lt und in diesem Kapitel als Modellalgorithmus der Ausgangspunkt
fu¨r performanceoptimierende Daten- und Programmtransformationen ist. Solche ge-
mischt regula¨ren-irregula¨ren Schleifenkomplexe sind ganz typisch fu¨r komplexe Si-
mulationsalgorithmen des wissenschaftlichen Rechnens und insbesondere fu¨r Viel-
teilchensimulationscodes. Zur Motivation wird in Abschnitt 3.2 ein spezieller Viel-
teilchensimulationscode skizzenhaft dargestellt, der den Modellalgorithmus aus Ab-
schnitt 3.1 als einen Bestandteil entha¨lt. Auch werden mit diesem Anwendungsalgo-
rithmus Experimente zur Laufzeit und Effizienz durchgefu¨hrt, die die Praxistauglich-
keit der untersuchten Transformationen belegen. Die vorgeschlagenen und untersuch-
ten Transformationen sind in den Abschnitten 3.4 und 3.5 dargestellt. Diese Trans-
formationen erho¨hen sowohl die Effizienz der regula¨ren Anteile der Schleifenkomplexe
als auch die Effizienz der irregula¨ren Anteile in einer sequentiellen Abarbeitung. Eine
abschließende Zusammenfassung folgt in Abschnitt 3.7.
3.1. Gemischt regula¨rer-irregula¨rer Modellalgorithmus
Ein Modellalgorithmus fu¨r eine gemischt regula¨re-irregula¨re Berechnung ist in Al-
gorithmus 1 angegeben. Dieser Modellalgorithmus berechnet Vektoren a¯ik ∈ R3 aus
Vektoren p¯ik ∈ R3, mit 1 ≤ i ≤ N und 1 ≤ k ≤ 6N . Dabei kann N als Anzahl der
Partikel einer Simulation angegeben werden. Die Daten zu jedem Partikel haben die
Gro¨ße 6 × 6N . Die Schleife in Zeile 2 iteriert u¨ber diese Partikel des Systems. Die
Schleife in Zeile 3 iteriert u¨ber eine Liste (interaction list) von Interaktionspartnern
des Partikels Pi. Diese Schleife wird als irregula¨r bezeichnet, da die Elemente der Lis-
te und ihre La¨nge datenabha¨ngig erst zur Laufzeit bekannt sind. Im Schleifenrumpf
werden die Indizes i und j des Tupels (i, j), j ∈ interaction list(i), genutzt, um die
16
3.1. Gemischt regula¨rer-irregula¨rer Modellalgorithmus
Algorithmus 1 : Modellalgorithmus (Schleifenkomplex ik)
procedure compute interactions
input : O ∈ R3N , entha¨lt pi, 1 ≤ i ≤ N
input : P¯ ∈ R3N×6N , entha¨lt p¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : A¯ ∈ R3N×6N , entha¨lt a¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
begin1
for i = 1 to N do2
foreach j ∈ interaction list(i) do3
r = pi − pj4
c1 = C1(r, i, j)5
c2 = C2(r, i, j)6
for k = 1 to 6N do7
r¯ = p¯ik − p¯jk8
γ = rT · r¯9
foreach l ∈ {1, 2, 3} do10
a¯ikl = a¯
ik
l + c1 · rl · γ + c2 · r¯l11
a¯jkl = a¯
jk






Vektoren a¯ik, p¯ik, a¯jk, p¯jk, mit 1 ≤ k ≤ 6N elementweise durch die Schleife in Zeile 7
zu verknu¨pfen. Im Folgenden wird diese Berechnung als Interaktion zwischen Pi und
Pj bezeichnet.
Der Modellalgorithmus aus Algorithmus 1 wurde aus einem Partikelsimulationsco-
de extrahiert, siehe Abschnitt 3.2. In dieser Applikation stellt dieser Schleifenkom-
plex, beginnend in Zeile 2, den berechnungsintensivsten Anteil dar, was typisch fu¨r
irregula¨re Partikelsimulationen ist.
3.1.1. Gemischt regula¨r-irregula¨re Berechnung
Modellalgorithmus 1 berechnet die Vektoren a¯ik aus p¯ik unter Nutzung der Positi-
onsvektoren pi, i = 1, . . . , N der Partikel P1, . . . , PN und der Interaktionsliste. Diese
wurde bei der Berechnung der Referenz-Trajektorie bestimmt. Die Schleife in Zeile 2
iteriert u¨ber alle Partikel Pi, i = 1, . . . , N und die Schleife von Zeile 3 iteriert u¨ber alle
Partikel Pj , welche sich in der Interaktionsliste zu Partikel Pi befinden. Der Schlei-
fenrumpf der Schleife von Zeile 3 berechnet die Interaktion zwischen Pi und Pj . Alle
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Abbildung 3.1.: Darstellung der Hauptschleife der Beispielapplikation zur Berech-
nung von Lyapunov-Vektoren und -Exponenten im Abschnitt 3.2.
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Abbildung 3.2.: Links: Darstellung der Interaktionen eines Partikels P1 in der Mitte
eines zweidimensionalen Simulationsraums. Rechts: Darstellung der
Interaktionen eines Partikels P2 am Rand des gleichen Simulations-
raums. Aufgrund des zyklischen Simulationsraumes wird das Inter-
kationsgebiet am Rand abgeschnitten und auf der gegenu¨berliegende
Seite weitgefu¨hrt. Durch graue Linien sind die Interaktionspartner
von P1 bzw. P2 gekennzeichnet, die sich in einem Kreis mit Radius
rcut + rskin befinden.
Neuberechnungen von a¯ik und a¯jk werden aus p¯ik und p¯jk bestimmt. Die Schleifen von
Zeile 2 und Zeile 3 bilden den irregula¨ren Bestandteil der Berechnung und sind ty-
pisch fu¨r Partikelsimulationscodes. Der Schleifenrumpf der Schleife von Zeile 3 ist die
regula¨re Berechnung mit der Schleife k = 1, . . . , 6N , die u¨ber die Daten der einzelnen
Partikel iteriert. Eine solche innere Schleife ist bei anderen Partikelsimulationscodes
nicht unbedingt vorhanden, wodurch rein irregula¨re Schleifen entstehen. Der Unter-
schied dieses Simulationscodes zu rein irregula¨ren Simulationscodes ist insbesondere
auch, dass der Schleifenrumpf der Schleife von Zeile 3 wesentlich mehr Berechnungen
durchfu¨hrt und auf viel mehr Datenelemente zugreift, was besondere Ru¨cksicht bei
einem cache-optimierten Zugriff auf Datenelemente verlangt.
Die regula¨ren Berechnungen (Zeile 4 bis 12) beinhalten die folgenden Teilberech-
nungen: Der Vektor r ∈ R3 speichert den Abstand zwischen den Partikeln Pi und Pj .
Die Skalare c1 und c2 werden durch Funktionen C1 und C2 berechnet, welche von
den Partikeln und dem Vektor r abha¨ngen. Im Rumpf der Schleife mit Indexvariable
k wird ein zweiter Abstandsvektor r¯ aus den Sto¨rungsvektoren p¯ik und p¯jk berechnet
(Zeile 8). Dieser wird zusammen mit c1, c2 und r benutzt, um die Sto¨rungsvektoren
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a¯ik und a¯jk zu berechnen. Der tiefer gestellte Index l in den Zeilen 10, 11 und 12
kennzeichnet die einzelnen Elemente der Vektoren der La¨nge 3. Die Operation rT · r¯
entspricht der Berechnung eines inneren Produktes von Vektoren der La¨nge 3, d.h.∑3
l=1 rl · r¯l, wobei rT dem transponierten Vektor von r entspricht.
3.1.2. Initiales Speicherlayout
Der sequentielle Modellalgorithmus nutzt zwei zweidimensionale Felder A¯ und P¯ der
Gro¨ße 3N×6N , um die Sto¨rungsvektoren a¯ik bzw. p¯ik aller Partikel zu speichern. Das
Vektorelement a¯ikl , l ∈ {1, 2, 3} wird im Feldelement A¯[3(i− 1) + l][k] abgespeichert;
die Abspeicherung der Elemente p¯ik in das Feld P¯ ist analog. Die Abbildung 3.3
zeigt die Abspeicherung der Elemente der Vektoren a¯ik in das Feld A¯. Das Feld O
speichert alle Partikelpositionen pi, 1 ≤ i ≤ N und das Feld Y speichert die Kra¨fte
ai, 1 ≤ i ≤ N , die auf die Partikel wirken.
Abbildung 3.3.: Abspeicherung der Vektoren a¯ik in einem zweidimensionalen Feld.




Als Beispielapplikation und realistisches Beispiel fu¨r Performance-Experimente wird
eine Berechnung von Lyapunov-Vektoren und -Exponenten fu¨r bina¨re Lennard-Jones
Flu¨ssigkeiten genutzt. Ein bina¨res Lennard-Jones Fluid ist ein physikalisches Modell
einer Flu¨ssigkeit, bei der das Lennard-Jones Potential [LJ24] genutzt wird, um Kra¨f-
te zwischen Partikeln zu berechnen falls diese einen entsprechenden Abstand haben.
Im Folgenden wird auf die algorithmische Struktur der Programmumsetzung ein-
gegangen, die eine typische regula¨re-irregula¨re Gestalt von Vielteilchensimulationen
aufweist. Der physikalische Hintergrund der Applikation wird in [YR05, RRSY06]
dargestellt.
3.2.1. Algorithmische Grundstruktur der Beispielapplikation
Die algorithmische Grundstruktur dieser Applikation ist in Abbildung 3.1 dargestellt
und besteht grob aus 3 Hauptbestandteilen, die in einer Schleife wiederholt ausgefu¨hrt
werden:
i) Der Berechnung der Referenz-Trajektorie.
ii) Die Berechnung der Tangentialraumdynamik.
iii) Die Orthogonalisierung der Sto¨rungsvektoren.
Der Modellalgorithmus aus Abschnitt 3.1 kann als abstrakte Variante von Berech-
nung ii) angesehen werden. Im Folgenden wird kurz auf alle drei Berechnungsbe-
standteile eingegangen. Die Ausfu¨hrungen sind jedoch keine Voraussetzung fu¨r das
Versta¨ndnis der Transformationsansa¨tze in den Abschnitten 3.4 und 3.5.
zu i) Die Berechnung der Referenz-Trajektorie ist eine Vielteilchensimulation, wel-
che N Partikel in einem Simulationsvolumen betrachtet. Das zugrunde liegende phy-
sikalische Modell geho¨rt zu den Vielteilchensimulationen mit kurzreichweitigen Kra¨f-
ten. Dies bedeutet, dass Kra¨fte zwischen Partikel als Null angenommen werden, wenn
diese weiter als einen cutoff-Radius rcut voneinander entfernt sind. Dadurch intera-
gieren nicht alle Partikel miteinander, sondern nur solche, die sich jeweils in einem
gewissen lokalen Bereich befinden.
Die Interaktion von zwei Partikeln entspricht im Algorithmus der A¨nderung von
Daten, welche den zwei Partikeln zugeordnet sind. Durch die Bewegung von Partikeln
ist es mo¨glich, dass sich die Interaktionspartner mit der Zeit a¨ndern, da Partikel den
Interaktionsbereich verlassen ko¨nnen. Die Interaktionen sind in einer sogenannten
Interaktionsliste gespeichert. Diese Datenstruktur wird nach einer gewissen Anzahl
von Zeitschritten neu aufgebaut. Da die Interaktionsliste nicht in jedem Zeitschritt
neu aufgebaut wird, wa¨re es mo¨glich, dass Interaktionen zwischen zwei Partikeln
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unbeachtet bleiben, die sich aufeinander zu bewegen, aber zum Zeitpunkt der Inter-
aktionslistenberechnung noch zu weit voneinander entfernt waren. Aus diesem Grund
wird zur Berechnung der Interaktionsliste der cutoff-Radius um einen Wert rskin er-
weitert.
In Abbildung 3.2 links sind alle Interaktionen eines Partikels P1 angegeben, das
sich in der Mitte eines zweidimensionalen Simulationsgebietes befindet. Der Kreis
mit dem Radius rcut umschließt das Simulationsgebiet, in dem sich die Interaktions-
partner befinden. Der Kreis mit dem Radius rcut + rskin umschließt zusa¨tzlich das
erweiterte Simulationsgebiet, dass Partikel enthalten kann, die in der Zeit zwischen
den Berechnungen der Interaktionsliste in das Gebiet mit Radius rcut eindringen. Die
Abbildung 3.2 rechts zeigt alle Interaktionen eines Partikels P2, das sich am Rand
des Simulationsgebietes befindet. Im Gegensatz zum Partikel P1 wird das Interakti-
onsgebiet und das erweiterte Interaktionsgebiet am Rand abgeschnitten und auf der
gegenu¨berliegenden Seite fortgesetzt. Dies erfolgt, um fu¨r alle Partikel ein homoge-
nes Simulationsgebiet zu erreichen. Neben der Kraftberechnung zwischen Partikeln
geho¨rt zur Berechnung der Referenz-Trajektorie auch die Neuberechnung der Po-
sitionsvektoren pi, 1 ≤ i ≤ N der Partikel aus den Kraftvektoren ai,1 ≤ i ≤ N
entsprechend eines Integrationsschemas.
zu ii) Die Tangentialraumdynamik beschreibt infinitesimal kleine Vera¨nderungen
der Referenz-Trajektorie. Fu¨r jedes Partikel Pi, 1 ≤ i ≤ N , existieren 6N Vekto-
ren a¯ik ∈ R3, 1 ≤ k ≤ 6N und 6N Vektoren p¯ik ∈ R3, welche die Vera¨nderungen
der Positions- (p¯) bzw. Beschleunigungsvektoren (a¯) beschreiben. Die Berechnung
der Tangentialraumdynamik ist ebenfalls zweigeteilt. Sie besteht zum einen aus einer
Berechnung von Sto¨rungsvektoren a¯ mit Hilfe der Interaktionsliste und den Partikel-
positionen pi, 1 ≤ i ≤ N (dies entspricht Algorithmus 1) und zum anderen aus der
Berechnung der Sto¨rungsvektoren p¯ik aus a¯ik.
zu iii) Bei der Orthogonalisierung der Sto¨rungsvektoren werden die Elemente der
Sto¨rungsvektoren a¯ik und p¯ik, mit 1 ≤ k ≤ 6N und 1 ≤ i ≤ N in einer Matrix U
angeordnet und diese anschließend in ein Produkt U = Q · R zerlegt, wobei R eine
obere Dreiecksmatrix und Q orthogonal ist, d.h. QTQ = I. Die Diagonalelemente von
R bilden die Lyapunov-Exponenten und sind eine wichtige Kenngro¨ße zur Charakte-
risierung von dynamischen Systemen. Die Elemente von Q bilden die neuen Werte a¯ik
und p¯ik fu¨r den na¨chsten Zeitschritt. Die Matrix Q wird als neues U weiterverwen-
det. Zur Orthogonalisierung kann ein modifiziertes Gram-Schmidt-Verfahren oder die
QR-Orthogonalisierung mit Householderreflektoren genutzt werden [RRSY06].
3.3. Analyse der Wiederverwendung von Daten
Eine hohe Effizienz der Berechnungen kann nur durch eine effektive Ausnutzung der
Caches erfolgen. Die Grundlage der effizienten Nutzung der Caches ist die Wiederver-
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wendung ha¨ufig genutzter Daten. Nachfolgend wird dargestellt, welche Variablen und
Datenelemente der Matrizen A¯ und P¯ aus Algorithmus 1 wiederverwendet werden
ko¨nnen.
Innerhalb der k-Schleife von Algorithmus 1 (Zeile 7) wird auf alle Vektoren a¯ik, p¯ik
bzw. a¯jk, p¯jk der Partikel Pi bzw. Pj , i, j ∈ {1, . . . , N} nacheinander zugegriffen.
Durch dieses Zugriffsmuster ist innerhalb der k-Schleife keine Wiederverwendung
bezu¨glich der a¯ik, a¯jk bzw. p¯ik, p¯jk mo¨glich, da in der gesamten k-Schleife nur ein
Zugriff erfolgt.
Wiederverwendung von a¯ik, a¯jk bzw. p¯ik, p¯jk ist jedoch innerhalb der irregula¨ren
Schleife mo¨glich, wenn zeitlich dicht aufeinander mehrmals Interaktionen zwischen
den Interaktionspartner Pi bzw. Interaktionspartner Pj und anderen Partikeln statt-
finden. Genauer betrachtet, ko¨nnen die Daten fu¨r Partikel Pi maximal grad(Pi)− 1
mal wiederverwendet werden. Dabei ist grad(Pi) die jeweilige Anzahl der Interakti-
onspartner von Partikel Pi.
In realen Anwendungen stellt sich der Wiederverwendung der Daten die Gro¨ße der
Datenmenge entgegen, die fu¨r eine Interaktionsberechnung geladen bzw. geschrieben
werden muss. Diese betra¨gt in der Beispielapplikation mindestens 12 · 6N (Daten fu¨r
2 Partikel Pi und Pj). Im Fall von N = 1000 Partikel erha¨lt man eine Datenmenge
von mindestens 576 KByte (8 Byte pro Fließkommazahl). Diese Menge an Daten ist
zu groß, um von heutigen L1-Caches bzw. L2-Caches (z.B. Barcelona) aufgenommen
werden zu ko¨nnen. Es ist also davon auszugehen, dass die Daten fu¨r Partikel Pi nicht
im L1-Cache gehalten werden ko¨nnen.
In den folgenden Abschnitten werden Transformationen beschrieben, die fu¨r Modell-
algorithmus 1 und die zugeho¨rige Datenaufteilung durchgefu¨hrt werden. Das Ziel der
Transformationen ist eine Verbesserung der Cache-Ausnutzung und damit eine Ver-
besserung der Effizienz beim Programmlauf. Die besondere Herausforderung ist der
hohe Speicher- und Berechnungsbedarf in dem hier betrachteten regula¨r-irregula¨ren
Schleifenkomplex, der bei anderen Applikationen eher keine Rolle spielt. Die nach-
einander ausgefu¨hrten Transformationen sind:
I) Transformation der regula¨ren Berechnungsschleife (regula¨re Berechnungstrans-
formation)
II) Blockweise Abspeicherung der Felder A¯, P¯ (regula¨re Datentransformation)
III) Transformation der irregula¨ren Berechnungsschleife (irregula¨re Berechnungs-
transformation)
IV) Neuordnung der Partikeldaten entlang einer raumfu¨llenden Kurve (irregula¨re
Datentransformation)
Bei den genannten Berechnungstransformationen I) und III) wird die Reihenfolge
der Berechnungen der Datenelemente gea¨ndert und bei den Datentransformationen
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II) und IV) die Reihenfolge der Abspeicherung der Elemente. Regula¨r bzw. irregula¨r
bezeichnet Transformationen fu¨r regula¨re bzw. fu¨r irregula¨re Berechnungsmuster.
In den na¨chsten beiden Abschnitten werden zuerst die regula¨ren Berechnungs-
bzw. Datentransformationen durchgefu¨hrt. Die genutzten Transformationen wurden
in Kapitel 2.3 beschrieben. Danach werden verschiedene irregula¨re Berechnungs- und
Datentransformationen betrachtet, wobei hierbei die Ergebnisse der regula¨ren Trans-
formationen genutzt werden.
3.4. Regula¨re Transformation
3.4.1. Code-Transformation Schleifenvertauschung (Loop-Interchange)
Loop-Interchange [Lam74, AK04] ist eine Transformationstechnik, die die Reihen-
folge von Schleifen in Schleifenkomplexen vertauscht. Algorithmus 2 entsteht aus
Algorithmus 1, indem die innere k-Schleife nach außen verschoben, also mit der ir-
regula¨ren i-Schleife vertauscht wird. Die Schleifenreihenfolge wurde also von ik nach
ki gea¨ndert.
Betrachtet man die Datenabha¨ngigkeiten in Algorithmus 1, so sind die Berechnun-
gen jeder einzelnen Iteration der k-Schleife abha¨ngig von den Werten r, c1 und c2.
Diese Werte sind wiederum abha¨ngig von i und j jeder einzelnen Interaktion. Deshalb
mu¨ssen diese Werte nach der Vertauschung der k-Schleife nach außen fu¨r jede Itera-
tion der k-Schleife und fu¨r jede Interaktion (i, j) berechnet werden. Um redundante
Berechnungen zu vermeiden, werden diese Werte (r, c1, c2) vorberechnet und in einer
Liste gespeichert , deren Aufbau vor Algorithmus 2 erfolgt. Die Berechnungen der
a¯ik und a¯jk sind von i, j und k abha¨ngig. Da einzelne Iterationen der k-Schleife von-
einander unabha¨ngig sind, kann die k-Schleife nach außen verschoben werden, ohne
dass Abha¨ngigkeiten bzgl. des Index k verletzt werden.
Nach der Loop-Interchange Transformation ergibt sich ein erho¨hter Aufwand, da
die Interaktionsliste fu¨r jede Iteration der k-Schleife, also 6N -mal, durchlaufen wird.
Dieser zusa¨tzliche Aufwand kann sich jedoch lohnen, falls auf der anderen Seite ei-
ne ho¨here Wiederverwendung von Daten und somit potentiell eine bessere Cache-
Nutzung mo¨glich ist.
Die Interaktionsberechnung durch die irregula¨ren Schleifen bieten die Mo¨glichkeit
der Wiederverwendung von Daten. Beim Schleifenkomplex ik ko¨nnen die Daten, die
in der k-Schleife geladen werden, zu groß sein, um fu¨r mehrere Interaktionen im Ca-
che gehalten werden zu ko¨nnen. Nach der Loop-Interchange Transformation ko¨nnen
Daten fu¨r mehrere Interaktionen im Cache gehalten werden, da jede Interaktion auf
nur 12 Vektorelemente zugreift.
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Algorithmus 2 : Algorithmus nach Loop-Interchange (Schleifenkomplex ki)
procedure compute interactions ki
input : O ∈ R3N , entha¨lt pi, 1 ≤ i ≤ N
input : P¯ ∈ R3N×6N , entha¨lt p¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : A¯ ∈ R3N×6N , entha¨lt a¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
begin1
for k = 1 to 6N do2
for i = 1 to N do3
foreach j ∈ interaction list(i) do4
r = pi − pj5
c1 = C1(r, i, j)6
c2 = C2(r, i, j)7
r¯ = p¯ik − p¯jk8
γ = rT · r¯9
foreach l ∈ {1, 2, 3} do10
a¯ikl = a¯
ik
l + c1 · rl · γ + c2 · r¯l11
a¯jkl = a¯
jk







Blocking (bzw. Tiling) wurde als Berechnungstransformation fu¨r viele Probleme ein-
gesetzt, um die Effizienz der Berechnungen durch bessere Cache-Ausnutzung zu stei-
gern, siehe z.B. [MC65, ASKL79, LRW91]. Algorithmus 3 entsteht aus Algorithmus 1,
indem die Schleife mit Indexvariable k durch Blocking transformiert und durch 2
Schleifen ersetzt wird. Die a¨ußere Schleife (Zeile 2 im Algorithmus 3) iteriert mit der
Indexvariable w von 1 bis zur Anzahl der Blo¨cke 6N/s. Die innere Schleife (Zeile 8
im Algorithmus 3) iteriert von (w − 1) · s + 1 bis w · s u¨ber jeweils einen einzelnen
Block von Daten. Dadurch bearbeitet die irregula¨re Schleife jetzt nicht mehr die zwei
Felder A¯ und P¯ als Ganzes, sondern bearbeitet in jedem Schritt der w-Schleife zwei
zweidimensionale Streifen der Gro¨ße 3N × s.
Um in den Zeilen 5, 6, 7 in Algorithmus 3 redundante Berechnungen zu vermei-
den, werden die dortigen Berechnungen in einem separaten Schritt, analog zu dem
Vorgehen bei der Loop-Interchange Transformation, vorberechnet und in einer Liste
gespeichert.
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Die Begru¨ndung zur Korrektheit der Transformation durch Blocking ist analog zu
der beim Loop-Interchange. Beim Blocking wird eine Schleife zuerst in zwei Schleifen
aufgeteilt und die a¨ußere, die u¨ber die Blo¨cke iteriert, nach außen verschoben. So
wurde die w-Schleife in Algorithmus 3 nach außen verschoben. Ein Aufteilen der k-
Schleife in Blo¨cke der La¨nge s vera¨ndert ebenfalls keine Abha¨ngigkeiten bzgl. der
k-Schleife. Der Schritt des Verschiebens der w-Schleife nach außen vera¨ndert auch
keine Datenabha¨ngigkeiten, da die Vektoren a¯ik, a¯jk, p¯ik und p¯jk bezu¨glich des Index
k keine Abha¨ngigkeiten haben.
Ein Resultat der Blocking-Transformation ist, a¨hnlich wie beim Schleifentausch,
dass die irregula¨re Schleife um den Faktor 6N/s ha¨ufiger durchlaufen wird als in
Algorithmus 1. Dies fu¨hrt zu zusa¨tzlichen Ladeoperation der Interaktionsliste, was
Platz innerhalb der Caches beansprucht. Dieser scheinbare Nachteil wird dadurch
ausgeglichen, dass nun die Daten fu¨r mehrere Iterationen der irregula¨ren Schleife im
Cache gehalten werden ko¨nnen.
Algorithmus 3 : Algorithmus nach Blocking (Schleifenkomplex wik)
procedure compute interactions wik
input : O ∈ R3N , entha¨lt pi, 1 ≤ i ≤ N
input : P¯ ∈ R3N×6N , entha¨lt p¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : A¯ ∈ R3N×6N , entha¨lt a¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
begin1
for w = 1 to 6N/s do2
for i = 1 to N do3
foreach j ∈ interaction list(i) do4
r = pi − pj5
c1 = C1(r, i, j)6
c2 = C2(r, i, j)7
for k = (w − 1) · s+ 1 to w · s do8
r¯ = p¯ik − p¯jk9
γ = rT · r¯10
foreach l ∈ {1, 2, 3} do11
a¯ikl = a¯
ik
l + c1 · rl · γ + c2 · r¯l12
a¯jkl = a¯
jk









3.4.3. Regula¨re Umordnung der Daten
Die Reihenfolge der Abspeicherung der Daten im Speicher hat entscheidenden Ein-
fluss auf die effektive Nutzung der Caches, weshalb die Datenabspeicherung in den
Transformationsprozess einbezogen werden sollte. In diesem Abschnitt werden drei
verschiedene Speicherschemata vorgestellt, die dann in Abschnitt 3.4.4 zusammen
mit den regula¨ren Berechnungstransformationen analysiert werden. Ausgangspunkt
fu¨r die regula¨re Datentransformation ist, wie im Abschnitt 3.1.2 beschrieben, die
Abspeicherung der Daten in zwei zweidimensionalen Feldern A¯ und P¯ der Gro¨ße
3N × 6N .
Fu¨r diese Felder A¯ und P¯ werden verschiedene Abspeicherungsformate betrach-
tet. Row- bzw. Column-Major Ordering sind Standardtechniken zur Speicherung
von mehrdimensionalen Feldern in Programmiersprachen wie zum Beispiel C (Row-
Major) oder Fortran (Column-Major). Beim Row-Major Ordering werden die Zeilen
und beim Column-Major Ordering die Spalten einer Matrix nacheinander im Speicher
abgelegt, siehe auch Abbildung 3.4.
Beim Block-Row-Major Ordering werden die Felder in Streifen (Panels) der
Gro¨ße 3N · s aufgeteilt, wobei s die Streifenla¨nge (Block-La¨nge) bezeichnet. Diese
Streifen bilden selbst Felder, die im Row-Major Ordering abgespeichert werden. Ein
Beispiel fu¨r die Abspeicherung im Block-Row-Major Ordering ist in Abbildung 3.4
rechts wiedergegeben.
3.4.4. Analyse der regula¨ren Transformationen
Die Berechnungsmuster der Algorithmen 1, 2 und 3 ergeben mit den Datenabspei-
cherungsformaten aus Abschnitt 3.4.3 verschiedene Implementierungen, die sich auf
die Cache-Ausnutzung und damit die Effizienz der Programme unterschiedlich aus-
wirken ko¨nnen. Diese Auswirkungen der Implementierungsvarianten auf die Cache-
Ausnutzung werden im Folgenden diskutiert.
Schleifenkomplex ik - Algorithmus 1
In Algorithmus 1 greift die innere k-Schleife fu¨r eine Interaktion (i, j) auf alle Vektoren
a¯ik, a¯jk, p¯ik und p¯jk fu¨r 1 ≤ k ≤ 6N nacheinander zu. Alle drei Elemente dieser
Vektoren der La¨nge 3 sind in verschiedenen Zeilen der Felder A¯ bzw. P¯ gespeichert.
Dies ergibt 12 Zeilenvektoren, auf die innerhalb der k-Schleife zugegriffen wird.
Beim Row-Major Ordering sind die Elemente der Zeilenvektoren mit dem Abstand
eins abgespeichert, wodurch sich eine Reihe von Konsequenzen ergeben. Durch die
Zugriffe mit dem Abstand eins werden die Cachelines effektiv genutzt. Ein Neuladen
einer Cacheline fu¨hrt zum Vorausladen von Datenelementen der na¨chsten Iteration
der k-Schleife. Die Hardware-Prefetch Einheiten ko¨nnen dieses lineare Zugriffsmuster
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Panel 1 Panel 2 Panel 6N/s
Row-Major Column-Major Block-Row-Major
Abbildung 3.4.: Regula¨re Abspeicherungsschemata; Pfeile kennzeichnen die Reihen-
folge der Abspeicherung von Elementen im Speicher.
ausnutzen und Elemente fu¨r weitere Iterationen im Voraus laden. Ebenfalls la¨sst die-
ses Zugriffsmuster die einfache Vektorisierung mit Hilfe von Vektor-Einheiten (SSE
bei Intel und AMD-Prozessoren) aktueller Prozessoren zu. Diese arbeiten am effek-
tivsten, wenn Elemente eines Vektorregisters in einem Schritt geladen werden. Dies
ist dann der Fall, wenn die zu ladenden Elemente nacheinander im Speicher liegen.
Nutzt man fu¨r Algorithmus 1 das Column-Major Ordering, so haben Zugriffe auf
benachbarte Elemente eines Zeilenvektors einen Abstand von 3N . Hohe Absta¨nde
zeitlich benachbarter Zugriffe bedeuten eine schlechte ra¨umliche Lokalita¨t mit der
Konsequenz einer schlechten TLB-Cache-Ausnutzung bzw. einer mo¨glichen schlech-
ten Ausnutzung mengenassoziativer Caches. Bezu¨glich der Ausnutzung der Cache-
line-La¨nge gibt es den Vorteil, dass alle 3 Elemente dieser Vektoren innerhalb der
Abspeicherung in der Matrix nacheinander erfolgen.
Beim Block-Row-Major Ordering sind Zeilenvektoren von A¯ und P¯ in Streifen der
La¨nge s aufgeteilt. Die Elemente eines Streifens eines Zeilenvektors sind nacheinander
mit Abstand eins im Speicher abgelegt. D.h. fu¨r s Iterationen der k-Schleife sind die
Absta¨nde beim Zugriff auf die Elemente jedes einzelnen der 4 Vektoren a¯ik, a¯jk, p¯ik,
p¯jk eins. Sobald jedoch ein Streifen y verlassen wird und die Berechnung des na¨chsten
Streifens y+ 1 beginnt, d.h. die k-Schleife iteriert von y · s nach y · s+ 1, existiert ein
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hoher ra¨umlicher Abstand beim Zugriff auf die Elemente der 4 Vektoren. Je kleiner
s ist, um so schlechter wird die ra¨umliche Lokalita¨t, da ein Wechsel des Streifens
ha¨ufiger stattfindet.
Schleifenkomplex ki - Algorithmus 2
Bei Algorithmus 2 mit Schleifenkomplex ki werden im Rumpf der k-Schleife alle
Interaktionen fu¨r ein festes k berechnet. Alle Zugriffe hierfu¨r finden innerhalb des k-
ten Spaltenvektors von A¯ bzw. P¯ statt. Grundsa¨tzlich besteht beim Schleifenkomplex
ki das ho¨chste Potential an Wiederverwendung der Daten der Interaktionen, da je
Interaktion nur vier Vektoren a¯ik, a¯jk und p¯ik und p¯jk geladen bzw. gespeichert
werden und somit die Daten im Cache fu¨r mehrere Interaktionen wiederverwendet
werden ko¨nnen.
Beim Column-Major Ordering sind die Elemente jedes Spaltenvektors nacheinan-
der im Speicher abgelegt, wodurch sich die ra¨umliche Lokalita¨t gegenu¨ber den beiden
anderen Speicherschemata erho¨ht. Die Elemente aller drei Komponenten jedes ein-
zelnen Vektors a¯ik, a¯jk, p¯ik und p¯jk sind nacheinander im Speicher abgelegt. Dadurch
steigt die ra¨umliche Lokalita¨t, da durch das Laden einer kleineren Anzahl von Cache-
lines (im Idealfall 4 Cachelines, im schlechtesten Fall 8 Cachelines) eine Interaktion
abgearbeitet werden kann.
Bei den beiden weiteren Abspeicherungsschemata Row-Major Ordering und Block-
Row-Major Ordering mu¨ssen 12 Cachelines fu¨r die Berechnung einer Interaktion fu¨r
ein festes k geladen werden (fu¨r jeden der 4 Vektoren und fu¨r alle 3 Komponenten
eine). In den 12 Cachelines befinden sich Daten fu¨r weitere Iterationen der k-Schleife.
Durch das Laden von Daten weiterer Interaktionen steigt die Wahrscheinlichkeit, dass
die 12 Cachelines im Cache ersetzt werden und nicht fu¨r die Berechnungen der na¨chs-
ten Iteration der k-Schleife wiederverwendet werden ko¨nnen. Ein weiterer Nachteil fu¨r
das Row-Major Ordering und Block-Row-Major Ordering ergibt sich durch eine ver-
schlechterte ra¨umliche Lokalita¨t aufgrund des hohen Abstands 6N (Row-Major) bzw.
s (Block-Row-Major) beim Zugriff auf jedes Element der Vektoren a¯ik, a¯jk, p¯ik und
p¯jk bei der Berechnung einer Interaktion (i, j). Der Hardware-Prefetch-Mechanismus
kann bei einem Schleifenkomplex ki nicht effektiv arbeiten, da dieser versucht re-
gula¨re Zugriffsmuster zu erkennen. Dies ist nicht mo¨glich, da die irregula¨re Schleife
innerhalb der regula¨ren k-Schleife liegt und das regula¨re Zugriffsmuster, was fu¨r den
Hardware-Prefetcher beno¨tigt wird, durch die irregula¨re Schleife nicht gegeben ist.
Schleifenkomplex wik - Algorithmus 3
Bei Algorithmus 3 mit Schleifenkomplex wik greift die innere k-Schleife nacheinander
auf alle Vektoren a¯ik, a¯jk, p¯ik und p¯jk mit (w − 1) · s+ 1 ≤ k ≤ w · s zu, was fu¨r das
Column-Major Ordering zu einer schlechten ra¨umlichen Lokalita¨t fu¨hrt, da Zugriffe
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zwischen zwei Iteration der k-Schleife auf Elemente jedes einzelnen der vier Vektoren
a¯ik, a¯jk, p¯ik und p¯jk jeweils mit einem hohen Abstand von 3N erfolgen. Bezu¨glich
der Nutzung der Cachelines ergibt sich fu¨r das Column-Major Ordering der Vorteil,
dass alle 3 Komponenten jedes der 4 Vektoren nacheinander im Speicher liegen und
so auf mo¨glichst wenige Cachelines innerhalb des Rumpfes der k-Schleife zugegriffen
wird.
Bei den beiden Abspeicherungsschemata Row-Major Ordering und Block-Row-
Major Ordering wird zwischen zwei Iterationen der k-Schleife auf jedes einzelne Ele-
ment jedes der vier Vektoren ( a¯ik, a¯jk, p¯ik und p¯jk) mit dem Abstand eins zugegriffen,
was fu¨r eine gute ra¨umliche Lokalita¨t sorgt. Kritisch ist die irregula¨re Schleife. Sobald
eine neue Interaktion berechnet wird, entstehen bei den Zugriffen der ersten Iteration
der k-Schleife hohe Absta¨nde. In diesem Fall der ersten Iteration der k-Schleife sind
die Absta¨nde beim Block-Row-Major Ordering geringer als beim Row-Major Orde-
ring, da innerhalb eines Panels zugegriffen wird. Dies fu¨hrt fu¨r den Schleifenkomplex
wik mit Row-Major Ordering zu einer schlechteren ra¨umlichen Lokalita¨t als beim
Block-Row-Major Ordering. Je kleiner die Blockgro¨ße s gewa¨hlt wird, desto geringer
ist die ra¨umliche Lokalita¨t des Row-Major Orderings im Vergleich zum Block-Major
Ordering.
3.5. Umordnung der Berechnungen der irregula¨ren Schleifen
Bei den bisher in Abschnitt 3.4 dargestellten regula¨ren Transformationen wurden
unterschiedliche Reihenfolgen der Interaktionen nicht beru¨cksichtigt. In diesem Ab-
schnitt werden nun Transformationen vorgestellt, die die Reihenfolge der Berechnun-
gen der Interaktionen a¨ndern, um die zeitliche Lokalita¨t der Zugriffe von Algorith-
mus 3 weiter zu erho¨hen.
Fu¨r eine hohe zeitliche Lokalita¨t der Zugriffe muss die Interaktionsliste so angeord-
net sein, dass zu zeitlich dicht aufeinander folgenden Zeitpunkten mehrmals auf die
Daten eines Partikels zugegriffen wird. Zur Berechnung einer entsprechenden Interak-
tionsreihenfolge la¨sst sich ausnutzen, dass die Wahrscheinlichkeit von Interaktionen
zwischen Partikeln aufgrund des cutoff-Radius steigt, je na¨her zueinander sich diese
im Simulationsraum befinden. Eine Technik, die Berechnungen von irregula¨ren Algo-
rithmen neu zu ordnen, teilt den physikalischen Raum in hierarchisch strukturierte
Subvolumen auf und ordnet die Interaktionen neu auf Grundlage der Information, in
welchen Subvolumen sich die Interaktionspartner befinden. Ein wichtiges Hilfsmittel
fu¨r das Umordnen der Interaktionsliste ist das Z-Morton Ordering, das im na¨chsten
Unterabschnitt na¨her beschrieben wird. Danach wird ein bina¨rer Baum zur Raum-
dekomposition vorgestellt und schließlich wird der Algorithmus beschrieben, der die
neue Reihenfolge der Interaktionen nutzt.
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3.5.1. Z-Morton Ordering
Das Z-Morton Ordering ist ein Schema zur Nummerierung der Elemente mehrdimen-
sionaler Felder, das mehrdimensionale Indexra¨ume auf einen eindimensionalen Index-
raum abbildet. Diese Abbildung hat eine Z-artige Struktur, siehe auch [WFGA01] fu¨r
eine U¨bersicht. Das Z-Morton Ordering wurde urspru¨nglich in [Mor66] eingefu¨hrt und
hat mittlerweile in viele sequentielle und parallele Simulationscodes, die auf mehrdi-
mensionalen Feldern arbeiten, Eingang gefunden.
In Abbildung 3.5 (links) ist ein Beispiel fu¨r die Nummerierung eines zweidimensio-
nalen Feldes angegeben. Charakteristisch erkennt man ein Z-Muster, dass der Kurve
ihren Namen gibt. Das Z-Morton Ordering wird rekursiv aufgebaut, indem der Raum
zuerst auf oberster Ebene zerlegt wird und die Teilra¨ume in Z-Form angeordnet wer-
den. Dies ist Tiefe α = 1. Wendet man dieses Z-Muster rekursiv auf eine Kurve der
Tiefe α an, so erha¨lt man eine Kurve der Tiefe α+ 1. Abbildung 3.5 (mitte) zeigt die
Anwendung des Z-Musters zur Konstruktion einer Kurve der Tiefe 2.
Die Abbildung 3.5 (rechts) zeigt das Verweben der Bitdarstellungen der Elemente
des Indexraumes zur Berechnung des Z-Morton Orderings. Farben kennzeichnen in
dieser Darstellung einzelne Bitposition der Bina¨rdarstellung der Zahlen aus der linken
Abbildung.
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Abbildung 3.5.: Links: Zweidimensionale Z-Morton Kurve der Tiefe α = 2. Quadrate
kennzeichnen Elemente der zweidimensionalen Indexmenge der Gro¨-
ße 4× 4. Die Elemente sind nummeriert entsprechend des sich erge-
benden Z-Morton Orderings. Die horizontale und vertikale Numme-
rierung außerhalb der Quadrate beschreibt die kartesische Numme-
rierung. Mitte: Konstruktion der Z-Morton Kurve der Tiefe α = 2
durch zweimaliges Anwenden des Z-Musters. Rechts: Bitdarstellung
der Zahlen der Nummerierung der linken Abbildung.
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3.5.2. Bina¨rer Baum zur Raumdekomposition
Fu¨r die Umordnung der Interaktionen wird ein vollsta¨ndiger bina¨rer Baum genutzt,
der den Simulationsraum in hierarchisch strukturierte Subvolumen teilt. Den Knoten
des Baumes sind hierarchisch Subvolumen des Simulationsgebietes zugeordnet. Fu¨r
die Zuordnung wird das dreidimensionale Simulationsgebiet in 2α× 2α× 2α Subvolu-
men aufgeteilt, die die 23α Bla¨tter des Baumes bilden. Dabei bezeichnet α die Tiefe
der Raumaufteilung fu¨r das vorgestellte Z-Morton Ordering. Die daraus resultieren-
den Subvolumen werden den Bla¨ttern des Baumes zugeordnet, wobei die Bla¨tter von
links nach rechts nummeriert werden, und einem Blatt b das Subvolumen mit Ko-
ordinaten (x, y, z) zugeordnet wird, fu¨r das b die Nummer des Z-Morton Orderings
ist. Einem inneren Knoten des Baumes wird die Vereinigung aller Subvolumen seiner
Kinder zugeordnet. Alle Partikel, die sich im Subvolumen eines Knotens y befinden,
werden in einer Partikelmenge My zusammengefasst. Eine Ebene des Baums, d.h.
Knoten gleicher Tiefe, repra¨sentieren eine Partition der Menge der Partikel.
Abbildungen 3.6 und 3.7 zeigen zwei Darstellungen fu¨r die hierarchische Raumde-
komposition eines zweidimensionalen Simultationsgebietes in 4 × 4 Subvolumen. In
beiden Abbildungen bezeichnen Quadrate die die Subvolumen und Kreise Baumkno-
ten. Der resultierende Baum besitzt die Tiefe d = 4.
3.5.3. Algorithmus mit gea¨nderter Interaktionsreihenfolge
Algorithmus 5 nutzt eine gea¨nderte Interaktionsreihenfolge, die in Algorithmus 4
bestimmt wird. Die Bestimmung der neuen Interaktionsreihenfolge wird im folgenden
Unterabschnitt erla¨utert. Der Algorithmus 5 wird danach beschrieben.
Berechnung der gea¨nderten Interaktionsreihenfolge
Algorithmus 4 nutzt die Raumdekomposition aus Abschnitt 3.5.2 und berechnet Men-
gen von Interaktionen Zy aus den Partikelmengen My. Eine Interaktion (i, j) geho¨rt
zu Zy, wenn sowohl das Partikel Pi als auch das Partikel Pj Element der Menge My
sind. Die Mengen Zy bilden eine Partition der Interaktionsliste. In Algorithmus 4 in
Zeile 2 werden die Partikelmengen My entsprechend des bina¨ren Baumes zur Raum-
dekomposition gebildet. Dabei sind die Mengen My, 1 ≤ y ≤ 2d+1 − 1 so geordnet,
dass in der Aufza¨hlung M1, . . . ,M2d+1−1 zuerst alle Bla¨tter des bina¨ren Baumes (von
links nach rechts) erscheinen, wobei der Wert d die Tiefe des vollsta¨ndigen bina¨ren
Baumes bezeichnet. Nachdem alle Blattknoten in der Aufza¨hlung aufgenommen wur-
den, werden alle Knoten der Tiefe d − 1 in die Aufza¨hlung aufgenommen usw. Die
Menge M2d+1−1 entspricht der Wurzel des bina¨ren Baums zur Raumdekomposition.
Entsprechend dieser Reihenfolge wird die Schleife von Zeile 3 durchlaufen, wobei der
Index y eine Partikelmenge My auswa¨hlt. In den Zeilen 7 bis 8 werden die Interak-
tionen zwischen Pi und Pj betrachtet und in eine Menge Sy eingeordnet, wenn beide
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(0,0) (0,1) (0,2) (0,3)
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Abbildung 3.6.: Links: Aufteilung eines zweidimensionalen Simulationsgebietes in 4×
4 Subvolumen mit kartesischen Koordinaten. Rechts: Bina¨rer Baum
zur Raumdekomposition (gefaltete Baumdarstellung) des zerlegten
Simulationsgebietes aus der linken Darstellung.
Partikel Pi und Pj sich in My befinden. Das Hinzufu¨gen der Interaktion zwischen Pi
und Pj erfolgt in Zeile 7 durch Hinzufu¨gen von (i, j) zu Sy. Die Partikelmenge My
und die Menge der Interaktionen Sy sind mit dem gleichen Baumknoten y assoziiert.
Nutzung der gea¨nderten Interaktionsreihenfolge
Mit Hilfe der Mengen Zy, 1 ≤ y ≤ 2d+1−1, werden in Algorithmus 5 die Interaktionen
berechnet. Die Mengen Zy sind mit einem Baumknoten des vollsta¨ndigen bina¨ren
Baums zur Raumdekomposition assoziiert. Fu¨r Algorithmus 5 werden die Mengen Zy
in eine Reihenfolge entsprechend einer Postorder-Traversierung des bina¨ren Baumes
zur Raumdekomposition gebracht. Die Schleife von Zeile 4 iteriert von y = 1 bis
2(d+1) − 1 und wa¨hlt die Menge Zy aus, deren Elemente in der Schleife von Zeile 5
genutzt werden, um die Interaktionen zu berechnen.
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Abbildung 3.7.: Bina¨rer Baum zur Raumdekomposition (flache Baumdarstellung).
Die Bla¨tter repra¨sentieren Subvolumen, die durch kartesische Koor-
dinaten angegeben sind. Die inneren Knoten repra¨sentieren Mengen
von Interaktionen.
Betrachtet man die Abha¨ngigkeiten der Berechnungen bei einen festen k durch
das Tupel (i, j), so werden a¯ik und a¯jk durch sich selbst und durch p¯ik, p¯jk und γ
durch Additionen verknu¨pft. Insgesamt bildet die Berechnung jedes einzelnen a¯uv,
1 ≤ u ≤ N , 1 ≤ v ≤ 6N eine Kette von Additionen, deren Summanden durch
Algorithmus 4 umgeordnet werden.
Der Algorithmus 5 berechnet die Interaktionen in der durch die Raumdekomposi-
tion vorgegebenen Reihenfolge. Durch die modifizierte Reihenfolge kann eine ho¨here
zeitliche Lokalita¨t der Berechnungen resultieren, wodurch die Speicherhierarchie bes-
ser genutzt werden kann.
3.5.4. Irregula¨res Umordnen der Daten
Die irregula¨re Datentransformation ist eine Umordnung der Zeilenvektoren innerhalb
jedes Panels. Jedem Partikel Pi sind in jedem Panel 3 Zeilenvektoren zugeordnet.
Diese Transformation ordnet diese 3 Zeilenvektoren der Partikel, die sich im selben
Subvolumen auf der Ebene der Bla¨tter des bina¨ren Baums befinden, nacheinander im
Panel an. Fu¨r die neue Reihenfolge der Zeilenvektoren wird zuerst eine neue Reihen-
folge der Partikel bestimmt und diese anschließend genutzt, um die Zeilenvektoren
jedes einzelnen Panels entsprechend der neuen Reihenfolge der Partikel zu ordnen.
Die neue Ordnung der Partikel ergibt sich aus der Reihenfolge der Subvolumen auf
der Ebene der Bla¨tter des bina¨ren Baumes, in denen sich die Partikel befinden. Die
Subvolumen auf der Ebene der Bla¨tter sind entsprechend des Z-Morton Orderings
geordnet. So werden die Partikel nacheinander entsprechend des Z-Morton Wertes
der Subvolumen, in denen sie sich befinden, sortiert, wobei der Sortierschlu¨ssel der
Z-Morton Wert des Subvolumens ist. Nach Bestimmung der Reihenfolge der Partikel
wird diese genutzt um in jedem Panel die Reihenfolge der jedem Partikel zugeord-
neten Zeilenvektoren neu zu bestimmen. In Abbildung 3.8 wird beispielhaft gezeigt,
wie die Zeilenvektoren fu¨r 6 Partikel innerhalb der Panels neu sortiert werden.
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3.5. Umordnung der Berechnungen der irregula¨ren Schleifen
Algorithmus 4 : Interaktions Partitionierung
procedure it partitionierung
input : O, entha¨lt pi, 1 ≤ i ≤ N Partikelpositionen
input : α, Anzahl der Raumaufteilungen je Dimension
output : Zy, 1 ≤ y ≤ 2d+1 − 1, Interaktionsmengen
begin1
erzeuge Mengen My unter Nutzung der Partikelpositionen p
i und α2
for y = 1 to 2d+1 − 1 do3
Zy = ∅4
for i = 1 to N do5
foreach j ∈ interaction list(i) ∧ i, j ∈My do6
Zy = Zy ∪ {(i, j)}7





3.5.5. Loop-Unrolling, Register-Blocking, Vektorisation
Die Berechnung der k-Schleife ist der performancekritische Bereich und ist im Aus-
gangsalgorithmus sowie in allen transformierten Versionen vorhanden. Fu¨r alle Versio-
nen, in denen sich die k-Schleife an innerster Position des Schleifenkomplexes befindet
(Schleifenkomplex ik, wik und wyik), werden weitere bekannte Techniken des Com-
pilerbaus, wie Loop-Unrolling, Register Blocking und Software Prefetching [AK02]
[Muc97] genutzt. Es wurde versucht eine Instruktionsfolge zu finden, die die Einhei-
ten der verwendeten superskalaren Prozessoren effektiv nutzt (Software Pipelining).
Grundsa¨tzlich lassen sich die verwendeten Operationen auf Daten auch mit BLAS-
Level-1 Operationen [DCDH90] implementieren, fu¨r welche effiziente Implementie-
rungen fu¨r aktuelle Prozessoren existieren. Dies fu¨hrte jedoch nicht zum gewu¨nsch-
ten Erfolg, da fu¨r deren Nutzung zusa¨tzliche Hilfsvektoren genutzt werden mu¨ss-
ten, die Zwischenergebnisse speichern, die ebenfalls im Cache zwischengespeichert
werden. Bei Benutzung von Software Pipelining ko¨nnen diese Zwischenergebnisse in
Registern gehalten werden. Ebenfalls nachteilig wirkt sich der Aufruf-Overhead der
BLAS-Routinen aus.
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Algorithmus 5 : Gea¨nderter Interaktionsreihenfolge (Schleifenkomplex wyik)
procedure compute interactions wyik
input : α
input : O ∈ R3N , entha¨lt pi, 1 ≤ i ≤ N
input : P¯ ∈ R3N×6N , entha¨lt p¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : A¯ ∈ R3N×6N , entha¨lt a¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
begin1
Aufruf von Alg. 4 zur Berechnung der Interaktionsmengen Zy mit p
i 1 ≤ i ≤ N2
und α
for w = 1 to 6N/s do3
for y = 1 to 2d+1 − 1 do4
foreach (i, j) ∈ Zy do5
for k = (w − 1) · s+ 1 to w · s do6
r¯ = p¯ik − p¯jk7
γ = rT · r¯8
foreach l ∈ {1, 2, 3} do9
a¯ikl = a¯
ik
l + c1 · rl · γ + c2 · r¯l10
a¯jkl = a¯
jk








In Abbildung 3.9 sind Laufzeitexperimente dargestellt, die Laufzeitwerte sind in der
Tabelle 3.1 wiedergegeben. Fu¨r die verschiedenen Schleifenkomplexe ik, ki, wik und
die drei Abspeicherungsformate (s = 40) wurden auf drei verschiedenen Multicore-
Systemen die Laufzeiten gemessen, wobei jeweils nur ein Core genutzt wurde. Die
Laufzeiten wurden fu¨r mehrere Zeitschritte bestimmt und anschließend gemittelt.
Entsprechende Messungen fu¨r L1-, L2-, L3- und TLB-Misses sind im Anhang in
den Abbildungen A.1, A.2, A.3 und A.4 angegeben. Die Parameter der Cores der
Multicore-Systeme wurden in Tabelle 2.1 zusammengefasst.
Es wurde eine Simulation mit N = 100 Partikeln und eine Simulation mit N = 800
Partikeln durchgefu¨hrt. Weiter wurden verschiedene Reihenfolgen der irregula¨ren
Schleife betrachtet: Bei Messungen, die mit “normal” gekennzeichnet sind, wurde eine
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3.6. Laufzeitexperimente
Abbildung 3.8.: Illustration der irregula¨ren Umordnung der Daten von sechs Parti-
keln Pi, i = 1, . . . , 6, in einem zweidimensionalen Simulationsgebiet,
das in 16 Subvolumen aufgeteilt ist. Die den Partikeln zugeordneten
Daten sind entsprechend den Subvolumen (R1, R4, R7, R9, R11), in
denen sich die Partikel befinden, neu geordnet. Die neue Reihenfolge
ist P3, P6, P2, P5, P4, P1.
Reihenfolge betrachtet, wie sie direkt durch die Simulation der Referenz-Trajektorie
erzeugt wird. Bei den Messungen, die mit “random” bzw. “verbessert” gekennzeichnet
sind, wurde die Reihenfolge der Interaktionen gea¨ndert. Bei“random”wurde die Liste
der Interaktionen zufa¨llig permutiert und bei “verbessert” wurde die Interaktionsrei-
henfolge mit einem Verfahren neu geordnet, das in Abschnitt 3.5 na¨her beschrieben
wurde, wobei in diesem Experiment die irregula¨re Datentransformation entsprechend
Abschnitt 3.5.4 nicht verwendet wurde. Deren Einsatz erfolgt in den parallelen Al-
gorithmen in Abschnitt 4. Ebenfalls werden in den hier gezeigten Experimenten die
Optimierungen entsprechend des Abschnitts 3.5.5 nicht verwendet um einen fairen
Vergleich durchzufu¨hren, da diese Optimierungen nicht fu¨r den Schleifenkomplex ik
mo¨glich bzw. implementiert sind.
Vergleich der sequentiellen Implementierungsvarianten
Betrachtet man fu¨r jeden Schleifenkomplex die drei angegebenen Abspeicherungs-
formate aus Abschnitt 3.4.3, so erkennt man eine deutliche Pra¨ferenz der Schleifen-
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komplexe fu¨r je ein Abspeicherungsformat. Der Schleifenkomplex ik erreicht beim
Row-Major Ordering die ho¨chste Performance. Betrachtet man alle Messwerte fu¨r
Schleifenkomplex ik, so beno¨tigt das Column-Major Ordering im Durchschnitt eine
5-fach ho¨here Laufzeit und das Block-Row-Major Ordering im Durchschnitt eine 1,7
fach ho¨here Laufzeit.
Der Schleifenkomplex ki pra¨feriert das Column-Major Ordering. Es sind zwar ver-
einzelt Messungen zu erkennen, in der das Row-Major Ordering bzw. Column-Major
Ordering eine geringere Laufzeit haben, aber im Durchschnitt aller Messwerte des
ki Schleifenkomplexes hat das Row-Major Ordering eine um den Faktor 1,3 und das
Block-Row-Major Ordering eine um den Faktor 1,04 ho¨here Laufzeit.
Der Schleifenkomplex wik pra¨feriert das Block-Row-Major Ordering. Das Column-
Major Ordering hat eine um den Faktor 1,8 ho¨here Laufzeit und das Row-Major
Ordering eine um den Faktor 1,2 ho¨here Laufzeit als das Block-Row-Major Ordering.
Vergleicht man die jeweils besten Kombinationen, also Schleifenkomplex wik mit
Block-Row-Major Ordering, Schleifenkomplex ik mit Row-Major Ordering bzw. Schlei-
fenkomplex ki mit Column-Major Ordering, so liefert der Schleifenkomplex wik die
ho¨chste Performance. Der Schleifenkomplex ik beno¨tigt im Durchschnitt u¨ber alle
Messwerte eine um den Faktor 1,6 und der Schleifenkomplex ki eine um den Faktor
1,9 ho¨here Laufzeit. Es ergibt sich also, dass der Schleifenkomplex wik gegenu¨ber dem
Ausgangschleifenkomplex ki redundante Berechnungen aufweist und mehr Ladeopera-
tionen durchfu¨hrt, da die Interaktionsliste um den Faktor 6N/s ha¨ufiger durchlaufen
wird, dies aber mehr als ausgleichen kann. Der Grund hierfu¨r ist die ho¨here zeitliche
Lokalita¨t der Zugriffe durch Ausnutzung der Wiederverwendung von Partikeldaten
bei gleichzeitiger Beschra¨nkung der Anzahl der Zugriffe pro Interaktion.
Vergleicht man die Interaktionsreihenfolge, die durch den Algorithmus in Ab-
schnitt 3.5 berechnet wurde (verbessert) mit Ausgangsreihenfolge (normal), unter
Nutzung des Block-Row-Major Orderings, so ergeben sich Einsparungen in der Lauf-
zeit von bis zu 4 Prozent (Egypt). Der Gewinn dieser Transformationen ist aber im
parallelen Fall noch viel deutlicher, wie es das na¨chste Kapitel zeigt.
Abha¨ngigkeit der Laufzeit von der Blockla¨nge
Experimente mit dem Schleifenkomplex wik und unterschiedlichen Blockla¨ngen s fu¨r
N = 800 Partikel und allen drei Abspeicherungsformaten Column-Major, Row-Major
und Block-Row-Major sind in Abbildung 3.10 und 3.11 dargestellt. Abbildung 3.10
zeigt Laufzeiten, die auf einem Core der Systeme aus Tabelle 2.1 gemessen wurden.
Abbildung 3.11 zeigt die Anzahl der L1-, L2-, L3- und TLB-Misses auf dem System
Barcelona.
Betrachtet man alle drei Abspeicherungsformate, so ergibt das Block-Row-Major
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Ordering die geringste Laufzeit auf einem Core aller drei Systeme. Deutlich zu er-
kennen ist eine hohe Laufzeit aller drei Abspeicherungsformate bei einer Blockla¨nge
von s = 1, die dann stark abfa¨llt. Der Bereich, in dem die Laufzeit sinkt, ist fu¨r alle
Kurven verschieden, liegt aber in allen Kurven unter s = 100. Ein Grund fu¨r dieses
Verhalten ist das in diesem Bereich sehr ha¨ufige Durchlaufen der Interaktionsliste,
was desto mehr zusa¨tzliche Ladeoperationen hervorruft je kleiner s ist. Diese zusa¨tz-
lichen Operationen verlieren an Einfluss je sta¨rker die Blockla¨nge s steigt und ko¨nnen
durch eine erho¨hte zeitliche Lokalita¨t ausgeglichen werden, wie es das Sinken der L1-,
L2- und L3-Misses in Abbildung 3.11 verdeutlicht. Nach diesem Abfall steigen alle
Laufzeitkurven wieder an. Dies geht einher mit dem Steigen der Cache-Misses, da
immer weniger der den Partikeln zugeordneten Daten im Cache zwischengespeichert
werden ko¨nnen.
Betrachtet man die TLB-Misses, so hat das Block-Row-Major Ordering die gerings-
te Anzahl von TLB-Misses, außer fu¨r den Fall s = 1, fu¨r den sich Block-Row-Major
und Column-Major Ordering gleichen. Beim Block-Row-Major Ordering steigen die
TLB-Misses fu¨r s > 50. Fu¨r eine steigende Blockla¨nge s wird in der irregula¨ren
Schleife auf einen immer gro¨ßer werdenden Streifen von A¯ und P¯ zugegriffen. Dieser
gro¨ßer werdende Streifen beno¨tigt immer mehr Speicherseiten, deren Anzahl zuneh-
mend nicht mehr durch den TLB-Cache aufgenommen werden kann. Damit steigen
auch die TLB-Misses an.
Das Row-Major Ordering hat zu Beginn fu¨r s = 1 die ho¨chste Anzahl von TLB-
Misses. Danach fa¨llt die Anzahl der TLB-Misses. Der Grund hierfu¨r ist, dass die
irregula¨re Schleife durch die geringe ra¨umliche Lokalita¨t (hohe Absta¨nde zwischen
den Zugriffen) auf nahezu alle Speicherseiten im Speicherbereich der Felder A¯ und
P¯ zugreift. Der TLB-Cache kann nicht alle Verweise auf die Speicherseiten von A¯
bzw. P¯ aufnehmen. So kommt es zu TLB-Misses, die umso ha¨ufiger sind, je o¨fter die
irregula¨re Schleife durchlaufen wird, d.h. je kleiner s ist.
3.7. Zusammenfassung
In diesem Kapitel wurden Schleifentransformationen fu¨r regula¨re-irregula¨re Schleifen-
komplexe untersucht. Fu¨r die verschiedenen Transformationen wurden unterschied-
lich Abspeicherungsformate betrachtet. Dabei ergab sich, dass das Block-Row-Major
Ordering in Verbindung mit der Blocking-Transformation die ho¨chste Performance
ergab. Dies resultierte aus der hohen ra¨umlichen als auch zeitlichen Lokalita¨t der Be-
rechnung, wobei die zeitliche Lokalita¨t durch die Blocking Transformation erhalten
wurde und die ra¨umliche Lokalita¨t durch das Block-Row-Major Ordering.
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N = 100 N = 800







ik 0,067 0,070 0,026 6,740 6,238 3,759
ki 0,055 0,054 0,043 13,150 14,99 5,308
wik 0,040 0,041 0,028 5,125 9,580 3,046
co
l ik 0,179 0,372 0,069 29,567 43,127 25,082
ki 0,055 0,060 0,044 6,095 6,813 3,371




ik 0,085 0,104 0,061 9,898 9,753 5,207
ki 0,050 0,051 0,043 7,775 8,539 3,718








ik 0,064 0,054 0,026 6,023 4,311 2,453
ki 0,056 0,054 0,044 8,389 10,47 3,944
wik 0,037 0,036 0,027 3,164 3,447 2,202
co
l ik 0,139 0,210 0,065 28,613 42,772 19,939
ki 0,055 0,060 0,044 6,030 6,810 3,370




ik 0,082 0,095 0,061 9,135 8,509 4,746
ki 0,053 0,051 0,044 7,125 8,602 3,154








ik 0,055 0,044 0,026 5,787 4,532 2,354
ki 0,054 0,052 0,044 8,236 10,36 3,538
wik 0,039 0,035 0,026 3,006 3,026 2,137
co
l ik 0,142 0,241 0,066 28,142 42,406 20,633
ki 0,054 0,060 0,044 6,122 6,814 3,374




ik 0,078 0,091 0,061 8,102 8,417 4,559
ki 0,053 0,051 0,044 7,353 8,699 3,004
wik 0,038 0,034 0,026 2,771 2,430 1,778
Tabelle 3.1.: Laufzeiten (in Sekunden) der Schleifenkomplexe (ik, ki, wik) fu¨r ver-
schiedene regula¨re Abspeicherungsformate (Row-, Column-, Block-Row-
Major Ordering) und fu¨r verschiedene Reihenfolgen der irregula¨ren
Schleife (random, normal, verbessert) auf einem Core der Multicore-
Systeme Barcelona, Egypt und Clovertown. Fu¨r den Schleifenkomplex
wik und fu¨r das Block-Row-Major Ordering wurde eine Blockla¨nge von
s = 40 gewa¨hlt. Die Laufzeiten wurden fu¨r mehrere Zeitschritte der










































































































Abbildung 3.9.: Laufzeiten (in Sekunden) der Algorithmen mit Schleifenkomple-
xen ik, ki, wik angewendet auf verschiedene Abspeicherungsformate
(Row-, Column-, Block-Row-Major Ordering) und mit verschiedenen
Reihenfolgen der irregula¨ren Schleife (random, typisch, verbessert)
fu¨r die Architekturen (Barcelona, Egypt, Clovertown).
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Abbildung 3.10.: Laufzeiten des Algorithmus mit Schleifenkomplex wik und verschie-
denen Abspeicherungsformaten (Row-, Column-, Block-Row-Major
Ordering) fu¨r die Architekturen (Barcelona, Egypt, Clovertown) in

























































Abbildung 3.11.: L1-, L2-, L3-, TLB-Misses des Algorithmus 3 mit Schleifenkomplex
wik und verschiedenen Abspeicherungsformaten (Row-, Column-,
Block-Row-Major Ordering) fu¨r die Architektur Barcelona in Ab-
ha¨ngigkeit von der Blockla¨nge s fu¨r N = 800 Partikel.
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4. Parallelisierung gemischt regula¨rer-irregula¨rer
Berechnungsstrukturen auf Multicore-Rechnern
Dieses Kapitel beschreibt Parallelisierungsstrategien gemischt regula¨r-irregula¨rer Be-
rechnungsstrukturen, wie sie auch in [RS09] dargestellt sind. Es werden sowohl Paral-
lelisierungsstrategien fu¨r Shared-Memory als auch fu¨r Distributed-Memory Program-
miermodelle betrachtet und deren Effizienz verglichen. Besonderes Augenmerk wird
auf die effiziente Ausnutzung gemeinsamer Caches gelegt. Fu¨r die Shared-Memory
Parallelisierung wurde die Beispielanwendung aus Abschnitt 3.2 um entsprechen-
de Konstrukte zur Parallelisierung erweitert. Die unterschiedlichen Varianten des
regula¨r-irregula¨ren Schleifenkomplexes wurden als unterschiedliche parallele Subrou-
tinen in der Beispielapplikation realisiert.
4.1. Parallele Implementierung auf Multicore-Rechnern
In diesem Abschnitt werden mehrere parallele Implementierungsstrategien fu¨r ge-
mischt regula¨r-irregula¨re Berechnungen auf Multicore-Rechnern vorgestellt. Multi-
core-Rechner haben eine hierarchische Struktur bestehend aus Multicore-Prozessoren,
die sich einen gemeinsamen Speicher teilen, wie in Kapitel 2 vorgestellt. Die hier kon-
kret genutzten Systeme wurden in Tabelle 2.1 vorgestellt.
Die im folgenden Abschnitt vorgestellten Implementierungen nutzen OpenMP fu¨r
die Shared-Memory Parallelisierung (siehe Abschnitt 2.4.2). Sie unterscheiden sich
voneinander in der Dekomposition der Berechnungen in Tasks, welche dann den
Threads zugewiesen werden. Die Threadanzahl entspricht der Anzahl der Cores im
Multicore-System. Des Weiteren werden die Threads an spezifische Cores gebunden,
so dass verschiedene Implementierungsstrategien entstehen, die untersucht werden.
Im Kapitel 3 wurde gezeigt, dass die Transformation des regula¨r-irregula¨ren Schlei-
fenkomplexes und eine Umordnung der Daten im Speicher bereits im sequentiellen
Fall eine wesentliche Performance Steigerung ergeben kann. Nachfolgende Abschnit-
te nutzen die Ergebnisse des Kapitels 3 als Ausgangspunkt fu¨r die Parallelisierung.
Dies ist der Schleifenkomplex wik (siehe Abschnitt 3.4.2) mit dem Block-Row-Major
Ordering (siehe Abschnitt 3.4.3) als Abspeicherungsformat fu¨r die Matrizen A¯ und
P¯ .
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4.1.1. Parallelisierung bezu¨glich der Datenblo¨cke
Im ersten vorgestellten parallelen Programm werden die parallelen Tasks entspre-
chend der Dekomposition in Datenblo¨cke gebildet. Der Ausgangspunkt ist der se-
quentielle Code aus Algorithmus 3 mit dem Block-Row-Major Ordering aus Abschnitt
3.4.3. Dieser besteht aus einer a¨ußeren w-Schleife, die u¨ber die Blo¨cke iteriert, siehe
Abbildung 3.4 (rechts). Jeder Datenblock hat die Gro¨ße 3N × s, jeweils fu¨r A¯ und P¯ .
Der Parameter s bezeichnet die Anzahl der Spalten jedes Datenblocks des Block-Row-
Major Ordering und gleichzeitig die Blockla¨nge der inneren k-Schleife. Die parallele
Version, die aus Algorithmus 3 entsteht, ist in Algorithmus 6 angegeben. Sie nutzt
das Pragma #pragma omp for von OpenMP fu¨r die Parallelisierung der w-Schleife.
Das Mapping von Schleifeniteration zu Threads (Schleifenscheduling) wird durch
die Angabe von schedule(static,1) gesteuert. Durch diese Angabe wird dem ersten
Thread die Iteration w = 1 zugewiesen, dem zweiten Thread die Iteration w = 2,
die weiteren Iterationen werden reihum (Round Robin) den Threads zugewiesen. Ein
Thread bearbeitet nacheinander also jeweils eine Iteration der w-Schleife, das heißt
er berechnet das w-te Panel von A¯.
Die Daten der beiden Felder A¯ und P¯ wurden auf Numa-Rechnern durch eine so ge-
nannte Numa-Allokation abgespeichert. Dies bedeutet, dass diese Implementierung
die Panels in den lokalen Speicherbereichen derjenigen Multicore-CPUs abgespei-
chert, die die Panels jeweils bearbeiten. Der Nutzen dieses Vorgehens sind schnellere
Speicherzugriffe (ku¨rzere Latenz, erho¨hte Bandbreite) bei der Berechnung. Die Da-
ten bleiben bei der Abspeicherung in den lokalen Speichern durch alle Cores des
Systems zugreifbar. Ebenfalls hat dieses Allokationsverfahren keine Auswirkung auf
das Abspeicherungsformat der Daten, d.h. die virtuellen Adressen der Datenelemente
bleiben gleich. Was sich a¨ndert, ist die Zuordnung der Speicherseiten zu physikali-
schen Speicherbereichen der Multicore-CPUs.
Damit die Cores einer Multicore-CPU auch die Panels bearbeiten, die ihre Multicore-
CPU abspeichert, sind das Schleifenscheduling und die Allokation der Panels auf den
Speichern der Multicore-CPUs (Numa) aufeinander abgestimmt. Durch die Zuord-
nung der OpenMP-Threads zu Cores und der bekannten Abarbeitungsreihenfolge des
statischen Schleifenschedulings von OpenMP kann die Nummer der Multicore-CPU,
ψ(w), 1 ≤ ψ(w) ≤ P , in deren Speicher der Block w, 1 ≤ w ≤ 6N/s, abgespeichert





mod P + 1
Hierbei bezeichnet K die Anzahl der Cores je Multicore-CPU und P die Anzahl der
Multicore-CPUs des Systems. Diese Form der Parallelisierung der w-Schleife kann
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Algorithmus 6 : Paralleler Pseudocode mit regula¨rer Parallelisierung
procedure compute interactions reg par
input : O ∈ R3N , entha¨lt pi, 1 ≤ i ≤ N
input : P¯ ∈ R3N×6N , entha¨lt p¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : A¯ ∈ R3N×6N , entha¨lt a¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
begin1
#pragma omp parallel for schedule(static,1) private(i,j,k)2
default(shared)
for w = 1 to 6N/s do3
for i = 1 to N do4
for each j ∈ interaction list(i) do5
r = pi − pj6
c1 = C1(r, i, j)7
c2 = C2(r, i, j)8
for k = (w − 1) · s+ 1 to w · s do9
r¯ = p¯ik − p¯jk10
γ = rT · r¯11
foreach l ∈ {1, 2, 3} do12
a¯ikl = a¯
ik
l + c1 · rl · γ + c2 · r¯l13
a¯jkl = a¯
jk







auch als Parallelisierung der regula¨ren Berechnungen angegeben werden, da die irre-
gula¨ren Berechnungen innerhalb eines Blocks komplett durch einen Core abgearbeitet
werden.
4.1.2. Alternative Parallelisierung bzgl. der Datenblo¨cke
In Algorithmus 5 aus Abschnitt 3.5.4 wurde die Reihenfolge der Interaktionen ge-
a¨ndert, um eine ho¨here zeitliche Lokalita¨t der Berechnungen der Interaktionen zu
erhalten. Dieser Algorithmus mit dem Block-Row-Major Ordering als Abspeiche-
rungsformat fu¨r A¯ und P¯ wird genauso wie im vorhergehenden Abschnitt durch den
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Einsatz des Pragmas #pragma omp parallel for schedule(static,1) fu¨r die w-
Schleife parallelisiert. Auch diesen Algorithmus kann man als Parallelisierung der
regula¨ren Berechnungen bezeichnen.
4.1.3. Parallelisierung der Interaktionen mit Barrier-Synchronisation
In diesem Abschnitt wird eine Strategie vorgestellt, die eine Parallelisierung der ir-
regula¨ren Schleife nutzt, d.h. die Interaktionen werden von verschiedenen Cores des
Rechnersystems berechnet. Grundlage fu¨r diese Parallelisierung bildet Algorithmus 3
aus Abschnitt 3.4.2 mit dem Block-Row-Major Ordering aus Abschnitt 3.4.3 als Ab-
speicherungsformat der Felder A¯ und P¯ . Fu¨r die Parallelisierung wird die w-Schleife
sequentiell durchlaufen, d.h.:
1. Es erfolgt eine parallele Berechnung der Interaktionen bei festem w.
2. Nach der parallelen Berechnung warten alle Threads an einer Barriere auf die
Fertigstellung der parallelen Berechnungen durch andere Threads. Hierfu¨r wird
die implizite Barriere am Ende des #pragma omp parallel default(shared)
Code-Blocks genutzt.
3. Es erfolgt die na¨chste Iteration der w-Schleife.
Dieses Vorgehen ist in Algorithmus 7 dargestellt. Der Aufruf von Zeile 6 fu¨hrt die
parallelen Berechnungen der Interaktionen eines Panels w durch. Er nutzt eine Inter-
aktionsmatrix Σ und eine Indexmenge von Threads T . Die Bedeutung von Σ und T
wird in den na¨chsten Unterabschnitten erla¨utert.
Interaktionsmatrix
Fu¨r die Berechnung der Interaktionsmatrix Σ wird der dreidimensionale Simulations-
raum in n = n1×n2×n3 Subvolumen aufgeteilt. Die entstehenden Subvolumen sind
durch die Zerlegung in einer dreidimensionalen Gitterstruktur angeordnet. Die Parti-
kel werden in die Subvolumen eingeordnet, wodurch Partikelmengen Bu, 1 ≤ u ≤ n,
entstehen. Die Partikelmengen werden entsprechend der Position der ihnen zugeord-
neten Subvolumen im dreidimensionalen Subvolumengitter nummeriert, und zwar zu-
erst entlang der ersten Dimension, danach entlang der zweiten Dimension usw., also
entsprechend der kartesischen Koordinaten. Eine weitere Mo¨glichkeit die Subvolumen
zu nummerieren ist die Nutzung des Z-Morton Orderings, vergl. Abschnitt 3.5.1.
Interaktionen von Partikeln, deren Interaktionspartner sich im gleichen Subvolu-
men befinden, werden zu einem Task zusammengefasst, der dann durch einen einzel-
nen Thread abgearbeitet wird. Entsprechend werden Interaktionen, bei denen sich
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Algorithmus 7 : Paralleler Pseudocode mit irregula¨rer Parallelisierung
procedure compute interactions irr par
input : O, entha¨lt pi 1 ≤ i ≤ N
input : P¯ , entha¨lt p¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : A¯, entha¨lt a¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : Σ Interaktionsmatrix
begin1
T = {1, . . . ,K · P} ; /* T bezeichnet Indexmenge der Threads */2
for w = 1 to 6N/s do3
#pragma omp parallel default(shared)4
begin5
/* Aufruf von Algorithmus 8 */




Interaktionspartner in zwei verschiedenen Subvolumen befinden, zu einer Task zu-
sammengefasst. Die Tasks ko¨nnen in einer Interaktionsmatrix Σ der Gro¨ße n × n,
zusammengefasst werden. Die Eintra¨ge (u, v), u, v = 1, . . . , n, enthalten Mengen Suv
von Interaktionen zwischen Partikel Pa aus Bu und Partikel Pb aus Partikelmenge
Bv. Dadurch, dass Interaktionen nur einmal berechnet werden, reicht es aus, den Be-
reich oberhalb der Hauptdiagonale zu betrachten. Die Diagonale von Σ entha¨lt alle
Interaktionen (u, u), mit u = 1, . . . , n, der Partikel, die sich im selben Subvolumen
Bu befinden.
In Abbildung 4.1 ist die Struktur einer Interaktionsmatrix Σ der Gro¨ße 128× 128
wiedergegeben. Die Matrix resultiert aus einer Zerlegung des Simulationsraumes in
4 × 4 × 8 Subvolumen. Die Subvolumen nutzen in dieser Abbildung die Nummerie-
rung entlang der Raumachsen. Jedes Quadrat in Abbildung 4.1 kennzeichnet eine
Interaktionsmenge Suv, 1 ≤ u, v ≤ 128. Schwarze Quadrate kennzeichnen Interak-
tionsmengen, die keine Elemente besitzen. Ein farbiges Quadrat kennzeichnet eine
Interaktionsmenge die Interaktionen entha¨lt. Der Farbwert kennzeichnet die Anzahl
der Elemente in Suv, welcher sich in der Farbtafel im rechten Bildabschnitt ablesen
la¨sst.
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"interaction_sort.dat" matrix















Abbildung 4.1.: Interaktionsmatrix Σ der Gro¨ße n×n = 128×128 entstanden aus der
Zerlegung eines dreidimensionalen Simulationsraums in n = 4×4×8
Subvolumen fu¨r eine Simulation mit N = 1000 Partikeln; Quadra-
te repra¨sentieren Interaktionsmengen Suv; Farben kennzeichnen die
Anzahl der Elemente in den Interaktionsmengen Suv, 1 ≤ u, v ≤ 128.
49
4. Parallelisierung auf Multicore-Rechnern
Mapping von Interaktionsmengen zu Cores
Jede Interaktionsmenge Suv, 1 ≤ u, v ≤ n wird vollsta¨ndig von einem Core berech-
net. Da typischerweise mehr Interaktionsmengen als Threads existieren erfolgt ein
Mapping von Interaktionsmengen zu Cores. Entsprechend der Interaktionsmatrix Σ
enthalten Interaktionsmengen Suv, Interaktionen der Partikel aus den Subvolumen
Bu und Bv. Das Mapping der Berechnung der Interaktionsmengen Suv auf die Cores
Cf , f ∈ {1, . . . , P ·K} erfolgt rekursiv und ist in Algorithmus 8 beschrieben.
Der Parameter w ist das Panel, dessen Interaktionen parallel berechnet werden
sollen. Der Wert von w wird durch die Schleife von Zeile 3 in Algorithmus 7 bestimmt.
Der Parameter w a¨ndert sich nicht bei weiteren rekursiven Aufrufen in Algorithmus 8.
Der Parameter T bezeichnen eine Indexmenge von Cores, die den aktuellen Zweig
der Rekursion weiter parallel bearbeiten sollen. Zu Beginn der Rekursion wird die
Indexmenge T mit allen Cores des Systems initialisiert, d.h. T = {1, . . . , P ·K}. Der
Parameter S¯ entha¨lt einen rechteckigen Ausschnitt der Interaktionsmatrix Σ und
wird zu Beginn der Rekursion mit der gesamten Interaktionsmatrix Σ initialisiert.
Algorithmus 8 zerlegt die Interaktionsmatrix S¯ hierarchisch in immer kleinere Teil-
matrizen. Er ist in drei Bereiche gegliedert, die durch entsprechende if-Anweisungen
immer nur einen Bereich innerhalb einer Rekursionsstufe ausfu¨hren. Die Bereiche
gliedern sich wie folgt:
1. Die Berechnung eines einzelnen Tasks Suv, Zeile 4.
2. Die sequentielle Berechnung der Teilinteraktionsmatrix S¯, Zeile 8 bis 13.
3. Die parallele Berechnung der Teilinteraktionsmatrix S¯, Zeile 15 bis 25.
Im ersten Bereich entha¨lt die Teilmatrix S¯ genau ein Element. Dies entspricht einem
Task Suv, der durch Algorithmus 9 berechnet wird. Dieser Task wird durch genau
einen Core Cx, x ∈ T ausgefu¨hrt. Entha¨lt die Indexmenge T mehrere Cores, so fu¨hrt
derjenige mit der kleinsten Core-Nummer in T den Task Suv aus. In praktischen
Fa¨llen ist bei der Ausfu¨hrung von Zeile 7 meist nur ein Core in T enthalten.
Der Bereich zur sequentiellen Berechnung der Interaktionsmatrix S¯, Zeile 8 bis
13 wird nur ausgefu¨hrt, wenn die Indexmenge T nur einen Core entha¨lt (Bedingung
Zeile 7). Die sequentielle Berechnung nutzt eine Zerlegung der quadratischen Matrix
S¯ in vier quadratische Teilmatrizen S1, S2, S3, S4, die in Zeile 6 von Algorithmus 8
erfolgt. Die rekursive Berechnung der Teilmatrizen S1, S2, S3, S4 erfolgt durch die
rekursiven Aufrufe in den Zeilen 8 bis 13 von Algorithmus 8. In Zeile 19 wird u¨ber-
pru¨ft, ob S3 oberhalb oder unterhalb der Hauptdiagonale liegt. Sollte S3 unterhalb
der Hauptdiagonale von Σ liegen, dann entha¨lt es keine Elemente, da Σ eine obere
Dreiecksmatrix ist, und braucht nicht weiter berechnet zu werden.
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Algorithmus 8 : Paralleler Code mit irregula¨rer Parallelisierung
procedure compute interactions
input : S¯ quadratische Teilmatrix der Interaktionsmatrix Σ
input : w Block, der berechnet werden soll
input : T Indexmenge von Cores
input : O, entha¨lt pi, 1 ≤ i ≤ N
input : P¯ , entha¨lt p¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : A¯, entha¨lt a¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
begin1
if me 6∈ T then return ; /* me bezeichnet den ausfu¨hrenden Thread */2
if Gro¨ße von S¯ is 1× 1 then3
/* S¯ ist eine Teilmatrix von Σ bestehend aus einer einzigen
Menge Suv; Berechne Interaktionen der Menge S¯ auf Block w
durch die Cores in T nach Alg. 9 */
compute_task (S¯, w, O, P¯ , A¯);4
else5






if | T |= 1 then /* sequentielle Abarbeitung */7
compute interactions(S1, w, T , O, P¯ , A¯)8
compute interactions(S2, w, T , O, P¯ , A¯)9
if S3 ist oberhalb der Hauptdiagonale von Σ then10
compute interactions(S3, w, T , O, P¯ , A¯)11
end12
compute interactions(S4, w, T , O, P¯ , A¯)13
else /* parallele Abarbeitung */14
Zerlege T in zwei Indexmengen T1 und T2 mit gleich vielen Elementen15
compute interactions(S1, w, T1, O, P¯ , A¯)16
compute interactions(S4, w, T2, O, P¯ , A¯)17
Barrier-Synchronisation aller Cores in T18
if S¯ ist ohne Anteile unterhalb der Hauptdiagonalen von Σ then19
compute interactions(S2, w, T1, O, P¯ , A¯)20
compute interactions(S3, w, T2, O, P¯ , A¯)21
Barrier-Synchronisation aller Cores in T22
else23
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Der Bereich der parallelen Berechnung erfolgt in Zeilen 15 bis 25 und nutzt, wie der
Bereich der sequentiellen Berechnung, die Zerlegung von S¯ in vier Teilmatrizen S1,
S2, S3, S4, die in Zeile 6 erfolgt. Zusa¨tzlich zur Zerlegung von S¯ in vier Teilmatrizen
erfolgt in Zeile 15 die Zerlegung der Indexmenge T in zwei Teilmengen T1 und T2
durch Halbierung von T . Danach erfolgt die Berechnung von S1 durch die Threads
in der Indexmenge T1 und die Berechnung von S4 durch die Threads in T2. Dabei
treten keine Schreibkonflikte beim Schreiben in den aktuellen Streifen w auf, da die
Partikel, die an den Interaktionen in S1 beteiligt sind, andere Partikel sind als die,
deren Interaktionen durch S4 berechnet werden. Hat die Matrix S¯ keinen Anteil
unterhalb der Hauptdiagonale von Σ, so werden die Tasks in S2 durch die Threads
in T1 und die Tasks in S3 durch die Threads in T2 parallel berechnet. Auch hier gilt,
dass es keine Schreibkonflikte geben kann.
Beschreibt S¯ eine Matrix, die Anteile unterhalb der Hauptdiagonale von Σ hat, so
entha¨lt die Teilmatrix S3 keine Elemente, da diese komplett unterhalb der Hauptdia-
gonale liegt. Deshalb werden fu¨r diesen Fall alle Threads in T zur Berechnung von
S2 herangezogen (Zeile 24). Wu¨rde man in diesem Fall z.B. nur T1 nutzen, so ha¨tte
man ein großes Lastungleichgewicht, da die Threads in T2 keine Arbeit zu verrichten
ha¨tten.
Zur Synchronisation wurden in den Zeilen 18 und 22 Barrieren verwendet, die nur
die Threads der Indexmenge T synchronisieren und nicht auf alle Threads des Sys-
tems wirken. Eine Synchronisation ist an diesen Stellen fu¨r die korrekte Berechnung
wichtig, da die Partikel, deren Interaktionen in S1 berechnet werden, auch Anteile an
den Interaktionen in S2 und S3 haben ko¨nnen. Das bedeutet, dass die Interaktionen
in S1 und S2 bzw. die Interaktionen in S1 und S3 nicht gleichzeitig berechnet werden
du¨rfen. Gleiches gilt fu¨r S4 mit S2 und S3. Ohne Synchronisation ko¨nnte eine gleich-
zeitige Berechnung jedoch durch leichtes Lastungleichgewicht auftreten. Eine weitere
Synchronisationsmo¨glichkeit bilden Lock-Variablen, die im na¨chsten Abschnitt 4.1.4
angesprochen werden.
Die Abbildung 4.2 zeigt beispielhaft ein Mapping von Tasks zu Cores. Jede Box
repra¨sentiert einen Task. Die Farben stellen dar, durch welchen Core die Boxen ab-
gearbeitet wurden. Die Anzahl von 128 Subvolumen entspricht einer Zerlegung eines
dreidimensionalen Simulationsgebietes in 4×4×8 Quader in x−, y− und z−Richtung.
4.1.4. Parallelisierung der Interaktionen mit Locks
Die na¨chste parallele Version nutzt Algorithmus 7 mit einer Modifikation von Al-
gorithmus 8, indem die Barriere-Synchronisation durch eine Lock-Synchronisation
ersetzt wird. Bei der Lock-Synchronisation wird jeder Partikelmenge Bu eine Lock-
Variable locku vom Typ omp_lock_t zugeordnet. Diese Lock-Variable schu¨tzt die
52
4.1. Parallele Implementierung auf Multicore-Rechnern
Abbildung 4.2.: Zuweisung der Tasks (Berechnung der Interaktionsmengen Suv ) der
Interaktionsmatrix Σ der Gro¨ße n×n = 128×128 aus Abbildung 4.1
zu Cores. Quadrate repra¨sentieren Interaktionsmengen (Tasks) Suv,
1 ≤ u, v ≤ 128, Farben kennzeichnen Cores, auf denen die Interakti-
onsmengen Suv berechnet werden. Weiße Bereiche kennzeichnen leere
Interaktionsmengen Suv.
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Algorithmus 9 : Berechnung eines Tasks Suv fu¨r einen Block w
Procedure compute_task
input : Suv Menge von Interaktionen
input : w Block der Matrix A¯ bzw. P¯ , der berechnet werden soll
input : O, entha¨lt pi, 1 ≤ i ≤ N
input : P¯ , entha¨lt p¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : A¯, entha¨lt a¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
begin1
foreach (i, j) ∈ Suv do2
for k = (w − 1) · s+ 1 to w · s do3




Daten aller Partikel der Partikelmenge Bu vor gleichzeitigem Zugriff durch zwei
Threads. Zur Nutzung von Lock-Variablen werden in Algorithmus 8 alle Barrier-
Synchronisationskonstrukte entfernt und anstatt Algorithmus 9 der Algorithmus 10
in Zeile 4 von Algorithmus 8 aufgerufen. In Algorithmus 10 werden beide Lock-
Variablen locku und lockv gesperrt, wenn u und v unterschiedlich sind bzw. nur locku
wenn u und v gleich sind. Die Unlock-Anweisungen geben locku und lockv frei, wenn
u und v unterschiedlich sind bzw. nur locku, wenn u und v gleich sind.
4.1.5. Kombinierte regula¨r-irregula¨re Parallelisierung
Eine weitere Parallelisierungsstrategie ist die Kombination von Algorithmus 6 und
Algorithmus 8, die in Algorithmus 11 dargestellt ist. Jede Iteration der a¨ußeren w-
Schleife wird in einem Round-Robin-Verfahren einer gesamten Multicore-CPU zuge-
wiesen, im Unterschied zu Algorithmus 6, bei dem eine Iteration einem Core zuge-
wiesen wird. Die irregula¨ren Berechnungen werden auf Grundlage von Algorithmus 8
parallelisiert, mit dem Unterschied, dass die Tasks nun allen Cores einer Multicore-
CPU zugewiesen werden, die die Iteration ausfu¨hrt. In Algorithmus 11 beginnt der
parallele Bereich in Zeile 2, durch das OpenMP-Pragma #pragma omp parallel. Die
Angabe von private(w, my_cpu, T) sorgt dafu¨r, dass jeder Thread eine eigene In-
stanz dieser Variablen erha¨lt. Andere Variablen als diese werden durch alle Threads
gemeinsam genutzt. Die Berechnung von Zeile 4 in Algorithmus 11 bestimmt die
Multicore-CPU, an die der Thread me gebunden ist. Zeile 6 iteriert u¨ber alle Panels.
Diese Schleife fu¨hren alle Threads simultan aus. Das Mapping einer Iterationen der
54
4.1. Parallele Implementierung auf Multicore-Rechnern
Algorithmus 10 : Berechnung eines Tasks Suv fu¨r einen Block w mit Locks
Procedure compute_task_locks
input : Suv Menge von Interaktionen
input : w Block der Matrix A¯ bzw. P¯ , der berechnet werden soll
input : O, entha¨lt pi, 1 ≤ i ≤ N
input : P¯ , entha¨lt p¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : A¯, entha¨lt a¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
begin1
/* Setze Lock fu¨r Partikelmenge Bu */
omp_set_lock(locku)2
/* Setze Lock fu¨r Partikelmenge Bv */
if u 6= v then omp_set_lock(lockv)3
foreach (i, j) ∈ Suv do4
for k = (w − 1) · s+ 1 to w · s do5
-Berechnung der Interaktion (siehe Algorithmus 1)6
end7
end8
if u 6= v then omp_unset_lock(lockv)9
omp_unset_lock(locku)10
end11
w-Schleife auf alle Cores einer Multicore-CPU erfolgt in Zeile 6. Diese weist einzelne
Iterationen der w-Schleife reihum (Round-Robin) den Cores einer einzigen Multicore-
CPU zu. Alle Cores einer Multicore-CPU fu¨hren dann Algorithmus 8 aus, wobei sich
alle Cores einer Multicore-CPU die zusammen alle Interaktionen fu¨r eine Iteration
der w-Schleife berechnen, in T befinden.
Auf Numa-Rechnern wird ein Panel direkt von der Multicore-CPU allokiert, die ihn
bearbeitet. Dafu¨r wird eine andere Numa-Allokation als in Algorithmus 6 verwendet.
Die Nummer der Multicore-CPU, ψ(w), auf der das Panel w, 1 ≤ w ≤ 6N/s, allokiert
werden soll, ergibt sich zu:
ψ(w) = (w − 1) mod P + 1
In Zeile 8 von Algorithmus 11 wird die Multicore-CPU bestimmt, die die Iteration
der w-Schleife berechnet. Der Wert w bezeichnet zugleich das Panel, auf dem in der
Iteration w zugegriffen wird. Deshalb wird das Panel w auf der gleichen Multicore-
CPU ψ(w) allokiert, die ihn bearbeitet.
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Algorithmus 11 : Paralleler Pseudocode mit kombinierter Parallelisierung
procedure compute interactions komb par
input : O, entha¨lt pi, 1 ≤ i ≤ N
input : P¯ , entha¨lt p¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : A¯, entha¨lt a¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
input : Σ Interaktionsmatrix
begin1
#pragma omp parallel private(w,my cpu, T ) default(shared)2
begin3
/* my_cpu bezeichnet ausfu¨hrende Multicore-CPU */
my cpu = me/K; /* me bezeichnet ausfu¨hrenden Thread */4
T = {my cpu ·K, . . . , (my cpu+ 1) ·K − 1}5
for w = 1 to 6N/s do6
begin7
if ((w − 1) mod P ) = my cpu then8
/* Aufruf von Algorithmus 8 */






4.1.6. Kombinierte regula¨r-irregula¨re Parallelisierung mit Locks
Die im vorhergehenden Abschnitt 4.1.5 vorgestellte Parallelisierung nutzte Algorith-
mus 8 fu¨r die Parallelisierung des irregula¨ren Schleifenkomplexes fu¨r ein Panel w.
Algorithmus 12 kann nun analog zur Vorgehensweise in Abschnitt 4.1.4 so abge-
a¨ndert werden, dass anstatt der Barrier-Synchronisation eine Lock-Synchronisation
verwendet werden kann. Es ergeben sich jedoch Unterschiede zur Parallelisierung in
Abschnitt 4.1.4, in der jede Partikelmenge durch genau eine Lock-Variable geschu¨tzt
wurde. In dieser Parallelisierung wird ein zweidimensionales Feld L von Lockvariablen
der Gro¨ße P ×n genutzt, wobei P die Anzahl der Multicore-CPUs und n die Anzahl
der Partikelmengen bezeichnet. Jede Zeile des Feldes wird einer Multicore-CPU zuge-
wiesen und ausschließlich von ihr genutzt. Die Locks einer Spalte schu¨tzen das gleiche
Subvolumen jedoch fu¨r unterschiedlich Panels, d.h. fu¨r unterschiedliche Iterationen
der w-Schleife. Die Cores jeder Multicore-CPU berechnen parallel dasselbe Panel w
und synchronisieren ihre Berechnungen auf verschiedenen Teilbereichen des Panels
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mit den der Multicore-CPU zugeordneten Lock-Variablen. Fu¨r die Nutzung von L
mu¨ssen die Zeilen 2 und 3 in Algorithmus 10 durch
my cpu = me/K
omp_set_lock(L[my_cpu][u]);
if (u 6= v) then omp_set_lock(L[my_cpu][v]);
ersetzt werden. Die Zeile my cpu = me/K berechnet die Multicore-CPU, auf der der
Thread me ausgefu¨hrt wird. Analog mu¨ssen die Zeilen 9 und 10 durch
if ( u 6= v) then omp_unset_lock(L[my_cpu][v]);
omp_unset_lock(L[my_cpu][u]);
ersetzt werden.
Algorithmus 12 : Berechnung eines Tasks Suv fu¨r einen Block w mit Locks
Procedure compute_task_mixed_locks
input : Suv Menge von Interaktionen
input : w Block der Matrix A¯ bzw. P¯ , der berechnet werden soll
input : O, entha¨lt pi, 1 ≤ i ≤ N
input : P¯ , entha¨lt p¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : A¯, entha¨lt a¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
begin1
my cpu = me/K2
omp set lock(L[my cpu][u])3
if u 6= v then4
omp_set_lock(L[my_cpu][v);5
for each (i, j) ∈ Suv do6
for k = (w − 1) · s+ 1 to w · s do7
-Berechnung der Interaktion (siehe Algorithmus 1)8
end9
end10





Der Algorithmus mit Array Privatization [BEF+94] nutzt als Grundlage den Algo-
rithmus 5 aus Abschnitt 3.5.4. Die Parallelisierungstechnik nutzt einen Puffer der
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Gro¨ße 3N · s fu¨r jeden Core des Systems. Dieser Puffer speichert die Vektoren a¯ik
bzw. a¯jk jedes Panels zwischen. Er wird zu Beginn jeder Iteration der w-Schleife mit
Nullen initialisiert. Danach bearbeiten die einzelnen Threads eine gleiche Anzahl von
Interaktionen, wobei die Resultate der Interaktionen, die jeder Thread berechnet, in
seinem privaten Puffer zwischengespeichert werden. Am Ende werden die Daten in
den Puffern parallel durch die Threads akkumuliert und das Resultat wird in das
Panel w der Matrix A¯ gespeichert. Die gleichma¨ßige Aufteilung der Interaktionen
erfolgt so, dass die Interaktionsfolge, die in Algorithmus aus Abschnitt 3.5 genutzt
wird, in einer Liste gespeichert wird. Fu¨r die Berechnung der Interaktionen erha¨lt
jeder Thread einen entsprechend gleich großen Anteil der Liste zugewiesen, den er zu
bearbeiten hat.
4.2. Paralleler Algorithmus fu¨r Distributed-Memory
Eine Parallelisierung der Applikation kann ebenfalls bezu¨glich des Programmiermo-
dells mit verteilten Speicher erfolgen. Diese parallele Version des Algorithmus 5 be-
nutzt das SPMD Programmiermodell und MPI als Kommunikationsbibliothek. Fu¨r
die Parallelisierung wird ausgenutzt, dass die Schleife mit Indexvariable k eine paral-
lele Schleife ist, d.h. die Berechnungen der Schleifenru¨mpfe einzelner Iterationen von-
einander unabha¨ngig sind. Fu¨r die Parallelisierung auf einem Distributed-Memory
Parallelrechner werden bestimmte Datenelemente den einzelnen Rechenknoten zuge-
ordnet. Der Besitzer dieser Datenelemente fu¨hrt dann die Berechnung durch (owner
computes rule).
Die Datenaufteilung ist folgendermaßen: Die Positionsvektoren pi und die Inter-
aktionsliste werden auf jeden Rechnenknoten repliziert gespeichert. Die Vektoren a¯ik
und p¯ik werden blockweise verteilt, d.h. jeder Prozess g erha¨lt alle a¯ik und alle p¯ik
mit 1 ≤ i ≤ N und g · c + 1 ≤ v ≤ (g + 1) · c und c = 6N/(P · K), wobei P · K
die Gesamtanzahl der Kerne bezeichnet. Algorithmus 13 zeigt den resultierenden
SPMD-Pseudocode. Der hauptsa¨chliche Unterschied zwischen Algorithmus 5 und Al-
gorithmus 13 ist der unterschiedliche Iterationsbereich der Schleife mit Index k und
der Umstand, dass Berechnungen nur an lokalen Elementen durchgefu¨hrt werden.
In Algorithmus 13 wird keine Kommunikation beno¨tigt, wenn r, c1 und c2 redun-
dant berechnet werden. Die Anzahl der Fließkommaoperationen, die fu¨r redundante
Berechnungen beno¨tigt werden, ist sehr klein gegenu¨ber der Gesamtanzahl an Be-
rechnungen in Algorithmus 13.
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Algorithmus 13 : Paralleler SPMD Pseudocode
procedure compute interactions spmd
input : O, entha¨lt pi, 1 ≤ i ≤ N
input : P¯ , entha¨lt p¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
in-/output : A¯, entha¨lt a¯ik, 1 ≤ i ≤ N, 1 ≤ k ≤ 6N
begin1
c = 6N/(P ·K)2
Aufruf von it partitionierung (Alg. 4) zur Berechnung der Interaktionsmengen3
Zy mit p
i 1 ≤ i ≤ N und α
for w = 1 to c/s do4
for y = 1 to 2d+1 − 1 do5
for each (i, j) ∈ Zy do6
r = pi − pj7
c1 = C1(r, i, j)8
c2 = C2(r, i, j)9
for k = (w − 1) · s+ 1 to w · s do10
r¯ = p¯ik − p¯jk11
γ = rT · r¯12
for each l ∈ {1, 2, 3} do13
a¯ikl = a¯
ik
l + c1 · rl · γ + c2 · r¯l14
a¯jkl = a¯
jk
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4.3. Experimente
Dieser Abschnitt entha¨lt Experimente, die die Performance der im vorhergehenden
Abschnitt beschriebenen Parallelisierungsstrategien auf Multicore-Systemen untersu-
chen.
4.3.1. Multicore-Implementierung
Die Abbildung 4.3 (links) zeigt Performancewerte in GFlop/s fu¨r ein Teilchensystem
mit N = 1000 Partikeln fu¨r verschiedene Blockla¨ngen s fu¨r 16 Cores auf den Systemen
Egypt und Barcelona (siehe Tabelle 2.1) und 8 Cores auf dem System Clovertown
fu¨r die verschiedenen parallelen Algorithmen aus den Abschnitt 4.1. Die Gro¨ße der
Felder A¯ und P¯ betra¨gt jeweils 6000 × 3000. Die Felder wurden mit dem Block-
Row-Major Ordering und einer variierenden Blockla¨nge im Bereich 10 ≤ s ≤ 300
abgespeichert. Die Bezeichnungen der Kurven sind in Tabelle 4.1 angegeben. Die Al-
gorithmen aus Abschnitten 4.1.2, 4.1.3, 4.1.4, 4.1.5 und 4.1.6 nutzen eine Zerlegung
des Simulationsraums in 4×4×4 Subvolumen entlang der x−, y− und z−Achse, was
insgesamt 64 Subvolumen ergibt. In Abbildung 4.3 (rechts) sind die Cache-Misses des
Systems Clovertown angegeben. Die Tabelle 4.3.1 fasst die ho¨chsten erreichten Perfor-
mancewerte aus der Abbildung 4.3, fu¨r die verschiedenen Systeme und Algorithmen,
zusammen.
Der Algorithmus aus Abschnitt 4.1.1 (data-blocks) erreicht seine ho¨chste Perfor-
mance auf allen Systemen bei einer Blockla¨nge von s = 20. Er erreicht auf dem
System Egypt 13,4 GFlop/s, auf dem System Barcelona 16,2 GFlop/s und die ho¨chs-
te Performance auf dem System Clovertown von 21,4 GFlop/s. Es ist zu erkennen,
dass die Performance nach dem ho¨chsten Wert bei s = 20 schnell abfa¨llt. Die hohe
Performance bei s = 20 la¨sst sich mit den Cachegro¨ßen der L2- bzw. L3-Caches auf
den Systemen erkla¨ren. Auf dem System Clovertown hat jeder Core des Systems 2MB
Cache zur Verfu¨gung (4MB Cache teilen sich 2 Cores), auf dem System Barcelona
stehen je Core 512KByte L2-Cache und 512KByte L3-Cache je Core (2MByte tei-
len sich 4 Cores) und auf dem System Egypt 512KByte L2-Cache zur Verfu¨gung. Bei
s = 20 ko¨nnen auf den Systemen nahezu die Daten eines vollsta¨ndigen Panels je Core
(jeweils von A¯ und P¯ ) in den L2- bzw. L3-Cache geladen werden. In Abbildung 4.3
(links) zeigt sich, dass die L2-Misses ab einer Blockla¨nge von 40 stark ansteigen, da
dann die Daten der Panel die jeder Core zu bearbeiten hat nicht mehr vollsta¨ndig in
den L2-Cache gehalten werden ko¨nnen. Ebenfalls zu erkennen ist ein starker Anstieg
der TLB-Misses ab einer Blockla¨nge von s = 20. Dieser ergibt aus einer Vergro¨ße-












Tabelle 4.1.: Kurvenbezeichnungen in Abbildungen 4.3 und 4.4; Die Bezeichnung ver-
weist auf den im jeweiligen Abschnitt beschriebenen Algorithmus.
Die ho¨chste Performance des Algorithmus aus Abschnitt 4.1.1 wurde nur durch
eine entsprechende Wahl der Blockla¨nge s erreicht, so dass die Daten eines Panels
jeweils von A¯ und P¯ , im Cache gehalten werden ko¨nnen. Die Menge der Daten,
die ein Panel umfasst, ist aber auch von der Gro¨ße des zu simulierenden Systems
abha¨ngig und ergibt sich jeweils zu 3N · s. Fu¨r gro¨ßere Simulation mit einer ho¨heren
Anzahl von Partikeln ist diese Strategie kaum noch mo¨glich, da dann Blockla¨nge
s immer kleiner gewa¨hlt werden muss, damit die Daten im Cache aufgenommen
werden ko¨nnen. Bei einer sehr kleinen Blockla¨ngen s erho¨ht sich sich der Aufwand
zum Beispiel dadurch, dass die Interaktionsliste ha¨ufiger geladen werden muss, was
zu zusa¨tzlichen Ladeoperationen fu¨hrt. Zu erkennen ist dies in den Diagrammen fu¨r
den Fall s = 10, obwohl hier die Daten ebenfalls im Cache gehalten werden ko¨nnen,
fu¨hrt diese Wahl der Blockla¨nge zu einer geringeren Effizienz.
Algorithmus Egypt Barcelona Clovertown
GFlops/s s GFlop/s s GFlop/s s
data-blocks 13,4 20 16,2 20 17,1 20
data-blocks-irr 19,0 200 27,4 200 21,4 250
irr-barrier 19,1 300 25,2 300 19,7 300
irr-locks 14,2 300 18,3 300 16,7 300
mixed-barrier 23,5 250 31,5 300 23,5 300
mixed-locks 21,8 200 28,7 300 23,3 300
repl-bufs 4,5 300 6,4 300 6,6 300
Tabelle 4.2.: Maximale Performance in GFlop/s und Blockla¨nge s, bei der die maxi-
male Performance erreicht wurde, der Algorithmen aus Abbildung 4.3.
Die Performance des Algorithmus aus Abschnitt 4.1.2 (data-blocks-irr) erreicht auf
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Abbildung 4.3.: Links: Performance in GFlop/s der parallelen Algorithmen fu¨r eine
Simulation mit N = 1000 Partikel fu¨r 16 Cores auf den Systemen
Egypt und Barcelona und fu¨r 8 Cores auf dem System Clovertown
fu¨r verschiedene Blockla¨ngen s. Rechts: L1-, L2-, TLB-Misses der




dem System Egypt 19 GFlop/s, auf dem System Barcelona 27,4 GFlop/s und auf dem
System Clovertown 21,4 GFlops/s. Die Performance ist gegenu¨ber dem Ausgangsal-
gorithmus aus Abschnitt 4.1.1 auf dem System Egypt um bis zu 40 Prozent, auf
dem System Barcelona um bis zu 69 Prozent und auf dem System Clovertown um
bis zu 25 Prozent ho¨her. Dies zeigt, dass die Parallelisierungsstrategie an sich nicht
verantwortlich ist fu¨r die geringere Performance des Algorithmus aus Abschnitt 4.1.1
(data-blocks), da die beiden parallelen Algorithmen eine Parallelisierung der a¨ußeren
w-Schleife nutzen. Der Unterschied zwischen beiden Algorithmen ist, dass der Algo-
rithmus aus Abschnitt 4.1.2 (data-blocks-irr) eine andere Reihenfolge der Berechnun-
gen der Interaktionen nutzt, welche versucht die ra¨umliche und zeitliche Lokalita¨t der
Interaktionsberechnungen zu erho¨hen. Die Messungen der Anzahl der L1-, L2- und
TLB-Misses aus Abbildung 4.3 (rechts) belegen dies, da die Messkurven des Algorith-
mus aus Abschnitt 4.1.2 erheblich unter denen des Algorithmus aus Abschnitt 4.1.1
liegen.
Die ho¨chste Performance des Algorithmus aus Abschnitt 4.1.3 (irr-barrier) wurde
auf dem System Barcelona mit 25,2 GFlop/s gemessen. Die korrespondierende Ver-
sion, die anstatt der Barrier-Synchronisation eine Locksynchronisation (Algorithmus
aus Abschnitt 4.1.3 irr-locks) nutzt, hat eine geringere Performance von maximal
18,3 GFlop/s auf dem System Barcelona.
Der Algorithmus aus Abschnitt 4.1.5 (mixed-barrier), der eine Kombination aus
Parallelisierung der regula¨ren w-Schleife und der irregula¨ren Interaktionsberechnung
ist, erreicht die ho¨chste Performance aller Algorithmenversionen mit 31,5 GFlop/s
auf dem System Barcelona und jeweils 23,5 GFlop/s auf den Systemen Egypt und
Clovertown. Dies ergibt eine Erho¨hung der Performance gegenu¨ber dem Ausgangsal-
gorithmus von 75 Prozent auf dem System Egypt, von 37 Prozent auf dem System
Clovertown und von 94 Prozent auf dem System Barcelona. Die Anzahl der L1- und
TLB-Misses ist vergleichbar mit denen der Strategien aus Abschnitt 4.1.3 (irr-barrier)
und aus Abschnitt 4.1.4 (irr-locks). Hauptsa¨chlich werden L2-Cache-Misses auf dem
System Clovertown reduziert. Da der L2-Cache auf diesem System ein durch Cores
gemeinsam genutzter Cache ist, deutet dies darauf hin, dass der Algorithmus aus
Abschnitt 4.1.5 den gemeinsamen Cache am effektivsten nutzt.
Der Algorithmus aus Abschnitt 4.1.6 (mixed-locks), der ebenfalls eine gemisch-
te Parallelisierung nutzt, aber Locks anstatt Barrieren verwendet, erreicht auf dem
System Egypt eine Performance von 21,8 GFlop/s, auf dem System Barcelona eine
Performance von 28,7 GFlop/s und auf dem System Clovertown 23,3 GFlop/s.
Vergleicht man den Algorithmus mit dem korrespondierenden Algorithmus, welcher
Barrieren (mixed-barrier, Algorithmus aus Abschnitt 4.1.5) verwendet, so liegt der
Algorithmus mit Locks fast immer unter der des Algorithmus mit Barrieren, was an
der feineren und damit ha¨ufigeren Synchronisation liegen kann.
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Abbildung 4.4.: Performance in GFlop/s der verschiedenen parallelen Implementie-
rungen fu¨r eine steigende Anzahl von Threads. Fu¨r den Algorithmus
aus Abschnitt 4.1.1 (data-blocks) wurde eine Blockla¨nge von s = 20
und fu¨r die Algorithmen aus den Abschnitten 4.1.2 bis 4.1.7 wurde
eine Blockla¨nge von s = 300 gewa¨hlt.
Der Algorithmus aus Abschnitt 4.1.7 hat die geringste Performance. Sie liegt auf
dem System Egypt bei 4,5 GFlop/s auf dem System Barcelona bei 6,4 GFlop/s
und auf dem System Clovertown bei 6,6 GFlop/s. In diesem Algorithmus wird fu¨r
jeden Thread ein Puffer angelegt, der die Ergebnisse der a¯ij zwischenspeichert. Der
Puffer hat die Gro¨ße 6N · s und wird zu Anfang jeder Iteration der w-Schleife mit
Null initialisiert. Am Ende jeder einzelnen Iteration der w-Schleife werden die Puffer
parallel durch alle Threads addiert. Hier liegt auch der Grund fu¨r das Performance-
verhalten des Algorithmus aus Abschnitt 4.1.7. Denn mit steigender Threadanzahl
entha¨lt der Puffer immer mehr Nullelemente, da die Interaktionen, die Elemente
berechnen sollten, durch andere Threads berechnet wurden. Dadurch entstehen mit
steigender Threadanzahl immer mehr redundante Berechnungen, die ein Skalieren
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des Algorithmus verhindern. Gleichzeitig ist dieser Puffer ein Speicherbereich, dessen
Elemente zusa¨tzlich geladen und geschrieben werden und deshalb Platz in den Caches
beanspruchen. Dies ergibt eine weniger effiziente Cache Nutzung, wie die hohen L1-,
L2- und TLB-Misses dies belegen.
Die Abbildung 4.4 zeigt die Performance der Algorithmen bei einer variierenden
Anzahl von Threads. Fu¨r den Algorithmus aus Abschnitt 4.1.1 (data-blocks) wur-
de eine Blockla¨nge von s = 20 und fu¨r die Algorithmen aus den Abschnitten 4.1.2
bis 4.1.7 wurde eine Blockla¨nge von s = 300 gewa¨hlt. Es zeigt sich, dass alle Algo-
rithmen außer der Algorithmus aus Abschnitt 4.1.7 (repl-bufs) skalieren.
Betrachtet man die Performance des Algorithmus aus Abschnitt 4.1.1 bei 16 (Egypt
und Barcelona) bzw. 8 Threads (Clovertown) gegenu¨ber einem Thread, so erha¨lt man
auf System Egypt einen Speedup von 13,4, auf den System Barcelona einen Speedup
von 13 und auf dem System Clovertown einen Speedup von 5,2.
Den ho¨chsten Speedup, gegenu¨ber der Performance des Algorithmus 4.1.1 auf einen
Thread, erreicht der Algorithmus aus Abschnitt 4.1.5 (mixed-barrier). Auf dem Sys-
tem Egypt wird ein Speedup von 20, auf dem System Barcelona ein Speedup 24 und
auf dem System Clovertown ein Speedup von 8 erreicht.
4.3.2. Distributed-Memory Implementierung
In Abbildung 4.5 (links) sind Performancewerte des Algorithmus 13 fu¨r verschiede-
ne Blockla¨ngen auf den Systemen Egypt, Barcelona und Clovertown angegeben. Fu¨r
die Messungen wurde die MPI-Implementierung mvapich2 [LCY+04] verwendet. Die
Abbildung 4.5 (rechts) zeigt die Performance des Algorithmus 13 fu¨r eine variierende
Anzahl von Threads bei einer Blockla¨nge von s = 300. Die ho¨chste Performance auf
dem System Egypt war 19,7 GFlop/s (s = 300) bei 16 Prozessen. Auf dem System
Barcelona war die ho¨chste Performance bei 16 Prozessen mit 26 GFlops/s (s = 300)
und auf dem System Clovertown wurde die ho¨chste Performance bei 8 Prozessen
mit 18 GFlop/s (s = 300) gemessen. Vergleicht man die ermittelte Performance mit
der Shared-Memory Parallelisierung aus Abschnitt 4.1.2 (Messkurven bezeichnet mit
data-blocks-irr), die die gleiche Interaktionsreihenfolge wie Algorithmus 13 benutzt,
so ergeben sich Unterschiede zwischen den Systemen. Auf dem System Egypt erreicht
die Message-Passing Implementierung eine um 3,6 Prozent ho¨here Performance. Auf
den Systemen Barcelona und Clovertown erreicht jedoch die Shared-Memory Paralle-
lisierung aus Abschnitt 4.1.2 ho¨here Performancewerte. Auf dem System Clovertown
ist die Performance der Shared-Memory Implementierung um 4 Prozent ho¨her und
auf dem System Barcelona erreicht die Shared-Memory Implementierung eine um
14 Prozent ho¨here Performance als die Message-Passing-Implementierung. Ein Grund
ko¨nnten die geteilten Caches der Systeme Barcelona und Clovertown sein. Diese las-
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sen fu¨r die Shared-Memory Implementierung auf beiden Systemen eine gemeinsame
Nutzung von Daten in Caches zu, die bei der Message-Passing Implementierung re-
pliziert vorliegen und deshalb nicht in den gemeinsamen Caches zwischengespeichert
werden ko¨nnen. So ko¨nnen bei der Shared-Memory Implementierung die Interaktions-


































Abbildung 4.5.: Links: Performance des Algorithmus 13 in GFlop/s fu¨r 16 Prozesse
auf den Systemen Egypt und Barcelona und fu¨r 8 Prozesse auf dem
System Clovertown in Abha¨ngigkeit der Blockla¨nge s. Rechts: Per-
formance des Algorithmus 13 in GFlops/s fu¨r eine Blockla¨nge von
s = 300 und eine variierende Anzahl von Prozesse auf den Systemen
aus Tabelle 2.1 .
4.4. Zusammenfassung
In diesem Kapitel wurden verschiedene Parallelisierungsstrategien des regula¨ren-irre-
gula¨ren Berechnungsmusters vorgestellt und bezu¨glich ihrer effizienten Ausfu¨hrung
auf Multicore-Systemen betrachtet. Dabei ergibt sich, dass fu¨r das regula¨r-irregula¨re
Berechnungsmuster die Parallelisierungsstrategie, die sowohl irregula¨re Schleifenan-
teile als auch regula¨re Schleifenanteile parallelisiert, die ho¨chste Performance erreicht.
Die Performance war auf dem System Egypt um bis zu 23 Prozent ho¨her als die beste
Strategie, die eine Parallelisierung der regula¨ren Berechnungen nutzt. Der Gewinn der
gemischten Parallelisierung gegenu¨ber der besten irregula¨ren Parallelisierungsstrate-
gie betrug bis zu 25 Prozent (Barcelona). Es zeigt sich fu¨r den regula¨re-irregula¨re
Schleifenkomplex, dass ein Erlangen hoher paralleler Performance nur durch eine
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hohe Lokalita¨t der Berechnungen zu erreichen ist. Diese wurde durch eine gea¨nder-
te Interaktionsreihenfolge in Kombination mit Blocking der regula¨ren Berechnungen
und dem Block-Row-Major Ordering erreicht.
Wichtig fu¨r die Effizienz der Berechnungen ist die Granularita¨t der Synchronisati-
on. Bei zu feingranularer Synchronisation kann die Performance insbesondere bei der
parallelen Berechnung von irregula¨ren Schleifenanteilen verringert werden. Dies war
bei der Benutzung von Locks der Fall. Die vorgestellte Barrier-Synchronisationmethode
erreicht eine ho¨here Performance.
Das gewa¨hlte Programmiermodell hat ebenfalls einen Einfluss auf die Performance
der betrachteten Berechnungen. Hier konnte das Shared-Memory Modell eine ho¨he-
re Performance erreichen als das Distributed-Memory Modell mit Message-Passing.
Beim Message-Passing existieren gewisse Daten dupliziert vor, wa¨hrend beim Shared-
Memory Programmiermodell diese Daten gemeinsam genutzt werden ko¨nnen und in
gemeinsamen Caches genutzt werden ko¨nnen.
Vergleicht die Parallelisierungsstrategie mit der ho¨chsten Performance (mixed-
barrier) und den Ausgangsalgorithmus, so ergibt sich eine um bis 94 Prozent ho¨here
Performance. Dies zeigt deutlich, wie wichtig es ist Algorithmen fu¨r Multicore Sys-
teme bezu¨glich der Cache Nutzung zu optimieren, wenn moderne Multicore Systeme
effizient ausgenutzt werden sollen.
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irregula¨ren Berechnung
Inhalt dieses Abschnitts sind Parallelisierungsstrategien fu¨r rein irregula¨re Schleifen-
komplexe auf Multicore-Rechnern. Ein Beispiel ist die parallele Kraftberechnung von
Partikeln einer Vielteilchensimulation mit kurzreichweitigen Kra¨ften auf Multicore-
Prozessoren. Die Berechnung der Kra¨fte der Partikel Pi, 1 ≤ i ≤ N , ist in der Beispie-
lapplikation aus Abschnitt 3.2 als Berechnung der Referenz-Trajektorie (Programm-
teil i) bezeichnet, siehe Abbildung 3.1. Diese Art der Kraftberechnung ist in vielen
wichtigen Programmen zur Teilchensimulation zu finden, wie z.B. Amber [C+05],
Gromos [GBEA+96] und Charmm [BBO+83]. In der Beispielapplikation ist der Lauf-
zeitanteil der Kraftberechnung (Algorithmus 14) kleiner als der von Algorithmus 1
(Tangentialraumdynamik). In den oben genannten Programmen kann er jedoch den
Hauptteil der Laufzeit ausmachen.
5.1. Kraftberechnung
Algorithmus 14 zeigt den Schleifenkomplex, der die Kraftberechnung durchfu¨hrt.
Grundlage fu¨r die Kraftberechnung in Algorithmus 14 sind die Partikelpositionen
pi ∈ R3 mit 1 ≤ i ≤ N und die Interaktionslisten. Als Resultat werden die Kraft-
vektoren ai ∈ R3 berechnet. Die Schleife in Zeile 2 von Algorithmus 14 iteriert u¨ber
die Partikel. Die Schleife von Zeile 3 berechnet fu¨r jedes Partikel Pj in der Interak-
tionsliste des Partikels Pi die Interaktion zwischen Pi und Pj durch den Aufruf von
do_interaction() in Algorithmus 15.
Algorithmus 15 berechnet den Abstandsvektor r zwischen Pi und Pj mit Hilfe der
Positionsvektoren pi und pj in Zeile 2 und passt diesen Abstand in Zeile 3 fu¨r zykli-
sche Simulationsvolumen an. Nach der Abfrage, ob die La¨nge von r kleiner als der
cutoff-Radius rcut ist, wird die Kraft zwischen Pi und Pj durch eine Funktion com-
pute_force (Zeile 5) berechnet. Diese benutzt hauptsa¨chlich den Abstandsvektor r,
um die Kraft tforce ∈ R3 entsprechend des Lennard-Jones Potentials durch Verknu¨p-
fung von r mit zwei weiteren skalaren Konstanten zu berechnen. Die Zeilen 6 und 7
berechnen die Kraftvektoren ai und aj durch Addition bzw. Subtraktion von tforce.
Da die Elemente der Interaktionslisten erst zur Laufzeit feststehen und stark von
den Eingabedaten abha¨ngig sind, bezeichnet man Algorithmus 14 als irregula¨r. Al-
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gorithmus 14 unterscheidet sich in seiner Struktur von Algorithmus 1, der ebenfalls
irregula¨re Berechnungen entha¨lt, dadurch, dass die innere k-Schleife fehlt und nur
wenige Daten miteinander verknu¨pft werden.
Algorithmus 14 : Kraftberechnung aller Partikel
procedure compute force
input : O, entha¨lt pi, 1 ≤ i ≤ N
in-/output : Y , entha¨lt ai, 1 ≤ i ≤ N
begin1
for i = 1 to N do2
foreach j ∈ interaction list(i) do3




Algorithmus 15 : Kraftberechnung zwischen Pi und Pj
procedure do_interaction
input : (i, j)
input : O, entha¨lt pi, 1 ≤ i ≤ N
in-/output : Y , entha¨lt ai, 1 ≤ i ≤ N
begin1
r = pi − pj /* Abstandsvektor zwischen Pi und Pj */2
Anpassung von r fu¨r zyklisches Simulationsvolumen3
if |r| < rcut then4
tforce =compute force(Pi, Pj , r)5
ai = ai + tforce /* Kraftzuwachs Pi */6




Fu¨r die Parallelisierung von Algorithmus 14 kann ein a¨hnliches Vorgehen wie in Al-
gorithmus 8, Abschnitt 4.1.3 verwendet werden. Dieser Algorithmus wurde bei der
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regula¨r-irregula¨ren Interaktionsberechnung genutzt, um die irregula¨ren Berechnun-
gen zu parallelisieren. Da sich in Algorithmus 14 ebenfalls eine irregula¨re Schleife
befindet, kann Algorithmus 8 als Algorithmus verwendet werden, wenn man den Pa-
rameter w entfernt und in Zeile 4 von Algorithmus 8 anstelle des Algorithmus 9 den
neuen Algorithmus 16 aufruft.
Algorithmus 16 : Berechnung der Interaktionen in der Menge Suv
procedure calc_suv
input : Suv Element der Interaktionsmatrix Σ
input : O, entha¨lt pi, 1 ≤ i ≤ N
in-/output : Y , entha¨lt ai, 1 ≤ i ≤ N
begin1
foreach (i, j) ∈ Suv do2
do interaction((i, j), O, Y )3
end4
end5
Die Berechnung der Interaktionsmatrix Σ kann nach oder in Verbindung mit der
Berechnung der Interaktionslisten erfolgen. Die Interaktionsmatrix bleibt mehrere
Zeitschritte unvera¨ndert und zwar solange, wie die Interaktionslisten nicht neu be-
rechnet werden. Fu¨r die Berechnung von Σ wird der Simulationsraum in n = n1×n2×
n3 Subvolumen geteilt und entsprechend des Z-Morton Orderings nummeriert. An-
schließend werden die Partikel den Subvolumen zugeordnet in denen sie sich befinden.
Durch die Einordnung entstehen Partikelmengen Bu, 1 ≤ u ≤ n. Als Abspeicherungs-
format werden die Partikeldaten pi und ai, 1 ≤ i ≤ N , nach dem Z-Morton Wert
ihres Subvolumens, in dem sie sich befinden, sortiert.
Die Sortierung der Partikeldaten wird durch eine OpenMP-Implementierung eines
parallelen Radix-Sort Verfahrens [ZB91] realisiert. Die Sortierung der Partikeldaten
erfolgt zur Erho¨hung der ra¨umlichen Lokalita¨t der Berechnungen. Wird eine Inter-
aktionsmenge Suv berechnet, so beschra¨nkt sich der Zugriff durch die Sortierung in-
nerhalb der Berechnung nur auf Speicherbereiche der Partikeldaten von Subvolumen
u und Subvolumen v. Wa¨ren die Daten nicht sortiert, so wu¨rde bei der Berechnung
der Suv gestreut u¨ber den ganzen Speicherbereich der Partikeldaten zugegriffen. Da-
durch, dass die Partikeldaten und die Partikel sortiert werden, haben die Elemente
einer Partikelmenge Bu aufsteigende Indizes mit Abstand eins, d.h. die Partikelmenge
Bv entha¨lt alle Partikelindizes first(Bu), . . . , first(Bu) + |Bu| − 1, dabei bezeichnet
first(Bu) den kleinsten Partikelindex in Bu.
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5.3. Optimierung der Berechnung der Partikelinteraktionen
Die Menge an Daten, die alle Interaktionsmengen Suv, 1 ≤ u, v ≤ n, beno¨tigen, ist
typischerweise wesentlich gro¨ßer als die Menge der Partikeldaten selbst. Die Menge
an Daten zur Speicherung der Interaktionsmengen Suv kann um den Faktor 5 bis
50 ho¨her liegen als die Menge der Partikeldaten. Das Verha¨ltnis von Partikeldaten
zur Menge der Daten der Interaktionslisten ha¨ngt von der Gro¨ße des Simulations-
volumens und dem cutoff-Radius rcut ab. Typischerweise mo¨chte man Simulationen
mit einer großen Anzahl an Partikeln durchfu¨hren. Dabei ha¨ngt die Menge an Par-
tikeln, die simuliert werden ko¨nnen, vom Speicherplatz ab. Dieser wird wiederum,
fu¨r Simulationen von Partikeln mit kurzreichweitigen Kra¨ften, von der Gro¨ße der
Interaktionslisten maßgeblich bestimmt.
Die Daten der Interaktionslisten mu¨ssen fu¨r die Kraftberechnung in Algorithmus 14
geladen werden und werden innerhalb dieses Algorithmus nicht wiederverwendet,
wa¨hrend die Partikeldaten wiederverwendet werden ko¨nnen. Nachfolgende Abschnit-
te betrachten Mo¨glichkeiten, die Daten, die die Interaktionsmengen beno¨tigen, zu re-
duzieren, um den fu¨r die Interaktionsmengen beno¨tigten Speicherplatz zu reduzieren
und damit die Anzahl der zu ladenden Teile der Interaktionsmengen zu verkleinern.
5.3.1. Redundante Interaktionsberechnung
Die im Folgenden vorgestellte Methode nutzt die Mengen Bu und Bv, um die In-
teraktionsmenge Suv darzustellen. Bu entha¨lt die Partikel des Subvolumens u und
Bv entha¨lt die Partikel des Subvolumens v. Die Anzahl der Interaktionen in Suv ist
typischerweise kleiner als die Anzahl der Interaktionen, die entstehen wu¨rde, wenn
jedes Partikel in Bu mit jedem Partikel in Bv interagieren wu¨rde. Dies liegt daran,
dass je nach Gro¨ße der Subvolumen, die Bu bzw. Bv zugeordnet sind, Partikel in Bu
existieren, die einen zu großen Abstand zu Partikeln in Bv haben, um miteinander
zu interagieren. Entha¨lt die Menge Suv sehr viele Interaktionen im Vergleich zur An-
zahl der Elemente der Mengen Bu und Bv, kann man Suv auch so darstellen, dass
man jeden Partikel aus Bu mit jedem Partikel aus Bv interagieren la¨sst und vor Be-
rechnung der Interaktion u¨berpru¨ft, ob die Interaktion zula¨ssig ist. Dieses Vorgehen
zur Berechnung von Suv durch Bu und Bv ist in Algorithmus 17 dargestellt, welcher
Algorithmus 16 ersetzen kann.
In Algorithmus 17 wird in Zeile 2 abgefragt, ob die Mengen Bu und Bv ungleich
sind. Sind die Mengen verschieden, so wird in der Schleife von Zeile 3 u¨ber alle Partikel
von Bu und in der Schleife von Zeile 4 u¨ber alle Partikel von Bv iteriert. Sind Bu
und Bv gleich, so iteriert die a¨ußere Schleife (Zeile 9) u¨ber alle Partikel in Bu. Die
innere Schleife von Zeile 10 iteriert nur u¨ber solche Partikel in Bv, die in der a¨ußeren
Schleife noch nicht betrachtet wurden, damit in der Partikelmenge Bu Interaktionen
nicht doppelt betrachtet werden.
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Algorithmus 17 : Berechnung der Interaktionen in der Menge Suv mit Redun-
danz
Procedure calc_suv_compressed
input : O, entha¨lt pi, 1 ≤ i ≤ N
in-/output : Y , entha¨lt ai, 1 ≤ i ≤ N
input : Suv, Element der Interaktionsmatrix Σ
begin1
if u 6= v then2
for g1 = 0 to |Bu| − 1 do3
for g2 = 0 to |Bv| − 1 do4




for g1 = 0 to |Bu| − 1 do9
for g2 = g1 + 1 to |Bv| − 1 do10




Zeile 5 bzw. Zeile 11 fu¨hrt die Berechnung der Interaktion aus. Dabei wird mit
Indexvariablen g1 bzw. g2 das jeweilige Partikel der Partikelmenge Bu bzw. Bv aus-
gewa¨hlt. Aufgrund der Sortierung der Partikeldaten, haben die Elemente in Bu auf-
steigende Indizes. Um die Elemente in Bu bzw. Bv zu bestimmen, wird der Index des
ersten Partikels first(Bu) von Bu bzw. der Index des ersten Partikels first(Bv) von
Bv genutzt. Durch Addition von g1 mit first(Bu) bzw. durch Addition von g2 mit
first(Bv) werden die Elemente von Bu bzw. Bv bestimmt.
Dabei kann es passieren, dass Interaktionen betrachtet werden, die in der Menge
Suv urspru¨nglich nicht vorhanden waren. Diese redundanten Interaktionen mu¨ssen
herausgefiltert werden. Das Filtern der zu viel betrachteten Interaktionen geschieht
in Zeile 4 von Algorithmus 15. Hier wird u¨berpru¨ft, ob der Abstand zwischen den
Partikeln kleiner als der cutoff-Radius rcut ist. Fu¨r eine Interaktion, die nicht in Suv
enthalten ist, aber durch Algorithmus 17 trotzdem betrachtet wird, ist der Abstand
der Partikel gro¨ßer als rcut. Damit wird fu¨r diese Interaktion keine weitere Berechnung
durchgefu¨hrt.
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Analyse redundanter Interaktionsberechnungen
Die Anzahl betrachteter Interaktionen in Algorithmus 17 zwischen den Mengen von
Partikeln in Bu und Bv ist:
Ifull =
{ |Bu| · (|Bu| − 1)/2 fu¨r u = v
|Bu| · |Bv| sonst (5.1)
Der erste Fall von Formel 5.1 erfasst die Interaktionen von Partikeln einer Parti-
kelmenge Bu und der zweite Fall erfasst Interaktionen zwischen Partikeln zweier
verschiedener Partikelmengen Bu und Bv. Der Wert Ifull bezeichnet die maximal
mo¨gliche Anzahl der Interaktionen zwischen Partikeln in Bu und Bv. Damit ist die
Anzahl von redundanten Interaktionen Ired:
Ired = Ifull − |Suv| (5.2)
Die Anzahl an Daten, die durch das Laden der Interaktionsliste in Algorithmus 16
geladen wird, betra¨gt:
Mfull = |Suv| · 8Byte. (5.3)
Dabei wird davon ausgegangen, dass die Interaktionspartner durch zwei Integerwerte
repra¨sentiert werden. Die Daten, die fu¨r die Bestimmung der Partikelmengen in Al-
gorithmus 17 geladen werden, betragen fu¨r die Integerwerte first(Bu) und first(Bv)
jeweils 4 Byte und fu¨r die Anzahl (|Bu| bzw. |Bv|) der Elemente in Bu bzw. Bv
auch jeweils 4 Byte. Damit beno¨tigt Algorithmus 17 also 16 Byte zur Verwaltung der
Interaktionsliste.
Eine Minderung der Anzahl der geladenen Daten zur Verwaltung der Interaktions-
liste durch Algorithmus 17 ergibt sich wenn 16 < Mfull erfu¨llt ist. Redundante Inter-
aktionen werden herausgefiltert. Die Berechnung des Kriteriums zum Herausfiltern
(Zeile 2 bis 4 von Algorithmus 15) beno¨tigt zusa¨tzliche Operationen. Die zusa¨tzlichen
Operationen ko¨nnen zu einer Erho¨hung der Laufzeit von Algorithmus 17 gegenu¨ber
Algorithmus 16 fu¨hren. Beispielsweise ergab eine Laufzeitmessung auf dem System
Clovertown mit N = 100000 Partikeln und mit einer Zerlegung des Simulationsvo-
lumens in 16× 16× 16 Subvolumen auf einem Core eine Erho¨hung der Laufzeit um
den Faktor 3,5, wenn Algorithmus 17 anstelle von Algorithmus 16 genutzt wird. Die
Anzahl der zusa¨tzlichen Operationen ist um so ho¨her, je kleiner das Verha¨ltnis
 = |Suv|/Ifull (5.4)
ist. Der Wert  bezeichnet das Verha¨ltnis von tatsa¨chlichen zu maximal mo¨glichen
Interaktionen zweier Partikelmengen, die durch die Menge Suv berechnet werden.
Der Wert 1 −  bezeichnet den Anteil der Interaktionen, die in Algorithmus 17 als
zusa¨tzliche Interaktionen herausgefiltert werden.
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Hybride Berechnung der Interaktionsmengen
Eine Mo¨glichkeit, die Anzahl der zusa¨tzlichen Berechnungen zu verkleinern, ist, nicht
alle Interaktionsmengen Suv durch Algorithmus 17 zu berechnen, sondern nur sol-
che Mengen Suv durch Algorithmus 17 berechnen zu lassen, fu¨r die der Wert  u¨ber
einer Grenze 0 liegt. D.h. nur solche Interaktionsmengen Suv werden durch Algo-
rithmus 17 berechnet, deren Anteil an zusa¨tzlichen Operationen eine gewisse Grenze
nicht u¨berschreitet. Dieses Vorgehen ist in Algorithmus 18 angegeben. Der Algorith-
mus 18 berechnet  und berechnet fu¨r den Fall, dass  kleiner 0 ist die Interaktionen
in Suv mit Algorithmus 16. Andernfalls wird Algorithmus 17 genutzt. Der Parameter
0 muss so gewa¨hlt werden, dass man zum einen eine Einsparung von Ladeoperatio-
nen durch Algorithmus 17 hat. Zum anderen darf man aber nicht so viele zusa¨tzliche
Berechnungen haben, dass der Gewinn durch weniger Ladeoperationen verloren geht.
Algorithmus 18 : Berechnung der Interaktionen der Menge Suv
Procedure force_calculation_hybrid
input : O, entha¨lt pi, 1 ≤ i ≤ N
in-/output : Y , entha¨lt ai, 1 ≤ i ≤ N
input : Suv, Element der Interaktionsmatrix Σ
begin1
if u = v then2
 = |Suv ||Bu|·(|Bu|−1)/23
else4
 = |Suv ||Bu|·|Bv |5
end6
if  < 0 then7
calc suv(Suv, O, Y ) ; /* Aufruf Algorithmus 16 */8
else9
calc suv compressed(Suv, O, Y ) ; /* Aufruf Algorithmus 17 */10
end11
end12
Algorithmus 18 nutzt aus, dass Interaktionsmengen Suv existieren ko¨nnen, die im
Verha¨ltnis zur Anzahl der Partikel in den Partikelmengen Bu und Bv viele Interak-
tionen enthalten. Das bedeutet, dass fu¨r die Menge Suv ein hoher Wert von  vorliegt.
Die Ha¨ufigkeit des Auftretens von solchen “dichten” Interaktionsmengen ist abha¨ngig
vom cutoff-Radius rcut, der Gro¨ße des Simulationsvolumens, der Anzahl der Partikel
und der Aufteilung des Simulationsraumes in Subvolumen. Je kleiner man die Auf-
teilung der Subvolumen wa¨hlt, desto mehr Interaktionsmengen existieren. Ignoriert
man leere Interaktionsmengen Suv, so steigt die Anzahl dichter Interaktionsmengen
mit der Verkleinerung der Subvolumen, wie es Abbildung 5.1 verdeutlicht.
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Abbildung 5.1 zeigt die Verteilung des Wertes  fu¨r drei verschiedene Aufteilungen
des Simulationsvolumens in 8 × 8 × 8, 16 × 16 × 16 und 32 × 32 × 32 Subvolumen.
In Abbildung 5.1 ist das Intervall 0 ≤  ≤ 1 in 100 Teilintervalle geteilt. Fu¨r jede
Interaktionsmenge Suv mit |Suv| > 0 wurde der Wert  bestimmt und in das ent-
sprechende Teilintervall eingeordnet. Jeder Messpunkt aus Abbildung 5.1 zeigt die
Anzahl der Mengen Suv, die in das Intervall eingeordnet wurden, geteilt durch die
Gesamtanzahl der Mengen Suv, fu¨r die gilt |Suv| > 0 gilt. Fu¨r die Abbildung wurden
N = 100000 Partikel in einem Simulationsvolumen (Wu¨rfel) mit einem Verha¨ltnis von
Kantenla¨nge zu cutoff-Radius von 1 zu 18,8 verwendet. Diese Parameterverha¨ltnisse
entsprechen typischen Werten, siehe z.B. in [RRSY06].
Deutlich zu erkennen ist, dass fu¨r die Volumenaufteilung 8×8×8 eine Ha¨ufung der
Interaktionsmengen Suv bei sehr kleinen  stattfindet. Bei einer Volumenaufteilung
von 16× 16× 16 verschiebt sich die Ha¨ufung weiter in Richtung zur 1 und bei 32×
32× 32 sind Zahlen u¨ber alle Werte  verteilt. Da die redundanten Berechnungen in
Algorithmus 18 mit sinkendem  steigen, ist in Algorithmus 18 mit einer Abha¨ngigkeit
der Laufzeit von der Volumenaufteilung zu rechnen. Das heißt, bei fest vorgegebenem
 wird erst dann ein Effekt in der Ausfu¨hrungszeit in Algorithmus 18 im Vergleich
zu 16 auftreten, wenn die Volumenaufteilung so gewa¨hlt wurde, dass 0 ≥  gilt und
der Algorithmus 17 fu¨r die Berechnung der Suv genutzt wird.
5.3.2. Redundante Interaktionslisten mit Verfeinerung
Der Algorithmus 19 ist eine weitere Mo¨glichkeit, die Interaktionen einer Menge Suv
zu berechnen. Ziel des Algorithmus ist es, weniger Elemente in der Interaktionsmenge
Suv zu beno¨tigen, indem eine gewisse Anzahl an Interaktionen nur auf Grundlage der
Reihenfolge der Partikel in der Partikelmenge Bu, 1 ≤ u ≤ n (n = n1 × n2 × n3),
berechnet werden. Die bisherigen Algorithmen trafen keine Annahme dafu¨r, wie die
Partikel in den Mengen Bu angeordnet sind. Algorithmus 19 teilt sich in zwei Bereiche
auf:
1. Die Berechnung von Interaktionen anhand der Reihenfolge der Partikel in der
Partikelmenge Bu ohne auf die Interaktionsliste zuzugreifen, wenn u = v gilt.
Diese Berechnung erfolgt in Zeilen 3 bis 5 in Algorithmus 19.
2. Die Berechnung der Interaktionen mit Hilfe der Interaktionsliste Suv in Zeile 9
von Algorithmus 19, wobei die Interaktionen die im ersten Schritt berechnet
werden bei der Berechnung der Interaktionsliste entfernt werden, damit sie nicht
doppelt berechnet werden.
Fu¨r den ersten Schritt in Algorithmus 19 wird jedes Subvolumen nochmals in
n¯S1 × n¯S2 × n¯S3 Subvolumen verfeinert und die Partikel werden in die verfeinerten
Subvolumen eingeordnet. Die verfeinerten Subvolumen werden in eine Z-Morton-
Reihenfolge gebracht und die Partikel entsprechend der verfeinerten Subvolumen
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Abbildung 5.1.: Verteilung des Verha¨ltnisses  aus Anzahl der Interaktionen in den
Interaktionsmengen Suv geteilt durch die maximal mo¨gliche Anzahl
von Interaktionen. Fu¨r die Berechnung der Verteilung wurde der Be-
reich 0 ≤  ≤ 1 in 100 Teilintervalle aufgeteilt. Fu¨r jede Menge Suv
wurde der Wert von  bestimmt und in das Teilintervall eingeordnet.
Die Kurven zeigen die Anzahl von Elementen im Teilintervall geteilt
durch der Gesamtanzahl der Mengen Suv. Dargestellt sind Verteilun-
gen fu¨r verschiedene Aufteilungen des Simulationsvolumens 8×8×8,
16× 16× 16 und 32× 32× 32.
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sortiert. Diese verfeinerte Zerlegung wird entsprechend des Z-Morton Orderings num-
meriert und die Partikel entsprechend des Z-Morton Orderings der verfeinerten Sub-
volumen, in denen sie sich befinden sortiert. Die Partikeldaten, wie Positionsvektoren
pi und Kraftvektoren ai, werden bei der Sortierung ebenfalls in die Reihenfolge der
Partikel gebracht. Dieser Schritt erfolgt vor der Berechnung der Interaktionslisten
und nach der Einordnung der Partikel in Interaktionsmengen Bu.
Durch die Ordnung der Partikel innerhalb einer Partikelmenge Bu entsprechend des
Z-Morton Orderings sind Partikel, die sich im Subvolumen ra¨umlich nahe beieinander
befinden, auch bzgl. der Ordnung in der Menge Bu nahe. Das heißt, wenn Partikel
Pi in Bu das x-te Element ist und Pj in Bu das y-te Element, so ist der Abstand
|x−y| umso kleiner, je na¨her sich die beiden Partikel im Subvolumen sind. Dies nutzt
Algorithmus 19 aus, indem alle Interaktionen eines Partikels Pi mit allen Partikel
Pj , mit j = i + 1, . . . , i + lz berechnet werden, ohne dass auf die Interaktionsliste
zugegriffen wird. Der Parameter lz bezeichnet den Abstand bezu¨glich der Ordnung
der Partikel in der Menge Bu, den die Partikel haben du¨rfen, damit sie mit Partikel Pj
interagieren. Damit die Interaktionen in Zeile 9 von Algorithmus 19 nicht nochmals
berechnet werden, du¨rfen die Interaktion, die in Zeilen 3 bis 5 berechnet werden
nicht in die Interaktionslisten aufgenommen werden. Entweder dies wird beim Aufbau
der Interaktionsliste beru¨cksichtigt oder durch einen zweiten Filterschritt, der nach
der Berechnung der Interaktionsliste durchgefu¨hrt wird. Eine Interaktion zwischen
zwei Partikeln wird dann nicht aufgenommen bzw. herausgefiltert, wenn diese sich
im selben Subvolumen Bu befinden und der Abstand bezu¨glich der Ordnung in Bu
kleiner gleich lz ist.
Fu¨r die Berechnung der Interaktionen entsprechend 1) iteriert die Schleife von
Zeile 3 von 0 bis |Bu| − 1. Die Summe aus der Za¨hlvariable g1 und dem kleinsten
Partikelindex first(Bu) bildet den Partikelindex des ersten Interaktionspartner beim
Aufruf von Zeile 5. Die Schleife von Zeile 4 iteriert von g1 + 1 bis g1 + lz bzw. bis
|Bu − 1|, wenn g1 + lz gro¨ßer als die Anzahl der Partikel in Bu wa¨re. Der Wert
g2 + first(Bu) bildet den zweiten Interaktionspartner beim Aufruf der Funktion zur
Berechnung der Interaktion in Zeile 5.
In Algorithmus 19 ist die Notwendigkeit, der Verfeinerung des Subvolumens nicht
direkt zu erkennen. Fu¨hrt man jedoch keine Verfeinerung und Sortierung entspre-
chend der Verfeinerung durch, kann es passieren, dass aufeinanderfolgende Partikel
zu weit von einander entfernt sind und normalerweise keine Interaktion zwischen
ihnen berechnet werden. Algorithmus 19 wu¨rde dann die Interaktionen trotzdem be-
trachten, wobei Algorithmus 15 die zu viel betrachteten Interaktion herausfiltern
wu¨rde.
5.3.3. Variable Codierung der Interaktionsliste
Eine Mo¨glichkeit, den Speicherplatz der Interaktionslisten Suv zu verkleinern, ist, die
Partner eines Partikels Pi in Form einer Folge von Differenzen zu speichern (Del-
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Algorithmus 19 : Berechnung der Interaktionen in den Menge Suv mit Verfei-
nerung der Subvolumen
Procedure calc_suv_subrefinement
input : S¯uv Element Interaktionsmatrix der Interaktionsmatrix Σ, wobei
Iteraktionen herausgefiltert wurden
input : O, entha¨lt pi, 1 ≤ i ≤ N
in-/output : Y , entha¨lt ai, 1 ≤ i ≤ N
begin1
if u = v then2
for g1 = 0 to |Bu| − 1 do3
for g2 = g1 + 1 to min(g1 + lz, |Bu| − 1) do4




force_calculation (Suv, O, Y )9
end10
ta Codierung, siehe [Say03]). Die einzelnen Elemente der Differenzenfolge ko¨nnen
sehr kleine Werte annehmen, die sich mit Datentypen mit einem kleineren Wertebe-
reich abspeichern lassen. Durch die Verwendung von Datentypen mit einem kleineren
Wertebereich la¨sst sich Speicherplatz gegenu¨ber dem Integerdatentyp Speicherplatz
sparen.
Zur Bildung der Differenzenfolge der Interaktionsliste eines Partikels Pi werden alle
Interaktionspartner Pj , j ∈ interactions list(i) aufsteigend geordnet und anschlie-
ßend die Differenzen zum Vorga¨nger in der sortierten Folge gebildet. Das erste Ele-
ment der sortierten Folge hat keinen Vorga¨nger und bleibt erhalten. In Abbildung 5.2
ist ein Beispiel fu¨r die Sortierung und die anschließende Bildung der Differenzenfolge
gegeben.
Jedes Element x der Differenzenfolge wird durch eine variable Anzahl von 1 bis
5 Bytes gespeichert, je nachdem wieviele Bits der Wert x beno¨tigt (siehe [MRS08]).
Hierfu¨r wird die Bitrepra¨sentation
x31, . . . , x0
des Elements x der Differenzenfolge in fu¨nf Abschnitte x¯r, 1 ≤ r ≤ 5, von 7 Bit
aufgeteilt. Jedes einzelne x¯r, 1 ≤ i ≤ 4 entha¨lt die Bits x7r−1, . . . , x7(r−1) von x und
der Abschnitt x¯5 entha¨lt die Bit x31, . . . , x28. Es werden nicht alle Abschnitte x¯r
abgespeichert. Fu¨r die variable Codierung wird das gro¨ßte q, 1 ≤ q ≤ 5, bestimmt,
fu¨r das der Abschnitt x¯q nicht komplett aus Nullen besteht. Alle Abschnitte x¯w, mit
q < w ≤ 5 werden nicht gespeichert, da sie die ho¨chstwertigen Bits enthalten, die
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Abbildung 5.2.: Bildung einer Differenzenfolge durch zwei Schritte: Erstens Sortie-
rung und zweitens Differenzbildung.
komplette aus Nullen bestehen. Die variable Repra¨sentation von x wird wie folgt
abgespeichert: Alle x¯r, 1 ≤ r ≤ q nutzen 7 Bit und werden in einem Byte mit 8 Bit
abgespeichert. Das zusa¨tzliche 8-te Bit hat eine Sonderbedeutung als Stoppbit. Es
kennzeichnet in einer Folge solcher variabel abgespeicherter Zahlen die Bytes, die zu
einen Wert x geho¨ren. Dafu¨r wird das Stoppbit fu¨r alle Abschnitte e, 1 ≤ e < q auf
eins gesetzt, nur beim ho¨chstwertigen Abschnitt x¯q bleibt das zusa¨tzliche Stoppbit
auf Null. Werden die Bytes der Abschnitte x¯1, . . . , x¯q nacheinander abgespeichert, so
la¨sst sich beim Lesen von x¯q erkennen, dass es das letzte Element einer Folge ist, da
das Stoppbit nicht gesetzt ist.
Die so als Differenzenfolge von Elementen mit variabler Byteanzahl abgespeicherte
Interaktionsliste eines Partikels Pi muss bei der Kraftberechnung wieder zuru¨ckge-
wandelt werden. Hierfu¨r werden die Bytes der Bytefolge, die alle Interaktionspartner
kodiert nacheinander gelesen. Wird ein Byte mit zusa¨tzlich gesetzten Stoppbit gele-
sen, so werden alle zuvor gelesen Bytes inklusive des Bytes mit gesetztem Stoppbit
genutzt um den Wert x der Differenzenfolge zu rekonstruieren. Um nun den Interakti-
onspartner zu berechnen, muss der Differenzwert mit dem vorherigen, schon gelesenen
Interaktionspartner, addiert werden. Zu Anfang wird der erste Interaktionspartner,
der nicht als Differenzwert abgespeichert wurde, genutzt.
Mit dieser Darstellung der Interaktionsliste eines Partikels, la¨sst sich Speicherplatz
sparen, wenn die einzelnen Werte der Differenzenfolge klein sind und somit wenige
Bytes oder im besten Fall nur ein Byte beno¨tigen. Dadurch, dass die Partikel in den
Partikelmengen Bu nacheinander einsortiert sind, das heißt nacheinander numme-
riert sind, steigt die Wahrscheinlichkeit, dass kleine Absta¨nde in der Differenzenfolge
auftreten, wenn Bu wenige Elemente hat. Hat die Menge Bu weniger als 127 Elemen-
te, so lassen sich alle Interaktionspartner eines Partikels jeweils mit nur einem Byte
abspeichern.
79
5. Shared-Memory Parallelisierung einer rein irregula¨ren Berechnung
5.4. Laufzeitexperimente
Abbildung 5.3 (links) zeigt Laufzeitwerte des parallelen Algorithmus aus Abschnitt 5.2
mit dem Algorithmus 16 zur Berechnung der Interaktionen fu¨r die Interaktionsmenge
Suv fu¨r eine steigende Anzahl von Cores auf den Multicore-Systemen aus Tabelle 2.1.
Abbildung 5.3 (rechts) zeigt den Laufzeitgewinn gegenu¨ber einem Core (Speedup) fu¨r
die verschiedenen Multicore-Systeme. Die Werte aus beiden Abbildungen sind in Ta-
belle 5.4 aufgefu¨hrt. Die Messungen wurden mit einer Partikelanzahl von N = 100000
durchgefu¨hrt. Auf allen drei Systemen skaliert der parallele Algorithmus zur Kraft-
berechnung. Auf dem System Clovertown wird ein Speedup von 7,6, auf dem System
Egypt ein Speedup von 11,1 und auf dem System Barcelona ein Speedup von 12,6
erreicht. Dies zeigt, dass der parallele Algorithmus aus Abschnitt 5.2 mit dem Algo-
rithmus 16 zur Berechnung der Interaktionsmengen skaliert.
Anzahl Egypt Barcelona Clovertown
Cores
1 1.076 (1) 1.038 (1) 0.976 (1)
4 0.280 (3,8) 0.271 (3,8) 0.263 (3,7)
8 0.139 (7,7) 0.134 (7,7) 0.127 (7,6)
16 0.096 (11.1) 0.084 (12.6) - -
Tabelle 5.1.: Laufzeit in Sekunden des parallelen Algorithmus zur Kraftberechnung
aus Abschnitt 5.2 mit Algorithmus 16 fu¨r verschiedene Anzahl von Ker-










































Abbildung 5.3.: Links: Laufzeit des Algorithmus aus Abschnitt 5.2 mit dem Algorith-
mus 16 zur Berechnung der Interaktionsmengen Suv in Abha¨ngigkeit
der Anzahl genutzter Cores. Rechts: Speedup (Laufzeitgewinn gegen-
u¨ber einem Core) in Abha¨ngigkeit der Anzahl der genutzter Cores.
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Die Tabelle 5.4 fasst die Laufzeitwerte des parallelen Algorithmus aus Abschnitt 5.2
zur Kraftberechnung in Verbindung mit den unterschiedlichen Algorithmen aus Ab-
schnitt 5.3 zusammen. Fu¨r die Laufzeitwerte wurde eine Simulation mit N = 100000
Partikeln durchgefu¨hrt. Fu¨r die Ermittlung der Laufzeiten wurden auf den Systemen
Egypt und Barcelona 16 Cores und auf dem System Clovertown 8 Cores verwendet.
Nutzt man Algorithmus 19 erreicht auf dem System Egypt eine 16 Prozent ge-
ringere Laufzeit und auf dem System Barcelona eine 6 Prozent ku¨rzere Laufzeit als
Algorithmus 16. Auf dem Systeme Clovertown ist die Laufzeit von Algorithmus 19
um 2 Prozent ho¨her als Algorithmus 16. Der Algorithmus aus Abschnitt 5.3.3 brachte
keine Verbesserung der Laufzeit auf allen drei Systemen.
Betrachtet man den Laufzeitgewinn, wenn man fu¨r die Berechnung der Mengen Suv
Algorithmus 18 nutzt gegenu¨ber den Algorithmus 16, der den Ausgangpunkt darstellt,
so erreicht der Algorithmus 18 auf dem System Egypt eine um 19 Prozent geringere
Laufzeit und auf dem System Barcelona eine um 12 Prozent geringere Laufzeit. Auf
dem System Clovertown wurde keine Performance-Verbesserung festgestellt.
In Abbildung 5.4 (links) sind Laufzeiten des parallelen Algorithmus aus Abschnitt
5.2 in Verbindung mit Algorithmus 18 zur Berechnung der Interaktionsmengen in
Abha¨ngigkeit von 0 fu¨r die Systeme aus Tabelle 2.1 dargestellt. Die Abbildung 5.4
(rechts) zeigt die Anzahl der L1-Misses, die Abbildung 5.5 (links) die Anzahl der L2-
Misses und die Abbildung 5.5 (rechts) die Anzahl der TLB-Misses. Fu¨r einen Wert
von 0 = 0 entspricht die Laufzeit in Abbildung 5.4 (links) der Nutzung von Algorith-
mus 17 zur Berechnung der Interaktionsmengen Suv. Ein Wert von 0 = 1 entspricht
der Benutzung von Algorithmus 16 zur Berechnung der Interaktionsmengen Suv. Die
Laufzeit bei 0 = 1 ist der Ausgangspunkt fu¨r alle hier betrachteten Algorithmen zur
Berechnung der Suv. Deutlich zu erkennen ist eine hohe Laufzeit bei 0 = 0 auf allen
Plattformen. Hier werden alle Interaktionen zwischen Partikeln ohne die Nutzung
der Interaktionslisten berechnet. Es werden nur die Informationen genutzt, welche
Partikel sich in welcher Partikelmenge Bu bzw. Bv befinden, und alle Interaktionen
zwischen Partikeln in Bu und Bv betrachtet.
Fu¨r den Fall u = v werden nur die Interaktionen zwischen den Partikeln in Bu
betrachtet. Der hohe Anstieg der Laufzeit bei 0 = 0 wird durch redundante Be-
rechnungen hervorgerufen. Diese entstehen beim Filtern von zu viel betrachteten
Interaktionen.
Fu¨r den Fall 0 > 0 fa¨llt die Laufzeit, da immer weniger redundante Interaktio-
nen betrachtet werden. Danach steigt die Laufzeit an. Die Abbildung 5.4 (links) und
Abbildung 5.5 zeigt, wie mit steigendem 0 die Anzahl der L1-, L2- und TLB-Misses
steigt. Dies kommt daher, dass mit steigendem 0 immer mehr Mengen Suv geladen
werden und immer mehr Speicherzugriffsoperationen zum Zugriff auf die Interakti-
onsmengen Suv beno¨tigt werden.
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Bezeichnung Abschnitt Alg. Egypt Barcelona Clovertown
calc suv 5.1 16 0,096 0,084 0,127
calc suv compressed 5.3.1 17 0,477 0,443 0,810
calc suv hybrid 5.3.1 18 0,078 0,074 0,127
calc suv subrefinement 5.3.2 19 0,081 0,079 0,130
calc suv diffencode 5.3.3 0,096 0,086 0,134
Tabelle 5.2.: Laufzeitwerte des parallelen Algorithmus zur Kraftberechnung aus Ab-
schnitt 5.2 mit unterschiedlichen Algorithmen zur Berechnung der In-
teraktionsmenge aus Abschnitt 5.3. Fu¨r die Bestimmung der Laufzeit
wurden auf den Systemen Egypt und Barcelona 16 Cores und auf dem








































Abbildung 5.4.: Links: Laufzeit des Algorithmus 18 in Abha¨ngigkeit von . Rechts:








































Abbildung 5.5.: Links: L2-Misses des Algorithmus 18 in Abha¨ngigkeit von . Rechts:




Dieser Abschnitt betrachtete ein rein irregula¨res Berechnungsmuster, wie es ha¨ufig
bei Vielteilchensimulationsalgorithmen als Kraftberechnungsschritt auftritt. Fu¨r die
Parallelisierung wurde der Algorithmus 8 aus Abschnitt 4.1.3 in einer angepassten
Form genutzt. Dieser neue parallele Algorithmus skaliert auf den genutzten Multicore-
Plattformen. Der Algorithmus nutzt Interaktionsmengen Suv, die alle Interaktionen
zwischen zwei Subvolumen u und v betrachten. In diesem Abschnitt wurden ver-
schiedene Mo¨glichkeiten betrachtet die Mengen Suv zu repra¨sentieren. Es wurden
zwei Verfahren auf Grundlage von redundanten Berechnungen und ein Verfahren
mit Kompression der Interaktionslisten betrachtet um die Datenmenge, die fu¨r die
Speicherung der Interaktionslisten beno¨tigt wird, zu reduzieren. Da die Interakti-
onsmengen bei der Berechnung nicht wiederverwendet werden, soll eine verkleinerte
Interaktionsliste die Anzahl der Ladeoperationen reduzieren und verhindern, dass
das Laden der Interaktionslisten Positionswerte pi und Kra¨fte ai, 1 ≤ i ≤ N aus den
Caches verdra¨ngen.
Es zeigte sich, dass der Algorithmus aus Abschnitt 5.3.1 eine um bis zu 16 Prozent
ku¨rzer Laufzeit erreichen kann. Dieser Algorithmus nutzt zum einen Interaktionslisten
und zum anderen eine Kraftberechnung in der jeder Partikel mit jedem anderen
innerhalb zweier Partikelmengen interagiert.
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6. Zusammenfassung
In dieser Arbeit werden Programmtransformationen fu¨r die Klasse der regula¨r-irreg-
ula¨re Schleifenkomplexe an einem repra¨sentativen Beispiel, welches typischerweise in
komplexen Simulationscodes fu¨r Vielteilchensysteme auftritt, betrachtet. Dabei wird
die Effizienz der resultierenden Programme auf modernen Multicore-Systemen unter-
sucht. Regula¨re Schleifenstrukturen zeichnen sich durch feste Schleifengrenzen und
eine regelma¨ßige Struktur der Abha¨ngigkeiten aus. Bei irregula¨ren Schleifenkomple-
xen sind die Abha¨ngigkeiten der Berechnungen erst zur Laufzeit bekannt. Der hier
betrachtete Fall regula¨r-irregula¨rer Schleifenkomplexe entha¨lt sowohl regula¨re Schlei-
fenbestandteile als auch irregula¨re Schleifenbestandteile. Die effiziente Implementie-
rung dieses Schleifenkomplexes ist eine besondere Herausforderung, da hier sowohl
Techniken zur Programmtransformation aus dem Bereich regula¨rer Programme und
dem Bereich irregula¨rer Programme effizient kombiniert werden mu¨ssen. Die hier vor-
gestellten Techniken sind nicht an das Beispiel gebunden, sondern lassen sich ganz
allgemein auf komplexe Schleifenstrukturen u¨bertragen.
Moderne Multicore-Systeme haben eine Reihe von architektonischen Merkmalen,
wie gemeinsame Caches und eine geteilte Speicherbandbreite, die es notwendig ma-
chen Programmtransformationen erneut zu betrachten und die Effizienz der resultie-
renden Programme erneut zu bewerten. Fu¨r eine effiziente Berechnung auf Multicore-
Systemen werden eine Reihe von Transformationen betrachtet, die erstens die Rei-
henfolge der Berechnungen und zweitens das Abspeicherungsformat der Daten im
Speicher a¨ndern, um eine ho¨here ra¨umliche sowie zeitliche Lokalita¨t der Berechnun-
gen zu erreichen. Dabei wurde festgestellt, dass durch Tiling die Effizienz der Berech-
nungen des regula¨r-irregula¨ren Berechnungsmusters wesentlich erho¨ht werden kann,
wenn man zusa¨tzlich ein transformiertes Schema zu Ablage der Daten verwendet.
Parallelisierung und Lokalita¨t sind eng verknu¨pft, wenn man die Effizienz von Pro-
grammen auf modernen Multicore-Systemen betrachtet. Dabei kann das Mapping
einzelner Aufgaben auf Cores der Multicore-CPU entscheidend fu¨r eine hohe Perfor-
mance sein. Insbesondere gilt dies fu¨r den regula¨r-irregula¨ren Schleifenkomplex. Hier
gibt es mehrere Parallelisierungsstrategien, die sowohl regula¨re als auch irregula¨re An-
teile des Schleifenkomplexes als Grundlage fu¨r eine Parallelisierung nutzen ko¨nnen.
Dabei wurde die ho¨chste Performance bei einer Parallelisierungsstrategie erreicht, die
sowohl regula¨re als auch irregula¨re Schleifenbestandteile parallelisiert. In dieser Stra-
tegie teilten sich die Cores einer Multicore-CPU die irregula¨ren Berechnungsanteile,
welche das ho¨chste Maß an Wiederverwendung von Daten besitzen. Dadurch, dass
diese Bestandsteile auf einer Multicore-CPU berechnet werden, ist es mo¨glich, dass
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die Daten zur Wiederverwendung in den gemeinsamen Cache zwischengespeichert
werden.
Einen weiteren Teil der Arbeit bildet die Betrachtung rein irregula¨rer Berechnun-
gen, wie sie typisch fu¨r eine große Anzahl von Vielteilchensimualtionscodes sind.
Auch diese Simulationscodes wurden fu¨r Multicore-Systeme betrachtet und darauf-
hin untersucht, inwieweit diese auf modernen Multicore-CPUs skalieren. Die neuar-
tige Architektur von Multicore-System, im besonderen die in hohem Maße geteilte
Speicherbandbreite, macht auch hier eine neue Betrachtung solcher rein irregula¨rer
Berechnungen notwendig. Es konnte dabei festgestellt werden, dass eine Technik,
die die Anzahl der zu ladenden Daten reduziert, ho¨here Performance erzielt als der
Ausgangsalgorithmus.
Insgesamt ergibt sich, dass die effiziente Realisierung von komplexen Berechnungs-
strukturen auf Multicore-Systemen eine Herausforderung sein kann. Dabei ko¨nnen
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Abbildung A.1.: L1-Misses der Algorithmen mit Schleifenreihenfolgen ik, ki, wik an-
gewendete auf verschiedene Abspeicherungsformate (row-, column-
, block row-major) und verschiedene Reihenfolgen der irregula¨ren
Schleife (random, typisch, verbessert) fu¨r die Architekturen (Barce-
lona, Egypt, Clovertown).
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Abbildung A.2.: L2-Misses der Algorithmen mit Schleifenreihenfolgen ik, ki, wik an-
gewendete auf verschiedene Abspeicherungsformate (row-, column-
, block row-major) und verschiedene Reihenfolgen der irregula¨ren

























































































































Abbildung A.3.: TLB-Misses der Algorithmen mit Schleifenreihenfolgen ik, ki,
wik angewendete auf verschiedene Abspeicherungsformate (row-,
column-, block row-major) und verschiedene Reihenfolgen der irre-
gula¨ren Schleife (random, typisch, verbessert) fu¨r die Architekturen
(Barcelona, Egypt, Clovertown).
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Abbildung A.4.: L3-Misses der Algorithmen mit Schleifenreihenfolgen ik, ki, wik an-
gewendete auf verschiedene Abspeicherungsformate (row-, column-
, block row-major) und verschiedene Reihenfolgen der irregula¨ren
Schleife (random, typisch, verbessert) fu¨r die Architektur Barcelona.
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