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Abstract
A Study on Modeling
Glucose–Insulin Dynamics
Yongjin Cho
Department of Mathematical Sciences
The Graduate School
Seoul National University
In this thesis, we analyze some mathematical models for glucose–insulin
dynamics and estimate two key indices: insulin sensitivity (SI) and glucose
effectiveness (SG). We address the advantages and disadvantages of each model
from a mathematical perspective, and present an efficient estimation method
for the relevant parameters and numerical algorithms to solve the glucose–
insulin dynamics. A parameter sensitivity analysis is performed for each model,
and numerical results are presented.
In addition, we propose a new model for glucose–insulin dynamics. Among
many models, MINMOD Millennium has been widely used to estimate SI
in glucose–insulin dynamics. In order to explain the rheological behavior of
glucose–insulin we attempt to modify MINMOD Millennium with fractional–
order differentiation of order α ∈ (0, 1]. We show that the new modified model
has non–negative, bounded solutions and stable equilibrium points. Optimal
fractional orders and parameters are estimated by using the nonlinear weighted
least-squares method, the Levenberg–Marquardt algorithm, and the fractional
Adams method for several subjects (normal subjects and type 2 diabetic pa-
tients). The numerical results confirm that SI is significantly lower in diabetics
i
than in non–diabetics. Moreover, we find the new factor (τ1−α) determining
glucose tolerance and the relation between SI and τ
1−α.
Keywords : glucose–insulin dynamics, insulin sensitivity, minimal model,
fractional derivative
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The pancreas plays a crucial role in regulating blood glucose–insulin con-
centration in the human body. In order to maintain the plasma glucose concen-
tration within the normoglycemic range (70−120mg/dl), it provides glucagon
released by α-cells or insulin secretion by β-cells in the so–called Langerhans
islets [71]. When the blood glucose concentration level is high by food in-
take, glucose infusion, and so on, simultaneously, the β-cells release insulin. It
produces the normal glucose concentration level by accelerating glucose dis-
appearance into the periphery and liver and by inhibiting hepatic glucose pro-
duction. Conversely, the blood glucose concentration level is low by exercises,
fasting, and so on. At the same time, the α-cells release glucagon which results
in increasing the blood glucose level by acting on liver cells and helping the
liver cells to release glucose into the blood. Hence, the human body maintains
the normal glucose concentration level. Figure 1.1 shows such glucose–insulin















































Figure 1.1: The glucose–insulin regulatory system.
Domineering or partial deficiency of insulin secretion by the pancreas, in-
sufficiency of insulin’s action in the glucose–insulin regulatory system, or both,
lead to a metabolic disease known as diabetes mellitus [27, 30]. It is consid-
ered to have blood glucose problems known as hyperglycemia or hypoglycemia.
Symptoms of principle hyperglycemia contain polyuria, polydipsia, weight loss,
sometimes with polyphagia, and blurred vision. Chronic hyperglycemia may
be accompany with increasing impairment to some infections. Life–threatening
consequences of uncontrolled diabetes are hyperglycemia with ketoacidosis or
the nonketotic hyperosmolar syndrome [30].
Long–term complications of diabetes include retinopathy with potential
loss of vision; nephropathy leading to renal failure; peripheral neuropathy
with risk of foot ulcers, amputations, and Charcot joints; and autonomic neu-
ropathy causing gastrointestinal, genitourinary, and cardiovascular symptoms
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and sexual dysfunction. Patients with diabetes have an increased incidence of
atherosclerotic cardiovascular, peripheral arterial, and cerebrovascular disease.
Hypertension and abnormalities of lipoprotein metabolism are often found in
people with diabetes [30].
Diabetes is mainly classified into three categories.
Type 1 diabetes mellitus (formerly insulin dependent diabetes mellitus)
is usually caused by a domineering deficiency in insulin secretion from au-
toimmune destruction of the pancreatic β-cells [30]. In order to regulate the
blood glucose level, patients with type 1 diabetes need to be exogenous insulin
therapy (admistering insulin or insulin pumps) [30].
Type 2 diabetes mellitus (formerly non–insulin dependent diabetes mellitus
or adult–onset diabetes) is the much more widely form comparing to type
1 diabetes mellitus. Type 2 diabetes mellitus results from a combination of
resistance to insulin action and an insufficient compensatory insulin secretion
to response. Most patients with this type have obesity, and it result in some
degree of insulin resistance [27, 30]. Patients with non–obese type 2 diabetes
mellitus often reflect elevated circulating levels of free fatty acids (FFA) and
triglycerides (TG) [30]. In contrast to type 1 diabetes mellitus, type 2 diabetes
mellitus initially does not require insulin treatment to survive [30].
Gestational diabetes, the third main category, occurs when pregnant women
without a previous diagnosis of diabetes develop a high blood glucose concen-
tration level. Gestational diabetes mellitus (GDM) has similar symptoms with
type 2 diabetes mellitus in some aspects, including a combination of relatively
insufficient insulin secretion and responsiveness. Among all pregnant women,
it occurs about 2%–5% and may develop or disappear after delivery. GDM
is wholly treatable, but needs careful medication throughout the pregnancy.
About 20%–50% of women with GDM proceed to type 2 diabetes mellitus
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later in their life [102].
Diabetes mellitus is rapidly increasing prevalence in the world. In the
United States, about 26 million Americans have diabetes, according to new
estimates from the Centers for Disease Control and Prevention (CDC). In ad-
dition, 79 million U.S. adults were counted as prediabetes which has higher
blood glucose concentration level than normal range, but not high enough to
be diagnosed as diabetes [18]. In China, almost one in 10 adults have the dis-
ease while most cases remain undiagnosed [3]. In India, over 30 million have
now been diagnosed with diabetes. The Crude prevalence rate in the urban
areas of India is considered to be 9 percent. And the prevalence is about 3
percent of the total population in rural areas [29]. In addition, The Interna-
tional Diabetes Federation in October 2009 considered India to be the country
with the most diabetic patients in the world [10]. The prevalence of diabetes
for all age–groups worldwide was estimated to be 2.8% in 2000 and 4.4% in
2030. The total number of people with diabetes is predicted to rise from 171
million in 2000 to 366 million in 2030 [103].
Such significant diabetes meilltus is caused by the interaction of many
factors (diet, weight, height, age, race, sex, exercise, family history, life style,
the action of free fatty acid (FFA), and so on). Therefore, more research is
still needed to see the mechanism of glucose–insulin.
The rest of this chapter is organized as follows. In Section 1.1, the history
for modeling glucose–insulin dynamics is introduced briefly. In Section 1.2, the
purposes of this dissertation are discussed.
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1.1 A brief overview of the history for modeling glucose-
insulin dynamics
Many mathematical models have been developed to understand the mech-
anism of glucose–insulin dynamics for diabetes mellitus. In general, mathemat-
ical models have been used to estimate the glucose disappearance and insulin
sensitivity, which are used to study the relative dependency of glucose and
insulin. Various models, from the simplest to the most comprehensive, have
been proposed from as early as the 1960s [4–7, 12–14, 25, 28, 36, 43, 62, 69, 76,
79, 85, 86, 97, 98]. Among many valuable works, Toffolo et al. [98] proposed
a simple minimal model by introducing a remote insulin compartment, and
succeeded in explaining the delay action of glucose–insulin dynamics. Figure
1.2 shows the research situation for glucose–insulin dynamics with the minimal
model.
Figure 1.2: Studies using or studying the minimal model from 1979 to April
2005, estimated from the PubMed Citation Index [5].
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In 1981, Bergman et al. [7] applied the minimal model to humans, and
confirmed that it describes mathematically how glucose and insulin can con-
trol the production and disposal of glucose in the body. They also estimated
two important indices: insulin sensitivity (SI) and glucose effectiveness (SG).
Liver and peripheral tissues are mainly responsible for the disposition of ad-
ministered glucose. The utilization process is controlled by insulin, enhancing
glucose uptake. Simultaneously, an increase in glucose concentration augments
the release of pancreatic insulin. Due to the existence of this feedback loop, in
the minimal model, the system is decomposed into the effect of insulin to accel-
erate glucose uptake and the effect of glucose to enhance insulin secretion. The
two subsystems have been described mathematically by the so–called glucose
disappearance and insulin kinetics model. Pacini and Bergman [76] proposed
a computer program called “MINMOD” based on this minimal model.
Since then, variant versions of MINMOD have been considered by nu-
merous researchers [5, 12, 13, 25, 28, 43, 85, 86, 97]. Derouch and Boutayeb
modified MINMOD to take account of parameters related to physical exercise
[28].
Meanwhile, De Gaetano and Arino showed that MINMOD is structurally
incorrect in a mathematical sense [25], and some of the results produced by
MINMOD are not realistic because of the nonexistence of a positive equilib-
rium and the unboundedness of its solutions. To overcome some drawbacks
inherited from MINMOD, they [25, 43] proposed an integro–delay–differential
system and proved the positivity, boundedness, and stability of solutions us-
ing a square–wave delay integral kernel. Moreover, they offered a form of the
dynamical system by coupling the two parts of MINMOD, and were able to
describe the glucose–insulin system as a single–step parameter estimation pro-
cess.
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In 2003, Boston et al. [13] proposed the new glucose–insulin dynamics
model (MINMOD Millennium), which is in some sense a contrast to the earlier
versions of the minimal model. MINMOD Millennium provides estimates of
insulin sensitivity and glucose effectiveness for almost every subject, solving
the glucose disappearance model in such a way as to guarantee a non–negative
solution.
For a better understanding of glucose–insulin dynamics, researchers have
considered a number of parameters, such as diet, weight, height, age, race, sex,
exercise, family history, and the action of FFA [36, 89].
Several researchers observed that the metabolism of FFA has a large im-
pact on the glucose–insulin regulatory system [12, 15, 23, 48, 94–96]. Based
on this, they tried to reflect the effect of FFA in their mathematical models
[12, 79, 85, 86, 97]. In [92], Srinivasan et al. introduced a mathematical model
for the control mechanism of FFA–glucose metabolism under resting conditions
in normal humans. However, this model may have limited use in a research
and clinical sense due to its many parameters and compartments. Thomaseth
and Pavan [97] proposed a model based on the knowledge that suppression of
lipolysis by insulin has a strong effect on intracellular and intravascular lipol-
ysis. Their model predicts the FFA value using a remote insulin and measured
plasma insulin value, but cannot describe the initial latency period in glucose–
insulin dynamics [54]. Roy and Parker [85] developed a model of the relation
between glucose–insulin and FFA, and observed an anti–lipolytic effect of in-
sulin, a lipolytic effect of hyperglycemia, and an impairing effect of FFA on
glucose uptake rate. They also estimated SG, SI , and pancreatic responsivity.
Periwal et al. [79] examined a variety of mathematical models analogous to
the minimal model of glucose disposal to quantify the combined influence on
lipolysis and glucose disposal during the insulin–modified frequently sampled
7
intravenous glucose tolerance (IM–FSIGT) test.
Periwal et al. also presented a new model focusing on the effect of insulin
on glucose disposal and lipolysis using IM–FSIGT. IM–FSIGT differs from the
glucose–only FSIGT by the addition at 20 min of insulin in the form of either
a bolus or a 5 min infusion [88]. Using Bayesian comparison methods, they
confirmed that their model was the most balanced in comparison with others
including Roy and Parker’s and Thomaseth and Pavan’s. In the following, we
call Periwal’s FFA model the lipolysis model. This section is based on [21].
1.2 Thesis overview
The aim of this thesis is to compare and analyze several glucose–insulin
models, and to propose the new model based on those works.
In Chapter 2, we compare and analyze the mentioned models in Section 1.1,
especially MINMOD Millennium and the lipolysis model. It is devoted to es-
timation parameters and performance a semi–relative sensitivity analysis [90],
and we present numerical results for each model. We conclude this chapter
with a discussion of our findings. This work is the improvement on [19]. And
it will appear in [21].
In Chapter 3, we propose a system of fractional–order differential equations
for modeling the glucose–insulin dynamics. In this chapter, we introduce a
model that contains fractional–order differential equations of order 0 < α ≤ 1
into MINMOD Millennium. It is devoted to the derivation and analysis of this
fractional–order system in MINMOD Millennium. We describe the numerical
method, including how to determine the optimal initial guess for the new
model. The optimal fractional order and parameters are estimated for many
experimental data (normal subjects and type 2 diabetic patients). From these
results, we not only confirm that our analysis is correct, but also verify that the
8
insulin sensitivity (SI) in diabetics is significantly lower than in non–diabetics.
Moreover, we find the new factor (τ1−α) determining glucose tolerance and the
relation between SI and τ
1−α. This work is from a paper in preparation with
Imbunm Kim and Dongwoo sheen [20].
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Chapter 2
Models and their analysis
2.1 Models and their analysis
In this section, we are interested in analyzing mathematical models that
explain the metabolism of the glucose–insulin system using the frequently sam-
pled intravenous glucose tolerance (FSIGT) test. In the standard FSIGT, a
bolus of glucose (300 mg/kg) is intravenously injected, and blood samples are
collected over a 3 hour period following the injection.
2.1.1 MINMOD
In 1986, Pacini and Bergman [76] introduced MINMOD to explain the
dynamics of glucose–insulin. In this model, they considered MINMOD as a
glucose disappearance model, and used it to calculate insulin sensitivity and
glucose effectiveness from FSIGT. Plasma insulin I(t) enters the “remote com-
partment X(t),” where it is active in accelerating glucose disappearance into
the periphery and liver, and in inhibiting hepatic glucose production. Explicit
10
definitions of X(t) and other parameters in terms of fractional turnover con-
stants are found in [6]. Pacini and Bergman also considered MINMOD as an
insulin kinetics model for calculating pancreatic responsivity.




= −(SG +X(t))G(t) + SGGb, G(0) = G0, (2.1a)
dX(t)
dt
= −p2(X(t)− SI(I(t)− Ib)), X(0) = 0, (2.1b)
dI(t)
dt
= γ(G(t)− h)t− nI(t), I(0) = I0, (2.1c)
where
• G(t) [mg/dl] is the plasma glucose concentration at time t [min];
• X(t) [min−1] is the insulin action in proportion to interstitial insulin;
• I(t) [µU/ml] is the plasma insulin concentration at time t [min];
• Gb [mg/dl], Ib [µU/ml] are the basal glucose and insulin values, respec-
tively;
• SG [min−1] is the glucose effectiveness, which is the ability of glucose
per se to enhance its own disappearance at the basal insulin level;
• p2 [min−1] is a parameter describing the removal rate of insulin from the
interstitial space;
• SI [min−1(µU/ml)−1] is the insulin sensitivity, which is the quantitative
influence of insulin to increase the enhancement of glucose of its own
disappearance in the steady state;
• n [min−1] is the first–order decay rate constant for insulin;
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• γ [(µU/ml)(mg/dl)−1min−2] is the rate of pancreatic release of insulin;
• h [mg/dl] is the pancreatic target glycemia;
• G0 [mg/dl], I0 [µU/ml] are the initial plasma glucose and insulin con-
centrations, respectively.
This model describes the glucose–insulin dynamics with the eight param-




means the first pancreatic responsivity,
which is represented as a bolus of insulin entering the plasma compartment at
the time of the glucose injection, where Imax is the computed maximum of the
first peak insulin release. γ · 104 is the second pancreatic responsivity, the rate
of increase of the second–phase secretion in proportion (by γ) to the degree
by which glucose exceeds a threshold level (h) [6].
Despite its simplicity, MINMOD provides a good description of the com-
posite effects of insulin secretion and insulin sensitivity on glucose tolerance
and the risk for diabetes [7, 76]. However, this model does not guarantee
the positivity of solutions. X(t) and I(t) may become negative as time goes
on. Also, the model is sensitive to the initial values of parameters, especially
the initial condition (G0, I0). In order to overcome such difficulties, De Gae-
tano and Arino [25] have modified equation (2.1c) by introducing the positive
threshold function (G(t)−h)+ and shifting I0 to I0+ Ib. As a result, X(t) and
I(t) have non–negative values for all time values [25]. In addition, they [25]
proved the useful following statements :
1. Suppose Gb > h and lim sup
t→∞
G(t) > h. Then lim sup
t→∞
X(t) = ∞,
2. Suppose lim sup
t→∞
G(t) < h, then Gb ≤ h,
3. For any value h < Gb, the system does not admit an equilibrium.
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4. If the subject is considered to be at steady state before the glucose bolus,
then Gb must be lesser than or equal to h.
5. Let SI > 0, h = Gb, G0 > Gb. Assume G(t) and X(t) bounded. Then
there exists T > 0 such that G(t) > Gb for all t < T , G(T ) = Gb, and
G(t) < Gb for all t > T .
2.1.2 MINMOD Millennium
MINMOD Millennium is a computer program for the estimation of glu-
cose effectiveness and insulin sensitivity from FSIGT. MINMOD Millennium
only considers the glucose disappearance model with given insulin data. This




= −(SG +X(t))G(t) + SGGb, G(0) = G0, (2.2a)
dX(t)
dt
= −p2(X(t)− SI(I(t)− Ib)+), X(0) = 0, (2.2b)
(I(t)− Ib)+ =

I(t)− Ib I(t) ≥ Ib,
0 I(t) < Ib,
(2.2c)
where I(t) is an input variable and G(t), X(t) are output variables. And
we consider I(t) to be bounded and piecewise C1 function.
Before studying the stability of the equilibrium solution, we will discuss
the positivity and boundedness of solutions to system (2.2).
Proposition 2.1.1. Let G(t) and X(t) satisfy (2.2). Then, G(t) and X(t)










∀t ≥ 0, (2.3)
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where µ(t) = e
∫ t
0 (SG+X(u)) du and




G(t) ≤ Gb. (2.5)





Thus, it follows that X(t) ≥ 0 for all t.
To prove (2.3), let µ(t) = e
∫ t









and we obtain (2.3). The positivity of G(t) is also checked for all t > 0 from
its explicit form (2.3). From (2.2a), we have
dG
dt
(t) ≤ −SGG(t) + SGGb.
Let L(t) = G(t)−Gb. Then, the above inequality can be rewritten as follows:
dL
dt
+ SGL ≤ 0,
which leads to
L(t) ≤ L(0)e−SGt ∀t > 0.
Therefore, we have (2.4) and (2.5). This completes the proof.
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In order to understand the steady–state properties of this system, consider
the steady state for I(t). Using actual experimental results [7, 8, 25, 50, 66,
77, 79, 84, 99], I can see that I(t) reaches the steady state (I∞), which is
in the neighborhood of Ib, due to the homeostasis of insulin. By recalling
Definition 2.1.2 to Theorem 2.1.6 (See the pages 135–136 and 217–222 in [51]),
we introduce the concept of input–to–state stability. Let us denote by || · ||,
the l2 norm.
Consider the system of ODEs
ẋ = f(t,x,u), (2.6)
where f : [0,∞) × D × Du → Rn is piecewise continuous in t and locally
Lipschitz in x and u, D ⊂ Rn is a domain that contains x = 0, and Du ⊂ Rm
is a domain that contains u = 0. The input u(t) is a piecewise continuous,
bounded function of t for all t ≥ 0.
Definition 2.1.2. A continuous function α : [0, a) → [0,∞) is said to belong
to class K if it is strictly increasing and α(0) = 0. It is said to belong to class
K∞ if a = ∞ and α(r) → ∞ as r → ∞.
Definition 2.1.3. A continuous function β : [0,∞) × [0, a) → [0,∞) is said
to belong to class KL if for each fixed s, the mapping β(s, r) belongs to class K
with respect to r and, for each fixed r, the mapping β(s, r) is decreasing with
respect to s and β(s, r) → 0 as s → ∞.
Definition 2.1.4. The system (2.6) is said to be locally input–to–state stable if
there exist a class KL function β, a class K function γ, and positive constants
k1 and k2 such that for any initial state x(t0) with ||x(t0)|| < k1 and any input
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u(t) with supt≥t0 ||u(t)|| < k2, the solution x(t) exists and satisfies
||x(t)|| ≤ β(t− t0, ||x(t0)||) + γ( sup
t0≤τ≤t
||u(τ)||) (2.7)
for all t ≥ t0 ≥ 0. It is said to be input–to–state stable if D = Rn, Du = Rm,
and inequality (2.7) is satisfied for any initial state x(t0) and any bounded
input u(t).
Remark 2.1.5. (2.7) implies that for a bounded input u(t), the state x(t) will
be bounded. In addition, if u(t) converges to zero as time goes to infinity in
(2.7), then x(t) is also convergent to zero.
The following theorem gives a sufficient condition for input–to–state sta-
bility.
Theorem 2.1.6. Let Dr = {x ∈ Rn| ||x|| < r}, Dru = {u ∈ Rm| ||u|| < ru},
and f : [0,∞) × Dr × Dru → Rn is piecewise continuous in t and locally
Lipschitz in x and u. Let V : [0,∞)×Dr → R be a continuously differentiable
function such that
α1(||x||) ≤ V (t,x) ≤ α2(||x||), (2.8a)
Vt +∇xV · f(t,x,u) ≤ −α3(||x||), ∀||x(t)|| ≥ ρ(||u||) > 0, (2.8b)
∀(t,x,u) ∈ [0,∞) × Dr × Dru where α1, α2, α3 and ρ are class K functions.
Then, the system (2.6) is locally input–to–state stable with γ = α1
−1 ◦ α2 ◦
ρ, k1 = α2
−1(α1(r)), and k2 = ρ
−1(min{k1, ρ(ru)}). Moreover, if Dr =
Rn, Dru = Rm, and α1 is a class K∞ function, then the system (2.6) is input–
to–state stable with γ = α1
−1 ◦ α2 ◦ ρ. Here γ, k1, and k2 are referred in
Definition 2.1.4.
We need the following preliminaries for Lyapunov function in order to
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analyze stability.
The linear time–invariant system
ẋ = Ax (2.9)
has an equilibrium point at the origin, x ∈ Rn and A is an n × n matrix
with real components. Recall that all the eigenvalues of a Hurwitz matrix are
negative. The origin of the system (2.9) is asymptotically stable if and only if
A is a Hurwitz matrix.
Consider a quadratic Lyapunov function candidate
V (x) = xTPx
where P is a real symmetric positive definite matrix. The derivative of V along
the trajectories of the linear system (2.9) is given by
V̇ (x) = xTPẋ+ ẋTPx = xT (PA+ATP)x = −xTQx
where Q is a symmetric matrix defined by
PA+ATP = −Q. (2.10)
(2.10) is called a Lyapunov equation. The following theorem interprets the
asymptotic stability of the origin in terms of the solution of the Lyapunov
equation (2.10).
Theorem 2.1.7. An n×n matrix A is a Hurwitz matrix if and only if for given
n × n symmetric positive definite matrix Q there exists an n × n symmetric
positive definite matrix P that satisfies the equation (2.10). Moreover, if A is
a Hurwitz matrix and Q is a symmetric positive definite matrix, then there
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exists a unique symmetric positive definite matrix P satisfying (2.10).
The following proposition shows the system (2.2) has a stable equilibrium
point. Let us denote (I(t)− Ib)+ in (2.2) as the input function u(t) for simple
notation.
Proposition 2.1.8. The system (2.2) is locally input–to–state stable in some
neighborhood of (G(t), X(t), u(t))T = (Gb, 0, 0)
T . Moreover, assume that for
every ϵ > 0, there exists t∗(ϵ) such that |I(t)− Ib| < ϵ for all t ≥ t∗(ϵ). Then,
the system (2.2) has a stable equilibrium point (Gb, 0)
T .
Proof. In order to apply Theorem 2.1.6, we need to find a proper function
V satisfying (2.8). For that purpose, we consider a system when the input
function u(t) = 0, called the homogeneous system of (2.2), then it has an
equilibrium point (Gb, 0)
T . The change of variable G̃(t) = G(t)−Gb transforms
the homogeneous system to
dG̃(t)
dt




For the clear notation, we introduce x̃ =
G̃(t)
X(t)
, then the linearized system
of (2.11) at the zero equilibrium point is
˙̃x = Ax̃+ h(x̃), (2.12)









Since A has negative eigenvalues −SG and −p2, the linear system ˙̃x = Ax̃ has
an asymptotically stable equilibrium point at the origin.
From Theorem 2.1.7, a symmetric positive definite matrix P, the solution
of the following equation











For the linear system ˙̃x = Ax̃, we consider the Lyapunov function V (x̃) =
x̃TPx̃.
Then we have
λmin(P)||x̃||2 ≤ V (x̃) ≤ λmax(P)||x̃||2, (2.13a)
∇x̃V ·Ax̃ = −x̃T Ix̃ ≤ −λmin(I)||x̃||2 = −||x̃||2, (2.13b)
||∇x̃V || = ||2x̃TP|| ≤ 2||P|| ||x̃|| = 2λmax(P)||x̃||, (2.13c)
where λmin(P) and λmax(P) denote the positive minimum and maximum
eigenvalues of matrix P, respectively.
Let us split the system (2.2) by
˙̃x = Ax̃+ h(x̃) + g(u(t)), (2.14)






Now, we are going to show that the Lyapunov function V (x̃) for the linear
system ˙̃x = Ax̃ is indeed the proper function for the system (2.14) satisfying
(2.8).
By using (2.13b), we obtain
V̇ (x̃) = ∇x̃V · ˙̃x ≤ −||x̃||2 + ||∇x̃V || ||h(x̃)||+ ||∇x̃V || ||g(u(t))||. (2.15)





In addition, g(u(t)) with the input function u(t) satisfies the following
equality
||g(u(t))|| = p2SI ||u(t)||. (2.17)
Substituting (2.16) and (2.17) into (2.15), and using the inequality (2.13c),
we obtain
V̇ (x̃) ≤ −||x̃||2 + λmax(P)||x̃||3 + 2λmax(P)p2SI ||x̃|| ||u(t)||. (2.18)
Let Dru = {u(t) ∈ R| ||u(t)|| < ru} and Dr = {x̃ ∈ R2| ||x̃|| < r}, and
choose the constants ru and r satisfying



















(2.19) will be needed to estimate the bounds on the initial state and input
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(the constants k1 and k2) in Definition 2.1.4 and Theorem 2.1.6.
By simple calculation,(2.19b) and (2.19c) become






















By recalling (2.18), we get
V̇ (x̃) ≤− (1− λmax(P)r)||x̃||2 + 2λmax(P)p2SIr||u(t)||
=− (1− θ)(1− λmax(P)r)||x̃||2 − θ(1− λmax(P)r)||x̃||2
+ 2λmax(P)p2SIr||u(t)||, (0 < θ < 1)







≤ ||x̃|| < r.
From (2.13a) and (2.21), we finally find the explicit forms of class K func-
tions on Dr ×Dru ,
α1(||x̃||) =λmin(P)||x̃||2,
α2(||x̃||) =λmax(P)||x̃||2,


















−1(min{k1, ρ(ru)}) = ru,
γ(a) =α1







Note that the condition (2.19c) of choosing r is equivalent to k1ρ(ru) > 1. By
the assumption, the input function u(t) = (I(t) − Ib)+ converges to zero for
all t ≥ t∗(ϵ). Therefore, from Remark 2.1.5, we proved the system (2.14) has
a stable equilibrium point (Gb, 0)
T , which is also a stable equilibrium point in
the homogeneous system of (2.14).
2.1.3 Lipolysis model
In 2008, Periwal et al. [79] developed the lipolysis model for describing the
effects of insulin on the suppression of lipolysis. In this model, lipolysis was
suppressed by insulin through a remote compartment acting on both glucose
and FFA simultaneously. This process can be described by the following system
of ordinary differential equations.
dG(t)
dt
= −(SG + SIX(t))G(t) + SGGb, G(t0) = Gt0 , (2.22a)
dX(t)
dt









)m − cfF (t), F (t0) = Ft0 , (2.22c)
where
• F (t) [µM ] is the FFA concentration at time t [min];
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• X(t) [µU/ml] is the effect of insulin in a remote glucose;
• cx [min−1] is the rate of influx and outflux for insulin in X(t);
• l0 [µM/min−1] is the minimal lipolysis rate;
• l2 + l0 is the maximal lipolysis rate;
• X2 and m are the Hill constant and coefficient, respectively;
• cf [min−1] is the first–order reaction rate for clearing FFA.
The variables G(t), I(t) and the parameters SG, Gb, SI , and Ib in (2.22) are




called the Hill function. This measures the insulin–dependent rate of lipolysis,
and models the insulin–suppressible plasma FFA input flux (see, for instance,
[47] for more details.)
In this model, I(t) is an input variable whose data are obtained from IM–
FSIGT, whereas G(t), X(t), and F (t) are output variables. And we consider
I(t) to be bounded and piecewise C1 function. During the experiment, data
before time t0 are ignored due to the rapid changes in the early stages of the
model.
We are going to prove the positivity, boundedness, and stability of solutions
on (2.22).
Proposition 2.1.9. Let G(t), X(t), I(t), and F (t) satisfy (2.22). Then, G(t)
is positive for all t > t0. If I(t) ≥ Ib for all t ≥ t0, then X(t) and F (t) are
also positive for all t > t0. Moreover, we have
X(t) ≥ e−cx(t−t0)Xt0 , (2.23a)
























G(t) ≤ Gb. (2.24)
In particular, if Xt0 = 0, then
lim sup
t→∞
F (t) ≤ l0 + l2
cf
. (2.25)
Proof. By introducing an integrating factor µ(t) = e
∫ t
t0
(SG+SIX(u)) du, the so-


























The positivity of G(t) follows immediately. The assumption I(t) ≥ Ib for all
t ≥ t0 implies the positivity of X(t), and therefore that of F (t), for all t > t0.
(2.23a) also follows from the solution form.












Multiplying by ecf t in (2.26) and integrating over [t0, t], we get




















By applying a similar proof as for (2.5), (2.24) is completed. From (2.23b),
we obtain (2.25).
In this model (2.22), let us denote (I(t)− Ib) as the input function u(t) for
simple notation.
Proposition 2.1.10. The system (2.22) is locally input–to–state stable in
some neighborhood of (G(t), X(t), F (t), u(t))T = (Gb, 0, (l0 + lf )/cf , 0)
T when
m > 1. In addition, assume that for every ϵ > 0, there exists t∗(ϵ) such that
|I(t)−Ib| < ϵ for all t ≥ t∗(ϵ). Then, the system (2.22) has a stable equilibrium
point (Gb, 0, (l0 + lf )/cf )
T .
Proof. In order to apply Theorem 2.1.6, a proper function V satisfying (2.8)
is required. For that purpose, we consider a system when the input func-
tion u(t) = 0, called the homogeneous system of (2.22). An equilibrium point
(Gb, 0, (l0 + l2)/cf )
T of the homogeneous system for (2.22) is obtained by set-
ting the right–hand sides to be zero.
By using the change of variables




the homogeneous system becomes
dG̃(t)
dt













− cf F̃ (t)− l2. (2.27c)
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, then the linearized system
of (2.27) at the zero equilibrium point can be expressed as
˙̃x = Ax̃+ h(x̃), (2.28)



















Since A has negative eigenvalues −SG, −cx, and −cf , the zero equilibrium
point of the linear system ˙̃x = Ax̃ is uniformly asymptotically stable.
Theorem 2.1.7 gives a symmetric positive definite matrix P which is the
solution of the following equation


















For the linear system ˙̃x = Ax̃, we consider the Lyapunov function V (x̃) =
x̃TPx̃, then we have the inequalities in (2.13).
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Let us split the system (2.22) by
˙̃x = Ax̃+ h(x̃) + g(u(t)), (2.29)







Now, we are going to show that the Lyapunov function V (x̃) for the linear
system ˙̃x = Ax̃ is indeed the proper function for the system (2.29) satisfying
(2.8).
By using (2.13b), we have
V̇ (x̃) = ∇x̃V · ˙̃x ≤ −||x̃||2 + ||∇x̃V || ||h(x̃)||+ ||∇x̃V || ||g(u(t))||. (2.30)
Since the nonlinear part h(x̃) satisfies lim
||x̃||→0
||h(x̃)|| = 0, for any ϵ > 0, there
exists a constant r > 0 such that
||h(x̃)|| < ϵ as ||x̃(t)|| < r. (2.31)
Moreover, g(u(t)) with the input function u(t) satisfies
||g(u(t))|| = cx||u(t)||. (2.32)
Applying (2.31) and (2.32) into (2.30), and using the inequality (2.13c),
we get
V̇ (x̃) ≤ −||x̃||2 + 2λmax(P) ϵ ||x̃||+ 2λmax(P) cx ||u(t)|| ||x̃|| (2.33)
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Let Dru = {u(t) ∈ R| ||u(t)|| < ru} and Dr = {x̃ ∈ R3| ||x̃|| < r}.
We choose a sufficiently small constant ru > 0, and consider a constant







, 0 < θ < 1, in order to
estimate the bounds on the initial state and input (the constants k1 and k2)
in Definition 2.1.4 and Theorem 2.1.6.
By recalling (2.33), we obtain
V̇ (x̃) =− (1− θ)||x̃||2 − θ||x̃||2
+ (2λmax(P) ϵ+ 2λmax(P) cx ||u(t)||) ||x̃||, (0 < θ < 1)
≤− (1− θ)||x̃||2, 2λmax(P) ϵ+ 2λmax(P) cx ||u(t)||
θ
≤ ||x̃|| < r.
(2.34)
From (2.13a) and (2.34), we finally get the explicit forms of the class K




ρ(||u||) =2λmax(P) ϵ+ 2λmax(P) cx ||u||
θ
.










−1(min{k1, ρ(ru)}) = ru,
γ(a) =α1
−1 ◦ α2 ◦ ρ(a) =
2λmax(P) ϵ+ 2λmax(P) cx a
θ
.
Note that the condition of choosing r is equivalent to k1ρ(ru) > 1.
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Moreover, by the assumption and Remark 2.1.5, the system (2.29) has a
stable equilibrium point (Gb, 0, l0 + lf/cf )
T , which is also a stable equilibrium
point in homogeneous system of (2.29). This proves the proposition.
2.1.4 Numerical methods
To estimate insulin sensitivity (SI) and glucose effectiveness (SG), we have
used the fourth–order Runge–Kutta method [16] to solve the glucose–insulin
dynamics, the nonlinear weighted least–squares method [63] to minimize the
objective functional, and the Levenberg–Marquardt algorithm [41] to esti-
mate parameter values. We have applied these numerical methods to solve
MINMOD, Arino’s minimal model, MINMOD Millennium, and the lipolysis
model. The experimental data used for MINMOD, Arino’s minimal model, and
MINMOD Millennium were extracted from [76]. For the lipolysis model, we
used data in [79]. We have simulated the glucose–insulin dynamics using two
approaches. In the first approach, for MINMOD and Arino’s minimal model,
we combined glucose disappearance and the insulin kinetics model to consider
the feedback system of glucose–insulin. Thus, we solved the system of differ-
ential equations with three variables simultaneously. In the second approach,
we divided the glucose–insulin dynamics into systems of glucose disappear-
ance and insulin kinetics, as discussed in [76]. In the second approach, the
linearly interpolated plasma insulin (glucose) concentration plays the role of
input data for the glucose disappearance model (insulin kinetics model). MIN-
MOD Millennium and the lipolysis model are only used to simulate the glucose
disappearance model. Flow charts illustrating these two approaches are shown





































(a) The first approach.
CHOICE OF
THE GLUCOSE DISAPPEARANCE
/ INSULIN KINETICS MODEL
LINEAR INTERPOLATION





































(b) The second approach.
Figure 2.1: Numerical methods.
2.2 Parameter estimation
As we have observed, the glucose–insulin mathematical model is a sys-
tem of differential equations with a set of parameters. Mathematical problems
with such parameter–dependent differential equations can be categorized into
forward and inverse problems. Forward problems need analysis and model
simulations for given parameter values, whereas inverse problems require pa-
rameter estimation based on the measurements of output variables. Among
various important problems related to parameter estimation, we are partic-
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ularly interested in finding the parameter set that minimizes the chi–square
value between the observed data in [76, 79] and the numerical solutions.
2.2.1 Parameter sensitivity
To estimate parameters in the inverse problems, we use the Levenberg–
Marquardt algorithm [41], which is based on Newton’s method. When we
use Newton–type methods for approximating some quantities, it is important
to give reasonable initial guesses, so that the observed data fits the model
correctly. Also, it often happens that parameters of minor importance have
a large impact on the model. In such cases, models could lose their validity
and reliability. Hence, we need to determine the sensitivity of parameters to
improve the goodness of fit and validity. In this subsection, we perform a
parameter sensitivity analysis using the semi–relative sensitivity [90].
Let me define ȳ as the quantity obtained from the numerical simulation. We
want to measure the relative sensitivity of ȳ to a set of parameters a⃗ = (ai)
m
i=1.




This is computed by differentiating the given ODE model
dȳ
dt
= f(t, ȳ; a⃗), ȳ(t0) = y0, (2.36)
with respect to ai and interchanging the order of time and parameter deriva-
tives. This process provides sensitivity information as a function of time over
the interval of interest. In case we need some overall measure of the sensitivity
of the solution to the parameters, we take a continuous L2 norm and then rank
the resulting scalars to determine the most sensitive parameter. The relative
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i=1(yi − ȳ(ti; a⃗))2/σi2 is the chi–square value, n is the number
of data, yi is the observed datum at time ti, and σi is the standard deviation
associated with each measurement yi.
2.2.2 Analysis of parameter sensitivity
In this subsection, we present and analyze the parameter sensitivity re-
sults for MINMOD, Arino’s minimal model, MINMOD Millennium, and the
lipolysis model. Parameter sensitivity analyses for MINMOD–glucose disap-
pearance, MINMOD–insulin kinetics, and Arino–insulin kinetics are also per-
formed. The data set used for this analysis was obtained from [76, 79].
MINMOD
The estimated parameter set in MINMOD is composed of SG, p2, SI , n,
γ, h, G0, and I0. For details of the equations and parameters, see [76]. Among
these eight parameters, we want to find the most sensitive parameter using
the semi–relative sensitivity analysis. We have used relative weights of 0 or 1
for the plasma glucose–insulin levels when we apply the nonlinear weighted
least–squares method [63] to minimize the objective functional (2.37). The
weights for the observed data at 0 and 2 min were set to 0 for the parameter
estimation, and the initial guesses for SG, G0, n, and I0 were chosen using
a linear regression of log–transformed data, as in [76]. The initial guesses for
p2, SI , and γ were set to typical values for consistency with normal values in
humans [7]. The basal glucose value was assigned to the initial guess for h.
Table 2.1 lists the estimated values, initial guesses of the parameters, and the
relative l2 error.
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Parameter SG p2 SI n γ h G0 I0
Estimated 0.37470e−01 0.57504e−02 0.65490e−03 0.22236 0.32386e−02 79.165 302.24 300.08
Initial 0.38271e−01 0.20000e−01 0.50000e−03 0.23393 0.28000e−02 92.000 325.29 336.15
Table 2.1: Estimated parameters for MINMOD.
Relative l2 error: 4.56e−02.
Glucose states Insulin states
Rank Parameter ai ||∂G(t)/∂ai||2 Parameter ai ||∂I(t)/∂ai||2
1 SI 0.1981e+06 SI 0.1896e+06
2 γ 0.2214e+05 γ 0.5350e+05
3 p2 0.1857e+05 p2 0.1532e+05
4 SG 0.1101e+05 SG 0.6969e+04
5 n 0.6572e+03 n 0.1538e+04
6 h 0.4482e+01 h 0.1184e+02
7 G0 0.2917e+01 G0 0.7960e+00
8 I0 0.3249e+00 I0 0.6804e+00
Table 2.2: Glucose and insulin ranking with L2 norm for MINMOD.
In glucose–insulin dynamics, the ability to dispose of carbohydrate depends
on the responsiveness of the pancreatic β-cells to glucose and insulin sensitiv-
ity [7]. In MINMOD, we are able to generate characteristic parameters for
insulin sensitivity and pancreatic responsivity. Insulin sensitivity (SI) can be
calculated from the glucose disappearance model, and we can use the insulin
kinetics model to estimate parameters for pancreatic responsivity, which de-
scribes the first phase insulin release (n) and the second phase insulin secretion
(γ). From Table 2.2, we can verify that SI and γ are the two most sensitive
parameters, which agrees with the underlying physiological phenomena.
We also performed a semi–relative sensitivity analysis for MINMOD–glucose
disappearance and MINMOD–insulin kinetics. In particular, to improve the
numerical fit for the parameter estimation of MINMOD–insulin kinetics, we
set the weights for the observed data at 4, 6, and 8 min to be 10. Table 2.3 and
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Table 2.5 give the estimated values, initial guesses of the parameters, and the
relative l2 errors for MINMOD–glucose disappearance and MINMOD–insulin
kinetics, respectively. We can also observe that SI and γ are the most sensitive
parameters in each model from Table 2.4 and Table 2.6.
Parameter SG p2 SI G0
Estimated 0.20417e−01 0.29268e−01 0.57327e−03 264.88
Initial 0.38271e−01 0.20000e−01 0.50000e−03 325.29
Table 2.3: Estimated parameters for MINMOD–glucose disappearance.
Relative l2 error: 2.66e−02.
Glucose states





Table 2.4: Glucose ranking with L2 norm for MINMOD–glucose disappearance
model.
Parameter n γ h I0
Estimated 0.25922 0.34871e−02 79.435 354.31
Initial 0.23393 0.28000e−02 92.000 336.15
Table 2.5: Estimated parameters for MINMOD–insulin kinetics model.
Relative l2 error: 8.89e−02.
Arino’s minimal model
For details of Arino’s minimal model, see [25]. We perform a semi–relative
sensitivity analysis for Arino’s minimal model with the same data set used
in MINMOD. The parameter set is identical to that of MINMOD. Table 2.7
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Insulin states





Table 2.6: Insulin ranking with L2 norm for MINMOD–insulin kinetics model.
shows the estimated values, initial guesses of the parameters, and the relative
l2 error. Table 2.8 shows that SI and γ are again the most sensitive param-
Parameter SG p2 SI n γ h G0 I0
Estimated 0.31734e−01 0.13145e−01 0.46137e−03 0.25139 0.33087e−02 90.053 296.69 321.39
Initial 0.38271e−01 0.20000e−01 0.50000e−03 0.23393 0.28000e−02 92.000 325.29 336.15
Table 2.7: Estimated parameters for Arino’s minimal model.
Relative l2 error : 4.32e−02.
eters, as in MINMOD. In the case of the Arino–insulin kinetics model, which
Glucose states Insulin states
Rank Parameter ai ||∂G(t)/∂ai||2 Parameter ai ||∂I(t)/∂ai||2
1 SI 0.4053e+06 SI 0.1797e+06
2 γ 0.2021e+05 γ 0.3666e+05
3 SG 0.1162e+05 p2 0.4590e+04
4 p2 0.1008e+05 SG 0.4518e+04
5 n 0.6981e+03 n 0.1192e+04
6 G0 0.3067e+01 h 0.3540e+01
7 h 0.1952e+01 G0 0.7181e+00
8 I0 0.4114e+00 I0 0.5638e+00
Table 2.8: Glucose and insulin ranking with L2 norm for Arino’s minimal
model.
only considers insulin dynamics with interpolated glucose data, the estimated
values, initial guesses of the parameters, and the relative l2 error are shown in
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Table 2.9. The weights are identical to those in the MINMOD–insulin kinetics
model. As expected, the pancreatic responsivity parameters (n and γ) are the
two most sensitive parameters.
Parameter n γ h I0
Estimated 0.29224 0.44601e−02 102.02 380.69
Initial 0.23393 0.28000e−02 92.000 336.15
Table 2.9: Estimated parameters for Arino–insulin kinetics model.
Relative l2 error: 6.44e−02.
Glucose states





Table 2.10: Insulin ranking with L2 norm for Arino–insulin kinetics model.
MINMOD Millennium
We performed a semi–relative sensitivity analysis for MINMOD Millen-
nium. In MINMOD Millennium, the estimated parameter set is composed of
SG, p2, SI , and G0. When we applied the nonlinear weighted least–squares
method to minimize the objective functional [63], the first four observed glu-
cose data were excluded by setting their weights to zero. For the parameter
estimation, the initial guesses for glucose (G0) and glucose effectivity (SG)
were chosen by a linear regression of six log–transformed data points after
8 min [13]. The initial guesses for p2 and SI were set to typical values for
consistency with human physiology [68]. In particular, in order to address the
“changing baseline” phenomenon to produce acceptable results describing the
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glucose profile, Gb was obtained from a baseline correction determined by the
existence of several data and pre–injection value [13]. Table 2.11 lists the esti-
mated parameter values, initial guesses of the parameters, and the relative l2
error.
Parameter SG p2 SI G0
Estimated 0.21120e−01 0.30710e−01 0.52790e−03 266.38
Initial 0.18841e−01 0.50600e−01 0.41500e−03 268.40
Table 2.11: Estimated parameters for MINMOD Millennium.
Relative l2 error: 2.75e−02.
Glucose states





Table 2.12: Glucose ranking with L2 norm for MINMOD Millennium.
With these initial guesses, we performed a sensitivity analysis for MIN-
MOD Millennium. The results are ranked in order in Table 2.12. Table 2.13
shows the typical normal values and normal ranges for glucose–insulin dynam-
ics parameters in FSIGT. We can also confirm that all estimated parameters
from our numerical simulation lie within their normal ranges.
Lipolysis model
In this subsection, we report on a semi–relative sensitivity analysis for the
lipolysis model using data in [79]. The eight estimated parameters are SG,
SI , cx, l0, l2, X2, m, and cf . The meaning of each parameter is explained in




SG 0.22e−01 (0.12e−02, 0.45e−01)
SI 0.20e−03 (0.50e−04, 0.22e−02)
p2 0.5e−01 (0.13e−02, 0.20)
G0 200 (150, 400)
Gb 84 (65, 103)
Ib 10 (1, 32)
Table 2.13: Typical normal values and normal ranges for parameters [13].
and the estimated parameters are presented in Table 2.14. Table 2.15 gives
Parameter SG SI cx l0 l2 X2 m cf
Estimated 0.22077e−01 0.24383e−03 0.86664e−01 6.3474 16.849 13.035 3.2397 0.64721e−01
Initial 0.35063e−01 0.12000e−03 0.54091e−01 2.2481 42.856 11.259 1.8826 0.83893e−01
Table 2.14: Estimated parameters for the lipolysis model.
Relative l2 error: 1.48e−02.
the results of the sensitivity analysis. As expected, we can observe that SI and
SG are the two most sensitive parameters and infer that l0, l2, X2, m, and cf
do not have any effect on the plasma glucose concentration. Also, performing
a sensitivity analysis on the FFA states, we can observe that cf and cx are the
two most sensitive parameters. These describe the first–order reaction rate for
clearing FFA and the rate of influx and outflux for insulin inX(t), respectively.
In fact, cx is designed to simulate the effects of insulin on the suppression of
lipolysis and glucose disposal in the lipolysis model.
2.3 Numerical results
In this section, we present several numerical results for glucose–insulin
dynamics. The numerical methods we have used are explained in Section 2.1.4
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Glucose states FFA states
Rank Parameter ai ||∂G(t)/∂ai||2 Parameter ai ||∂F (t)/∂ai||2
1 SI 0.1052e+07 cf 0.2947e+05
2 SG 0.6318e+04 cx 0.6380e+04




Table 2.15: Glucose and FFA ranking with L2 norm for the lipolysis model.
and Section 2.2. In Figure 2.2a, we have plotted the numerical results for
several mathematical glucose–insulin models with their experimental data [76].
We can see that all of the numerical results fit the experimental data very well,
except data for glucose in the early time. The relative l2 errors for glucose
concentration lie within 5.00e−02 in each model. For Arino’s minimal model
and MINMOD Millennium, we can observe that the glucose value converges to
the baseline value (Gb), thus verifying the mathematical analysis in [25] and
Section 2.1.2. The numerical results for X(t) are shown in Figure 2.2b. We can
observe that X(t) takes non–negative values in all models. Mathematically, it
has been proved that X(t) always produces positive values in Arino’s minimal
model [25] and in MINMOD Millennium .
The computed insulin values are plotted in Figure 2.2c alongside their
experimental values [76]. We can see that all of the numerical results fit the
experimental data very well, except data for insulin in the early time. The
relative l2 errors for insulin concentration are within 9.00e−02 in each model.
We can observe that the insulin values are greater than or equal to the baseline
(Ib = 7.3) in Arino’s model and the Arino–insulin kinetics model, but not in
MINMOD or the MINMOD–insulin kinetics model. Mathematically, it has












































































Figure 2.2: Plot of experimental data and numerical results of each dynamics
model.
equal to its baseline in Arino’s model and the Arino–insulin kinetics model
[25].
From the numerical results in Figure 2.2 and the mathematical analysis
performed in [25] and Section 2.1.2, it is possible to conclude that Arino’s min-
imal model is the best for understanding glucose–insulin dynamics. In reality,
however, many researchers use MINMOD Millennium for their physiological
purposes.
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We have plotted the numerical results from the lipolysis model, which
describes the FFA effect. In Figure 2.3a, the data for insulin, glucose, and FFA
are plotted with the numerical results from the lipolysis model. The computed
relative l2 error is 1.48e−02. In Figure 2.3b, Figure 2.3c, and Figure 2.3d,






























(a) Plots with experimental and computed values

































































(d) Computed X(t) in the lipolysis model.
Figure 2.3: Modeling results from the lipolysis model.
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2.4 Conclusions
In Section 2.1, we proved that MINMOD Millennium and the lipolysis
model have bounded and positive solutions under certain conditions. Also, we
have showed that they have stable equilibrium points due to the homeostasis
of insulin. In Section 2.2, using Levenberg–Marquardt parameter estimation
and semi–relative sensitivity analysis [90], we estimated parameter values and
found that SI and γ are the most sensitive in the glucose–insulin system. In
Section 2.3, we presented our numerical results for G(t), X(t), I(t), and F (t)
with estimated parameters for each of the models discussed in Section 2.1, and
verified that they are consistent with our analysis.
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Chapter 3
A fractional–order model for
MINMOD Millennium
3.1 The origin of the fractional calculus
Newton and Leibniz developed the notions of differentiation and integra-
tion of integer order. The symbol
dny
dxn
invented by Leibniz denotes the nth derivative of a function y with respect to x.
Differentiation and integration of noninteger order is originated from the letter




mean if n be
1
2
?” Leibniz replied: “It will lead to a paradox.” But he
added fatidically, “From this apparent paradox, one day useful consequences
will be drawn.” Leibniz [56] mentioned derivatives of “general order” in the
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correspondence with Johann Bernoulli in 1695. In 1697, Leibniz [57] discussed
Willis’s infinite product for
π
2
with him in the letter, Leibniz mentioned the
notation d1/2y to achieve the same result for
π
2
. Euler was interested in the
fractional calculus, and in 1730 he wrote: “When n is a positive integer, and
if y is a function of x, the ratio dny to dxn can be expressed algebraically, so
that if n = 2 and y = x3, then d2x3 to dx2 is 6x to 1. Now it is asked what
kind of ratio can then be made if n be a fraction. The difficulty in this case
can easily be understood. For if n is a positive integer dn can be found by
continued differentiation. Such a way, however, is no evident if n is a fraction.
But yet with the help of interpolation which I have already explained in this
dissertation, one may be able to expedite the matter [39].” In 1819, the French
mathematician Lacroix [52] firstly mentioned a derivative of arbitrary order
















Γ(β − α+ 1)
xβ−α,
where α and β are fractional numbers. He then calculated the example for
































pn cos{p(x− ξ) + 1
2
nπ} dp
for an integer n.
Replacing integer n with any real number α, he had the fractional operation











pα cos{p(x− ξ) + 1
2
απ} dp.
Fourier mentioned: “The number α that appears in the above will be regarded
as any quantity whatsoever, positive or negative.”
The first application of fractional operations was made by Abel in 1823
[1]. He applied the fractional calculus in the solution of an integral equation
based on the tautochronous problem. The solution is originated from the fact
that the derivative of a constant function is not always equal to zero.
Augustus De Morgan mentioned about fractional calculus: “Both these
system may very possibly be parts of a more general system, but at present I
incline to the conclusion that neither system has any claim to be considered
as giving the form
dn
dxn
xm, though either may be a form [26].” The doubtful
point noted by Morgan is now solved.
After that, many famous mathematicians have devoted their energies to
fractional calculus over the years, and some definitions of fractional derivative
have been contributed [46, 65, 80]. Among them, we introduce several well–
known definitions by Riemann–Liouville, Caputo, and Grünwald.
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Riemann [59] devoted his posthumous publishedGesammelte Werke (1892)
to fractional integration. He found a generalized Taylor series and derived the






(x− k)α−1f(k) dk + φ(x). (3.1)
In order to definitize the lower limit of integration c, he added a complementary
function φ(x).
The Riemann–Liouville definition appeared in the paper written by Sonin
(1869) [91]. By using a contour integration on the Riemann surface, the defi-






(x− k)α−1f(k) dk, Reα > 0, (3.2)
for integration of an arbitrary order α.
If x > c in the definition (3.2), we obtain the definition (3.1) without a






(x− k)α−1f(k) dk, Reα > 0. (3.3)
This form is often considered to be the Riemann–Liouville fractional integral.
By using the Riemann–Liouville fractional integral (3.3), one can define








0 f(x), α > 0, (3.4)
where ⌈.⌉ is the ceiling function.
Caputo introduced a definition of fractional derivative which has an al-










f(x), α > 0. (3.5)
Grünwald developed a definition for fractional derivative as the limit of a









(−1)k Γ(α+ 1)f(x− kh)
Γ(k + 1)Γ(α− k + 1)
, (3.6)
provided the limit exists.
By using the identity (−1)k Γ(α+ 1)








































f(x) · · · , d
n
dxn
f(x) lead to the result
(3.8).
In recent years, the fractional derivative have been extensively considered




The glucose–insulin mechanism has been mathematically modeled and
studied by many researchers [4–7, 12–14, 25, 28, 36, 43, 62, 69, 76, 79, 85,
86, 97, 98]. We compared and analyzed several models in Chapter 2. Among
many valuable works, Bergman et al. [7] proposed a three–compartment min-
imal model to analyze and estimate insulin sensitivity and pancreatic respon-
sivity to determine glucose tolerance. In 1986, Pacini and Bergman [76] applied
the model to MINMOD, which is a computer program for the identification of
model parameters for each individual. Since then, modified versions of the min-
imal model have been introduced by a number of researchers [5, 13, 25, 28, 79].
In particular, in 2003, Boston et al. [13] developed a new program, MIN-
MOD Millennium, which provides estimates of insulin sensitivity and glucose
effectiveness for almost every subject in contrast to earlier MINMOD versions
and some other minimal model programs. It is extensively used to study the
glucose–insulin systems by many physiologists and researchers [53, 82, 87, 93].
Rudic et al. [87] examined the role of the molecular clock in glucose home-
ostasis by using MINMOD Millennium. Larson–Meyer et al. [53] used the
program to confirm that large adipocytes cause lipids to be deposited in vis-
ceral and hepatic tissues, promoting insulin resistance. Srinivasan et al. [93]
applied MINMOD Millennium to analyze the effect of metformin treatment on
insulin sensitivity, and Punjabi et al. [82] used it to find that sleep–disordered
breathing is intimately related to impairment in insulin sensitivity, glucose
effectiveness, and pancreatic β-cell functions independent of adiposity. Figure
3.1 shows such input–output procedures to estimate parameter with MINMOD
Millennium.
However, a number of models have been restricted to integer–order ordi-
nary (or delay) differential equations. Recently, fractional calculus has been
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Figure 3.1: Input–output from the user–friendly program MINMOD Millen-
nium (copyright R.N. Bergman) [5].
widely applied in many fields [2, 9, 17, 22, 35, 37, 44, 64, 70, 73, 74, 81, 101],
and it has been shown that the modeling of fractional ordinary differential
equations has a number of advantages over classical integer–order ones. Many
mathematicians and researchers have tried to model real–world problems using
fractional calculus. In control theory, fractional–order dynamical systems are
an effective method for time–domain analysis problems. Podlubny [81] intro-
duced PIλDµ-controller which is a new type of a fractional–order controller
and also showed it has better performance than the classical PID-controller.
Oustaloup [74] developed CRONE–controller (Commande Robuste d’Ordre
Non Entrier controller) using fractional derivative. Nigmatullin and Nelson
[70] used fractional–order to develop fractional kinetics in complex systems.
Le Mehaute and Crepy [64] applied fractance, which represents an electri-
cal element with fractional–order impedance, to electrical circuits. Westerlund
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[101] generalized voltage divider in the fractional–order impedances. In elec-
tromagnetism, Engheta [37] extended the integer–order multiples related to
powers of 2 to the fractional–order 2α. Scott Blair [9], Gerasimov [44], Caputo
and Mainardi [17] proposed fractional–order laws of deformation for model-
ing the viscoelastic behavior of real materials. Oldham and Spanier [73] used
the fractional–order integral law to suggest the replacement of the classical
integer–order Fick’s law describing the diffusion of electroactive species to-
ward the electrodes. In biology, Anastasio [2] suggested that fractional-order
dynamics could describe pre-motor neurons and motoneurons, and Cole [22]
used fractional-order electric conductance to represent the cell membranes of
biological organisms. Djordjević et al. [35] confirmed that fractional deriva-
tives embody some essential features in the rheological behavior of biological
cells.
Numerous researchers have studied the relationship of blood rheology to
glucose–insulin [24, 61, 67, 78]. Perez–Martin et al. [78] found that plasma
viscosity is a marker of insulin resistance in patients, and Coppola et al. [24]
evaluated the effect of insulin on blood rheology in non–diabetic subjects and
in patients with type 2 diabetes. MacRury and Lowe [61] confirmed that some
abnormalities can be found in the blood viscosity of patients with diabetes
mellitus. Moan et al. [67] found statistically negative correlations between the
glucose disposal rate (GDR) and calculated whole–blood viscosity at both high
and low shear rates.
Hence, we propose a system of fractional–order differential equations for
modeling the glucose–insulin dynamics. In this chapter, we introduce a model
that contains fractional–order differential equations of order 0 < α ≤ 1 into
MINMOD Millennium. Section 3.3 is devoted to the derivation and analysis
of the fractional–order system in MINMOD Millennium. In Section 3.4, we
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describe the numerical method, including how to determine the optimal initial
guess for the new model. The optimal fractional order and parameters are
estimated for many experimental data (normal subjects and type 2 diabetic
patients) in Section 3.5. From these results, we not only confirm that our
analysis is correct, but also verify that the insulin sensitivity (SI) in diabetics
is significantly lower than in non–diabetics. Moreover, we find the new factor
(τ1−α) determining glucose tolerance and the relation between SI and τ
1−α.
3.3 Model derivation
There are several definitions for fractional derivatives and integrals. Here
and throughout, we will adopt Caputo’s definition of fractional–order differ-
entiation, as this has some advantages for initial–value problems.






We then begin by clarifying the definitions of fractional–order integration
and differentiation; see, for instance, [46].
Denote by R+ and Rn+ the set of strictly positive real numbers and set of
points with positive components in Rn, respectively.







is called the Riemann–Liouville fractional integral of order α.
Definition 3.3.2. Let α ∈ R+ and m = ⌈α⌉. Then, the Caputo fractional
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derivative of order α is defined as the function CD
α
a f(t) given by
CD
α
















−stdt = sαL(f(t))− sα−1f(0), 0 < α ≤ 1.
(3.12)
Let us introduce a generalized MINMODMillenniummodel by using fractional-
order differentiation of order α ∈ (0, 1] in the following form:
CD
α
0G(t) = −(SGα + τ1−αX(t))G(t) + SGαGb, G(0) = G0, (3.13a)
CD
α
0X(t) = −p2α(X(t)− SI(I(t)− Ib)+), X(0) = 0, (3.13b)
(I(t)− Ib)+ =

I(t)− Ib I(t) ≥ Ib,
0 I(t) < Ib,
where the nomenclature is as follows:
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G(t) [mg/dl]: the plasma glucose concentration at time t [min];
I(t) [µU/ml]: the plasma insulin concentration at time t [min];
Gb [mg/dl]: the basal glucose value;
Ib [µU/ml]: the basal insulin value;
X(t) [min−1] : the insulin action in proportion to interstitial
insulin;
SG [min
−1] : the glucose effectiveness;
p2 [min
−1] : a parameter describing the removal rate of
insulin from the interstitial space;
SI [min
−1(µU/ml)−1] : the insulin sensitivity;
G0 [mg/dl] : the initial plasma glucose concentration;
τ [min] : a time constant needed to preserve units.
Remark 3.3.3. In (3.13a), τ1−α can be considered as the effect of the rheo-
logical behavior in increasing the muscular and liver sensibility to the action
of insulin [6, 7, 28] in physiology. This means that the more the decrease of
insulin sensitivity (SI), the more the need of the active rate (τ
1−α) to maintain
the balance of glucose–insulin.
Remark 3.3.4. I(t) is an input variable while G(t) and X(t) are output vari-
ables in (3.13). In this system, G(t) and I(t) affect each other physiologically
which behaves in a nonlinear fashion. Moreover, I(t) is considered as bounded
and piecewise C1 function.
For the notational convenience, denote C1(R+,R2) by the Banach space
of continuously differentiable functions mapping R+ into R2, x(t) by x(t) =
(x1(t), x2(t))



















In particular, when the input I(t) = 0, the system is called the homogeneous
system of (3.15). Let us denote by || · ||, the discrete l2 norm and by spec(A),
the eigenvalues of matrix A. These notations will be used throughout this
section.
To discuss the non–negativity and boundedness of the solution of (3.15),
the following preliminaries are needed.
Theorem 3.3.5. (Theorem 2.1., Remark 2.3., and Theorem 3.1. in [60]) Con-
sider the following initial value problem for Caputo fractional differential equa-
tions C
Dαt0x = f(t,x), 0 < α ≤ 1,
x(t0) = x0,
(3.16)
where the function f(t,x) : R × Rd → Rd is a vector field and the dimension
d ≥ 1. Choose any a, b ∈ R+, and let
T =[t0 − a, t0 + a], B = {x ∈ Rd| ||x− x0|| ≤ b},
D ={(t,x) ∈ R× Rd | t ∈ T ,x ∈ B}.
Assume that the function f(t,x) : D → Rd satisfies the following conditions:
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1. f(t,x) is Lebesgue measurable with respect to t on T ;
2. f(t,x) is continuous with respect to x on B;
3. there exists a bounded real–valued function M(t) such that
||f(t,x)|| ≤ M(t),
for almost every t ∈ T and all x ∈ B.
Then, there at least exists a solution of the initial value problem (3.16) on the
interval [t0 − h, t0 + h] for some positive number h satisfying
x(t) = x0 + J
α
t0 (f(t,x)) .
Moreover, if the vector field f(t,x) satisfies the above first two conditions 1
and 2 in the global space R× Rd and
||f(t,x)|| ≤ λ||x||+ w, (3.17)
for almost every t ∈ R and all x ∈ Rd where λ,w are two positive constants,
then, there exists a function x(t) on (−∞,∞) satisfying the initial condition
in (3.16). If ∇xf(t,x) is further assumed to be continuous with respect to x,
this gives the uniqueness of the solution x(t) in (3.16).
Lemma 3.3.6. (Generalized Mean Value Theorem in [72])
Let 0 < α ≤ 1. Suppose that f ∈ C[a, b] and CDαa f ∈ C(a, b]. Then, for all
t ∈ (a, b], there exist ξ ∈ (a, t) such that





a f)(ξ)(t− a)α. (3.18)
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Corollary 3.3.7. (Corollary 1. in [34]) Let 0 < α ≤ 1. Suppose that f ∈ C[a, b]
and CD
α
a f ∈ C(a, b]. If CDαa f(t) ≥ 0, ∀t ∈ (a, b), then f is a non–decreasing
function. If CD
α
a f(t) ≤ 0, ∀t ∈ (a, b), then f is a non–increasing function.
Lemma 3.3.8. (Fractional Comparison Principle in [58])
Let x(0) = y(0) and CD
α
0 x(t) ≤ CDα0 y(t), where 0 < α ≤ 1. Then x(t) ≤
y(t).







Moreover, it is an entire function if α > 0.







is an entire function whenever α > 0, β > 0 and z ∈ C. The Laplace transform




, Re(s) > |λ|1/α. (3.21)
The following lemmas are useful in the proof of the non–negativity, bound-
edness, and stability of the solution (3.15).





















, as |z| → ∞, µ ≤ |arg(z)| ≤ π.
(3.22)










, µ ≤ |arg(z)| ≤ π. (3.23)
Lemma 3.3.12. (Corollary 1. in [100]) Suppose that A ∈ Cn×n, 0 < α < 2,










where µ ≤ |arg(spec(A))| ≤ π.
By the help of Lemmas, we now prove the existence of the solution in
(3.15).




x1(t) ≤ Gb. (3.25)
Proof. f(t,x;a) in (3.15) satisfies clearly the conditions 1 and 2 of Theo-
rem 3.3.5 in R+ ∪ {0} × R2.
We now show that it satisfies the condition (3.17).
Due to the boundedness for I(t), CD
α
0 x2(t) in (3.15) satisfies
||CDα0 x2(t)|| ≤ pα2 ||x2(t)||+ pα2SIM, (3.26)
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where M = sup
t≥0
||I(t)− Ib||.
Then, Theorem 3.3.5 gives the existence and uniqueness of solution x2(t)
on (0,∞).
In addition, we have
CD
α
0 x2(t) ≤− p2αx2(t) + pα2SIM
=− p2α (x2(t)− SIM) .
(3.27)
LetK(t) = x2(t)−SIM . Then, using the the linearity of Caputo derivative,




By applying Lemma 3.3.8, we have
K(t) ≤ K(0)Eα,1(−p2αtα) ∀t > 0, (3.28)
and thus we have lim sup
t→∞
x2(t) ≤ SIM, by Lemma 3.3.11, and it follows that
there exists a constant R > 0 such that ||x2(t)|| ≤ R.
CD
α
0 x1(t) in (3.15) satisfies







which gives the sufficient condition for global existence and uniqueness of
solution x1(t) in Theorem 3.3.5.
Therefore, the existing solution for (3.15) is
x(t) = x(0) + Jα0 (f(t,x;a)) . (3.30)
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and Corollary 3.3.7. Thus the solution remains in R2+.
From (3.15), we have
CD
α
0 x1(t) ≤ −SGαx1(t) + SGαGb. (3.32)




By Lemma 3.3.8, we get
L(t) ≤ L(0)Eα,1(−SGαtα) ∀t > 0. (3.33)
Therefore, we have lim sup
t→∞
x1(t) ≤ Gb, by Lemma 3.3.11. This proves (3.25).
Thus the proof is completed.
In addition to the existence of solution, we are going to prove the stability
of fractional–order system with α ∈ (0, 1) in (3.15). In order to analyze the
stability of the fractional–order model, we quote the following lemmas.
Lemma 3.3.14. (The proof of Theorem 4.1.(a) in [83]) For any t ≥ 0 and
α ∈ (0, 1), suppose that all the eigenvalues of matrix A = (aij)n×n ∈ R
n×n
satisfy |arg(spec(A))| > απ
2
. Then, there exists a positive constant N such
that ∫ t
0
||θα−1Eα,α(θαA)||dθ ≤ N. (3.34)
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Lemma 3.3.15. (Gronwall’s lemma in [49])
Let x(t) and f(t) be real–valued piecewise continuous functions defined on
the real interval [a, b], let z(t) ∈ L(a, b) be also real–valued, and x(t) and z(t)
are nonnegative on the interval. If













dτ, ∀ t ∈ [a, b]. (3.36)
Recall that experimental results [7, 8, 25, 50, 66, 77, 79, 84, 99] suggest
that I(t) reaches a steady state (I∞), which is in a neighborhood of Ib, due
to the homeostasis of insulin. Thus given ϵ > 0, it is reasonable to consider a
time t∗(ϵ) such that |I(t) − I∞| < ϵ if t ≥ t∗(ϵ). Then one may seek a steady
state solution of (3.15) in such a neighborhood.
Indeed, we have the following proposition.
Proposition 3.3.16. Assume that for every ϵ > 0, there exists t∗(ϵ) such that
|I(t) − I∞| < ϵ for all t ≥ t∗(ϵ). Then, x(t) = (x1(t), x2(t))T of the system
(3.15) has a stable equilibrium point (Gb, 0)
T , which is also a stable equilibrium
point of the homogeneous system.
Proof. By recalling the homogeneous system of (3.15), we can compute the










0 x̃(t) = −
SGαx̃1(t) + τ1−α(x̃1(t) +Gb)x̃2(t)
p2
αx̃2(t)





The linearized system of (3.37) at the zero equilibrium point is
CD
α
0 x̃(t) = A(a)x̃(t) + h(x̃(t);a), (3.38)












In order to analyze the stability, we consider the dynamics of solution x̃(t)
after certain time. To determine the proper time, we choose t∗∗(ϵ) in addition
to t∗(ϵ) which is already specified in the assumption.




for all t ≥ t∗∗(ϵ).
By using the assumption and (3.39), the time T can be chosen as the
maximum between t∗ and t∗∗, and we consider the system (3.15) with initial
condition x̃(T ) = (x̃1(T ), x̃2(T ))
T which is bounded.




0 x̃(t+ T ) = A(a)x̃(t+ T ) + h(x̃(t+ T );a) + g(t+ T ;a), (3.40)
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where g(t+ T ;a) with the input function I(t) is given by
g(t+ T ;a) =
 0
pα2SI(I(t+ T )− Ib)+
 .
Denote X̃(s) by the Laplace transform of x̃(t+T ). Taking the Laplace trans-
form on (3.40), we obtain
X̃(s) = (sαI−A(a))−1(sα−1x̃(T ) + L (h(x̃(t+ T );a)) + L(g(t+ T ;a)) )
(3.41)
where I is the 2× 2 identity matrix. By using the inverse Laplace transform,
the solution of (3.40) can be found









(t− r)α−1Eα,α((t− r)αA(a))(g(r + T ;a))dr.
(3.42)
By using Lemma 3.3.12 and Lemma 3.3.14, there exist positive constants C
and N such that








||(t− r)α−1Eα,α((t− r)αA(a))|| ||h(x̃(r + T );a)||dr.
(3.43)





||g(r + T ;a)|| < ϵ (C||x̃(T )||+Npα2SI) . (3.44)
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Since ||h(x̃(t+ T );a)||/||x̃(t+ T )|| tends to zero as ||x̃(t+T )|| approaches
zero, there exist constants δ, C0 > 0 such that
||h(x̃(t+ T );a)|| ≤ C0||x̃(t+ T )|| as ||x̃(t+ T )|| < δ. (3.45)
Substituting (3.45) into (3.43) and by (3.44), we get




||(t− r)α−1Eα,α((t− r)αA(a))|| ||x̃(r + T )||dr.
(3.46)
Applying Lemma 3.3.15 to (3.46), we obtain














From Lemma 3.3.14, (3.47) gives
||x̃(t+ T )|| ≤ ϵ (C||x̃(T )||+Npα2SI) + C0NeC0N ϵ (C||x̃(T )||+Npα2SI) .
(3.48)
Therefore, it immediately follows that ||x̃(t)|| tends to zero as time goes to
infinity. This proves the proposition.
3.4 Numerical methods
The fractional Adams method is an effective technique for solving fractional-
order differential equations [32, 33]. It is used for both linear and nonlin-
ear problems, and can be extended to multi–term fractional–order differential
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equations. In this section, we use this method to find the numerical solution
of the nonlinear system (3.13). The idea of the method is to replace (3.13)
by the equivalent fractional integral equations (3.30). We also use the method
and algorithm in Section 2.1.4 to minimize the objective functional and to
estimate the parameter values, respectively. The first four observed glucose
data are excluded by setting their weights to zero.
The rest of this section is organized as follows. In Section 3.4.1, we intro-
duce briefly the fractional Adams method [32, 33] and derive the predictor–
corrector scheme for system (3.13). In order to use the nonlinear weighted
least–squares method and the Levenberg–Marquardt algorithm, sensitivity
equations are discussed in Section 3.4.2. In Section 3.4.3, the method for find-
ing the optimal initial guess is presented.
3.4.1 The fractional Adams method
Consider the following fractional–order differential equation
CD
α
0 y(t) = f(t, y(t)), y(0) = y0. (3.49)
Assume that the function f is continuous and satisfies a Lipschitz condition
with respect to its second argument with Lipschitz constant L on a suitable
set. Then there exists a unique solution y of the initial value problem (3.49) on
some interval [0, T ] by the existence and uniqueness theorem for the Caputo’s
type of fractional–order differential equation [31]. The initial value problem
(3.49) is equivalent to the Volterra integral equation





(t− u)α−1f(u, y(u))du. (3.50)
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(t− u)α−1f(u, y(u))du ≈
∫ tk+1
0
(t− u)α−1f̃k+1(u, y(u))du, (3.51)
where f̃k+1 is the piecewise linear interpolant for f with node and knots chosen
at the ti, i = 0, 1, 2, · · · , k + 1. We can rewrite the integral on the right–hand
side of (3.51) as
∫ tk+1
0










kα+1 − (k − α)(k + 1)α, i = 0,
(k − i+ 2)α+1 + (k − i)α+1
−2(k − i+ 1)α+1, 1 ≤ i ≤ k,
1, i = k + 1.
(3.53)
Then (3.50) can be discretized as follows:











where yk+1 and y
P
k+1 are the approximation and the predictor at time tk+1, re-
spectively. The remaining predictor yPk+1 is calculated by the product rectangle
rule, ∫ tk+1
0







α ((k + 1 − i)
α − (k − i)α). Therefore, the predictor yPk+1 is
obtained as follows:






The approximation method (3.54) leads to the following theorem for error
bounds under smoothness assumptions on the solution.
Theorem 3.4.1. (Theorem 3.2. in [33]) Let α > 0 and assume that the func-





O(h2), if α ≥ 1,
O(h1+α), if α < 1.
(3.57)
Applying the method (3.54), (3.13) can be discretized as follows:



















a2,k+1,k+1[−p2α(XPk+1 − SI(Ik+1 − Ib)+)], (3.58b)
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in which

















kα+1 − (k − α)(k + 1)α, i = 0,
(k − i+ 2)α+1 + (k − i)α+1
−2(k − i+ 1)α+1, 1 ≤ i ≤ k,




((k + 1− i)α − (k − i)α), 0 ≤ i ≤ k, and l = 1, 2.
By using the derived discrete scheme (3.58), we find the numerical solution
for the system (3.13).
3.4.2 Sensitivity equations
Recalling the natation (3.15), the nonlinear weighted least–squares method
and the Levenberg–Marquardt algorithm require the partial derivatives of x(t)
with respect to every single element of the parameter vector a. In order to ob-
tain the derivatives, we need to calculate the first derivatives of the model
prediction f(t,x;a) with respect to every single element of the parameter vec-
tor a. And then interchanging the order of time and parameter derivatives, the
fractional Adams method is applied. Therefore, we obtain the partial deriva-
tives of x(t) with respect to every single element of the parameter vector a.
Our model (3.15) is not dynamically linear system, and therefore it is not
possible to calculate the exact derivatives since the dependency of f(t,x;a)
on parameters a is unknown. In particular, derivatives of (3.13a) and (3.13b)
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=− (SGα + τ1−αX(t))
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3.4.3 Initial estimates for parameters and the optimal frac-
tional order
It is important but difficult to determine an initial guess for each parameter
in the nonlinear model. We consider a number of initialization approaches for
obtaining optimal model parameters.
In non–diabetics, we divide the ranges of SG, SI , p2, and G0 in Table 2.13
into nineteen equal parts. The range of τ , for considering the increase and de-
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crease of the exponential function, is set to (0.1, 2) and separated into nineteen
equal parts. Also, to find the optimal fractional order, the same process is per-
formed in the range (0.1, 1) of the fractional order α. From those, we consider
the number of twenty initial estimates for each parameter. For example, for pa-
rameter G0, we think the initial estimates 150+
k
19
(400− 150) , k = 1, · · · , 19.
In the original case (α = 1), the initial estimate for τ is meaningless. There-
fore, we estimate the parameters 205 · 19 + 204 times. From these, we choose
the parameters generating the smallest chi–square value, which is given by
χ2 =
∑n
i=1(yi − ȳ(ti; a⃗))2/σi2, where n is the number of data, yi and ȳ are the
observed datum and the numerical solution at time ti, respectively, a⃗ = (ai)
m
i=1
is the set of parameters, and σi is the standard deviation associated with each





. In order to
shorten computation times, we have used MPI (Message Passing Interface)
[75]
In diabetes patients, we determine and use parameter ranges that cover
the extreme cases referenced in [99]. The ranges of parameters SG and p2 are
identical to those in the non–diabetic case. However, the ranges of SI and G0
are changed to (0.05e−04, 7.00e−04) and (200, 450), respectively. The rest of
this process is the same as for non–diabetics.
3.5 Numerical results
In this section, we present some numerical results obtained from the fractional-
order MINMOD Millennium. We apply eight subjects to this model, including
type 2 diabetic patients as well as non–diabetic subjects. In Table 3.1, each
column gives the source, type, experimental test, and clinical basal values
for each subject. In the third column, Normal and Patient represent subject
for non–diabetic and patient with type 2 diabetes, respectively. FSIGT and
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IM–FSIGT are explained in Section 1.1 and Section 2.1. The FSIGT with
tolbutamide involves an additional injection of tolbutamide over 20 s, 20 min
after the glucose injection. For detailed information for the types and tests,
see the references in the source.
Subject Source Type Test
Clinical basal values
Gb Ib
1 [76] Normal FSIGT 92.00 7.30
2 [66] Normal IM–FSIGT 89.75 11.00
3 [84] Normal IM–FSIGT 78.00 9.00
4 [77] Normal FSIGT 87.00 6.00
5 [77] Normal IM–FSIGT 89.00 7.00
6 [8] Normal FSIGT with tolbutamide 97.00 17.00
7 [99] Normal IM–FSIGT 82.00 11.00
8 [99] Patient IM–FSIGT 193.00 56.00
Table 3.1: Type and test for each subject.
Figure 3.2 shows the experimental values of glucose and insulin with sim-
ulated glucose concentration. Also, the estimated optimal fractional order α
for each subject is shown. As we can see, the numerical results fit the ex-
perimental data well, including diabetic patients. For those data produced by
IM–FSIGT, we observe the small peaks near 20 min due to the administration
of insulin (See Figure 3.2b, Figure 3.2c, Figure 3.2e, Figure 3.2f, Figure
3.2g, and Figure 3.2h.). From Figure 3.2g and Figure 3.2h, we see that
patients with diabetes have higher basal, peak glucose values and higher basal
insulin compared to normal subjects. And we can observe that the glucose
concentrations have positive values and converge to their basal line (Gb) in
all numerical results. Hence, we have verified the mathematical analysis pre-
sented in Proposition 3.3.13 and Proposition 3.3.16. In Table 3.3, the optimal
fractional order, the estimated parameters, and the relative l2 error for each
subject are given. Compared to the values in Table 3.2, they not only produce
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almost the smallest chi–square value, but also represent the rheological behav-
ior of glucose–insulin. Among them, we are most interested in the estimating
the value of parameter SI , because it is the most important factor determining
glucose tolerance [7]. It is well known that diabetic patients have significantly
more insulin resistant (lower SI) than the normal subjects [11, 40, 45, 50, 99].
From Table 3.3, we have confirmed the same phenomena regardless of design
and method in our research. Comparing subject 7 to 8, we can conclude that
SG in diabetics is also significantly lower than SG in non–diabetics. In ad-
dition, the SG in subject 4 shows the possibility of the insufficient glucose
disappearance.
In Table 3.3, we also find that the value of τ1−α in diabetics is significantly
higher than that in non–diabetics. To understand the relationship between
τ1−α and SI , we estimated the parameters with fixed τ
1−α = 1.00 (normal
subjects) and τ1−α = 2.00 (diabetic patients). Parameters α, SG, p2, and G0
are similar. However, the value of SI is increasing (decreasing) when the value
of τ1−α is decreasing (increasing) (See Table 3.3 and Table 3.4). It should be
noted that the values of product SI · τ1−α are almost constant in all tables. In
(3.13), the strong effect of SI is derived from the large difference of (I(t)− Ib)
in the early time, and it has a big impact on the value of X(t). Simultane-
ously, from Remark 3.3.3, we can physiologically consider τ1−α as the effect of
the rheological behavior in increasing the muscular and liver sensibility to the
action of insulin [6, 7, 28]. This means that the more the decrease of insulin
sensitivity (SI), the more the need of the active rate (τ
1−α) to maintain the
balance of glucose–insulin. For those reasons, the value of SI is inversely pro-
portional to the value of τ1−α. Therefore, we can conclude that the value of
τ1−α in diabetics is higher than that in non–diabetics and SI · τ1−α remains






















































































































































































Optimal α = 0.88807
(h) Subject 8.





SG p2 SI G0
1 1.00 0.20437e−01 0.29249e−01 0.57313e−03 264.92 2.66e−02
2 1.00 0.33801e−01 0.16086e−01 0.44230e−03 270.07 3.21e−02
3 1.00 0.33628e−01 0.56249e−01 0.22334e−03 287.20 3.02e−02
4 1.00 0.38406e−01 0.16033e−01 0.40537e−03 304.09 1.47e−02
5 1.00 0.29322e−01 0.59264e−01 0.37933e−03 266.55 2.01e−02
6 1.00 0.30859e−01 0.10191e−01 0.50573e−03 298.85 1.95e−02
7 1.00 0.31191e−01 0.66875e−01 0.36755e−03 255.56 4.50e−02
8 1.00 0.23430e−01 0.76598e−02 0.11648e−03 368.64 2.17e−02
Table 3.2: Estimated parameters, and relative l2 error for each subject when
α = 1.00.
3.6 Conclusions
In this paper, to represent the rheological behavior of glucose–insulin, we
have introduced a fractional order (0 < α ≤ 1) into MINMOD Millennium.
In Section 3.3, we showed that our model (3.13) has non–negative, bounded
solutions and a locally asymptotically stable equilibrium points. Applying the
initial guesses for each parameter in Section 3.4, we obtained the optimal
fractional order and estimated parameters for each set of subjects, including
type 2 diabetic patients. From the numerical results in Section 3.5, we can
confirm that insulin sensitivity (SI) is significantly lower in diabetics than in
non–diabetics. In addition, we found the relation between SI and τ
1−α, thus,
we conclude τ1−α is the affecting factor for determining glucose tolerance.
Further research is required to study the application to other many subjects
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국문초록
이 논문에서는 우리는 인슐린 민감성 (SI) 과 포도당 효율성 (SG) 을 잴
수 있는 주요한 글루코스–인슐린 역학 모델들을 소개하고 수학적인 분석을
통하여 그 모델들의 장단점을 살펴보았다. 그리고 효율적인 수치 알고리즘을
통해,각모델들에대한수치해를계한하였으며그에따른변수민감도분석도
진행하였다.
또한 인슐린 민감성을 측정하는 데 널리 쓰이고 있는 MINMOD Millen-




최소자승법, Levenberg–Marquardt 알고리즘, 그리고 분수의 Adams방법들을
이용하여최적의변수들을추정하였다.이러한수치적결과로부터제2형당뇨
병환자에게서 SI가 정상인들에 비해 현격히 낮음을 확인 할 수 있었다. 또한
당내성을 결정하는 새로운 인자 (τ1−α)의 확인과 그와 관련된 SI의 관계를
밝혀냈다.




저에게 충고와 관심을 아끼지 않으셨던 지도교수님이신 신동우 선생님께 감
사드립니다. 바쁘신 와중에도 저의 박사학위논문의 심사를 맡아주신 정상권
선생님,전영목선생님,박춘재선생님께감사드립니다.그리고심사위원이시
고 여러가지로 저에게 많은 도움을 주신 임범누나에게도 정말 감사드립니다.
또한, 제 가족들, 외가 식구들, 친가 식구들, 우리 NASC랩 선후배들, 대학
원 06학번 동기들, 예전 411B호 멤버들, 학부 친구들과 미처 언급되지 못 한
저를 아껴주시는 모든 분들께 감사드립니다. 앞으로 더욱 열심히 하도록 하
겠습니다.
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