We develop a framework for the analysis of deep neural networks and neural ODE models that are trained with stochastic gradient algorithms. We do that by identifying the connections between high-dimensional data-driven control problems, deep learning and theory of statistical sampling. In particular, we derive and study a mean-field (over-damped) Langevin algorithm for solving relaxed data-driven control problems.
Introduction
There is overwhelming empirical evidence that deep neural networks trained with stochastic gradient descent perform (extremely) well in high dimensional setting [34, 44, 37] . Nonetheless, complete mathematical theory that would provide theoretical guarantees why and when these methods work so well has been elusive.
In this work, we establish connections between high dimensional data-driven control problems, deep neural network models and statistical sampling. We demonstrate how all of them are fundamentally intertwined. Optimal (relaxed) control perspective on deep learning tasks provides new insights, with a solid theoretical foundation. In particular, the powerful idea of relaxed control, that dates back to the work of L.C. Young on generalised solutions of problems of calculus of variations [51] , paves the way for efficient algorithms used in the theory of statistical sampling [36, 21, 23, 14] . Indeed, in a recent series of works, see [30, 39, 43, 15, 45] , the task of learning the optimal weights in deep neural networks is viewed as a sampling problem. The picture that emerges is that the aim of the learning algorithm is to find optimal distribution over the parameter space (rather than optimal values of the parameters). As a consequence, individual values of the parameters are not important in the sense that different sets of weights sampled from the correct (optimal) distribution are equally good. To learn optimal weights, one needs to find an algorithm that samples from the correct distribution. It has been shown recently in [30, 39] that in the case of one-hidden layer network and in the case of ensembles of deep neural networks the stochastic gradient algorithm does precisely that. The key mathematical tools to these results turn out to be differential calculus on the measure space. This calculus also proved to be useful when studying implicit generative model [2, 10, 12, 9] .
Connections between deep learning and controlled ODEs have been explored in the pioneering works [50, 35, 22] . There, Pontryagin's optimality principle is leveraged and the convergence of the method of successive approximations for training the neural network is studied. The authors suggested the possibility of combining their algorithm with gradient descent but have not studied this connection in full detail. The term Neural ODEs has been coined in [13] where authors exploited the computational advantage of Pontryagin's principle approach (with its connections to automatic differentiation [3] ). Finally, [29] formulated the relaxed control problem and showed that recently developed methodology [30] can be successfully applied in this setup, to prove convergence of flow of measures induced by the mean-field Langevin dynamics to invariant measure that minimised relaxed control problem. The starting point of [29] is relaxed Pontrygain's representation for the control problem and the authors prove convergence of the continuous time dynamics in fixed data regime and in the case of the neural ODE application, infinite number of parameters. Our work complements [29] : first we derive the Pontryagin's optimality principle for the data-driven relaxed control problem. Next, we study the complete algorithm and provide quantitive convergence bounds in terms of the learning rate, number of iterations of the gradient algorithm and size of the training set. Finally we derive quantitative bounds on the generalisation error.
We note that the randomness of the stochastic gradient introduced during the training is passed on to the neural ODE. This may alleviate some pitfalls of deterministic ODE model noted in [19] .
While this work is motivated by desire to put deep learning on a solid mathematical foundation, as a byproduct, ideas emerging from machine learning provide new perspective on classical dynamic optimal control problems. Indeed, high dimensional control problems are ubiquitous in technology and science [8, 6, 7, 24, 11] . The are many computational methods designed to find, or approximate, the optimal control functional, see e.g. [33] or [26] and references therein. These, typically, rely on dynamic programming, discrete space-time Markov chains, finite-difference methods or Pontryagin's maximum principle and, in general, do not scale well with the dimensions. Indeed the term "curse of dimensionality" (computational effort grows exponentially with the dimension) has been coined by R. E. Bellman when considering problems in dynamic optimisation [5] . This work advances the study, initiated in [29] , of a new class of algorithm for control problems that is particularly well adapted to high dimensional setting.
Before we introduce the general setup and state the main results we start with the example below in which we sketch some key ideas of this work in finite dimensional setting. Example 1.1. Residual networks, recurrent neural networks and other architectures create complicated transformations by composing a sequence of transformations to a hidden state X l ∈ R d indexed in layers by l ∈ {0, 1, . . . , L}:
where X 0 = ξ ∈ R d is a given input, φ = φ(x, a) is some parametric nonlinearity and θ l ∈ R p , l ∈ {0, 1, . . . , L} are parameters to be learned. The following observation has been made by e.g. [13] and [50] : if one was to take steps of order 1 L i.e. place 1 L in front of φ then in the limit as L → ∞ we would recover the ODE:
clear to us how one could establish convergence to even the local minimiser, by working directly with 1.3. However, as we shall demonstrate, such convergence can be established by studying the continuous time limit of 1.3 and the error between the two can be precisely quantified. Furthermore, the continuous time ODEs can be discretised and thus solved either on an equidistant time grid (corresponding to a residual neural network), or, as advocated in [13] , using a "black-box" ODE solver package.
Note that in the particular case when φ is independent of x (i.e. the case of one-hidden-layer network) we see that (1.3) reduces exactly the classical gradient descent step
Main results

Statement of problem
Given some metric space E and 0 < q < ∞, let P q (E) denote the set of probability measures defined on E with finite q-th moment. Let P 0 (E) = P(E), the set of probability measures on E. Let V 2 denote the set of positive Borel measures on [0, T ] × R p with the first marginal equal to Lebesgue measure, the second marginal a probability measure and finite second moment. That is
where here and elsewhere any integral without an explicitly stated domain of integration is over R p . We consider the following controlled ordinary differential equation (ODE):
where ν = (ν t ) t∈[0,T ] ∈ V 2 is the control, where (ξ, ζ) ∈ R d × S denotes dependence on some external data, distributed according to M ∈ P 2 (R d × S) and where (S, · S ) is a normed space. For m ∈ P(R p ) which is absolutely continuous with respect to Lebesgue measure (so that we can write m(da) = m(a) da) define
e −U (a) da = 1 .
(2.3) Given f and g we define objective functionals as 
From the relaxed control to the stochastic gradient descent
Here we extend the derivation carried out in Example 1.1 to the relaxed control problem we stated above. Our aim is to solve this control problem using a (stochastic) gradient descent algorithm. Unlike in Example 1.1, we work with a continuous gradient flow so that our "updates" are infinitesimal and so we will not "overshoot" the minimum. So the goal is to find, for each t ∈ [0, T ] a vector field flow (b s,t ) s≥0 such that the measure flow (ν s,t ) s≥0 given by
satisfies that s → J σ (ν s,· ) is decreasing. The complete answer is provided by Theorem 2.3 but let us outline the proof here. To keep this introductory part brief we take f = 0. The aim is to compute d ds J(ν s,· ), in terms of b s,· , and use this expression to choose b s,· such that the derivative is negative. Let us keep (ξ, ζ) fixed and use X s,t for the solution of (2.2) when the control is given by ν s,· . Let V s,t := d ds X s,t . We will show (see Lemma 4.2) that
Since the equation is affine we can solve it and its solution is
Further (see Lemma 4.5) we can show that
Moreover, in Theorem 2.6 we will show that for σ > 0 the ν ⋆ minimizing J σ exists and satisfies the following first order condition: for a.a. t ∈ (0, T ) we have
Such first order condition has been formulated in [29] but we complement their work by providing derivation from first principles. We note that a simple calculation using Itô's formula shows that the law in (2.6) with the choice of b s,r made above is the law of
i.e. L(θ s,· ) = ν s,· . Finally, in Theorem 2.6 we will show that as s → ∞ we have ν s,· → ν ⋆ expoentially fast (asssuming σ > 0 is sufficiently large). Such convergence, but under different set of assumptions is also shown in [29] .
Assumptions and theorems
We start by briefly introducing some terminology and notation. We will say that some ψ =
For ψ = ψ(w) we will use ψ ∞ := sup w |ψ(w)| to denote the supremum norm and we will use
to denote the Lipschitz norm. We will use c to denote a generic constant that may change from line to line but must be indepdent of p, d and all other parameters that appear explicitly in the same expression.
and measure flow (ν s,· ) s≥0 , such that for all s ≥ 0, ν s,· ∈ V 2 and for all t ∈ [0, T ], s 1 > s 0 we have
in the weak sense i.e. for all t ∈ [0, T ], s 1 > s 0 we have
. Moreover, if σ = 0, assume further that ν s,t is absolutely continuous with respect to the Lebesgue measure for all s ≥ 0 and all t ∈ [0, T ].
We now introduce the relaxed Hamiltonian
(2.8)
We will also use the adjoint process
and note that trivially ∇ x H = ∇ x H σ . In Lemma 4.8 we will prove that, under Assumption 2.1, the system (2.2), (2.9) has unique solution.
where (X ξ,ζ (µ), P ξ,ζ (µ)) is the unique solution to (2.2) and (2.9). We now state a key result on how to choose the gradient flow to solve the control problem.
Theorem 2.3. Fix σ ≥ 0 and let Assumptions 2.1 and 2.2 hold. Let X ξ,ζ s,· , P ξ,ζ s,· be the forward and backward processes arising from data (ξ, ζ) with control ν s,· ∈ V 2 . Then
The proof of Theorem 2.3 will come in Section 4.1.
Theorem 2.4 (Necessary condition for optimality). Fix σ ≥ 0. Let Assumption 2.1 hold. If ν ∈ V 2 is (locally) optimal for J given by (2.5), X ξ,ζ and P ξ,ζ are the associated optimally controlled state and adjoint processes for data (ξ, ζ), given by (2.2) and (2.9) respectively, then for any other µ ∈ V 2 we have i)
ii) For a.a. t ∈ (0, T ) there exists ε > 0 (small and depending on µ t ) such that
In other words, the optimal relaxed control ν ∈ V 2 locally minimizes the Hamiltonian.
The proof of Theorem 2.4 is postponed until Section 4.1. However it tells us that if ν ∈ V 2 is (locally) optimal then it must solve (together with the forward and adjoint processes) the following system: Consider the mean-field system given by:
T ] is a given initial condition and where for each
(2.14)
Assumption 2.5 (For existence, uniqueness and invariant measure).
ii) Let ∇ a U be Lipschitz continuous in a and moreover let there κ > 0 such that:
iii) Assume that either: To introduce topology on the space V 2 we define the integrated Wasserstein metric as follows. Let q = 1, 2 and let µ, ν ∈ V 2 . Then
where W q is the usual Wasserstein metric on P q (R p ). In Lemma 4.9 we show that Assumptions 2.1 and 2.5 imply that for any M ∈ P 2 (R d × S) there exists L > 0 such that for all a, a ′ ∈ R p and µ, µ
Theorem 2.6. Let Assumptions 2.1 and 2.5 hold. Then (2.13)-(2.14) has unique solution. Moreover, assume that J defined in (2.5) is bounded from below and that there existsν such that J σ (ν) < ∞ and that σ > 0. Then 
Theorem 2.6 is proved in Section 4.2. Let us point out that parts i) and ii) are proved in [29] and are included for completeness. Part iii) is proved in [29] under different assumptions.
Let us now consider the particle approximation and propagation of chaos property. Consider a sequence (ξ i , ζ i ) N 1 i=1 of i.i.d copies of (ξ, ζ) and let M N 1 := N 1 j=1 δ ξ j ,ζ j . Furthermore, we assume that initial distribution of weights (θ i 0,· ) N 2 i=0 are i.i.d copies of (θ 0,· ) and that (B i ) N 2 i=1 are independent R p valued Brownian motions and we extend our probability space to accommodate these. For s ∈ [0, S], t ∈ [0, T ] and 1 ≤ i ≤ N 2 define 
The proof of Theorem 2.7 is given in Section 4.3 (see Lemma 4.12 for the well-posedness and Theorem 4.13 for propagation of chaos).
Euler-Maruyama approximations with non-homogeneous time steps can be used to obtain an algorithm for the gradient descent (2.17) . Fix an increasing sequence 0 = s 0 < s 1 < s 2 · · · . and define the family of processes ( θ i l,t ) l∈N,0≤t≤T satisfying, for i = 1, . . . , N 2 and l ∈ N,
The error estimate for this discretisation is given in the theorem below.
Theorem 2.8. Let Assumptions 2.1 and 2.5 hold. Then, there exists c > 0 independent of N 1 , N 2 , p, d, such that, for all n > 0,
provided that σ 2 κ is large relative to LT .
Theorem 2.8 can be proved using the usual arguments for rate of convergence of Euler scheme together with techniques from the proof of Lemma 4.13.
3 Application to neural networks 3 
.1 Generalisation error
The main result of this paper is a quantitative bound on the generalisation error for training deep neural network architectures that can be approximated by a neural ODE model [13] . The the main object of study in this work is the regularised cost function given by
Theorem 2.6 tells us that ν ⋆,σ is an invariant measure for the flow of measures (L(θ s,· )) s≥0 induced by system (2.13)-(2.14). The same theorem tells us that when the regularisation parameter σ is sufficiently large, the invariant measure is unique and
. In other words, for large enough σ, there is a unique minimiser ν ⋆,σ = arg min µ∈V 2 J σ,M (ν) and the probability distribution over parameter space induced by the continuous-time stochastic gradient method (2.13)-(2.14) converges to the optimal law exponentially fast for arbitrary choice of initial distribution of weights. From the proof one can see that see the rate of convergence does not dependent on the dimension of the state space d and parameter space p.
In practice, one does not have access to population distribution M, but works with fi-
The training error is then given by J σ,M N 1 (ν ⋆,σ,N 1 ). It's worth remarking that we are effectively in the setting of overparametrized models (at this point our network parameters are infinite dimenisonal objects). Many successful implementations of deep learning algorithms consider overparametrised models, with number of parameters exceeding size of the training data. The models are then trained until the training error is negligible [52, 4, 40, 28, 38] and such models have been observed to generalize well.
It is a common practice to consider the cost function J, i.e. σ = 0 corresponding to no regularisation, but to train the network with stochastic gradient algorithm (including randomly sampling a mini batch at each step of training, considering unbiased estimator of the full gradient at each step, or training (random) subset of the network at each step e.g dropout). The randomness introduced by the stochastic gradient algorithm, sometimes called implicit regularisation [42, 41] , is modelled here by taking σ > 0. Importantly, entropic regularisation is often critical for design of efficient algorithms, e.g Sinkhorn algorithm [16] . One consequence of the implicit regularisation, at least in the current setting, is that one trains the model with stochastic gradient algorithm and consequently minimises J σ , but defines training error to be
The generalisation error in this case is given by J M (ν ⋆,σ,N 1 ), that is we train using a sample data M N 1 , but we are interested in out of sample performance under the measure M. At this stage ν ⋆,σ,N 1 is just a theoretical object, not something computable. Our aim is to derive precise quantitative bounds for J(ν ⋆,σ,N 1 ) in a situation when ν ⋆,σ,N 1 is approximated by a stochastic gradient algorithm. To do that for each t ∈ [0, T ] (one can think of each t as a layer in a residual network) we consider finite number of parameters (≈ neurons) (
and study the minimisation of
Note that this is effectively the setting of Example 1.1 where we have seen how a gradient descent algorithm naturally arised. In practice one also considers a numerical approximation of the process (X) t∈[0,T ] on a finite time partition 0 = t 0 ≤ · · · ≤ t n = T of the interval [0, T ]. Different numerical approximations of process (X) t∈[0,T ] can be interpreted as different neural network architectures, see again [13] . We omit numerical error in the introduction and remark that numerical analysis of ODEs is a mature field of study, see Hairer, Nørsett and Wanner [27] .
In the next theorem we establish a bound for the generalisation error in terms of the number of training data samples N 1 , model parameters (the number of which is ≈ N 2 × p × n, where n is the number of grid points of [0, T ]), the learning rate γ = max 0<s l <S (s l − s l−1 ), and training time S. Theorem 3.1. Let Assumptions 2.1 and 2.5 hold. Assume that σ 2 κ is sufficiently large relative to LT . Then there is c > 0 independent of λ, S, N 1 , N 2 , d, p and the time partition used in Theorem 2.8 such that
The proof of Theorem 3.1 is postponed until Section 4.4. We stress that the rates that we obtained are dimension independent, which is not common in the literature. Indeed the statement of Theorem (3.1) in general would not be true if we only knew that J M is Lipschitz continuous with respect to the Wasserstein distance, i.e, there is c such that
Indeed, in this case following [25] or [18] , the rate of convergence in the number of samples N deteriorates as the dimension d increases. We also refer the reader to recent works [1, 48] 
Examples
The setting in this paper is relevant to many types of machine learning problems. Below we give two examples of how the results stated in Section 2 can be applied to gain insight into machine learning tasks. 
The abstract learning objective can be taken as
We now fix a nonlinear activation function ϕ : R d → R d and take φ to be
The "abstract machine" is then given by (2.2) where we have to specify the parameter distribution ν ∈ V.
In the following example we consider a time-series application. In this setting the input will be one or more "time-series" each a continuous a path on [0, T ]. The reason for considering paths on [0, T ] is that this covers the case of unevenly spaced observations. 
We will extend this to entire [0, T ] by piecewise constant interpolation:
The learning data is then (ζ (1) , ζ (2) ) =: ζ ∈ C([0, T ]; Rd) 2 =: S distributed according to the data measure M ∈ P(S). As before we fix a nonlinear activation function ϕ :
Let L ∈ Rd ×d be a matrix. The abstract learning task is then to minimize
over all measures ν ∈ V 2 subject to the dynamics of the forward ODE given by (2.2).
Proofs
Optimality conditions
Here we derive Pontryagin's optimality principle for the relaxed control problem by proving Theorems 2.3, 2.4 and 4.7. We will work with an additional control (µ t ) t∈[0,T ] and define ν ε t := ν t + ε(µ t − ν t ). In case σ = 0 assume that µ t are absolutely continuous w.r.t. the Lebesgue measure for all t ∈ [0, T ]. We will write (X ξ,ζ t ) t∈[0,T ] for the solution of (2.2) driven by ν and (X ξ,ζ,ε t ) t∈[0,T ] for the solution of (2.2) driven by ν ε both with the data (ξ, ζ). Moreover, let V 0 = 0 be fixed and
We observe that this is a linear equation. Let
Note that
and so we then see that
Let us now consider
Taking the terms separately and using the fact that we are working with probability measures we see that
This and the assumption that the derivatives w.r.t. the spatial variable are bounded lead to
Finally note that
and moreover due to the affine structure of (4.1) it can be solved for V ξ,ζ so that and this can be written in differential form (w.r.t time t) as
Proof. We will keep (ξ, ζ) fixed for the moment and hence omit it from the notation. Let us now fix as ν t = ν s 0 ,t and µ t = ν s 1 ,t for all t ∈ [0, T ]. Define ν ε t := ν t + ε(µ t − ν t ) and let the associated process be (X ε t ) t∈[0,T ] From Lemma 4.1 and (4.2) we see that
Then
Note that the integrand I(r, t, ν ε r , a, ζ) is bounded by a constant uniformly in r, ν, a and ζ and so we can replace the second term above by δ ε ց 0 as ε → 0. Focusing now on the first term we have Hence, using Fubini's theorem and integrating by parts, we get
Dividing by s 1 − s 0 and letting s 1 → s 0 and finally letting ε → 0 we observe that
Recalling the definition of I completes the proof. Ent
Proof. The key part of the proof is done in [ 
Proof. We need to consider the difference quotient forJ and to that end we consider
Using Lebesgue's dominated convergence theorem and Lemma 4.1 we get
The term involving g can be treated using the differentiability assumption and Lemma 4. 
Proof. We will keep (ξ, ζ) fixed for the moment and hence omit it from the notation. Let us now fix as ν t = ν s 0 ,t and µ t = ν s 1 ,t for all t ∈ [0, T ]. Define ν ε t := ν t + ε(µ t − ν t ) and let the associated process be (X ε t ) t∈[0,T ] . Recall that V t can be solved and its solution written in terms of I(r, t, ν, a) given by (4.2) . Then from Lemma 4.4 we have that
Using the same argument as in the proof of Lemma 4.2 we obtain the conclusion.
Proof of Theorem 2.3. Recall that X ξ,ζ s,· is the forward processes arising in (2.2) from data (ξ, ζ) with control ν s,· ∈ V 2 . From Lemma 4.5 we have that We note that (∇ a I)(r, t, ν s,· , a) = e t r (∇xΦr)(Xs,r ,νs,r,ζ) dr (∇ a φ r )(X s,r , a, ζ) . We now perform a change of order of integration in the triangular region Now we recall that P ξ,ζ s,· is the backward processes arising in (2.9) from data (ξ, ζ), forward process X ξ,ζ s,· with control ν s,· ∈ V 2 . We can see that since (2.9) is affine P s,r = (∇ x g)(X s,T , ζ)e T r (∇xΦr)(Xs,r ,νs,r,ζ) dr + T r (∇ x F )(X s,t , ν s,t , ζ)e t r (∇xΦr)(Xs,r,νs,r,ζ) dr dt so that (4.6) can be written as Recalling the Hamiltonian defined in (2.8) completes the proof.
Lemma 4.6. Under Assumption 2.1 we have that
Proof of Lemma 4.6. We first observe (ommiting the superscript ν, ξ, ζ from the adjoint process as these are fixed) that due to (2.9), (4.1) and the fact that V 0 = 0, we have
Hence due to (2.8) we get
From this and Lemma 4.4 and noting that (∇ x g)(X T , ζ)V T = P T V T we see that
We can conclude the proof by properties of the linear derivative.
Proof of Theorem 2.4. Let (µ t ) t∈[0,T ] be an arbitrary relaxed control. Since (ν t ) t∈[0,T ] is optimal we know that J ν t + ε(µ t − ν t )) t∈[0,T ] ≥ J(ν) for any ε > 0.
From this and Lemma 4.6 we get, after integrating over (ξ, ζ) ∈ R d × S, that
Now assume there is S ∈ B([0, T ]), with strictly positive Lebesgue measure, such that
Then by the same argument as above
leading to a contradiction. This proves i). From the properties of linear derivatives we know that for almost all t ∈ (0, T ) it holds that
From this ii) follows. 
Then the relaxed control (ν t ) t∈[0,T ] is an optimal control.
Proof of Theorem 4.7. Let (ν t ) t∈[0,T ] be another control with the associated family of forward and backward processesX ξ,ζ ,P ξ,ζ , (ξ, ζ) ∈ R d × S. Of course X ξ,ζ 0 =X ξ,ζ 0 . For now, we have (ξ, ζ) fixed and so write X = X ξ,ζ , P = P ξ,ζ .
First, we note that due to convexity of x → g(x, ζ) for every ζ ∈ S, we have
We are assuming that (x, µ) → H(x, P t , µ, ζ) is jointly convex in the sense of flat derivatives and so we have
Integrating over (ξ, ζ) w.r.t. M we thus have
Hence J(ν) − J(ν) ≤ 0 and ν is an optimal control. We note that if either g or H σ are strictly convex then ν is the optimal control. A particular case is whenever σ > 0.
Existence, uniqueness, convergence to the invariant measure
The reader will recall the space of relaxed controls V 2 given by (2.1) and the integrated Wasserstein metric given by (2.15 ). The Mean-field Langevin system induces an s-time marginal law in the space V 2 i.e. for each s ≥ 0 we have L(θ s,· ) ∈ V 2 and moreover the map s → L(θ s,· ) is continuous in the W T 2 metric on V 2 . Hence, as in [29] , we have that the map I ∋ s → L(θ s,· ) ∈ V 2 belongs to the space C(I, V 2 ) := ν = (ν s,· ) s∈I : ν s,· ∈ V 2 and lim s ′ →s W T 2 (ν s ′ ,· , ν s,· ) = 0 ∀s ∈ I .
The existence of a unique solution to the system (2.13)-(2.14) will be established by a fixed point argument in C(I, V 2 ). i) The system sup
Proof. Assumption 2.1 implies that the functions
are Lipschitz continuous and hence unique solution (P ξ,ζ t , X ξ,ζ t ) t∈[0,T ] exists for all ξ, ζ. This proves point i). Point ii) follows from Lemma B.1 under our assumptions.
Recall that (2.10) defines 
Proof. Due to Theorem C.1 we know that there is L ′ > 0 such that
This, together with point ii) of Lemma 4.8 provides the desired L. Step 1. We need to show that {L(θ(µ) s,· ) : s ∈ I} ∈ C(I, V 2 ). This amounts to showing that we have the appropriate integrability and continuity i.e. that there is K > 0, λ > 0 such that
and that
To show the integrability observe that Assumption 2.5 point ii) together with the Young's inequality: ∀a, y ∈ R p |ay| ≤ κ 2 |a| 2 + (2κ) −1 |y| 2 implies that
Hence, for any λ > 0, we have
From the definition of the Hamiltonian and Lemma 4.8, we have
.
Therefore,
Take λ = σ 2 κ 2 − c to conclude the required integrability property. To establish the continuity property note that for s ′ ≥ s we have
This, together with Lebesgue's theorem on dominated convergence enables us to establish the continuity property.
Assumption 2.5 point ii), along with Young's inequality ∀x, y |xy| ≤ L|x| 2 + (4L) −1 |y| 2 yields that
Recall that for any s ∈ I we have
Recall that for all t ∈ [0, T ], θ 0,t (µ) = θ 0,t (ν). Fix S > 0 and note that
Step 3. Let Ψ k denote the k-th composition of the mapping Ψ with itself. Then, for any integer k > 1,
Hence, for any S ∈ I there is k, such that Φ k is a contraction and then Banach fixed point theorem gives existence of the unique solution on [0, S]. The estimate (4.10) follows simply from
Step 1. The proof is complete.
Remark 4.11. As a by-product of the proof of the above result we obtained the rate of convergence of the Picard iteration algorithm on C(I, V 2 ) for solving (2.13)- (2.14) . Such an algorithm can be combined with particle approximations in the spirit of [46] . We present the proof for completeness. Since M is fixed here, we omit it from the notation in h t defined in (2.10). Moreover, the required integrability and regularity for solutions to the Kolmogorov-Fokker-Planck equations are exactly those proved in [30, Proposition 5.2 and Lemmas 6.1-6.5] and we do not state them here.
Step 1. First we show that arg min ν∈V 2 J σ (ν) = ∅. Denote
Note that since Ent(ν) is weakly lower-semicontinuous so is J σ . Further, as sub-level set of relative entropy, K is weakly compact, [20, Lem 1.4.3] . Further note that for ν / ∈ K
Hence {ν ∈ V 2 : J σ (ν) ≤ J σ (ν)} ⊂ K, and so inf ν∈V 2 J σ (ν) = inf ν∈K J σ (ν). A weakly lower continuous function achieves a global minimum on a weakly compact set and hence arg min ν∈V 2 J( σ ν) = ∅. This proves point i).
Step 2. Let ν ⋆ ∈ arg min ν∈V 2 J(ν). Necessarily J(ν ⋆ ) ≤ J(ν) < ∞. This together with the fact that J is bounded from below means that T 0 Ent(ν t )dt < ∞ . In particular, ν ⋆ is absolutely continuous with respect to the Lebesgue measure. Theorem 2.4 i) tells us that for any µ ∈ V 2 ,
From this and Lemma A.3 we deduce that for a.a. t ∈ [0, T ] we have that
stays constant in a and Γ t (a) = Γ(a ′ ) ν ⋆ t (da ′ ) := Γ t for ν ⋆ t -a.a. a ∈ R p . From the fact that ν * is absolutely continuous w.r.t. Lebesgue measure and from (2.8) we see that
is constant in a, possibly −∞. We know ν ⋆ (a) ≥ 0 and on S := {(t, a) ∈ R p × [0, T ] : ν ⋆ t (a) > 0} the probability measure ν ⋆ t satisfies the equation
Since ν ⋆ is a probability measure
Due Lemma 4.8, part ii) we see that a → h t (a, ν ⋆ ) has at most linear growth. This and Assumption 2.5 point ii) implies that 0 < e −U (a)− 2 σ 2 ht(a,ν ⋆ ) da < ∞. This implies that for a.a. t ∈ [0, T ] we have Γ t = −∞. Hence ν ⋆ t (a) > 0 for Lebesgue a.a a ∈ (0, T ) × R p and ν ⋆ is equivalent to the Lebesgue measure on [0, T ] × R p .
Step 3. Let L(θ 0 t ) := ν ⋆ and consider θ s,t given by (2.13)-(2.14). Since ν ⋆ ∈ arg min ν∈V 2 J(ν) we know that
Moreover, from Theorem 2.3 we have that
Hence for Lebesgue a.a. (t, a) ∈ (0, T ) × R p we have
Multiplying by ν ⋆ (a) > 0 and applying the divergence operator we see that for a.a. t ∈ [0, T ] the function a → ν ⋆ t (a) solves the stationary Fokker-Planck equation
From this we can conclude that ν ⋆ t is an invariant measure for (2.13)- (2.14) . This concludes the proof of point ii).
Step 4. Take two solutions to (2.13)-(2.14) denoted by (θ, X, P ) and (θ ′ , X ′ , P, ) with initial distributions L((θ 0,t ) t∈[0,T ] ) and L((θ ′ 0,t ) t∈[0,T ] ), respectively. Take λ = σ 2 κ − 4L > 0. Due to (4.11), Lemma 4.9 and Assumption 2.5 point ii) we have
where we used (4.11) again to obtain the last inequality. Integrating this leads to
Take θ ′ to be solution to (2.13)-(2.14) with initial condition L(θ 0 ) = ν ⋆ and θ to be solution to (2.13)-(2.14) with an arbitrary initial condition (θ 0 t ) t∈[0,T ] . We see that we have the convergence claimed in (2.16) . Moreover if µ ⋆ is another invariant measure and we can start (2.13)-(2.14) with L(θ 0 ) = ν ⋆ and L(θ ′ 0 ) = µ ⋆ to see that for any
. This is a contradiction unless µ ⋆ = ν ⋆ . This proves point iii).
Particle approximation and propagation of chaos
In this section, we study particle system that corresponds to (2.13)-(2.14). Define The rate of convergence between (2.13) and (2.17) is given by the following theorem. Then there exists c, independent of S, N 1 , N 2 , d, p, such that, for all i = 1, . . . , N 2 we have
Proof.
Step 1. Noticing that the particle system (2.17) is exchangeable, it is sufficient to prove our claim for i = 1. Define (θ i ) N 2 i=1 consisting of N 2 independent copies of (2.13), given by
By uniqueness of solutions to (2.13) , L(θ v,. ) = L(θ i,∞ v,. ). We also define ν N 2 ,∞
For λ > 0, to be chosen later on, we have
By Lemma (4.9)
Therefore, by Young's inequality and the exchangeability of (θ j s,· ) N 2 j=1 ,
Using Young's inequality again, we have
Coming back to (4.14) and employing Assumption 2.5-ii), we get
Step 2. The statistical errors will be derived from
Recall that
. Hence, from Assumption 2.1 and Lemmas 4.10 and B.1
Consequently, and due to Lemma B.1
(4.17)
By Assumption 2.1 and Lemmas 4.8 and 4.10 we know that
From this and (4.17) we conclude that the estimate (4.16) holds.
Step 3. Coming back to (4.14) , with λ = σ 2 κ 2 − L 2 (3 + T ) + 1 2 we get that
Calculating the integral on the right hand side concludes the proof.
Generalisation estimates
Lemma 4.14. Let Assumptions 2.1 and 2.5 hold. Then there exist constants L 1,M and L 2,M , such that for any µ, ν ∈ V 2 we have i)
Proof. Let ν λ := ν + λ(µ − ν) for λ ∈ [0, 1] and recall definition ofJ from (2.4) . From Lemma 4.6 (with σ = 0) we have
and with law µ. By the definition of linear functional derivatives, we have
where, for i ∈ {1, . . . , N } and λ ∈ [0, 1],
Note that the expectation only applies toθ i and that ϕ i λ is zero mean random variable. We have the estimate
Step 2. By our assumption (4.20) we have
Step 3. For any (i 1 , i 2 ) ∈ {1, . . . , N } 2 , we introduce the (random) measures
By the definition of the second order functional derivative
(4.23)
By our assumption (4.20) we have
In the same way we can show that
Hence
Finally, by writing ϕ i = (ϕ i − ϕ i,−(i 1 ,i 2 ) ) + ϕ i,−(i 1 ,i 2 ) , applying Cauchy-Schwarz inequality and using (4.20) we have
By conditional independence argument the last term above is zero. Combining this, (4.22), Conclusions of Step 1 and 2 concludes the proof.
Proof of Theorem 3.1. Throughout the proof we write J = J M . We decompose the error as follows:
where
Here E 1 is the error arising from running the mean-field gradient descent only for finite time S. The error arising from replacing the mean-field gradient descent by a particle approximation is E 2 and finally E 3 arises from doing a time discretisation of the particle gradient descent.
Step 1. From Lemma 4.14-i) and Theorem 2.6 we conclude that
Step 2. Consider i.i.d copies of the mean-field Langevin dynamic
The associated empirical measure is defined asν σ,N 1 ,
(4.25)
From Lemmas 4.14-ii) and 4.15 we see that E|E 2,1 | 2 ≤ c N 2 . Next we observe that by Lemma 4.14-i) and by the definition of Wasserstein distance
Finally, due to Theorem 2.7 we see that
Step 3. By Lemma 4.14, by Theorem 2.8 and by the definition of Wasserstein distance
where γ := max 0<s l <S (s l − s l−1 ). Collecting conclusions of Steps 1, 2 and 3 we obtain
where c is independent of λ, S, N 1 , N 2 , d, p and the time partition used in Theorem 2.8.
A Measure derivatives
Definition A.1. A functional F : V 2 → R d , is said to admit a first order linear derivative, if there exists a functional δF δν : (0,
ii) For any ν ∈ V 2 there exists C = C ν,T,d,p > 0 such that for all a ∈ R p we have that
iii) For all ν, ρ ∈ V 2 ,
The functional δF δν is then called the linear (functional) derivative of F on V 2 .
The linear derivative δF δν is here also defined up to the additive constant 
Indeed (A.1) immediately implies (A.2). To see the implication in the other direction take v λ := ν + λ(ρ − ν) and ρ λ := ρ − ν + ν λ and notice that (A.2) ensures for all λ ∈ [0, 1] that
By the fundamental theorem of calculus
We will say that F : V 2 → R d admits a second order linear functional derivative if, for all t, a, ν → δF δν (t, a, ν) itself admits a linear functional derivative in the sense of Definition A.1. We will denote this second order linear derivative by δ 2 F δν 2 . In particular
where (t ′ , a ′ , ν) → δF δν (t, a, t ′ , a ′ , ν) satisfies the properties i) and ii) of Definition A.1. Let us further point out the following chain rule:
Lemma A.2. Assume that F : V 2 → R d admits a linear functional derivative, in the sense of Definition A.1, and J : R d × V 2 → R d such that, for all ν ∈ V 2 , x → J(x, ν) admits a continuous differential ∇ x J(x, ν) such that ν → ∇ x J(x, ν) is continuous on V 2 , and for all x, ν → J(x, ν) admits a continuous differential δJ δν (x, t, a, ν) on V 2 . Then ν → J(ν, F (ν)) admits a linear functional derivative on V 2 given by Dividing this expression by ǫ, the limit ǫ → 0, which grants the derivative of ν → J(ν, F (ν)) (using (A.2)), follows by dominated convergence.
The linear functional derivative on V 2 provides a slight extension of the more classical linear functional derivative on P 2 (R p ) (see e.g. [11] , Section 5.4.1): a functional U : P 2 (R p ) → R is said to admit a linear derivative if there is a (continuous on P(R p )) map δU δm : P(R p ) × R d → R, such that | δU δm (x, µ)| ≤ C(1 + |x| 2 ) and, for all m, m ′ ∈ P 2 (R p ), it holds that U (m) − U (m ′ ) = Since δU δm is only defined up to a constant we make a choice by demanding δU δm (m, a) m(da) = 0. The connection between the linear functional derivative δ δν in A.1, and δ δm is granted as follows: Let π t , 0 ≤ t ≤ T be the family of operators, which, for any 0 ≤ t ≤ T and ν in V 2 assigns the measure π t (ν) = ν t of P 2 (R p ). For any functional U : P 2 (R p ) → R, define its extension on V 2 as U t (ν) = U (π t (ν)). Whenever the functional U t admits a linear functional derivative on V 2 , then 
B Bounds and regularity for the forward-backward system
In this section, we establish the boundedness and regularity of the mapping assigning to each ν ∈ V 2 the solution to          X t (ν) = ξ + t 0 Φ r (X r (ν), a) ν r (da) dr, P t (ν) = ∇ x G(X T (ν)) + T t
(∇ x f r (X r (ν), a) + ∇ x Φ r (X r (ν), a) · P r (ν)) ν r (da) dr,
where Φ, G and f are given functions, and ξ is a given point in R d . The dynamic (B.1) is a simplification of (2.13) where we omit the explicit dependence in term of ζ in the drift and terminal components.
Hereafter, we will work with the following assumptions:
, ∇ x f and ∇ x G are all Lipschitz continuous in (x, a), uniformly in t;
(H ′ ) − (ii) sup t |Φ t (0, 0)| + |f t (0, 0)| < ∞; Hereafter, we will denote by h the function:
Let us point out that the process (P t (ν)) 0≤t≤T can be written as: 
Additionally, for all 0 ≤ t ≤ T , ν → (X t (ν), P t (ν)) is continuous on V 2 equipped with the topology related to the metric W T q .
Proof. Owing to the Lipschitz and differentiability properties of (x, a) → Φ t (x, a, z), 
