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Abstract
Wavelet shrinkage is a strategy to obtain a nonlinear approximation to a given signal. The shrinkage method is applied in different
areas, including data compression, signal processing and statistics. The almost everywhere convergence of resulting wavelet series
has been established in [T. Tao, On the almost everywhere convergence of wavelet summation methods, Appl. Comput. Harmon.
Anal. 3 (1996) 384–387] and [T. Tao, B. Vidakovic, Almost everywhere behavior of general wavelet shrinkage operators, Appl.
Comput. Harmon. Anal. 9 (2000) 72–82]. With a representation of f ′ in terms of wavelet coefficients of f , we are interested
in considering the influence of wavelet thresholding to f on its derivative f ′. In this paper, for the representation of differential
operators in nonstandard form, we establish the almost everywhere convergence of estimators as threshold tends to zero.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The main purpose of this work is to consider the asymptotic behavior of estimators of differential operators via
wavelet thresholding when the thresholds tend to zero.
The wavelet representation of a function “automatically” places significant coefficients in a neighborhood of large
gradients present in the function due to the vanishing moments of wavelets. Based on this, wavelet shrinkage is a
strategy to obtain a nonlinear approximation to a given signal. The shrinkage method is applied in different areas,
including data compression, signal processing and statistics. When the soft or hard thresholding is applied, the re-
sulting wavelet shrinkage estimators possess asymptotic near-minimax optimality properties [1,8,10,11]. The almost
everywhere convergence and norm convergence of resulting wavelet series have been established in [16] and [17].
A question arises naturally: how does wavelet thresholding of a function f affect its derivative f ′? To answer this
question, we first need to represent appropriately f ′ by making use of the wavelet expansion of f . In this paper, the so
called nonstandard form (NSF) of representation of certain operators, due to Beylkin, Coifman and Rokhlin [5], plays
an important role. The NSF may be constructed by Beylkin–Coifman–Rokhlin (BCR) algorithm. As well known, for
a wide classes of operators, the NSF leads to fast algorithms for matrix multiplications. We note that the NSF of many
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NSF, two methods for reconstruction of some operators with wavelet approach have been developed. One is based
on the wavelet–vaguelette decomposition (WVD) [9] and the other is based on the vaguelette–wavelet decomposition
(VWD) [2]. There are some differences among them as explained below. With NSF one may represent, using the
wavelet coefficients of f , the operator with respect to the underlying wavelet basis and scale functions. However,
the WVD expands f ′ with the underlying wavelet basis, but not the wavelet coefficients of f . On the other hand,
while the VWD makes use of the wavelet coefficients of f , it expands f ′ with an appropriate basis other than the
underlying wavelet basis. The wavelet thresholding estimators based on WVD and VWD are constructed in [9] and [2],
respectively.
In this paper, it is demonstrated that the approach of wavelet thresholding can be used for the NSF as well. More
precisely, we establish that, as the threshold tends to zero, the resulting NSF of f ′ converges to f ′ almost everywhere.
Before proceeding further with the main results, we introduce the notions concerning wavelet thresholding and
NSF of differential operator.
1.1. Wavelet thresholding estimator
Suppose that ϕ is an orthogonal scaling function, i.e., it satisfies the refinement equation
ϕ(x) =
L−1∑
k=0
hkϕ(2x − k), x ∈ R, (1.1)
and {ϕ(· − k)}k constitutes an orthonormal set in L2(R). It is known that ϕ is supported on [0,L − 1]. Then an
orthogonal wavelet ψ is constructed by
ψ(x) =
L−1∑
k=0
gkϕ(2x − k), gk = (−1)khL−k−1. (1.2)
By the term orthogonal wavelet we mean that the set {ψjk = 2j/2ψ(2j ·− k): j, k ∈ Z} of functions is an orthonormal
basis for L2(R).
Henceforth we assume that ψ and ϕ are given as above. The wavelet representation of a function f is given by
f =
∑
jk
djkψjk, djk = 〈f,ψjk〉.
For f ∈ Lp(R),1 p < ∞, the above equality holds almost everywhere and in Lp(R)-norm [13,16,17].
Definition 1.1. A function δ(x,λ) : R × R+ → R is called a thresholding rule, with the threshold λ, if there exist
nonnegative constants a and b such that∣∣x − δ(x,λ)∣∣ aλ (1.3a)
and ∣∣δ(x,λ)∣∣ b|x|χ {|x|>λ} (1.3b)
for all x ∈ R and λ ∈ R+.
Examples of thresholding rules include hard thresholding, semisoft shrinkage and hyperbole rule, etc. With a
thresholding rule, the wavelet thresholding estimator of f is defined by
Tλf (x) =
∑
j,k
δ(djk, λ)ψjk(x), λ > 0. (1.4)
The series in (1.4) converges absolutely a.e. for any f ∈ Lp(R),1 p < ∞, and converges in Lp(R)-norm for any
f ∈ Lp(R),1 <p < ∞. Further, Tλf → f a.e. and in Lp(R)-norm as λ → 0. These results have been established in
[16,17].
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For the construction of NSF of differential operator d/dx, we suppose that ϕ′ ∈ Lp(R) and introduce the constants
rl =
+∞∫
−∞
ϕ(x − l)ϕ′(x) dx, l ∈ Z. (1.5)
Clearly, rl = 0 for |l| >L−2. We note that rl, l ∈ Z, may be computed by solving a system of linear equations, which
has a unique solution with a finite number of nonzero rl [3–5]. Moreover, let
αl =
+∞∫
−∞
ψ(x − l)ψ ′(x) dx, βl =
+∞∫
−∞
ψ(x − l)ϕ′(x) dx, γl =
+∞∫
−∞
ϕ(x − l)ψ ′(x) dx.
It follows from (1.1) and (1.2) that the constants {αl}, {βl} and {γl} can be computed from {rl}. For example αi =∑L−1
k=0
∑L−1
k′=0 gkgk′r2i+k−k′ .
It is well known that the assumption ϕ′ ∈ Lp implies the polynomial reproducibility of ϕ (see [7, p. 245])
∑
l
ϕ(x − l) = 1,
∑
l
lϕ(x − l) = x − c, (1.6)
where c is a constant. By the construction we have the discrete vanishing moments
∑
|l|L−2
rl =
∑
|l|L−2
liαl =
∑
|l|L−2
liβl =
∑
|l|L−2
liγl = 0, i = 0,1. (1.7)
Given a function f ∈ Lp(R) (1  p ∞) with f ′ ∈ Lq(R) (1  q < ∞), we define functions SJ f , J ∈ Z, as
following
SJ f =
∑
j<J
∑
k
(
ψjk2j
∑
l
αldj,k−l + ψjk2j
∑
l
βlsj,k−l + ϕjk2j
∑
l
γldj,k−l
)
, (1.8)
where ϕjk(x) = 2j/2ϕ(2j x − k), sjk = 〈f,ϕjk〉. Under the condition of f , the convergence of series (1.8) both in
pointwise and Lq(R)-norm will be established in Theorem 1.2.
Moreover, we prove in Theorem 1.2 that, for f with f ′ ∈ Lq(R),1 q < ∞, the sequence {SJ f (x)}J converges
to f ′(x) pointwise and in Lq(R)-norm as J → ∞. With this fact, the NSF of operator d/dx is the following repre-
sentation
T f =
∑
j
∑
k
(
ψjk2j
∑
l
αldj,k−l +ψjk2j
∑
l
βlsj,k−l + ϕjk2j
∑
l
γldj,k−l
)
. (1.9)
We note that the NSF of the differential operator here is essentially the same as that given in [3–5], although it
seems that they are represented in different forms.
In practice, for dealing with n data, VWD algorithm requires O(n log2 n) operations. However, a fast algorithm for
NSF needs only O(n) operations provided that the constants rl, αl, βl and γl are given.
We are interested in studying the estimation of f ′ by thresholding with the NSF. Recall that Tλf is given in (1.4).
The estimator Tλ of differential operator via thresholding is given, at least formally, by Tλf = T (Tλf ). This can be
represented formally as
Tλf =
∑
j
∑
k
(
ψjk2j
∑
l
αlδ(dj,k−l , λ)+ψjk2j
∑
l
βl sˆj,k−l + ϕjk2j
∑
l
γlδ(dj,k−l , λ)
)
, (1.10)
where sˆjk = 〈Tλf,ϕjk〉. We will demonstrate that Tλf is well defined. In fact, the convergence of (1.10) will be
established in Theorem 1.3.
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We state the main results in this subsection. The first one is about the convergence concerned with NSF of differ-
ential operator. Its proof is given in Section 2.
Theorem 1.2. Assume that the orthogonal scaling function ϕ ∈ C10(R), the set of compactly supported functions with
continuous derivative on R. If f ∈ Lp(R), 1  p ∞, f ′ ∈ Lq(R), 1  q < ∞, then the series (1.8) converges
absolutely and uniformly on R. Moreover, limJ→+∞ SJ f (x) = f ′(x) holds at any Lebesgue point x of f ′ and holds
in Lq(R)-norm. In other words, T f (x) = f ′(x) holds at any Lebesgue point x of f ′ and holds in Lq(R)-norm.
The purpose of this paper is to establish the almost convergence of the estimator Tλf in the following result. Its
proof is given in Section 3.
Theorem 1.3. Assume that the orthogonal scaling function ϕ ∈ C10(R). If f ∈ Lp(R), 1  p ∞, f ′ ∈ Lq(R),
1 < q < ∞, then for any λ > 0, x ∈ R, the series (1.10) converges. Moreover, for any Lebesgue point x of f ′ we have
lim
λ→0Tλf (x) = f
′(x). (1.11)
Remark 1.4. With similar arguments, we can establish the same results for operators dn/dxn, where n ∈ N , and
fractional derivatives.
2. Convergence of NSF
This section presents a proof of Theorem 1.2.
We first introduce the Hardy–Littlewood Maximal function,
Mf (x) = sup
τ>0
1
2τ
∫
|y−x|<τ
∣∣f (y)∣∣dy.
The maximal function has an important property that ‖Mf ‖Lp(R)  C‖f ‖Lp(R) for 1 < p ∞. In this paper, the
constants c,C and C′ change from line to line.
If x is a Lebesgue point of f , then∣∣f (x)∣∣Mf (x). (2.1)
Recall that a point x ∈ R is a Lebesgue point of a locally integrable function f (x) on R if limτ→0 12τ
∫
|y−x|<τ |f (y)−
f (x)|dy = 0.
We say a function F(x, y) on R2 has a diagonal support, if there is a constant C such that F(x, y) = 0, ∀x, y with
|x − y| C. If F is a bounded function on R2 and has a diagonal support, then for any x ∈ R, there is a constant C
satisfying
sup
j
∣∣∣∣2j
∫
R
f (y)F
(
2j x,2j y
)
dy
∣∣∣∣ CMf (x). (2.2)
The above results may be found in Section 2, Chapter III of [15].
For the proof of Theorem 1.2, it is convenient to introduce the expression
PJ f (x) =
∑
k
ϕJk(x)2J
∑
l
rlsJ,k−l .
For any x, there is only a finite number of k such that ϕJk(x) = 0. Further, as known, there is also only a finite number
of l such that rl = 0. The above series converges for any x ∈ R. Moreover, PJ f is a continuous function on R.
It is not difficult to establish the relationship that PJ f = PJ (PJ f )′, where PJ is the projection
PJ f (x) =
∑
〈f,ϕJk〉ϕJk(x).k
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seen that
PJ f (x) = 22J
∫
R
f (y)K0
(
2J x,2J y
)
dy. (2.3)
Theorem 2.1. Suppose that the orthogonal scaling function ϕ ∈ C10(R). If f ∈ Lp(R), f ′ ∈ Lq(R), 1  p,q ∞,
then at any Lebesgue point x of f ′, PJ f (x) converges to f ′(x) as J → ∞. Further, the convergence occurs in
Lq(R)-norm for 1 q < ∞.
Proof. The proof is a standard argument. We first give an integral expression of PJ f . For ψ0 given as above,∫
R
ψ0(x) dx = 0 by ∑ rl = 0. Therefore, the function Ψ 0 given by
Ψ 0(x) = −
x∫
−∞
ψ0(y) dy
is compactly supported. Let K1(x, y) =∑k ϕ(x − k)Ψ 0(y − k). It follows from (2.3) and integration by parts that
PJ f (x) = 2J
∫
R
f ′(y)K1
(
2J x,2J y
)
dy. (2.4)
It is easily seen that K1 is a continuous function on R2 and that K1 has a diagonal support. Then (2.2) tells us
sup
J
∣∣PJ f (x)∣∣ CMf ′(x). (2.5)
Moreover, by the equality
∑
|l|L−2 lrl = −1 [5] we have∫
R
yψ0(y) dy =
∑
|l|L−2
rl
∫
R
yϕ(y)dy −
∑
|l|L−2
rl l
∫
R
ϕ(y)dy = −
∑
|l|L−2
rl l
∫
R
ϕ(y)dy = 1.
Consequently, by the first identity in (1.6) we have ∫
R
K1(x, y) dy = 1, x ∈ R. Which, together with (2.5), implies
the pointwise convergence and norm convergence stated in the theorem. The arguments are standard in approximation
theory (see, e.g., [13] and the references there). 
Proof of Theorem 1.2. First we show that the series in (1.8) converges absolutely and uniformly. Indeed, by Hölder’s
inequality, |djk|, |sjk| C2j (1/2−1/p′)‖f ‖p, where p′ is the dual Hölder exponent of p. The estimations tell us that
the magnitude of the summands in the series (1.8) are bounded by C2j (1+1/p), j < J . Consequently, the series (1.8)
converges absolutely and uniformly, as claimed. As a byproduct, we obtain the continuity of functions SJ on R.
Now the proof may proceed as in [13]. Define functions as follow
ψ1(x) =
∑
|l|L−2
αlψ(x + l), ψ2(x) =
∑
|l|L−2
βlϕ(x + l), ψ3(x) =
∑
|l|L−2
γlψ(x + l).
Let
qj (x, y) =
∑
k
(
ψjk(x)ψ
1
jk(y)+ψjk(x)ψ2jk(y) + ϕjk(x)ψ3jk(y)
)
.
It is easily seen that
Pj+1f −Pj f = 2j
∫
R
f (y)qj (·, y) dy = 2j
∑
k
(
ψjk
∑
l
αldj,k−l +ψjk
∑
l
βlsj,k−l + ϕjk
∑
l
γldj,k−l
)
,
and consequently, for any integer M < J ,
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∫
R
f (y)
∑
Mj<J
2j qj (·, y) dy
=
∑
Mj<J
∑
k
(
ψjk2j
∑
l
αldj,k−l +ψjk2j
∑
l
βlsj,k−l + ϕjk2j
∑
l
γldj,k−l
)
.
It follows from (2.4) that, for q < ∞, limM→−∞ ‖PMf ‖q ′ → 0, where, as above, q ′ is the dual Hölder exponent
of q . This means that the series in (1.8) converges to PJ f in Lq ′(R)-norm. Now that its pointwise convergence has
been established, it converges to PJ f a.e. As known, both PJ f and SJ are continuous functions, so we conclude
SJ f (x) =PJ f (x), ∀x ∈ R. (2.6)
The proof is complete by Theorem 2.1. 
3. Convergence of wavelet thresholding estimator
This section gives a proof of Theorem 1.3.
We first make an observation for the decay of the wavelet coefficients, which is key to our study. For any x and j ,
there is a finite number of k such that ϕjk(x) = 0, or ψjk(x) = 0. In fact, ϕjk(x) = 0, or ψjk(x) = 0 only for those k
which satisfies 2j x − (L − 1) k  2j x. Note that αl = βl = γl = 0 for any l with |l| L − 1. Therefore, for any x
and j , only the coefficients dji and sji , where i ∈ I (x, j) := [2j x − (2L− 3),2j x +L− 2] ∩Z, are involved in (1.9)
and (1.8). The observation is for a constant C
|dji | C2−3j/2Mf ′(x), ∀j and i ∈ I (x, j). (3.1)
The estimation follows by integrating by parts: |dji | = 2−j |〈f ′, gji〉| with g(x) =
∫ x
−∞ ψ(t) dt .
The most subtle consideration is about the series
∑
jJ
∑
k ψjk(x)2j
∑
l βl sˆj,k−l . For our purpose, we make use
of results concerned with subdivision schemes. Let (Z) be the space of sequences of real numbers. The subdivision
operator S is defined by S : u → y = Su by
yk =
∑
i
hk−2iui, k ∈ Z,
where hk , k = 0,1, . . . ,L − 1, are the coefficients in refinement equation (1.1). The subdivision operator is closely
related to the reconstruction stage in wavelet based fast algorithm
sj+1,k = 1√
2
∑
i
hk−2i sj i + 1√
2
∑
i
gk−2i dji .
Lemma 3.1. For any function f ∈ Lp(R), 1 p ∞ and any j1 < j2, k ∈ Z, we have the following implication
dji = 0, ∀j1  j < j2, i ∈
[
k/2j2−j − (L− 1), k/2j2−j ]∩ Z ⇒ sj2,k = 2−(j2−j1)/2(Sj2−j1(sj1))k,
where sj = (sji)i .
Proof. By the construction of subdivision operator S, it is easily seen that the output number yk = (Su)k only depends
on the input numbers ui , i ∈ [(k − L + 1)/2, k/2] ∩ Z. Therefore, from the reconstruction stage we deduce that, for
any k ∈ Z, sj+1,k depends on the numbers sji , dji , i ∈ [(k −L+ 1)/2, k/2] ∩ Z. Consequently,
dji = 0 ∀i ∈
[
(k − L+ 1)/2, k/2]∩ Z ⇒ sj+1,k = 1√
2
(
S(sj )
)
k
.
In this case, sj+1,k is determined by the numbers sji , i ∈ [(k −L+ 1)/2, k/2] ∩Z. The proof is complete by applying
the fact above iteratively to the numbers sji , where
j = j2 − 1, j2 − 2, . . . , j1, i ∈
[
k/2j2−j − (1/2j2−j + · · · + 1/2)(L− 1), k/2j2−j ]∩ Z. 
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q < ∞ and J is an integer. For any j > J , k ∈ Z, let s˜jk = 〈PJ f,ϕjk〉. Then the series ∑jJ ∑k |ψjk(x)2j ×∑
l βl s˜j,k−l | converges. Furthermore, there is a constant C, independent of f , such that for any J and f with Lebesgue
point x of f ′∣∣∣∣
∑
jJ
∑
k
ψjk(x)2j
∑
l
βl s˜j,k−l
∣∣∣∣ CMf ′(x).
Proof. Recall that ψ2 is defined in the proof of Theorem 1.2. We know from (1.7) that ψ2 has two vanishing moments:∫
R
ψ2(y) dy = ∫
R
yψ2(y) dy = 0. Therefore the compactly supported function Ψ 2(x) = − ∫ x−∞ ψ2(y) dy satisfies
(Ψ 2)′ = ψ2 and has one vanishing moment ∫
R
Ψ 2(x) dx = 0.
As ϕ′ ∈ C0(R), it is known that ϕ′ has a positive Hölder exponent σ (see [12]). In other words, the modulus of
continuity ω(ϕ′, h) of ϕ′ satisfies ω(ϕ′, h) = O(hσ ),h → 0+. Furthermore, for any f ∈ Lp(R), it is easily seen that
(PJ f )
′ =∑k sJk23J/2ϕ′(2J · −k) also has the Hölder exponent σ : ω((PJ f )′, h) = O(hσ ), h → 0+.
On the other hand, integrating by parts we have
2j
∑
l
βl s˜j,k−l =
〈
(PJ f )
′,Ψ 2jk
〉
,
where Ψ 2jk = 2j/2Ψ 2(2j ·−k). As mentioned, Ψ 2 has compact support and one vanishing moment and ω((PJ f )′, h) =
O(hσ ), we have |〈(PJ f )′,Ψ 2jk〉| C′2−j (1/2+σ). Recall again that, for any j , ψjk(x) = 0 only for a fixed number of k.
Therefore, the series
∑
jJ
∑
k |ψjk(x)2j
∑
l βl s˜j,k−l | is bounded by C
∑
jJ 2−jσ and, consequently, it converges
for any x ∈ R.
Moreover, as (PJ f )′ is continuous on R, an application of Theorem 1.2 to PJ f yields T (PJ f )(x) = (PJ f )′(x).
Note 〈PJ f,ψjk〉 = 0 for any k ∈ Z, j  J . Combining these with (2.6) we obtain
∑
jJ
∑
k
ψjk(x)2j
∑
l
βl s˜j,k−l = (PJ f )′(x) − SJ f (x) = (PJ f )′(x) −PJ f (x). (3.2)
We consider now the function (PJ f )′. Let K2(x, y) =∑k ϕ′(x − k)ϕ(y − k). Clearly, K2 has a diagonal support.
For any x, as a compactly supported function, K2(x, ·) has one vanishing moment:
∫
R
K2(x, y) dy = 0. Therefore, the
function G(x,y) := ∫ y−∞ K2(x, s) ds has a diagonal support.
By definition, we have (PJ f )′(x) = 22J
∫
R
f (y)K2(2J x,2J y) dy. It follows from the definition of G(x,y) that
(PJ f )
′(x) = 22J
x+c2−J∫
x−c2−J
(
f (y) − f (x))K2(2J x,2J y)dy = 2J
∫
R
f ′(y)G
(
2J x,2J y
)
dy.
Therefore there is a constant C satisfying |(PJ f )′(x)| CMf ′(x) provided that x is a Lebesgue point of f ′. The
proof is complete by (2.5) and (3.2). 
The following result plays an important role in proof of Theorem 1.3.
Lemma 3.3. Suppose that the orthogonal scaling function ϕ ∈ C10(R). If f ∈ Lp(R), 1  p ∞, f ′ ∈ Lq(R), 1 <
q < ∞, then the series (1.10) converges for any λ > 0, x ∈ R. Moreover, if we define a maximal function as following
Mf (x) = sup
λ>0
∣∣Tλf (x)∣∣, (3.3)
then there is a constant C, independent of f , satisfying
Mf (x) CMf ′(x). (3.4)
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such that λ/2 C2−3J/2Mf ′(x) < λ. Accordingly, we split the series in the right-hand side of (1.10) into two parts
I1 and I2, where
I1 =
∑
j<J
∑
k
(
ψjk(x)2j
∑
l
αlδ(dj,k−l , λ)+ψjk(x)2j
∑
l
βl sˆj,k−l + ϕjk(x)2j
∑
l
γlδ(dj,k−l , λ)
)
and
I2 =
∑
jJ
∑
k
(
ψjk(x)2j
∑
l
αlδ(dj,k−l , λ)+ψjk(x)2j
∑
l
βl sˆj,k−l + ϕjk(x)2j
∑
l
γlδ(dj,k−l , λ)
)
.
The proof will be complete by the following two steps.
Step 1. We first prove the convergence of the series in I1 and |I1| CMf ′(x). By construction, the series in I1 is
exactly SJ Tλf (x). Its convergence has been obtained by Theorem 1.2. As known in (2.6), SJ Tλf (x) = PJ Tλf (x).
It remains to establish |PJ Tλf (x)| CMf ′(x).
By the definition of Pj we know that Pj f =Pj (Pjf ) for any f ∈ Lp(R). Therefore, it follows from (2.5) that
‖PJ f ‖∞ =
∥∥PJ (PJ f )∥∥∞  C
∥∥(PJ f )′∥∥∞. (3.5)
We will apply the above inequality to Tλf −f . Clearly, ‖PJ (Tλf −f )‖∞  C2J/2λ by (3.8). Then a Bernstein in-
equality implies that ‖(PJ (Tλf −f ))′‖∞  C23J/2λ (see, e.g., [14, Section 5 in Chapter II]). An application of (3.5)
to Tλf − f yields ‖PJ (Tλf − f )‖∞  C23J/2λ  C′Mf ′(x). Therefore, |PJ Tλf (x)|  C′Mf ′(x) + |PJ f (x)| 
CMf ′(x), where the second inequality holds by (2.5), as desired.
Step 2. We prove the convergence of the series in I2 and |I2| CMf ′(x). It follows from (3.1) that
δ(dji , λ) = 0, ∀j  J, i ∈ I (x, j). (3.6)
We easily obtain∑
jJ
∑
k
ψjk(x)2j
∑
l
αlδ(dj,k−l , λ) =
∑
jJ
∑
k
ϕjk(x)2j
∑
l
γlδ(dj,k−l , λ) = 0. (3.7)
However, the estimation for
∑
jJ
∑
k ψjk(x)2j
∑
l βl sˆj,k−l is much more involved. Recall that PJf =∑
k sJkϕJk and PJ (Tλf ) =
∑
k sˆJ kϕJk are the projections of f and Tλf , respectively. By (1.3a) we have∥∥PJ (Tλf )− (PJ f )∥∥∞ =
∥∥∥∥
∑
j<J
∑
k
(
δ(dj,k, λ)− djk
)
ψjk
∥∥∥∥∞ 
∑
j<J
C2j/2λ = C2J/2λ, (3.8)
where the inequality holds due to the compact support assumption on ψ . This together with the stability of the shifts
of ϕ implies
|sˆJ k − sJk| Cλ, ∀k ∈ Z.
As in Lemma 3.2, denote s˜j i = 〈PJ f,ϕji〉 and s˜j = (s˜j i )i for j > J . Note that the wavelet coefficient 〈PJf,ψji〉 =
0 for any j  J , i ∈ Z. An application of Lemma 3.3 to function PJ f yields that s˜jk = 2−(j−J )/2(Sj−J (sJ ))k for any
k ∈ Z.
We now consider sˆj = (sˆj i )i , j  J . Let j2 = j , j1 = J . Equality (3.6) implies that the wavelet coefficients
〈Tλf,ψj ′i〉 satisfy
〈Tλf,ψj ′i〉 = 0, ∀J  j ′ < j, i ∈
[(
2j x − 2L+ 3)/2j−j ′ − (L− 1), (2j x +L− 1)/2j−j ′]∩ Z.
Applying Lemma 3.1 to function Tλf , we have sˆjk = 2−(j−J )/2(Sj−J (sˆJ ))k for any k ∈ I (x, j).
Finally, sˆjk − s˜jk = 2−(j−J )/2(Sj−J (sˆJ − sJ ))k for any j  J , k ∈ I (x, j).
Since
∑
l l
iβl = 0 for i = 0,1 (see (1.7)) and ϕ′ is continuous on R, we conclude that∣∣∣∣
∑
l
βl(sˆj,k−l − s˜j,k−l )
∣∣∣∣=
∣∣∣∣
∑
l
βl2−(j−J )/2
(
Sj−J (sˆJ − sJ )
)
k−l
∣∣∣∣
 C2(−1−τ)(j−J )2−(j−J )/2
∥∥(sˆJ − sJ )∥∥∞
 C2(−1−τ)(j−J )2−(j−J )/2λ, ∀j  J, k ∈ I (x, j),
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∑
jJ
∑
k
∣∣∣∣ψjk(x)2j
∑
l
βl(sˆj,k−l − s˜j,k−l )
∣∣∣∣
∑
jJ
∑
k
C23j/22(−1−τ)(j−J )2−(j−J )/2λ C′23J/2λ.
This together with Lemma 3.2 and (3.7) yields the convergence of the series and |I2| CMf ′(x). 
We are now in a position to prove Theorem 1.3.
Proof of Theorem 1.3. For any ε > 0, since f ′ ∈ Lq(R) and x is a Lebesgue point of f ′, we can find a function
g ∈ C∞0 (R) for which M(f ′ − g′)(x)  Cε. As g ∈ C∞0 (R), we know from [14, Section 7 in Chapter III] that PJ g
and (PJ g)′ converge uniformly to g and g′ on R respectively as J → ∞. On the other hand, it is easily seen that, for
some constant C,∣∣PJ g(x)∣∣ C2J/2‖g‖2, ∣∣(PJ g)′(x)∣∣ C23J/2‖g‖2, ∀x ∈ R.
Consequently, both PJ g and (PJ g)′ converge uniformly to 0 on R as J → −∞. Therefore, there are inte-
gers J1 < J2 such that the function h := PJ2+1g − PJ1g satisfies ‖g − h‖∞  ε and ‖(g − h)′‖∞  ε. Clearly,
h = ∑J1jJ2 ∑k∈Z bjkψjk, where bjk = 〈g,ψjk〉. Since g is a compactly supported function, there are only fi-
nitely many nonzero wavelet coefficients bjk in above equality. Consequently, M(g − h)′(x) C‖(g − h)′‖∞  Cε.
It in turn gives M(f − h)′(x)  Cε.
By h ∈ C10(R) and Theorem 1.2, T h(y) = h′(y) for any y ∈ R. Therefore,∣∣Tλf (x)− f ′(x)∣∣ ∣∣Tλf (x) − Tλ(f − h)(x) − T h(x)∣∣+ ∣∣Tλ(f − h)(x)∣∣+ ∣∣f ′(x)− h′(x)∣∣.
For any λ > 0, |Tλ(f −h)(x)|CM(f −h)′(x) Cε by Lemma 3.3. For the third term, we have |f ′(x)−h′(x)|
M(f −h)′(x) Cε by (2.1). For the estimate of the first term, let f¯λ := Tλf −Tλ(f −h)−h. As (f¯λ)′ is continuous
on R, and x is a Lebesgue point of both f and f − h, it follows from Theorem 1.2 and Lemma 3.3 that
T f¯λ(x) = Tλf (x)− Tλ(f − h)(x) − T h(x).
We now bound T f¯λ(x). For any j > J2, we have by bjk = 0 (∀k ∈ Z) that
〈f¯λ,ψjk〉 = δ(djk, λ)− δ(djk − bjk, λ)− bjk = δ(djk, λ)− δ(djk, λ) = 0, ∀k ∈ Z.
This tells us that f¯λ = PJ2 f¯λ, and which in turn, together with (1.3a) implies that, for any y ∈ R,
∣∣f¯λ(y)∣∣=
∣∣∣∣
∑
J1jJ2
∑
k
((
δ(djk, λ)− djk
)− (δ(djk − bjk, λ)− (djk − bjk)))ψjk(y)
∣∣∣∣
 C′λ
∑
J1jJ2
∑
k
∣∣ψjk(y)∣∣ Cλ,
where C is independent of y.
As in the proof of Lemma 3.3, a Bernstein inequality yields that ‖(f¯λ)′‖∞  C2J2λ. It follows from Lemma 3.3
that |T f¯λ(x)| C2J2λ (see also, e.g., [14, Section 5 in Chapter II]), which can be made less than any positive number
by choosing λ sufficiently small. The proof of the theorem is complete. 
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