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Abstract
It is known that real symmetric circulant matrix with diagonal entries d ≥ 0, off-diagonal entries
±1 and orthogonal rows exists only of orders 1 and 2d+2 [Turek and Goyeneche 2019]. In this paper
we consider a complex analogy of those matrices. That is, we study the existence and construction of
Hermitian circulant matrices having orthogonal rows, diagonal entries d ≥ 0 and complex off-diagonal
entries of absolute value 1. We also discuss a similar problem for symmetric circulant matrices defined
over finite rings Zm. As an application of our results, we show a close connection to mutually unbiased
bases, an important open problem in quantum information theory.
1 Introduction
A circulant matrix is a square matrix of order n ∈ N of the form
C =


c0 c1 · · · cn−2 cn−1
cn−1 c0 c1 cn−2
... cn−1 c0
. . .
...
c2
. . .
. . . c1
c1 c2 · · · cn−1 c0


. (1)
The first row, (c0, c1, . . . , cn−1), is called the generator of C. In this work we will denote a circulant
matrix of order n having generator (c0, c1, . . . , cn−1) by circn(c0, c1, . . . , cn−1).
Let C = circn(c0, c1, . . . , cn−1) be a circulant matrix of order n ≥ 2 satisfying the following conditions:

c0 = d ≥ 0 ;
|cj | = 1 for all j = 1, . . . , n− 1 ;
CC∗ = (d2 + n− 1)I .
(2)
What can be the order of a matrix C obeying the above conditions for a given d? Or, in other words,
what values of d are allowed on the main diagonal of matrices C of a given order n?
In paper [27], real matrices satisfying (2) were studied. In particular, a complete solution was obtained
for the case of symmetric matrices. It was proved that the order of a symmetric matrix C is related with
the diagonal value d by the formula n = 2d+ 2. In the present work we discuss extensions of the results
in two directions:
• complex Hermitian matrices;
• symmetric matrices with entries defined over finite rings Zm.
Note that a complex non-Hermitian matrix C satisfying (2) with a given d ≥ 0 trivially exists for
every n ≤ 2d + 2. Indeed, consider C = circn(d,−eiα,−eiα, . . . ,−eiα). Then CC∗ is a circulant matrix
with generator
(d2 + n− 1, n− 2− 2d cosα, n− 2− 2d cosα, . . . , n− 2− 2d cosα);
1
so every n ≤ 2d+2 allows to set α = arccos n−22d to obtain a matrix C satisfying (2). On the other hand,
the question becomes hard for orders n > 2d+ 2.
Our object of study has a close relation with polyphase sequences [20], that is, n-tuple sequences of
complex numbers having the form ωk, where ω = exp (2πin ) is the main nth root of the unity. Among
the entire set of polyphase sequences there is a relevant subset given by perfect autocorrelation sequences,
which are characterized by having zero autocorrelation function [20]. Let us recall that for a sequence
a = (a0, a1, ..., an−1), whose elements satisfy ai = ai+ν , the autocorrelation function θa(ν) is defined as
θa(ν) =
n−1∑
i=0
aia
∗
i+ν (3)
where ν is called the shift or period and i+ ν is computed modulo n [4]. In a sense, the autocorrelation
function quantifies how much a sequence differs from its cyclic shifts of entries. Polyphase sequences
having perfect autocorrelation are one-to-one connected with generators g of matrices C having order n
satisfying conditions (2) for the special case of d = 1 and nth roots of the unity in its entries. These
sequences have practical applications in several fields, for example in communication and radar systems
[18, 10, 30, 14]. Therefore, construction of perfect sequences of length n has been extensively studied (cf.
[12, 6, 18, 17] and references therein).
2 Preliminaries
A circulant matrix C of order n has normalized eigenvectors v0, v1, . . . , vn−1 given as
vk =
1√
n
(
1, ωk, ω2k, . . . , ω(n−1)k
)T
,
where ω = e
2πi
n . The associated eigenvalues are
λk = c0 + c1ω
k + c2ω
2k + · · ·+ cn−1ω(n−1)k , (4)
where (c0, c1, . . . , cn−1) is the generator of C.
The vectors (c0, c1, . . . , cn−1)T and (λ0, λ1, . . . , λn−1)T are related by the discrete Fourier transform;
the inverse transform gives the generator in terms of the eigenvalues as follows:
cj =
1
n
(
λ0 + λ1ω
−j + λ2ω−2j + · · ·+ λn−1ω−(n−1)j
)
. (5)
Throughout the paper, we will index the rows and columns of the matrix C by integers from 0 to
n− 1 (instead of from 1 to n).
3 Hermitian solutions over C
Proposition 1. A Hermitian circulant matrix C satisfying (2) exists for each n and d such that n =
2d+ 2.
Proof. Consider C = circn
(
n
2 − 1,−1,−1, . . . ,−1
)
of any order n ≥ 2.
If the matrix C from Proposition 1 is real, then n = 2d + 2 is the only possible order (if the trivial
case n = 1 is excluded) [27]. Let us now examine the situation when the off-diagonal entries of C are
allowed to be imaginary units. We will distinguish matrices of even and odd orders.
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3.1 Matrices C of even orders
Proposition 2. If a Hermitian circulant matrix C of an even order n satisfies (2), then
(i) there exists a positive integer k ≤ n
2
√
n−1 such that
√
d2 + n− 1 = n2k ;
(ii) d is rational;
(iii) d and n obey relation
d =
√( n
2k
)2
− n+ 1 (6)
for some positive integer k ≤ n
2
√
n−1 ;
(iv) d ≤ n2 − 1.
Proof. Since C is Hermitian and satisfies C2 = (d2 + n− 1)I, the eigenvalues of C are √d2 + n− 1 and
−√d2 + n− 1. Let us denote their multiplicities by ν and n− ν, respectively. The sum of eigenvalues is
equal to the trace of C, i.e.,
ν
√
d2 + n− 1− (n− ν)
√
d2 + n− 1 = nd. (7)
Hence (
ν − n
2
)√
d2 + n− 1 = n
2
d. (8)
Now we will use an idea from [8, proof of Theorem 8]. Since C is Hermitian, its generator has the form
(d, c1, . . . , cn
2
−1, cn
2
, cn
2
−1, . . . , c1), where cn
2
∈ R. Let M be a circulant matrix with the generator
(cn
2
, cn
2
−1, . . . , c1, d, c1, . . . , cn
2
−1).
Note thatM is Hermitian and satisfiesM = CP , where P =
(
0 I
I 0
)
is a permutation matrix. Therefore,
M2 =MM∗ = (CP )(CP )∗ = CPP ∗C∗ = CC∗ = (d2 + n− 1)I.
Consequently, M has eigenvalues
√
d2 + n− 1 and −√d2 + n− 1; we denote their multiplicities by µ and
n− µ, respectively. The sum of eigenvalues of M must be equal to the trace of M , so
µ
√
d2 + n− 1− (n− µ)
√
d2 + n− 1 = ncn
2
. (9)
Recall that cn
2
is real due to the hermiticity of M . At the same time |cn
2
| = 1 by (2). Hence cn
2
= ±1,
and equation (9) implies ∣∣∣µ− n
2
∣∣∣√d2 + n− 1 = n
2
. (10)
We denote k :=
∣∣µ− n2 ∣∣. By definition of µ, k is an integer from [0, n2 ]. The value k = 0 is forbidden by
(10). Values k > n
2
√
n−1 would imply
√
d2 + n− 1 < √n− 1, which is impossible. So 1 ≤ k ≤ n
2
√
n−1 .
(ii) Since
√
d2 + n− 1 = n2k ∈ Q, equation (8) gives d ∈ Q.
(iii) Equation 6 follows immediately from statement (i).
(iv) Applying statement (iii), one gets
d =
√( n
2k
)2
− n+ 1 ≤
√(n
2
)2
− n+ 1 = n
2
− 1.
Note that the value k = 1 in Proposition 2(i) corresponds to d = n2 − 1, for which a matrix C always
exists – see Proposition 1.
The statement of Proposition 2 can be strengthened in the special case when d is integer:
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Proposition 3. Let a Hermitian matrix C of an even order n satisfies (2) with an integer d. Let us
denote ℓ :=
√
d2 + n− 1. Then we have:
(i) ℓ is integer (in other words, d2 + n− 1 is a perfect square).
(ii) ℓ | n2 .
(iii) ℓ | (d2 − 1). In particular, if d is odd, then ℓ | d2−12 .
(iv) There is a k ∈ {1, . . . , n2 − 1} such that k | n2 and
d2 =
( n
2k
)2
− n+ 1. (11)
(v) If n− 1 is prime, then d = n2 − 1.
Proof. (i) If d is integer, then ℓ =
√
d2 + n− 1 is obviously either integer or irrational. But ℓ cannot be
irrational by Proposition 2(i); so ℓ is integer.
(ii) Since ℓ is integer by (i), the statement ℓ | n2 immediately follows from Proposition 2(i).
(iii) ℓ =
√
d2 + n− 1 implies n = ℓ2 + 1 − d2. Since ℓ | n by (ii) and obviously ℓ | ℓ2, we have
ℓ | (d2 − 1).
If d is odd, then d2+n−1 is even; hence ℓ is even. Then 2ℓ | ℓ2, and 2ℓ | ℓ2+1−d2 gives 2ℓ | (d2−1).
(iv) The existence of k ∈ {1, . . . , n2 − 1} satisfying (11) is an immediate consequence Proposition
2(i). The condition k | n2 follows from (11) and from the assumption that d is integer.
(v) Statement (iv) implies that
n− 1 =
( n
2k
)2
− d2 =
( n
2k
− d
)( n
2k
+ d
)
where n2k is integer. If n− 1 is prime, then necessarily n2k − d = 1; hence n2k + d = n2k − d+ 2d = 1+ 2d,
and so n− 1 = 1 · (1 + 2d). Consequently, n = 2 + 2d, thus d = n2 − 1.
Corollary 1. Consider a Hermitian matrix C satisfying (2) with an integer d. If n/2 is prime, then
n = 2d+ 2.
Proof. If d is integer and n/2 is a prime number, then from Eq.(11) we have k = 1 or k = n/2. The case
k = n/2 cannot occur, as it leads to d2 = 2− n, which is impossible for a prime value of n/2. So k = 1,
which implies d2 =
(
n
2 − 1
)2
; hence d = n2 − 1.
Remark 1. The statement of Corollary 1 can be generalized to the case when n/2 is equal to a product
of two primes satisfying certain conditions. For example, if d is integer and n/2 is equal to 2p, 3p, 5p or
7p for any prime p, then n = 2d+ 2.
Example 1. Let us consider various values of d, for which we will find necessary conditions on n using
Proposition 3.
• d = 0: n− 1 is a square and √n− 1 | −1. The only even solution is n = 2.
• d = 1 (Hadamard matrices): n is a square and 2√n | 0. The latter condition is trivially satisfied
for any n, so one can use the alternative condition 2
√
n | n from the proof of Proposition 3 to
deduce that n must be a square of an even number. However, the case d = 1 has been already fully
solved by Craigen and Kharaghani, who disproved the existence of Hermitian circulant Hadamard
matrices of any order n > 4 [7].
• d = 2: n+ 3 must be a square and √n+ 3 | 3. The only even solution is n = 6.
• d = 3: n+ 8 must be a square and 2√n+ 8 | 8. The only even solution is n = 8.
• d = 4: n+15 must be a square and √n+ 15 | 15. The only even solutions are n = 10 and n = 210.
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• d = 5: n+24 must be a square and 2√n+ 24 | 24. The only even solutions are n = 12 and n = 120.
Proposition 1 implies that the necessary conditions of the form n = 2d+ 2 are sufficient. Recall that a
matrix C =
circ2d+2(d,−1,−1, . . . ,−1) obeys (2).
Example 2. In this example we shall consider various even values of n, for which we will find necessary
conditions on d using Proposition 2.
• n ≤ 14: The condition k ≤ n
2
√
n−1 from Proposition 2(iii) gives k < 2. Hence k = 1, so d =
n
2 − 1
is the only possible value of d.
• n = 16: The condition k ≤ n
2
√
n−1 =
16
2
√
15
implies k = 1 or k = 2. The value k = 1 gives the trivial
solution d = n2 − 1 = 7. Equation (6) with the value k = 2 leads to d = 1; but this case corresponds
to a Hermitian circulant Hadamard matrix of order 16 that does not exist by [7].
• n = 18: k ≤ n
2
√
n−1 =
18
2
√
17
implies k = 1 or k = 2. The value k = 1 gives the trivial solution
d = n2 − 1 = 8. Equation (6) with the value k = 2 leads to d =
√
13
2 /∈ Q, which is impossible due
to Proposition 2(ii).
• n = 20: k ≤ n
2
√
n−1 =
20
2
√
19
implies k = 1 or k = 2. The value k = 1 gives d = n2 − 1 = 9, k = 2
leads to d =
√
6 /∈ Q. So the only possible value of d is d = 9.
• n ∈ {22, 24, . . . , 100}: Similarly as above, one obtains mostly either trivial solutions d = n2 − 1 or
forbidden values d /∈ Q, with the following 9 exceptions:
n d Remark
36 1 forbidden by [7]
40 7/3
56 17/3
64 1 forbidden by [7]
66 7/4
70 11/4
78 17/4
96 7
100 1 forbidden by [7]
The existence of matrices with d = 1, i.e., Hermitian circulant Hadamard matrices, is disproved by
[7]. The existence of a C for the remaining 6 combinations of n and d in the above table remains
open.
3.2 Matrices C of odd orders
For the case of odd n, we searched for the allowed values of d numerically using the following idea. Since
C is symmetric and satisfies C2 = (d2 + n− 1)I, the eigenvalues of C are ±√d2 + n− 1. Taking vectors
(λ0, λ1, . . . , λn−1) with entries ±
√
d2 + n− 1, we calculated the terms of the corresponding generator
(c0, c1, . . . , cn−1) using formula (5). Then we checked whether the values cj obey conditions (2), i.e.,
|cj | = 1 for all j = 1, . . . , n − 1. In this way we found all allowed values of d that satisfy the conditions
(2) up to n = 21. The results are summarized in Table 1.
The main difference between the even and odd order n is that for even n diagonal values d have to be
rational, whereas they can be irrational for odd n. In Appendix A we present examples of the generators
associated to values n from 3 to 20 which were found by the method described above (both odd n and
even n).
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n d n d
3 12 13
11
2 ,
5
2
√
3
5 32 15
13
2 ,
1
4
7 52 ,
1
2
√
2
17 152
9 72 19
1
2
√
5
11 92 ,
1
2
√
3
21 192 ,
11
4
Table 1: Numerical results for odd order n.
4 Circulant matrices over Zm
In this section we will briefly consider circulant matrices C satifying conditions (2) with entries cj being
elements of the ring Zm = {0, 1, . . . ,m− 1} for some m. In this particular case, the condition |cj | = 1 is
meant as cj ≡ 1 (mod m) or cj ≡ −1 ≡ m− 1 (mod m).
First of all, note the following fact:
Remark 2. For any C = circn(d, c1, c2, . . . , cn−1) over Zm with d ≥ 0 such that C · CT = (d2 + n− 1)I,
the matrix −C = circn(m− d,−c1,−c2, . . . ,−cn−1) fulfills the same condition.
Proposition 4. Let C = circn(d, c1, c2, . . . , cn−1) be defined over Zm with ci ≡ ±1 (mod m). If m is
even, then n is also even.
Proof. The dot product of the 0-th row and the k−th row is
n−1∑
j=0
cj · cn−k+j mod n .
So the condition C · CT = (d2 + n− 1)I implies
n−1∑
j=0
cj · cn−k+j mod n ≡ 0 (mod m)
for all k, where c0 = d. Hence we get
d(cn−k + ck) +
n−1∑
j=1,j 6=k
cj · cn−k+j mod n ≡ 0 (mod m). (12)
Since m is even, (12) implies
d(cn−k + ck) +
n−1∑
j=1,j 6=k
cj · cn−k+j mod n ≡ 0 (mod 2). (13)
Furthermore, since ci ≡ ±1 (mod m) for all i = 1, . . . , n − 1 and m is even, we have ci ≡ 1 (mod 2).
Hence d(cn−k + ck) ≡ d · 0 ≡ 0 (mod 2) and cj · cn−k+j mod n ≡ 1 (mod 2). Consequently, (12) attains
the form
n−1∑
j=1,j 6=k
1 ≡ 0 (mod 2).
There are n − 2 terms in the sum, each of them being congruent to 1 modulo 2. There sum is thus
congruent to n− 2 modulo 2. Hence we get n− 2 ≡ 0 mod 2, which means that n is even.
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Remark 3. The converse implication does not hold. For example, consider C = circ4(2, 1, 1, 1) over Z3.
In this case n = 4 is even and m = 3 is odd, and for this matrix C · CT = I.
4.1 Odd n
If a circulant matrix C is defined over R, satisfies the conditions (2) and its order n is odd, then the
generator of C is (n2 − 1,−1, . . . ,−1), so the matrix C has to be symmetric. This follows from [27,
Prop. 3.1 and Sect. 5].
If C of an odd order n is defined over Zm, the situation is different. There exist non-symmetric
matrices C satisfying conditions (2). Consider for example the matrix C = circ9(1, 1, 1, 1, 1, 1, 1, 1,−1)
over Z5 is not symmetric and satisfies (2).
4.2 Symmetric matrices
If C is a symmetric matrix over Zm, i.e., ck = cn−k mod n, the condition C ·CT = (d2 + n− 1)I leads to
2c0ck +
n−1∑
j=1,j 6=k
cj · cn−k+j mod n ≡ 0 (mod m)
for all k = 1, . . . , n− 1, i.e.,
2dck +
n−1∑
j=1,j 6=k
cj · cn−k+j mod n ≡ 0 (mod m).
Note that due to the symmetry, it is sufficient to verify this condition for k = 1, . . . , ⌈n2 ⌉+ 1.
4.2.1 Matrix with the generator (d,−1,−1, . . . ,−1)
In analogy with Proposition 1, we can formulate the following statement:
Proposition 5. A symmetric circulant matrix C over Zm satisfying (2) exists for each n and d such
that n ≡ 2d+ 2 mod m.
Proof. Consider the matrix C = circn(d,−1,−1, . . . ,−1) over Zm. The condition C ·CT = (d2 + n− 1)I
leads to
2d−
n−1∑
j=1,j 6=k
1 ≡ 0 (mod m),
i.e.,
2d− n+ 2 ≡ 0 (mod m),
which is equivalent to n ≡ 2d+ 2 (mod m).
Example 3. In the special case when n = m+ 2 and m is odd, any matrix of the type
circm+2(0,−1, . . . ,−1)
over Zm fulfills the condition (2). If n = m+ 2 and m is even, then any matrix of the type
circm+2(0,−1, . . . ,−1),
circm+2(
m
2
,−1, . . . ,−1)
over Zm fulfills the condition (2).
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Example 4. If m = 2, i.e., for C defined over Z2, the congruence
2d− n+ 2 ≡ 0 mod 2
is trivially fulfilled for any even n and any d. So both matrices
circ2k(0,−1, . . . ,−1),
circ2k(1,−1, . . . ,−1)
over Z2 fulfill the conditions (2). A matrix C over Z2 of an odd order n satisfying (2)does not exist, in
keeping with Proposition 4.
Remark 4. Because 1 ≡ −1 (mod 2), for matrices over Z2 there is no difference between ci = 1 and
ci = −1. Therefore, Example 4 implies that any circulant matrix C of an even order n over Z2 with
off-diagonal entries ±1 obeys conditions (2).
4.2.2 An example of a matrix C that does not fulfill the conditions over R but fulfills them
over Zm
By [27], a symmetric circulant matrix C overR satisfies conditions (2) only if its generator is (d,−1,−1, . . . ,−1)
or (d,−1,+1,−1,+1, . . . ,−1). Let us demonstrate that this necessary condition does not extend to ma-
trices C defined over Zm. We will construct an example of a symmetric circulant matrix C that does not
fulfills the conditions (2) over R, but fulfills them over Zm.
Let C = circn(d, c1, c2, . . . , cn−1) be defined over Zm, where n is even, cn
2
= 1 (mod m) and ci = −1
(mod m) for all i 6= n2 . I.e., the generator of C is
(d,−1, . . . ,−1︸ ︷︷ ︸
n
2
−1 terms
, 1,−1, . . . ,−1︸ ︷︷ ︸
n
2
−1 terms
). (14)
The dot product of the 0-th row and the k−th row of C is
2dck +
n−1∑
j=1,j 6=k
cj · cn−k+j mod n. (15)
So for k 6= n2 , (15) is equal to 2d− (n− 4) + 2, and for k = n2 , (15) gives 2d− (n− 2).
Therefore, the condition C ·CT = (d2 +n− 1)I requires the following two congruences to be fulfilled:
2d ≡ −n+ 2 (mod m) ∧ 2d ≡ n− 6 (mod m). (16)
In examples below, we will consider explicit solutions.
Example 5. Let C of an even order n defined over Zm satisfy (14) and m | n. Then from the congruences
we have 0 ≡ 8 mod m, so m = 2, 4, or8. We will describe each situation separately.
1. For m = 2, already examined in section 4.2.1, any matrix C over Z2 with even n such that (m | n)
of the type
circ2k(d,−1, . . . ,−1, 1,−1, . . . ,−1) = circ2k(d, 1, . . . , 1, 1, 1, . . . , 1)
with k ∈ N fulfills the conditions (2).
2. For m = 4, we get d = 1 or 3, so any matrix C over Z4 of the type
circ4k(1,−1, . . . ,−1, 1,−1, . . . ,−1)
circ4k(3,−1, . . . ,−1, 1,−1, . . . ,−1)
with k ∈ N fulfills the conditions (2).
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3. For m = 8 : we have d = 1 or 5 mod 8, so any matrix C over Z8 of the type
circ8k(1,−1, . . . ,−1, 1,−1, . . . ,−1)
circ8k(5,−1, . . . ,−1, 1,−1, . . . ,−1)
with k ∈ N fulfills the conditions (2).
Example 6. Let C of an even order n = 2k defined over Zm satisfy (14) and let m be odd. Then the
congruences (16) lead to
2d ≡ −2k + 2 (mod m) ∧ 2d ≡ 2k − 6 (mod m).
Dividing in both congruences by 2 (which is a correct step due to gcd(2,m) = 1), we get
d ≡ −k + 1 (mod m) ∧ d ≡ −3 + k (mod m),
hence
2d ≡ −2 (mod m),
and so
d ≡ −1 (mod m).
In this case we get the matrices C over Zm of the type
circ2mℓ+4(m− 1,−1, . . . ,−1, 1,−1, . . . ,−1),
where m is odd.
Example 7. Let C of an even order n = 2k defined over Zm satisfy (14) and let m be even. Then the
congruences (16) lead to
n
2
≡ −d+ 1 (mod m
2
) ∧ n
2
≡ 3 + d (mod m
2
).
By adding/substracting these two congruences, we get
n ≡ 4 (mod m
2
),
2d ≡ −2 (mod m
2
).
Hence, for odd m2 , we obtain the matrices of type
circmℓ+4(d,−1, . . . ,−1, 1,−1, . . . ,−1),
where ℓ ∈ {0, 1, 2, . . .} and d ≡ −1 (mod m2 ).
For even m2 , we obtain the matrices of type
circmℓ
2
+4(d,−1, . . . ,−1, 1,−1, . . . ,−1),
where ℓ ∈ {0, 1, 2, . . .} and d ≡ −1 (mod m4 ).
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5 Application: Mutually unbiased bases
In this section, we present an application for the particular case of circulant matrices C satisfying con-
ditions (2) with d = 1. If c0 = d = 1, then all the entries of the generator have absolute value 1, so
C = circn(c0, c1, . . . , cn−1) is an (unormalized) circulant complex Hadamard matrix of order n. Through-
out this section, we assume that C is not necessarily Hermitian; non-Hermitian matrices C are allowed.
Note that the case of d = 1 is particularly hard to solve in its full generality for arbitrary large n: it
contains the longstanding circulant Hadamard conjecture [21] as its subcase.
Let λ = (λ0, . . . , λn−1) be the vector of the eigenvalues of C. From Eqs.(2) we know that λj =√
d2 + n− 1 eiαj , where αj ∈ {0, 2π} are suitable phases, for every j = 0, . . . , n− 1. As a basic property
of circulant matrices, the generator of C is given by g = Fλ, where F is the discrete Fourier transform
of order n.
In order to satisfy conditions (2) we should have [g]0 = d and |[g]j | = 1, for every j = 0, . . . , n − 1,
where [g]k denotes the kth entry of vector g. Let us now show that this particular problem for d = 1 is
one-to-one related to a well-known problem in quantum information theory: the mutually unbiased bases
problem.
Two orthonormal bases in Cn, {φj}j=0,...,n−1 and {ψk}k=0,...,n−1, are mutually unbiased (MU) if
|〈φj |ψk〉|2 = 1d , for every j, k = 0, . . . , n − 1. Two MU bases exist in every dimension n ≥ 2. Indeed,
the canonical basis in dimension n is MU to the basis defined by the columns of the discrete Fourier
transform for any order n ≥ 2.
Even more, three pairwise MU bases (MUB) exist in every dimension n ≥ 2 [3]. They are given
by the eigenvectors bases of the three unitary operators Z,X and XZ, where Z =
∑n−1
j=0 ω
j〈ej , ·〉 ej,
X =
∑n−1
j=0 〈ej , ·〉 ej+1 (mod n). Here, {ej}j=0,...,n−1 denotes the jth element of the canonical basis and
ω = e2πi/n. Eigenvectors of Z are given by the canonical basis, whereas the colums (or rows) of the
discrete Fourier transform of order n are eigenvectors of X . For prime values of n, the eigenvectors basis
of the product operator XZ is given by
ϕj =
1√
n
n−1∑
k=0
ω−jk−sk , (17)
where sk = k + · · ·+ n− 1, cf. Eq.(3) in Ref. [3] for the special case k = 1 (here k follows notation used
in Ref. [3]).
In general, there are at most n + 1 MUB in dimension n, where the upper bound can be saturated
for every prime [13] and prime power [29] dimension n. For any other composite dimension, e.g. n = 6,
it is not known how many pairwise MU bases can be constructed; this question is one of the main
open problems in quantum information theory. The importance of MU bases relies on the fact that two
physical observables, represented by hermitian operators, are canonical (i.e. as different as possible) if
and only if their eigenvectors bases are MU. So, translated to physics, the open question is about how
many mutually canonical observables exist in every finite dimension. Furthermore, the existence of a
maximal set of n + 1 MUB in dimension n provides a protocol for quantum state reconstruction from
experimental measurements [13], which maximizes the robustness of reconstruction under the presence
of errors in both state preparation and measurement stages [22].
Before introducing the relation to our problem let us establish a standard notation. When refering
to a set of m MU bases we will use the notation {M1, . . . ,Mm}, where Mj , j = 1, . . . ,m, are unitary
matrices containing the vectors forming the bases in its columns. According to this notation, note that
M∗jMk = nH
(j,k), where all matrices H(j,k) are unnormalized complex Hadamard matrix. For instance,
{I, F}, i.e. identity and Fourier matrices, define a pair of MU bases for any order n.
Proposition 6. The identity matrix I together with discrete Fourier transform F and any circulant
matrix C satisfying conditions (2) with d = 1 define a set of three MUB in dimension n ≥ 2.
Proof. By simple inspection it is straightforward to check that I and F form a pair of MUB, as every
entry of F has the same absolute value. Let C be a circulant matrix satisfying conditions (2) with d = 1,
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having generator g. Therefore, it is satisfied the relation g = Fλ, where vector λ contains the set of
eigenvalues of C. From conditions (1) we know that |[λ]j |2 = 1, which combined with F ∗g = λ imply
that the normalized generator g/
√
n is MU to every column (or row) of F .
Furthermore, the jth normalized row of C, given by Xjg/
√
n, is MU to F . This is simple to show
as follows: given that Xj is circulant for every j, it is diagonalized by F . Indeed, FXjF ∗ = Zj , or
equivalently, F ∗ = (Xj)∗F ∗Zj. Therefore, the inner product between columns (equivalently rows!) of F
and the j-th row of C is given by F ∗Xjg = (Xj)∗F ∗ZjXjFλ.
Now let us use some properties of the Clifford group to show that F ∗ZjXjF = ωj
2
Zd−jXj. We know
that X and Z are generators of the Weil-Heisenberg (WH) group and the discrete Fourier transform is
an element of the group that leaves invariant the WH group (so called Clifford group) [1]. The desired
proof follows from considering Lemma 2 in Ref. [1], where F = {{0, 1}, {−1, 0}} is the 2×2 index matrix
associated to the discrete Fourier transform (see Eq.(42) in Ref. [1]). See also Eq.(8) in the same reference
for a definition of elements of the WH group, so called displacement operators.
Therefore, we have F ∗Xjg = ωj
2
Zd−jXjg, which implies that every row of C is MU to every column
(or row!) of matrix F . This is so because ωj
2
Zd−jXj is an emphased permutation matrix, implying that
every absolute value of the vector F ∗Xjg is identical. Consequently, the rows of {F,C} determine a pair
of MU bases.
On the other hand, if d = 1, the rows of {I, C/√n} are MU, as every entry of the normalized matrix
C/
√
n has absolute value equal to 1/
√
n. As consequence, the rows of matrices {I, F, C/√n} form a
triplet of pairwise MU bases, for every n ≥ 2.
Let us illustrate the above result with the explicit solution for a maximal set of MUB in dimensions
d = 2 and d = 3, where three and four MUB exist, respectively:
I =
(
1 0
0 1
)
F =
1√
2
(
1 1
1 −1
)
C =
1√
2
(
1 i
i 1
)
(18)
and
I =

 1 0 00 1 0
0 0 1

 F = 1√
3

 1 1 11 ω ω2
1 ω2 ω

 C1 = 1√
3

 ω 1 11 ω 1
1 1 ω

 C2 = 1√
3

 ω
2 1 1
1 ω2 1
1 1 ω2


(19)
Le us mention that the discrete Fourier transform F of prime order n is equivalent to a circulant
matrix C satisfying conditions (1) with d = 1 [2, 9]. Here, we consider the following notion of equivalence:
two matrices A and B are equivalent if there exists diagonal unitary matrices D1, D2 and permutation
matrices P1, P2 such that A = D1P1BP2D2. Furthermore, any circulant matrix C satisfying conditions
(1), with d = 1 and prime order n, is equivalent to F (cf. Theorem 1.2 in Ref. [11]).
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Appendices
A Computer simulations
• n = 3, d = 1
2
,
(
1
2
, e−
iπ
3 , e
iπ
3
)
• n = 4, d = 1, (1,−i, 1, i)
• n = 5, d = 3
2
,
(
3
2
, e−
3iπ
5 , e−
iπ
5 , e
iπ
5 , e
3iπ
5
)
• n = 6, d = 2,
(
2, e−
2iπ
3 , e−
iπ
3 , e
iπ
3 , e
2iπ
3
)
• n = 7, d = 5
2
,
(
5
2
, e−
iπ
7 , e
5iπ
7 , e−
3iπ
7 , e
3iπ
7 , e−
5iπ
7 , e
iπ
7
)
• n = 8, d = 3,
(
3, e−
3iπ
4 ,−i, e− iπ4 , 1, e iπ4 , i, e 3iπ4
)
• n = 9, d = 7
2
,
(
7
2
, e−
7iπ
9 , e−
5iπ
9 , e−
iπ
3 , e−
iπ
9 , e
iπ
9 , e
iπ
3 , e
5iπ
9 , e
7iπ
9
)
• n = 10, d = 4,
(
4, e−
4iπ
5 , e−
3iπ
5 , e−
2iπ
5 , e−
iπ
5 , 1, e
iπ
5 , e
2iπ
5 , e
3iπ
5 , e
4iπ
5
)
• n = 11, d = 9
2
,
(
9
2
, e−
9iπ
11 , e−
7iπ
11 , e−
5iπ
11 , e−
3iπ
11 , e−
iπ
11 , e
iπ
11 , e
3iπ
11 , e
5iπ
11 , e
7iπ
11 , e
9iπ
11
)
• n = 12, d = 5(
5, e−
5iπ
6 , e−
2iπ
3 ,−i, e− iπ3 , e− iπ6 , 1, e iπ6 , e iπ3 , i, e 2iπ3 , e 5iπ6
)
• n = 13, d = 11
2(
11
2
, e−
11iπ
13 , e−
9iπ
13 , e−
7iπ
13 , e−
5iπ
13 , e−
3iπ
13 , e−
iπ
13 , e
iπ
13 , e
3iπ
13 , e
5iπ
13 , e
7iπ
13 , e
9iπ
13 , e
11iπ
13
)
• n = 14, d = 6(
6, e−
1
7
(6iπ), e−
1
7
(5iπ), e−
1
7
(4iπ), e−
1
7
(3iπ), e−
1
7
(2iπ), e−
1
7
(iπ), 1 , e
iπ
7 , e
2iπ
7 , e
3iπ
7 , e
4iπ
7 , e
5iπ
7 , e
6iπ
7
)
• n = 15, d = 132(
13
2
, e−
1
15
(13iπ), e−
1
15
(11iπ), e−
1
5
(3iπ), e−
1
15
(7iπ), e−
1
3
(iπ), e−
1
5
(iπ), e−
1
15
(iπ), e
iπ
15 , e
iπ
5 , e
iπ
3 ,
e
7iπ
15 , e
3iπ
5 , e
11iπ
15 , e
13iπ
15
)
• n = 16, d = 7(
7, e−
1
8
(7iπ), e−
1
4
(3iπ), e−
1
8
(5iπ),−i, e−18 (3iπ), e− 14 (iπ), e− 18 (iπ) ,
1, e
iπ
8 , e
iπ
4 , e
3iπ
8 , i, e
5iπ
8 , e
3iπ
4 , e
7iπ
8
)
• n = 17, d = 152(
15
2
, e−
1
17
(15iπ), e−
1
17
(13iπ), e−
1
17
(11iπ), e−
1
17
(9iπ), e−
1
17
(7iπ), e−
1
17
(5iπ), e−
1
17
(3iπ) ,
e−
1
17
(iπ), e
iπ
17 , e
3iπ
17 , e
5iπ
17 , e
7iπ
17 , e
9iπ
17 , e
11iπ
17 , e
13iπ
17 , e
15iπ
17
)
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• n = 18, d = 8(
8, e−
1
9
(8iπ), e−
1
9
(7iπ), e−
1
3
(2iπ), e−
1
9
(5iπ), e−
1
9
(4iπ), e−
1
3
(iπ), e−
1
9
(2iπ) ,
e−
1
9
(iπ), 1, e
iπ
9 , e
2iπ
9 , e
iπ
3 , e
4iπ
9 , e
5iπ
9 , e
2iπ
3 , e
7iπ
9 , e
8iπ
9
)
• n = 19, d = 172(
17
2
, e−
1
19
(17iπ), e−
1
19
(15iπ), e−
1
19
(13iπ), e−
1
19
(11iπ), e−
1
19
(9iπ), e−
1
19
(7iπ), e−
1
19
(5iπ) ,
e−
1
19
(3iπ), e−
1
19
(iπ), e
iπ
19 , e
3iπ
19 , e
5iπ
19 , e
7iπ
19 , e
9iπ
19 , e
11iπ
19 , e
13iπ
19 , e
15iπ
19 , e
17iπ
19
)
• n = 20, d = 9(
9, e−
1
10
(9iπ), e−
1
5
(4iπ), e−
1
10
(7iπ), e−
1
5
(3iπ),−i, e−15 (2iπ), e− 110 (3iπ), e− 15 (iπ), e− 110 (iπ), 1, e iπ10 ,
e
iπ
5 , e
3iπ
10 , e
2iπ
5 , i, e
3iπ
5 , e
7iπ
10 , e
4iπ
5 , e
9iπ
10
)
• n = 21, d = 192(
19
2
, e−
1
21
(19iπ), e−
1
21
(17iπ), e−
1
7
(5iπ), e−
1
21
(13iπ), e−
1
21
(11iπ), e−
1
7
(3iπ), e−
1
3
(iπ), e−
1
21
(5iπ), e−
1
7
(iπ) ,
e−
1
21
(iπ), e
iπ
21 , e
iπ
7 , e
5iπ
21 , e
iπ
3 , e
3iπ
7 , e
11iπ
21 , e
13iπ
21 , e
5iπ
7 , e
17iπ
21 , e
19iπ
21
)
• n = 22, d = 10
(
10, e−
1
11
(10iπ), e−
1
11
(9iπ), e−
1
11
(8iπ), e−
1
11
(7iπ), e−
1
11
(6iπ), e−
1
11
(5iπ), e−
1
11
(4iπ), e−
1
11
(3iπ) ,
e−
1
11
(2iπ), e−
1
11
(iπ), 1, e
iπ
11 , e
2iπ
11 , e
3iπ
11 , e
4iπ
11 , e
5iπ
11 , e
6iπ
11 , e
7iπ
11 , e
8iπ
11 , e
9iπ
11 , e
10iπ
11
)
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