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Abstract 
One of the classic problems in computational biology is the reconstruction of evolutionary 
history. A recent trend in the area is to increase the explanatory power of the models that are 
considered by incorporating higher-order evolutionary events that more accurately reflect the 
mechanisms of mutation at the level of the chromosome. 
We take a step in this direction by considering the problem of reconstructing an evolutionary 
history for a set of genetic sequences that have evolved by recombinution. Recombination is 
a non-tree-like event that produces a child sequence by crossing two parent sequences. We 
present polynomial-time algorithms for reconstructing a parsimonious history of such events for 
several models of recombination when all sequences, including those of ancestors, are present 
in the input. We also show that these models appear to be near the limit of what can be solved 
in polynomial time, in that several natural generalizations are NP-complete. 0 1998 Elsevier 
Science B.V. All rights reserved. 
Keywords: Computational biology; Evolutionary trees; Edit distance; Recombination; Directed 
hypergraphs; Bottleneck optimality 
1. Introduction 
One of the classic problems of computational biology that is enjoying renewed in- 
terest is the reconstruction of evolutionary histories. 
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In the formulation most often considered, the input is a set of strings, usually repre- 
senting the genetic sequences of a collection of organisms, and one seeks a tree over 
the set that explains the observed differences and optimizes an objective function. Such 
a tree describes how the collection of organisms could have evolved from a common 
ancestor by a process of segregation, and a number of efficient algorithms for finding 
such trees have been designed in recent years [l, 8, 12, 20,451. 
However, the two assumptions inherent in a tree model - that the organisms de- 
scended from a common ancestor and that descendants arose by segregation - are not 
always well met by the data. In fact, several molecular mechanisms lead not to the 
segregation of genetic material, but to its merging. When merging of genetic material 
has taken place, the pattern of evolution need no longer be tree-like, and it has been 
observed in the literature that such evolution confounds tree reconstruction algorithms. 
Wareham [43] is an excellent source of references, among them [27, 32, 34, 381. 
The fundamental mechanism by which genetic material is merged is recombination 
[39]. Informally, recombination produces a new sequence by crossing two parent se- 
quences. The new sequence is formed in effect by starting at the left end of one parent 
sequence, copying a substring, crossing over to some location in the other parent se- 
quence, again copying a substring, crossing back to the first parent, and so on, always 
moving to the right within a sequence and stopping only when at the right end of 
one of the parents. This mechanism of crossover leads to many of the more complex 
events considered by sequence comparison algorithms, including block insertions and 
deletions [lo, 331 and tandem repeats [21, 261. Recombination, in organisms with pairs 
of chromosomes, often occurs during meiosis, the stage at which a reproductive cell 
receives a representative from each chromosome pair. Crossover between the pair usu- 
ally takes place in regions of high homology, or genetic similarity. However it does not 
occur only in organisms that have pairs of chromosomes, or that reproduce sexually: 
recombination also occurs in bacteria and viruses. As Watson et al. [46, p. 3131 write, 
All DNA is recombinant DNA [The] natural processes of recombination and mutation . . . 
have acted throughout evolution Genetic exchange works constantly to blend and rearrange 
chromosomes, most obviously during meiosis, when homologous chromosomes cross over in 
every generation. 
In this paper, we consider the problem of reconstructing an evolutionary history 
when recombination has occurred. This follows a trend in computational biology to 
design algorithms that take into account macro-mutations at the chromosome level 
[5, 6, 13, 14, 24, 251, in contrast to micro-mutations at the gene level, now that data 
for whole genomes is becoming available. 
We introduce two new problems. The first, Recombination Cost, is a generalization 
of sequence alignment where the operations of insertion, deletion, and substitution of 
characters are extended to include crossover. The problem is to convert two strings 
into a third by a minimum-cost series of such operations. 
The second problem, Bottleneck Recombination History, is a generalization of evo- 
lutionary tree reconstruction where segregation of descendants is extended to include 
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merging by recombination, and the notion of a single common ancestor of the organ- 
isms is extended to a pair of ancestors. The problem is to find a series of recom- 
binations, called a spanning history, that generate precisely the sequences in a given 
set, starting from two of the sequences, called a protopair. In the spanning history, 
the parents in every recombination must be produced before the child, and the cost of 
every recombination must be within a given bound. The protopair in effect represents 
an Adam and an Eve who by mating can give rise to the recorded population in such 
a way that no child is too distant from its parents. The bottleneck constraint on re- 
combination costs reflects the fact that in living systems the cost of a recombination 
cannot be too large if the offspring is to be viable. 
It is worth pointing out that an analysis of recombination is more in the mode 
of population genetics, where data is gathered from a large number of individuals 
belonging to a group to reveal the fine structure of their similarities and differences, 
rather than traditional phylogenetics, where a few representative individuals are studied 
to reveal the slowly changing features common to an entire class of organisms. Even so, 
a major assumption in a spanning history formulation is that all individuals, including 
ancestors, are contained in, or at least well-represented by, the input. This is counter 
to the common tenet in phylogenetics that only existing organisms can be observed, 
not ancestral organisms. Interestingly, with new techniques for recovering ancestral 
DNA, for example by extracting DNA from ancient organisms encased in amber, the 
restriction on ancestral sequences may be too severe; as a recent article on ancient DNA 
reports [41], “Genetic information that had seemed lost forever turns out to linger in the 
remains of long-dead plants and animals. Evolutionary change can at last be observed 
directly”. Furthermore, it is conceivable that one day we may be able to obtain in the 
laboratory a snapshot of the genetic material of an evolving population of organisms; 
for such data, the algorithms of this paper would provide a useful analysis. Finally, from 
the viewpoint of algorithm design, it is worth understanding the underlying spanning 
problem before tackling a more complex Steiner version. 
For Bottleneck Recombination History, we design algorithms for several increasingly 
general models of recombination. In the simplest model, a recombination consists of 
one crossover on strings of equal length, and no insertions, deletions, or substitutions 
are allowed. For this case we give an algorithm that runs in O(n + k3) time for k 
sequences of total length n. 
In the most general model, the number of crossovers is arbitrary, and insertion, 
deletion, and substitution of characters are allowed. For this model we give an algorithm 
that takes 0(n3 + k*m) time, where m = O(k3) is the number of triples of sequences 
that have a recombination cost within the given bound. With an additional term of 
0(k3 log k) in the running time, one can find a protopair whose bottleneck cost is 
minimum. 
Bottleneck Recombination History appears to be near the limit of reconstruction 
problems with recombinations that can be solved in polynomial time, in that general- 
izing it in either of two natural directions leads to NP-completeness. If instead of a 
protopair we ask whether there is a protoset whose cardinality is within a given bound, 
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the problem becomes NP-complete. Similarly if we relax the condition that every re- 
combination has bounded cost and ask whether there is a protopair and a history with 
total cost within a given bound, the problem is also NP-complete. 
In the remainder of the introduction we formally define the two basic problems 
and briefly survey related work. Section 2 examines the case with one crossover per 
recombination, and Section 3 treats multiple crossover. Section 4 considers the two 
generalizations. We conclude with some problems for further research. 
1.1. Problem statement 
Formally, given three strings A, B, and C over an alphabet C, we say C can be 
formed from A and B by pure recombination if A can be expressed as the concatenation 
of cf 1 strings u~,...,v,+~ where ~20, 
and B can be expressed as the concatenation of c + 1 strings ~1,. . . , W,+I , 
such that C is the concatenation of the c + 1 strings shown below, which alternates 
strictly between the strings forming A and B, beginning with vi and ending with v,+i 
or w,+i: 
If c + 1 is odd, the last string in the concatenation forming C is u,+i, while if c + 1 is 
even, the last string forming C is w,+i. In this definition, we require that the substrings 
forming C, namely vi, us, ~5,. . and ~2, ~4, we,. . ., are all nonempty, though the other 
substrings of A and B can be empty. The decomposition of A, B, and C into strings 
vl ,..., v,+l and WI,.. ., w,+l is called a pure recombination. 
If we view C as being formed by copying symbols from A and B, starting with the 
first symbol of A and switching from A to B when following string Uzi_1 with wzi and 
from B to A when following w2i with U2i+l, it is natural to call each transition between 
A and B a crossover. Quantity c in the above, which counts the number of times C 
switches between A and B, is called the number of crossovers of the recombination. 
In recombination with equal-length crossover, 1~ = lwij for all 1 <i <c + 1. In other 
words, the locations at which A and B are cut into the c + 1 substrings, which are the 
points in A and B at which crossovers occur, are the same in A and B. In recombination 
with unequal-length crossover, it is possible to have IUi I# /w;l for some i, so that the 
locations of the crossover points may differ in A and B. 
We define recombination with point mutation, which differs from pure recombi- 
nation in that errors are allowed in C, as follows. As in pure recombination, A is 
decomposed into vrv2 . v,+, and B is decomposed into WI ~2. . w,+l, but now C is 
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the concatenation 
where strings 772,-l and i& differ from the corresponding vzi_1 and W2i of A and B 
by the insertion, deletion, and substitution of characters. We call these edit operations 
point mutations. 3
The cost of a recombination with point mutation is measured as follows. As is com- 
mon when measuring the cost of transforming one string into another by an extended 
set of edit operations [42, 281, we assume that along with A, B, and C we are given 
a non-negative real number x and a function 6 from pairs of characters in C U {E} to 
the non-negative reals, where F $ C. The constant 1 is the cost of a crossover, while 
for a, h E C, &a. 6) is the cost of substituting character b for character a, 6(~, a) is the 
cost of inserting character a, and &b,E) is the cost of deleting character b. For a fixed 
function 6, the edit distance between two strings x and y over C is the minimum total 
cost under 6 of a series of point mutations that edit x into y, and is denoted by d(x, y). 
The cost then of the recombination with point mutation given above is 
d(v,,i-,)+d(w2,W2)+... + d(w-,,UZ;-, ) + d(wzi,W2i) + . . + cx, 
where c is the number of crossovers. The recombinution cost of C with respect to A 
and B is the minimum cost of a recombination with point mutation that produces C 
from A and B. Note that 6 and x together specify the recombination cost function. 
Definition 1. The Recombination Cost Problem is the following. Given three strings 
A, B, and C together with a recombination cost function specified by a point mutation 
cost function 6 and a crossover cost 1, find a recombination of minimum cost that 
produces C from A and B. 
A spanning history for a set 9 of sequences is a series of recombinations that, 
starting from a pair A, B E 9, produces exactly the sequences in 9’ in such a way that 
the parents of a recombination are always produced before the child.4 Sequences A 
and B are called a protopair for 9’. Such a history is analogous to a directed spanning 
tree (sometimes called a spanning arborescence in graph theory), in that all sequences 
except the protopair are produced by exactly one recombination, and the descendants 
relation does not contain cycles. 
Definition 2. The Bottleneck Recombination Hhtory Problem is the following. Given 
a cost bound d and a set Y of sequences, together with a recombination cost function 
3 It IS worth pointing out that point mutations occur by a process separate from recombination, and in 
reality may have occurred before or after the recombination event that produced child C from parents A 
and B. 
4 Note that while it is convenient to refer to a series of recombinations, the time-ordering constraint between 
the parents and the child in a recombination actually imposes only a partial order on the recombinations in 
a spanning history, and not a total order. 
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Table 1 
Worst-case time and space for Bottleneck Recombination History on k sequences of total length n. 
Single 
crossover 
Single 
crossover 
Multiple 
crossover 
Multiple 
crossover 
Equal crossover 
without point mutation 
Unequal crossover 
without point mutation 
Unequal crossover 
with point mutation 
Unequal crossover 
without point mutation 
Unequal crossover 
with point mutation 
Time 
Preprocessing 
O(n+k’) 
O(n+k*) 
O(n2 1 
O(ckn’) 
0(n3) 
Search 
O(k3) 
O(k4) 
0(k3n) 
O(k*m) 
O(k%) 
Space 
Preprocessing 
O(n+k’) 
O(n+k’) 
O(kn) 
O(cl + m) 
O(P + m) 
Search 
O(k) 
0(k2) 
O(n) 
O(m) 
O(m) 
For multiple-crossover recombination, the number of hyperedges in the hypergraph constructed during pre- 
processing is m, the maximum length of a sequence is 1, and the maximum number of crossovers allowed 
per recombination in multiple-crossover recombination without point mutation is c. 
specified by 6 and x, find a protopair A, B ~9’ and an associated spanning history such 
that every recombination in the history has cost at most d. 
Note that this models pure recombination when the cost of point mutation exceeds 
cost bound d. 
Table 1 summarizes the time and space of our algorithms for Bottleneck Recombi- 
nation History. The algorithms consist of a preprocessing phase, which analyzes the 
sequence data, followed by a search phase, which tests candidate protopairs. For 
multiple-crossover recombination, the search proceeds over a directed hypergraph [3] 
containing sequence triples. (Each triple represents a directed hyperedge. The first two 
elements of a triple are the parents in a recombination, and are unordered; the third 
element of a triple is the child of the recombination. A hyperedge is considered to be 
directed from the two parents to the child.) Throughout the paper, n denotes the total 
length of the sequences, k denotes the number of sequences, and m denotes the num- 
ber of triples in the directed hypergraph constructed during preprocessing for multiple- 
crossover recombination. In the worst case, m = O(k3), but m may be much smaller. 
1.2. Related work 
Prior work on recombination has largely focused on statistical tests for population 
genetics studies [IS, 19, 22, 36, 401. Hein [ 15, 161 appears to be the first to consider 
the problem from the view of designing an algorithm to reconstruct a history. He 
presents a heuristic for a Steiner version of the problem in which the sequence data is 
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aligned (in other words point mutation is restricted to substitution), each recombination 
involves one equal-length crossover, and at any position across the sequences at most 
one crossover has occurred in the history. 
There is an operator in parallel programming theory that is similar to recombina- 
tion. If a pair of strings is viewed as representing two parallel processes, where each 
character represents a task to be performed, a shufle of the two strings is an arbitrary 
interleaving or serialization of the two processes, much like shuffling two decks of 
cards. Mansfield [30, 311 gives an O(nk) time algorithm for determining whether a 
particular string of length kn is the shuffle of k given strings of length n, and proves 
that the problem is in general NP-complete. Warmuth and Haussler [44] show, among 
other results, that the closure of a regular language with respect to the shuffle operator 
can be recognized in polynomial time. 
2. Single crossover 
In this section we consider the history problem with one crossover per recombination. 
We first consider pure recombination, and then extend our solution to include point 
mutation. 
2.1. Pure recombination 
Our algorithm for finding a protopair has two phases. The preprocessing phase anal- 
yses the sequences to speed up the search for a protopair, and the search phase tests 
candidate pairs. 
For the preprocessing we compute two quantities for every pair A, B of sequences: 
PrefLen(A,B), which is the length of the longest common prefix of A and B, and 
Su~en(A, B), which is the length of the longest common suffix of A and B. 
In the search phase we test a candidate protopair as follows. Recall that A,B is 
a protopair for Y if and only if every member of Y can be reached from A and 
B by a series of recombinations within Y. The set of sequences reachable from A 
and B can be determined by breadth-first search. During the search, we maintain two 
quantities for each unreached sequence C: MaxPrefLen(C), which is the maximum of 
PrefLen(A, C) over every sequence A that has been reached; and MaxSufLen(C), which 
is the maximum of SufLen(B,C) over every B that has been reached. An unreached 
sequence C is then reachable by one single-crossover recombination involving already 
reached sequences if and only if 
MaxPrefLen( C) + MaxSufLen( C) 3 1 Cl. 
In this inequality it is possible for the same reached sequence to contribute both the 
suffix and the prefix of C. This is legitimate, and models the unequal crossing of a 
sequence with a copy of itself. 5 
5 This is one of the mechanisms by which repeats are introduced in biological sequences 
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We can compute PrefLen and SufLen for all pairs of sequences in O(n + k2) time, 
by building a suffix tree for the sequences and looking up nearest common ancestors 
in constant time per query [2, 371. Finding the next reachable sequence, by testing the 
above inequality on O(k) sequences, takes O(k) time. Adding this sequence to the 
reached set and updating MaxPrefLen and MaxSufLen also takes O(k) time. A search 
from a candidate protopair reaches O(k) sequences, so a pair can be tested in 0(k2) 
time. The only question is how many pairs we have to test. 
Lemma 1. A set of k sequences can have at most k/2 protopairs under equal-length 
crossover. 
Proof. Let 9’ be the set of sequences, and {A,B} be a protopair for 9. With equal- 
length crossover, the ith character of a sequence C of Y must be either the ith character 
of A or the ith character of B. Any position then at which more than one character 
appears can contain at most two different characters, and a protopair, in order to gen- 
erate all the sequences, must contain both characters at such a position. Hence, if we 
ignore all positions at which only one character appears, A and B are complemen- 
tary sequences. Since the sequence B that is complementary to a given A is unique, 
protopairs must be disjoint, which implies the bound. 0 
The proof shows we can find protopairs as follows. For each A of Y, we construct 
the complementary sequence B and look it up in the suffix tree. If B is in Y, then 
A,B is a candidate protopair. Identifying all candidates takes O(n) time. Testing a 
candidate takes O(k2) time, and there are O(k) candidates to test. Thus the time to 
find a protopair is O(n + k3). We have the following. 
Theorem 1. For equal-length, single-crossover recombination without point mutation, 
Bottleneck History can be solved in O(n + k3) time using O(n + k2) space. 
For unequal crossover we do not know of a nontrivial bound on the number of 
protopairs. However, we can avoid testing all (‘;) p airs of sequences with the following 
observation. 
Lemma 2. Let &?(A,B) be the set of sequences in Y that are reachable from A and 
B. If A, B is not a protopair, then no C,D in W(A,B) is a protopair. 
Proof. Immediate from the fact that W(C,D) C 9?(A, B). 0 
Thus for unequal crossover our search proceeds as follows. During the search we 
maintain a set of candidate protopairs, which can be represented by an undirected 
graph whose vertex set is Y and which is initially the complete graph. We repeatedly 
choose an edge {A,B} and test the pair. If .@(A, B) is all of Y we report A, B and 
halt. Otherwise, we remove from the graph all edges between vertices in 9(A, B), and 
repeat. 
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In practice we expect this to reduce the number of tests significantly. Nevertheless in 
the worst case this heuristic does not prevent us from testing Q(k2) candidates. A test 
takes O(k*) time, the same as for equal crossover, which gives the following bound. 
Theorem 2. For unequal-length, single-crossover ecombination without point 
mutation, Bottleneck History can be solved in O(n + k4) time using O(n + k2) space. 
We remark that it is possible to write down a set of strings for which the algorithm, 
even with the above heuristic, tests 0(k2) candidates and spends s2(k4) time in total, 
which eliminates the possibility of a better amortized bound. 
Note also that the algorithms in Theorems 1 and 2 actually find all protopairs in 
the quoted time bounds, which is more than we require. This recurs throughout our 
models, in that in the worst case we do not know how to find one protopair in less 
time than finding all protopairs. 
2.2. Recombination with point mutation 
We can modify our algorithm to accomodate point mutation as follows. 
For the preprocessing, we compute two quantities for each ordered pair (A,B) of 
sequences: PrefCost(A,B, i), which is the minimum cost to edit a prefix of A into the 
prefix of B ending at position i; and SufCost(A,B,i), which is the minimum cost to 
edit a suffix of A into the suffix of B starting at position i + 1. 
During the search, we maintain two quantities for each unreached sequence C: 
MinPrefCost(C, i), which is the minimum of PrefCost(A, C, i) over all A that have 
been reached; and MinSufCost(C, i), which is the minimum of SufCost(B, C, i) over 
all B that have been reached. Then an unreached sequence C is reachable if and only 
if, for some position i, 
MinPrefCost( C, i) + MinSufCost( C, i) + x d d. 
Notice that, as with pure recombination, the same sequence may contribute both the 
prefix and the suffix of C. Again this is legitimate, and models the crossing of a 
sequence with a copy of itself. 
Computing PrefCost and SufCost for all pairs of sequences takes O(n2) time using 
standard sequence comparison methods [35]. Finding the next reachable sequence by 
evaluating the above inequality takes O(n) time. Adding the sequence to the reached 
set and updating MinPrefCost and MinSufCost also takes O(n) time. A search from 
a candidate protopair reaches O(k) sequences, so the time to test a pair is O(kn). At 
worst we test O(k2) pairs, which we summarize as follows. 
Theorem 3. For unequal-length, single-crossover recombination with point mutation, 
Bottleneck History can be solved in O(n* + k3n) time using O(kn) space. 
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3. Multiple crossover 
With single-crossover recombination we could find the next reachable sequence by 
separately considering sequences contributing a prefix and sequences contributing a 
suffix. In other words, we did not have to consider pairs of parents explicitly. With 
multiple-crossover recombination, however, we cannot separate the interaction of two 
parents in this way, so we explicity consider them paired together. 
Accordingly, our preprocessing phase enumerates triples of sequences, and for each 
triple (A, B, C), determines the recombination cost of C with respect to A and B. Every 
triple whose recombination cost is within the cost bound is placed into a directed 
hypergraph. Our search phase then explores this hypergraph to find a protopair and a 
spanning history. 
In the search phase we test a candidate protopair by breadth-first search over the 
above hypergraph. Edges of the directed hypergraph are stored on out-edge lists: for 
every A, we have a list of entries of the form (B, C), where (A, B, C) is a hyperedge 
in the graph. During the search we maintain two lists: Reached, which is the set of 
sequences that have been reached from the candidate protopair, and Reachable, which is 
the set of sequences not in Reached that may be formed from the reached set with one 
multiple-crossover recombination. To test a candidate {A, B}, the algorithm initializes 
Reached to the set {A, B} and Reachable to the set of C such that (A, B, C) is in the 
graph. The algorithm then repeatedly removes a sequence C from Reachable, adds it 
to Reached, and examines all out-edges of C. For each sequence D such that (X, C, D) 
is in the graph where X is on Reached and D is not on Reached or Reachable, the 
algorithm adds D to Reachable, and repeats. The process halts when Reachable becomes 
empty. 
Testing a protopair thus takes O(m) time, where m is the number of edges in the 
hypergraph. We again employ the heuristic of Lemma 2. In the worst-case this tests 
0(k2) pairs, which gives the following. 
Theorem 4. Given a hypergraph of m recombination triples over k sequences, a pro- 
topair and an associated spanning history can be found, if they exist, in O(k2m) time 
and O(m) space. 
Note that in the worst case m = 0(k3), though m can be much smaller, so this is at 
worst 0(k5) time and O(k3) space. 
Note also that in the time bound of Theorem 4 we could simply test all the pairs, so 
one might ask, is it possible to test all pairs faster than testing each pair individually? 
It appears not. Testing all pairs is essentially computing the transitive closure of a 
directed hypergraph, and the bound of Theorem 4 matches the best known bound for 
that problem [3, 41. 
We also note that with a simple modification the algorithm can find a protopair of 
minimum bottleneck cost. We can maintain list Reachable as a heap, where vertices are 
prioritized by the weight of the least-cost in-edge that touches them from set Reached. 
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Using a Fibonacci heap [9], removing a vertex of minimum priority takes O(log k) time, 
while updating the priority of a vertex when examining an out-edge takes 0( 1) time. 
This adds O(k logk) time to the test for a candidate protopair, and finds a spanning 
history of minimum bottleneck cost for the given pair. Testing all pairs, and retaining 
the protopair with minimum bottleneck cost, takes a total of 0(k2m + k3 logk) time. 
There may be many spanning histories that have minimum bottleneck cost. We 
remark that the spanning history found by this algorithm, as well as having minimum 
bottleneck cost, is lexicographically minimum for the given protopair in the following 
sense. A linearization of a spanning history is an ordering of its recombinations so that 
for any recombination (A,B, C) in the history, A and B are produced before C in the 
ordering. For the spanning history reported by the algorithm we take the linearization 
given by the order in which sequences are reached. Compare two linearizations by 
lexicographic order on the cost of their recombinations. Over all spanning histories 
from a given protopair, and all linearizations of these spanning histories, the spanning 
history found by the algorithm is lexicographically minimum. 
Finally, we note that an alternate approach to finding a protopair of minimum bottle- 
neck cost is to perform a binary search on the bottleneck values, assuming an integer 
cost function. With this approach, we can run the algorithm of Theorem 4 at a given 
cost bound, which allows us to use the heuristic of Lemma 2. This takes a total of 
O(k2m log d) time, where integer d is the cost bound. 
In the next two subsections we consider the preprocessing step, namely how to 
compute the recombination cost of a triple (A, B, C). We consider pure recombination 
first, then recombination with point mutation. Both are treated in the case of unequal 
crossover. 
3.1. Pure recombination 
For pure recombination the problem is to determine whether sequence C can be 
formed from A and B solely by crossover, and if it can be formed in this manner, to 
determine the minimum number of crossovers. When restricted to one crossover we 
could test for feasibility with a simple greedy strategy: match as much of C as possible 
first by a prefix of A, then by a suffix of B; if this matches all of C, it can be formed 
from A and B with one crossover. 
When we allow multiple crossovers, this greedy strategy is no longer correct. For ex- 
ample, sequence C = abab can be formed from A = ab and B = ba with two crossovers: 
take the first a from A, crossover to B to match ba, then return to A to match the final 
b. But greedily taking the longest initial match to A, the prefix ab, makes it impossible 
to pick up the final b when returning from the crossover. 
We can determine the minimum number of crossovers, however, by dynamic pro- 
gramming. For a string S, let us write Si,j for the substring of S consisting of the ith 
through jth characters. Define PA(i,j,c) to be the smallest x such that Al,, and BI,; 
can form Ci,,j with exactly c crossovers, ending in a match to B. If there is no such x 
we take PA(i,j,c) to be infinite, or equivalently a value exceeding the length of A. 
250 J. Kececioglu. D. Gu~jieldlDiscrete Applied Mathematics 88 (1998) 239-260 
Similarly, define P~(i,j,c) to be the smallest x such that Ai,i and Bl,, can form Cl,j 
with exactly c crossovers, ending in a match to A. 
In terms of PA and Ps, the minimum number of crossovers to form C from A and 
B is the smallest d such that 
fi(lBl, ICl,d>G IAI or E&I, ICI,46 IBI. 
We can compute PA and PS recursively as follows. 
Associated with a recombination there is a natural alignment expressing how charac- 
ters of C are alternately matched to characters in A and B. For a recombination, such 
an alignment specifies for each position i in C whether the character at i comes from 
A or B as well as the position of the corresponding character of A or B. Consider an 
alignment De associated with P~(i,j,c), namely an alignment ending in B that matches 
(21,~ against Al,, and Bl,i, where in particular x, the length of the prefix of A, is as 
small as possible. We say such an alignment LJ.Z is leftmost in A. 
The useful property of a leftmost alignment is that it may be constructed from a 
smaller alignment that is also leftmost. By definition the last match in d aligns Cj 
to B,, assuming these characters agree. (Of course if characters C, and Bi are different, 
there is no corresponding alignment.) For the next-to-last match in ~4 there are two 
cases. The next-to-last match either aligns Cj-1 to Bi-1 or, if a crossover occurs, to 
the character A, that is as far to the left in A as possible. 
In the first case PA(i,j,c) is given by PA(i-l,j-1,c). In the second case PA(i,j,c) is 
given by position x, where x is the smallest position such that Ci,j_i can be formed 
from Ai,, and Bl,i_1 with exactly c - 1 crossovers, ending in a match to A. This 
position is simply the smallest x such that the alignment of Ci,j_l against Al,, that is 
leftmost in B ends at or before position i - I. In terms of Ps this is 
min{xIPB(x,j-l,c-l)<i-1}, 
which we call QA(~ - 1,j - 1,~ - 1). This gives the following system of recurrences. 
pA(i,j,c)= 
min{PA(i-l,j-l,c), QA(i-l,j-l,c-l)}, if Bi=Cj; 
cQ> otherwise; 
QA(i,j,c>=min{QA(i-l,j,c>, Mi,j,c)), 
RA(i,j,c) =min{x I P~(x,j,c) = i}. 
The recurrences for 4, QB, and RB are symmetric, and may be obtained by interchang- 
ing A and B. 
The primary boundary condition is that PA(O, 0,O) = 0 and PB(O, 0,O) = 0. All other 
values are correctly determined from the recurrences as long as we take P, Q, and 
R to be infinite whenever i GO, j GO, or c <O. For infinity we may use the value 
max(l4 IBI) + 1. 
Fig. 1 gives an algorithm that computes the recombination cost from these re- 
currences. The algorithm takes as input A,B,C, and a bound d on the number of 
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function RecombinationCost (A, B, C, d) begin 
Initialize arrays P4, 9:. PB. PL, QA, Qi, QB, Q;l to x 
P,(O,O):=O 
PB(O, 0) := 0 
for j:= I to ICI do begin 
for c := 0 to d do begin 
for i:= I to IBI do 
if Bi = C, then 
f;(i,c):=min(p4(i-l,c), QA(i-l,c-I)) 
else 
P,‘(i, c) := 3c1 
for i := I to IA 1 do 
if A,=C, then 
P~(i,c):=min(P~(i-I,c), Q8(i-l,c-I)) 
else 
PL(i,c) := X 
Initialize vectors R.4 and Rg to x. 
for i:=lA down to 1 do 
R/,(P;(i,c)) := i 
for i:= IBI down to 1 do 
R&&c)) := i 
for i:= I to lBI do 
Q,i(i,c):=min(Q,>(i-I,c), R4(i)) 
for i := I to IAl do 
Qb(i.c):=min(Qb(i-l,c), R&i)) 
end 
Swap arrays Pd and F’i, PB and PL, Q;l and Q$, QB and Qh. 
end 
for c := 0 to d do 
if P,(IBl,c)< IA/ or &(IAI,c)6 IBI then 
return c 
return 02 
end 
Fig. I. Algorithm for recombination cost without point mutation. Parameter d bounds the number of 
crossovers that are allowed. 
crossovers. It accumulates P and Q using eight 2-dimensional arrays, and R using two 
l-dimensional vectors. The indices of the P-arrays and the R-vectors both start from 
zero, while the second index of the Q-arrays, which is the crossover number, starts 
at -1. At the beginning of the jth iteration of the outermost loop, array P holds the 
values P(. ,j - 1, .), while array P’ will accumulate the values P(. ,j, .). Similarly, ar- 
ray Q holds the values Q(. ,j-1, .), while array Q’ will accumulates the values Q(. ,j, .). 
In the cth iteration of the next outermost loop, vector R accumulates R(. ,j, c). 
The algorithm determines P’ for a new value of j from the entries of P and Q 
for the previous value of j, using Eq. (1). Eq. (1) effectively defines R(. , j,c) as 
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the inverse of P(. ,j, c). Once P’ is known, the algorithm evaluates R by computing 
the inverse of a column of P’. Once R is known, the algorithm evaluates Q’, in 
preparation for computing P’ at the next value of j, using Eq. (1). This determines P 
and Q in 0( 1) time per entry, and R in 0( 1) amortized time per entry. A total 
of O(dlAl\CI + d[B[(CI) en ies are evaluated, which gives the running time of the tr’ 
algorithm. The space for all arrays is O(dlA] + dlBl>. 
Thus the recurrences may be evaluated in the following time and space. 
Theorem 5. For multiple-crossover recombination without point mutation, Recombi- 
nation Cost can be solved in 0(c12) time and O(c1) space, where c is the maximum 
number of crossovers that are allowed, and 1 is the length of the longest sequence. 
Combining this with Theorem 4 gives the following. 
Corollary 1. For multiple-crossover recombination without point mutation, Bottleneck 
History can be solved in O(ckn2 + k2m) time and O(c1 + m) space. 
We remark that c is a small constant in practice, usually between 1 and 10, so 
the bounds of Theorem 5 are essentially quadratic time and linear space to determine 
the minimum number of crossovers. By applying the divide and conquer technique of 
Hirschberg [17], one can obtain the corresponding alignment, as well as the minimum 
number of crossovers, within the same time and space. 
3.2. Recombination with point mutation 
When point mutations are allowed, we do not know of a generalization of the re- 
currences for PA and PB that allows us to compute the recombination cost in quadratic 
time for a constant number of crossovers. Instead we develop a recurrence for recom- 
bination cost in terms of the lengths of prefixes of A, B, and C. This yields a cubic 
time algorithm. 
Let D,(i,j, k) be the recombination cost of Ci,k with respect to Al,i and Bl,j, given 
that the recombination ends by aligning a suffix Of Al,i to a suffix of Cl&. Let D&j, i, k) 
be the same for a recombination that ends by aligning a suffix of Bl,j to a suffix of Cl&. 
Then the recombination cost of C with respect to A and B is 
min{&(jAl, IBI, ICI), WBI, IAl, ICI>). 
Consider &(i,j,k). A minimum cost recombination that produces Ci,k from Al,i 
and Bl,j by aligning a suffix of Al,i to a suffix of Cl&, ends in one of four ways. It 
either 
a aligns a suffix of Al,i_1 to a suffix of Ct,k__l and substitutes Ck for Ai, or 
b aligns a suffix of Al,i_1 to a suffix of Ci,k and deletes Ai, or 
b aligns a suffix of AI,~ to a suffix of Cl,k_i and inserts Ck, or 
a aligns a substring of Bl,j to a suffix of Cl,&,, crosses over into A, and substi- 
tutes c, for Ai. 
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Notice we do not have to consider a crossover into A followed by the deletion of Ai, 
since crossing over to the next character in A will save the cost of the deletion. We 
also do not have to consider a crossover into A followed by the insertion of Ck, since 
the insertion will have been considered in the alignment of B to C before the crossover. 
In each of the four cases, the recombination leading up to the last operation must 
be of minimum cost. For the case of a crossover, let E~(i,j,k) be the minimum cost 
of a recombination that produces Ci,k from Al,; and B ’ I,i, given that the recombination 
ends by aligning a substring of Al,i to a suffix of Cr,k. Let E~(j,i,k) be the same for 
a recombination that ends by aligning a substring of B1.j to a suffix of Cr,k. We have 
the following recurrences. 
DA(i,j,k)=min 
( 
DA(i-l,j,k-1) f d(Ai,C’k), 
DA(~- l,jyk) + b(AiyE)y 
4(U,k- 1) + b(E,Ck), 
EB(j,i- l,k- 1) + &Aj,Ck)+X, 
The recurrences for DB and EB are symmetric, and may be obtained by interchanging 
A and B. 
The primary boundary condition is that DA(O,X,O) =0 and DB(O,X,O)= 0 for x20. 
If we take D and E to be infinite whenever i < 0, j < 0, or k < 0, all other values are 
correctly determined. 
We can evaluate DA(IA~, lB[, ICI) and DB(IBI, IAI, ICI) using these recurrences in 
WllBllCl> time and WllBl> P s ace. Each entry of D and E can be obtained by 
examining a constant number of entries with smaller coordinates, and there are a total 
of Wll~lI~l) t en ries. The values of D and E can be accumulated using four arrays 
of size 0( IAl IBI ), for example by storing D(. ,.,k - 1) in order to evaluate D(.;,k). 
This gives the following. 
Theorem 6. For multiple-crossover recombination with point mutation, Recombina- 
tion Cost can be solved in 0(13) time and O(l*) space, where 1 is the length of the 
longest sequence. 
Combining this with Theorem 4 gives the following. 
Corollary 2. For multiple-crossover recombination with point mutation, Bottleneck 
History can be solved in O(n3 + k2m) time and O(l* + m) space. 
Since m, the number of edges in the hypergraph, can be 0(k3), this is O(n3+k5) time 
in the worst case. 
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4. Generalizations and their complexity 
We have treated Bottleneck Recombination History as two separate problems: a type 
of edit distance problem, in which we want to find a recombination of minimum cost 
for three sequences, and a type of directed spanning tree problem, in which we want 
to find a tree in a directed hypergraph where a root is generalized to a pair of vertices. 
Our focus in Sections 2 and 3 has been on the definition of recombination and how 
it affects the running time of our algorithms. In this section we study the definition of 
spanning history, and how it affects the complexity of the problem. We consider two 
generalizations. 
Definition 3. The Generalized Bottleneck History Problem is the following. Given a 
set 9 of sequences, a cost function specified by 6 and x, a bottleneck bound d, and a 
protoset bound c, is there a protoset 9 & Y with 19’1 <c such that, starting from 9, 
there is a spanning history for Y where every recombination has cost at most d? 
Definition 4. The Minimum Recombination History Problem is the following. Given 
a set 9 of sequences, a recombination cost function 6 and x, and a cost bound d, is 
there a protopair and associated spanning history for Y of total cost at most d? 
In the following we show that both of these generalizations are NP-complete. For 
a set 9’ of sequences, let 91; denote {Si 1 SE Y}, the set of characters obtained by 
looking at the ith position in each sequence. We use the following simple property of 
a protoset. 
Lemma 3. Let Y be a set of strings, all of the same length, and 9 2 Y be a protoset 
under pure recombination. Then 91, = Ypl, at every position i. 
Proof. Since strings in Y are all of the same length and no characters are inserted or 
deleted, all recombinations must involve equal-length crossover. Thus each character 
at position i in a string of Y can be traced to a character at position i of some string 
in protoset 9. In the absence of substitutions, this implies Yli > Yli. Since clearly 
81i C Y(,, the lemma follows. 0 
We now prove that Generalized Bottleneck History is NP-complete. The proof in 
fact shows that the problem is NP-complete for the simplest model of recombination: 
equal-length, single-crossover recombination without point mutation. 
Theorem 7. Generalized Bottleneck History is NP-complete. 
Proof. Since the feasiblity of a candidate protoset can be tested in polynomial time 
using the same directed hypergraph approach given in Section 3, but now starting the 
search from the candidate protoset, Generalized Bottleneck History is in NP. We prove 
NP-hardness by a reduction from Exact Cover by 3-Sets [ 11, p. 22 11. Recall that an 
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instance is a ground set X together with a family F (T 2x of 3-element subsets of X. 
The problem is to determine whether there is a subfamily % C ,P that is a partition 
of X. Such a subfamily %? is called an exact cover of X. 
Given an instance X, 9 of Exact Cover by 3-Sets, we construct an instance 9? 6, x, c, d 
of Generalized Bottleneck History as follows. Denote the elements of X by XI ,x2,. . ,x,, 
and the 3-sets in 3 by F,, F2,. . . , Fk. We assume without loss of generality that each 
element of X is a member of some 3-set. Sequences in 9 are over the alphabet (0, I}, 
and essentially encode subsets of X. We describe .‘Y by the following disjoint union 
of four classes of sequences: 
Y={S,,& ,...) sk}uY-+Lz-Jx(‘)uJ~, 
where 
0 sequences St, S2,. . . , & correspond to the 3-sets in 9, 
l set Z?(2) contains sequences corresponding to all 2-element subsets of X, 
l set ?Z(‘) contains sequences corresponding to all l-element subsets of X, and 
l set c X = {MO, M,+I } contains two “mask sequences”. 
All sequences have n + 2 characters. We associate a sequence with a subset of X as 
follows. Character positions are numbered 0, 1,. . , n + 1, and positions 1 through n 
correspond to elements xt through x,, with position 1 6 i <n containing character 1 if 
and only if element xi is in the corresponding subset. In a sequence corresponding to 
a subset, positions 0 and n + 1 contain character 0. In the two mask sequences of -42, 
all positions contain character 0, except position 0 in sequence A40 and position II + 1 
in sequence M,,+i, which both contain character 1. 
For the cost function, we set x = 1, &a, a) = 0 for a E (0, I}, and &a, b) = 2 for all 
distinct a, b E {c, 0, 1). For the bottleneck bound we take d =x, which implies every 
recombination consists of one crossover with no insertions, deletions, or substitutions, 
and for the protoset bound we set 
4?+2. 
We claim that with this 6, x, and d, set Y has a protoset of size c if and only if 
9 contains an exact cover of X. 
For suppose .P C Y is a protoset of size c. By Lemma 3, the characters in 9 cover 
the characters in 9’ at every position. Since only A40 contains a 1 at position 0, and 
only IV,,+, contains a 1 at position n-t 1, 9 must contain A40 and M,+i. The remaining 
sequences of 9 must cover the l’s in positions 1 through n. Since any sequence can 
cover at most three i’s, and as there are only n/3 sequences remaining in 9, these 
sequences must have l’s at disjoint positions, and must be a subset of {SI,. ,&}. 
The corresponding subset of 9 is an exact cover of X. 
Now suppose ?Z C_ 9 is an exact cover of X. Let 9’= {Si 1 fi E +Z} U A’, which is a 
set of size c. From 9, we can form all strings in Y with recombinations of cost d, 
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in a history of four levels: 
(1) Form all strings in X(l) and Xc2) whose l’s are a prefix or suffix of the l’s in 
an Si in P by crossing with the mask sequences in JZ. 
(2) Form the remainder of Xc’) by crossing the masks in JZ with the strings of Xc2) 
that have just been generated. 
(3) Form the remainder of Xc21 by crossing strings from Xc’). 
(4) Form the remaining strings in (5’1,. . . , Sk} - 9 by crossing strings from X-(I) 
and Xc2). 
Thus 9 is a protoset for Y of size c. 0 
Theorem 8. Minimum Recombination History is NP-complete. 
Proof. We again use a reduction from Exact Cover by 3-Sets. Given an instance X, F 
of Exact Cover by 3-Sets, we construct an instance 9,6, x, d of Minimum Recombi- 
nation History as follows. Sequences in Y are over the alphabet (0, 1, -, *} and are 
organized as follows: 
Y={S],&,..., S~}UX^(‘)UX2-(%JU~, 
where 
l the sequences in sets {Si,. . . ,&}, X(2), and X(l) correspond, as before, to the 
3-sets in F, all 2-element subsets of X, and all l-element subsets of X, 
l set _N = {M} contains a mask sequence M, and 
l set 9 = {P,D} contains what will effectively be a protosequence, P, and a dummy 
sequence, D. 
All sequences in Y except dummy sequence D have IZ + 1 characters. Character 
positions are numbered 0, 1, . . . , n, and positions 1 through n correspond to elements 
x1 through x”. Sequences corresponding to subsets are over the alphabet (0, I}. They 
start with character 0, and have a 1 at position i if and only if element xi is in the 
associated subset. Mask sequence M is 00.. . 0. Sequence P has the form * - - . . . -, 
and dummy sequence D is the character *. 
The cost function has the form. 
0 6( *, 0) = cc, 
l 6(--,1)-p, and 
0 6(-,O)=O, 
where it will suffice to have CI = 1, /? = 2, and x = 2. All other values of 6 exceed the 
cost bound, which is 
d=a(in+ l>+/?n+x(lYI -(in+3)). 
In particular, no insertions or deletions are allowed. 
We claim that with this S and x, set Y has a protopair and associated spanning 
history of total cost d if and only if 9 contains an exact cover of X. 
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For suppose V 2 9 is an exact cover of X. Let 2 be the set {Si 1 fi E %} u A?‘. 
From 2 we can generate Y - 9 with recombinations of one crossover, using a history 
analogous to the four-level history given in the proof of Theorem 8. This history has 
cost x( 191 - (irz + 3)). We can generate 2 from sequence P by pure substitution, 
which adds a top level to the history of cost I( in + 1) + /%z. Thus 9 = {P,D} is a 
protopair for Y of total cost d. 
Now suppose .Y has a protopair of total cost d. No string of .Y can generate P 
or D within cost d, so the protopair must be .9 = {P, D}. The cost function does not 
permit insertion or deletion, and all sequences except D are of the same length, so 
all recombinations must involve equal crossover. This being the case, the history must 
create an initial I in each of positions 1 through it, and each of these l’s must be 
created by a substitution from P. In the spanning history starting from {P,D}, there 
is an earliest sequence to contain the character 1 at any given position. Let 2 be this 
set of sequences for positions 1 through n, together with the mask sequence M. We 
claim that % = { 5 1 Si E L!} is an exact cover of X. To prove this it suffices to show 
that r=! contains exactly ia + 1 sequences. 
Consider the cost of generating 9 - {P, D} from 9. All sequences in 2 are produced 
by recombination with sequence P. These recombinations may or may not involve 
crossover. A recombination that involves crossover incurs at least cost x plus the cost 
of turning dashes into 1’s. A recombination that does not involve crossover must use 
pure substitution, which incurs cost a (to change the initial * into a 0) plus the cost 
of turning dashes into 1’s. Ignoring the cost of turning on l’s, which must be at least 
/&t for all of set 2, the cost of producing a sequence in 1 by crossover, minus the 
cost of producing it by pure substitution, is at least x - CI. Notice this is a positive 
difference. 
The remaining sequences of Y - 2 can be produced either by pure substitution 
from P, or by pure crossover. Each of these sequences contains a 1. Thus the cost of 
producing a remaining sequence by pure substitution, minus the cost of producing it 
by pure crossover, is at least /Y + 3~ - 1. This is also a positive difference. 
The five-level history described earlier first produces 2 from 9 by pure substitution 
and then the remainder of Y by pure crossover. A history of this form in which 2 
has size in f 1 has a total cost of d, and the above analysis shows that any other 
history has cost exceeding d. In short, if 9’ has a protoset of total cost d, then 2 must 
contain exactly fn + 1 sequences. This implies % is an exact cover of X. q 
We note that the alphabets in the reductions for Generalized Bottleneck History 
and Minimum Recombination History have four or fewer characters. This implies the 
problems are NP-complete for sequences over the DNA and protein alphabets. 
The structure of function S in the reduction for Minimum Recombination History is 
rather artificial, however. While the proof demonstrates that an algorithm that accepts 
any cost matrix for 6 must solve an NP-complete problem, we do not know whether the 
problem remains NP-complete for a more realistic cost function. For instance it would 
be interesting to know whether Minimum Recombination History is NP-complete when 
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6 is a metric. (It is worth keeping in mind however that the most frequently used cost 
matrix for protein sequences, the so-called PAM matrix, is not a metric.) 
For a fixed bound on the size of a protoset, Generalized Bottleneck History can 
be solved in polynomial time by enumerating and testing protosets, as in Section 3. 
On the other hand, approximating the smallest protoset when its size is unbounded 
appears difficult. While we do not show it here, an algorithm that in polynomial time 
finds a protoset whose size is at most a constant factor larger than the minimum, for an 
arbitrary recombination hypergraph, would give a constant-factor approximation for Set 
Cover. Recent non-approximability results [29, 71 show that such an algorithm would 
imply P=NP. However, while the minimization problem of approximating the size 
of the smallest protoset to within a constant factor appears difficult, the maximization 
problem of approximating the size of the complement of a smallest protoset to within 
a factor of i can be solved in polynomial time, as we have recently discovered. 
5. Conclusion 
In this paper we have defined two new problems, Recombination Cost and Bottleneck 
Recombination History, and shown that they can be solved in polynomial time. These 
are just two of the types of problems that arise with recombination, and even here 
many questions remain. 
We suspect that the algorithm of Section 2 for reconstructing a history with pure, 
equal-length, single-crossover recombination is worst-case optimal. Is 0(n + k3) time 
a lower bound? 
With respect to computing recombination costs, is there an 0(cZ2) time algorithm 
for recombination with point mutation, where 1 is the length of the longest sequence 
and c is the maximum number of crossovers? Is there an O(cZ) time algorithm for 
recombination without point mutation? Can recombination cost with point mutation be 
computed in less than 0(Z2) space? 
With respect to finding protopairs, can one protopair be found in less time than it 
takes to find all protopairs? If not, can all protopairs be found in less time than it 
takes to test each pair individually? Failing this, is there an algorithm whose expected 
search time is less than its worst-case time? 
Clearly there are many possibilities for further study. 
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