Multiple query criteria active learning methods have a higher potential performance than conventional active learning methods in which only one criterion is deployed for sample selection. A central issue related to multiple query criteria active learning methods concerns the development of an integration criteria strategy that makes full use of all criteria. The conventional integration criteria strategies adopted in relevant research all facilitate the desired effects, but several limitations still must be addressed. For instance, some of the strategies are not sufficiently scalable during the design process, and the number and type of criteria involved are dictated. Thus, it is challenging for the user to integrate other criteria into the original process unless modifications are made to the algorithm. Other strategies are too dependent on empirical parameters, which can only be acquired by experience or cross-validation and thus lack generality; additionally, these strategies are counter to the intention of active learning, as samples need to be labeled in the validation set before the active learning process can begin.
Introduction

Motivation
Active learning (AL) is a subfield of machine learning technology that is used to minimize the amount of annotation work that must be executed before training an accurate classification or regression model [1] . AL methods are unique in their use of various sample query criteria (SQC). These methods can help the user select a fraction of most 'valuable' samples for querying labels from massive volumes of unlabeled data [2] [3] [4] . On the basis of differences in the definition of 'valuable', AL methods can be broadly divided into two categories: representativeness and informativeness measure-based approaches [5] [6] .
As illustrated in Fig. 1 , comparative studies [5, 7] of AL methods have shown that most representativeness measure-based AL methods perform better when the number of labeled samples is few, whereas others, especially those that are informativeness measure-based, will usually overtake the former after substantial sampling. In this paper, the above phenomenon is referred to as 'the timeliness of AL'. The main explanation for this phenomenon is that representativeness measure-based AL methods can obtain the entire structure of a database upon their first use. However, these AL methods are not sensitive to samples that are close to the decision boundary, notwithstanding the fact that such samples are probably more important to the prediction model. In addition, informativeness measure-based AL methods always search for 'valuable' samples around the current decision boundary, and the optimal decision boundary cannot be found unless a certain number of samples have already been labeled [8] . In other words, the single query criterion can only guarantee its optimal performance over a period of time in the entire AL process, and the optimal period differs for each criterion.
Considering the above complementary characteristics, recent research reports have similarly
proposed that the AL method could likely be improved if more than one SQC were deployed through one AL process to leverage the strengths of all methods [9] . The multiple query criteria AL method (MQCAL) has been developed for this purpose. The MQCAL method can combine most complementary information for each SQC through a special integration criteria strategy. A small number of samples that meet all involved criteria are selected for querying labels. The MQCAL method can in theory be more reliable, effective and resistant to interference because it takes several factors into account rather than focusing on one selection criterion, as is done in conventional AL methods. However, there are still some limitations that exist in MQCAL that require further effort to resolve (e.g., manual weight setting, the impossible combination), which will be described in detail below.
Fig. 1. The timeliness of AL
Related work
Most existing active learning methods are based on a single query criterion. Representativeness and informativeness measure-based AL methods are the two main branches of single criterion-based AL methods as shown in Fig. 2 . The AL algorithms in the first category rely on the native data structure, and the samples that represent the majority of all samples are regarded as the most representative. According to the data structure expression, representativeness-based AL methods can be further subdivided into three classes that include Clustering Analysis (e.g., Cluster [6, 10] ), Sample Connection (e.g., Diversity [11] , Dissimilarity [5] , Density [12] ), and Experimental Design (e.g., TED [13] , MAED [14] , Random Walks [15] ). In contrast, informativeness measure-based AL methods always select a sample that has a high degree of uncertainty or is able to impart the greatest change to the current model. Based on the number of involved models, this method can also be further subdivided into two classes that include Certainty Based (e.g., Margin [1, 16] , Entropy [17] , EER [18] ) and Committee Based (e.g., QBC [19] and Multiple View [20] ).
Fig. 2. The categories of traditional AL methods based on a single criterion
Compared with the traditional single criterion-based AL methods, existing research about the MQCAL is relatively sparse. Across these few studies, the selection and design of appropriate SQC for combining are usually their main foci of research rather than how to integrate all involved SQC together.
After a careful review of existing methods, only four kinds of integration criteria strategies have been found as shown in Fig. 3 .
Baram Y et al. [21] proposed the earliest form of the MQCAL method, as shown in Fig. 3 (A) . For each iteration of this MQCAL, only one of the involved SQC with the highest criterion selection parameters is applied to choose samples. The criterion selection parameter is a variant of the multi-armed bandit algorithm proposed in [22] . Lughofer E [6] designed a two-phase AL process. In the first phase, the most representative samples based on clustering are selected, and a certainty-based AL approach is applied in the second phase. These MQCAL methods are beneficial primarily in terms of their high levels of efficiency. However, since only one involved query criterion is used in each iteration, their integration criteria strategies are more like criteria selection rather than criteria integration; hence, we refer to such strategies as 'CSAL' for short in this paper.
Shen D et al. [23] developed two other integration criteria strategies: parallel-form (shown in Fig.   3 (B)) and serial-form (shown in Fig. 3 (C) ), both of which have been widely used in subsequent studies.
Serial-form MQCAL ('SMQCAL' for short) employs each SQC to select a certain number of samples from the selection results of the previous SQC in sequence as a multilayer filter. On the basis of Shen D's work [23] , previous reports [4, 11] further developed this approach by combining clustering and uncertainty-based SQC. Another report [24] applied this method to connect a K Nearest Neighbor-based cluster algorithm, an SVM margin algorithm and a genetic algorithm to propose an improved active learning method for hyperspectral image classification. Moreover, B. Demir et al. [25] proposed SMQCAL for remote sensing images, which involves SQCs based on uncertainty and diversity. Similar work includes a paper [26] in which samples in low-density regions were selected among the most uncertain samples; low-density regions are determined by exploiting the topological properties of SOM.
This approach achieved fast convergence and performed well in both real multispectral remote sensing image classification tasks and hyperspectral remote sensing image classification tasks. In addition to the above classification tasks, B. Demir et al. [27] demonstrated that their serial-form MQCAL framework can perform well in regression tasks by efficiently identifying most of the diverse samples from highdensity regions.
SMQCAL is efficient and operable and is widely used to address practical problems. In addition, the user can directly add several additional SQC on the basis of the original process, which can be regarded as strongly scalable. However, SMQCAL relies too heavily on two important settings, including the sequence of the applied SQC and the number of samples selected from each layer (Ni in Fig. 3(C) ), which are not generalized.
Parallel-form MQCAL ('PMQCAL' for short) can select optimal samples with regard to two different SQC using a weighted-sum optimization function. Based on this characteristic, previous studies [23, 28] have effectively combined uncertainty and diversity to name entity recognition and natural language processing tasks, respectively. In addition, Huang H et al. [5] also employed the weighted-sum optimization function to combine the early stage-based SQC with the representativeness measure-based SQC (dissimilarity) for acquiring satisfactory AL selection results. Other similar studies include recent papers [29] [30] . Although the respective criteria used to measure the values of the samples in each are not same, they all yield satisfactory results using the same basic mechanism, as shown in Fig. 3(B) : the weight parameters w1 and w2 are used to balance the trade-off between each involved SQC. It is worth mentioning that, although the integration strategy in paper [31] is rendered as the product of two involved SQC with high exponent, it still can be regarded as the deformation of a weighted-sum optimization function and classified as a PMQCAL. To further improve parallel MQCAL, Huang S J et al. [8] developed another systematic way of measuring and combining representativeness and informativeness in the same SVM framework using the min-max AL view. This technique can be regarded as a state-ofthe-art MQCAL with strong theoretical capacities.
However, PMQCAL also has two limitations. First, PMQCAL is not scalable. Thus, it is challenging for the user to integrate other SQCs into the original process unless modifications are made to the algorithm. Even so, the optimization function of this extended version may be unsolvable. Second, PMQCAL also places too much reliance on weight parameters. Using the wrong settings can result in suboptimal performance. Most of the above papers suggest that the user can directly use their recommended value [23, 28] or obtain the optimal weights of a through cross-validation [29] [30] .
It is clear that it is also not generalizable for different applied data sets and is even slightly contrary to the original ideal of active learning, because the user should prepare some extra labeled samples as a validation set in the cross-validation process. In light of this problem, our group recently published an article [32] designing a double-strategy active learning method that is useful for mammographic mass classification, in which the combination weight is selected from predefined candidate values. Of course, this approach is not the best solution because it lacks a fine-tuning procedure. Similarly, due to the expectation maximization concept behind it, this solution is only designed for two SQC, further contributing to a lack of scalability. Additionally, Wang et al. [9] proposed a fourth MQCAL, as shown in Fig. 3 (D) , by transforming the problem of integration criteria into a multicriteria decision-making system (termed 'MCDMAL' here), which also yields good results in the multiple-instance learning environment rather than in a classification task. However, this method has high algorithm complexity. Its implementation and execution are quite difficult, and not every kind of SQC can be integrated into their MQCAL process.
Furthermore, an unsolved problem concerns the establishment of a mechanism that allows for a dynamic and adaptive tradeoff between each SQC that is used for each AL iteration [8, 11] . This problem is addressed in most of the above works as a suggested avenue for future research. To our knowledge, only Donmez P et.al. [7] has proposed a means of tuning the weights of two SQC in each iteration by calculating the estimated future residual error reduction level. 
Our approach -the main concept
We realized that the sample selection problem in AL methods is also a sample ranking problem and were inspired by the recommendation technologies that have developed in recent years. Hence, in this manuscript, we develop a novel weighted rank aggregation based MQCAL for classification tasks, which can be regarded as a fifth form of the integration criteria strategy, which we term 'RMQCAL'.
To implement the proposed method, three additional steps are added to the framework of the original AL process, as shown in Fig. 4 . In any iteration of the AL process, all involved SQC first need to be tweaked in order to invert the problem of sample selection into sample ranking and scoring. Next, every pair of ranking and scoring lists based on their corresponding SQC can be obtained from the remaining unlabeled samples (see Section 2.2). Third, using the best-versus-second-best (BVSB) strategy, the weights of each SQC for every iteration of the AL process can be dynamically obtained from the current score lists (see Section 2.3). Then, the rank lists of all SQC involved are weighted and combined as a comprehensive ranked list through our improved weighted rank aggregation method (see Section 2.4).
The sample ranked highest in this comprehensive ranked list is then considered to be the most comprehensively valuable and the most in need of labeling for this iteration.
The innovation of this article manifests in both the originality of the study object and the proposed solution. The study object of the proposed RMQCAL focuses on the design of an integration criteria strategy that can integrate each SQC involved rather than designing several specific SQCs and adding them together using empirical weight-parameter settings. Moreover, the solution of the proposed RMQCAL treats criteria integration as a special rank aggregation problem to be solved using a Markov chain; this methodology differs completely from that of earlier studies. In terms of the algorithm itself, RMQCAL has the following advantages over the existing MQCAL. Scalability: Similar to serial-form MQCAL, any number and type of SQC can be easily introduced into our RMQCAL process without establishing a more complex optimization function. Uniformity: The uniformity of each SQC can be guaranteed by converting sample selection, the purpose of each SQC, into sample ranking. Generality:
Our method no longer employs any empirical parameters; instead, each tradeoff behind SQC is selfadaptive. Dynamics: As in most papers, except in their future work, the tradeoffs between each SQC used in our method are dynamic, and they change according to their differential contributions in each iteration of the AL process. Moreover, RMQCAL offers a potential predominance in practical applications. The aim of AL methods is to reduce the annotation work of unlabeled samples in hand. However, when dealing with an unlabeled dataset in real-word problems, in order to select the most appropriate AL method and acquire optimal empirical parameters, it remains unavoidable for a certain number of labeled samples to be required to establish a validation set. For the proposed method, because it requires no empirical parameters and has high scalability, the users merely have to employ all candidate AL methods for selection as the multiple criteria in the proposed method. RMQCAL can satisfactorily combine them as an optimal ensemble AL method with self-adaptive adjustment of weights. The validation set is no longer needed, which can better serve the needs presented by practical problems, especially when the labeling cost of each sample is very expensive.
The highlights of this work include the following. (1) To the best of our knowledge, this is the first work to analyze and induct the existing MQCAL method with different integration criteria strategies. (2) This is also the first work to implement the MQCAL method by introducing weighted rank aggregation approaches, and the proposed framework may inspire future AL. (3) We present a mechanism that allows for a dynamic and self-adaptive tradeoff between any number and kind of involved SQC in a unified system by introducing the BVSB strategy. (4) We summarize basic rules for the use of our RMQCAL.
The potentially best combination of involved SQC and rank aggregation approaches is also found from experimental comparative results. (5) Several comparative experiments are conducted to prove the effectiveness of the proposed RMQCAL method in many public data sets.
The remainder of this paper is organized as follows. In Section 2, the framework of our RMQCAL is presented, and the three main steps of this framework are discussed in detail. Section 3 describes the experiments that were conducted to evaluate the performance of our RMQCAL and to define optimal operation parameters. In turn, the optimum combination of SQC and best methods for rank aggregation can be obtained. Finally, our conclusions are presented in Section 4. 
Approach
Problem definition
Most of the SQC F ( ) (. ) in the conventional AL process can be described as in formula (1):
where ( ) are the elements in ( ∈ ); ( ) (. ), which is the kernel function in this SQC F ( ) (. ) that is used to calculate the score of every unlabeled sample for sample selection, according to the existing labeled samples ( −1) ; N is the number of selections in each iteration of the AL process; | | = , which is usually set as 1. . With regard to the existing MQCAL, including those that are criteria selection-based, MCDM system-based, parallel-form and serial-form, each of their integration criteria strategy can be calculated as formula (2) , formula (3), formula (4), and formula (5), respectively:
where
∈ [1,…, ] , ( ) is the criteria selection parameter of F ( ) (. ) in t th iteration. 
where is the number of selections in layer k, and = .
Both their advantages and disadvantages are mentioned in the previous section.
We noted that for each SQC F ( ) (. ), the corresponding scoring list ( ) of the currently unlabeled dataset ( ) can be calculated by the corresponding kernel function ( ) (. ), as given by formula (6):
Meanwhile, the ranking list ( ) of each sample in ( ) can also be easily obtained by sorting ( ) in ascending or descending order. Then, we suggest that the integration criteria strategy of our RMQCAL can be designed as formula (7),
where ( ) is the aggregated ranking list that satisfies formula (8) , K is the calculation of Kendall's tau or Spearman's footrule distance [33] , and is the self-adaptive tradeoff of ( ) , which is calculated by
Then, the problem of our RMQCAL can be transformed as a weighted rank aggregation problem.
In other words, three core contents of RMQCAL include the acquisition of ( ) and ( ) , the weighted computation of each criterion ωk and how to effectively combine each SQC together. These will be individually discussed in the following three parts.
The transformation of the sample selection to sample ranking and scoring
The purpose of this step is to obtain L different pairs of rank and score lists ( ) and ( ) of all remaining unlabeled samples in ( ) from the L different SQC. Because all SQC can be described as shown in formula (1), the scoring lists of currently unlabeled dataset ( ) can be further denoted as formula (6), and the ranking lists ( ) are the ranking of their corresponding ( ) from small to large.
Taking the SQC of some typical AL methods as examples, given that they are also important components of our RMQCAL and the control methods used in this paper, their separate scoring kernel functions ( ) (. ) are written as the following: formula (9), formula (10), formula (11) and formula (12) .
Margin-based SQC: [16] ( )
Diversity-based SQC: [11] ( ) ( ) = max (cos −1 (
QBC-based SQC: [19] 
TED-based SQC: [13] ( ) ( ) = −1 × ∑ (: , ), is the position of in
where ymax is the most likely label of x, κ is the kernel distance, g is the number of committees in QBC, tie conditions applicable for obtaining ( ) should be reflected rather than assigned random rankings.
The computation of the self-adaptive weights of each criterion
Based on the timeliness of the AL noted above, the contributions of each criterion change in response to different stages of the AL process. The subjective definition of each kind of SQC as its weight, which follows from the old pattern of the serial-designed MQCAL, is not used. In our method, a dynamic weighting system is established for calculating the self-adaptive weights of each SQC for every iteration.
Inspired by image retrieval [34] , weights can be calculated from the distribution of score lists * ( ) .
Intuitively, we expect that the * ( ) of the best SQC should satisfy the formula (13) and that the best SQC will look like the red bar shown in Fig. 5 (a) if we here assume that the number of sample selections
where * ( ) ( ) is the score of the sample corresponding to index in * ( ) . Exploiting a similar trick for the BVSB algorithm and the three curves of the different score lists described above, we suggest that the more obvious the difference in one of the * ( ) between the selected samples and the almost-selected samples, the greater the contribution of its corresponding SQC. For this,
we present a weight-assignment method, as illustrated as formula (14), if none of the involved SQC is committee-based.
For the score list of committee-based SQC, in which the shapes of score lists are entirely different from those in the two other cases, the above formula (14) cannot be applied here because its unique distribution ( * ( ) ( ) is likely to be equal to * ( ) ( + 1)). Then, we believe that the weights between each committee-based SQC can be calculated using formula (15), as shown below, instead. This means that the SQC, which has lower likelihoods of the selected and almost-selected samples sharing the same score, should be assigned a higher weight. I(.) is an indicator function that is equal to one if conditions within the parentheses are satisfied; otherwise, it is equal to zero.
, ∈ committee (15)
However, we have not developed a more generalized weight-assignment method that applies to representativeness-, certainty-and committee-based SQC. When the involved SQC in MQCAL includes all three of the types listed above, the only workable revised weight assignment scheme is written as formula (16): where c2 is the number of committee-based SQC, and 1 = − 2. 2: Calculate two correction parameters: c2 = 2 , and c1 = 1 + 3 .
3: Calculate ( ) from formulas (14), (15) and (16).
that represents the weight of each L SQC in the t th iteration.
2.4: The weighted aggregation of each sample rank list
After obtaining ( ) from step 1 and ( ) from step 2, the following problem is similar to a rank aggregation problem that can be elegantly solved by using improved rank aggregation methods.
Here, it is useful to review rank aggregation methods. Lin S summarized existing rank aggregation methods that had been developed up until 2010 [33] and are used to address problems related to the recommendation system. In recent years, many methods of rank aggregation have been designed, including the following: Borda's method, Bucklin voting [35] , the Markov chain [36] , Thurstone's model, the cross-entropy Monte Carlo model [33] , the Condorcet method [37] and other stochastic methods [38] .
Rank aggregation is now widely employed to address information retrieval problems. To our knowledge, this is the first study to apply rank aggregation methods to the AL problem.
However, some differences remain between common rank aggregation problems and our MQCAL problem, and some of the rank aggregation methods may not properly address MQCAL problems.
Therefore, before introducing these methods into our algorithm, they must still be selected and improved.
Put simply, specific differences include the following: (1) Regarding points (3) and (4), some improvements are made to existing rank aggregation methods (e.g., adding weights to each list).
For the above problems, we present three feasible means of rank aggregation of varying computing complexity and performance that are based on enhanced versions of the Borda, Bucklin voting and Markov chain approaches.
Borda's methods
Borda's methods are the most popular and intuitive rank aggregation methods [33] , and they are still widely used to study elections. There are two main phases of Borda methods.
1. The first phase involves the construction of a mapping function MAP(. ) between the ranking ( ) and its corresponding Borda score ( ) . When addressing practical issues, MAP(. ) is typically designed to score as 1 when ranked first, as 2 when ranked second, and so on. In the other words, MAP(. ) is expressed as the formula (17):
where ( ) ( ) is the score of indexed samples in ( ) .
For the application of such methods to our RMQCAL, due to the processing that is involved in weighting, formula (17) should be reformulated as formulas (18):
The second phase involves the use of f (. ), which we refer to as the Borda score fusion algorithm. This algorithm is used to obtain the overall Borda score ( ) by combining all Borda scores in formula (19) :
where p is typically set equal to 1 (Here, the p-norm algorithm is the arithmetic mean).
The Borda-based rank aggregation method of our RMQCAL involves the following four steps: Output: ( ) , denoting the most N valuable samples, is selected from ( ) in the t-th iteration.
Bucklin voting method
According to the method described in [35] , the earliest iteration of the Bucklin voting method was also used in voting systems for candidate selection. According to the kernel principle of the Bucklin voting method, when one candidate has a majority, that candidate wins. Otherwise, the second choice is added to the first choice. Whether one candidate has a majority is re-estimated; if so, that candidate wins.
If not, the previous tasks are repeated. Due to the importance of weighting factors, the algorithm is similar to the Electoral College system.
Election candidates are used as samples. The first and second choices correspond, respectively, to the first and second ranked ( ) values. L SQC are no longer L voters but are L states, and ( ) can be regarded as the number of electoral votes cast in each state. Based on a previous publication [35] , the overall process is described as follows. 2: Set ch=1 and ii=1 and construct an empty ( ) .
3: Start searching the sample with the ii th value in the aggregate rank list; the positioning of this sample is saved in ( ) .
While ( < 1 + )
4: For j=1: L
If the index th sample is the ch th of
End End
If there is a column index* of list whose summation is greater than 0.5 5: Record index* in ( ) , = + 1; clear this column to zero to prevent it from being selected a second time. 
Markov chain method
The Markov chain method was first introduced into the PageRank algorithm (a practical rank aggregation problem) by Dwork in 2001. As noted in the literature [36] , the Markov chain serves as an elegant, rational and high-performance solution to rank aggregation problems. The kernel ideas of the conventional Markov chain that are used for rank aggregation typically involve two steps.
Step 1: Convert aggregated targets by incorporating several input ranking lists into a specific transition matrix using one form of probability assignment P(. ).
Step 2: According to [36] , regardless of the initial state, the Markov chain system based on one specific transition matrix will always eventually reach a unique fixed point at which the state distribution does not change. We define this point as the stationary distribution of the corresponding transition matrix, which is also the basis for ranking lists after aggregation. According to the different transition matrices, the Markov chain method can be subdivided into the following: MC1, MC2 and MC3 [33] .
However, traditional Markov chain methods are not completely suited to address our RMQCAL problem because the original methods do not apply weights. In addition, its computation complexity is high, particularly when t is small. To solve these two problems, two changes are made to the Markov chain method in the proposed RMQCAL approach, as follows.
First, before building a transition matrix, an extra 'sample truncation' step is added to significantly reduce computation complexity levels using only some of the samples. Only the sample that are among the top N* in each ( ) at least once will join the next phase of transition matrix establishment, and the remainder are ignored. The sample truncation process is expressed as formula (20) :
where * ( ) is a modified version of ( ) after sample truncation, N* is typically set as * = + 2 . ( 2 can be set equal to 5), and
This improvement is applicable to our RMQCAL problem. For our RMQCAL, in each iteration, the samples that are used are ranked at the top of the N list after rank aggregation. Furthermore, the higher a sample ranks in any ( ) , the more likely it is to occupy the top N place in the aggregated list of all ( ) values. Therefore, the rank aggregated results of each ( ) and the front section of each ( ) are likely to be the same, particularly when N is not large and when most ( ) values are relatively similar.
Second, for each pair of samples ( ) , ( ) ( ≠ and , ∈ [1, 2, ⋯ , | * ( ) |]) , the improved weighted transition probability ( ) ( , ) in RMQCAL can be described as formula (21):
After all P( ( ) → ( ) ) values have been calculated, P( ( ) → ( ) ) can be obtained from formula (22):
Because L is typically not large in our RMQCAL problem, the above 
where 1 is typically set to range from 0.01 to 0.15, as specified by the above reference. Finally, from the perspective of matrix theory, the stationary distribution of one transition matrix is its principal left eigenvector, which can be computed from a regular power-iteration algorithm after transposing the above matrix. The improved MC method used for RMQCAL problem is as follows: 2: Preferences among pairs of samples for each ( ) are calculated through one mode of probability assignment P(. ) using formulas (21) and (22).
3: A transition matrix is established and adapted using formula (23) and the tuning parameter 
Output:
( ) , which denotes the most N valuable samples, is selected from ( ) in the t-th iteration.
Above all, the improved process of our RMQCAL can be defined as follows: 
Repeat
If the number of iterations = 0
Step 0: randomly use one kind of experimental design-based SQC to select the first batch of unlabeled samples for labeling as 
Else
Step 1: Obtain each pair of ( ) and ( ) using F ( ) in ( ) .
Step 2: Using Algorithm 1 for ( ) , obtain the weights of each F ( ) in the t th iteration
Step 3: Choose one rank aggregation method (Algorithm 2, Algorithm 3, or Algorithm 4)
to obtain the weighted aggregated rank list and select the sample with the top N value as ( ) . Then, , (
Step 4: Request a label of ( ) from the Oracle. Then, ( ) = ( −1) ∪ (t) and
End
Until: a stopping criterion is applied or | ( ) | = 0.
Comparison of methods
Note that, regarding levels of computational complexity, in the above weighted rank aggregation methods, the algorithm for solving the top-k problem in an unsorted array with n elements is unified, and the computational complexity of these methods is equal to O( ). Markov chain works better than the Borda and Bucklin voting methods when applied to traditional rank aggregation problems. For the RMQCAL problem, the rationality and validity of the above ranking aggregation method still need to be confirmed by multiple experiments, as described in Section 4. , which contain more than 4000 samples, are used to validate the effectiveness of the proposed method on a large-scale dataset. It is worth mentioning that the dataset Wdbc* is also employed to search for the best combination of rank aggregation methods and SQC in RMQCAL.
Experiments
Dataset description
Before an experiment is conducted, each dataset is normalized and randomly divided into two parts of equal size. One part is used as a test set, and the other is used as the unlabeled sample for AL methods.
To ensure the reliability of the experimental results, most of the experiments listed below are run 10 times, and the average for each period is shown as the final performance result.
Experimental setting
All operations are executed using MATLAB R2014a software (Mathworks, Inc., Natick, MA, USA)
installed on a PC with an Intel Core i3-2100 CPU (3.10 GHz) and 3 GB memory. Because the main purpose of AL is to effectively and efficiently establish a good learning model regardless of whether it improves its performance, this paper only applies to an SVM classifier with an RBF kernel-the same as was used in [8] -as the baseline against which comparisons to all approaches can be drawn. The SVM classifier is supported by LibSVM in http://www.csie.ntu.edu.tw/~cjlin/libsvm/. The source code of our RMQCAL and the control method also have been uploaded to GitHub. Any reader interested in this can download the code from https://github.com/wangtaoz/RMQCAL.git.
Performance metrics
For Experiments B, C, and D, two metrics (namely, accuracy and F1-measure) are used to evaluate the performance of approaches relative to those described in [8] . The F1-measure is a common metric described in formula (24):
For Experiment E and Experiment F, the area under the ROC curve (AUC) is added as an additional evaluation metric. In addition, paired t-tests conducted at the 95 percent significance level are introduced to reflect the difference between the two methods. For Experiment A, Kendal's tau distance [39] and Spearman's footrule distance [40] are introduced to evaluate rank aggregation effects as formula (25): (25) where ≠ ∈ [1, 2, ⋯ , | ( ) |], and ( ) is the rank list after aggregation.
Experimental goals
The goal of Experiment A is to narrow the selection of rank aggregation methods using the contrastive experiment in a toy example. the selected methods will be used in Experiment B, which is designed to choose the best method from Borda's method, Bucklin voting and Markov Chain, and the best method will be used in the following experiments.
The goal of Experiment C is to find possible RMQCAL rules, including the results within various combinations of involved SQCs and the results for various numbers of involved SQCs. The optimal combination will be adopted in the rest of the experiments.
The goal of Experiment D is to confirm that the proposed RMQCAL can adequately combine multiple AL methods and achieve a higher performance than its components, i.e., individual AL methods that use a single-query criterion.
Different from Experiment D, Experiment E attempts to compare the proposed RMQCAL to the existing state-of-the-art MQCAL and other traditional AL methods.
Experiment F is used to validate the effectiveness of the proposed method on a large-scale dataset, when Experiment G is used to analyze and evaluate the algorithm efficiency of the proposed RMQCAL.
Experimental process 3.5.1. The selection of the most appropriate rank aggregation methods for MQCAL
To preliminarily narrow the selection of rank aggregation methods, in Experiment A, a faux example is presented as an input list with seven ranking lists to illustrate the performance differences of the candidate rank aggregation methods; which are confirmed as available in the above article including the Borda methods within different Borda score expressions (i.e., median, p-norm, minimum and geometric mean, as described in formula (19)), Bucklin voting, and Markov chain methods within several weighted transition probability expressions (i.e., MC1, MC2, MC3, as described in formula (21)).
Moreover, in this and the following experiments, the tuning parameter of the Markov chain method and the Borda parameter are set as 0.05 and 1, respectively. From the results in Table 2 , it can be observed that the MC2 method, the Bucklin method and the Borda method based on p-norm perform better with Kendall's tau distance and Spearman's distance values of (79,154), (85,152) and (81,156), respectively. Therefore, for Experiment B, we only consider these three rank aggregation methods as MQCAL integration criteria strategies and disregard the others.
For Experiment B, a complete RMQCAL process is implemented for dataset Wdbc*. In this phase, the controlled experiment is designed to evaluate the effects of various rank aggregation methods on our The results of Experiment B are shown in Fig. 6 . Beyond the three rank aggregation methods used for integration, we find that the enhanced effects of our RMQCAL method based on the Markov chain approach with an MC2 weighted transition probability expression are the most easily detectable; the Borda approach ranks second and the Bucklin voting method is not satisfactory. This final result is likely attributable to the fact that the Bucklin voting method often positions samples with the highest median ratings at the top of a rank list after aggregation, which is not suitable for AL problems. Thus, subsequent experiments use the Markov chain approach with an MC2 weighted transition probability expression. performs better than its components: i.e., an AL with a single criterion. However, an inappropriate combination may lead to no definable benefit, as shown, for example, in Fig. 7 , Fig. 10 and Fig. 14. This article considers that the failure of the dynamic weighting process is the primary explanation for these exceptions. To prove this, we specifically record weight changes in each involved single criterion under the experimental conditions used for Fig. 8, Fig. 9 , Fig. 7 and Fig. 10 as well as Fig. 16, Fig. 17 , Fig. 18 and Fig. 19 , where coordinate-axis X indicates the labeling cost and coordinate-axis Y indicates the value of self-adaptive weights. Under ideal conditions, the weight changes of each single criterion involved in the AL process should be dynamic and should satisfactorily reflect the contribution of each criterion. In the successful cases shown in Fig. 8 and Fig. 9 , both of their weight changes in Fig. 16 and Fig. 17 show a gradual decline in weight for the representativeness measure-based SQC, whereas the weight of the informativeness measure-based SQC rises continuously. Combined with 'the timeliness of AL' described above, such weight changes are just what we need. Conversely, as to the ineffective cases, the involved two SQC in Fig. 7 belong to the same category (Certainty), and one (MR) is always better than the others (MB), causing our RMQCAL to assign a higher weight to the MR from beginning to end (as shown in Fig. 18 ). The combination that involved committee-based SQC in Fig. 10 also seems not to perform well, and we believe that this is because the involved SQC will be equally weighted in our designed weighting calculation step only if there are only two SQC and one of them is QBC (as shown in Fig. 19 ). Similarly, it is not surprising that the case shown in Fig. 14 does not perform well not only because it involves committee-based SQC but also because another two involved SQC also belong to same type of AL (i.e., representativeness measure-based). Committee-based SQC should be used in conjunction with two or more different types of SQC. (3) Certainty-based SQC can promote the performance of our RMQCAL in the middle stages of the process.
Representativeness measure-based SQC can enhance AL performance in the early stages. QBC can smooth the performance curve. According to the above rules and results shown in Fig. 15 , we recommend employing Diversity, Margin and QBC as three involved SQC in the proposed RMQCAL. These will also be used in all tests shown below. In our view, this combination is both typical and adequate.
Comparisons between RMQCAL and single-query criterion-based AL methods
For Experiment D, additional datasets (i.e., F-O, Forest, Gesture, Parkinson, Seed, and Firm) are introduced to demonstrate that the proposed RMQCAL can adequately combine multiple AL methods and achieve a higher performance than its individual components (i.e., the AL methods with a singlequery criterion). We specifically use Diversity and Margin in RBF-SVM and QBC in our RMQCAL.
Although this combination may not be the best, it is the most representative because it includes three typical types of SQCs. The experiment for each dataset must be repeated 10 times; Table 3 shows the average accuracy of each method for 5, 10, 15, 20, 25, 30 percent of the unlabeled data. For each case, the best results are highlighted in boldface. The win/tie/loss counts of RMQCAL versus its components (i.e., the conventional single-query criterion-based AL methods) are also presented in Table 4 . Table 4 Win/Tie/Loss Counts of RMQCAL versus its components The results shown in Table 3 and Table 4 illustrate that RMQCAL wins or ties accounts for nearly 90 percent of the total, further confirming that through RMQCAL, the combination of multiple appropriate AL methods can help the user obtain a better classification model with less labeling cost than can be achieved from the use of any individual AL method.
The comparisons between RMQCAL and state of the art AL methods in medium scale data sets
Experiment E is the focus of our experiments, which compare our research results with state-ofthe-art AL methods and MQCAL methods of various SQC and integration criteria strategies. The controlled methods include MARGIN [41] , CLUSTER [10] , IDE [42] , DUAL [7] , QUIRE [8] , SMQCAL [23] (serial-form), PMQCAL [23] (parallel-form), CSAL [21] (based on criteria selection) and MCDMAL [9] (based on multicriteria decision-making). The first two methods are classic AL methods based on an SQC that uses informativeness and representativeness measures. The other seven methods are well-developed approaches of other forms of MQCAL. To ensure the validity of the comparative experiments and avoid the effects of other factors, we reproduce an experimental environment that is exactly the same as that described in another paper [8] . the data unlabeled, we also record their standard deviations (SDs) in Table 5 , Table 6 and Table 7 . The best result and its performance are recorded in bold based on paired t-tests conducted at the 95-percent significance level. A more detailed comparison between RMQCAL and another MQCAL method is shown in Table 8 .
From the comparative results shown in Table 8 and the 10 graphs shown in Fig. 20 , the results (i.e., RANDOM, CLUSTER, and MARGIN) of the proposed RMQCAL method were significantly better than those of the AL methods based on a single criterion. Regarding MQCAL with various integration criteria strategies (i.e., IDE, DUAL, SMQCAL, PMQCAL, CSAL and MCDMAL), although we made our best effort to tune their related weight parameters or directly use the recommended values provided in corresponding studies, these methods are still sometimes inferior to conventional AL methods based on a single criterion. We suggest that the relatively low uniformity and generality of these methods, caused by excessive dependence on empirical parameters and the tuning process, are the reasons for their suboptimal performance. From Table 8 , the proposed method does not seem to outperform QUIRE, but we believe that the second-place performance of the RMQCAL method relative to the other methods is acceptable for the following reasons. First, QUIRE is directly derivable from the SVM framework, and its representativeness and informativeness calculations are highly consistent. The main research content in QUIRE is the design of SQC for both representativeness and informativeness measures rather than how to combine them together. Conversely, similar to other MQCAL methods, RMQCAL focuses on the design of the integration criteria strategy, and the involved SQCs could emerge from existing ordinary methods, which could include the QUIRE method, as the tests in the appendix prove that the combination of QUIRE and other SQCs via RMQCAL could be better than using QUIRE alone. Second, the RMQCAL method can produce an effect similar to a well-designed AL method by combining several existing ordinary SQCs. Third, compared with QUIRE, RMQCAL also has higher efficiency, which has been discussed in Experiment G. In addition, as shown in the results in the appendix, the performance of QUIRE is very sensitive to empirical parameters; if a parameter is inappropriate, the performance of the method could be worse than that of RMQCAL. Meanwhile, setting optimal parameters requires extra labeling to build the validation set. Table 11 ). In MQCALs using these large-scale datasets according to a scheme similar to that shown in Experiment E; the experimental results of these comparisons are presented in Table 9 and Table 10 . From Experiment F, it can also be observed that the proposed RMQCAL also has the best performance among all feasible methods in a large-scale database. Although the advantage of the proposed RMOCAL on AUC is not very large according to a t-test, the proposed method still has the ability to yield a highly stable and accurate solution with reduced labeling cost. Except for EEG, the performance curve grows and flattens with less than 100 samples, which also demonstrates the potential value of AL algorithms in big-data problems.
Comparing the CPU time for our RMQCAL and another AL method
In Experiment G, each involved method is run ten times; the average CPU time for each query in each method is recorded (in seconds), as shown in Table 11 . The involved methods can be divided into three types: 'single-query criterion-based AL', 'state-of-the-art MQCAL', and 'the proposed RMQCAL'.
There are two points worth mentioning. First, 'Error' means that the corresponding AL methods are inestimable and cannot be used in this dataset under our experimental conditions. Second, the SQCs involved in our RMQCAL method are Diversity and Margin in RBF-SVM and QBC.
Table 11
Comparison of CPU time between our RMQCAL method and another AL method The following conclusions are obtained from the results of Experiment G. 
Conclusion
In this paper, a means is presented for training data selection in AL problems. Unlike conventional AL methods, it can be ensured that the samples selected for labeling are overall valuable because multiple SQC are involved in the proposed method, and they are combined by the introduction of a weighted rank aggregation.
The proposed RMQCAL avoids building a multilayered filter-like process or solving complex optimization equations, and this capability is highlighted as the main contribution of this study. With respect to advantages, the proposed RMQCAL favorably inherits the merits of most existing MQCAL methods. When applying our RMQCAL, less human intervention is required and fewer empirical parameters are used, and any number and type of SQC can be used and blended into one through dynamical weighting.
To achieve optimal performance, several combinations of SQC adapted from conventional AL methods were applied. Moreover, existing ranking aggregation methods (e.g., Borda's, Bucklin voting and Markov chain methods) were improved as a key facet of our RMQCAL process. In addition to applying these methods, we employed other ranking aggregation methods, including Thurstone's model, the cross-entropy Monte Carlo model, and the Condorcet model. However, as some methods oppose the AL method in theory or have a run time for realizing one AL iteration that is too long, these methods are not used in our MQCAL. Nevertheless, other more appropriate methods may exist.
Our experimental results show that our newly designed RMQCAL is more effective than the conventional SQC-based AL method. Relative to other MQCAL models, RMQCAL is also rated among the best. Either for a conventional classification task or a large-scale data classification task, the proposed RMQCAL has the ability to do well in helping users train a superior classification model with fewer labeling costs and less running time. Moreover, RMQCAL, in our view, can be an appropriate solution for practical issues, especially when there is no validation set in hand and the labeling cost of each sample is very expensive.
Our planned future work will focus on three main points. First, we will attempt to extend our method to more complex classification or regression problems, e.g., multiclass and multi-labeled problems, and our latest research indicates that RMQCAL also performs well in ordinal regression. Second, the theoretical proof of RMQCAL should be studied further. Finally, we will attempt to apply this approach to medical lesion recognition.
