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Abstract 
Mohammed Reza Kianifar 
Application of Multidisciplinary Design Optimisation Frameworks for Engine 
Mapping and Calibration 
Keywords: Multidisciplinary Design Optimisation, Model Based Calibration, 
Design of Experiments 
With ever-increasing numbers of engine actuators to calibrate within 
increasingly stringent emissions legislation, the engine mapping and calibration 
task of identifying optimal actuator settings is much more difficult. The aim of 
this research is to evaluate the feasibility and effectiveness of the 
Multidisciplinary Design Optimisation (MDO) frameworks to optimise the multi-
attribute steady state engine calibration optimisation problems. Accordingly, this 
research is concentrated on two aspects of the steady state engine calibration 
optimisation: 1) development of a sequential Design of Experiment (DoE) 
strategy to enhance the steady state engine mapping process, and 2) 
application of different MDO architectures to optimally calibrate the complex 
engine applications. The validation of this research is based on two case 
studies, the mapping and calibration optimisation of a JLR AJ133 Jaguar GDI 
engine; and calibration optimisation of an EU6 Jaguar passenger car diesel 
engine. These case studies illustrated that: 
 The proposed sequential DoE strategy offers a coherent framework for 
the engine mapping process including Screening, Model Building, and Model 
Validation sequences. Applying the DoE strategy for the GDI engine case study, 
the number of required engine test points was reduced by 30 – 50 %. 
 The MDO optimisation frameworks offer an effective approach for the 
steady state engine calibration, delivering a considerable fuel economy benefits. 
For instance, the MDO/ATC calibration solution reduced the fuel consumption 
over NEDC drive cycle for the GDI engine case study (i.e. with single injection 
strategy) by 7.11%, and for the diesel engine case study by 2.5%, compared to 
the benchmark solutions. 
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Chapter 1: Introduction 
1.1 Background 
Modern engines are expected to meet increasingly demanding performance 
criteria in response to changing legislation and consumer expectations. 
Advancements in engine design, such as variable valve timing, multiple 
injections, exhaust gas recirculation, and direct injection, aim to increase control 
of the combustion processes in order to meet these targets. With more engine 
actuators and controls, bringing additional calibration requirements for the 
engine electronic control unit (ECU), the engine mapping and calibration task of 
identifying optimal actuator settings is significantly more involved. Therefore, to 
address the calibration challenges, Model Based Calibration (MBC) frameworks 
[1]–[8] have been widely used as a way of enhancing the effectiveness of the 
engine calibration for both diesel and modern gasoline engines.  
The MBC framework for steady state engine mapping and calibration is 
underpinned by the use of efficient Design of Experiments (DoE) strategies [9]–
[16] to collect engine response data, typically from steady state engine tests, in 
order to study the effect of calibration parameters and to characterise the 
engine behaviour. Response surface models [17]–[19] are fitted for key engine 
responses (both outputs such as performance and emissions, and independent 
state variables such as temperatures and combustion noise), based on engine 
test data collected from engine dynamometer facilities. Steady state mapping 
aims to characterise the performance and emissions responses of the engine at 
specific engine speed / load operating points (often referred to as “minimap” 
points), typically selected to represent the engine behaviour with reference to a 
drive cycle (e.g. an emissions drive cycle such as NEDC [20]).  
Conventional calibration optimisation based on steady state test data [21]–[24], 
supported by software tools such as the Model Based Calibration ToolboxTM 
[25], is a sequential process, iterating between “local optimisation”, which aims 
to identify optimal actuator settings at each minimap point, usually as a trade-off 
between conflicting objectives, and “global optimisation”, which aims to select a 
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set of local optimal solutions that meet the overall performance objectives over 
a target the drive cycle (e.g. minimal fuel consumption while meeting the 
emissions targets over the NEDC cycle) as well as calibration engineering 
requirements and preferences (e.g. smooth actuator maps). However, this 
iterative process can be a very time consuming, demanding calibration 
expertise in selecting a good set of global solutions, often requiring re-sampling 
from the local trade-off solutions set if global constraints cannot be met, and 
significant time and effort for the downstream calibration process.  
This defines the need for better optimisation frameworks and strategies to 
handle the high dimensional calibration optimisation problem while addressing 
the complex couplings between system control variables. From an optimisation 
point of view the complexity of the problem is given by the large number of 
variables, large number of constraints, both local (at minimap level) and global 
(over the drive cycle), and the many objectives that have to be traded off [26].  
Multidisciplinary Design Optimisation (MDO) frameworks have been introduced 
in literature as a more efficient approach for dealing with modern engineering 
systems with high and strong coupling interactions [27], which are 
commonplace in modern aircraft and automotive vehicles [27]–[33]. Solving 
such complex optimisation problems requires a methodology that can decrease 
the dimensionality, simplify / reduce the cost of the analysis while maintaining 
the consistency of the system [34]. MDO was described [35] as a methodology 
for the design of complex engineering systems that are governed by mutually 
interacting physical phenomena (subsystem or discipline) and made up of 
interacting subsystems or disciplines. MDO involves the development an 
engineering disciplinary decomposition to describe the interacting phenomena 
of the complex system. Several MDO approaches have been proposed to deal 
with practical problems of design optimisation of complex engineering systems, 
such as Individual and Multiple Discipline Feasible (IDF / MDF) [36], 
Simultaneous Analysis and Design (SAND) [37], Bi-Level Integrated Synthesis 
(BLISS) [38], Concurrent Subspace Optimisation (CSSO) [39], Collaborative 
Optimisation (CO) [32]–[35], and Analytical Target Cascading (ATC) [40]–[42]. 
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MDO frameworks have been recently introduced for calibration optimisation 
problems, in particular a Collaborative Optimisation MDO framework was 
applied to a Diesel engine calibration optimisation [43], showing that the MDO 
can offer clear advantages in terms of calibration optimisation problem 
formulation and quality of the solutions. 
1.2 Research Motivation 
This research is conducted as a part of CREO project [44] (CO2 Reduction 
Through Emissions Optimisation), which was one of the consortia funded by 
Technology Strategy Board (TSB) to run innovative projects aimed at 
strengthening the ultra-low carbon vehicle capability in United Kingdom. CREO 
project included developments in 3 technologies, with the aim of meeting 
legislation, customer and business requirements while minimising CO2. These 
synergistic but independent technologies were:  
 On-board generation and use of hydrogen, aiming to improve both 
combustion and after-treatment efficiency. 
 Use a novel after-treatment technique, through further investigation in 
formulation of exhaust catalysts. 
 Development and application of new optimisation tools, to improve the 
current optimisation methods through applying a novel optimisation 
technique for the engine multi-objective optimisation problem. 
9 industrial and academic partners were collaborating to execute the CREO 
project: Land Rover, Ford Motor Company Ltd, Johnson Matthey Plc, ITM 
Power Ltd, Revolve Technologies Ltd, Cambustion Ltd, University of Liverpool, 
University of Birmingham, and University of Bradford. The role of University of 
Bradford in CREO project was to develop and apply a multi-attribute 
optimisation framework to optimise the steady state engine calibration 
optimisation problem. The need for a new optimisation strategy to optimise the 
steady state engine calibration optimisation problems has been initiated from a 
general observation that the steady state calibration optimisation problems are 
getting more complex, i.e. due to ever increasing number of calibration 
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parameters by development of new technologies and also the newer emission 
legislations which are getting harder to meet. 
Quality of the steady state calibration optimisation process is directly associated 
with both the accuracy of approximation models and the efficiency of 
optimisation framework. Therefore, the work discussed in this thesis focuses on 
two main aspects: 
- Improving the current steady state engine mapping process, aiming to 
improve the current design of experiment strategies in a way to deliver high 
fidelity response models with a fewer number of test points.  
- Applying multi-attribute optimisation frameworks to solve the model based 
calibration optimisation problem, aiming to facilitate optimisation of highly 
complex steady state engine calibration problems through a better 
formulation of the optimisation problems.  
The experimental work to validate the research was in conjunction with mapping 
and calibration study of AJ133 V8 naturally aspirated 5L gasoline direct injection 
engine (GDI), with the target of reducing CO2 emissions while meeting 
forthcoming emissions legislation (EURO VI [45]) based on particulate number 
(Pn) emissions.  
Preliminary studies have shown that Pn emissions for GDI engines is an order 
of magnitude higher than port fuel injection engines [46], as illustrated in Figure 
1.1, which incurs a significant challenge for after-treatment. Several studies, 
based on single cylinder engine experiments, have investigated the engine 
parameters that affect Pn emissions from a GDI engine [46], [47]. The main 
focus of these studies has been on identifying engine control and calibration 
factors associated with air and fuel delivery, combustion control and engine 
operation, that can be used to minimise particulate formation, in a way that 
would reduce the need for additional after-treatment hardware (e.g. particulate 
filter). In this context, effective calibration optimisation plays a highly significant 
enabling role for the development of Pn emissions compliant engines. 
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Furthermore, an alternative diesel engine case study was introduced to further 
validate the developed multi-attribute optimisation strategies to optimise the 
steady state calibration problems. 
 
Figure 1.1: Vehicle emission proposal for EURO VI [46] 
 
1.3 Research Objectives 
The following objectives were fulfilled to accomplish the research targets: 
 To develop an efficient design of experiment strategy, in order to minimise 
the number of required test points to achieve a response model of target 
accuracy without demanding prior knowledge about the system behaviour 
or model type. 
 To demonstrate the application of developed design of experiment 
strategy for the steady state engine mapping problems.  
 To develop different MDO optimisation frameworks to formulate the steady 
state engine calibration optimisation problems, aiming to improve the 
problem formulation of the highly complex steady state engine calibration 
optimisation problems using a logical problem decomposition strategy. 
 To demonstrate the application of developed MDO frameworks for the 
steady state engine calibration optimisation problems. 
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1.4 Thesis Organisation 
The thesis commences by analysing steady state engine model based 
calibration process in Chapter 2, including a broad discussion of different design 
of experiment strategies and different statistical methods of response surface 
modelling, followed by reviewing of currently used experimental design and 
modelling techniques for steady state engine mapping process.  
Chapter 3 reviews the existing optimisation techniques in three main categories: 
‘Single Objective Optimisation algorithms’, ‘Multi-Objective Optimisation 
algorithms’, and ‘Multidisciplinary Optimisation algorithms’, with a focus on the 
latter category. In this section, the state of art of each optimisation category is 
presented, and their performances is analysed in details. This chapter also 
covers a sound review of the optimisation techniques have been applied for the 
steady state engine calibration problems. 
Chapter 4 presents the research methodology planned to satisfy the research 
objectives. This chapter also explains the engine case studies, data acquisition 
system, and the commercial software packages used to conduct the research. 
Chapter 5 presents some original work by development of a sequential design 
of experiment strategy, in order to improve the testing efficiency through 
reducing the number of test points required to achieve an accurate response 
surface model. The proposed strategy is principled on extension of Optimal 
Latin Hypercube designs, which is a space-filling design, with the aim of 
distributing the points evenly within entire design space without a particular 
assumption about the model type or the number of required sample points. The 
developed sequential DoE strategy is then applied for a GDI engine case study, 
to fit the required approximation models and validate the behaviour of engine 
responses. 
Chapter 6 describes application of different multidisciplinary optimisation 
frameworks to formulate the steady state engine calibration problems, and 
studies the effectiveness of these optimisation strategies for the GDI engine 
case study. For further validation, the developed optimisation frameworks are 
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also applied for an alternative diesel engine case study, provided by the 
sponsoring company. 
Finally, Chapter 7 summarises the discussions, and discusses the final 
conclusions, research original contributions, and recommendations for future 
work. 
An outlook of how to read this thesis is given in Figure 1.2. Chapter 1 discusses 
the research motivation, aims and objectives. Then, revision of current literature 
regarding steady state engine mapping, including design of experiment and 
response surface modelling techniques, is presented in chapter 2. This is 
followed by a sound review of available optimisation techniques presented in 
chapter 3. Chapter 4 explains the engine case studies used in this research and 
the way research is conducted throughout the thesis. Chapter 5 is intended to 
explain development of an original sequential design of experiment strategy, 
which is implemented for the GDI engine case study to deliver high fidelity 
response models. Chapter 6 discusses implementation of several 
multidisciplinary optimisation frameworks to the GDI engine case study, and 
then further validation of the methods on a diesel engine application. Finally, the 
research findings are discussed in Chapter 7, followed by suggesting further 
research opportunities in this area. 
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Figure 1.2: Flowchart for reading this thesis 
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Chapter 2: Review of Engine Mapping Methodology 
2.1 Introduction 
In this chapter a broad review of literature is presented on existing design of 
experiment strategies and statistical modelling techniques, with a focus on their 
application for steady state engine model based calibration. This survey is 
presented in four sections:  
- Section 2.2 presents Model Based Calibration (MBC) process. 
- Section 2.3 covers an overview of existing DoE strategies, including both 
standard single-level and sequential DoE strategies. 
- Section 2.4 analyses the most commonly used modelling methods in 
engine mapping, including both parametric and non-parametric modelling 
techniques. 
- Section 2.5 reviews application of discussed DoE methods and modelling 
techniques in engine model based calibration area. 
2.2 Overview of steady state Model Based Calibration (MBC) 
2.2.1 Electronic Control Unit (ECU) 
In an internal combustion engine (ICE) all the control parameters and sensors 
are embedded in the engine management systems (EMS). The Electronic 
Control Unit (ECU) is a component of the engine management system which is 
designed to control the state of the powertrain through controlling all the engine 
sensors and actuators [48]. The ECU uses sensors and processing algorithms 
to detect the engine operating conditions. Subsequently, the ECU uses this 
information to send appropriate signals into the actuators to set the engine at 
the desired state. These signals are provided by the look up tables stored in the 
ECU as the basis of control strategy. Look up tables are two dimensional arrays 
containing information about engine desire state and actuation parameters [49].  
As an example of how the ECU works, assume a situation where a driver 
decides to accelerate by pressing the accelerator pedal [49]. To fulfil the driver’s 
10 
 
acceleration demand, accelerator-pedal sensor sends information to the ECU to 
define the pedal position. Accordingly, the ECU sends a signal to set the throttle 
valve (i.e. based on the ECU table) in order to obtain the correct cylinder air 
charge corresponding to the pedal position.  
ECU tables are generated through calibrating the prediction models developed 
during the engine mapping process [48]. The Engine mapping process involves 
fitting statistical models to a set of engine data, which is collected with the 
engine data acquisition system, in order to model the true behaviour of engine 
in relation with the independent input parameters [50], [51]. In the following 
section, steps of engine mapping process are explained in detail. 
2.2.2 Engine Model Based Calibration Process 
The development of engine technologies to improve the performance, fuel 
economy and drivability while meeting increasingly stringent emissions 
legislation has resulted in an increased complexity of powertrain calibration with 
significant time and cost implications. One of the main challenges in the 
calibration process is to find the best combination of engine parameters to 
compromise between the conflicting engine calibration requirements, such as 
emissions versus fuel consumption.  
The traditional calibration strategies are focused on optimising the engine 
parameters one-at-a-time on the test bed [52]. The one-at-a-time strategy can 
be an effective approach under certain conditions, such as the times that 
parameters are independent, the number of runs is limited and the aim is to 
achieve improvements, and when the testing experimental error is relatively 
insignificant compared to the parameter effects [53]. However, this strategy not 
only ignores the interaction between the parameters, but also is very time 
consuming and inefficient for complex engine calibration problems (i.e. with 
many parameters to optimise). Therefore, to overcome this calibration challenge 
with satisfactory expenditure of costs and time, strategies such as model based 
calibration (MBC) have been introduced [50], [51]. A Model based calibration 
strategy empowers calibration engineers to optimise all the engine control 
parameters simultaneously. 
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Steady state model based calibration is based on statistical modelling of the 
engine responses of interest using the test data collected at fixed speed/load 
operating points. The engine response models are required to be of sufficient 
fidelity to approximate the engine behaviour with an acceptable accuracy. A 
steady state calibration is derived through mathematical optimisation of the 
engine response models [50], [51]. The standard steady state model based 
calibration (MBC) process is shown in Figure 2.1.  
 
Figure 2.1: Steps of model based calibration [49] 
The standard workflow of steady state model based calibration process (also 
known as Z-process [7]) is as following [54]:  
1) Definition of factors and responses: The first stage of steady state 
testing is to determine the independent controllable engine parameters 
and engine responses of interest at a number of speed / load operating 
points (also called minimap points). Therefore, the base calibration will rely 
on a number of local models at different specific minimap points [55]. 
The number and location of minimap operating points within the speed / 
load envelope are selected by calibration engineers, to be representative 
of a whole emission drive cycle. The purpose of emission legislations is to 
regulate exhaust emission limits for a typical driving profile. As an 
example, New European Drive Cycle (NEDC) driving profile consists of 
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four repeats of low speed urban driving cycle and a highway driving cycle, 
within 1186 seconds of testing duration [20], as illustrated in Figure 2.2.  
2) Experimental design: Design of Experiment (DoE) methods have been 
widely applied to enhance the effectiveness of the steady state testing. In 
simple terms the main purpose of DoE methods is to collect the maximum 
possible information with the least measurement effort [51]. 
3) Measurement on the test bench: Steady state data is usually collected at 
the designed DoE test points (at each minimap point) in a dynamometer 
cell equipped with data acquisition system. 
4) Modelling: The test bench measurements are used to fit a type of 
statistical model which can predict the engine response behaviour 
accurately over the entire range of actuators [56]. 
5) Calibration and optimisation: The developed prediction models can be 
used during the calibration process to find the optimum operational 
settings for the actuators by implementing an optimisation technique.  
6) Filling the ECU tables: The optimum settings obtained from the 
calibration process are inserted to the ECU tables over the entire range of 
engine speed / load points. 
These six stages are performed in succession and can be directed offline or 
online, regarding the test bench automation [57], [8]. 
 
Figure 2.2: An example of NEDC drive cycle [20] 
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Steady state model based calibration has been employed for many engine 
applications, for both gasoline and diesel engines, e.g. optimisation of catalyst 
[58], engine map optimisation [1], calibration of camshaft timing for a direct 
injection engine [22]. However, considering the fact that steady state calibration 
process in gasoline engine requires data collection at more than 30 engine 
speed / load conditions, more than the diesel engine, engine testing is still 
expensive [59]. To overcome this problem, engine global models have been 
introduced [60], [61]. The main idea in global modelling approach is to have one 
global model for engine behaviour over the entire speed / load range instead of 
having several engine local models (for each speed / load setting) [62]. In this 
model, speed and load are also considered as variables in the design of 
experiment (DOE) step.  
Considering that changing engine speed / load operating conditions have strong 
effects on engine combustion, global models typically experience an 
unacceptable loss in model accuracy, which might result in inaccurate engine 
models for optimisation purposes [63]. Therefore, both global surrogate models 
and local surrogate models are employed for specific applications. In general, 
local surrogate models are employed to guide the optimisation algorithm 
towards the global optimum, while, the global surrogate models are used an 
alternative to the simulator, to mimic the whole simulator/ or system behaviour 
within an acceptable accuracy over the entire design domain [64].  
Figure 2.3 illustrates an example of fitting a response surface model to a set of 
DoE test points. In this figure, the designed experimental test points are 
collected by running the physical simulator, and then the simulator outputs 
(response values) are used to fit a proper response surface model. It can be 
argued that both choice of data points (i.e. location of the test points within the 
design space) and type of statistical models have a viable effect on the 
accuracy of a surrogate model [65]. Therefore, a comprehensive review of 
existing DoE strategies will be presented in the next section, followed by 
analysis of some of the frequently used statistical models in engine model 
based calibration area. 
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Figure 2.3: Fitting a surrogate model to the evaluated data points in the 
simulator [65] 
2.3 Design of Experiment (DoE) Methods 
The Design of Experiment (DoE) method is used to determine a set of test 
points in order to derive enough information to describe behaviour of a 
response over whole range of input variables from the minimum number of test 
points [66]. DoE was originally introduced in agricultural experiments by Sir 
Ronald A. Fischer [67] in early 1920's. His pioneering work in introducing 
statistical principles (i.e. randomisation, replication, and blocking) into designing 
an experiment has led into further research in DoE area, and subsequent DoE 
developments.  
Although DoE is not a new concept, application of DoE techniques in the 
automotive industry, i.e. particularly in engine development, has become 
common practice for a little more than a decade [49], e.g. optimisation of 
catalyst system [61], calibration of camshaft timings to optimise engine 
performance [4], [22], and many other applications. The main reasons for 
popularity of DoE techniques in automotive industry are:  
- Development of response surface methodology by Box and Wilson [68] 
that sparked a new era in statistical design.  
- Further research in developing more advanced statistical DoE techniques 
such as the work of Taguchi [69] in late 1970s (e.g. fractioned factorial 
designs).  
In this section, existing DoE approaches in literature are presented in two main 
categories: 
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 Single level DoE strategies (or one-shot DoEs): in this category, all the 
DoE test points are collected in a single attempt. Single level DoE 
strategies can be further reviewed in three principle categories: 
- Classical designs 
- Optimal designs 
- Space-filling designs 
 Sequential DoE strategies (or adaptive DoEs): in this category, the DoE 
test points are collected through a number of iterations. Sequential DoE 
strategies can be divided into two main categories: 
- Optimal sequential designs 
- Evolutionary sequential designs 
2.3.1 Classical Design of Experiments 
Classical designs focus on defining a set of test points to minimise the effect of 
random errors in physical experiments on acceptance of a model hypothesis 
[49]. These designs are well investigated for simple regions (e.g. hypercube) 
and are typically employed for simple responses that can be explained by low 
order polynomials. Classical experimental designs can be presented within two 
categories based on their structure: 
 Full factorial design: In this design, all level combinations of the variables 
are equally important [70]. To plan a full factorial design for a problem with 
(n) variables and (k) levels, the number of required test points is (kn) [71]. 
Some examples of full factorial DoE are shown in Figure 2.4. Full factorial 
designs are one of the primary DoE methods which were used frequently 
for engine testing, mainly based on polynomial models [14].  
 Fractional factorial design: This design is a subset of full factorial 
design, or in other words is a subset of all level combinations of the 
variables. Accordingly, fractional factorial designs can be used as an 
alternative for full factorial designs were all the combinations of the 
variables are not needed, or higher order of interactions are negligible [14], 
[60]. Two of the broadly used fractional factorials in automotive industry 
[15], [61] are: 
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- Central composite designs: this fractional design is usually used for the 
problems that additional star and centre test points can augment the 
base design [14], as shown in Figure 2.5 (a) for an example with 3 
variables / 3 levels. 
- Box-Behnken designs: this design is usually implemented for the 
problems where the smallest number of factor levels is required [49], as 
illustrated in Figure 2.5 (b) for an example with 3 variables / 3 levels. 
  
 
(a) 2 levels / 2 
Variables (22 = 4 tests,  
linear model) 
(b) 2 levels / 3 Variables     
(23 = 8 tests,  
linear model) 
(c) 3 levels / 3 Variables            
(33 = 27 tests,  
quadratic model) 
Figure 2.4: Three examples for full factorial designs 
 
  
(a) Central Composite (b) Box-Behnken 
Figure 2.5: An example of fractional designs for 3 levels / 3 Variables 
Although classical designs perform very well for simple problems (i.e. small 
number of variables and levels), these designs have some weaknesses such as 
following: 
 For a larger number of variables and variable levels, the number of 
required sample points increases exponentially [17]. For instance, for a 
linear model (2 levels) with five variables, 25 (or 32) test points are 
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required to plan a full factorial DoE. However, this number increases to 64 
(26) by adding another variable.  
 Classical designs are not flexible, in a sense that all the designed test 
points must be feasible otherwise the final design quality might be 
compromised. Therefore, to implement a classical design, all design 
boundaries must be identified in advance to ensure all test points are valid. 
It is noteworthy that defining the boundary limits might require a large 
amount of pretesting (i.e. called screening) [49]. 
 Classical designs cannot be adopted for design variables with asymmetric 
boundary limits [71].  
 For implementing a fractional factorial design instead of a full factorial 
design, prior knowledge about the response behaviour is needed [14]. 
Given these drawbacks, classical designs might not provide an efficient DoE 
technique for complex multi-dimensional nonlinear systems, such as engine 
applications [15].  
2.3.2 Optimal Design of Experiments 
Research into the optimality of DoEs is going back to 1960 [16]. In optimal 
experimental designs, the optimality of a design is associated with the 
mathematical properties of the pre-specified model type, and is assessed with 
respect to a statistical criterion [16], [19].  
By assuming that the vector of observations Y (i.e. test outputs) can be 
explained by [19]: 
 𝑌 = 𝑋 ∗ 𝐵 + 𝑒  Equation 2.1 
where X is the matrix of design variables at DoE test points, B indicates the 
vector of model tuning parameters, and e defines the error vector. B can be 
estimated by using least-squares method as illustrated in the following equation 
[19]:  
 𝐵 = (𝑋𝑇 ∗ 𝑋)−1 𝑋𝑇 𝑌   Equation 2.2 
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In this equation, (𝑋𝑇 ∗ 𝑋)−1 is known as the variance matrix, which is defined by 
the inverse of the information matrix (IM). Different optimal designs can be 
obtained by optimising some functional on Equation 2.2, which are principally 
invariants of information matrix. Table 2.1 summarises the optimality criteria of 
some of the commonly used optimal designs [60], [72]. 
Optimal 
Design 
Optimisation Criterion Statistical Meaning 
A-Optimal Maximising trace of the IM 
Minimising the average 
variance of the estimates of 
the regression coefficients 
D-Optimal 
Maximising determinant of 
the IM 
Minimising the covariance of 
the parameter estimates  
G-Optimal 
Minimising the maximum 
entry in the diagonal of hat 
matrix or 𝑋 (𝑋𝑇 ∗ 𝑋)−1 𝑋𝑇  
Minimising the maximum 
variance of the predicted 
values 
V-Optimal  
Minimising the average of 
diagonal entries of hat matrix 
Minimising the average 
prediction variance over the 
design points 
Table 2.1: Optimality criterion of optimal designs 
Figure 2.6 shows an example of optimal designs for a 3 variables / 3 levels 
problem, using a D-optimal experimental plan. 
 
Figure 2.6: D-Optimal design for 3 levels / 3 Variables 
Optimal designs have been widely implemented for steady state engine 
mapping applications, such as calibration of a gasoline engine camshaft timing 
[2], calibration of a diesel engine injectors to minimise emissions [5], and 
calibration of a gas exchange model [3]. Compared to the classical designs, 
optimal designs offer several advantages such as [60]: 
 Optimal designs require less experimental runs. 
+1
+1-1 0
-1
0
-1
0
+1
- x1
x3
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19 
 
 Optimal designs can accommodate various parameter types (e.g. discrete, 
process and mixture parameters). 
 Optimal designs can be optimised for a constrained design space. 
However, efficiency of optimal designs can be compromised for complex 
problems since [73], [74]: 
 Optimal designs require prior knowledge about the model type. 
 Optimal designs require prior knowledge regarding the number of test 
points. 
 Optimal designs are not flexible and dropping infeasible test points 
degrades the design quality.  
Accordingly, optimal designs might require a large amount of pretesting for 
unknown engineering problems, to define the boundary limits and estimate the 
response behaviour in advance to the final DoE planning [71]. 
2.3.3 Space-Filling Design of Experiments 
Space-filling designs aim to distribute the experimental test points uniformly 
through the design space to collect information regarding the system behaviour 
from all over the design space [9]–[13]. Space-filling sampling strategy has its 
origins in the computer science field and firstly used for planning computer 
experiments [75]. Given that space-filing designs plan the experiment 
regardless of model type or system behaviour, these designs have been 
frequently used as an attractive experimental design option for steady state 
engine mapping problems, i.e. particularly when system behaviour is unknown 
[9], [11], [12]. Using a space-filling design has some advantages over the other 
DoE techniques, such as: 
 Space-filling designs provide the opportunity to explore all parameters 
domain. 
 Space-filling designs empower the user to employ more advanced 
statistical modelling techniques. 
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 Space-filling designs are more flexible than both classical and optimal 
designs. Thus, in the cases that not all the design points are fulfilling the 
constraint requirements, removing the infeasible points does not degrade 
the experimental design integrity [76]. Accordingly, to implement a space-
filling design, no extensive pretesting stage is demanded. 
 
2.3.3.1 Space-Filling Design Properties 
Efficiency of a space-filling DoE technique is directly dependent on ability of the 
DoE technique to fulfil several statistical requirements. The main statistical 
requirements to have a good space-filling experimental design are discussed 
below:  
a) Space-fillingness: 
It is a crucial principle for a space-filling DoE technique to distribute the sample 
points evenly within the design space, regardless of the problem dimension and 
sample size [77]–[81]. A method to investigate space-fillingness of an 
experimental design is to examine the Euclidian distance (also called intersite 
distance [65]) for each sample point (xi), which practically determines the 
distance between the test point (xi) to the closest test point within the design 
space [72].  
Equation 2.3 calculates the Euclidian distance for each sample point (𝐷𝑖). 
 𝐷𝑖 = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝐱𝐢,𝐱𝐣∈𝑁 √∑ |𝑥𝑖
𝑘 − 𝑥𝑗
𝑘|
2𝐾
𝑘=1              
      where  𝑖 ≠ 𝑗    
 
Equation 2.3 
Where N is the sample size and K denotes the number of design parameters (or 
problem dimension). Therefore, a larger average of Euclidian distances for a 
design indicates a better distribution of test points within the design space. 
b) Projective properties: 
Another important requirement for a good space-filling DoE strategy is to 
guarantee a good projective property, which is also referred to as non-
collapsingness [77]. A non-collapsing design guarantees that no two sample 
points project onto each other along any of the axes when the K-dimensional 
sample points are projected into the (K-1)-dimensional space. In other words, in 
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a non-collapsing design each sample point has a unique value along any of the 
axes [77]. Accordingly, projection criterion ensures that every parameter is 
represented over its domain, even if the response is only dominated by a few of 
the parameters [19]. Projection distance (P) for each sample point (xi) along a 
dimension (k) can be calculated by the following equation [80]:  
So, a larger projection distance along an axis indicates a better distribution of 
test points within the axis domain. 
It is argued by Stinstra et al. [76] that a good space-filling design does not 
necessarily ensure a good projection design. They claimed that when a DoE 
strategy is fully focused on maintaining the space-filling criterion, it often results 
in a collapsing design. 
Using a non-collapsing design is more essential for pretesting stage (i.e. 
screening stage) since the main objective of screening stage is to explore the 
response behaviour over all parameters domain. Consequently, influential 
parameters on the response can be determined in screening stage by 
evaluating the response values of projected points on any of the axes. If a 
parameter is not effective on the response, the projected points along the 
corresponding axis will have the same response value [65]. 
c) Orthogonality: 
The next principle to have an efficient space-filling DoE strategy is to maintain 
the experimental design orthogonality. This criterion assures that there is no 
correlation between each combination of input parameters [82], [83], thus 
ensuring that the experimental design is a good representative of the real 
variability [49]. Taking into the consideration that only a few existing 
experimental designs are orthogonal (e.g. factorial designs) most of the existing 
space-filling strategies try to reasonably satisfy the orthogonality criterion. 
Correlation (r) between each two vectors of parameters can be calculated by 
[79]: 
 𝑃𝑖 = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝐱𝐢,𝐱𝐣∈𝑁 √|𝑥𝑖
𝑘 − 𝑥𝑗
𝑘|
2
              where  𝑖 ≠ 𝑗    Equation 2.4 
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Where N defines the sample size, k and j indicate the dimension (or parameter), 
and i is the sample number. So, 𝑥𝑖
𝑘 represent the sample i along dimension k 
and 𝑥𝑘̅̅ ̅ gives the average of all N sample points along dimension k. The output 
of Equation 2.5 is used to measure the strength of correlation between any two 
vectors of parameters, where 𝑟 = 1 means that there is a perfect positive 
correlation between two vectors and 𝑟 = −1 means that there is a perfect 
negative correlation between two vectors. Therefore, for a perfect orthogonal 
design (e.g. factorial designs), the correlation between any two vectors of 
parameters is zero. 
It is noteworthy that satisfying the orthogonality criterion is not always possible. 
For instance, for a design with a large number of sample points (N) and a 
relatively small number of parameters (K), it is more likely to have a higher 
correlation between the vectors of variables [84].  
In general, the importance of satisfying each of the discussed requirements to 
have an efficient space-filling DoE strategy (i.e. space-fillingness, non-
collapsingness, and orthogonality) can be variant based on the engineering 
problem requirements. Thus, an efficient space-filling DoE strategy can be 
selected by considering the problem requirements. 
Therefore, in the following section some of the well-known space-filling DoE 
techniques are reviewed within two main categories: 
I. Space-filling DoEs for symmetric design spaces: these DoE strategies 
are principally proposed for problems with symmetric design spaces. 
II. Space-filling DoEs for asymmetric design spaces: these DoE strategies 
are introduced for problems with constrained design spaces. 
2.3.3.2 Space-Filling DoEs for Symmetric Design Spaces 
Many methods of space-filling designs have been introduced in literature for 
symmetric design spaces, such as Sphere Packing, Uniform design, Minimum 
 𝑟 =  
∑ (𝑥𝑖
𝑘−𝑥𝑘̅̅ ̅̅ )(𝑥𝑖
𝑗
−𝑥𝑗̅̅ ̅𝑁𝑖 )
√∑ (𝑥𝑖
𝑘−𝑥𝑘̅̅ ̅̅ )2𝑁𝑖 √∑ (𝑥𝑖
𝑗
−𝑥𝑗̅̅ ̅)2𝑁𝑖
                 where  𝑘 ≠ 𝑗    Equation 2.5 
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Potential and Latin Hypercube [85]. However, Latin Hypercube (LH) design is 
the most commonly used space-filling strategy in steady state engine mapping 
area [1], [22], [58]. The main reason for popularity of LH DoE technique is the 
unique property of the design, which is a compromise between spread of points 
(i.e. space-fillingness) and uniform spacing (i.e. non-collapsingness). 
Latin Hypercube sampling strategy was originally proposed by McKay et al. [86] 
to be applied for computer experiments [87]. A LH design is generated by 
gridding the design space of each parameter into N (i.e. sample size) 
equidistant levels, and selecting only one test point on each level. Therefore, a 
LH design ensures that all levels of each parameter are represented over its 
range by maintaining non-collapsingness [75]. Figure 2.7 illustrates an example 
of LH designs for two simple cases: (a) for a 2-dimensional problem with 5 
sample points, and (b) for a 3-dimensional problem with 4 sample points.  
 
 
(a) for 5 sample points/2 Variables (b) 4 sample points/3 Variables [10] 
Figure 2.7: Latin Hypercube (LH) designs  
LH sampling strategy has many advantages over other space-filling designs 
[75], [88], such as: 
- Maintaining a good projection property. 
- Fast computation. 
- Easy implementation. 
- Dealing with complex engineering problems (i.e. with a large sample 
sizes and/or a large number of parameters). 
However, LH design does not always result in an acceptable experimental plan 
since this design does not necessarily reflect space-fillingness and orthogonality 
requirements. For instance, Figure 2.8 illustrates an example of LH design with 
D
V
1
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both good and poor design properties. In this figure, design (a) shows a good 
LH design in which test points are distributed evenly within design space 
without a certain correlation between the parameters, however; design (b) 
satisfies neither of space-fillingness nor orthogonality criteria. 
Therefore, many approaches have been proposed in literature to improve the 
LH experimental strategy. These approaches can be divided into two main 
categories: ‘non-optimisation based’ approaches, and ‘optimisation based’ 
approaches. 
 
Figure 2.8: An example of LH designs with different space-filling properties [89] 
1. Non-optimisation based approaches 
Several non-optimisation based methods have been proposed to enhance the 
LH design properties (i.e. space-fillingness and orthogonality) by modifying the 
sampling technique. Some of these methods are reviewed as below: 
Tang [82] proposed an approach called orthogonal array-based LH, to reduce 
variance of the sample points mean by evenly sampling of whole design space. 
However, this approach is computationally expensive, since to produce an 
orthogonal design all the test points must be generated simultaneously.  
Steiberg and Dennis [90] proposed an algorithm established on the idea of 
generating a LH design with good orthogonal properties as rotations of factorial 
designs. This design showed good statistical properties for high dimensional 
problems (more than 10 variables). However, this strategy is not flexible 
regarding the model type. Also, considering that the final design in this strategy 
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is derived from a full-factorial design, the number of total sample size is not 
flexible. 
Vianal et al. [91] proposed a pattern based algorithm, called Translational 
Propagation algorithm (TPLH) [91], [92], to generate a LH design with good 
intersite distance properties (i.e. intersite distance indicates the design space-
fillingness). This strategy is based on propagation of small building blocks, 
called seeds, in hyperspace. These seeds consist of one or more points each, 
and are used to recreate the same patterns throughout the design space. TPLH 
is a very fast approach, however; the main shortcomings of TPLH algorithm are: 
1) High correlation between pairs of variables for high dimensional problems. 
Poor orthogonality property results in complication of data analysis 
process, and difficulty in defining the variables with higher effects on the 
outputs [90]. 
2) Poor space-filling property for high dimensional problems (more than 6 
variables).  
Successive Local Enumeration (SLE) algorithm is also a non-optimisation 
based approach proposed for generating one-shot LH DoEs [93]. This algorithm 
is established on the idea of selecting a random initial sample point, and 
proceeding the sampling process iteratively by maximising the minimum of all 
the distances between the additional sample point and the existing sample 
points. In this strategy, the total number of sample points is required to grid the 
design space, and allocate the points to each subsection one-by-one. The final 
DoE generated by this strategy can guarantee good intersite and projected 
distances, however; the quality of final design can be affected by the location of 
initial sample point. Also, this design is not an efficient approach for problems 
with more than 5 variables due to computation expenses and poor space-
fillingness.  
Cioppa and Lucas [84] developed an algorithm to generate LH designs for high 
dimensional problems, in a way to satisfy both space-fillingness and 
orthogonality demands. This algorithm is based on generating several LH 
designs and calculating the orthogonality criteria for each of them. Then, 
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designs that pass the requirement for minimum allowable correlation among the 
columns of variables will be ranked based on their intersite distance. The best 
design will be selected as the final design. Given that generating several LH 
designs, and calculating the corresponding intersite distance and correlation is 
time consuming, this process is computationally inefficient for high dimensional 
problems.  
2. Optimisation based approaches 
An alternative idea to improve LH design is to generate Optimal Latin 
Hypercube (OLH) designs by adopting some optimality criterion for LH design 
[49]. An OLH design can be generated by either enumeration of possible 
combinations of parameters or an optimisation approach. Enumeration is not 
practical for complex problems since considering all possible combinations of 
variables is expensive and time consuming. For example, for a simple problem 
of 10 sample points and 5 variables, there are 6×1032 possible combinations. If 
each solution takes one nanosecond (1 × 10-9 s) to evaluate, the whole 
evaluation process would take approximately 2×1016 years [94], which is clearly 
infeasible. Therefore, distribution of the sample points for a complex OLH 
design can be conducted as a discrete optimisation problem [10]. The main 
challenges for implementing a discrete optimisation problem are: 
a) Select an optimality criterion: to define the objective function. 
b) Implement an efficient optimisation algorithm: to generate the most 
representative experimental design. 
a) Select an optimality criterion: 
Table 2.2 gives an overview of the frequently employed optimality criteria to 
generate an OLH design with a good space-filling property. Of the reviewed 
optimality criteria in Table 2.2, both Maximin [77]–[81] (i.e. maximising the 
minimum distance between every two samples) and Audze Eglais [95] (i.e. 
minimizing the system potential energy through maximising the distance 
between every two points) functions has proven to maintain a good intersite 
distance. It is discussed by Draguljić [96] that Audze Eglais performs better for 
high dimensional problems (K). Maximin criteria tends to generate more sample 
points around the corners, especially for high dimensional problems [96], 
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consequently this strategy might not preserve good space-filling properties at 
the centre of design space, particularly for a small sample size (N). 
The ∅𝑝 [80] criterion is an extended version of Maximin equation. In this 
formulation, given in Table 2.2, if p is a large number, this criterion behaves 
comparable to the Maximin equation, while for a small p value, ∅𝑝 performs 
similar to the Audze Eglais criterion. However, implementation of ∅𝑝 criterion is 
not always straight forward since this equation has shown to be numerically 
unstable in certain situations [65]. For instance, for a large p value, it might be 
the case that ∅𝑝 equation returns an infinity value when two points are too close 
to each other. In such cases, even one intersite distance with zero value can 
result in an infinity ∅𝑝 value. Furthermore, the ∅𝑝 value doesn’t have a 
geometrical meaning (i.e. it is a comparative ranking between different designs), 
therefore it is difficult to combine ∅𝑝 optimality criterion with other design 
requirements (such as orthogonality). Additionally, as a consequence of the 
extreme ∅𝑝 values, it is a challenging task to visualise the optimisation surface 
[91].  
Optimality Criterion Formula 
Manhattan (l1 norm) [77], [78] 𝑚𝑖𝑛𝐱𝐢,𝐱𝐣∈𝑁  ∑ |𝑥𝑖
𝑘 − 𝑥𝑗
𝑘|𝐾𝑘=1   
Maximin (l2 norm) [77]–[81] 𝑚𝑖𝑛𝐱𝐢,𝐱𝐣∈𝑁 √∑ |𝑥𝑖
𝑘 − 𝑥𝑗
𝑘|
2𝐾
𝑘=1   
Audze Eglais [95] ∑ √∑ |𝑥𝑖
𝑘 − 𝑥𝑗
𝑘|
2𝐾
𝑘=1𝐱𝐢,𝐱𝐣∈𝑁     
∅𝑝 [80] (∑ √∑ |𝑥𝑖
𝑘 − 𝑥𝑗
𝑘|
2𝐾
𝑘=1
𝑝
𝐱𝐢,𝐱𝐣∈𝑁 )
1/𝑝
   
Table 2.2: Overview of different space-filling criteria  
b) Implement an efficient optimisation algorithm: 
Different global optimisation algorithms have been proposed in literature for 
generating OLH designs, such as columnwise-pairwise, simulated annealing, 
and Permutation Genetic Algorithm (PermGA) [9]–[11], [97]. It has been argued 
in literature that PermGA perform more efficiently for higher-dimensional OLH 
DoE problems (more than 5 variables) due to a convergence rate corresponding 
28 
 
to the varying number of actuators [10], [11]. In other words, PermGA can 
generate better distributed points for high dimensional DoEs while reducing the 
computational costs. Liefvendahl [11] also discussed that Columnwise-pairwise 
(CP) algorithm is performing more efficiently for small and medium LH designs. 
Table 2.3 summarises some examples of employed optimality criteria and 
optimisation algorithms to develop an OLH design.  
Author Optimisation Algorithm  Objective Function 
Audze and Eglais 
[97] 
Coordinates exchange algorithm Audze Eglais 
Morris and Mitchel 
[80] 
Simulated annealing ∅𝑝  
Ye et al. [78] Columnwise-Pairwise ∅𝑝  
Bates et al. [9] PermGA Audze Eglais 
Bates et al. [10] PermGA / Simulated annealing Audze Eglais 
Jin et al. [98] 
Enhanced stochastic evolutionary 
algorithm 
∅𝑝  
Liefvendahl et al. 
[11] 
PermGA / Columnwise-Pairwise 
Audze Eglais / 
Maximin 
Van Dam et al. 
[77] 
Branch-and-bound algorithm Manhattan (l1 norm) 
Table 2.3: Examples of the introduced techniques in literature to construct an 
OLH design 
The examples presented in Table 2.3 are principally focused on delivering an 
OLH design with good space-fillingness property. However, Joseph and Hung 
[79] argued that although it is expected to have a good space-filling LH design 
when the correlation between parameters is minimized, due to the intuitive 
relation between minimizing orthogonality and maximizing the intersite distance 
[82], [83], there is no direct, one-to-one, relationship between these two criteria 
[79]. So, to deliver a good OLH design, Joseph and Hung [79] suggested to 
combine both space-fillingness and orthogonality criteria using a multi-objective 
optimisation function. They used simulated annealing optimisation algorithm as 
the solver of optimisation problem. However, the main issue of the developed 
algorithm is the computation efficiency, especially for high dimensional 
problems. 
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In general, the biggest drawback of LH designs compared to classical and 
optimal DoE strategies, for both ‘optimisation based’ and ‘non-optimisation 
based’, is that LH design is not fully capable of predicting the response values 
at the points outside the area where the data is collected. Accordingly, for LH 
designs the prediction error values at the edges of design space are high [71]. 
2.3.3.3 Space-Filling DoEs for Asymmetric Design Spaces 
Space-filling experimental designs can be modified for constrained problems 
(i.e. with asymmetric design spaces) by removing the infeasible points from the 
original design [75]. However, the final design might not result in a high fidelity 
model due to either poor properties of final design or lack of feasible test points 
to cover all design space. Therefore, several DoE techniques have been 
proposed to generate space-filling designs for constrained design spaces [76], 
[96], [99]. Although these methods have not been employed for engine 
applications, some of these methods are reviewed in this section to study the 
strategies used by these methods to handle design constraints. 
Draguljic et al. [96] proposed the CoNcaD (Constrained Non-collapsing Design) 
algorithm as a space-filling DoE technique for high dimensional problems with 
nonrectangular design spaces. The CoNcaD technique starts with selecting a 
random initial solution set and gridding the design space, then modifying the 
grids to have points at the feasible parts of nonrectangular design space (due to 
constraints). This process is followed by selecting the N best solutions among 
the candidates, after calculating the modified Audze and Eglais function [96]. 
This function is based on maximising both space-filling and projected distances. 
However, the main drawbacks of this strategy are: 
1) The requirements of selecting different arbitrary numbers to initiate the 
design, such as Q (Q>N) where Q is an arbitrary number bigger than the 
total number of samples (N). This term (Q) defines the number of initial 
candidates, from which N samples with better performance will be 
selected (based on space-filling and projected distances). So, if running 
the simulator for each sample is expensive, this process is inefficient. 
Also, if not enough sample points from the candidates are feasible, the 
DoE should be redesigned.  
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2) Considering the effects of initial solution set on the quality of final design, 
the algorithm should be run several times from random starts, to choose 
the best design as the final experiment set. 
3) Increasing the number of initial candidates to enhance the final design 
properties has a drastic effect on the computation efficiency of the 
strategy. 
Stinstra et al. [76] proposed a space-filling design for complex problems with 
nonrectangular design spaces. This optimisation-based strategy distributes the 
points within the design space one at a time using the Maximin criteria. 
Distribution of sample points starts from an initial random point, and then the 
next samples are selected subsequently after checking the design constraints to 
augment the overall design space-fillingness. A standard NLP (non-linear 
programming) solver was employed to solve this optimisation problem. The 
main shortcomings of this strategy are:  
1) This strategy does not guarantee good projective properties since the 
quality of design can change based on the selected initial sample solution. 
2) Maximin criteria tends to start the sample generation around the corners , 
especially for high dimensional problems [96].  
3) The computation efficiency drops drastically when the number of variables 
increases. 
4) For large number of samples, the NLP solver capacity can be a problem. 
2.3.4 Shortcomings of Single-Level DoE Strategies 
Single level DoE strategies are commonly used to collect all the required data in 
advance to the model fitting stage. However, one-shot strategies are not always 
the best DoE option, particularly when the system behaviour is unknown [100], 
[101]. Applying single-level DoEs for unknown systems raises the risk of test 
plans that a larger design is selected due to the possibility of over-sampling, 
thus wasting time and energy by collecting more tests than needed [101]. 
Conversely, test plan might generate an insufficient amount of information due 
to under-sampling, with the implication that the required model accuracy is not 
achieved. In this situation, there is a need to loop back and collect more data, 
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as illustrated in Figure 2.9. The main reasons for necessity of loop back 
iterations can be summarised as [57]: 
1) Infeasible test points due to design constraints or range limits of the 
parameters.  
2) Poor model quality due to excessive measurement variation, outliers, or 
choice of model type.  
3) Non-observation of a design region, since not enough data is collected 
from regions of interest. 
All these reasons influence the model quality eventually. It is noteworthy that 
the importance of the above reasons can be compromised for different types of 
DoE strategies. For instance, space-filling designs are generally less sensitive 
to any changes in the placement of test points [102], however; the design 
properties of classical and optimal designs can be affected severely. 
 
Figure 2.9: Loop back iteration to improve a DoE experimental plan 
Recent research work in fields dealing with testing cost issues (e.g. electronics, 
chemistry and aerodynamics) focused on the development of sequential DoE 
approaches, which are also known as adaptive sampling [103] or active learning 
[104]. The idea of sequential DoE approaches is to iteratively augment an initial 
DoE with further test points until the desired model quality is reached [96], [100], 
[105], [106]. This strategy can facilitate a higher testing efficiency compared to 
the fixed size tests commonly used in practice, and has the advantage that it 
can flexibly adapt to modelling complexity requirements of various problems.  
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Considering the importance of selecting an efficient experimental design to 
reduce the testing costs [107], the existing sequential DoE approaches will be 
reviewed in the following section.  
2.3.5 Sequential DoE Strategies (adaptive DoEs) 
In general, sequential DoE strategies start with an initial experimental design, 
followed by an iterative augmentation process. This iterative process continues 
until the desired model fidelity is achieved [65], [100], [108], [109].  
2.3.5.1 Classification of Sequential DoEs 
Sequential DoEs can be divided into two main categories: 
1) Optimal sequential design: For this type of sequential DoEs, the model 
type and its parameters are known in advance (e.g. polynomials). This allows 
the algorithms to use the behaviour of the set model type to guide the sampling 
points into the right direction within design space, e.g. the D-optimal designs 
minimise the covariance of the model parameters estimates [110], [111]. The 
main issue with these DoEs is that if the assumed model type is not suitable for 
the response, the DoE plan is not efficient and the enhancement in model 
accuracy through collecting more data is not guaranteed. 
2) Evolutionary sequential design: Given that the type of model may not be 
known in advance for many engineering problems and therefore a 
nonparametric model is required, justifies the need for a generic sequential DoE 
which makes no assumptions about the model type, number of sample points or 
system behaviour. Such DoEs use the information from the previous iterations 
to decide where to select the next test point [100].  
In general, the evolutionary sequential DoEs can be further classified into:  
(i) Exploration-based sequential designs [65], [106], [108], [109]: 
Exploration-based sequential DoEs, give equal importance to all regions of 
design space and aim to fill it up as evenly as possible at each sequence. In 
this method, the location of the test points from the previous iteration is used 
as feedback for sampling new test point, ensuring that not too many or too few 
samples are collected from the same regions of design space. These DoEs 
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are not specifically linked with any response models and aim to distribute the 
points evenly through the design space. 
(ii) Exploitation-based sequential designs [105], [108]: Exploitation-based 
sequential DoEs use an error measure from the previous steps to guide the 
sampling points to the interesting parts of design space, e.g. areas with 
discontinuous system behaviour or areas containing optima. The main 
problem with exploitation-based DoEs is the tendency to over-focus on 
specific areas, which could leave some part of design space undersampled. 
This problem may result in early dismissal of potential optimum solutions given 
that some parts of the high dimensional design space could be left unexplored. 
For the evolutionary sequential DoEs, the main consideration for the 
augmentation designs is the trade-off between exploration and exploitation [65]. 
The importance of the trade-off between exploration and exploitation is 
illustrated in Figure 2.10. In Figure 2.10 (a), the response function and initial 
experimental design are shown using blue lines and dots, respectively. For the 
hypothetical case that the response function is unknown, to predict the 
response behaviour using the sample points, it seems that the function behaves 
linearly except at a single sample point to the right. Accordingly, to collect more 
information about the function, the initial DoE is augmented once by an 
exploration-based algorithm, Figure 2.10 (b), and once by an exploitation-based 
algorithm, Figure 2.10 (c). The exploration-based algorithm distributed the 
additional points within the design space evenly regardless of the nonlinearity at 
the right, which has resulted in exploration of a new nonlinearity in the design 
space. On the other hand, the exploitation-based algorithm missed the second 
nonlinearity (i.e. located to the left) by focusing on collecting more data around 
the first nonlinearity area. Thus, it can be concluded that sequential 
experimental designs must consider exploration to a certain degree [65].  
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Figure 2.10: Trade-off between exploration and exploitation [108] 
It should be noted that for exploration-based sequential DoEs, the same criteria 
as space-filling designs (i.e. space-fillingness, projection properties and 
orthogonality) are used to compare efficiency of different strategies. In addition 
to these criteria, granularity is also an important requirement for sequential 
designs [65]. Granularity indicates the proficiency of the DoE strategy to 
augment the initial experimental design by small batches of additional test 
points (preferably 1 test point). Accordingly, a fine-grained sequential strategy is 
flexible regarding the total size of DoE samples, despite the number of design 
variables and levels, which consequently results in avoiding over- or under-
sampling [54], [101].  
In general, considering the fact that the sequential approaches are implemented 
with less prior information about the system (e.g. the total number of sample 
points or the model type), it is expected that the final sequential design perform 
worse (e.g. less computation efficiency, and design properties) than pre-
optimised one-shot designs. However, if the total number of required sample 
tests to achieve a satisfactory model accuracy is reduced, the overall efficiency 
of the strategy is superior by avoiding over- or under-sampling. 
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2.3.5.2 Exploration-Based Sequential Design 
Random sampling [108] is the simplest sequential DoE method in which the 
additional test points are selected randomly without considering the location of 
previous test points. This cheap approach might perform satisfactory for large 
set of sample points, but for small batches of test points both space-filling and 
projective properties are expected to be deviated from an optimum DoE 
properties [108]. 
Some authors [112], [65] proposed to use the Monte Carlo strategy, which is 
established on the concept of repeated random sampling. For these designs, 
Monte Carlo strategy is employed to generate a large batch of random 
candidates within the design space, and then rank each of the candidates 
based on an optimality criterion. This criterion is the aggregate of intersite and 
projected distances with a coefficient, scaled between [0 1], to control the focus 
of ranking objective towards maximising any of these two distances.  
Low-discrepancy DoE strategies, also called quasi-random sequences or quasi-
Monte Carlo [113], are similar to random sampling. In this strategy, DoE is 
generated through sequences of sample points (N sample points) where the 
discrepancy of any taken subset (with P sample points where P < N) is low. A 
subset has a low discrepancy when the number of selected sample points 
within an arbitrary subpart of design space is ‘close to proportional to a 
particular measure of size for this subset’ [65], therefore; the discrepancy can 
be a variant term regarding the subpart design shape and the set measure size. 
Low-discrepancy DoE methods can satisfy the projection requirement, however; 
the space-filling property is usually unsatisfactory. Furthermore, not all the low-
discrepancy methods are an efficient sequential sampling technique. For 
example the Hammersley sequence [114] requires the total number of final DoE 
before generating the sample points. The most well-known sequential methods 
using low-discrepancy strategy are Sobol sequence [115] and Halton sequence 
[114] which do not require prior knowledge regarding the total sample points. 
To enhance the space-filling property of sequential experimental methods, 
several non-optimisation based algorithms were developed, such as the 
Voronoi-based Sequential Design and Delaunay-based Sequential Design 
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[108]. The simplest way to perceive the groundwork of Voronoi-based DoE 
method is to study the Voronoi tessellation (or Voronoi diagram), shown in 
Figure 2.11. This figure illustrates a number of Voronoi cells which are 
distinguishable using a colour scheme. A Voronoi cell includes all the sample 
points closer to a fixed site, which is expressed as the area trapped between 
intersections of the Voronoi edges. A Voronoi edge indicates the boundary 
where the closest neighbour changes [116]. In Figure 2.11, larger Voronoi cells 
are shown by a darker colour, such as the cells around the corner. Therefore, to 
achieve a final experimental design with better space-fillingness property, the 
additional samples should be distributed in larger cells. In this method, Monte 
Carlo approach is used to estimate the volume of each Voronoi cell, however; 
this process is time-consuming for high dimensional problems (more than 6 
variables). This sequential space-filling DoE strategy can preserve a good 
intersite distances [108], whereas it cannot guarantee a good projected 
distance. Also, it is not expected to see a strong correlation among the columns 
of variables due to random selection of points inside the Voronoi cells.  
 
Figure 2.11: A Voronoi diagram [108] 
Delaunay triangulation is the dual of the Voroni diagram, illustrated Figure 2.11. 
Therefore, Delaunay-based sequential DoE approach [108] is based on the 
same concept as the Voronoi diagram, thus sharing similar deficiencies. It 
should also be added that the process of estimating the volume of a Delaunay 
triangulation is comparatively more complex than estimating the volume of a 
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Voronoi cell, and consequently more time consuming. So, implementation of a 
Voronoi-based DoE is usually preferred to a Delaunay-based DoE [108]. 
Sequential nested Latin Hypercube strategy [117], [118] is also a non-
optimisation based sequential design with the idea of preserving the system 
structure similar to the LH designs, and then selecting the additional test points 
by refining the existing LH grids. This structure delivers a good projected 
distance, due to stratified structure of LH designs, whereas good intersite 
distance demand is satisfied through finding the local optimum location of the 
additional test points one at a time. For this strategy, with N initial sample points 
after p iterations, the delivered DoE when 𝑁 + (𝑁 − 1)(2𝑝 − 1) samples are 
selected is an exact Latin Hypercube design. Therefore, if the total number of 
DoE sample points can be predicted in advance, with a proper guess of initial 
test size N, a suitable final design can be delivered after p iterations. The main 
pitfall of this design is poor granularity. For instance, the final size of the LH in 
the proposed nested LH strategy by Qian [117] can only be a multiple of its 
subset sample size, and also the nested LH designed by Husslage [118] can 
only contain two layers of nested LH designs. 
Another well-known attempt to adopt the LH designs to a sequential strategy is 
quasi-Latin Hypercube [77]. This method is based on the flexibility to locate the 
LH sample points not exactly on the allocated grids. In this design, a parameter 
is introduced to define the minimum possible distance between the projected 
points on one of the axes. If this parameter is close to 1, this design is a 
traditional LH, and if the parameter is close to 0, the design is an unconstraint 
space-filling design (using Maximin criteria). However, the space-filling quality 
and projective property of the design can be affected progressively for complex 
engineering problems (with many design variables) after several sequences of 
design augmentation [65].  
In most of the above sequential approaches [108], [114], [115], location of the 
new test points is determined through a non-optimisation based process, in a 
way to deliver either a good intersite or projective distance (or both) over the 
total design. However, an alternative idea is to augment the designs iteratively 
using an optimisation-based approach [119]. It should be highlighted that 
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selecting the optimum location for the additional test points is a complex 
optimisation problem itself [65]. For instance, Figure 2.12 illustrates the 
optimisation surfaces for a 2-dimensional problem, produced by (a) intersite 
distance, and (b) projection distance. This figure shows the location of 20 fixed 
sample points, and potential optimum locations for selecting the 21st test point 
associated with intersite or projection distances, as shown in Figure 2.12 (a) 
and (b). It can be seen that for both objectives there are a considerable number 
of local optima exists, whereas only one of them is the global optima. The 
optimisation problem gets even more erratic when optimisation objective is to 
maximise both distances, as shown in Figure 2.12 (c). 
Xiong et al. [119] proposed an exploration experimental strategy based on using 
a global optimisation algorithm, i.e. Genetic Algorithm (GA), to provide a design 
with good intersite and projected distances. In this method, the initial design is 
principled on LH sampling technique, so it is also called sequential Quasi-LHD. 
The objective of this optimisation problem is to distribute the points within the 
design space based on Maximin criterion [80], subject to the defined constraint 
for the minimum allowable projection distance onto subspace of each 
parameter. This design can provide a DoE with good statistical properties for 
high dimensional problems (e.g. space-filling, projection, orthogonality and 
granularity), however; it can be directly influenced by the trade-off balance 
between the space-filling and projection requirements. Also, this process is 
based on GA which is not always reliable for solving constrained optimisation 
problems. It can be argued that GA algorithm is comparatively time-consuming 
in dealing with constrained optimisation problems [43]. 
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Figure 2.12: The optimisation surfaces of intersite distance, projection distance, 
and combination of both distances, for a design of 20 points in 2D design space 
[65] 
2.3.5.3 Exploitation-Based Sequential Design 
Different types of exploitation-based sequential DoEs have been introduced in 
literature, such as LOcal Liner Approximations (LOLA) [100] and expected 
improvement [17] methods. However, all sequential designs require space-
fillingness (or exploration) to a certain degree to avoid dismissing an optimum 
solution, as illustrated in Figure 2.10 [65].  
Accordingly, different types of hybrid sequential DoEs have been developed to 
consider both exploration and exploitation demands. For instance, Crombecq et 
al. [100] developed a hybrid sequential DoE, which integrates both exploration 
(Voronoi tessellation [108]) and exploitation (LOLA [100]) strategies. LOLA is 
grounded on the idea of ranking samples through the local linearity of the 
function. Therefore, by applying this method, fewer points are selected where 
the function is linear, and in effect is easier to predict the behaviour than the 
regions with large variance. In this strategy, the exploration part is based on a 
Voronoi diagram, which is not an efficient algorithm for high dimensional 
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problems. The main shortcoming of this hybrid strategy is the deficiency of 
delivering a final design with a good projected distance. 
2.4 Response Surface Modelling 
Response surface modelling (RSM) is a collection of statistical and 
mathematical techniques to define the empirical relationship (𝑓) between 
independent input parameters (X) and responses of interest (Y) [19]. The 
relationship between input parameters and responses can be shown in a 
general form as [56]: 
 Y = f (X) Equation 2.6 
Response surface modelling was originally developed to model experimental 
responses, however; it has also been used frequently for numerical experiments 
[18]. Some of the main applications of RSM in engineering design are as 
following [17]–[19]: 
 RSM can be used as a relatively cheap alternative to expensive analysis 
methods, such as finite element methods. 
 RSM can be used to analyse the effect of each independent variable on the 
responses behaviour. 
 RSM can be used as a filtering system, given that RSM empowers handling 
noisy data by using various approximation methods. 
Considering that the structure of relationship between the parameters and 
responses are unknown for most of the real-life problems, selecting the best 
statistical technique to approximate the true relationship is a challenging task 
[72]. Generally, various response surface modelling techniques can be divided 
into two main categories [55]: 
I. Parametric models: parametric models are explicitly dependent on the 
underlying model structure, thus demanding prior knowledge regarding 
the response behaviour [19]. For these models, the unknown model 
parameters for the pre-defined model type are estimated based on the 
experimental measurements (i.e. test points). In the following section, 
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polynomials [80], [120], which are well-known parametric models, are 
reviewed in details. Polynomials have been commonly used as modelling 
technique for engine model based calibration [55], [56]. 
II. Non-Parametric models: non-parametric models do not require explicit 
model assumptions [55]. Therefore, these models are an attractive 
modelling option for the engineering cases when no prior knowledge 
regarding the suitable model type is available. Given that non-parametric 
models have recently gained many attractions in the area of engine 
model based calibration [55], [56], two of the mostly used non-parametric 
modelling techniques in model based calibration [22], [24], [121] are 
reviewed in this section: 
- Gaussian Kriging model [17], [122]. 
- Neural network models [123], in particular Radial Basis Function 
(RBF) model [49]. 
2.4.1 Polynomial Models 
Polynomial models predict a response behaviour (y) based on the input 
parameters (X) by linear combination of a set of base functions (𝑓), as 
illustrated in Equation 2.7 [80], [120]. 
 𝑦(𝑥) = 𝑓T. 𝑎 = ∑ 𝑎𝑝. 𝑓𝑝(𝑋)
𝑃
𝑝=1   Equation 2.7 
𝑃 indicates the number of base functions, and 𝑎 is the parameter vector. The 
parameter vector is retrieved through a linear regression based on least 
squares estimation of sum of squared errors (SSE) [55], as shown in Equation 
2.8. In Equation 2.8, the model prediction error is defined as the discrepancy 
between the estimated response value for a measured sample point (?̂?) and the 
real response value (𝑦). 
 𝑆𝑆𝐸 = ∑ (𝑦𝑖 − ?̂?𝑖(𝑎, 𝑥𝑖))
2
𝑖   Equation 2.8 
The main reasons for popularity of polynomials can be summarised as: 
 Polynomials have a simple structure, so they are easy to understand [56]. 
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 Polynomials requires low computational effort due to linearity in the 
unknown parameters, which consequently led to a fast modelling process 
[55]. 
 Polynomials show less possibility of over-fitting, which is particularly 
important for modelling based on noisy measurements [49]. 
Regardless of these advantages, there are some limitations in using polynomial 
models. Some of these limitations are: 
 Polynomials require prior knowledge regarding the response behavior. 
Therefore, if the model type is not selected properly, the required model 
accuracy might not be delivered [80], [120]. 
 For complex responses, where a higher order of polynomials is required, 
the number of model’s parameters increases significantly. Accordingly, 
more experimental measurement would be required to calculate the 
model’s parameters [49], which leads into a time consuming and 
expensive modelling process. 
2.4.2 Gaussian Kriging Model  
Gaussian Kriging model is a non-parametric modelling technique, in a sense 
that this approach determines the most likely underlying parameters for a set of 
measured sample points, instead of determining a fixed set of parameters for a 
specified model type (like the Polynomials) [55]. The theoretical basis of 
Gaussian Kriging models was developed by Matheron [124], based on the 
original work by Danie G. Krige, a South African geologist who studied mining 
data [17].  
Gaussian Kriging model is derived from Equation 2.9 [75], [125], which is 
combination of a global model (𝑓), and localised departures (𝐺).  
𝑦(𝑥) = 𝑓(𝑥) + 𝐺(𝑥) Equation 2.9 
In this equation, the response y is predicted at a point 𝑥 using a global 
approximation function 𝑓, which is usually a polynomial, and ‘localized’ 
deviations 𝐺, which are calculated by interpolation of the measured sample 
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points. 𝐺(𝑥) denotes the realization of a weakly stationary stochastic process 
with mean 0, process variance σ2,, and nonzero covariance function, as given 
by Equation 2.10 [49]: 
𝐶𝑜𝑣 (𝐺(𝑥𝑖), 𝐺(𝑥𝑗)) = 𝜎2𝑅(𝑥𝑖, 𝑥𝑗)  Equation 2.10 
𝑅(𝑥𝑖, 𝑥𝑗) represents the correlation between any two of the measured sample 
points, 𝑥𝑖 and 𝑥𝑗. R is assumed to be a function of small set of parameters, 
which are estimated based on the Likelihood function [17]. Likelihood function 
defines the probability of measured sample points [126].  
Some of the main advantages of Kriging models in comparison with polynomials 
are [22], [49], [127]: 
- Kriging models are more flexible due to wide range of the correlation 
functions. 
- Kriging models show great accuracy in building global approximation 
models. 
- Kriging models require less data collection due to strong interpolation 
among the measured sample points. 
- Kriging models can either ‘honour the data’ by providing an exact 
interpolation of the data, or ‘smooth the data’ by providing an inexact 
interpolation. 
A potential pitfall of using Gaussian Kriging models is the curse of over-fitting 
[17], particularly for a noisy set of measurements. Also, implementation of 
Kriging models is relatively a time consuming process since determining the 
maximum likelihood parameters is a complex optimisation problem [49].  
It is noteworthy that performance of Kriging modelling technique can be 
endangered by the type of DoE used to collect the experimental data. This 
method has shown some difficulty in fitting response models for full factorial and 
central composite DoE methods [128], since the correlation matrix becomes 
singular when multiple sample points are located close to each other. 
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2.4.3 Neural Network (NN) Methods 
Artificial neural networks, which are known as Neural Network (NN) [55], are 
non-parametric computational models which are inspired by animal’s nervous 
system (in particular brain performance) [49]. Human brain computes in an 
extremely nonlinear and parallel manner which is completely different from a 
conventional digital computer. Biological neural system is based on small units 
called ‘neurons’ which are strongly connected to each other and have the ability 
to process certain computations much faster than supercomputers [49].  
Neural Networks consists of several layers [129]: 
- Input layer: the first modelling layer which is not cooperating in 
computation process. 
- Output layer: the last modelling layer which produces the output. 
- Hidden layers: the layers between ‘Input’ and ‘output’ layers. Each 
‘Hidden’ layer may consist of several neurons itself, which are only 
connected to the adjacent layer. 
Neural Network layers participate in the model fitting process through the 
following steps [129]:  
1- The measured data is fed to the modelling system through the ‘Input’ layer. 
2- The data is propagated into the ‘Output’ layer using several ‘Hidden’ layers, 
where each ‘Hidden’ layer has a weight and activation function itself [123]. 
3- The difference between the approximated response from the ‘Output’ layer 
(?̂?) and the measured response (𝑦) is calculated using Mean Squared Error 
(MSE) [49], as illustrated in Equation 2.11, to learn the relationship between 
the input parameters and output. Subsequently, the layers’ weights are 
modified and propagated back to modify the calculation, this process is 
called ‘Training’. System learning process can be executed using one of 
these three methods: supervised, unsupervised or reinforcement. The most 
commonly used learning type is the supervised back-propagation training 
algorithm [129]. 
 𝑀𝑆𝐸 =
1
𝑛
∑ (?̂?𝑖 − 𝑦𝑖)
2𝑛
𝑖=1    Equation 2.11 
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Radial Basis Function model was introduced as a variant of NN models in late 
1980s [130]. A general form of a RBF model can be mathematically described 
by the following equation [49]: 
𝑓(𝑥𝑖) = ∑ 𝑤𝑖ɸ(ǁ𝑥
𝑖 − 𝑥𝑗ǁ) = 𝑡𝑖𝑛𝑖=1           where   𝑖 ≠ 𝑗  Equation 2.12 
Where 𝑓(𝑥𝑖) is the RBF function, n is the number of measured points, ɸ(.) 
indicates the basis function, 𝑤𝑖 denotes the weight of basis functions, 𝑡
𝑖 is the 
measured output, and ǁ𝑥𝑖 − 𝑥𝑗ǁ is the distance between the measured points i 
and j. The interpolation properties of RBF models can be changed based on the 
basis function type, such as Gaussian functions, Multi-Quadratic functions, Thin 
Plate Spline functions, Cubic functions, and Linear functions [49].  
Gaussian function is the most commonly used basis function [55] for RBF 
models, as given in Equation 2.13. This function is working based on a set of 
centre points (𝑥), which are a subset of measured data, and radial distance, 
which determines the discrepancy between the centre point and the model 
prediction (𝑥∗). A radius vector is also used to adapt the impact of basis 
functions (r). 
ɸ(𝑥𝑖
∗ − 𝑥𝑖) = 𝑒𝑥𝑝 (−
|𝑥𝑖
∗−𝑥𝑖|
2
𝑟𝑖
2 )    Equation 2.13 
The main advantages of Neural Network computational models are: 
- The ability to learn the complex and nonlinear relationship between the input 
and output parameters [123]. 
- Confronting the missing and noisy data with a good generalization capability 
[123].  
- NN requires fewer measurements than other modelling methods. It is due to 
the fact that NN models are purely driven from the collected data through a 
learning (instead of assuming a model type like the Polynomials) [131]. 
- NN is very fast in learning the relationship between the input and output 
variables because of using a two stage network training. The first stage is to 
determine the weights from the ‘Input’ to the ‘Hidden’ layer, and the second 
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stage is to determine the weights from the ‘Hidden’ layer to the ‘Output’ layer 
[49]. 
Although Neural Network models have shown to be an efficient modelling 
technique for complex problems, such as modelling of internal combustion 
engines [132], there is always the possibility of over-fitting [17], particularly for 
noisy measurements. 
2.4.4 Model Validation 
The main objective of model validation is to investigate how accurate a fitted 
statistical model can predict true behaviour of a response. There are different 
methods to validate the accuracy of the fitted model: 
- Physical behaviour: the first method is to validate the response behaviour 
based on the physical interactions of the input variables [133]. This method 
of validation can ensure that a statistical model is not over-fitting, however; it 
requires prior knowledge about the response behaviour. 
- Internal validation: internal validation technique is based on investigating 
model’s statistical properties using different statistical methods, such as 
Root Mean Square Error (RMSE) [56], as given by Equation 2.14. RMSE is 
principally calculated by the discrepancy between the real value (𝑦) of the 
measured sample points (n) and the corresponding prediction values (?̂?).  
𝑅𝑀𝑆𝐸 = √
1
𝑛
 . ∑ (𝑦𝑖 − ?̂?𝑖)2
𝑛
𝑖=1     Equation 2.14 
PRESS RMSE (Prediction Error Sum of Squares) [54] is also an internal 
validation criterion, which is a useful cross-validation technique for 
investigating over fitting [71], [134]. PRESS RMSE is calculated by fitting the 
statistical model to ‘n-1’ of the measurements, and predicting the response 
value for the remaining sample point. The difference between the actual 
value and the predicted value of the remaining sample point is called 
prediction residual, and sum of the squares of all the predicted residuals is 
PRESS [134].  
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- External validation: external validation technique requires an additional set 
of measurements (e.g. v sample points) to be used for validation of model’s 
predictive performance [48]. These measurements are not used for fitting 
the response surface. Accordingly, the fitted response model to n 
measurements is used to calculate the response values of the v validation 
sample points. There are different external validation criteria, such as 
Validation RMSE [56], given by Equation 2.15, and Relative Error [55], 
illustrated by Equation 2.16, that can be used to investigate a model’s 
accuracy. These validation criteria are based on the discrepancy between 
the predicted values and the measured values of the validation set. 
𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 𝑅𝑀𝑆𝐸 = √
1
𝑣
 . ∑ (𝑦𝑖 − ?̂?𝑖)2
𝑣
𝑖=1     Equation 2.15 
𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 (%) = √
∑ (𝑦𝑖−?̂?𝑖)
2𝑣
𝑖=1
∑ 𝑦𝑖
2𝑣
𝑖=1
   Equation 2.16 
 
2.5 Review of DoE Strategies and Statistical Models Used for Engine 
Mapping 
Several studies are available which have investigated performance of various 
modelling techniques in relation to some of the frequently used DoE types, and 
provided some guidelines and recommendations [87], [135]. Some of these 
recommendations are summarised in Table 2.4. 
Experimental Design Model Choice 
Fractional Factorial Polynomial (Linear, Quadratic) 
Central Composite Spline (Linear, Cubic) 
Box Behnken Multivariable Adaptive 
Optimal Regression Spline 
Latin Hypercube Artificial Neural Network 
Sequential Methods RBF 
Hybrid Methods Kriging 
Table 2.4: Recommendations for DoE and model types 
In engine model based calibration context, both Design of Experiment and 
modelling technique are vital elements to deliver highly accurate engine models. 
Given that most of the calibration engineers are not educated in mathematics, 
they prefer to use a modelling technique which is [55]: 
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- Easy to understand, without having background knowledge about the 
model’s algorithm. 
- Easy to interpret based on the physical insight, by inspecting the model’s 
behaviour against the input parameters.  
Therefore, Polynomials are the most frequently used modelling techniques for 
engine model based calibration [1]–[6], since they are easy to use and interpret 
[56]. By using Polynomials, calibration engineers can easily select a suitable 
order of polynomial based on their knowledge about the underlying model 
structure (unlike the non-parametric modelling techniques), and also can 
estimate the model parameters in terms of dependency of an output on the 
input parameters. Moreover, due to linearity of the parameters, various 
statistical metrics are available to validate the model behaviour, e.g. defining 
potential outliers, confidence intervals for the model prediction, and etc. [55].  
Regardless of the available guidelines in literature, as illustrated in Table 2.4, 
both optimal and classical DoE designs have been frequently used by 
calibration engineers to fit Polynomial models [1]–[6].  
Non-parametric modelling techniques, such as RBF and Kriging models, have 
also been used by calibration engineers as an attractive alternative for 
Polynomials [22], [24], [58], [136]. Kriging models perform relatively robust in 
handling outliers, compared to the RBF models [135]. Also, interpretation of 
Kriging models is easier since they provide information about the underlying 
model structure, whereas RBF models are black boxes with a little possibility of 
model interpretation [55]. RBF models are mainly interpreted using graphical 
inspections [121]. For using non-parametric modelling techniques in engine 
model based calibration, space-filling DoEs and hybrid designs (i.e. combination 
of two or more designs) have usually been employed [22], [24], [58], [136]. 
Table 2.5 and Table 2.6 summarise some examples of used DoE methods and 
modelling techniques in engine model based calibration (for both gasoline and 
diesel engines). 
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Reference Purpose/Parameters No DoE Type Points 
No 
Fitted 
Model 
Ryu et al. 
[58] 
Optimisation of catalyst light-off 
time during cold start (7 
parameters) 
D-Optimal + 
LH 
100 Quadratic-
RBF 
Schlober et 
al. [1] 
Map optimisation (4 parameters) V-Optimal + 
Space-filling 
99 Cubic 
Singh et al. 
[2] 
Optimisation of camshaft control 
calibration (2 parameters) 
V-Optimal 24 Cubic 
Steidten et 
al. [3] 
Gas exchange model calibration    
(8 parameters) 
D-Optimal 112 Cubic 
Lach et al. 
[4] 
Application of DoE for valve train 
development (8 parameters) 
Central 
Composite 
82 Cubic 
Seabrook 
et al. [22] 
Calibration of gasoline engine 
with direct injection and variable 
valve timing (5 parameters) 
OLH 52 Kriging 
Morton et 
al. [24]  
Optimisation of a dual dependant 
variable valve-timing engine 
calibration (5 parameters) 
Space-filling 96 RBF 
Table 2.5: References of DoEs applied for Gasoline engine 
 
Reference Purpose/Parameters No DoE Type Points 
No 
Fitted 
Model 
Debavelaere 
et al. [136] 
Optimisation of the Diesel 
combustion system (3 parameters) 
Central 
Composite 
+ LH 
40  Kriging 
Chang et al. 
[5] 
Minimizing emission deviation due 
to injectors (5 parameters) 
Online            
D-Optimal 
----- Cubic 
Lach et al. 
[6] 
Application of DoE for base engine 
design (8 parameters in 3 levels) 
Central 
Composite 
82 Cubic 
Table 2.6: References of applied DoEs for Diesel engine 
2.6 Summary  
The steady state engine mapping and calibration process is discussed in this 
chapter, with a focus on different DoE methods and statistical modelling 
techniques. The DoE methods are reviewed within two main categories of 
single-level and sequential strategies. The single-level DoE strategies have 
been broadly applied for engine applications, such as standard designs, optimal 
designs and space-filing designs. Although both standard and optimal designs 
have been frequently used for engine mapping purposes, the initial 
requirements of pre-defining the model type, number of test points, and the 
feasible design space affect the practicality of these designs for unknown 
engine applications. Thus, space-filling DoE techniques, such as OLH designs, 
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have been frequently used recently by engine calibrators due to their flexibility 
regarding the model type and design space. Space filling designs are not fitted 
based on any model assumptions and only tries to cover the whole design 
space uniformly, however; it still requires the total number of required test points 
in order to avoid over / or under sampling. Different types of sequential DoE 
strategies are also analysed in this chapter. These strategies can provide the 
opportunity to avoid either of over / or under sampling by sequential 
modification of an initial DoE. However, the applied modification technique (e.g. 
exploration-based and exploitation based strategies) has a substantial effect on 
the efficiency of sequential DoE strategies (i.e. to achieve a response model of 
target accuracy with less test points).  
Afterwards, some of the existing modelling techniques, both parametric (e.g. 
Polynomials) and non-parametric (e.g. RBFs and Kriging), are discussed. 
Generally, non-parametric models have the potential to predict the behaviour of 
highly complex systems, however; there is always the danger of over-fitting. 
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Chapter 3: Review of Optimisation Methods and Their 
Application to Engine Calibration 
3.1 Introduction 
In this chapter, the existing literature on optimisation frameworks is reviewed in 
three main categories: ‘single objective optimisation’, ‘multi-objective 
optimisation’, and ‘multidisciplinary design optimisation’ methods. This review 
includes explanation of each framework’s principles, followed by comparing 
special properties of algorithms at each category. Thereafter, the focus turns to 
review the available literature on application of different optimisation 
frameworks for engine calibration optimisation problems, particularly gasoline 
engines.  
3.2 Optimisation Problem 
Optimisation problems aim to find the optimum design vector X that maximises 
(or minimises) the objective function f(X) subject to the equality h(X) and 
inequality g(X) constraints [137]–[139]. An optimisation problem can be stated in 
a general form as given in Equation 3.1.  
Minimise / Maximise  𝑓𝑚(𝑋)  𝑚 = 1,2, … , 𝑀   
with respect to  𝑋    
subject to  𝑔𝑗(𝑋) ≤ 0  𝑗 = 1,2, … , 𝐽   
  ℎ𝑘(𝑋) = 0   𝑘 = 1,2, … , 𝐾   
  𝐿𝐵𝑖 ≤ 𝑥𝑖 ≤ 𝑈𝐵𝑖  𝑖 = 1,2, … , 𝑛  Equation 3.1 
In this equation, LB and UB define the boundary limits for the design variable x. 
If the optimisation problem involves one objective (M = 1), the problem is a 
single objective optimisation (SOO) problem. However, sometimes the 
engineering problems require optimisation of several objectives simultaneously 
(M > 1) where some objectives might have conflicting nature [137], [140]. These 
optimisation problems are called multi-objective optimisation (MOO) problems. 
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The idea of optimisation algorithms is to search for a design vector which 
delivers the optimum objective value for an optimisation problem [141]. Many 
optimisation algorithms have been developed to solve complex optimisation 
problems, particularly since the growth in computing hardware development. In 
this section, some of the main algorithm developments for solving single 
objective and multi-objective optimisation problems are reviewed and their 
performances are compared together. 
3.3 Single-Objective Optimisation (SOO) Algorithms 
Many optimisation algorithms have been developed to solve single objective 
optimisation problems. Generally SOO algorithms can be divided into two main 
categories [140]: ‘classical methods’ and ‘evolutionary methods’. 
3.3.1 Classical Methods 
Classical SOO algorithms can also be reviewed in two primary categories 
based on the searching techniques they use: ‘gradient based’ algorithms [139], 
[142], [143], and ‘direct search algorithms’ [144].  
3.3.1.1 Gradient-Based Algorithms 
In gradient based algorithms, the searching process is working based on the 
functional gradient information [145]. Sequential Quadratic Programming (SQP) 
algorithm [146] is one of the well-known gradient based algorithms which has 
been frequently used as a powerful tool for solving constrained non-linear 
optimisation problems.  
Various techniques have been proposed for handling the constraints of gradient 
based algorithms, such as Lagrange Multipliers (LM) [145] and Kuhn-Tucker 
Conditions (KTC) [146]. Lagrange Multipliers (LM) technique is mainly used for 
optimisation problems with equality constraints. In this technique, firstly the 
Lagrange function is created as shown in Equation 3.2 [146].  
 𝐿 = 𝑓(𝑋) + 𝜆𝑗(𝑐𝑗 − 𝑔𝑗(𝑋))  𝑗 = 1,2, … , 𝐽   
with respect to 𝑋 = [𝑥1, 𝑥2, … , 𝑥𝑛]   Equation 3.2 
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where X is the vector of n design parameters 𝑥𝑖, L indicates the Lagrange 
function, 𝑓(𝑋) is the objective function, 𝑔𝑗(𝑋) is one of the 𝐽 constraints, 𝑐𝑗 is the 
limit for constraint 𝑗, and 𝜆𝑗 is the multiplier factor corresponding to constraint 𝑗. 
Afterwards, the partial differential of Lagrange function with respect to each of 
the design variables is set equal to zero, as given by Equation 3.3. In this way, 
the constrained optimisation problem is converted to a system of 𝑛 + 𝐽 
equations with 𝑛 + 𝐽 variables. 
𝜕𝐿 𝜕𝑥𝑖⁄ = 0  𝑖 = 1,2, … , 𝑛   
𝜕𝐿 𝜕𝜆𝑗⁄ = 0  𝑗 = 1,2, … , 𝐽  Equation 3.3 
Kuhn-Tucker Conditions (KTC) is an efficient technique for handling both 
equality and inequality constraints [137], [142] (i.e. unlike LM technique which 
only handles equality constraints [145]). In this technique, which is also based 
on the Lagrange function given in Equation 3.2, KTC conditions are necessary 
(but not enough) to be satisfied if a solution is an optimum. These conditions 
are given in Equation 3.4. Accordingly, to guarantee a KTC solution is an 
optimum, some additional conditions are demanded. These conditions are 
called Kuhn-Tucker sufficiency conditions. Based on this conditions, if a solution 
satisfies all the KTC conditions while all the objective and constraint functions 
are differentiable and concave in the non-negative part of design space, the 
solution is an optimum solution [146]. 
𝜕𝐿 𝜕𝑥𝑖⁄ ≤ 0  𝑥𝑖 ≥ 0  𝑖 = 1,2, … , 𝑛   
𝑥𝑖 × 𝜕𝐿 𝜕𝑥𝑖⁄ = 0   𝑖 = 1,2, … , 𝑛   
𝑔𝑗(𝑋) ≤ 𝑐𝑗  𝜆𝑗 ≥ 0  𝑗 = 1,2, … , 𝐽   
𝜆𝑗 (𝑐𝑗 − 𝑔𝑗(𝑋)) = 0   𝑗 = 1,2, … , 𝐽  Equation 3.4 
Gradient based algorithms have shown to converge very quickly [146], which 
means they are computationally efficient. However, considering that the 
searching process of these algorithms is based on gradient information, this 
type of SOO algorithms cannot be used for problems where objective function 
or constraints are not differentiable [146]. Also, gradient based algorithms might 
not be an efficient approach for solving complex optimisation problems with 
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multiple optima, given that there is a great chance that these algorithms 
converge to a local optimum [137], [147]. 
3.3.1.2 Direct Search Algorithms 
Searching process of direct search algorithms is based on a sequential 
examination of the trial solutions, which includes comparing the current solution 
with the best solution up to that time, and determining the next trial solution 
based on the earlier examinations [148]. Pattern search algorithm is one of the 
key algorithms which has shown a robust convergence behaviour using a direct 
search technique [144], [148].  
Given that no gradient information is required for direct search methods, these 
algorithms are relatively easier to be implemented. Also, direct search 
algorithms can be applied for a range of complex optimisation problems where 
objective or constraint functions are non-differentiable. The main shortcoming of 
direct search algorithms is lack of a coherent mathematical analysis, particularly 
for solving constrained optimisation problems [144], [148]. 
3.3.2 Evolutionary Methods 
Evolutionary optimisation algorithms are stochastic population based search 
methodologies which are usually inspired by some natural or physical principles 
[140]. The searching process of evolutionary algorithms begins from generating 
a random population of solutions within the design space. Thereafter, these 
populations are updated iteratively using different operators, in order to create 
new populations (i.e. each evolutionary algorithm has its own operators). This 
iterative process continues until a termination criterion is fulfilled [149]. The 
main reasons for popularity of evolutionary algorithms over classical 
optimisation methodologies can be summarised as following [140], [149], [150]: 
 Evolutionary algorithms exhibit a global search process: given that the 
search process of evolutionary algorithms begins by generating diversely 
distributed solutions all over the design space, there is more chance that 
evolutionary algorithms discover all the regions of interest.  
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 Evolutionary algorithms do not require gradient information: the search 
process of evolutionary algorithms is based on direct search procedures 
(i.e. instead of using gradient information). Consequently, this algorithm 
can be applied for a wider range of complex engineering problems where 
the searching process might require overcoming a plethora of difficulties 
(e.g. non-differentiable objectives and constraints, infeasible regions, 
multiple optima, etc.). 
 Evolutionary algorithms deliver more than a solution at each iteration: 
evolutionary algorithms are searching using a population of solutions at 
each iteration (i.e. unlike most of the classical methods which are 
delivering a solution at each iteration), which has a number of advantages 
as: 
- It enables using parallel computation to reduce the overall 
computational cost. 
- It facilitates the algorithm to determine multiple optimal solutions. 
 Evolutionary algorithms exhibit a flexible searching process: evolutionary 
algorithms are employing a number of stochastic operators to update the 
initial solutions (i.e. unlike the classical methods which use deterministic 
operators). These operators can be tuned up for each optimisation 
problem to achieve the desired effect of operators.  
Although evolutionary algorithms provide the opportunity to select appropriate 
operators for a specific optimisation problem, this flexibility can also be a 
potential shortcoming, given that each optimisation problem demands its own 
tuning of operators [151]. Moreover, despite the fact that using a population of 
solutions can increase the possibility of finding the global optimum, it results in a 
higher computational cost [140], [149].  
In the following sections, two of the most popular evolutionary algorithms for 
solving SOO problems, Genetic Algorithm (GA) [137], [152], [153] and Particle 
Swarm Optimisation (PSO) algorithm [154], [155], are reviewed in details. 
56 
 
3.3.2.1 Genetic Algorithm (GA) 
Genetic algorithm (GA), which is associated with Darwin’s theory ‘survival of 
fittest’, was originally proposed as an optimisation algorithm by John Holland in 
1960s [150]. This algorithm is a population-based stochastic search method 
inspired from genes behaviour, which is one of the most robust random search 
methods due to the element of directed-search [156]. Accordingly, GA has been 
broadly used as an alternative to the classical optimisation algorithms for 
solving complex engineering optimisation problems [157]. 
There are different explanations for describing genetic algorithm based on 
natural science. A simple explanation is that through the process of evolution all 
species are trying to adapt to the rapidly changing environment around them. 
Therefore, in this environment the species with a faster adoption process have 
more chance to survive. This process happens inside the DNAs (Deoxyribo-
Nucleic Acid) which carry the genetic information in a cell. The genes inside 
each DNA contain a specific trait of the organism. During reproduction, each set 
of genes from a parallel cell combines with the second parallel set to generate a 
new gene set which contains a new organism trait. This process of reproduction 
is called Crossover. Sometimes there is a possibility of errors in copying genes 
from the parallel sets which is known as Mutation. Although mutation seems to 
be unbeneficial for the reproduction process, it can sometimes be substantially 
influential in species evolutionary changes [156]. 
GA optimisation algorithm is developed based on the same principals [158], as 
represented in Figure 3.1. The GA algorithm starts with generating initial 
random populations which are represented as coded strings of fixed length. 
These populations (i.e. also known as individuals) are representing the potential 
solutions. At each iteration of the algorithm, the fitness of each generated 
population is evaluated based on the objective function. Afterwards, GA 
operators (i.e. ‘selection’, ‘crossover’ and ‘mutation’) are employed to combine 
two of the randomly selected individuals (i.e. called parents) together and 
generate a new set of individuals (i.e. called children). This evolution process 
continues until a termination criterion is fulfilled. Consequently, only the 
individuals with better fitness value can survive.  
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Figure 3.1: Simple GA procedure 
In this section, the main components of GA algorithm are explained as 
following: 
I. Genetic representation. 
II. Genetic operators: selection, crossover and mutation. 
III. Genetic parameters: elitist, population size, crossover rate and mutation 
rate. 
 
I. Genetic representation  
In this algorithm, the possible optimal solution for optimisation parameters is 
represented by a population (also called ‘individual’) using an encoding 
technique. The most utilised encoding schemes for a standard GA algorithm 
are ‘Binary’ (i.e. as strings of 0s and 1s) [158], [159], ‘Gray’ (i.e. as strings of 0s 
and 1s where two successive values differ in only one binary digit, such as 00 
and 01) [160], and ‘Real’ (i.e. as strings of real-valued numbers) [160]. 
II.  Genetic operators  
The techniques used to combine the parent individuals and evolve them into 
new individuals (children) are called genetic operators. The main operators of a 
classic GA algorithm are: selection, crossover and mutation [159]: 
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a) Selection  
‘Selection’ operator defines the method of selecting the parent individuals in a 
set of populations. Different selection methods have been introduced in 
literature, such as ‘Tournament’ [152] and ‘Biased Roulette Wheel’ [159]. In 
‘Tournament’ selection strategy, a number of individuals are randomly selected 
based on the ‘Tournament Size’, and the individual with the best fitness is 
selected as a parent. However, in ‘Biased Roulette Wheel’ technique, the 
parent individuals are selected in a way that the individuals with better fitness 
values have proportionally more chance to be selected.  
b) Crossover  
‘Crossover’ operator is the technique used for combining the parent individuals, 
in order to create the child individuals [161]. There are different methods of 
crossover for the classical GA algorithm such as, uniform crossover, arithmetic 
crossover, single-point crossover, two-point crossover, partially-mapped 
crossover and gene-rank crossover [158], [159].  
c) Mutation  
This operator swaps two randomly selected elements of an individual [11], 
[158].  
III. GA parameters  
‘GA parameters’ are the effective parameters on the GA algorithm 
performance, which would require tuning for each specific optimisation problem 
to deliver an optimum solution. Grefenstette [162] discussed the effects of 
these parameters on GA convergence behaviour. In this section, some of 
these parameters are explained: 
a) Elitist Strategy:  
This GA parameter determines the number of individuals with the best fitness 
values, i.e. called ‘Elite individual’, to be transferred to the next iteration without 
any change. Thus, individuals with the best fitness value are not lost during 
subsequent generations, which consequently would assure a smooth 
convergence [163].  
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b)  Population Size:  
This parameter determines the number of individuals at each iteration, which 
can have a large influence on the solution quality. As an example, if the 
population size is small, there is a higher possibility that the algorithm would not 
discover all the design space and converges to a local optimum solution. On the 
other hand, a larger population size equals to more operating procedures, which 
would consequently results in a slower convergence rate [162].  
c) Crossover Rate:  
This parameter determines the number of individuals participating in the 
crossover operation. The potential pitfall of a small crossover rate is the higher 
possibility of an ineffective searching process, and thus entrapment in a local 
optimum. Similarly, a high crossover rate can have a destructive effect on GA 
performance because of dropping high performance individuals at each iteration 
[156], [160]. 
d) Mutation Rate:  
This parameter determines the number of individuals perturbed in its own 
vicinity using the mutation operator [140]. A small mutation rate is usually 
preferred in order to introduce some extra variability into the population. 
Generally, a large mutation rate can interrupt the algorithm performance by 
adding a large number of random variables [158], [160]. 
Grefenstette [162] reported that GA algorithm performs well with a small 
population size, a high crossover rate and a low mutation rate. However, by 
increasing the population size, a lower crossover rate is preferred. It is 
noteworthy that the interaction among GA parameters is very complex and is 
usually dependent on the fitness function [151]. 
3.3.2.2 Particle Swarm Optimisation (PSO) Algorithm  
PSO algorithm was originally developed by Kennedy and Eberhart [154], [155] 
with the inspiration of simulating the movement of organisms in a bird flock or 
fish school. PSO is a population based stochastic search algorithm, principled 
on the idea of representing each of the possible optimum solutions by a particle 
in a swarm (i.e. also called agent) which has its own position and velocity vector 
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[164]. Each agent has a memory containing information about the location of its 
personal best fitness value (Pbest) and the location of the agent with the best 
fitness value in swarm (gbest) [164]. Accordingly, each agent can use the 
existing knowledge about the optimisation landscape to accelerate the 
convergence to the global solution. For a n-dimensional optimisation problem, 
velocity in dimension n can be modified using the following equation [165]: 
where v is the velocity, k indicates the iteration, 𝑐1, 𝑐2 are constants defining the 
relative pull of gbest and Pbest respectively, w denotes the inertial weight, and 𝑟1, 
𝑟2 are random numbers between 0 and 1. It is noteworthy that 𝑐1, 𝑐2 and w 
parameters might require tuning to ensure a robust convergence behaviour by 
the algorithm. 
The agent’s position in dimension n is also updated as follows: 
where x is the position, LB and UB are the lower and upper boundary limits for x 
in dimension n, and ∆𝑡 denotes the time interval which is usually set to 1 [164].  
The process of evaluating agents and updating positions and velocities 
continues until a termination condition is fulfilled. Figure 3.2 illustrates the PSO 
algorithm workflow. 
Velocity update: 
 
 𝑣𝑛
𝑘+1 = 𝑤𝑣𝑛
𝑘 + 𝑐1𝑟1(𝑔𝑏𝑒𝑠𝑡,𝑛 − 𝑥𝑛
𝑘) + 
𝑐2𝑟2(𝑃𝑏𝑒𝑠𝑡,𝑛 − 𝑥𝑛
𝑘) Equation 3.5 
Position update: 𝑥𝑛
𝑘+1 = 𝑥𝑛
𝑘 + 𝑣𝑛
𝑘+1 × ∆𝑡   
 𝐿𝐵 ≤ 𝑥𝑛 ≤ 𝑈𝐵  Equation 3.6 
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Figure 3.2: Flowchart of PSO algorithm  
Several benchmarks are available which have studied PSO behaviour for 
solving complex engineering problems. Some of the main advantages of PSO 
algorithm over similar evolutionary techniques, such as GA, are [166]: 
- PSO has a simpler structure and rather fewer parameters to be adjusted. 
- PSO can efficiently maintain the diversity of swarm. 
- PSO uses a more effective memory technique, which would accelerate the 
algorithm convergence. 
 
3.3.3 Summary of SOO Methods 
Table 3.1 summarises the main characteristics of the reviewed SOO algorithms, 
which can help to select the most appropriate algorithm. 
Method Global or 
Local 
optimisation 
algorithm? 
Sensitive to 
the initial 
search 
point? 
Requires 
computing 
the 
gradient? 
Requires 
tuning of 
parameters? 
Convergence 
speed? 
Gradient 
Based 
Local Yes Yes No Fast 
Direct 
Search 
Local Yes No No Fast 
GA Global No No Yes Slow 
PSO Global No No Yes Medium 
Table 3.1: Characteristics of SOO algorithms 
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3.4 Multi-Objective Optimisation (MOO) Algorithms 
The main target of multi-objective optimisation algorithms is to explore the 
efficient trade-off solutions in design space, also known as Pareto optimal 
solutions [147], for which improving one objective results in degrading the other 
one. Pareto solutions are also called non-dominated solutions in a sense that 
they are not dominated by other points in the objective space [140], [153], [167], 
[168]. Dominance term is given to the solutions which are not only strictly better 
than other solutions in at least one objective, but also not worse in all objectives 
[153]. Figure 3.3 shows an example of Pareto frontier for two objectives. In this 
example, the minimum value for objective 1 (f1
*) is achieved at top left while the 
minimum value for objective 2 (f2
*) is obtained at bottom right. In this case, for 
selecting a Pareto solution on the frontier to optimise both objectives, a solution 
with a smaller f1 value has a larger f2 value, and vice versa. The intersection of 
best values for f1 and f2 is called Utopia point which is impossible to achieve 
[34]. 
 
Figure 3.3: Objective function space of a two-objective function optimisation [34] 
Similar to the single objective optimisation algorithms, multi-objective 
optimisation algorithms can be reviewed in two main categories [167], [168]: 
‘classical methods’ and ‘evolutionary methods’. 
3.4.1 Classical Methods 
Classical methods are mostly principled on the idea of scaling multiple 
objectives into a single objective optimisation problem and using a classical 
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SOO method to solve it. There are two possible strategies for generating a 
Pareto frontier using the classical methods [149]: ‘one-at-a-time’ and 
‘simultaneous’. 
3.4.1.1 ‘One-at-a-time’ Strategy 
In this strategy, a parametric scaling technique is used to convert the multiple 
objectives to one ‘master’ objective function [149], and execute the single 
objective optimisation problem for several times with the aim of finding a Pareto 
solution at each time [141].  
Although this method can most likely deliver a Pareto optimal solution, it is 
difficult to maintain diversity of Pareto solutions within the objective space [153], 
[169]. Moreover, executing several independent optimisation problems without a 
learning process about the design space (e.g. infeasible regions) is not an 
efficient searching process [149].  
In this section, two of the widely used MOO algorithms which are formulated 
based on the ‘One-at-a-time’ strategy are reviewed [141]. 
I. ‘Weighted sum’ method: This method is based on scaling all the objectives, 
and combining them linearly by specifying a weight parameter (w) to each 
objective based on its importance [141]. This method can be mathematically 
defined as: 
Minimise  ∑ 𝑤𝑚𝑓𝑚(𝑋)
𝑀
𝑚=1     
with respect to 𝑋    
subject to 𝑔𝑗(𝑋) ≤ 0  𝑗 = 1,2, … , 𝐽   
 ℎ𝑘(𝑋) = 0   𝑘 = 1,2, … , 𝐾   
 𝐿𝐵𝑖 ≤ 𝑥𝑖 ≤ 𝑈𝐵𝑖  𝑖 = 1,2, … , 𝑛  Equation 3.7 
Although implementation of weighted sum method is simple, there are some 
difficulties with this method [141]. The main shortcoming is that finding the 
best weight vector which represents the real objective function is 
challenging and a priori selection of weights cannot guarantee that the final 
solution is optimal. Moreover, this method cannot find a uniformly 
distributed Pareto-frontier even with a uniform spread of weight vectors 
[149]. 
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II. ‘Bounded objective function’ method: In this method, the most important 
objective is defined as the objective function (𝑓𝑠) while the other objectives 
are converted into boundary constraints in the objective space. These 
boundary limits (Lm and Um) determine the acceptable tolerance for the 
converted objectives. This method can be mathematically formulated as 
[141]: 
Minimise  𝑓𝑠(𝑋)    
with respect to 𝑋    
subject to 𝐿𝑚 ≤ 𝑓𝑚(𝑋) ≤ 𝑈𝑚  𝑚 = (1,2, … , 𝑠 − 1, 𝑠 + 1, … , 𝑀)   
 𝑔𝑗(𝑋) ≤ 0  𝑗 = 1,2, … , 𝐽   
 ℎ𝑘(𝑋) = 0   𝑘 = 1,2, … , 𝐾   
 𝐿𝐵𝑖 ≤ 𝑥𝑖 ≤ 𝑈𝐵𝑖  𝑖 = 1,2, … , 𝑛  Equation 3.8 
Implementation of ‘bounded objective function’ method is simpler than the 
‘weighted sum’ method, since no scaling technique is required for the 
objective function [141]. However, the main drawback of ‘bounded objective 
function’ method is the infeasibility of optimisation problem when the 
boundary conditions on the objectives are not appropriate. Also, in this 
method the final supervision of a designer is essential before the final 
conclusion [141]. 
3.4.1.2 ‘Simultaneous’ Strategy 
In ‘Simultaneous’ strategy, multiple Pareto optimal solutions can be explored in 
a single simulation run [149]. Various algorithms have been developed to 
perform simultaneous multi-objective optimisation. In this section, Normal 
Boundary Intersection (NBI) algorithm [170], which has been frequently used in 
automotive engineering [24], is reviewed. 
NBI algorithm was originally developed by Das and Dennis [170] to define the 
Pareto frontier for nonlinear multi-objective optimisation problems. This 
algorithm is capable of delivering uniformly spread Pareto optimal solutions by 
employing a scaling technique [149]. This scaling scheme is fundamentally 
based on the idea that a uniform spread of parameters results in a nearly 
uniform Pareto solutions on the Pareto frontier [170]. To describe this technique 
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mathematically, consider 𝐹∗ = (𝑓1
∗, 𝑓2
∗, … , 𝑓𝑀
∗ )𝑇 to be the vector of optimum 
objective values for a multi-objective optimisation problem with M objectives and 
n variables, as given in Equation 3.1, which are obtained at individual optimum 
solutions 𝑥𝑖
∗, 𝑖 = 1,2, … , 𝑛. So, the simplex constructed by the solutions’ convex 
hull, i.e. including the individual optimums, can be expressed by [149]: 
∅𝜷 where       ∅ = (𝐹(𝑥1
∗), 𝐹(𝑥2
∗), … , 𝐹(𝑥𝑀
∗ ))  
 𝛽 = {(𝑏1, 𝑏2, … , 𝑏𝑀)
𝑇| ∑ 𝑏𝑖 = 1}
𝑀
𝑖=1   Equation 3.9 
Consequently, a uniformly distributed Pareto solutions can be found by a proper 
setting of 𝛽 vector [170]. The NBI sub-problem to define the Pareto solution for 
a set 𝛽 can be shown as [149]: 
Maximise 𝑡    
with respect to 𝑥, 𝑡    
subject to ∅𝛽 + 𝑡?̂? = 𝐹(𝑥)    
 ℎ(𝑥) = 0    
 𝑔(𝑥) ≤ 0    
 𝐿𝐵 ≤ 𝑥 ≤ 𝑈𝐵   Equation 3.10 
where ?̂? denotes the pointing direction to the origin at ∅𝛽, h is the equality 
constraint, g is the inequality constraint, and LB and UB define the lower and 
upper limits for the design variables, respectively. Therefore, this equation gives 
the maximum value for t, where the corresponding design variable is the Pareto 
solution x*. It is noteworthy that this scaling technique is independent of the 
relative scales of the problem objectives [149]. 
NBI algorithm has been broadly used for various automotive applications [24], 
mostly due to availability of this algorithm in MATLAB Model Based Calibration 
(MBC) Toolbox [171]. However, this algorithm is not always a robust approach 
to find the Pareto frontier, given that this algorithm might converge to non-
Pareto optimal solutions for non-convex problems [149]. Another limitation of 
this algorithm is that for the complex problems with more than two objectives 
(i.e. more than 2 dimensions), NBI cannot determine the extreme optimum 
values for some of the dimensions [172].  
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3.4.2 Evolutionary Methods 
To overcome the drawbacks of classical methods in solving multi-objective 
optimisation problems, a number of evolutionary algorithms have been 
developed [168], [173]–[175]. Searching process of evolutionary algorithms is 
population based which involves a number of solutions (i.e. populations) at each 
iteration. Therefore, this can help the evolutionary algorithms to determine 
multiple non-dominated solutions in a single simulation run [149]. In this section, 
Elitist Non-dominated Sorting Genetic Algorithm (known as NSGA-II) [167], 
which is the most frequently used evolutionary algorithm for solving multi-
objective optimisation problems, is explained in details. 
NSGA-II [167] algorithm attempts to solve multi-objective optimisation problems 
by delivering a uniformly distributed Pareto frontier. NSGA-II procedure is 
illustrated in Figure 3.4 [140]. This iterative population-based algorithm starts by 
taking a sample of possible solutions Pt (i.e. called parent), followed by creation 
of a new solution Qt (i.e. called child) by applying the usual genetic operators 
(e.g. crossover and mutation) on the parent population. Subsequently, these 
two populations are combined together to form a new population Rt. Size of the 
new population Rt is twice the size of the original populations. The next step is 
to evaluate the objective functions for the Pareto solutions stored in population 
Rt, in order to divide this population into different non-dominated classes. The 
new population is then created by inserting the non-dominated classes into the 
new population, one after the other. The insertion process uses an elitist 
principle to help the best Pareto points survive at each iteration. Given that the 
size of Rt is twice the size of the new population, not all the solutions can be 
accommodated. Therefore, the non-dominated Pareto solutions which cannot 
be accommodated will be deleted. However, it is usually the case that the last 
allowed non-dominated class has more solutions than the remaining slots. In 
this situation, instead of arbitrary deletion of the Pareto solutions in the last 
allowed non-dominated class, the solution with larger crowding distance value 
will be accommodated. Crowding distance value indicates the empty objective 
space around a solution which is not occupied by any other solution [140]. The 
described process continues in the next iterations until one of the termination 
criteria is met. 
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Figure 3.4: NSGA-II procedure [140] 
The main advantages of NSGA-II compared to the other developed multi-
objective evolutionary algorithms are [137], [153], [173], [176]: 
- Convergence to an optimum solution is comparatively fast. 
- Diversity of Pareto solutions on the objective space is controllable by 
crowding distance parameter. 
However, one of the potential shortcomings of NSGA-II algorithm is that the 
performance of this algorithm can be affected by the crowding distance 
parameter [167].  
Table 3.2 presents some of the main developments in evolutionary algorithms 
to solve multi-objective optimisation problems. This table summarises the 
techniques used by each algorithm to facilitate the convergence, and the 
corresponding advantages and disadvantages.  
3.4.3 Summary of MOO Methods 
Selecting the best multi-objective optimisation algorithm can be a difficult task 
and is thoroughly dependent upon the user’s preferences [141]. The 
characteristics of the reviewed MOO algorithms in this section are summarized 
in Table 3.3. 
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Algorithm Technique Advantages Disadvantages 
Multi-
Objective 
Genetic 
Algorithm 
(MOGA) [174] 
 
 
 
 
 
- Non-dominated ranking 
scheme used to create 
the next potential 
Pareto solution. 
- Function of distributing 
Pareto solutions is 
based on the crowding 
distance within 
objective space. 
- Delivering a 
non-dominated 
Pareto frontier. 
- Delivering 
uniformly 
distributed 
Pareto 
solutions.  
 
Algorithm 
robustness is 
dependent on 
the sharing 
function.  
 
 
 
 
 
Non-
dominated 
Sorting 
Genetic 
Algorithm 
(NSGA) [168] 
 
 
 
 
- Non-dominated sorting 
scheme used to create 
the next potential 
Pareto solution. 
- Function of distributing 
Pareto solutions is 
based on the crowding 
distance within design 
space. 
- Delivering a 
non-dominated 
Pareto frontier. 
- Delivering 
uniformly 
distributed 
Pareto 
solutions.  
 
Algorithm 
behaviour can 
be affected by 
changing the 
crowding 
distance. 
 
 
 
 
NSGA-II [167] 
 
 
 
 
 
 
 
 
 
- Elitist Non-dominated 
sorting scheme used to 
create the next 
potential Pareto 
solution. 
- Function of distributing 
Pareto solutions is 
based on the crowding 
distance within 
objective space. 
- Fast 
convergence. 
- Delivering a 
non-dominated 
Pareto frontier. 
- Delivering 
uniformly 
distributed 
Pareto 
solutions. 
Algorithm 
behaviour can 
be affected by 
changing the 
crowding 
distance. 
 
 
 
 
Sub-
Population 
Genetic 
Algorithm 
(SPGA) [175] 
 
 
 
 
 
 
- Elitist scheme used 
externally to save the 
best Pareto solutions. 
- Uses clustering. 
 
 
 
 
 
 
 
- Less iteration 
is required due 
to clustering. 
- Delivering a 
non-dominated 
Pareto frontier. 
- Delivering 
uniformly 
distributed 
Pareto 
solutions. 
Algorithm is 
computationally 
expensive, due 
to external 
storing and data 
clustering. 
 
 
 
 
Table 3.2: Summary of evolutionary algorithms 
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Method Always 
provides a 
Pareto 
optimal 
point? 
Can 
provide all 
the Pareto 
optimal 
points? 
Can provide 
a uniformly 
distributed 
Pareto 
frontier? 
Involves 
weights? 
Depends 
on 
function 
continuity? 
Use 
utopia 
point? 
Weighted 
Sum 
Yes No No Yes Yes Yes 
Bounded 
Objective 
Yes No No No Yes No 
NBI Yes Yes (*) Yes No Yes No 
NSGA-II Yes Yes Yes No No No 
(*): NBI can find all the Pareto-optimal solutions when the Pareto front is 
convex. 
Table 3.3: Characteristics of MOO algorithms 
3.5 Multidisciplinary Design Optimisation (MDO) 
The Multidisciplinary Design Optimisation (MDO) methods have been 
developed following the need for better optimisation frameworks and strategies 
to handle the high dimensional engineering problems, while addressing the 
complex couplings between system control variables. MDO frameworks, which 
are originally traced back to an extension of structural optimisation in order to 
include other disciplines [177], are a field of engineering with the main focus on 
using numerical optimisation for designing complex engineering systems which 
are governed by mutually interacting physical phenomena (subsystem or 
discipline). Interacting disciplines is commonplace for many engineering 
applications such as modern aircraft [34], [35], [178] and automotive vehicles 
[41], [179], [180]. 
MDO involves development of an engineering disciplinary decomposition in 
concert with the problem formulation to describe the interacting phenomena of a 
complex system. Solving such complex optimisation problems requires 
consideration of a methodology that organises the discipline analysis models, 
responses surface models (if any), and optimisation algorithms in a way that an 
optimal solution is achieved while the consistency of the system is maintained 
[34]. The behaviour of each subsystem is usually modelled using a discipline 
analysis, such as Polynomial models [80], [120] or RBF models [49], within the 
range of discipline parameters.  
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The main motivation of using MDO frameworks for complex optimisation 
problems is that these structural optimisation approaches consider not only the 
performance of each discipline but also their interactions. This can lead to a 
more accurate representation of system behaviour in order to deliver an overall 
optimum solution [27], [35]. 
However, the main challenges of employing MDO framework are: 
 Organising the coupling among the system components can be a complex 
process subject to the optimisation problem, given that the discipline 
analysers are governed interdependently and one discipline’s output might 
be required as an input in another discipline [27]. 
 Defining the system objectives and constraints can be challenging since 
these functions are based on both the design variables and coupling 
variables (i.e. outputs from the discipline analysers) [181].  
Several MDO architectures have been introduced to address these challenges. 
In general, these frameworks can be divided into two main categories:  
1. Single-level MDO architectures (also called monolithic [27]): which are 
solving the system problem through a single optimisation problem, such as 
Simultaneous Analysis and Design (SAND) [37], Individual-Disciplinary 
Feasible (IDF) [39], and Multi-Disciplinary Feasible (MDF) [182] methods. 
2. Multi-level MDO architectures (also called distributed [27]): which are 
solving the system problem through partitioning the problem into a number 
of sub-problems (i.e. each consists of a subsection of variables and 
constraints), such as Concurrent Subspace Optimisation (CSSO) [183], Bi-
Level Integrated System Synthesis (BLISS) [184], Collaborative Optimisation 
(CO) [35], and Analytical Target Cascading (ATC) methods [40], [41]. 
In this section, some of the most well-known single-level and multi-level MDO 
architectures will be explained in detail, followed by a comparison of their 
performances. However, before introducing the mathematical formulation of 
each approach, the notations used to present these optimisation methods will 
be presented. 
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3.5.1 Terminology and Mathematical Notation 
In this chapter, similar notations are used to introduce the MDO approaches, in 
order to compare the methodology each architecture uses to handle the same 
MDO problem. These notations are summarised in Table 3.4. 
In this notation list, design variable x is the quantity which is under the explicit 
control of the optimiser. If the design variable pertains to a single disciple, 
design variable is local xi and if the variable is shared with more than a 
discipline, it is called shared variable x0. The combination of both local and 
shared variables is defining the design variable vector. 
Coupling variables y, also known as linking variables, are the variables 
exchanged between the disciplines to model the interactions of the system. In 
many of the MDO approaches, copies of coupling variables ?̂? are transferred to 
different disciplines in order to analyse the disciplines in parallel. These copies 
are also known as target variables [27]. 
Discipline analysis R is the simulation used to model behaviour of a subset (or 
discipline) of the multidisciplinary system. Each discipline analysis can be 
consisted of a system of equations itself, where the output of these equations 
defines the discipline responses (also called as state variables ?̅?). |𝑹| denotes 
the mapping between 𝑦 and ?̅? in residual format. 
For each optimisation problem formulation, F denotes the objective function, 
which can itself be consisted of a number of equation responses, subject to a 
number of equality h and inequality g constraints. The combination of all 
equality and inequality constraints are shown by c, c = [g h]. Consistency 
constraints cc are also formulated in the optimisation problem function to 
guarantee the consistency between the linking variables input and output: 
𝑐𝑖
𝑐 = 𝑦?̂? − 𝑦𝑖. 
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Symbol Definition 
x Vector of design variables 
y Vector of coupling variables  
?̅?  Vector of state variables 
g Vector of inequality constraints 
h Vector of equality constraints 
c Vector of all constraints 
cc Vector of consistency constraints 
F Objective function 
f Vector of objective values 
R Governing equations of a discipline analysis  
|𝑅|  Governing equations of a discipline analysis in residual format 
N Number of disciplines 
( )0  Functions or variables shared by more than a discipline 
( )𝑖  Functions or variables at discipline i 
( )𝑠  Functions or variables at system level 
( )𝑠𝑠  Functions or variables at subsystem level 
( )∗  Functions or variables at their optimum 
()̂   Independent copies of variables transferred to other disciplines 
()̃   Approximation of a given function 
Table 3.4: Mathematical notations of MDO formulations 
3.5.2 Single-Level Strategies 
The most fundamental single-level optimisation formulation, from which all the 
other single-level MDO approaches are derived, can be shown as following [27]: 
Minimise 𝑓0(𝑥, 𝑦) + ∑ 𝑓𝑖(
𝑁
𝑖=1 𝑥0, 𝑥𝑖, 𝑦𝑖)    
with respect to 𝑥, ?̂?, 𝑦, ?̅?    
subject to 𝑐0(𝑥, 𝑦) ≤ 0    
 𝑐𝑖(𝑥0, 𝑥𝑖 , 𝑦𝑖) ≤ 0  for   𝑖 = 1, … , 𝑁  
 𝑐𝑖
𝑐 = 𝑦?̂? − 𝑦𝑖 = 0  for   𝑖 = 1, … , 𝑁  
 |𝑅𝑖(𝑥0, 𝑥𝑖, 𝑦𝑖 , ?̅?𝑖, ?̂?𝑗≠𝑖)| = 0  for   𝑖 = 1, … , 𝑁 Equation 3.11 
This general formulation of single-level design optimisation is known as All-At-
Once (AAO) problem [39] in a sense that all the problem variables (i.e. design 
variables, state variables, and input and output coupling variables) are 
optimised at once using a single optimiser. 
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Given that the general AAO formulation can be simplified without compromising 
the algorithm’s performance, the AAO optimisation formulation is never solved 
in this format. Accordingly, three single-level MDO architectures have been 
introduced in literature [34], [37], [39] which are derived from Equation 3.11 
depending on which equality constraint is removed:  
1- Simultaneous Analysis and Design (SAND) [37]: developed through 
eliminating the consistency constraint 𝒄𝒊
𝒄 from the AAO formulation. 
2- Individual Disciplinary Feasible (IDF) [27]: formulated by removing the 
discipline analysis constraint |𝑹𝒊| from the AAO formulation. 
3- Multidisciplinary Feasible (MDF) [182]: derived from the AAO 
formulation by reducing both consistency and discipline analysis 
constraints. 
In the next subsections, the formulation of these architectures will be presented 
along with explanation of advantages and disadvantages of each approach. It is 
followed by relative comparison of architectures’ performances. 
3.5.2.1 Simultaneous Analysis and Design (SAND) 
The SAND architecture is yielded on the idea of simplifying the AAO formulation 
through employing a single group of coupling (or linking) variables. Therefore, 
no additional consistency constraint is required for this formulation. The SAND 
formulation can be illustrated as [37]:  
Minimise 𝑓0(𝑥, 𝑦)    
with respect to 𝑥, 𝑦, ?̅?    
subject to 𝑐0(𝑥, 𝑦) ≤ 0    
 𝑐𝑖(𝑥0, 𝑥𝑖 , 𝑦𝑖) ≤ 0  for   𝑖 = 1, … , 𝑁  
 |𝑅𝑖(𝑥0, 𝑥𝑖 , 𝑦, ?̅?𝑖)| = 0  for   𝑖 = 1, … , 𝑁 Equation 3.12 
Some of the main features of the SAND formulation can be summarised as [37], 
[39]: 
 This architecture has an absolute non-hierarchical nature.  
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 This algorithm is not necessarily restricted to optimise the 
multidisciplinary optimisation problems, i.e. it can also be implemented 
for single-discipline optimisation problems. 
 Given that the discipline analysis is not required to be solved explicitly at 
each iteration, the SAND framework is relatively robust.  
However, there are two major issues that affect the efficiency of this algorithm 
to be implemented in practice [27]: 
 Considering that all the state variables and discipline analysis are still 
required at each iteration, the size of optimisation problem can lead to 
premature termination of the optimisation algorithm and delivering a 
potential infeasible solution. 
 An excessive computational effort might be required to calculate the 
discipline analysis constraints in residual format. 
3.5.2.2 Individual Disciplinary Feasible (IDF) 
The IDF optimisation framework is based on a single system optimiser and a 
number of discipline analysers, which is formulated in a way that the system 
optimiser controls the interactions between disciplines [34].The IDF architecture 
is mathematically derived through elimination of the discipline analysis 
constraints (i.e. which also results in elimination of state variables) from the 
AAO formulation [39]. This simplification can be achieved by applying implicit 
function theorem to the discipline analysis constraints in order to represent 𝑦 
and ?̅? variables as function of x and ?̂?. The IDF mathematical formulation can 
be represented as [181]: 
Minimise  𝑓0(𝑥, 𝑦)    
with respect to  𝑥, ?̂?    
subject to  𝑐0(𝑥, 𝑦) ≤ 0    
  𝑐𝑖(𝑥0, 𝑥𝑖 , 𝑦𝑖) ≤ 0  for   𝑖 = 1, … , 𝑁  
  𝑐𝑖
𝑐 = 𝑦?̂? − 𝑦𝑖 = 0  for   𝑖 = 1, … , 𝑁 Equation 3.13 
In this equation, the optimiser is working in respect to both design variables and 
coupling variable copies, whereas the consistency constraint preserves the 
system consistency [30], [39], [185], [186]. 
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The main advantages of implementing IDF framework are [30], [39], [185]: 
 Hierarchical nature of IDF formulation. 
 Parallel nature of IDF formulation which offers improved compression of 
design process. The parallelisation is enabled through linking the disciplines 
using coupling variable copies ?̂? and consistency constraints cc.  
 Improved robustness since the consistency constraint is not required to be 
solved explicitly at each iteration. 
 Relatively a faster convergence since the problem formulation is smaller 
than the SAND problem. 
However, there are still some shortcomings that can influence the performance 
of an IDF formulation. Some of these limitations are [27]: 
 Size of the optimisation problem can substantially affect the efficiency of the 
optimisation framework due to the large number of linking variables to be 
optimised. Although this limitation can be mitigated to some extent through 
grouping some of the linking variables, i.e. which principally reduces the 
information transfer among the disciplines. 
 Implementations of gradient-based optimisation algorithms can potentially 
lead to an excessive computational process due to costly process of 
evaluating the objective and constraint function gradients. 
3.5.2.3 Multidisciplinary Feasible (MDF) 
MDF optimisation framework is obtained from removing both consistency 
constraints and discipline analysis constraints from Equation 3.11 [39].  
Minimise 𝑓0(𝑥, 𝑦)    
with respect to 𝑥    
subject to 𝑐0(𝑥, 𝑦) ≤ 0    
 𝑐𝑖(𝑥0, 𝑥𝑖 , 𝑦𝑖) ≤ 0  for   𝑖 = 1, … , 𝑁 Equation 3.14 
The MDF method has been successfully employed for different applications in 
industry, such as aerospace [182], [186]. Some of the advantages of using MDF 
architecture in comparison to the other single-level MDO approaches are: 
76 
 
 The optimisation problem is formulated in the simplest possible way, where 
the system optimiser is only responsible for controlling the design variables, 
objective function and design constraints [39]. 
 Given that the system optimiser solves the optimisation problem explicitly at 
each iteration, the MDF approach delivers a solution that always meets the 
consistency constraints even if the algorithm terminates prematurely. 
Consequently, this approach can be an efficient method if the target is to 
define a feasible solution (not particularly an optimum solution) within a 
limited time [27]. 
However, this framework has some limitations that may result in necessity of 
selecting other MDO approaches for complex engineering problems. Some of 
these drawbacks are [34], [182], [186]: 
 MDF approach has an absolute non-hierarchical nature.  
 The computational process can be very expensive due to requirements of 
more iterations for converging in strongly coupled systems. Therefore, 
considering the fact that there is no restriction for data communication 
between subsystems in MDF method, weakly coupled system can be more 
beneficial due to fast convergence.  
 MDF approach cannot be parallelized, thus required time for design cycle 
can be noticeable. 
 MDF is a low robust approach since the optimiser can easily fail if the 
analysis does not converge in an iteration. Consequently, gradient-based 
optimisation algorithms cannot ensure whether an optimum solution is 
achieved. 
 MDF is not capable of finding the best solution while more than one analysis 
solution exists. 
3.5.2.4 Comparison of Single-Level MDO Approaches 
Table 3.5 illustrates the comparison of explained single-level MDO approaches. 
This table can help in understanding the advantages and disadvantages of each 
formulation, to select the most appropriate optimisation framework.  
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It is noteworthy that although Single-Level methods have shown an acceptable 
performance for many of the optimisation problems in practice, there are still 
some drawbacks that may have a profound effect on efficiency of these MDO 
architectures. Some of these weaknesses are [34]: 
 Existing single-level formulations may not be successful in centralizing the 
whole system design. In a centralized system, the decision making power is 
concentrated in the top level and tight control is applied over subsystems. 
 An efficient centralization of whole system may require excessive data 
communication for the single-level approaches. 
Method SAND IDF MDF 
Satisfaction of 
governing equations 
At each iteration At each iteration At each iteration 
System consistency Only at 
convergence 
Only at 
convergence 
At each iteration 
Expected speed Medium Medium Slow 
Optimiser variables x, y x, ?̂? x 
Robustness High High Medium 
Problem structure Non- hierarchic 
Hierarchic &        
non- hierarchic 
Non- hierarchic 
Table 3.5: Comparison of Single-Level MDO approaches  
3.5.3 Multi-Level Strategies 
Many MDO architectures have been introduced in literature which are 
formulated based on the idea of decomposing the large optimisation problems 
into smaller sub-problems, and reassembling the solutions to deliver an overall 
optimum solution. The primary motivation of implementing a Multi-level 
optimisation approach stems from the nature of problem handling in 
engineering-design environment, where a large system problem (e.g. designing 
an aeroplane) is generally solved through breaking down the system problem 
into a number of sub-problems (e.g. aeroplane wing, tail and engine), such that 
different groups work on separate sub-problems in isolation and control their 
own design variables based on their in-house expertise. These groups get 
updated from the other groups’ progress periodically in order to modify their 
own design to satisfy the overall aspects of the design [181], [185]. 
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In Multi-Level MDO approaches, subsystem level optimisers are introduced 
which principally change the system level optimiser duty. Accordingly, the main 
objective of system optimiser is to guide the whole procedure to the optimum 
system solution while coordinating the subsystem level interactions [185]. 
In general, Multi-Level MDO architectures can be reviewed within two primary 
categories [27]: 
1. Multi-Level architectures which are principally based on decomposition of 
the MDF optimisation method, such as Concurrent Subspace Optimisation 
(CSSO) strategy [184] and Bi-Level System Synthesis (BLISS) method [38], 
[187]. 
2. Multi-Level architectures which are principally based on decomposition of 
the IDF optimisation approach, such as Collaborative Optimisation (CO) 
framework [33], [35] and Analytical Cascading Target (ATC) strategy [28], 
[40]–[42], [188], [189]. 
In the following subsections, some of the most important optimisation 
architectures from each of these two categories will be introduced. 
3.5.3.1 Concurrent Subspace Optimisation (CSSO) 
CSSO architecture, which is based on decomposing the MDF problem along 
the disciplines, was originally formulated to decompose large scale MDO 
problems into several independent sub-problems using disconnect set of 
variables [183]. Thus, this architecture includes all the design variables at each 
of the sub-problems. 
In this architecture, a coordination problem is solved at the system level to 
define the “responsibility” coefficients to be transferred to each of the disciplines 
[27], [190]. These coefficients provide the required information regarding the 
preferred values for design variables to satisfy the nonlocal constraints. 
Accordingly, each discipline optimisation is handled independently within the 
system as whole, by using the transferred information. The whole system 
convergence is enhanced through calculation of a linear approximation of the 
global sensitivity at each iteration, and transferring it into the sub-problems. 
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Several version of CSSO architecture are available in literature [190]–[192]. In 
this section, the formulation proposed by Sellar et al. [191] is used to illustrate 
the CSSO architecture at system level and sub-problems, as shown in Equation 
3.15 and Equation 3.16, respectively. In this formulation, the discipline 
analysers are replaced by the surrogate models. Therefore, for each discipline, 
the required information from the other disciplines to model the multidisciplinary 
interactions is provided by solving the surrogates of the other disciplines.  
Minimise  𝑓0(𝑥, ?̃?)    
with respect to  𝑥    
subject to  𝑐0(𝑥, ?̃?) ≤ 0    
  𝑐𝑖(𝑥0, 𝑥𝑖 , ?̃?𝑖) ≤ 0   for   𝑖 = 1, … , 𝑁 Equation 3.15 
 
Minimise 𝑓0(𝑥, 𝑦𝑖)    
with respect to 𝑥0, 𝑥𝑖    
subject to 𝑐0(𝑥, ?̃?) ≤ 0    
 𝑐𝑖(𝑥0, 𝑥𝑖 , 𝑦𝑖) ≤ 0    
 
𝑐𝑗(𝑥0, ?̃?𝑗) ≤ 0  
 
   for     𝑗 = 1, … , 𝑖 − 1, 
𝑖 + 1, … , 𝑁  Equation 3.16 
The behaviour of CSSO architecture in dealing with complex engineering 
problems has been investigated in several articles [190]–[193]. The authors 
noted that CSSO framework has several fundamental shortcomings, such as 
the sensitivity of this architecture to the parameter selection, which can result in 
extensive tuning even for a noncomplex nonlinear problem. Another potential 
pitfall of this architecture is the need for all of the design variables at each 
subproblem, given that CSSO decomposes the problem into disjointed 
disciplines. 
Several benchmarks are available which have investigated performance of 
CSSO framework in comparison with other MDO approaches, e.g. Tedford and 
Martins [194]. Generally, the results show that CSSO architecture is largely an 
ineffective approach to handle the complex engineering problems, given that 
this architecture requires many more function evaluations to converge to an 
optimal solution [27]. 
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3.5.3.2 Bi-level Integrated System Synthesis (BLISS) 
BLISS architecture [187] is also based on decomposition of the MDF problem 
along the disciplines, similar to the CSSO architecture. However, in this 
architecture instead of transferring all the design variables to the disciplines, the 
local design variables are assigned to sub-problems and the shared design 
variables are assigned to the system problem [38]. 
Essentially, BLISS architecture is based on using a gradient-based path within 
the design space (i.e. also called sensitivity analysis) by constructing a linear 
approximation of the original problem [184]. In this architecture, the variables 
bound are pre-defined by the user in order to avoid moving to the parts of 
design space where the approximation is not sufficiently accurate.  
The BLISS problem formulation for the system problem and the sub-problems 
are given in Equation 3.17 and Equation 3.18, respectively. 
Minimise (𝑓0
∗)0 + (
𝑑𝑓0
∗
𝑑𝑥0
) ∆𝑥0    
with respect to ∆𝑥0    
subject to (𝑐0
∗)0 + (
𝑑𝑐0
∗
𝑑𝑥0
) ∆𝑥0 ≤ 0    
 (𝑐𝑖
∗)0 + (
𝑑𝑐𝑖
∗
𝑑𝑥0
) ∆𝑥0 ≤ 0  for   𝑖 = 1, … , 𝑁  
 ∆𝑥0𝐿 ≤ ∆𝑥0 ≤ ∆𝑥0𝑈    Equation 3.17 
 
Minimise (𝑓0)0 + (
𝑑𝑓0
𝑑𝑥𝑖
) ∆𝑥𝑖    
with respect to ∆𝑥𝑖    
subject to (𝑐0)0 + (
𝑑𝑐0
𝑑𝑥𝑖
) ∆𝑥𝑖 ≤ 0    
 (𝑐𝑖)0 + (
𝑑𝑐𝑖
𝑑𝑥𝑖
) ∆𝑥𝑖 ≤ 0    
 ∆𝑥𝑖𝐿 ≤ ∆𝑥𝑖 ≤ ∆𝑥𝑖𝑈    Equation 3.18 
Given that the BLISS architecture relies on linear approximations, repeating the 
evaluation of objective and constraint functions are not required when the 
gradient is available [187]. However, reliance on the linear approximation can 
be a potential pitfall itself when the problem is highly nonlinear. For such a case, 
a proper definition of the variables bound can help the convergence, whereas it 
requires prior knowledge about the design space [27]. 
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Many of the benchmarks available for original BLISS architecture [195], [196] 
argue that BLISS performance is not competitive comparing to the other MDO 
frameworks. The main drawback of this approach is the computational cost, 
which is the result of both the large number of discipline analysis and the high 
cost of calculating derivatives. 
3.5.3.3 Collaborative Optimisation (CO) 
The CO optimisation framework is a strategy to decompose the IDF problem 
along the discipline lines [27]. CO architecture is principled on independent 
optimisations at each discipline, whereas the disciplines are connected to each 
other through receiving copies of linking variables and sharing design variables 
(if there is any) at every iteration from the system level optimiser (i.e. copies of 
variables are also known as targets in many of references) [197]. Considering 
the capability of CO architecture to optimise the disciplines in parallel, combine 
with the CO’s simple process of data-sharing among the disciplines, makes this 
approach a strong candidate for optimisation of the multi-attribute optimisation 
problems with a small number of sharing design variables [32], [33], [35], [186].  
Accordingly, in CO framework, which is a bi-level hierarchal formulation, the 
duty of system-level optimiser is to minimise the design objective function, while 
the sub-system optimisers (i.e. at each discipline) are responsible to minimise 
the discrepancy between the system level targets and each discipline solutions 
in order to minimise the whole system inconsistency [32], [33], [35]. The 
optimisation formulation for the system problem is shown in Equation 3.19. 
Minimise 𝑓0(𝑥, ?̂?)    
with respect to 𝑥, ?̂?    
subject to 𝑐0(𝑥, ?̂?) ≤ 0    
 
𝑐𝑖
𝑐 = ‖?̂?𝑖 − 𝑥𝑖‖2
2 +
                     ‖𝑦?̂? − 𝑦𝑖‖2
2 = 0  
 
   for   𝑖 = 1, … , 𝑁 Equation 3.19 
?̂? is the copy of linking variables, and ?̂? is the copy of global design variables 
(i.e. copies of shared design variables between two or more disciplines ?̂?0) 
which are transferred to each discipline i as the target value to be met. These 
copies of variables are independent from each other which facilitate the CO 
architecture to solve the sub-problems in parallel. In this formulation, the 
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equality constraint 𝑐𝑖
𝑐 is responsible of preserving the system consistency 
trough ensuring both system level and subsystem level optimum solutions are 
agreeing on a single value. 
The optimisation problem at discipline i is:  
Minimise  ‖?̂?𝑖 − 𝑥𝑖‖2
2 + ‖𝑦?̂? − 𝑦𝑖‖2
2    
with respect to  𝑥𝑖 , 𝑦𝑖    
subject to  𝑐𝑖(𝑥𝑖, 𝑦𝑖) ≤ 0   Equation 3.20 
Where at each discipline the objective is to meet the targets transferred from 
the system level, i.e. by minimising the discrepancy between the subsystem 
level solution and system level copies of variables, while the local constraints at 
each discipline are also satisfied. Subsequently, the subsystem level solutions 
for the linking variables and shared variables will be returned to the system 
level. 
It is argued by Braun [197] that CO framework is mathematically equivalent to 
the IDF approach. In particular, if CO framework converges to a local solution 
where all the system level and subsystem level constraints are satisfied (𝑐0 ≤ 0, 
𝑐𝑖 ≤ 0, and 𝑐𝑖
𝑐 = 0) the solution must also be a local solution for the IDF 
approach. 
Some of the benefits of CO approach in comparison with single-level strategies 
are [33]: 
 The Optimisation process requires less system communication, which is 
due to capability of CO architecture to solve the discipline sub-problems 
independently.  
 Performs well for both hierarchical and non- hierarchical MDO problems.  
Regardless of these advantages, CO architecture has several major 
shortcomings that might affect the performance of this mathematical formulation 
for complex engineering problems. Some of these weaknesses can be 
summarised as:  
(i) Convergence difficulty because of high number of equality constraints that 
can lead into infeasibility at sub-problems [34], [198]. The whole system 
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consistency is often endangered if the subsystem level returns a 
significantly different solution for the interdisciplinary variables [199]. 
(ii) Slow convergence of gradient-based optimisation search algorithms 
because the constraint gradients at an optimal solution are zero vectors, 
which denote a failure in the satisfaction of Karush-Kuhn-Tucker optimality 
conditions [200].  
(iii) No convergent coordination strategy is defined to enable system problem 
decomposition to more than two levels of hierarchy [34]. 
In some cases, researchers have attempted to enhance the robustness of the 
CO architecture by addressing the above shortcomings [181], [198]. For 
example, some authors used gradient-free optimisers (e.g. genetic algorithm) 
instead of gradient based search algorithms to handle the troublesome 
constraints [201]. However, the gradient-free optimisers raised other issues 
such as increasing the number of required function evaluations. 
Despite the mathematical limitations of the CO architecture, this optimisation 
approach has been frequently used in industry, mostly for the aerospace design 
applications [35], [186]. 
3.5.3.4 Analytical Target Cascading (ATC) 
The ATC architecture was not originally designed as an optimisation framework 
to handle the multidisciplinary problems. This approach was developed as a 
strategy to propagate the desirable design targets (T) through a hierarchical 
system until a feasible design that can satisfy all the targets is achieved [42], 
[202]. Thus, if satisfying all the targets is unattainable, the architecture returns a 
design points which minimises the unattainability [27].  
Typically, this partitioning based organisation of the problem matches the 
systems engineering design problem from a product development point of view 
[42]. Figure 3.5 provides an automotive illustration of the function based 
hierarchical decomposition, where the utility function associated with the 
customer requirement (e.g. ‘torque demand’) is mapped to a functional 
requirement for the vehicle systems (e.g. powertrain – for which the main 
functional aim is to generate torque), which in turn is iteratively cascaded to the 
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relevant subsystems (e.g. engine) and components (air and fuel intake and 
spark – for a gasoline engine). The system needs to be designed in a way that 
the customer demand is met at any time, which requires coordination of targets 
cascaded from the customer down through the system hierarchy to each 
component, as well as bottom-up re-balancing to ensure that subsystem 
requirements are met.  
 
Figure 3.5: Illustration of Target Cascading in a vehicle systems engineering 
design 
Figure 3.6 illustrates the functional hierarchy in the systems engineering 
cascade for the example in Figure 3.5, as well as a comparison between the 
single-level design optimisation problem formulation as ‘all-at-once’ (AAO) [34], 
discussed in Section 3.5.2, on the left, and ATC, on the right. The main benefits 
of target cascading are the reduction in the analysis cost and time by 
decreasing the dimensionality of the optimisation problem (compared to all-at-
once optimisation), and at the same time maintaining the whole system 
consistency through the rebalancing-up [41], [42], [199]. 
 
Figure 3.6: Illustration of AAO and ATC for a vehicle systems engineering 
design 
Vehicle
Engine
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The mathematical formulation for the standard ATC architecture at the system 
level can be illustrated as: 
Minimise ‖𝑇 − 𝑓0‖2
2 + ∑ ‖𝑥?̂? − 𝑥𝑖‖2
2 + ‖𝑦?̂? − 𝑦𝑖‖2
2𝑁
𝑖=1 + 𝜖1 + 𝜖2    
with respect to 𝑥, ?̂?    
subject to 𝑐0(𝑥, ?̂?) ≤ 0    
 ‖𝑇 − 𝑓0‖2
2 ≤ 𝜖1    
 ∑ ‖𝑥?̂? − 𝑥𝑖‖2
2 + ‖𝑦?̂? − 𝑦𝑖‖2
2𝑁
𝑖=1 ≤ 𝜖2   Equation 3.21 
T is the design target, 𝑓0 is the system objective function, ‖ ‖ denotes a metric 
for discrepancy, ?̂? is the copy of linking variables, ?̂? is the copy of shared design 
variables, while 𝜀1 and 𝜀2 are deviation tolerances introduced to coordinate the 
subsystem level responses (as discrepancy between the target passed down 
and the response from the lower subsystems), and 𝑐0 is the vector of inequality 
and equality constraints imposed at the system level. 
The ATC cascade starts at the highest level of the system with a target, T, so 
the first optimisation is with respect to the discrepancy between the response 
and the target, i.e. ‖𝑇 − 𝑓0‖.  
After solving the system level optimisation problem, the copies of shared design 
variables ?̂? and linking variables ?̂? are passed down to the subproblems at each 
discipline i (i.e. subsystems) as the design target, and the solution of the 
subsystem level optimisation, 𝑥𝑖 and 𝑦𝑖, are returned to the system level [29], 
[41], [42], [199], [202]. In general, at each level in the hierarchy, the ATC 
optimisation problem formulation can be formulated as minimisation of the 
discrepancy between the cascaded design targets and the returned responses, 
subject to system design constraints being satisfied [29], [41], [42], [199], [202].  
Given the hierarchical decomposition of the ATC architecture and the 
information communication strategy in the system through propagation of 
targets, ATC is effectively working with the same principles as other multi-level 
MDO frameworks. Principally, system level objective of a standard ATC 
method, i.e. minimisation of the discrepancy between system targets and 
system responses [42], [202], can be simply modified to solve standard MDO 
problems. Several modified approaches have been discussed in literature [189] 
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in which the ATC cascade is not necessarily started with a specified target, 
reflecting product development situations where a design target is not 
necessarily known a priori. In such situations, the system level response is 
minimised at the top-level of the hierarchy (or system level) while the system 
consistency is preserved using a penalty function (∅). Subsequently, the 
solution is cascaded down to the lower levels as the target. Accordingly, the 
mathematical formulation of ATC architecture at the system level can be shown 
by [203]: 
The subproblem formulation for discipline i is given by: 
∅𝑖 denotes the penalty relaxation for discipline i, which is a function of 
discrepancy between the transferred target values for the variables (?̂?𝑖 and  ?̂?𝑖) 
and the optimisation variables (𝑥𝑖 and 𝑦𝑖). There are several types of penalty 
functions in literature, such as quadratic penalty function [204], Lagrangian 
relaxation [205], and augmented Lagrangian relaxation [206], which have been 
proposed to enhance the ATC convergence property by updating (i.e. 
increasing) the penalty weights until the desired consistency is achieved. 
The performance of ATC architecture in comparison with other Multi-level MDO 
architectures (i.e. CSSO, CO and BLISS) is studied by de Wit and Van Keulen 
[207]. In this research, it is shown that the ATC performance is competitive (i.e. 
in both solution quality and computational efficiency) compared to the other 
tested multi-level approaches.  
The ATC framework has been frequently applied in the automotive industry, for 
the field it was originally developed [27]–[29]. However, it also provides a useful 
Minimise  𝑓0(𝑥, ?̂?) + ∑ ∅𝑖(?̂?𝑖 − 𝑥𝑖 ,  ?̂?𝑖 − 𝑦𝑖)
𝑁
𝑖=1     
with respect to  𝑥, ?̂?    
subject to  𝑐0(𝑥, ?̂?) ≤ 0   Equation 3.22 
Minimise  𝑓𝑖(𝑥𝑖, 𝑦𝑖) + ∅𝑖(?̂?𝑖 − 𝑥𝑖 ,  ?̂?𝑖 − 𝑦𝑖)    
with respect to  𝑥𝑖 , 𝑦𝑖    
subject to  𝑐𝑖(𝑥𝑖, 𝑦𝑖) ≤ 0   Equation 3.23 
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architecture for the optimisation problems in other fields, such as aerospace 
[30], [31]. 
3.5.3.5 Comparison of ATC and CO Multi-Level MDO Approaches 
Both ATC and CO architectures have been frequently implemented in practice 
for optimisation of multi-attribute optimisation problems [27]–[29], [32], [33]. 
Fundamentally, it can be argued that both ATC and CO architectures are a 
strategy to decompose the IDF problem [27]. However, the main difference 
between CO and ATC formulations is that in ATC formulation the system 
consistency is ensured using a penalty function, while in CO the system 
consistency is maintained by an equality constraint. Another primary difference 
between ATC and other MDO approaches is the ability of ATC architecture to 
handle the multidisciplinary optimisation problems using a multi-level structure 
with more than two levels of hierarchy, i.e. by focusing on both targets and 
system variables.  
There are some other differences between CO and ATC frameworks. One of 
the differences which sometimes cause confusion is the meaning of ‘Target’ for 
these approaches. For CO approach ‘Target’ refers to design and linking 
variables while in ATC ‘Target’ refers to shared design variables, linking 
variables and the higher level responses [34]. Table 3.6 summarises some of 
the main properties of CO and ATC strategies: 
Property / Method ATC CO 
Intended usage Early product 
development 
(particularly in 
Automotive industry) 
Multidisciplinary 
analysis & product 
design (particularly in 
Aerospace field) 
Consistency constraints Relaxed penalty 
function  
Equality constraint 
Optimiser variables 𝑥, ?̂?, 𝑇  𝑥, ?̂?  
Problem structure Hierarchic General non-hierarchic 
Number of top level 
optimisation 
Multiple Single 
System consistency Proven Convergence ------ 
Robustness High Medium 
Table 3.6: Comparison of ATC and CO approaches 
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3.5.4 Hybrid Strategies: 
Sometimes an optimisation problem cannot be fitted in a standard optimisation 
formulation. Mostly it is hard to describe the complex optimisation systems with 
so many subsystems in a traditional design optimisation framework. Therefore 
to implement a proper optimisation method, a framework is required which 
consists of serial and parallel structures at the same time. Accordingly, hybrid 
methods can be customized to fit the best MDO optimisation framework for a 
specific engineering problem. An example of a collaborative model of hybrid 
hierarchical systems is shown in Figure 3.7. This system consists of a hierarchic 
system, which contains two subsystems, and a non-hierarchic system that also 
consists of two subsystems [208]. Sometimes it is possible to change a hybrid 
architecture to a standard MDO formulation by introducing additional variables 
and constraints, but breaking the system communication may lead in disturbing 
the design team [34].  
 
Figure 3.7: An example of a Hybrid MDO Framework [208] 
3.6 Review of Optimisation Strategies for Engine Calibration Optimisation  
In general, the complexity of the optimisation problem for the steady state 
calibration arises from the implicit two-stage structure of the Model Based 
Calibration (MBC) process, as illustrated by Figure 2.1:  
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(i) ‘Local’ optimisation stage, which aims to identify a set of ‘local’ (i.e. at 
each engine speed / load point) optimal solutions that satisfy local 
objectives and constraints. The local problem is often defined as a ‘trade-
off’ optimisation between main objectives [7], such as NOx and 
particulate emissions for a Diesel engine [209].  
(ii) ‘Global’ optimisation stage, which aims to identify a ‘global’ (i.e. over the 
engine speed / load operating envelope) solution from the local optimal 
sets. Generally, this is based on criteria associated with the overall 
targets for the engine or vehicle, such as overall fuel consumption and 
emissions over a specific drive cycle (e.g. NEDC emissions drive cycle) 
[210].  
Historically, the focus of optimisation methods development in MBC is often 
placed on the local optimisation task. Both single-objective and multi-objective 
optimisation formulations have been frequently used in literature, aiming to 
implement an efficient algorithm to identify viable local solutions. 
Millo et al. [211] formulated a turbocharged Gasoline Direct Injection (GDI) 
engine calibration problem using a single-objective optimisation approach, for 
both full load and part load. In this formulation, the calibration optimisation is 
formulated to maximise BMEP (Brake Mean Effective Pressure) in subject to 
Knock and brake torque constraints, aiming to define the optimum setting for 
calibration parameters (i.e. Air/Fuel ratio, spark angle and boost) at each 
minimap (engine speed / load operating condition). In this approach different 
types of gradient-based search algorithms were employed to solve the 
optimisation problem. 
Similarly, Sheridan et al. [59] and Popovic et al. [212] proposed a single-
objective formulation for calibration optimisation problem. Sheridan et al. [59] 
used a gradient based algorithm (Gradient descent algorithm) to maximize 
torque at each operating point in subject to exhaust temperature and engine 
stability constraints. In this investigation, the authors used two- stage modelling 
techniques with different types of approximation models, such as Radial Basis 
Function (RBF) models. In the same way, Popovic et al. [212] used variety of 
gradient based algorithms, such as Box and Wilson Steepest Descent (BWSD) 
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algorithm, to minimize Brake Specific Fuel Consumption (BSFC) at each 
minimap in subject to emission constraints. Popovic et al. [212] proposed this 
formulation for low and medium torque operating points to avoid the operating 
points with knock limitations. 
Identifying a global optimal solution for the engine calibration problem is often 
reduced to an exploratory search of local optimal solutions sets. Considering 
the requirements to fulfil global objectives, such as fuel consumption and 
emissions over the drive cycle, and also to ensure that other engineering criteria 
are met by the calibration, such as the smoothness of the actuator maps linked 
to driveability attributes [209], emphasises the need to implement efficient multi-
objective optimisation algorithms to identify viable local trade-off solutions, 
usually based on a Pareto optimal set [2], [21], [22]. 
Morton et al. [24] proposed to implement a multi-objective optimisation 
framework for a gasoline engine, using NBI search algorithm [170]. The main 
objective of this formulation was to minimize both BSFC and NOx emissions at 
each minimap subject to manifold pressure and exhaust temperature 
constraints. However, considering the dependency of NBI solution on the initial 
search point [170], this algorithm had to be run for several times to ensure that 
NBI was not trapped in a local optimum solution. 
So, to improve the calibration optimisation solution, Vossoughi and Rezazadeh 
[23] proposed to employ evolutionary multi-objective algorithms. They 
formulated the gasoline engine calibration problem as the trade-off between 
BSFC and NOx, similar to Morton et al. [24], using two different evolutionary 
multi-objective algorithms (i.e. Distance-Based Pareto Genetic Algorithm and 
NSGA-II). Similarly, Kaji and Kita [21], Kaji et al. [213], and Singh et al. [2] 
employed NSGA-II evolutionary algorithm to optimise the steady state 
calibration of a gasoline engine.  
Kaji and Kita [21] formulated the calibration optimisation problem as minimising 
fuel consumption and maximising torque at each minimap subjected to 
Combustion stability, to define the optimum solution for the each calibration 
parameter (i.e. . Fuel injection timing, Ignition timing, Air-fuel ratio and Valve 
control parameter). Also, Singh et al. [2] defined the optimum calibration setting 
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for the parameters (i.e. camshaft timings) through maximising torque and 
minimising SDNMEP (Standard Deviation of Net indicated Mean Effective 
Pressure), which is indicator of combustion stability, at each minimap with 
respect to the constraint on SDNMEP. In these papers, NSGA-II algorithm 
behaved robustly for determining the Pareto optimal solutions, as potential 
global solutions for the multi-objective optimisation problem, however; the 
convergence of this algorithm was slow. 
Seabrook et al. [22] employed two Pareto optimal sets, (1) BSFC versus load 
and (2) BSFC versus combustion stability indicator, instead of using a single 
objective approach to minimise the BSFC subject to a combustion stability 
constraint. Using these Pareto frontiers, the global calibration solution was 
selected by manually comparing the local optimum candidates, with respect to 
the other additional calibration requirements (e.g. map smoothness 
requirement). 
Although a multi-objective formulation, using Pareto optimal frontier, can 
empower the calibrator to manually select a feasible global optimum setting 
satisfying the calibrator preferences, it often results in difficulties with the global 
optimisation stage. This can be a very time consuming and iterative process, 
demanding calibration expertise in selecting a good set of global solutions, often 
requiring resampling from the local trade-off solutions set if global constraints 
cannot be met [43], and significant time and effort for the downstream 
calibration process. Attempts to address these difficulties for multi-objective 
approaches have been based on either: 
(i) Development of ‘global’ response models [62], i.e. across the engine 
speed / load operating envelope, incorporating engine speed and engine 
load as variables. Given the increasing number of calibratable variables, 
this approach could require extensive testing effort to generate models of 
sufficient quality to support optimisation.  
(ii) Combination of local and global optimisations in the same problem 
formulation. For example, Roudenko [214] suggested a multi-objective 
optimisation formulation to minimise fuel consumption (global 
optimisation) and noise (local optimisation) under the constraints for 
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global emissions (NOx and Soot) for a Diesel engine. However, the main 
shortcomings of this approach are the increase in the search space 
dimension, which reduces the computation efficiency.  
This defines the need for better optimisation frameworks and strategies to 
handle the high dimensional calibration optimisation problem while addressing 
the complex couplings between system control variables.  
Lifeng et al. [215] employed a hybrid MDO approach for a four-cylinder gasoline 
engine to handle both global (i.e. minimise the fuel consumption over the drive 
cycle) and local (i.e. maximize torque at each minimap) objectives concurrently 
subjected to local constraints (i.e. exhaust temperature and cylinder pressure 
constraints), no global constraint were set for this formulation.  
A similar approach was proposed by Yin [43] to implement a hybrid MDO 
framework (which is based on CO strategy), for optimally calibrating a complex 
diesel engine problem. The global objective of this formulation was to minimise 
the overall fuel consumption, subject to emission (i.e. NOx and Particulate 
Mass) and gradient constraints (i.e. maximum allowable range of change for 
calibration parameters by moving among minimaps). The local objective for this 
problem was to meet the requirements for noise and exhaust temperature at 
each minimap point. Applying a MDO approach for this problem enabled 
delivering a global calibration setting by optimising both levels of optimisation 
simultaneously, both global and local levels, without any need for a posteriori 
analysis (e.g. analysis of Pareto trade-off solutions). Yin [43] showed that MDO 
approaches are quite flexible frameworks for complex systems and can be 
efficiently implemented for engine calibration problems. 
A summary of reviewed papers in this section, regarding application of various 
optimisation algorithms for engine calibration optimisation problems, is 
presented in Table 3.7.  
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Reference Optimisation Approach  Optimisation Process 
Millo et al. 
[211] 
Single Objective Optimisation 
approach/ five different 
algorithms are also applied 
and compared: Brent Method, 
Discrete-grid bisection, 
LSGRG, NLPQL and Hooke-
Jeeves Direct Search. 
Maximising brake torque, 
subject to knock and brake 
torque constraints. 
Sheridan et 
al. [59] 
Single Objective Optimisation 
approach/Gradient descent 
algorithm. 
Maximize Torque, subject to 
exhaust temperature and engine 
stability constraints. 
Popovic et 
al. [212] 
Single Objective Optimisation 
approach/different Gradient-
based algorithms such as Box 
and Wilson Steepest Descent 
(BWSD). 
Minimize BSFC, subject to 
exhaust temperature and engine 
stability. 
Morton et al. 
[24] 
Multi-Objective Optimisation 
approach/ NBI algorithm. 
Minimise BSFC and NOx, 
subject to manifold pressure and 
exhaust temperature 
constraints. 
Vossoughi 
and 
Rezazadeh 
[23] 
Multi-Objective Optimisation 
approach/ two types of multi-
objective genetic algorithms 
(NSGA and DPGA). 
Minimise BSFC and NOx, 
subject to manifold pressure and 
exhaust temperature 
constraints. 
Kaji and Kita 
[21]  
Multi-Objective Optimisation 
approach/ NSGA-2 algorithm. 
Minimise fuel consumption and 
maximise torque, subject to 
combustion stability. 
Kaji et al. 
[213] 
Multi-Objective Optimisation 
approach/ NSGA-2 algorithm. 
This approach aims to select the 
optimum solution for input 
parameters, such as ignition 
timing and fuel injection timing, 
by studying the ‘HC-NOx’ trade-
off. 
Singh et al. 
[2] 
Multi-Objective Optimisation 
approach/ NSGA-2 algorithm. 
Maximise Torque and minimise 
SDNMEP, subject to SDNMEP 
constraints. 
Seabrook et 
al. [22] 
Multi-Objective Optimisation 
approach 
Studying fuel consumption 
trade-offs versus combustion 
stability, and also load, at each 
minimap to select the best 
global solution. 
Lifeng and 
Yunqing 
[215] 
Multi-Disciplinary Optimisation 
approach. 
A hybrid MDO approach is 
applied to minimise the overall 
fuel consumption and maximise 
torque at each operating point. 
Yin [43] Multi-Disciplinary Optimisation 
approach/ Standard GA and 
fmincon algorithms. 
A hybrid MDO approach is 
implemented to minimise the 
overall fuel consumption, 
subject to several constraints. 
Table 3.7: Summary of reviewed literature on applying optimisation techniques 
for steady state calibration problems 
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3.7 Summary 
In this chapter, some of the frequently used optimisation strategies are reviewed 
within three main categories:  
- Single-objective optimisation strategies, which have been developed to 
solve the optimisation problems with a single objective, such as classical 
algorithms (e.g. gradient-based, direct search) and evolutionary algorithms 
(e.g. GA and PSO). The efficiency of different single-objective optimisation 
algorithms are compared in Table 3.1. According to the existing literature, 
the evolutionary algorithms can significantly increase the chance of finding 
the global optimum solution, however; they are computationally more 
expensive than the classical methods. 
- Multi-objective optimisation strategies, which have been developed to solve 
the optimisation problems with multiple objectives by providing the Pareto 
frontier, such as classical methods (e.g. one-at-a-time and simultaneous 
techniques) and evolutionary algorithms (e.g. NSGA-II). As illustrated in 
Table 3.3, among the reviewed multi-objective optimisation strategies 
NSGA-II has the ability to provide a uniformly distributed Pareto frontier 
independent from the function continuity. 
- Multidisciplinary design optimisation strategies, which have been developed 
to solve the complex optimisation problems through architectural 
decomposition of the problem into a number of sub-optimisation problems 
(i.e. disciplines), while addressing the coupling among the variables. The 
MDO strategies are studied within two main categories, single-level (e.g. 
SAND, IDF and MDF) and multi-level (e.g. CSSO, BLISS, CO and ATC) 
MDO strategies. The efficiency of different MDO approaches are compared 
in Table 3.5 and Table 3.6. Table 3.5 shows that among the single-level 
MDO approaches only IDF has the potential to decompose an optimisation 
problem into a hierarchical structure, while SAND and MDF architectures 
have an absolute non-hierarchical nature. Also, based on the reviewed 
literature summarised in Table 3.6, ATC has shown a highly robust 
convergence behaviour for complex problems. Moreover, only ATC has the 
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ability to decompose an optimisation problem into more than two 
optimisation levels. 
The existing literature on application of optimisation strategies to solve the 
steady state engine calibration problems is also reviewed in this chapter. Based 
on the review, although the conventional calibration optimisation strategies, 
which are mainly based on single-objective and multi-objective optimisation 
strategies, have the potential to find an optimum solution, they cannot 
guarantee to find the global optimum solution and the optimisation process is 
often iterative and time consuming. 
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Chapter 4: Research Methodology 
4.1 Introduction 
The main aim of this research is to enhance the steady state engine mapping 
and calibration procedure and validate it through case studies. The purpose of 
this chapter is to define the methodology for research based on the critical 
review of the current state in literature and a deeper review of the problem. The 
organisation of the chapter is as follows: 
 Outline the GDI engine case study. 
 Describe the research methodology taken to conduct the steady state 
engine mapping and calibration process for the GDI engine, including: 
design of experiment, experimental set-up, response surface modelling, 
and calibration optimisation. 
 Outline the diesel engine case study and the corresponding research 
objectives. 
 Provide the list of software packages and toolboxes used to conduct the 
research. 
 Summarise the research plan of the following chapters. 
 
4.2 GDI Engine Case Study  
4.2.1 Analysis of GDI Engine Case Study 
The GDI engine case study focused on the hot steady state mapping and 
calibration of a 5-litre naturally aspirated V8 Gasoline Direct Injection (GDI) 
engine with multiple injections ECU capability (i.e. AJ133 Jaguar engine).  
The methodology adopted to conduct the GDI engine mapping and calibration 
process was based on the steady state model based calibration process [1]–[8], 
discussed in Section 2.2, as illustrated in Figure 4.1. This process starts with an 
analysis of the engine control parameters and responses of interest at each 
engine speed / load point, followed by planning DoE experiments, steady state 
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data collection on the engine dynamometer, fitting and validating engine models 
based on the collected data, and implementing an optimisation framework using 
the fitted response models. 
 
Figure 4.1: Steady state Model Based Calibration process applied for the GDI 
engine 
A preliminary step is to establish the engine speed – engine load points (often 
called minimaps) for the steady state engine mapping. For the purpose of this 
study, which had a primary objective of developing a detailed characterisation of 
factors affecting the particulate number emissions, steady state engine tests 
were limited to 6 engine speed (rpm) / engine load (Nm) points, detailed in 
Table 4.1. These minimap points were selected by the sponsoring company to 
be representative of the part load operation of the engine within the testing 
capability of the facility. Figure 4.2 shows the full set of steady state minimaps 
used for the steady state calibration; the circles illustrate the 6 steady state 
minimaps selected for this study, detailed in Table 4.1. The weights (wi) in Table 
4.1 indicate the equivalent residency time for each minimap point, expressed as 
a proportion of the overall NEDC drive cycle time of 1186 seconds [20], for a 
target vehicle application of the engine. Figure 4.3 shows the AJ133 GDI engine 
cloud of residency points, representing the second-by-second predicted speed / 
load engine operating conditions over the NEDC drive cycle using three 
different vehicle applications (i.e. ‘X250 10MY AJ133NA’, ‘X250 13MY 
AJ133NA’, and ‘L405 13MY AJ133NA’). The weights given in Table 4.1 are 
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associated with the ‘X250 10MY AJ133NA’ application, which was proposed by 
the sponsoring company. These weights (wi) have been calculated by adding 
up the seconds that engine spends at the residency points associated with 
nearest minimap point over the 1186 seconds of NEDC test duration.  
Test Point 
(minimap) 
Engine 
Speed (rpm) 
Engine Load 
(Nm) 
Weight (%) 
1 700 28 0.47 
2 1500 41 0.31 
3 1250 125 0.09 
4 1500 105 0.07 
5 2000 81 0.03 
6 2000 199 0.02 
Table 4.1: AJ133 GDI engine minimap points 
 
Figure 4.2: AJ133 GDI engine operating conditions within speed / load 
coordination (provided by Jaguar Land Rover) 
 
Figure 4.3: AJ133 GDI engine residency points during a NEDC test, for 3 
different gearbox simulations (provided by Jaguar Land Rover) 
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4.2.2 Calibration Parameters and Responses 
The GDI engine controllable calibration parameters of interest include: 
1) Valve timing: Calibration of both Inlet Valve Opening (IVO) and Exhaust 
Valve Closing (EVC) parameters affects the mixture quality through 
controlling the air path, which provides fresh air and charge motion, and 
consequently affects the fuel atomization and evaporation [46]. Also, valve 
overlap, which is the time that both intake and exhaust valves are open (i.e. 
controlled by IVO and EVC), can affect the combustion stability. The effects 
of valve overlap are significantly based on the generated wave pressures at 
each steady state speed / load operating point [216]. In an ideal overlap 
situation, the fresh air replaces the exhaust gasses in the cylinder without 
passing through the exhaust system, which allows exceed fresh air in the 
cylinder. However, overlap is not efficient for all engine speed / load 
operating points. Generally, overlap is beneficial to torque at engine high 
speed and loads, whereas; it can have significant negative effects on 
emissions at lower speeds [217], [218].  
2) Fuel Rail Pressure (FRP): Calibration of fuel rail pressure affects the fuel 
atomization and vaporization process. In general, increasing fuel pressure 
results in better fuel mixture quality due to better fuel atomization and 
evaporation, which consequently reduces the Pn. However, very high 
pressure fuel injection can cause the wall wetting problem [46]. 
3) Spark Timing (ST): The spark timing parameter can affect the emissions 
and fuel consumption by controlling the combustion timing. At a given speed 
/ load operating point, retarding spark timing can lead to emission reduction 
due to late combustion and high exhaust gas temperature. However, 
retarded ignition can result in a penalty for fuel consumption [46]. 
4) Start of Injection (SOI): The start of injection parameter influences the 
engine responses significantly (e.g. emissions and fuel consumption) by 
controlling the available time for fuel to be atomised and evaporated before 
the combustion stage, which directly affects the fuel mixture quality [216]. 
Generally, for a GDI engine with single-injection strategy late injection is 
preferred at partial load operating conditions, which results in a stratified 
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charge by injecting the fuel during the combustion stroke. However, at 
higher load minimap points, early injection is desired which causes 
homogeneous charge by injecting fuel during the intake stroke [219]. 
Multiple injection events (i.e. double injections) were also considered  for some 
of the engine speed / load operating points, since it was expected that using a 
multiple injection strategy for GDI engines would reduce particulate number 
(Pn) emissions and improve the fuel economy [46]. Accordingly, the fuel 
injection process using single injection strategy is controlled by 1 parameter, 
start of injection (SOI). However, for using double injection strategy, the 
injection process is controlled through 3 calibration parameters: Start of the first 
injection (SOI1), the delay between injection 1 and injection 2 (Delay), and 
proportion of total fuel injected in injection 1 (Ratio). The GDI engine calibration 
parameters and their engineering units are summarised in Table 4.2.  
Code Name Unit 
IVO Inlet Valve Opening deg ATDC 
EVC Exhaust Valve Closing deg ATDC 
FRP Fuel Rail Pressure MPa 
ST Spark Timing deg ATDC 
SOI1 Start of Injection 1 deg BTDC 
Delay Delay between injection 1 and injection 2 ms 
Ratio Proportion of total fuel injected in injection 1 % 
Table 4.2: Engine control variables for the GDI engine case study 
The GDI engine responses of interest with their engineering units are listed in 
Table 4.3. In this table, fuel consumption (FC) and emissions (Pn, HC, CO, CO2 
and NOx) are called global responses with the sense that calibration engineers 
are interested in the cumulative values of these responses over the drive cycle 
(i.e. NEDC), which is calculated for each global response F using Equation 4.1. 
In this equation, 𝑤𝑖 denotes the residency weight for each minimap point as 
given in Table 4.1. 
Calibration engineers are also concerned about the local responses at each 
minimap point, which are important to deliver a stable combustion process. In 
Table 4.3, CoV(IMEP) and sdNMEP responses denote the combustion stability 
𝐹 = ∑ 𝑤𝑖  × 𝐹𝑖
11
𝑖=1   Equation 4.1 
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at each minimap point . Based on the specified requirements by the sponsoring 
company, the combustion stability threshold for minimap points with Net Mean 
Effective Pressure (NMEP) more than 3 bar is set to ‘CoV(IMEP) < 3%’ and for 
minimap points with NMEP less than 3 bar is set to ‘sdNMEP < 0.1 bar’. 
Moreover, the maximum allowable exhaust temperature (Text) at each minimap 
point is limited to 800 oC. 
Engine Response of Interest Coded Name Unit 
Fuel Consumption FC kg/hr 
Particulate Number Pn p/ccm 
Exhaust gas HC HC ppm 
Exhaust gas CO CO vol % 
Exhaust gas CO2 CO2 vol % 
Exhaust gas NOx NOx vol % 
Exhaust Temperature Text 
oC 
Coefficient of Variation of the Indicated Mean 
Effective Pressure 
CoV(IMEP) % 
Standard Deviation of the Net Mean Effective 
Pressure 
sdNMEP bar 
Table 4.3: GDI engine responses 
Figure 4.4 summarises the GDI engine calibration parameters associated with 
the ECU control strategy, and main responses of interest for calibration 
optimisation at each minimap point.  
 
Figure 4.4: GDI engine control parameters and responses 
 
4.2.3 Engine Mapping DoEs 
There was a requirement to develop a DoE strategy which not only enables a 
wide exploration of the variables space (i.e. to define the effective calibration 
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parameters on the key engine responses and determine the final design space 
for each calibration parameter) but also facilitates a higher testing efficiency 
compared to the commonly used “one-shot” DoE strategies in practice [22], 
[24], [58], [73]–[75], [86], [136], [220]. The review of available literature on 
application of “one-shot” DoE strategies for the steady state engine mapping 
problems showed that there are some limitations to use these standard DoE 
strategies. Some of the limitations are the requirements of having prior 
knowledge regarding: the type of approximation models to represent the engine 
responses, the final design space for each calibration parameter (i.e. for 
Classical and Optimal DoEs), and the total number of required test points (i.e. 
for Classical, Optimal and Space filling DoEs).  
Sequential DoE strategies have been introduced in literature as efficient DoE 
strategies for the engineering applications when not enough information 
regarding the system is available (e.g. model type, design space region of 
interest, and total number of test points) [96], [100], [105], [106]. An efficient 
sequential DoE strategy has the potential to address the ‘one-shot’ DoE 
limitations by flexibly adapting to the requirements of modelling complexity of 
responses, through the sequential modification of the experimental design [96], 
[100], [105], [106]. 
Accordingly, the research objective of enhancing the steady state engine 
mapping process is to develop a novel sequential DoE strategy, i.e. called 
Model Building – Model Validation (MB-MV), and validate it on the GDI engine 
case study. This exploration based sequential DoE strategy is designed based 
on using batches of OLH space filling DoEs [9], [11], [94] as the basis for 
subsequent DoE modifications, until the model accuracy is satisfactory. The 
reason of using OLH designs is the unique property of this DoE strategy to 
evenly cover the whole range of each design variable, as discussed in Section 
2.3.3. 
4.2.4 Engine Testing 
4.2.4.1 Experimental Setup for Engine Dynamometer Testing 
The engine set-up for the GDI engine case study at powertrain testing facility at 
the University of Bradford is shown in Figure 4.5 [221]. The GDI engine was 
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attached to a transient AC dynamometer. The steady state control method 
chosen was ‘speed-torque’, whereby the chosen engine speed would be 
maintained at the desired load by adjusting throttle position. Considering that 
the GDI engine case study was based on the ‘hot’ cycle of the GDI engine 
calibration problem, engine coolant was maintained at 90°C through external 
conditioning. Fuel was supplied to the high pressure fuel pump at 3 bar and 
20°C. Ambient humidity, temperature and atmospheric pressure were all 
monitored but not controlled. A sampling rate of 1Hz was used and data was 
recorded for 60 seconds and time-synchronised between data sources. 
Fuel consumption was measured using a fuel mass-flow meter that operates 
using a Coriolis sensor, which corrects for any density fluctuations. The engine 
was supplied with fuel from a loop that circulates via the fuel conditioner, which 
maintains the fuel temperature when there was low or zero flow. Gaseous 
emissions were sampled pre-catalyst from both banks in a 50/50 ratio and 
analysed using a HORIBA MEXA-9100 emissions bench. The particulate 
sample line was situated 3.2m downstream of the exhaust manifold (a pseudo 
tail-pipe position) and measurements were made using an AVL Condensation 
Particle Counter sampling raw exhaust gas. The instrument counts particles 
between 23nm and 2.5µm, i.e. the range specified in the proposed EURO VI 
legislation. 
In-cylinder pressure measurement was available via an AVL Indi-Smart system 
and an ETAS-INCA interface with the engine ECU allowed engine parameters 
to be monitored and actuator settings to be controlled. 
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Figure 4.5: Schematic of the GDI engine test set-up at University of Bradford 
research centre 
 
4.2.4.2 Steady State Engine Test Procedure 
To acquire data that are representative of the chosen test configuration 
(actuator settings), the engine must be operating in a steady state condition. For 
the purposes of this investigation verification of steady state was achieved 
through the monitoring of certain critical temperatures. Engine coolant and oil 
temperatures change following a modification to operating conditions (speed 
and/or load). Engine oil is regulated internally via a 20kW oil-water heat 
exchanger, thus stabilizes shortly after the coolant temperature settles. Oil 
viscosity and thus friction losses are kept constant during testing by maintaining 
these temperatures. 
A third temperature, exhaust plenum skin, is monitored in addition to the engine 
fluids. This value is measured immediately downstream of the exhaust manifold 
and before the catalyst (see Figure 4.4). When the value from this thermocouple 
changes by less than 1% over sixty seconds, a steady state operating condition 
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is assumed. This additional thermocouple was chosen to help establish when 
the engine had reached steady state. Particulate emissions are susceptible to 
variations in conditions both during and post combustion [222] and can continue 
to change for a significant duration following a change in speed and load. 
Exhaust plenum skin temperature indicates when the exhaust gas temperatures 
are stable, thus ensuring data are representative of the operating conditions. By 
following this strict test protocol, accurate and properly representative data are 
recorded which maximises the data quality used for model building. 
In order to ensure that high quality data is consistently collected, a process has 
been set up where each data collection event was preceded by a baseline test 
with steady state data collected at a specific test point. In line with current test 
practice [223] data from repeat measurements was evaluated in terms of the 
coefficient of variation (CoV), which is calculated as the ratio of the sample 
standard deviation to the sample mean. The benefit of using CoV is that 
parameters of different orders can be compared and monitored during testing. 
This process was integrated with the routine test bed checks before any data 
were collected at steady state. Based on the analysis of the daily baseline tests, 
control charts could be established to ensure quality test data is consistently 
collected.  
The collected data at each steady state operating condition was provided in 
Microsoft Office EXCEL format, containing values for responses of interest 
corresponding to the DoE test points. An example of the EXCEL data sheet is 
given in Appendix I. 
4.2.5 Engine Response Modelling and Validation 
Matlab Model Based Calibration (MBC) ToolboxTM [25] was used to characterise 
the engine responses of interest as a function of the calibration parameters, by 
fitting different types of statistical models (e.g. Polynomials and RBFs) to the 
collected data. A wide range of Radial Basis Function (RBF) models [121] with 
different Kernel functions were employed, due to ability of this modelling 
technique to learn the complex relationship between the parameters and 
responses [123], which would consequently result in fewer measurement 
requirements [131]. Moreover, considering the generalization capability of RBF 
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models to confront the missing and noisy data [123], these models were a 
suitable modelling candidate for the proposed DoE strategy (i.e. MB-MV DoE 
strategy).  
The fitted approximation models were validated based on statistical criteria, e.g. 
PRESS-RMSE [224] and validation RMSE [156], as well as engineering 
judgement through analysis and validation of engineering trends [225].  
4.2.6 Calibration Optimisation 
4.2.6.1 Research Plan for Calibration Optimisation 
The calibration study for the AJ133 GDI engine was particularly focused on 
developing an optimal calibration to meet forthcoming emission legislation 
(EURO VI) based on particulate number (Pn), while minimising fuel 
consumption. 
The conventional 2-stage calibration optimisation approach, which is a common 
practice for the steady state engine calibration [2], [21]–[24], is based on solving 
the calibration problem within 2 independent optimisation levels (‘local’ and 
‘global’ levels), as discussed in Section 3.6. It can be argued based on the 
available literature that the 2-stage approach cannot deliver the optimum 
calibration solution since it solves the two levels of optimisation separately. In 
this research, the objective of applying the conventional 2-stage calibration 
optimisation approach for the GDI engine case study, using the fitted engine 
response models at the mapping stage via applying the MB-MV DoE strategy, is 
to critically investigate advantages and disadvantages of this optimisation 
formulation. 
Multidisciplinary Design Optimisation (MDO) frameworks have been introduced 
in literature as efficient optimisation techniques to deal with high dimensional 
optimisation problems with strong coupling interactions [27]–[33], as discussed 
in Chapter 3. These frameworks have the potential to address the shortcomings 
of the conventional 2-stage optimisation approach by solving the two levels of 
steady state calibration optimisation problem concurrently.  
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Accordingly, the research objective of the GDI engine calibration optimisation 
problem is to apply MDO optimisation methods to reformulate the steady state 
calibration optimisation problem in a way coherent with the 2-level structure of 
the model based calibration optimisation problem (i.e. both ‘local’ and ‘global’ 
levels). After reviewing the available literature on application of MDO 
frameworks to solve the complex engineering problems [27]–[34], [186], it was 
decided to apply 3 of the frequently used MDO optimisation architectures to 
formulate the GDI engine steady state calibration optimisation problem, as 
following:  
 Multidisciplinary Feasible (MDF): MDF is a single-level non-hierarchical 
MDO approach [39] which is strongly capable of handling both local and 
global optimisation levels simultaneously [197]. The main reason for using 
the MDF optimisation strategy is the similarity of this optimisation 
technique to the optimisation approaches used by the currently available 
commercial calibration toolboxes in automotive industry, such as CAMEO 
ToolboxTM [226].  
 Collaborative Optimisation (CO): CO is a bi-level MDO approach which 
has been a popular optimisation technique for solving the optimisation 
problems with many coupling interactions among the parameters [33], 
[186], [197]. The main reason of applying the CO optimisation approach is 
that it has been frequently suggested in literature as a benchmark to 
investigate the performance of other MDO approaches [27]. A unique 
advantage of applying a CO framework is the fewer number of 
optimisation tune up parameters than the other hierarchical MDO 
approaches [33].  
 Analytical Target Cascading (ATC): ATC is a multi-level MDO approach. 
The main motivation to apply the ATC optimisation approach is that ATC 
was originally developed for automotive industry (i.e. engineering product 
development area [42]). The main advantage of ATC approach compared 
to the other hierarchical MDO approaches is the robust convergence 
behaviour of this approach for large-scale optimisation problems. 
108 
 
Furthermore, given that double injection events was considered for some of the 
GDI engine minimap points, the model based calibration process for this case 
study (see Figure 4.1) is conducted for two independent calibration cases:  
 Calibration problem ‘Case 1’: GDI engine with Single Injection (SI) 
strategy; 
For this calibration problem, the steady state model based calibration 
process is conducted over the 6 speed / load operating conditions shown 
in Table 4.1 using the single injection strategy, as illustrated in Table 4.4. 
 Calibration problem ‘Case 2’: GDI engine with Double Injection (DI) 
strategy; 
In this case of calibration, the steady state model based calibration 
process is conducted over minimap points 1 and 2 using the single 
injection strategy (similar to calibration case 1) and minimap points 3 to 6 
using the double injection strategy, as illustrated in Table 4.4. For minimap 
points 1 and 2 the amount of fuel injection at the steady state speed / load 
operating conditions was not enough to have more than a single injection.  
Case \ Minimap 1 2 3 4 5 6 
Case 1 SI SI SI SI SI SI 
Case 2 SI SI DI DI DI DI 
Table 4.4: GDI engine Calibration cases using different injection strategies 
 
4.2.6.2 Benchmark Calibration Solution for the GDI Engine Case Study 
The current calibration for the GDI engine case study, which was set by the 
sponsoring company, was used as the benchmark solution. Table 4.5 illustrates 
the benchmark calibration setting for the variables at each minimap point, and 
the corresponding response values for FC and Pn. Also, the overall FC and Pn 
values which are calculated using Equation 4.1 are shown in this table. 
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Speed/Load 
(rpm – Nm) 
IVO 
(ATDC) 
EVC 
(ATDC) 
FRP 
(MPa) 
SOI 
(BTDC) 
Weight 
(%) 
FC 
(kg/hr) 
Pn 
(p/ccm) 
700-28 50 -6 3 290 0.47 1.56 8.74E+04 
1500-41 50 8 5 290 0.31 3.56 7.86E+05 
1250-125 50 37 9 305 0.09 4.75 1.08E+06 
1500-105 50 33 11 306 0.07 5.12 1.39E+06 
2000-81 50 30 11 300 0.03 5.89 1.37E+06 
2000-199 50 43 14 293 0.02 10.73 1.68E+06 
     
Overall 2.94 5.38E+05 
Table 4.5: Baseline calibration solution for the GDI engine, set by JLR  
 
4.3 Diesel Engine Case Study 
The main objective of the diesel engine case study is to validate the applicability 
of using MDO architectures (i.e. MDF, CO and ATC) to solve the steady state 
calibration optimisation problems. One of the shortcomings of the GDI engine 
case study is that it is not a full calibration problem, i.e. covering the full engine 
speed / load space, since it was tested within the testing capability of University 
of Bradford testing facility. Therefore, an alternative case study was provided by 
the sponsoring company, which is based on full calibration of a diesel engine. 
The main reason of using an alternative case study is the need of applying the 
MDO frameworks on a highly constrained optimisation problem to demonstrate 
the full potential of MDO frameworks [27]. For the diesel engine case study, all 
the required information (i.e. steady state data and engine response models) 
was provided by the sponsoring company.  
4.3.1 Case Study Outline 
The diesel engine case study is based on the engine dynamometer experiments 
conducted in Jaguar Land Rover (JLR) test cell for the hot steady state 
calibration of an EU6 passenger car diesel engine. Steady state dynamometer 
test data was collected at 11 minimap points, which were selected to be 
representative of the engine residency across a range of drive cycle for a target 
vehicle application. Table 4.6 illustrates the selected minimap points and the 
corresponding residency (wi) in the NEDC emissions drive cycle. 
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Test Point 
(minimap i) 
Engine 
Speed (rpm) 
Engine 
Load (Nm) 
Weight (wi) 
(%) 
1 1000 95 0.15 
2 1250 48 0.18 
3 1250 84 0.21 
4 1250 190 0.07 
5 1350 25 0.07 
6 1500 72 0.08 
7 1500 143 0.1 
8 1500 238 0.01 
9 1750 131 0.04 
10 1750 190 0.06 
11 2000 240 0.03 
Table 4.6: Diesel engine minimap points 
Figure 4.6 summarises the engine calibration parameters and responses for the 
Diesel engine. These parameters and responses are detailed in Table 4.7 and 
Table 4.8, respectively. The steady state data collection process was conducted 
at JLR using on-line testing facilities. CAMEO ToolboxTM was used to plan the 
DoE strategy based on the calibration parameters (Table 4.7) and fit the engine 
response models of interest (Table 4.8). Accordingly, an adaptive D-Optimal 
DoE design with additional space filling infill test points was planned to collect 
data from each of the 11 steady state minimap operating points. Using this DoE 
strategy, the infill points were added to the initial D-Optimal design once the 
Convex hull (or Convex envelope) [227] had been determined. Convex hull was 
used to define the minimal convex which contains all the feasible tested DoE 
data points, to be established as the final design space. The number of 
calibration variables used at each minimap point was different across the 
engine speed / load operating space, as shown in Table 4.9. Accordingly, the 
number of DoE points collected at each minimap point, listed in Table 4.9, was 
adjusted to reflect the number of variables used and the desired model 
accuracy [223]. Subsequently, response models were fitted for each engine 
response (Table 4.8) on the test data collected at each minimap point, using 
CAMEO ToolboxTM. Cubic models were found to be adequate, and each model 
was validated based on both statistical indicators and engineering judgment.  
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Figure 4.6: Diesel engine control parameters and responses 
Calibration Parameter Symbol Unit 
Air mass flow AFS mg/stroke 
Boost pressure set point BP hPa 
Low pressure EGR fraction LP % 
Main injection timing MIT BTDC 
Post injection quantity IQ mg/inj 
Fuel rail pressure FRP hPa 
Table 4.7: Engine control variables for the diesel engine 
Calibration Responses Symbol Unit 
Fuel consumption  FC kg/hr 
Particulate matter Pm gr/hr 
NOx  NOx gr/hr 
Combustion Noise  Noise dB 
Table 4.8: Calibration responses for the diesel engine 
Minimap AFS BP LP MIT IQ FRP Test 
1       128 
2     NA  117 
3       80 
4     NA  125 
5  NA   NA  82 
6       127 
7       127 
8     NA  122 
9     NA  170 
10     NA  116 
11     NA  66 
Table 4.9: List of DoE parameters and sample size of each minimap point 
 
Among the engine responses listed in Table 4.8, fuel consumption (FC) and 
emissions (Pm and NOx) are global responses, which are calculated over the 
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NEDC drive cycle using Equation 4.1 (i.e. 𝑤𝑖 is given in Table 4.9). Moreover, 
the combustion noise (Noise) is a local response which was measured at each 
minimap point. 
The calibration study for the diesel engine case study was focused on defining 
the optimal setting for the calibration parameters (i.e. 58 calibration parameters 
in total) to minimise the fuel consumption over the NEDC drive cycle, while 
satisfying the constraints for emission legislation (Table 4.10) and combustion 
noise (Table 4.11).  
The upper limits for overall NOx and Pm (i.e. global responses) are illustrated in 
Table 4.10, which are set based on the engineering calibration targets for the 
hot calibration of the diesel engine. Also, the upper limits for combustion noise 
(i.e. local response) are set at each minimap point i (Ei), given in Table 4.11. 
Constraint Limit 
Overall NOx (gr/hr) 6.9 
Overall Pm (gr/hr) 3 
Table 4.10: Global constraints (upper limits) over the NEDC drive cycle 
Minimap 1 2 3 4 5 6 7 8 9 10 11 
Ei 73 75.5 78 --- 72.5 79 80 80 --- 81 83 
Table 4.11: Local constraint (upper limits) for Noise at each minimap point (Ei) 
 
4.3 2 Benchmark Calibration Solution for the Diesel Engine Case Study 
The benchmark solution for the diesel engine case study is the current engine 
calibration, which was set by the sponsoring company. This solution was 
generated by JLR calibration team using the AVL CAMEO optimisation toolbox. 
In this toolbox, the optimisation problem was formulated using a single-objective 
optimisation framework, aiming to minimise the fuel consumption over the 
NEDC drive cycle, subject to the constraints for emission legislation (Table 
4.10) and combustion noise (Table 4.11). Accordingly, the problem formulation 
using the CAMEO toolbox is illustrated in Equation 4.2. 
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Objective:  
Minimise    ∑ 𝑤𝑖 × 𝐹𝐶 (𝑋𝑖)
11
𝑖=1   
With respect to 
𝑋𝑖 = (AFS𝑖 BP𝑖 LP𝑖 MIT𝑖 IQ𝑖  FRP𝑖) 
Subject to: 
𝑔𝑠1 = ∑ 𝑤𝑖 × 𝑃𝑚 (𝑋𝑖)
11
𝑖=1 ≤ 3  
𝑔𝑠2 =  ∑ 𝑤𝑖 × 𝑁𝑂𝑥 (𝑋𝑖)
11
𝑖=1 ≤ 6.9  
𝑔𝑠1𝑖 = 𝑁𝑜𝑖𝑠𝑒(𝑋𝑖) ≤ 𝐸𝑖  
𝑔𝑠2𝑖 =  𝐶(𝑋𝑖) ≤ 0  
𝑋𝑖
𝑚𝑖𝑛 ≤ 𝑋𝑖 ≤ 𝑋𝑖
𝑚𝑎𝑥       𝑖 = 1, … ,11 
 
 
 
 
 
 
 
 
 
 
Equation 4.2 
Where, i indicates the number of minimap points,  𝑤𝑖 represents the equivalent 
residency time for each minimap point i at NEDC drive cycle as given in Table 
4.6, 𝑔𝑠1 and 𝑔𝑠2 are the global constraints for overall Pm and NOx, respectively, 
𝑔𝑠1𝑖 is the local constraint for the combustion noise upper limit (𝐸𝑖) at each 
minimap point i as illustrated in Table 4.11, 𝑔𝑠2𝑖 is the convex hull constraint for 
each minimap point i which defines the feasible design space for each 
parameter, 𝑋𝑖 denotes the calibration parameters at minimap point i as 
illustrated in Table 4.7, and 𝑋𝑖
𝑚𝑖𝑛 and 𝑋𝑖
𝑚𝑎𝑥 are the lower and upper boundary 
limits for the calibration parameters, respectively. 
CAMEO software used a Hybrid Genetic Algorithm (GA) to solve the diesel 
engine calibration optimisation problem. Hybrid GA combines a global 
optimisation algorithm (GA) with a Sequential Quadratic Programming (SQP) 
algorithm, to increase the speed of the convergence. Considering the fact that 
the GA is a stochastic process and might converge to different optimum 
solutions for different initial populations, the optimisation was run 5 times to 
enhance the robustness of the optimisation framework. 
The benchmark calibration setting for the diesel engine case study (i.e. CAMEO 
solution) is illustrated in Table 4.12. In this table, the calibration setting for all 
the 58 calibration parameters, and also the corresponding engine responses at 
each minimap point and over the NEDC drive cycle (i.e. calculated using 
Equation 4.1) are illustrated. 
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Table 4.12: Optimum setting for the calibration parameters using CAMEO 
software (provided by JLR) 
 
4.4 Software Tools 
Different programming software and analysis tools were used during the course 
of studies, as detailed below: 
 Model Based Calibration ToolboxTM (MBC) version 4.1:  
MBC [25] is a commercial package developed by Mathworks and Ford 
Motor Company. This package is providing tools (e.g. design of 
experiment and statistical modelling) to support calibration of engine 
systems. In this research, MBC toolbox was mainly employed for: 
 Fitting approximation models for the responses of interest. MBC 
provides an extensive range of modelling techniques, such as 
Polynomials and Neural Networks. 
 Adding boundary constraints to the approximation models. MBC lets 
the user to build a boundary constraint that can define the feasible 
regions of engine operating envelope. Boundary constrains results in 
avoiding selecting calibration solutions from the regions which cannot 
be physically tested.  
 Validating the fitted approximation models. Several statistical metrics 
are defined in MBC interface (e.g. Root Mean Square Error (RMSE) 
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and Prediction Error Sum of Squares (PRESS)) to validate the 
approximation models statistically. 
 Visualisation of fitted models. The visualisation tools in MBC provide 
the opportunity to study behaviour of fitted responses over the 
parameters range, and determine any possible outliers to improve the 
model quality. 
 AVL CAMEOTM Toolbox version 2013 R2:  
CAMEO [226] is a commercial powertrain calibration software developed 
by AVL. Similar to MBC software, this toolbox contains various design 
toolboxes (e.g. design of experiment, response modelling and 
optimisation) which empowers the calibration engineer to execute the 
complete calibration process. This software can be used either ‘off-line’, on 
a personal computer, or ‘on-line’, connected to the test bed, based on the 
available testing facilities. In this research, CAMEO toolbox was used ‘off-
line’ to analyse the diesel engine models and calibration solutions provided 
by the sponsoring company. 
 Minitab® Toolbox version 16:  
Minitab® is a commercial statistics package developed by Pennsylvania 
State University. This package was mainly used to analyse the statistical 
properties of the MB-MV DoE strategy.  
 MATLAB® programming environment version R2010b: 
MATLAB® is a programming language developed by Mathworks. Given 
that both MBC and CAMEO software packages can be used within the 
MATLAB environment and also many optimisation algorithms are available 
in MATLAB Global Optimisation Toolbox [228], hence; MATLAB® was 
used as an ideal environment to program the entire steady state engine 
calibration optimisation problem.  
 
4.5 Implementation plan 
Figure 4.7 summarises the research methodology used to conduct this research 
over the following chapters. 
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Figure 4.7: Research implementation plan 
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Chapter 5: Development of a Sequential DoE Strategy for the 
Steady State Model Based Calibration Process 
5.1 Introduction 
This chapter presents research to improve model based engine calibration 
methods using an integrated sequential DoE strategy, in conjunction with the 
GDI engine case study. The proposed DoE framework combines a Model 
Building space filling DoE, principally aimed to model the engine responses 
based on the effective parameters, with a flexible sequence of model validation 
DoEs. The process used to carry out this investigation consisted of the following 
steps: 
1. Highlight the main shortcomings of existing one-shot DoE approaches for 
steady state engine mapping and describe the research motivations to 
develop a novel DoE strategy. 
2. Propose a sequential exploration-based DoE strategy, called Model 
Building - Model Validation (MB-MV), and outline the main principals. 
3. Implement the sequential MB-MV DoE strategy using an evolutionary 
optimisation algorithm, i.e. Permutation Genetic Algorithm (PermGA). 
4. Validate the MB-MV method through a preliminary mathematical problem, 
i.e. six-hump-camel-back function which is a theoretical function proposed 
in literature [229]. 
5.  Apply the MB-MV strategy to a series of mapping experiments for the GDI 
engine case study, consisting of screening, model building, and model 
validation sequences. 
6. Comprehensive discussion of the results and making conclusions. 
5.2 Research Motivation 
In general, an efficient DoE strategy aims to minimise the cost of testing while 
maximising the information content, such that response surface models of 
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specified approximation accuracy can be developed [9]. The practical 
importance of choosing an efficient DoE strategy is associated with the high 
cost of engine testing. To select an efficient DoE strategy for an engine model 
based calibration problem in practice, there are several decisions to be made in 
advance [101], such as ‘what is the best statistical approximation technique to 
model the engine response behaviour?’, ‘what is the best DoE technique?’, and 
‘how many overhead test measurements are required to handle the 
measurement and system noise?’. For many engine calibration cases where not 
enough information regarding the engine behaviour and influence of calibration 
parameters on the responses of interest are available, answering to these 
questions is a challenging task for the calibration engineers. 
Given that modern engine calibration problems involve an increasing number of 
calibration variables, conventional Classical DoE strategies (such as factorial 
based DoEs) are generally not feasible or economical. A further complication of 
engine experiments is that the design space is often not orthogonal with respect 
to one or more variables (i.e. linear or nonlinear constraints limit the actuator 
space in one or more dimensions), which further limits the applicability of both 
Classical and Optimal DoEs.  
The literature review showed that the D-Optimal, V-Optimal and space filling 
DoEs are the most commonly used DoE methods for engine mapping 
experiments [73]–[75], [86]. Optimal DoEs require prior knowledge regarding 
the model type to guarantee an efficient experimental design, consequently; 
Space filling DoEs, in particular based on Optimal Latin Hypercubes (OLH), 
have been increasingly used for engine model based calibration problems. OLH 
designs enable more flexible models to describe the engine behaviour over a 
wider design space (e.g. ‘global’ models over the whole engine speed / load 
space) [102], with no prior knowledge required regarding the type of model that 
would adequately represent the trends [22]. The OLH DoEs have the advantage 
that the number of test points can be set by the analyst, based on experience 
and resource limitations (unlike the Classical designs that the total number of 
DoE tests is not flexible [71]). However, this raises the risk of test plans that 
generate an insufficient amount of information due to under-sampling, with the 
implication that the required model accuracy is not achieved. Conversely, if a 
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larger OLH DoE test plan is selected, this raises the possibility of over-
sampling, wasting time and energy by collecting more tests than needed. 
Consequently, applying a sequential DoE strategy can be a potential solution to 
address shortcomings of currently used single-level DoE strategies for model 
based calibration process. The idea of sequential DoE approaches is to 
iteratively augment an initial DoE with further test points until the desired model 
quality is reached [96], [100], [105], [106]. This strategy can facilitate a higher 
testing efficiency compared to the fixed size tests commonly used in practice, 
and has the advantage that it can flexibly adapt to modelling complexity 
requirements of different engine responses. 
Given that engine calibration task is a multi-objective optimisation problem with 
conflicting responses involved, using an exploitation-based sequential DoE 
[100], [108] may result in focusing on a specific part of design space that may 
not cover the optimum area for all the engine responses. This means that some 
of the optimisation solutions can be dismissed due to an impractical DoE 
strategy. Therefore, an exploration-based sequential DoE [65], [108], [109] can 
be a better solution to generate an experimental plan for an unknown engine 
model based calibration problem. An example of a sequential strategy used in 
engine testing was presented in [106], based upon a Sobol sequence method 
[115]. This approach has the shortcoming that the Sobol sequence is not 
adaptive with respect to ‘learning’ from previous stages and the selection of new 
test points is quasi random from of any taken subset of design space where the 
discrepancy is low, as discussed in Section 2.3.2.1. 
Therefore, the strategy adopted in this research was to develop an exploration-
based sequential DoE method, called ‘Model Building – Model Validation’ (MB-
MV) design, which uses OLH space filling DoEs [9], [11], [94] as the basis for 
subsequent DoEs.  
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5.3 OLH Based Sequential DoE Strategy for Engine Mapping Experiments 
5.3.1 Model Building – Model Validation (MB-MV) Strategy 
As discussed in Chapter 2, the Latin Hypercube (LH) principle is to divide the 
space on each dimension into n (the number of test points) equal intervals, with 
one test point collected in each interval. LH based DoEs are popular space-
filling DoE techniques due to their unique ability to generate non-collapsing 
designs, which is essential in ensuring uniformity of space exploration in all 
dimensions [3]. This is particularly important for multivariate problems where 
some variables might have only a minor influence on the response. The Optimal 
Latin Hypercube (OLH) DoEs are generated based on the LH principle by 
minimising a chosen metric for space filling or uniformity metric. Several 
uniformity metrics have been described in literature [10], [11], as previously 
reviewed in Chapter 2 (see Table 2.2).  
In order to generate an optimal sequence of DoEs according to the MB-MV 
principle, it is proposed that the space filling criteria is maintained throughout 
the MB-MV sequence. What this means is that a MV DoE is generated as an 
OLH, but the optimality criterion defined in relation to the space filling metric for 
the overall DoE sequence (i.e. including all MB and MV DoE test points) is 
optimised. The joint DoE created by the union of the MB DoE (based on m 
levels) and MV DoE (based on v levels) test points will not strictly fulfil the LH 
principle as it is based on m + v interlaced and, in general, unevenly distributed 
levels. 
This proposed strategy provides a good fit with the practical requirements of the 
steady state engine testing problem. According to this framework, a smaller 
model building (MB) OLH DoE experiment can be planned (e.g. m =50 test 
points), followed by a validation (MV) DoE experiment (e.g. v =15 test points). 
The MV is also an OLH (defined over 15 levels), but the optimality criterion is to 
minimise the space fillingness metric across the union of the MB and MV sets 
(m + v = 65 test points). Engine response models are fitted based on the MB 
DoE data, typically using non-parametric or semi-parametric models (such as 
Kriging or Radial Basis Function (RBF)) since a limited number of sample points 
are generated at each stage [96]. The quality of the models is typically 
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evaluated via the prediction error (e.g. using the Root Mean Squared Error, 
RMSE [156]) for the validation set , i.e. the MV DoE test data. Then, if the 
model accuracy requirements are not met, a further validation DoE test (MV2) is 
planned with v2 test points, using the same principle of a OLH MV DoE in which 
the space fillingness metric is minimised across the MB + MV + MV2 set. A new 
model is fitted using the MB + MV set, and validated against the MV2 set based 
on RMSE. This process is repeated iteratively until the model accuracy 
requirement is met. The principle of the approach is illustrated as a flowchart in 
Figure 5.1. 
 
Figure 5.1: MB-MV Strategy Flowchart 
5.3.2 Critical Analysis of MB-MV DoE Statistical Properties  
The effectiveness of MB-MV strategy for a steady state engine mapping 
application can be assessed based on the essential statistical properties 
required to achieve a good sequential space filling DoE (i.e. space-fillingness, 
projection, orthogonality and granularity metrics), as discussed in Chapter 2. 
Noteworthy that the importance of these metrics for evaluating efficiency of a 
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DoE strategy varies based on the problem. For instance, a good projection 
property is vital for an experimental design to guarantee that the planned 
experiment can cover whole design domain for each parameter. However, 
avoidance from replication of projected points along one of the axes is mainly 
desirable for computer science problems (rather than engine applications) that 
are not subject to variation [76], [79], [230]. The performance of MB-MV DoE 
strategy for a steady state engine mapping application can be evaluated as 
following: 
- Projection property: MB-MV design uses OLH DoEs as the basis for the 
subsequent DoEs due to their unique non-collapsing (i.e. good projection) 
property. Therefore, MB-MV design can ensure that whole range of design 
space for each parameter is covered by both individual designs (i.e. at 
each design sequence) and the final design (i.e. combination of all 
individuals).  
- Granularity property: Unlike the other sequential DoE strategies based 
on OLH designs, such as the sequential Nested Latin Hypercube DoE 
method [65], MB-MV design is fine-grained. So, in this design the number 
of additional MV points at each sequence is arbitrary, e.g. small batches of 
10 to 15 test points, whereas the nested LH design doubles the number of 
test points at each iteration. 
- Space-fillingness property: To maintain a good space-filling design 
through several iterations of DoE merging, selecting an efficient space-
filling metric (see Table 2.2) and a proper optimisation algorithm, explained 
in Chapter 2, plays a key role. 
- Orthogonality property: An orthogonal DoE assures that there is no 
correlation between each combination of input parameters [82], [83], as 
explained in Chapter 2. In general, given that the vectors of calibration 
setting for each of the parameters are selected randomly, it is expected 
that the final design satisfies the orthogonality criterion by using an 
efficient optimisation algorithm.  
Therefore, the main challenge of implementing the MB-MV DoE strategy is to 
develop an algorithm which can preserve both space-fillingness and 
123 
 
orthogonality requirements for a space-filling experimental design. It should be 
highlighted that considering the MB-MV design principles (i.e. based on OLH 
designs), the granularity and projection criteria are suitably satisfied for the 
engine mapping application.  
5.4 MB-MV OLH Algorithm Development 
The computation challenge is to develop an efficient algorithm to support the 
implementation of the proposed MB-MV strategy. The algorithm development 
and implementation for the proposed sequential DoE strategy involved three 
stages:  
(1) Algorithm development for generating space filling OLH DoEs (for the 
initial MB DoE), which can generate OLH DoEs with good space filling 
properties. 
(2) Algorithm development to generate the infill test points as OLH DoEs (for 
MV DoEs), which can generate an infill set of validation points as an OLH 
DoE that would project good space filling properties in conjunction with the 
initial DoE. 
(3) Modification of the above algorithms to cope with nonlinearly constrained 
design space, thus; the algorithm must be robust to non-orthogonal 
variables design spaces. 
5.4.1 OLH DoE Algorithm Implementation 
The distribution of the test points for a OLH design is regarded as a discrete 
optimisation problem [10]. The main challenges with this optimisation problem 
are:  
i. Formulation of the optimisation objective function to maintain space-
fillingness.  
ii. Development of an effective algorithm for the discrete optimisation 
problem. 
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5.4.1.1 Optimisation Objective Function  
Both the model building and model validation DoEs are individual Latin 
Hypercube designs (i.e. satisfying the condition of one point per level [86]), 
generated based on optimising a space filling or a uniformity metric. Several 
uniformity metrics have been described in literature (see Table 2.2). While 
Maximin is a common objective function [80], it was shown that it tends to start 
the sample generation around the corners , especially for high dimensional 
problems, and then augment the design at the centre of design space [96]. 
Therefore, Maximin function might not preserve a good space filling properties 
for small number of sample points, which is the case during the successive MV 
stages. The metric chosen for this implementation is based on the Audze-Eglais 
(AELH) potential energy concept, which has shown good ability to distribute the 
points uniformly within the design space regardless of the sample size [11], [13].  
The AELH function is described as a system consists of points of unit mass 
within design space, in which points are exerting repulsive force on each other, 
potential energy, until all the points reach their equilibrium position [9]. This 
system has its minimum potential energy in an equilibrium state. The AELH 
function is based on the fact that the magnitude of the repulsive forces is 
inversely proportional to the square of the distance between the points in the 
system [156]. Thus, the AELH objective function can be presented as follows 
[9], [11], [97]: 
𝑈 =  ∑ ∑
1
𝐿𝑝𝑞
2
𝑃
𝑞=𝑝+1
𝑃
𝑝=1   Equation 5.1 
where U is the potential energy, P denotes the total number of DoE points, and 
Lpq is the distance between any 2 points p and q, p≠q. Minimising the potential 
energy ensures a uniform distribution of the sample points within the design 
space.  
5.4.1.2 Optimisation Algorithm  
Different global optimisation algorithms have been proposed in literature for 
generating OLH designs, such as columnwise-pairwise, simulated annealing, 
and Permutation Genetic Algorithm (PermGA) [9]–[11], [97] (see Table 2.3). It 
has been argued in the literature that PermGA can generate better distributed 
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points for high dimensional DoEs while reducing the computational costs [10], 
[11]. Therefore, in this thesis, a PermGA algorithm was developed and 
implemented in MATLAB® programming environment to generate OLH designs. 
The PermGA algorithm work flow is illustrated in Figure 5.2. The main 
difference between standard GA and PermGA algorithm is the way GA 
operators (i.e. crossover and mutation) are formulated [10], [11].  
 
Figure 5.2: PermGA Flowchart 
To enhance the exposition of developed PermGA algorithm, an extended 
design structure matrix (XDSM) [231] diagram was employed to visualize the 
interconnections among the PermGA components, as shown in Figure 5.3. 
XDSM is principally structured on the design structure matrix (DSM) diagram 
[232], which is a common practice in system engineering. DSM diagram is 
generally used to illustrate the components and the connections among them, 
however; this diagram does not demonstrate the meaning of the connections 
clearly (unlike the XDSM). 
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Using the XDSM architectural decomposition strategy [231], the PermGA 
components are represented by rectangles, the special components which 
control the iterations (known as drivers) are shown by rounded rectangles, and 
the data is represented by parallelograms. The function of components is to 
process data. The thick grey lines are used to show the data flow, while the thin 
black lines illustrate the process flow. The input data transfers to the 
components from the vertical direction and departs the components from the 
horizontal direction. The convention for the data flow is that connections above 
the diagonal flow from left to right and top to bottom, and connections below the 
diagonal flow from right to left and bottom to top. Accordingly, parallelograms at 
the column above and below the components define the input data, and 
parallelograms along the row define the output data. Moreover, external inputs 
and outputs are placed on the outer edges of the diagram, in the top row and 
leftmost column, respectively [231]. Another XDSM architecture convention is 
that any block referring to component i represents a repeated pattern. In 
addition, a numbering system is used to illustrate the order of components 
execution, i.e. it starts from zero and proceeds in numerical order. In this 
numbering system the loops are shown by j→k for k < j, which denotes that the 
algorithm returns to step k until the required termination condition by the driver 
is met.  
 
Figure 5.3: Illustration of PermGA using XDSM graph 
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For implementation, as shown in Figure 5.3, the external inputs at level 0 
(shown as X) are N populations of Random Latin Hypercube (RLH) designs 
which have been generated using the ‘Permutation’ encoding [158] in Matlab. 
Accordingly, the numbers in each string are represented in a sequence using 
integer numbers. For example, in order to generate two populations with 10 
points, one of the possible solutions can be: 
Population 1:  
 
Population 2:  
 
At level 0 the optimisation objective function is calculated for each input 
population Xi (𝑖 =  1, … , 𝑁). This iterative analysis component is shown as 
‘Fitness Analysis’ in Figure 5.3. The metric chosen for this implementation is 
based on the Audze-Eglais (AELH) given by Equation 5.1. Given that each DoE 
parameter might have a different range of units, the variables have each been 
normalised to the interval [0 1] in order to calculate the distance between any 2 
points Lpq. The benefit of normalisation is that the sample points will be 
distributed in all the design dimensions without any preferences. 
The fitness value for each population fi and input populations Xi are transferred 
to level 1 to check the algorithm convergence. If the convergence requirements 
are met, the optimum solution (X*), which is the final OLH design, is delivered. 
Otherwise, the fitness value for each population fi along with the input 
populations Xi will be transferred to level 2 (shown as ‘Evolve populations’). 
In level 2, GA operators are applied to the initial populations (called parents) to 
evolve them into new populations (called children). In this implementation, 
‘selection’, ‘crossover’ and ‘mutation’ GA operators are utilised, shown as level 
2.1, level 2.2, and level 2.3, respectively, in Figure 5.3. 
 ‘Selection’ operator (Level 2.1): This operator defines the method of 
selecting the parent populations to be evolved. Several selection methods have 
been discussed in literature, including ‘Tournament’ and ‘Biased Roulette 
Wheel’ [159]. In this case the ‘Biased Roulette Wheel’ operator was 
implemented to increase the convergence rate, by giving individuals with better 
1 4 7 9 6 3 5 0 2 8 
9 3 2 5 8 1 6 0 4 7 
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fitness values fi proportionally more chance to be selected as parents. R1 and 
R2 external inputs are two random numbers which define the parent populations 
(Xi and Xj). 
 ‘Crossover’ operator (Level 2.2): This combines parts of input parent 
populations (Xi and Xj) and generate two new individuals (Xi
c and Xj
c). There are 
different crossover methods used for PermGA, such as: simple crossover, cycle 
crossover and inversion [10]. 
a) Simple Crossover: In this operator, a crossover point is randomly 
selected and the permuted elements are copied from the first parent, the first 
element to the crossover point, to the child1. After that, the elements of the 
second parent are scanned and if the element is not copied yet in the child1, it 
will be added. The same procedure happens for the second parent. This 
process is shown in the followed example [10]. 
Parent 1 = [4 1 3 5 2] 
+ 
Parent 2 = [5 2 1 4 3] 
Child 1 = [4 1 5 2 3] 
+ 
Child 2 = [5 2 4 1 3] 
b) Cycle Crossover: In this technique, each element and its position in 
an individual string (child) are derived from one of the parents. As it is shown 
in the following example (Table 5.1), the position of elements in the parents 
sequence is preserved [10]. 
Parent 1: 
Parent 2: 
[1 3 9 7 5 4 6 2 8] 
[4 6 2 1 7 8 9 3 5] 
Child 1: taking the first element of parent1. [1 * * * * * * * *] 
Next point, value below1 in parent 2. [1 * * * * 4 * * *] 
Next point, value from parent 2 below the selected 
value from parent 1. 
[1 * * * * 4 * * 8] 
 
This rule continues until the cycle is complete and 
the next number is already used. 
[1 * * 7 5 4 * * 8] 
 
The remaining values are copied from parent 2. 
Similarly, the second child is generated. 
[1 6 2 7 5 4 9 3 8] 
[4 3 9 1 7 8 6 2 5] 
Table 5.1: An example of ‘Cycle Crossover’ technique 
c) Inversion: In this method, two random elements of each parents is 
selected and the elements between these two points are inverted to generate 
the child; 
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Parent 1 = [1 3 9 |𝟕 𝟓 𝟒 𝟔| 2 8] Child 1 = [1 3 9 |𝟔 𝟒 𝟓 𝟕| 2 8] 
Bates [10] has shown that either cycle crossover or inversion work well for a 
PermGA algorithm. However, given that the interactions among GA parameters 
are complex and dependent on the fitness function [151], it was decided to 
employ both crossover functions, i.e. cycle crossover followed by inversion. The 
aim was to introduce extra variability into the children populations in order to 
reduce the chance of the search algorithm being trapped in a local optima. 
 Level 2.3, ‘Mutation’ operator: A simple mutation technique [11], [158] 
was used to swap two randomly selected elements of the transferred 
individuals, from the crossover level (Xi
c and Xj
c), and evolve them into new 
child populations (Xi
m and Xj
m). Following shows an example of Mutation where 
the position of the 2nd and the 5th elements of the vector are swapped. 
Parent 1 = [4 1 5 2 3] Child 1 = [4 3 5 2 1] 
The output of the iterative process at level 2 is N new populations which are 
transferred to level 3 to evaluate the fitness of evolved populations. The 
convergence requirements are checked again at level 1. If the convergence 
requirements are met, the optimum solution (X*), which is the final OLH design, 
is delivered. Otherwise, the new population will be transferred to level 2 for 
another iteration of program. 
Additionally, some PermGA parameters, shown as external inputs in Figure 5.3, 
require tuning due to their significant influence on the algorithm performance 
[162]; specifically: 
 Elite Size (E): defines how many individuals with the best fitness value fi (i.e. 
called elite individual) should transfer to the next iteration of the algorithm 
without evolving. Thus, the best individuals are not lost during subsequent 
generations, which can accordingly assure a smoother convergence [233].  
 Crossover Rate (Cr): determines the number of individuals that are evolved 
through the crossover operation. 
 Mutation Rate (Mr): determines the number of individuals that are evolved 
through the mutation operation. 
130 
 
 Population Number (N): denotes the population size for the input design X.  
The pseudocode for the developed PermGA algorithm is listed in Table 5.2. 
Input: Initial populations of RLH designs (X(0)) 
Output: Optimal Latin Hypercube design (X*) 
0: Initiate the optimisation process 
0: Evaluate the objective function for each population i (Xi) 
for each population i do 
Evaluate the fitness function (fi) 
end for 
Until 3→1: Convergence criterion is fulfilled (i.e. maximum iteration) 
Repeat 
1: Convergence check 
2: PermGA operators Analysis 
Until 2.4→2.1: (i – E) new populations are generated, E of the 
populations with best fitness values are carried over without 
evolution to the next iteration (i.e. Elite). 
Repeat 
2.1: Select 2 populations as parents (using R1 and R2 random 
numbers) 
2.2: Evolve the parents using the Crossover operator (based on 
crossover rate Cr) 
2.3: Evolve the parents using the Mutation operator (based on 
crossover rate Mr) 
2.4: Compute the new populations (i.e. children) 
3: Evaluate the objective function for each population i (Xi) 
for each population i do 
Evaluate the fitness function (fi) 
end for 
Table 5.2: PermGA pseudocode to generate an OLH design 
For illustration, Figure 5.4 shows an OLH design of 100 points generated using 
Equation 5.1. To illustrate space filling properties of the OLH design, the 
Euclidean distance from the nearest point [80], [81] (as discussed in Chapter 2) 
was shown in Figure 5.5 for each of the test points. This figure shows that the 
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test points are distributed within the design space maintaining the space filling 
principle, since none of the generated test points are located too close to each 
other within the design space. 
 
Figure 5.4: OLH of 100 points 
 
 
Figure 5.5: Euclidean minimum distance for 100 test points 
The correlation among the 2 variables, i.e. as a measure of design 
orthogonality, was evaluated for this example. The yielded correlation value was 
(-0.003), which confirms the final design is quasi-orthogonal.  
Figure 5.6 illustrates a typical convergence plot in terms of fitness for the 
PermGA algorithm. This algorithm was run for 1,000 iterations (i.e. set condition 
for algorithm termination) while the ‘Population Size’ was 200, ‘Crossover Rate’ 
was 0.8, ‘Mutation Rate’ was 0.05, and ‘Elite Size’ was 5. 
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Figure 5.6: Convergence plot of PermGA 
 
5.4.2 PermGA Modification for MB-MV DoE Augmentation 
For the optimal augmentation of the DoE, i.e. by generating optimal ‘infill’ points 
for the MV set, the same uniformity metric can be used, the AELH function, by 
using the PermGA algorithm. The main challenge for this step is to formulate the 
objective function to take into account the position of the MB points already fixed 
in the design space. This means that the fitness function should include both the 
P new test points and the existing M test points from the MB OLH DoE. The 
fitness function was modified accordingly, as shown in Equation 5.2.  
𝑈 =  (∑ ∑
1
𝐿𝑝𝑞
2
𝑃
𝑞=𝑝+1
𝑃
𝑝=1 + ∑ ∑
1
𝐿𝑝𝑚
2
𝑀
𝑚=1
𝑃
𝑝=1 )   Equation 5.2 
where U is the potential energy, Lpq is the distance between the points p and q 
where (p≠q), and Lpm is the distance between each new point p and the exiting 
points m. The outcome of the MB-MV step design will be an OLH design with an 
optimal uniform distribution of points across the design space, with the new MV 
points optimally filling the under-sampled areas in the original design.  
Figure 5.7 shows the result of an MB-MV DoE sequence for a 2 dimensional 
problem, with 60 DoE points (circle dots) generated using Equation 5.1, and 40 
MV infill DoE test points (diamonds) generated using Equation 5.2. Figure 5.8 
illustrates the space filling properties of the merged MB-MV DoE, in terms of the 
Euclidean distance for each of the test points. Accordingly, it can be argued that 
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none of the generated test points through 2 sequences, i.e. a MB design 
followed by a subsequent MV design, are located too close to each other within 
the design space. 
The correlation among the variables, i.e. design orthogonality, was also studied 
for this example. The correlation between vectors of variables for 60 OLH DoE 
points is (-0.03), and for the total design of 100 test points, after adding the 40 
MV DoE test points, is (-0.01), which means the final design is quasi-
orthogonal.  
Figure 5.9 illustrates a typical convergence plot in terms of fitness for the MB-
MV algorithm. This algorithm was run for 1,000 iterations, while the ‘Population 
Size’ was 200, ‘Crossover Rate’ was 0.8, ‘Mutation Rate’ was 0.05, and ‘Elite 
Size’ was 4. 
  
(a) (b) 
Figure 5.7: MB-MV sequence: (a) MB, OLH of 60 points, (b) diamond points 
show the position of validation points (MV), OLH of 40 points, among the circle 
MB points. 
 
 
Figure 5.8: Euclidean minimum distance for all MB-MV test points (100 tests) 
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Figure 5.9: Convergence plot of PermGA for generating the MV OLH DoE 
5.4.3 PermGA Modification for Constrained Variable Space 
Equation 5.1 and Equation 5.2 are capable of generating the OLH test points 
within a symmetric design space in each of the dimensions. For many 
engineering problems the design space might be constrained in relation to 
some design variables (i.e. asymmetric design space). This could impair the 
ability of the PermGA algorithm to generate enough valid points for the MB, or 
any of the subsequent MVs, and affect the space filling quality of the generated 
design.  
A variety of constraint-handling methods for evolutionary algorithm have been 
proposed in the last decades. Michalewicz and Schoenauer [234], and Mezura 
& Coello [235] have summarized most of the evolutionary constraint handling 
methods. The commonly used methods are:  
1) Repair strategy, the idea of this strategy is that an infeasible individual is 
repaired to a feasible individual [236]. 
2) Sudden Dead strategy (also called Dead penalty), in which an infeasible 
individual is removed immediately from the population [237]. 
3) Penalty functions, the basic idea of this strategy is to define the fitness 
functions by extending the objective function with a penalty term. Penalty 
functions are the most commonly used approaches for evolutionary 
algorithm, in particular for handling inequality constraints [238].  
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In this thesis, a penalty term ∅ was added to the objective function in Equation 
5.2, as shown in Equation 5.3, to avoid unnecessary computational costs by 
generating test points that are not feasible or do not have a physical meaning 
[94]. The form of the penalty term is shown in Equation 5.4. The penalty 
function is calculated based on the distance between the location of the test 
point Op and the location of constraint limit Ol. 
𝑈 = ([∑ ∑
1
𝐿𝑝𝑞
2
𝑃
𝑞=𝑝+1
𝑃
𝑝=1 + ∅] + [∑ ∑
1
𝐿𝑝𝑚
2
𝑀
𝑚=1
𝑃
𝑝=1 ])       
Equation 5.3 
∅ = {
0    ,  if constraints are met
𝑒|𝑂𝑝−𝑂𝑙|, if constraints are not met
 Equation 5.4 
Figure 5.10 illustrates the results of an MB-MV DoE sequence for a linearly 
constrained two-dimensional problem, with 60 MB DoE points (illustrated by 
black circles), and 40 MV DoE test points (illustrated by red diamonds), both 
generated using the augmented infill PermGA algorithm, with the fitness 
function given in Equation 5.3. In this example, X1 and X2 can vary between 1 
to 1, subject to the constraint (𝑋2 − 𝑋1 < 1). This constraint has resulted in an 
asymmetric design space, as illustrated in Figure 5.10.  
The space filling uniformity for the MB-MV OLH DoE points in the design space 
is illustrated in Figure 5.11, based on the Euclidean distance to the nearest test 
point. This figure shows that the infill points are distributed within the 
constrained design space preserving the space-filling principle. The correlation 
between vectors of design variables, or design orthogonality, was also 
investigated for this algorithm. It was seen that the correlation between vectors 
of X1 and X2 parameters for 60 OLH DoE points is (0.12), and for the total 
design of 100 test points is (0.15), which is still an acceptable value for 
correlation term, i.e. within the [-0.3  0.3] limit suggested by Steinberg and Lin 
[90]. 
Figure 5.12 illustrates the convergence plot in terms of fitness for the 
augmented MB-MV algorithm, showing that the augmented search algorithm is 
smoothly converged to the optimum solution. This algorithm was run for 1,000 
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iterations with ‘Population Size’ 200, ‘Crossover Rate’ 0.8, ‘Mutation Rate’ 0.05, 
and ‘Elite size’ 4. 
  
(a) (b) 
Figure 5.10: MB-MV sequence for asymmetric design space: (a) MB, OLH of 60 
points, (b) diamond points show the position of validation points (MV), OLH of 
40 points, among the circle MB points. 
 
 
Figure 5.11: Euclidean minimum distance for all MB-MV test points (100 test 
points) 
 
Figure 5.12: Convergence plot of PermGA for generating MV design of 40 
points 
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5.5 Preliminary Validation of the MB-MV DoE Strategy 
This section describes the application of the MB-MV DoE sequence to a 
surrogate engineering problem in order to validate the method and the 
algorithms developed prior to full scale implementation on an engine test 
experiment. The surrogate engineering problem is the well-known six-hump-
camel-back (SHCB) mathematical function used for evaluating the global 
optimisation plans [229], given in Equation 5.5. This function has a complex 
shape with six local optima and two global optima of -1.0316 at (0.0898,-
0.7127) and (-0.0898, 0.7127). 
𝑓(𝑥) = 4𝑥1
2 − 2.1𝑥1
4 + 1 3⁄ 𝑥1
6 + 𝑥1𝑥2 − 4𝑥2
2 + 4𝑥2
4   
where    𝑥1 ∈ [-2,2], 𝑥2 ∈ [-1,1] 
 
Equation 5.5 
The MB-MV DoE strategy was applied in four iterations. In the first step, an MB 
OLH DoE with 60 points was generated using developed PermGA algorithm. A 
MV OLH DoE with 15 points was generated as the first Model Validation design 
(MV1). The SHCB function was evaluated at both MB and MV1 points, and a 
response model was fitted based on the MB test points in the MATLAB MBC 
ToolboxTM, using Radial Basis Functions (RBF) models [239] (i.e. RBF with 
Thinplate Kernel function [121]). Both internal validation criteria (based on 
PRESS RMSE [224]) and external model validation criteria (based on RMSE 
[93] for the MV1 validation set, as given by Equation 2.15) were considered. In 
step two, the same type of RBF response model was built based on the joint 
MB+MV1 test points (i.e. 75 points). A second Model Validation (MV2) was 
generated based on a 15 points OLH MV DoE. The same process of internal 
and external validation (MV2 points) was applied. This process was repeated 
with two further iterations, with MV3 = 15 points and MV4 = 15 points (i.e. in the 
4th iteration the model building set comprised MB+MV1+MV2+MV3 = 105 
points, an MV4 = 15 points). The results from this experiment are summarised 
as follows:  
Figure 5.13 illustrates the distribution of points in the DoEs at each iteration. 
Figure 5.14 shows the uniformity of the distribution of the points in the design 
space, in terms of the Euclidian distance for each of the 120 test points in the 
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joint MB-MV DoEs. This histogram indicates that distribution of the Euclidian 
distance for the test points is quasi-uniform and even after 4 independent steps 
of testing the distributed points are still remote from each other within the design 
space (i.e. test points are not replicated). For better illustration of the uniformity 
of the distributed test points within the design space (i.e. space filling 
properties), the Euclidian distance of the test points across the subsequent MV 
DoEs are illustrated using boxplots, as shown in Figure 5.15. This figure 
indicates that: 
1) The Euclidian distance of test points decreases by adding more test points 
(from MB-MV1 to MB-MV4), which was expected since the number of test 
points within the finite design space are increasing over the MV DoE 
sequences.  
2) The variability of the Euclidian distances (i.e. the interquartile range [240]) 
decreases across the subsequent DoEs. This trend demonstrates the 
ability of PermGA algorithm to enhance the space filling properties of the 
merged DoEs, by preserving the uniform distribution of test points when 
generating the MV DoEs. 
3) A number of outliers observed by collecting more data (i.e. ‘MB-MV3’ and 
‘MB-MV4’). An outlier indicates that the Euclidian distance of the test point 
is beyond the upper and lower whiskers. The whiskers are defined as the 
observations that are at least 1.5 times the interquartile range from the 
edges of the box (i.e. which are showing quartile 1 and 3) [240]. The main 
reason for appearance of the outliers is that the spread of the Euclidian 
distances is smaller for the ‘MB-MV3’ and ‘MB-MV4’ DoEs, due to a more 
uniform distribution of Euclidian distances. Accordingly, the interquartile 
range, and consequently the whiskers, is smaller in these DoEs, which in 
effect increases the possibility of having more test points with Euclidian 
distances out of the whiskers’ range (i.e. outliers). 
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Stage 1: B=60 points 
 
MV1=15 points 
(triangular points) 
RBF Model 
(PRESS RMSE: 0.43) 
   
Stage 2: MB=75 points 
 
MV2=15 points 
(triangular points) 
RBF Model 
(PRESS RMSE: 0.1) 
   
Stage 3: MB=90 points 
 
MV3=15 points 
(triangular points) 
RBF Model 
(PRESS RMSE: 0.05) 
   
Stage 4: MB=105 points 
 
MV4=15 points 
(triangular points) 
RBF Model 
(PRESS RMSE: 0.03) 
Figure 5.13: MB-MV DoE projection and response surface modelling for SHCB 
problem 
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Figure 5.14: Euclidean ‘Maxi-min’ (Mm) distances of all the sample points in 
four steps 
 
 
Figure 5.15: Boxplot of Euclidean distances across the subsequent validation 
DoEs 
Figure 5.16 characterises the distribution of the Euclidean distances in terms of 
its standard deviation across the 4 stages. This graph shows that the uniform 
space filling properties of the MB-MV DoEs are improving over the subsequent 
stages of DoE. The correlation between X1 and X2 after 4 stages was also 
calculated using Equation 2.5 as r = 0.05, which indicates that the final design is 
quasi-orthogonal. 
Furthermore, Figure 5.13 gives a graphical illustration of the response surfaces 
fitted at each stage. These graphs clearly show that the accuracy of the model 
improves through the successive MB-MV stages. By looking at the internal 
model validation criterion (PRESS RMSE, given in Figure 5.13) and external 
validation (RMSE for the MV test points, shown in Figure 5.17), it can be 
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concluded that the accuracy of the model improves dramatically over the first 3 
stages, with only a small improvement between the 3rd and 4th stage. 
  
Figure 5.16: Standard deviation (σ) of 
the Mm Distance (Stages 1 to 4) 
 
Figure 5.17: External validation of the 
built models through MB-MV sequence        
(Stages 1 to 4) 
Generally, the Predictive Error Variance (PEV) [71] for LH designs is high 
around the boundary limits [156] which means model accuracy is poor in that 
area, i.e. particularly for non-parametric modelling techniques (such as RBFs) 
which would face difficulty to extrapolate outside the area where test points are 
collected [49]. The initial design in MB-MV strategy is also a LH design. 
However, due to employing LH DoE technique to generate the successive 
validation sample batches, which distributes the points within design space 
using gridding the space to equal intervals, more points will be collected 
iteratively from the grids next to the boundary limits. This data collection 
strategy results in collecting more data from the areas next to boundary limits 
with lower model quality, which consequently enhances the model quality in 
these areas. The PEV of the experimental plans for the SHCB function at 
stages 1 and 4 are illustrated in Figure 5.18. It can be seen that the PEV next to 
the boundary limits are high at stage 1 (i.e. around 1.8), which is reduced by 40 
% while adding up the subsequent validation designs. 
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a) PEV for SHCB function at stage 1, using a RBF model 
 
b) PEV for SHCB function at stage 4, using a RBF model 
Figure 5.18: PEV graph for SHCB function 
The main conclusion from this study was that the proposed MB-MV sequential 
DoE framework is successful at generating a quasi-orthogonal DoE with good 
space filling properties. The proposed design is also a fine-grained design, 
augmented iteratively with small batches of MV points, with good projection 
properties, since it uses batches of OLH designs to cover the whole range of 
design space for each parameter.  
Therefore, the MB-MV DoE framework should be applicable for engine mapping 
experiments, as it can support the development of good engine response 
models based on space filling mapping DoEs. It also has the potential to 
improve the test efficiency, because the testing can be stopped when the 
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desired model accuracy is reached, instead of the current fixed size DoE plans 
which do not guarantee that a satisfactory model is achieved. 
5.6 Implementation of the MB-MV DoE Strategy for the GDI Engine Case 
Study 
This section describes implementation of the proposed MB-MV DoE strategy for 
the AJ133 GDI engine mapping case study, illustrated in Figure 4.4. The engine 
mapping research for the GDI engine case study was conducted in two phases: 
1- Single injection phase (base-line strategy): for all 6 steady state minimap 
operating conditions shown in Table 4.4. 
2- Multiple Injections phase (double-injection strategy): for 4 of the steady 
state minimap operating conditions, i.e. minimap points 3 to 6 as shown 
in Table 4.4, for which double injections is accessible.  
For each of these two phases, the same DoE strategy was employed with the 
aim of delivering engine response models of sufficient accuracy for the 
calibration optimisation stage.  
5.6.1 Engine Mapping Methodology 
Given the relatively low state of knowledge about the effect of GDI engine 
calibration variables on Pn, the strategy adopted in this thesis was to pursue a 
wider exploration of the variables space in search for potential areas of trade-off 
between the key attributes (i.e. engine responses of interest). This pointed to a 
two-stage DoE process: screening stage and engine mapping stage. 
5.6.1.1 Screening Stage 
The main aim of the screening DoE was to: 
 Evaluate the effect of calibration variables on the key engine responses 
(Pn and fuel consumption) in terms of significance, trends and interactions. 
 Define the valid design space for the calibration variables at each of the 
steady state engine speed / load operating points. 
The common strategy for the screening stage is to use test automation software 
(such as AVL CAMEOTM) to quickly identify the design space for each 
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parameter through carrying out centre-out exploration experiments, i.e. via a 
self-adapting online DoE to define the limits of calibration parameters [241], 
[242]. However, these automated testing strategies have the limitation that the 
information generated through the exploration tests is not further utilised for the 
model building experiments. 
The strategy adopted in this research was to use a space filling OLH DoE of a 
smaller size (e.g. 40-60 test points), in order to support an effective design 
space exploration for potential areas of calibration trade-off [65]. A good space 
filling DoE strategy can be a good candidate for the screening stage since the 
uncertainty quantification of the predicted value at a test point is influenced by 
the distance between the point and the other generated test points within the 
design space [96]. This OLH design was generated using the developed 
PermGA algorithm discussed in Section 5.4, based on Equation 5.1.  
The collected DoE test data was processed in three steps: 
I. Combustion stability analysis: evaluation of the GDI engine operating 
constraints at each minimap point, as discussed in Chapter 4, to identify 
the unstable test points; 
a. Combustion stability constraint: where the combustion stability 
exceeds the combustion stability set threshold as below; 
- CoV(IMEP) less than 3%, for NMEP > 3bar,  
- sdNMEP less than 0.1 bar, for NMEP < 3bar). 
b. Exhaust gas temperature (Text): where the exhaust temperature is 
more than 800 oC. 
The unstable test points should be excluded from the further analysis (or 
model fitting stage), since it is expected that the infeasible points with 
unstable combustion conditions to have significantly higher variability 
than ‘stable’ points. This feasibility evaluation was used to define the final 
boundary limits of the calibration parameters for planning of the mapping 
stage DoE. 
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II. Engine response surface models: fit response surface models for the 
valid test data using the MATLAB MBC Model Browser toolbox. The 
fitted models to the screening test points are low fidelity, i.e. not 
sufficiently accurate for prediction purposes. However, they can be used 
to explore and validate the engine response trends, study the 
interactions between calibration variables, and identify the valid range for 
the actuators in the multidimensional design space.  
III. Trend Analysis: study and validate the engine response trends both 
statistically and through engineering judgment. This consisted of both 
analysis of models and trends at a given engine speed / load point, as 
well as consistency of trends across the test engine speed / load space. 
 
5.6.1.2 Engine Mapping Stage 
Once the screening stage has been completed, the mapping stage begins with 
the aim of planning and running detailed DoEs to fit accurate engine response 
surface models in the variable space defined by the screening stage, to be used 
for the calibration optimisation study. To fulfil the model accuracy requirements 
an efficient DoE strategy is essential to ensure that the target model accuracy is 
obtained with minimum testing effort. So, the MB-MV framework was 
implemented to generate sequential test plans as OLH DoEs generated using 
the PermGA algorithm. The main model building DoE was based on a 50 test 
points OLH DoE, with further 15 test points collected for the model validation 
generated with the MB-MV algorithm, Equation 5.2 or Equation 5.3 (based on 
the constraints from the screening stage). The test plan was then iteratively 
augmented by subsequent MV’s of size 15, until the model accuracy 
requirement was achieved for all the engine responses. The MATLAB MBC 
Model Browser toolbox was used to fit the response models at each stage. The 
best response model, which could truly represent the corresponding GDI engine 
response, was then selected from a series of candidates (i.e. Polynomials and 
RBFs with different Kernel functions) based on:  
I. Analysis of residuals: analysis of patterns of residuals (i.e. the difference 
between the predicted values by the response surface model and the 
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collected data) for the MB set, and of the prediction errors for each MV 
set. 
II. Statistical diagnostics:  
a. External model validation: using Validation RMSE, i.e. RMSE [156] for 
prediction errors of the new test data in the validation set (see Equation 
2.15), and Relative Error (see Equation 2.16). 
b. Internal model validation: using PRESS RMSE [224] for the MB set (i.e. 
root mean square of the prediction sum of squared errors for the MB set 
based on simple cross-validation). 
III. Trend analysis: Engineering analysis of engine response trends through 
investigating of the GDI engine physical behaviour, to ensure that the 
models are not over-fitted or extrapolating among the collected data. 
An important feature of the proposed engine mapping methodology is that the 
screening stage DoE was taken as the first step in the engine mapping DoE 
sequence. So, the feasible test points that were inside the revised variable 
space after the screening stage were carried over to the mapping stage to 
enhance the strategy efficiency. The overall engine mapping procedure for the 
GDI engine is illustrated in Figure 5.19. 
The following sections present the screening and mapping DoE stages, which 
were conducted for the GDI AJ133 engine case study using single-injection and 
double-injection strategies.  
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Figure 5.19: The offline DoE and modelling strategy proposed for the GDI 
engine 
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Screening 
Stage 
Feasible Test Points 
Generate MV DoE:  
15 OLH test points 
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5.6.2 Single-Injection Phase 
5.6.2.1 Screening Stage DoE: Implementation  
The screening stage for the AJ133 GDI engine with single injection strategy was 
conducted through generating an OLH design of 40 test points over the 4 
calibration variables (IVO, EVC, FRP and SOI). The design range for each 
calibration parameter is shown in Table 5.3.  
At each of the 40 test points, a 3 point spark sweep was carried out as follows:  
1) ‘Nominal’: MFB50 (50% Mass Fraction Burned) position at 8°ATDC. 
2) ‘Early/advanced’: MFB50 + 4o.  
3) ‘Late/retarded’: MFB50 - 4o. 
Spark timing was included in the experiment to evaluate whether early / late 
spark could have a beneficial effect on particulate emissions (Pn). The nominal 
spark setting is taken to be ‘50% burn at 8° ATDC’ (MFB50) which was possible 
to set using the instrumentation available on engine, i.e. in-cylinder pressure 
sensors fitted to all cylinders. 
Code Name Range Unit 
FRP Fuel Rail Pressure 3 15 bar 
SOI Start of Injection 220 335 deg BTDC 
IVO Inlet Valve Opening -12 50 deg ATDC 
EVC Exhaust Valve Closing -6 44 deg ATDC 
ST Spark Timing
 MFB50 - 4 MFB50 + 4 deg ATDC 
Table 5.3: Engine control variables for the GDI engine with single-injection 
strategy 
The distribution of Screening DoE test points within the 4-dimensional design 
space is illustrated in Figure 5.20. This DoE was generated by running the 
developed PermGA, based on Equation 5.1, for 1,000 iterations, when the 
‘Population Size’ was 200, ‘Crossover Rate’ was 0.8, ‘Mutation Rate’ was 0.05, 
and ‘Elite Size’ was 4. The PermGA convergence plot is shown in Figure 5.21. 
Figure 5.22 shows the Euclidean minimum distance for the 40 Screening test 
points, i.e. with normalised parameters between [0 1], to illustrate the space 
filing properties of the generated OLH design within the 4-dimensional design 
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space. Accordingly, it can be argued that the test points are distributed quasi-
uniformly and none of the points are located too close to each other within the 
design space. Moreover, the correlation between each of the two variables was 
studied for the Screening design. The maximum correlation value was (0.04), 
between IVO and FRP, which essentially means that the generated OLH design 
is quasi-orthogonal. 
 
Figure 5.20: Distribution of 40 Screening DoE test points in design space 
 
 
Figure 5.21: PermGA Convergence plot for generating the Screening DoE 
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Figure 5.22: Euclidean minimum distance for the Screening DoE test points 
 
5.6.2.2 Screening Stage DoE: Analysis of Results 
The engine responses of interest, i.e. listed in Table 4.3, were collected for the 
Screening DoE test points. The analysis of the collected data was then carried 
out as following: 
I. Combustion Stability Analysis: 
A feasibility study was carried out on the test data to identify the points that do 
not meet the combustion stability set threshold, as summarised in Table 5.4. It 
was observed that the number of unstable points was less than 15% of the total 
test points for most minimap points tested, except the lower speed / load 
minimap points, i.e. ‘700 (rpm) / 28 (Nm)’ and ‘1500 (rpm) / 41 (Nm)’, where up 
to 45% of the DoE points were lost due to unstable combustion. The ‘worst 
case’ was the close to idle minimap point, ‘700 (rpm) / 28 (Nm)’, where only 21 
DoE test points were valid, i.e. at the nominal spark setting, from the 
combustion stability point of view. Figure 5.23, illustrates the distribution of 
infeasible points for the most problematic engine operating points, i.e. ‘700 
(rpm) / 28 (Nm)’ and ‘1500 (rpm) / 41 (Nm)’, in ‘EVC-IVO’ coordinates. As 
expected, this shows a clear pattern, which can be explained based on the fact 
that late exhaust valve closing has a detrimental effect on combustion stability, 
particularly when IVO is early (illustrated by the infeasible top left corner in the 
plot). This is consistent with engineering judgment where at part load it is 
beneficial to retain some of exhaust gases in the cylinder by moving EVC timing 
after TDC, since this will cause a rise in internal EGR and also reduction in 
some exhaust emissions. However, there is a limit on how much EGR can be 
tolerated by the engine because it may have negative effects on combustion 
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stability, especially at lower loads where the charge density is low [218]. This 
can be shown more clearly by showing the distribution of the infeasible points in 
terms of the ‘Overlap’, i.e. (𝐸𝑉𝐶 − 𝐼𝑉𝑂) versus EVC plot, illustrated in Figure 
5.24. High overlap results in excessive EGR which has negative effects on 
combustion stability [217].  
Test Point 
ST Nominal 
MFB50 
ST Late 
MFB50+4 
ST Early 
MFB50-4 
1 700 rpm / 28 Nm [sdNMEP] 21 20 24 
2 1500 rpm / 41 Nm [sdNMEP] 31 28 37 
3 1250 rpm / 125 Nm [CoV-IMEP] 36 36 36 
4 1500 rpm / 105 Nm [CoV-IMEP] 36 36 36 
5 2000 rpm / 81 Nm [CoV-IMEP] 35 35 35 
6 2000rpm / 199 Nm [CoV-IMEP] 37 37 37 
Table 5.4: Summary of valid points per minimap point tested 
  
(a) (b) 
Figure 5.23: Combustion stability for test data: (a) 700/28, (b) 1500/41 minimap 
points 
  
(a) (b) 
Figure 5.24: Combustion stability based on overlap: (a) 700/28, (b) 1500/41 
minimap points 
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Based on this analysis, plots of overlap against EVC for all the minimap points 
(e.g. Figure 5.24) showed that the design space for IVO and EVC calibration 
variables could be reduced in the next step of DoE, i.e. particularly for the lower 
speed / load operating points. Therefore, the design space for IVO and EVC at 
‘700 (rpm) / 28 (Nm)’ minimap point constrained to EVC < 30 deg ATDC, and 
‘Overlap’ < 10 deg. Also, at ‘1500 (rpm) / 41 (Nm)’ engine operating point, the 
design space constrained to ‘Overlap’ < 30 deg.  
II.  Engine Response Surface Models: 
Response surface models were fitted for each response at each operating point 
by using MATLAB MBC toolboxTM, using only the valid test results summarised 
in Table 5.4. Noteworthy, separate models were fitted for each spark timing 
setting (nominal / early / late) at each speed / load test point. Figure 5.25 
illustrates the MBC test plan / model setup.  
The response model fitting procedure included the following steps: 
1. Fit candidate models: several types of models (e.g. polynomial, RBF and 
Hybrid RBF) were fitted for each engine response. Given that a limited 
number of sample points were tested for the screening stage and the 
experimental range of calibration variables was deliberately chosen to be 
quite wide, polynomial models were unlikely to be efficient [96]. Therefore, a 
wide range of RBF models were considered to fit the response models. This 
flexile non-parametric modelling technique is expected to be more accurate 
at the points where they are interpolating due to its ability to confront the 
missing and noisy data with a good generalization capability [123]. The 
quality of the fit was preliminarily evaluated via RMSE [156] and PRESS 
RMSE [224], where necessary; extreme observations outliers have been 
eliminated from the model fitting process.  
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Figure 5.25: MBC model set-up 
 
2. Model selection: given the small number of test points available for this 
Screening DoE, preference must necessarily be given to the fits that have a 
small modelling sequence (i.e. a small number of effective model terms). 
Therefore, in line with findings from established research [133], the Akaike 
Information Criteria (AIC) was used as the main model selection criteria. For 
engineering communication purposes, PRESS RMSE was still used to 
indicate roughly the prediction accuracy of the model.  
On review of the selected models, it was seen that RBF-multiquadric models 
showed better statistical properties than the other candidate models, 
therefore this was selected as preferred model type and fitted for all 
responses. Figure 5.26 and Figure 5.27 illustrate an example of results as a 
3-D plot from MBC toolbox for fuel consumption (FC) and Pn responses at 
the 700 – 28 speed / load operating point, at nominal spark timing (MFB50% 
at 8o). Similar models were fit for all the engine responses at all 6 engine 
steady state operating points, at 3 different spark timings (i.e. nominal / early 
/ late spark timings). 
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Figure 5.26: 3D View of Fuel consumption versus SOI and FRP for 700 / 
28 minimap point 
 
Figure 5.27: 3D View of Pn versus SOI and FRP for 700 / 28 minimap 
point 
 
III. Trend Analysis: 
Figure 5.28 and Figure 5.29 illustrate examples of pseudo ‘main effects’ type 
plots, generated using Matlab programming software, based on RBF-
multiquadric models. In these plots, fuel consumption and Pn responses are 
presented as a function of one factor-at-a time while the other factors are 
evaluated at their neutral position (i.e. the mid-range section of the response 
surface). Such plots are a useful method for the engineering evaluation of 
trends, to be used beside the 3D response models. By comparing the response 
plots at different operating points, it was seen that fuel consumption and Pn 
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responses are improving by increasing the FRP variable. This indicated that the 
FRP variable space could be reduced for the engine mapping stage. Similar 
analysis was done for the SOI calibration variable, it was seen that the higher 
range of start of injection variable, i.e. corresponding to ‘early’ SOI, is beneficial 
for both fuel consumption and Pn. So, the SOI variable space for engine 
mapping stage was also reduced for the engine mapping stage. Therefore, 
given that similar trend was observed for all the minimap points tested for the 
GDI engine, the final design space for FRP and SOI parameters were revised 
for the engine mapping stage to a subspace of original design space used for 
screening DoE, as illustrated by the rectangle in Figure 5.30.  
  
(a) (b) 
Figure 5.28: Fuel consumption against (a) SOI(BTDC), and (b) FRP(MPa), for 
the 2000-81 speed/load operating point at nominal spark timing  
 
  
(a) (b) 
Figure 5.29: Pn against (a) SOI(BTDC), and (b) FRP(MPa), for the 2000-81 
speed/load operating point at nominal spark timing  
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Figure 5.30: Design space for engine mapping stage 
Similarly, Figure 5.31 illustrates an example of pseudo ‘main effects’ plots, in 
Matlab environment, for Pn with different spark timing strategies (Nominal, 
advanced and retarded). It was observed that although advancing spark timing 
shows a marginal Pn benefits over MBF50% burn spark timing, especially at 
‘700 (rpm) / 28 (Nm)’ operating point, the fuel consumption is more than 
MBF50% spark timing, as illustrated in Figure 5.32. Therefore, since no 
significant benefit was seen for any of the 6 engine speed / load operating 
points in performing the DoE at different spark timings, it was decided to fix 
spark timing at MFB50%. 
The data analysis (i.e. combustion stability analysis, fitting response models, 
and trend analysis) was executed on the screening DoE data collected at all the 
6 minimap points tested for the GDI engine with single injection strategy. All the 
results were collated in a technical report ‘CREO-12032012: Preliminary Report 
on Phase 1 Screening DoE Results’ [243]. 
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Figure 5.31: Effects of actuator settings on Pn at 700 – 28 operating point, 
Nominal is showed by a blue line, retarded by red and advanced by green. 
 
Figure 5.32: Effects of actuator settings on FC at 700 – 28 operating point, 
Nominal is showed by a blue line, retarded by red and advanced by green. 
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To sum up, the main conclusions made from analysis of the screening DoE test 
points are: 
 Although Spark timing (ST) affects the engine performance (i.e. both fuel 
consumption and Pn) considerably, no significant benefit was seen in 
performing the DoE at different spark timings other than MFB50% spark 
time. So, for designing the mapping DoE, ST was fixed at the nominal 
setting MFB50%.  
 Fuel rail pressure (FRP) design space reduced to 8< FRP <15, due to 
better engine performance (regarding Pn and fuel consumption) at all the 
operating points. 
 Start of Injection (SOI) design space reduced to 260<SOI<330, where 
engine showed better performance at all the operating points. 
 The boundary limits for IVO is -12 < IVO < 50, and for EVC is -6 < EVC < 
44, however; in reality these two parameters cannot be changed 
independently for ‘700 (rpm) / 28 (Nm)’ and ‘1500 (rpm) / 41 (Nm)’ 
minimap points due to combustion stability issues. Therefore, the 
maximum overlap for the 700 – 28 operating point was limited to 10 deg, 
and for 1500 – 41 operating point was limited to 30 deg. Also, since at 700 
– 28 operating point the engine performance was unstable when EVC > 30 
deg ATDC, the design space for EVC was also reduced at this minimap 
point. 
 
5.6.2.3 Mapping Stage: Implementation 
The mapping DoE was planned using the sequential MB-MV DoE strategy. In 
order to validate the sequential DoE methodology, four MB-MV iterations were 
planned and run for the ‘2000 (rpm) / 81 (Nm)’ minimap point as shown in 
Figure 5.33, i.e. using an OLH DoE with 50 test points for MB stage with 
subsequent model validation DoEs of size 15. Also, in order to maximize the 
utilization of the information gained from the screening experiments, the ‘valid’ 
screening test points (i.e. the test points that were inside the revised variable 
space after the screening stage) were carried over to the engine mapping 
stage. For instance, 15 valid test points were carried over from the screening 
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stage to the mapping stage for the ‘2000 (rpm) / 81 (Nm)’ minimap point. 
Therefore, the MB-MV DoE strategy for the ‘2000 (rpm) / 81 (Nm)’ minimap 
point was planned as following: 
- Stage 1 (MB-MV1): 65 test points for model building (MB1 = 15 
‘screening’ + 50 ‘MB’) and 15 test points for model validation (MV1), 
shown in Figure 5.34 (a). 
- Stage 2 (MB-MV2): 80 test points for model building (MB2 = MB1 +MV1) 
and 15 test points for model validation (MV2), shown in Figure 5.34 (b). 
- Stage 3 (MB-MV3): 95 test points for model building (MB3 = MB2 +MV2) 
and 15 test points for model validation (MV3), shown in Figure 5.34 (c). 
- Stage 4 (MB-MV4): 110 test points for model building (MB4 = MB3 
+MV3) and 15 test points for model validation (MV4), shown in Figure 
5.34 (d). 
 
Figure 5.33: MB-MV DoE strategy planned for 2000-81 operating point 
The DoE test points illustrated in Figure 5.34 were generated by running the 
developed PermGA, based on Equation 5.2, for 1,000 iterations, when the 
‘Population Size’ was 200, ‘Crossover Rate’ was 0.8, ‘Mutation Rate’ was 0.05, 
and ‘Elite Size’ was 5 for MB DoE and 3 for MV DoEs. The PermGA 
convergence plot for each sequence of the MB-MV strategy is shown in Figure 
5.35.  
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(a) MB - MV1  (b) MB - MV2 
  
(c) MB - MV3 (d) MB - MV4 
Figure 5.34: 2-D projection of mapping DoE test points for 2000 – 81 operating 
point in SOI – FRP coordinates 
 
  
MB-MV1 DoE MB-MV2 DoE 
  
MB-MV3 DoE MB-MV4 DoE 
Figure 5.35: Convergence plot of PermGA for generating the MV DoEs 
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Figure 5.36 illustrates the Euclidian distance of the test points at each of the 
model validation stages, i.e. shown in Figure 5.34, using boxplots. This figure 
shows that variability of the Euclidian distances decreases by adding the 
subsequent MV DoEs, which in effect shows the capability of the developed 
PermGA algorithm to distribute the points evenly within the 4-dimensional 
design space even after 4 independent sequences of MV DoEs. Also, 4 outliers 
were seen at ‘MB-MV4’ DoE stage. The Euclidian distance of these outliers are 
not worse (less or more) than the previous DoE stage (i.e. ‘MB-MV3’), however; 
since the variability is less at ‘MB-MV4’ (i.e. interquartile range is smaller) these 
test points are recognised as outliers. Moreover, Figure 5.37 characterises the 
distribution of Euclidian distances in terms of its standard deviation across the 4 
MB-MV stages. This figure shows that the uniformity of the distribution of the 
test points within the design space is improving across the subsequent stages 
of MV DoEs.  
The correlation (r) between each of the two DoE variables was also studied for 
all the 4 stages of the MB-MV strategy. It was observed that the correlation 
between the variables was negligible (i.e. −0.05 ≤ 𝑟 ≤ 0.05 ) [90], thus, the 
designs are quasi-orthogonal. 
 
Figure 5.36: Boxplot of Euclidean distances across the subsequent validation 
DoEs 
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Figure 5.37: Standard deviation (σ) of the Mm Distances  
Noteworthy, the MB-MV DoE strategy planned for the other 5 speed / load 
engine operating points was not in 4 stages. At these operating points, after 
carrying over the valid test points from the screening stage, an initial DoE of 50 
points was generated for model building, and then it was augmented by the 
subsequent MV DoEs of 15 points until the target model accuracy was 
achieved. 
5.6.2.4 Mapping Stage: Analysis of Results  
After collecting engine responses of interest for the planned DoE test points at 
each stage of the MB-MV DoE strategy, a wide range of response models (e.g. 
polynomial, RBF and Hybrid RBF) were fitted using the MATLAB MBC Model 
Browser toolbox. The extreme observations (i.e. outliers) were eliminated from 
the model fitting process, where it was necessary. Subsequently, a response 
model was selected through evaluation of RMSE [156] and PRESS RMSE [224] 
statistical criteria. The quality of the selected response models was then judged 
based on analysing: 
I.  Analysis of Residuals: 
Figure 5.38 and Figure 5.39 illustrate examples of the residual plots for the Pn 
and fuel consumption responses against the observation number (or versus 
time order in which the data was observed) at 2000 – 81 speed / load operating 
point. Residuals in these plots are the difference between the real response 
value (or collected value) and the predicted response value by the fitted model, 
for each MB test point. In general, it is expected to have (at least approximately) 
163 
 
random appearance for the residual plots. Observing trends in the pattern of 
residuals, either funnelling in / fanning out patterns which are indicators of 
decrease / increase in error variance, violates the constant-variance assumption 
[244]. It can be observed that both residual plots (Figure 5.38 and Figure 5.39) 
show random behaviour around the zero horizontal line, so, it is reasonable to 
believe that constant-variance assumption is valid for the fitted models. 
 
Figure 5.38: Residual plot for Pn response at 2000 – 81 operating point (using 
MBC Toolbox) after the first sequence (MB-MV1) 
 
Figure 5.39: Residual plot for Fuel Consumption response at 2000 – 81 
operating point (using MBC Toolbox) after the first sequence (MB-MV1) 
II.  Statistical diagnostics  
Figure 5.40 and Figure 5.41 illustrate the improvement in model accuracy for 
the Pn and fuel consumption responses at different DoE stages, for the 2000 – 
81 operating point. It can be seen that the PRESS RMSE [54] and Validation 
RMSE (see Equation 2.15) are decreasing over the subsequent stages of the 
sequential process, which indicates that the quality of the response models is 
improving sequentially. 
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Similarly, Figure 5.42 and Figure 5.43 illustrate the improvement in model 
accuracy of Pn and fuel consumption responses at the 2000 – 81 minimap 
point, in terms of the model prediction relative error, which is expressed as the 
ratio of validation RMSE to mean response as percentage (see Equation 2.16). 
The decreasing trend in the validation RMSE shows that the quality of the 
response surfaces is enhanced step by step. It can be seen that for the 2000 – 
81 minimap point illustrated in Figure 5.42 and Figure 5.43, the relative error is 
0.91 % for fuel Consumption and 8.4 % for Pn after the 4th MB-MV iteration. 
Given the engineering target for model quality of FC and Pn responses at 2000 
– 81 minimap point (1% and 10%, respectively), it could be argued that for this 
case the engine response models were acceptable after the second MB-MV 
iteration, i.e. based on a mapping DoE of only 80 (65 MB + 15 MV) test points. 
This is significantly less than the normal mapping DoEs which typically use 120-
150 test points [43], with no automatic guarantee that the target model accuracy 
will be reached. 
 
Figure 5.40: PRESS RMSE and Validation RMSE for Pn response at different 
sequences at 2000 – 81 operating point 
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Figure 5.41: PRESS RMSE and Validation RMSE for fuel consumption 
response at different sequences at 2000 – 81 operating point 
 
 
Figure 5.42: Pn prediction relative error at 2000 – 81 operating point 
 
Figure 5.43: Fuel consumption prediction relative error at 2000 – 81 point 
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III. Trend Analysis 
Figure 5.44 to Figure 5.47 illustrate plots of Pn and fuel consumption responses 
through stages MV1 and MV4. These figures clarify how the shape and trend of 
the responses, particularly the fuel consumption response, are transformed 
iteratively through collecting more infill test points, improving the prediction 
accuracy throughout the design space. As an example, it can be seen that the 
shape of fuel consumption response after collecting 4 sets of validation points 
(Figure 5.47) is significantly different from the response model at sequence 1 
(Figure 5.46), especially at the extremities of the design space, i.e. the corner 
areas.  
 
Figure 5.44: Pn response at MV1 stage at 2000 – 81 operating point 
 
Figure 5.45: Pn response at MV4 stage at 2000 – 81 operating point 
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Figure 5.46: Fuel consumption response at MV1 stage at 2000 – 81 operating 
point 
 
Figure 5.47: Fuel consumption response at MV4 stage at 2000 – 81 operating 
point 
The last stage of engine model validation was based on the engineering 
analysis of the fitted models to ensure that the models are not over-fitted or 
extrapolating among the collected data. Figure 5.48 and Figure 5.49 illustrate 
the Pn and Fuel consumption response surfaces at 2000-81 operating point 
after four stages of sequential data collection.  
Figure 5.48 shows that for low Fuel Rail Pressure (FRP) and late start of 
injection (SOI), shown as Area 1, the fuel consumption is higher due to poor 
mixture preparation and loss of efficiency. It can be seen that fuel consumption 
decreases with higher FRP (Area 2), which could be linked to improved fuel 
atomization and better fuel mixture preparation. Similarly, Figure 5.49 illustrates 
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the Pn response against FRP-SOI. For low FRP and late SOI, area 1, the Pn 
emissions are relatively high, which is due to insufficient time for mixture 
preparation (inhomogeneous charge at ignition). Pn is decreasing with 
increasing the FRP, moving from area 1 toward area 2, which is due to better 
fuel atomization. However, the Pn is high at low FRP and early SOI, area 3, 
which could be linked to locally fuel rich zones as a result of poor atomization or 
fuel impingement on the piston. Furthermore, it is seen that Pn is decreasing 
with increasing FRP (area 4), due to improved fuel atomization resulting in a 
more homogenous mixture. 
Similar engineering analysis was carried out for engine response models at 
each engine speed / load operating point tested to validate the observed trends. 
 
 
Figure 5.49: Pn response in SOI-FRP coordination at stage 4 
 
Figure 5.48: Fuel consumption response in SOI-FRP coordination at stage 4 
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Table 5.5 summarises statistical properties of the fitted approximation models 
for the AJ133 GDI engine key responses (i.e. fuel consumption and Pn). In this 
table, the ‘MB Test Points’ column indicates the number of feasible MB test 
points used to fit the high fidelity response models after removing the outliers. 
Noteworthy, only the MB-MV DoE strategy for minimap 5 (i.e. 2000 – 81 
operating point) was planned in 4 stages, to validate the sequential MB-MV DoE 
methodology. The sequential data collection process for the other minimap 
points was stopped when the response models of target accuracy were 
achieved. 
Minimap Response Model Type 
MB Test 
Points 
RMSE PRESS 
Relative 
Error (%) 
1 
FC RBF-thinplate 69 0.011 0.013 0.93 
Pn RBF-thinplate 71 2.98E+3 4.61E+3 29.47 
2 
FC RBF-thinplate 81 0.025 0.027 0.89 
Pn Quadratic-RBF 83 2.50E+3 4.43E+3 28.26 
3 
FC Quadratic-RBF 57 0.014 0.018 0.61 
Pn RBF-thinplate 59 9.74E+4 1.11E+5 9.89 
4 
FC Quadratic-RBF 60 0.015 0.017 0.58 
Pn RBF-thinplate 63 8.48E+4 1.10E+5 6.89 
5 
FC RBF-thinplate 110 0.060 0.063 0.91 
Pn Quadratic-RBF 109 9.16E+4 8.29E+4 8.40 
6 
FC Quadratic-RBF 65 0.022 0.025 0.46 
Pn Quadratic-RBF 65 1.63E+5 2.24E+5 7.34 
Table 5.5: Summary of fitted MBC models for GDI engine with single injection 
strategy 
 
5.6.3 Double-Injection Phase  
5.6.3.1 Screening Stage DoE: Implementation  
Similar DoE strategy was taken to conduct the screening DoE stage in the 
double-injection phase. Accordingly, an OLH DoE of 60 test points was 
generated based on the calibration variables summarised in Table 5.6. In the 
double-injection phase, spark timing was fixed on the nominal value, i.e. 
MFB50% position at 8°ATDC. 
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Code Name Range Unit 
SOI1 Start of Injection 1 180 360 deg BTDC 
Delay Delay between injection 1 and injection 2 1 8 ms 
Ratio Proportion of total fuel injected in injection 1 30 70 % 
FRP Fuel Rail Pressure 8 15 MPa 
IVO Inlet Valve Opening -12 50 deg ATDC 
EVC Exhaust Valve Closing -6 44 deg ATDC 
Table 5.6: Engine control variables for the GDI engine with double injection 
strategy 
The distribution of the 60 screening test points within the 6-dimensional design 
space is shown in Figure 5.50. This DoE was generated by running the 
developed PermGA, based on Equation 5.1, for 1,000 iterations, when the 
‘Population Size’ was 200, ‘Crossover Rate’ was 0.8, ‘Mutation Rate’ was 0.05, 
and ‘Elite Size’ was 6. The PermGA convergence plot is shown in Figure 5.51. 
To illustrate uniformity of the distributed test points within the 6-dimensional 
design space, the Euclidean minimum distance, i.e. with normalised parameters 
between [0 1], was illustrated in Figure 5.52 for all the generated test points. 
Accordingly, it can be argued that the PermGA algorithm could deliver a 6-
dimentional OLH design with a good space filling property. 
The correlation between each of the two variables (out of 6) was also studied. 
The maximum correlation among the variables is (- 0.07), between variables 
Delay and Ratio. So, it can be concluded that the generated 6-dimensional OLH 
design is quasi-orthogonal, since the correlation is negligible [90].  
As discussed in Chapter 4, the double injections strategy could not be used for 
low speed / load minimaps, i.e. ‘700 – 28’ and ‘1500 – 41’ speed/load operating 
points. It was due to the ECU restriction on minimum pulse width, which defines 
the minimum fuel injection required at each pulse. So, the screening and 
mapping DoEs in the double-injection phase were carried out for the 4 higher 
speed / load operating points, within the University of Bradford dynamometer 
test range, as detailed in Table 5.7. 
Test Point Engine Speed [rpm] Engine Load [Nm] 
3 1250 125 
4 1500 105 
5 2000 81 
6 2000 199 
Table 5.7: Screening operating points 
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Figure 5.50: Distribution of 60 Screening DoE test points in design space 
 
 
Figure 5.51: PermGA Convergence plot for generating the Screening DoE 
 
 
Figure 5.52: Euclidean minimum distance for the Screening DoE test points 
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5.6.3.2 Screening Stage DoE: Analysis of Results 
After collecting the required information at the designed screening test points, 
the collected data was analysed as following:  
I. Combustion Stability Analysis: 
A feasibility study was executed on the collected data to identify the points that 
do not meet the combustion stability set threshold. Unlike the single injection 
phase, most of the screening test points were feasible. However, the 1500 – 
105 screening DoE had a number of unstable test points. Figure 5.53 illustrates 
the distribution of feasible and infeasible test points for the 1500 (rpm) / 105 
(Nm) operating point, in ‘EVC-IVO’ coordinates. The graph shows that late EVC 
has a detrimental effect on combustion stability, particularly when the IVO is 
early (high overlap). This can be seen more clearly by considering the ‘Overlap’ 
between EVC and IVO, i.e. plotting (EVC-IVO) versus EVC, as illustrated in 
Figure 5.54. This shows that at the 1500 (rpm) / 105 (Nm) operating condition, 
overlap (EVC-IVO) higher than 30 degrees has negative effects on combustion 
stability. 
  
Figure 5.53: Distribution of infeasible 
test points in EVC – IVO coordinates 
Figure 5.54: Distribution of infeasible 
test points in Overlap – EVC 
coordinates 
 
II. Engine Response Surface Models: 
Different response surface models were fitted based on the ‘valid’ screening 
test points using the MATLAB MBC toolbox. It was seen that RBF models with 
thinplate kernel showed better statistical properties than the other candidate 
models. Thus, RBF-thinplate was used to build the response models of interest. 
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Figure 5.55 and Figure 5.56 show an example of the fitted response models for 
fuel consumption and Pn responses at 1500 – 105 operating point, respectively. 
 
Figure 5.55: 3D View of FC versus SOI1 and FRP at 1500 – 105 minimap point 
 
Figure 5.56: 3D View of Pn versus SOI1 and FRP at 1500 – 105 minimap point 
 
III. Trend Analysis: 
Figure 5.57 and Figure 5.58 illustrate examples of pseudo ‘main effects’ type 
plots generated for the fitted RBF models at the 1500 rpm / 105 Nm minimap 
point. These figures are plotted using the MATLAB Model Based Calibration 
toolbox. These figures show that both fuel consumption and Pn responses are 
improved at the higher end of the FRP range. This enhancement, especially in 
Pn, is due to better atomization of fuel in higher FRP and consequently a better 
fuel mixture preparation. Therefore, the FRP design space could be reduced for 
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the engine mapping stage. Similarly, a trend analysis was conducted on the 
SOI1 parameter. It was observed that the higher range of the SOI1 variable, 
corresponding to ‘early’ start of injection, is beneficial for both fuel consumption 
and Pn. The main reason for this enhancement is the further time for mixture 
preparation when the start of injection is early. Worth mentioning, similar trends 
were also observed for the other tested minimap points.  
  
(a) (b) 
Figure 5.57: Pn against (a) FRP(MPa), and (b) SOI1(BTDC), within 95% 
confidence intervals 
 
  
(a) (b) 
Figure 5.58: Fuel consumption against (a) FRP(MPa), and (b) SOI1(BTDC), 
within 95% confidence intervals 
The data analysis was executed on the collected data at all the 4 minimap 
points tested for the GDI engine with double injection strategy. All the results 
were submitted to the CREO project as a technical report ‘CREO-15032013: 
Preliminary Report on Phase 2 Screening DoE Results for Multiple Injections’ 
[245].  
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To summarise, the main conclusions made from analysing the screening test 
points are: 
 The FRP range reduced to:    11 𝑀𝑃𝑎 ≤ 𝐹𝑅𝑃 ≤ 15 𝑀𝑃𝑎 ; 
 The SOI1 range reduced to:   240 𝐵𝑇𝐷𝐶 ≤ 𝑆𝑂𝐼1 ≤ 360 𝐵𝑇𝐷𝐶 ; 
 At 1500 – 105 operating point, the maximum valve overlap was 
constrained to 30 deg. 
 
5.6.3.3 Mapping Stage: Implementation  
Similar to the single injection phase, the MB-MV sequential DoE strategy was 
used to conduct the mapping DoE stage. Accordingly, after carrying over the 
valid test points from the screening stage, an initial OLH DoE of 50 points was 
generated for model building. This design was then augmented by the 
subsequent MV OLH DoEs of 15 points, until the target model accuracy was 
achieved. 
For illustration, the first iteration of MB-MV DoE for the ‘2000 (rpm) / 81 (Nm)’ 
minimap point is shown in Figure 5.59. This figure shows the location of 25 
‘valid’ screening test points, 50 model building test points, and 15 model 
validation points in SOI1-FRP coordinates, at the first sequence of the mapping 
strategy. The DoE test points illustrated in Figure 5.59 were generated by 
running the developed PermGA, based on Equation 5.2, for 1,000 iterations, 
when the ‘Population Size’ was 200, ‘Crossover Rate’ was 0.8, ‘Mutation Rate’ 
was 0.05, and ‘Elite Size’ was 5 for MB DoE and 3 for MV DoE. The PermGA 
convergence plot for generating the MV DoE is shown in Figure 5.60.  
The Euclidean minimum distance, i.e. with normalised parameters between [0 
1], for the generated DoE test points (i.e. 50 MB + 15 MV test points) within the 
6-dimensional design space is illustrated in Figure 5.61. This histogram 
indicates that distribution of the generated test points within the 6-dimensional 
design space is quasi-uniform.  
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Figure 5.59: MB-MV first sequence at 2000 – 81 operating point 
 
 
Figure 5.60: Convergence plot of PermGA for generating the MV1 DoE 
 
 
Figure 5.61: Euclidean distance for the MB-MV1 DoE at 2000 – 81 point 
The uniformity of distribution of the test points is also illustrated using boxplots, 
as shown in Figure 5.62. It can be seen that the variability of the Euclidian 
distances decreased by adding the subsequent MV DoE. Therefore, the 
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developed PermGA could distribute the validation test points evenly within the 
6-dimensional design space. 
The correlation (r) between each of the two variables (out of 6) was also studied 
for the MB-MV1 DoE. It was observed that the correlation between the variables 
was insignificant (i.e. −0.08 ≤ 𝑟 ≤ 0.08 ) [90], which means that the MB-MV1 
DoE is quasi-orthogonal. 
 
Figure 5.62: Boxplot of Euclidean distances after the first validation DoE 
 
5.6.3.4 Mapping Stage: Analysis of Results  
A modelling process similar to the single injection phase was used to fit the 
required engine response models. Afterwards, the quality of the fitted response 
models was judged based on analysing: 
I. Analysis of Residuals: 
Figure 5.63 and Figure 5.64 illustrate the residual plots of the final Pn and fuel 
consumption responses at the 2000-81 operating point. It can be seen that both 
plots show random behaviour around the zero horizontal band, so; it can be 
concluded that the constant-variance assumption is valid for the fitted models. 
In other words, it is expected that no additional variables, than the already 
considered parameters in Table 5.6, to be effective on the responses. 
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Figure 5.63: Residual plot for the final Pn response at 2000-81 operating point  
(using MBC Toolbox)  
 
 
Figure 5.64: Residual plot for the final fuel consumption response at 2000-81 
operating point (using MBC Toolbox) 
 
II. Statistical diagnostics  
Table 5.8 summarises statistical properties of the final MBC models fitted for the 
Pn and FC responses, including RMSE, PRESS RMSE and relative error 
measure. Similar to the single injection phase, the target model accuracy was 
achieved using less test points than the conventional one-shot DoE approaches 
(i.e. usually 120-150 test points). 
Minimap Response Model Type 
MB Test 
Points 
RMSE PRESS 
Relative 
Error (%) 
3 
FC Quadratic-RBF 91 0.016 0.019 0.82 
Pn RBF-linearrbf 91 3.71E+4 4.70E+4 7.10 
4 
FC Quadratic-RBF 92 0.014 0.017 0.76 
Pn Quadratic-RBF 92 3.37E+4 4.43E+4 7.18 
5 
FC Quadratic-RBF 90 0.014 0.020 0.81 
Pn Quadratic-RBF 90 3.59E+4 5.42E+4 6.13 
6 
FC RBF-thinplate 90 0.039 0.046 0.73 
Pn RBF-thinplate 90 5.43E+4 8.28E+4 6.61 
Table 5.8: Summary of fitted MBC models for GDI engine with double injection 
strategy 
179 
 
III. Trend Analysis 
The last stage of model validation was to compare the model trends with the 
engine physical behaviour. Figure 5.65 and Figure 5.66 illustrate the Pn and 
fuel consumption responses at the 2000 – 81 operating point against the FRP-
SOI coordinates. It can be seen that these two figures show similar trends to the 
described engine models at the single-injection phase, shown in Figure 5.48 
and Figure 5.49, which is consistent with the engineering expectations at this 
engine operating condition.  
 
Figure 5.65: Pn response in SOI1-FRP coordination for 2000 – 81 minimap 
 
 
Figure 5.66: Fuel response in SOI1-FRP coordination for 2000 – 81 minimap 
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5.7 Summary, Discussion and Conclusions 
The main aim of this chapter was to develop a sequential DoE strategy to 
enhance the effectiveness of the engine steady state data collection process, to 
maximise the information gained with minimal resource expenditure, in terms of 
engine testing. The proposed strategy offers a coherent framework for the 
Screening – Model Building – Model Validation sequence, based on an Optimal 
Latin Hypercube DoE. Accordingly, a Permutation Genetic Algorithm (PermGA) 
was developed and implemented in MATLAB to generate the OLH designs 
according to the AELH optimality criteria. A separate algorithm, also based on 
PermGA, was developed to generate optimal infill strategies for the model 
building – model validation sequence. This algorithm is then modified using a 
penalty function to be employed efficiently for problems with asymmetric design 
spaces. A validation exercise was carried out based on two test cases: one 
based on a theoretical function, to investigate the statistical properties of the 
experimental design, and one based on the AJ133 GDI engine mapping 
experiment. The GDI engine case study illustrated the application of the OLH 
DoE in the screening stage, aimed at identifying the useful calibration variables 
space, followed by a mapping series of experiments based on a MB-MV 
sequentially augmented OLH DoEs. 
The main innovative feature of the sequential DoE framework for steady state 
engine mapping discussed in this chapter consists of the fact that it combines 
the ‘screening’ phase with the model building phase and a flexible sequence of 
MB-MV DoEs. This not only enhances the effectiveness of the engine data 
collection process, but it offers a much richer screening process. By fitting 
models based on the screening DoE data, the actuator range is not defined only 
by the feasible range, as it is the case with current approaches used in practice 
and discussed in literature [241], [246], but the analysis of the trends (including 
significant effects of interactions between control variables) allows the scope for 
the mapping experiments to be further narrowed down to areas of interest for 
the optimisation. A smaller variable space enables a better exploration through 
a smaller size mapping DoE experiment, hence an increased effectiveness of 
the test plan. 
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The main conclusions of applying the sequential MB-MV strategy can be 
summarised as: 
1) PermGA and Infill PermGA algorithms can successfully generate uniformly 
distributed space filing designs for both symmetric and asymmetric design 
spaces. These algorithms can also maintain the experimental design 
orthogonality. 
2) The accuracy of the engine response models is improving through the MB-
MV sequence.  
3) The accuracy of the response surfaces can be monitored at each stage, 
thus, the data collection process can be stopped when the required model 
accuracy is achieved. 
4) MB-MV strategy has the potential to reduce both testing and computational 
effort. 
5) MB-MV strategy is performing well regardless of problem dimensionality and 
variables’ design space. 
It is noteworthy that the practical implementation of this methodology for engine 
mapping and calibration studies substantially relies on the stable operation of 
the engine test facility, as engine characterization DoE data for each minimap 
point is not collected in a single sequence, which is the common industry 
practice.  
In the following chapter, the developed high fidelity response models for the 
GDI engine case study are used for the calibration optimisation purposes. 
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Chapter 6: Evaluation of Multi-Disciplinary Optimisation 
Frameworks for Engine calibration Optimisation 
6.1 Introduction 
This chapter presents research to enhance the steady state engine calibration 
optimisation process with the application of multidisciplinary design optimisation 
frameworks. The research was carried out within the following steps: 
1. Implementation of the conventional 2-stage optimisation approach for the 
GDI engine case study using the engine response models fitted in 
Chapter 5. 
2. Application of 3 MDO frameworks (i.e. MDF, CO and ATC) to formulate 
and solve the GDI engine calibration optimisation problem, using the 
engine response models fitted in Chapter 5. 
3. Validation of the developed MDO frameworks on the diesel engine case 
study. 
4. Comprehensive discussion of the results and making conclusions. 
6.2 Review of Conventional 2-Stage Calibration Optimisation Process for 
the GDI Engine Steady State Calibration Optimisation Problem 
The conventional 2-stage calibration optimisation approach consists of two 
optimisation stages:  
1- ‘Local level’ optimisation (i.e. at each minimap point): In this level of 
optimisation, the main target is to study the trade-off between the 
conflicting key objectives at each minimap point, to find a number of 
candidate calibration settings at each engine speed / load operating 
condition [7], [209]. 
2-  ‘Global level’ optimisation (i.e. over all the minimaps or a reference 
driving cycle): In this optimisation level, the main objective is to select the 
best combination of local candidates which can satisfy the global 
requirements [210].  
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6.2.1 Local Level Optimisation 
6.2.1.1 Local Level Optimisation: Problem Analysis 
For the GDI engine calibration problem, the main objective was to minimise the 
fuel consumption over the NEDC drive cycle. However, considering that the 
new emission legislation for GDI engine is introduced based on Pn (i.e. Euro 
VI), minimising the Pn emission was also considered as an objective. Another 
reason for minimising the Pn response was to reduce the need for an after-
treatment hardware [46]. Accordingly, the idea proposed was to define the local 
optimisation problem as a trade-off optimisation problem between Pn and FC at 
each minimap. The relation between FC and Pn responses has not been 
studied before, although it is generally expected to observe a trade-off relation 
between the fuel consumption and emissions.  
Therefore, a multi-objective optimisation problem was formulated with the 
objectives of minimising both fuel consumption and Pn, in subject to the 
operating constraints at each minimap point, as illustrated in Equation 6.1.  
Objectives: 
Minimise 𝐹𝐶 (𝑋𝑖) 
Minimise 𝑃𝑛 (𝑋𝑖) 
With respect to 
𝑋𝑖  
Subject to 
𝐸𝑉𝐶𝑖 − 𝐼𝑉𝑂𝑖 ≤ 𝐸𝑖  
ℎ(𝑋𝑖) < 0  
𝑋𝑖
𝑙𝑏 ≤ 𝑋𝑖 ≤ 𝑋𝑖
𝑢𝑏  
 
 
 
 
 
 
Equation 6.1 
i indicates the calibration minimap point (speed / load operating point) given in 
Table 4.1, 𝑋𝑖 specifies the vector of calibration parameters at minimap point 
i, 𝐹𝐶 (𝑋𝑖) is the fuel consumption at minimap point i, and 𝑃𝑛 (𝑋𝑖) denotes the Pn 
value at minimap point i. Given that the multi-objective optimisation process was 
conducted for the GDI engine case study using both single injection and double 
injection strategies, the calibration variables constituting the 𝑋𝑖 vector can be 
defined as following: 
 
184 
 
𝑋𝑖 = (𝐼𝑉𝑂𝑖, 𝐸𝑉𝐶𝑖, 𝐹𝑅𝑃𝑖, 𝑆𝑂𝐼𝑖)                                  For single injection models 
𝑋𝑖 = (𝐼𝑉𝑂𝑖, 𝐸𝑉𝐶𝑖, 𝐹𝑅𝑃𝑖, 𝑆𝑂𝐼1𝑖, 𝐷𝑒𝑙𝑎𝑦𝑖, 𝑆𝑝𝑙𝑖𝑡𝑖)       For double injection models 
The local constraints in Equation 6.1 are: 
 Valve overlap (𝐸𝑉𝐶𝑖 − 𝐼𝑉𝑂𝑖): This constraint specifies the maximum 
allowable valve overlap (𝐸𝑖), which were determined for some of the 
minimap points during the Screening DoE stage described in Chapter 5, to 
avoid operating conditions with poor combustion stability. The maximum 
allowable valve overlap at each minimap point is summarised in Table 6.1. 
Maximum Overlap Node 1 Node 2 Node 3 Node 4 Node 5 Node 6 
Calibration Case 1 10 deg 30 deg NA NA NA NA 
Calibration Case 2 10 deg 30 deg NA 30 deg NA NA 
Table 6.1: Upper limits for the overlap constraint at each minimap point 
 Convex hull (h): Convex hull [227] was used as an additional design space 
constraint during the optimisation process. Convex hull or convex envelope 
defines the minimal convex which contains all the feasible test data points 
as the final design space. This constraint helps to avoid extrapolation around 
the unknown part of design space, i.e. where not enough test point is 
generated such as design space corners. The Matlab MBC toolbox was 
used to apply the star-shaped [171] boundary limits on the GDI engine MBC 
models fitted in Chapter 5. This type of convex envelope is constructed by 
interpolation of all data points on boundary to have a wider design space 
range through a more flexible design space constraint. This envelope 
behaves similar to the typical convex hull, while provides more opportunity to 
explore the design space during the optimisation stage. In Equation 6.1, h 
determines the distance between a point and the convex hull constraint. So, 
when ℎ(𝑋𝑖) < 0, it means that the calibration solution is inside the convex 
hull. 
 Boundary limits: Linear constraints were used to define the boundary limits 
for each calibration parameter (see Table 5.3 and Table 5.6). In Equation 
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6.1, lb and ub indicate the lower and upper boundary limits for each variable, 
respectively. 
6.2.1.2 Local Level Optimisation: Implementation and Results 
To solve the multi-objective optimisation problem illustrated in Equation 6.1, the 
NSGA II optimisation algorithm, which is an evolutionary multi-objective 
optimisation algorithm [173], was utilised. Accordingly, an NSGA II optimisation 
algorithm implementation was downloaded as an optimisation toolbox available 
for Matlab programming environment [247]. The fitted response models in 
Chapter 5 were also exported from the MBC toolbox into the Matlab workspace 
using the ‘data structure’ format. Then, the exported MBC models and the local 
constraints illustrated in Equation 6.1 were loaded into the NSGA II graphical 
user interface (GUI) to run the algorithm for each of the minimap points.  
Figure 6.1 illustrates an example of FC – Pn trade-off at 1250 (rpm) - 125 (Nm) 
operating point, i.e. for both single and double injection models. For these trade-
offs, the NSGA II algorithm was run for 200 iterations while the ‘Population Size’ 
was 100, ‘Crossover Rate’ was 0.8, ‘Mutation Rate’ was 0.05, and ‘Elite Size’ 
was 5. By analysing this figure, it can be concluded that: 
(i) There is an explicit trade-off between Pn and FC responses that can be 
exploited to deliver a better calibration for Pn. For instance, for the single 
injection plot, a significant reduction in Pn (over 30% reduction, by 
reducing Pn from 6 × 105 to 4 × 105) can be achieved with a very small 
penalty (around 0.5%) in fuel consumption. 
(ii) The use of double injections appears to offer an important opportunity to 
reduce the fuel consumption (i.e. approximately 2%) in this minimap point, 
however; it does not deliver a better calibration solution in the sense to 
meet the forthcoming Pn emission legislation.  
Similar trade-off trends were observed at the other engine speed / load 
operating points tested for the GDI engine case study. All the results were 
submitted to the CREO project as a report ‘CREO 20082013: Preliminary 
Report on Optimisation Stage (Optimisation Plots)’. 
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Figure 6.1: Illustration of Pn - FC trade-off study at 1250 (rpm) -125 (Nm)  
In order to plot the location of NSGA II Pareto solutions within the design space, 
a Matlab code was written as an extension to the NSGA II optimisation toolbox, 
to map the Pareto solutions into 2-D coordinates for any possible combination 
of calibration parameters. In this program, a colour scheme was used to define 
which Pareto solutions are delivering a better Pn value (i.e. or worse FC value). 
Figure 6.2 shows an example of mapping Pareto solutions within the possible 2-
D coordinates, applied for the 1250 (rpm) - 125 (Nm) operating condition (i.e. 
Pareto frontier is shown in Figure 6.1). In this figure, blue crosses show the 
location of feasible DoE test points, the coloured points are indicating the 
Pareto solutions changing colour from black to white (i.e. a darker point 
indicates a lower Pn value / or higher FC value), and the lighter grey 
background illustrates the convex hull over the DoE test points within the 
boundary limits. Noteworthy, the convex hull was shown using the ‘Convhulln.m’ 
function available in Matlab library.  
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Figure 6.2: Mapping of Pareto solutions for the 1250 (rpm)-125 (Nm) minimap 
point with single-injection strategy within 2-D co-ordinates 
Using the colour-map graphs, it was easier to compare the effect of each 
variable on the Pn and FC responses. For instance, in Figure 6.2 an increase in 
fuel rail pressure (FRP) has resulted in a decrease in Pn (due to better fuel 
atomization, as explained in Chapter 4) which are clearly monitored by darker 
points at higher FRP values.  
Similar figures were plotted for all the minimap points, i.e. for both single 
injection and double injection strategies.  
6.2.2 Global Level Optimisation 
6.2.2.1 Selection of Local Solutions 
After analysing the Pareto solutions within the design space for each minimap 
point, a number of calibration settings (i.e. 4 solutions) were selected on each of 
the Pareto frontiers as the potential local optimum solutions. These solutions 
were selected in a way to be representative of the trade-off between FC and Pn 
responses at each of the minimap points, which does not necessarily consider 
the spread of calibration solutions within the design space. As an example, 
Figure 6.3 illustrates the selected local candidates at 1250 (rpm) - 125 (Nm) 
minimap point with single injection strategy.  
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Figure 6.3: Local candidates for 1250 – 125 operating point with single injection 
The selected candidate solutions on Figure 6.3 are also summarised in Table 
6.2. Similar process was used for all the tested minimap points of the GDI 
engine case study (i.e. 6 minimap points using single injection strategy and 4 
minimap points using double injections strategy). The local calibration 
candidates for each minimap point were summarised in separate tables, i.e. 
similar to Table 6.2, which are shown Appendix II. 
Candidate 
 
IVO 
(ATDC) 
EVC 
(ATDC) 
FRP 
(MPa) 
SOI 
(BTDC) 
FC 
(kg/hr) 
Pn 
(pccm) 
1 3.2 40.3 12.5 307 4.660 5.45E05 
2 11.6 43.3 12.7 309 4.666 4.97E05 
3 14.7 43.3 13.05 307 4.674 4.61E05 
4 19.3 42.8 13.48 306 4.685 4.27E05 
Table 6.2: Local candidates for 1250-125 operating point with single injection 
 
 
FC (kg/hr) 
P
n
 (
p
c
c
m
) 
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6.2.2.2 Global Level Optimisation: Problem Analysis 
In the global level, the main objective was to select the best combination of 
solutions among all the possible combinations of candidates, which could 
deliver the minimum overall fuel consumption and a low overall Pn value in 
comparison with the other combinations. The overall fuel consumption (𝐹𝐶𝑇) 
and overall Pn (𝑃𝑛𝑇) was calculated using the following equations; 
𝐹𝐶𝑇 = ∑ 𝑤𝑖 × 𝐹𝐶 (𝑋𝑖)
6
𝑖=1     
𝑃𝑛𝑇 = ∑ 𝑤𝑖 × 𝑃𝑛 (𝑋𝑖)
6
𝑖=1   Equation 6.2 
Where 𝑤𝑖 indicates the equivalent residency time for minimap i (given in Table 
4.1) over the NEDC drive cycle. In this equation, 𝑋𝑖 denotes the vector of 
calibration parameters at minimap i, and 𝐹𝐶 (𝑋𝑖) and 𝑃𝑛 (𝑋𝑖) are the predicted 
fuel consumption and particulate number at minimap i. 
The main calibration preference to be considered during the global optimisation 
was to deliver a smooth ECU map (i.e. calibration solutions), which is an 
engineering requirement since a non-smooth calibration solution can result in 
customer perceived transient driveability issues. A smooth calibration solution 
can be delivered by restricting large changes in the calibration parameters with 
a swift load increase. Accordingly for the GDI engine, the maximum actuator 
change related to transitions between each 2 minimap points i and j was 
restricted to a fraction (k) of the design space. The actuator change requirement 
for the GDI engine was mathematically formulated as following. 
𝑀𝑎𝑥(|𝑋𝑖 − 𝑋𝑗|) ≤ 𝑘 × |𝑋𝑖
𝑚𝑎𝑥 − 𝑋𝑖
𝑚𝑖𝑛|                0 < 𝑘 < 1           Equation 6.3 
Where, 𝑋𝑖
𝑚𝑎𝑥 and 𝑋𝑖
𝑚𝑎𝑥 are defining the minimum and maximum limits for the 
corresponding calibration parameter 𝑋𝑖, respectively.  
Consequently, the global objective function corresponding to this multi-objective 
optimisation problem was formulated using the ‘Weighted sum’ method [141] 
(explained in Chapter 3), as illustrated in Equation 6.4. 
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Objective:  
Minimise    𝑎 ×  ∑ 𝑤𝑖 × 𝐹𝐶 (𝑋𝑖)
6
𝑖=1  + 
 𝑏 ×  ∑ 𝑤𝑖 × 𝑃𝑛 (𝑋𝑖)
6
𝑖=1   
With respect to 
𝑋𝑖  
Subject to 
𝑔0 = 𝑀𝑎𝑥(|𝑋𝑖 − 𝑋𝑗|) − 𝑘 × |X𝑖
𝑚𝑎𝑥 − X𝑖
𝑚𝑖𝑛| ≤ 0  
where 𝑖 & 𝑗 = 1, … ,6 (𝑖 ≠ 𝑗) 
𝑋𝑖
𝑙𝑏 ≤ 𝑋𝑖 ≤ 𝑋𝑖
𝑢𝑏  
 
 
 
 
 
 
Equation 6.4 
In this equation, the global objective is formulated as the weighted sum of FC 
and Pn responses. The main reason of selecting the ‘Weighted sum’ 
optimisation method was the simplicity of implementing this multi-objective 
optimisation strategy, and also the capability of controlling the relation between 
the objectives using a weight vector [𝑎 𝑏]. Considering that the Pn and FC 
responses are having different units, both responses were standardised 
between -1 and 1 [-1 1], and the focus of optimisation algorithm on each of the 
responses was controlled by changing ‘a’ and ‘b’ coefficients. In this research, 
‘a’ and ‘b’ were set as: 𝑎 = 4 and 𝑏 = 1, which means the final calibration 
solution emphasises on minimising the FC response 4 times more than 
minimising Pn, due to calibration requirements for the GDI engine case study 
(CREO project) to pressurise improvement in overall fuel consumption. 
Moreover, in this equation k was set to 0.5, which in effect results in 
constraining the maximum actuator change related to any transition between 
any 2 minimap points i and j to half of the design space, i.e. this strategy is 
similar to the one adopted by Singh et al [2]. 
After formulating the global objective function, the next step was to evaluate the 
objective function for all the possible combinations of local solutions. Given that 
4 candidates were selected for each of the 6 minimap points, there were (46 = 
4096) possible combinations to be evaluated. Subsequently, the global solution 
with the best fitness value was selected subject to the drivability constraint (𝑔0), 
shown in Equation 6.4.  
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It should be noted that as explained in Chapter 4, two calibration cases were 
considered for the GDI engine case study (see Table 4.4):  
- ‘Case 1’, for which the global optimisation was over all the 6 minimap 
points tested using single injection strategy. 
- ‘Case 2’, for which the global optimisation was over all the minimap points 
tested using the double injection strategy (i.e. minimaps 3 to 6), and the 
minimap points where double injection was not accessible (i.e. minimap 
points 1 and 2).  
In this chapter, similar optimisation strategies were conducted for both 
calibration cases, however; the main difference was the number of calibration 
parameters for each case, i.e. calibration ‘Case 1’ has 24 linking variables, and 
calibration ‘Case 2’ has 32 linking variables. 
6.2.2.3 Global Level Optimisation: Implementation  
To define the optimum global solution, it was required to exhaustively consider 
all the possible combinations of the local candidates. A Matlab code was 
developed to evaluate the objective function (i.e. fitness function), illustrated in 
Equation 6.4, for each of the possible combinations. In this Matlab code, in 
order to avoid selecting a solution that violates the drivability constraint (𝑔0), 
which was set to half of the design space (k = 0.5), the objective function was 
formulated as: 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑎 ×  ∑ 𝑤𝑖 × 𝐹𝐶 (𝑋𝑖)
6
𝑖=1  +  𝑏 ×  ∑ 𝑤𝑖 × 𝑃𝑛 (𝑋𝑖) +  ∅
6
𝑖=1   
where 
 ∅ = {
0              𝑖𝑓 𝑀𝑎𝑥(|𝑋𝑖 − 𝑋𝑗|) − 𝑘 × |X𝑖
𝑚𝑎𝑥 − X𝑖
𝑚𝑖𝑛| ≤ 0 
1000      𝑖𝑓 𝑀𝑎𝑥(|𝑋𝑖 − 𝑋𝑗|) − 𝑘 × |X𝑖
𝑚𝑎𝑥 − X𝑖
𝑚𝑖𝑛| > 0
 
𝑖 & 𝑗 = 1, … ,6 (𝑖 ≠ 𝑗) 
 
 
 
 
 
 
Equation 6.5 
In Equation 6.5, the objective function given in Equation 6.4 was modified using 
a penalty function (∅), which adds a large number to the fitness function if the 
possible global solution cannot satisfy the drivability constraint. In this equation, 
∅ was set as 1000, after a number of try and error, to detect when the drivability 
constraint is violated. In the developed Matlab code, the response values were 
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evaluated using the exported response models from the MBC toolbox into the 
Matlab workspace.  
Therefore, using Equation 6.5 as the fitness function, the feasible solution (i.e. 
combination of local candidates) with the least fitness value was selected as the 
optimum global solution.  
6.2.2.4 Global Level Optimisation: Results 
I. Calibration Case 1 
The global optimisation solution for the calibration ‘Case 1’ is summarised in 
Table 6.3. This table represents the optimum setting for each of the 24 
calibration parameters (i.e. IVO, EVC, FRP and SOI for each of 6 minimap 
points), and the corresponding calibration objectives, i.e. FC (kg/hr) and Pn 
(pccm), for each engine speed / load operating condition. The total FC and Pn 
responses over the reference drive cycle (i.e. NEDC drive cycle) is also shown 
in this table. 
 
Speed / Load 
(rpm – Nm) 
IVO 
(ATDC) 
EVC 
(ATDC) 
FRP 
(MPa) 
SOI 
(BTDC) 
FC 
(kg/hr) 
Pn 
(pccm) 
700-28 35.2 14.8 12.3 294 1.374 5.24E+2 
1500-41 34.7 23.6 11.9 314 3.212 3.58E+2 
1250-125 11.6 43.3 12.7 309 4.666 4.97E+5 
1500-105 29.6 37.0 14.1 318 5.154 6.58E+5 
2000-81 25.4 38.45 14.7 306 5.848 5.67E+5 
2000-199 37.0 41.1 12.4 288 10.693 1.61E+6 
    
Overall 2.738 1.36E+5 
Table 6.3: 2-stage calibration optimisation solution for the calibration Case 1 
Figure 6.4 illustrates the 2-stage calibration solutions as a parallel axis plot, 
comparatively with the baseline calibration setting (see Table 4.5) at each 
minimap point, for all calibration variables. This figure shows that the 2-stage 
framework delivered a smooth actuator map for all the calibration variables, with 
significant improvements for the EVC and FRP. As an example, for the 2-stage 
solution, the maximum change in FRP along all the minimap points is 2.9 MPa, 
however; the baseline setting for FRP shows a significant change from 3 to 14 
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MPa, during the possible transfer from minimap 1 to minimap 6, which is not 
desirable due to drivability issues. 
Figure 6.5 and Figure 6.6 compare the 2-stage optimisation solution versus the 
baseline calibration setting, in terms of percentage improvement in overall FC 
and Pn values. The improvements over the drive cycle show that the 2-stage 
approach outperforms the baseline calibration setting for both overall FC and 
Pn responses, which were significantly improved by 6.82 % and 74.79%, 
respectively. 
  
  
Figure 6.4: Actuator setting at each minimap for baseline and 2-stage 
calibration settings 
 
  
Figure 6.5: Comparing total FC over 
NEDC drive cycle  
Figure 6.6: Comparing total Pn over 
NEDC drive cycle  
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II. Calibration Case 2 
The same analysis of results was conducted for the calibration Case 2. The 
global optimum solution for each calibration parameter is illustrated in Table 6.4. 
Also, the corresponding FC (kg/hr) and Pn (pccm) to each minimap solution, 
and the total FC and Pn over the NEDC drive cycle is illustrated in this table. 
 
Minimap 
(rpm – Nm) 
IVO 
(ATDC) 
EVC 
(ATDC) 
FRP 
(MPa) 
SOI1 
(BTDC) 
Delay 
(ms) 
Split 
(%) 
FC 
(kg/hr) 
Pn 
(pccm) 
700-28 35.2 14.8 12.3 294 NA NA 1.374 5.24E+2 
1500-41 30.5 24.6 11.1 311 NA NA 3.192 6.59E+3 
1250-125 12.5 39.4 14.0 337 3.07 0.54 4.668 6.03E+5 
1500-105 6.4 34.5 12.9 345 7.03 0.57 5.036 1.11E+6 
2000-81 23.2 38.3 13.1 347 1.57 0.54 5.96 1.19E+6 
2000-199 23.1 36.9 13.4 354 2.28 0.56 10.727 1.64E+6 
      
Overall 2.729 1.97E+5 
Table 6.4: 2-stage calibration optimisation solution for the calibration Case 2 
Figure 6.7 illustrates the 2-stage calibration solutions for the calibration Case 2 
as a parallel axis plot, comparatively with the baseline calibration setting (see 
Table 4.5). Since the baseline solution is based on single injection strategy, 
Figure 6.7 only illustrates IVO, EVC, FRP and SOI variables for the comparison. 
This figure shows that the 2-stage framework delivered a smooth actuator map 
for all the calibration variables, i.e. particularly for the EVC and FRP (similar to 
calibration Case 1). 
Figure 6.8 and Figure 6.9 compare the 2-stage optimisation solution for 
calibration Case 2 versus the baseline calibration setting, in terms of 
percentage improvement in overall FC and Pn values. These figures show that 
the 2-stage optimisation solution outperforms the baseline calibration setting 
over both overall FC and Pn responses, which were improved by 7.13 % and 
63.35%, respectively.  
Comparing the solutions obtained from each of the calibration cases (i.e. ‘Case 
1’ versus ‘Case 2’) it was observed that using double injection strategy reduced 
the overall fuel consumption marginally, however; the overall Pn was increased 
significantly. In other words, using double injection strategy for the GDI engine 
does not appear to improve the Pn emissions. 
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Figure 6.7: Actuator setting at each minimap for baseline and 2-stage 
calibration settings 
 
  
Figure 6.8: Comparing total FC over 
NEDC drive cycle between 2-stage 
approach and baseline setting for 
calibration Case 2 
Figure 6.9: Comparing total Pn over 
NEDC drive cycle between 2-stage 
approach and baseline setting for 
calibration Case 2 
6.2.3 Discussion of 2-Stage Optimisation Approach 
Although the 2-stage optimisation strategy was successfully implemented for 
the GDI engine case study, it has several shortcomings that are required to be 
addressed to improve the calibration optimisation process. Some of these 
shortcomings are outlined as following: 
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 Finding the global calibration solution is generally a very time consuming 
and iterative process. As an example, for the GDI engine problem that 4 
solutions were carried over to the global level from each of the 6 minimap 
points, there were 46 possible solutions that required to be evaluated to 
select the best solution. So, in a case that none of the combinations could 
deliver a feasible solution this process had to be repeated again from the 
local optimisation level to select more solution candidates. 
 The global optimisation process is not goal focused, in a sense that instead 
of minimising the main objectives this process is designed to find the best 
combination of the local solutions. So, the global level optimisation for the 
GDI engine was limited to several possible calibration solutions not 
necessarily the true global solution. 
 Selecting the best global solution requires prior knowledge regarding the 
engine performance (i.e. calibrator’s experience).  
 Considering that the complexity of the calibration optimisation problem is 
increasing by introducing new equipment to the engine (i.e. the number of 
calibration parameters and also the calibration requirements are 
increasing), providing the local optimisation candidates from the Pareto 
trade-offs and subsequently delivering the global optimum solution is 
getting more complex and far more challenging. 
 
6.3 Application of Multidisciplinary Design Optimisation Frameworks for 
the GDI Engine Steady State Calibration Optimisation Problem 
Considering the shortcomings of the conventional 2-stage optimisation strategy, 
underlines the need for a better optimisation method to solve the GDI engine 
calibration optimisation problem. In order to enhance the optimisation strategy, 
the two levels of optimisation problem (‘Local’ and ‘Global’ levels) should ideally 
be approached and solved concurrently, such that both global (i.e. over the 
drive cycle) and local (i.e. at each minimap point) benefits are achieved.  
Accordingly, as discussed in Chapter 4, three multidisciplinary design 
optimisation strategies (i.e. MDF, CO, and ATC) were applied to formulate the 
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GDI engine calibration optimisation problem, which are coherent with the 2-level 
structure of the steady state calibration optimisation problems. 
6.3.1 Multidisciplinary Feasible Framework (MDF)  
6.3.1.1 MDF Approach: Problem Analysis  
MDF is the simplest multidisciplinary design optimisation method which is 
derived from the All-At-Once (AAO) optimisation strategy. This framework uses 
a system optimiser to control all the design variables, objective functions and 
design constraints [39].  
The GDI engine calibration problem was associated with the MDF framework by 
formulating the engine performance over all 6 minimap points (i.e. drive cycle) 
as the system level optimisation, while treating each minimap point as a 
subsystem analyser. A subsystem analyser is responsible to define the 
response functions at each minimap point for the linking variables 𝒚𝒔𝒊 
transferred from the system level optimiser. Therefore, the nomenclature of the 
non-hierarchical formulation of the GDI engine calibration optimisation process 
using MDF is detailed in Table 6.5. 
Level Decomposition of GDI engine calibration optimisation problem  
System 
level 
Optimisation 
 
 
(over a drive 
cycle) 
Objectives: 
Minimise Overall fuel consumption (𝐹𝐶𝑇)  
Minimise Overall particulate number (𝑃𝑛𝑇) 
Constraints: 
Drivability constraint  
Overlap constraint at each minimap point 
Convex hull constraint at each minimap point 
Linear constraints 
Design variables: 
Calibration parameters over 6 minimap points 
 
Table 6.5: GDI engine calibration optimisation problem using MDF 
Accordingly, the organisation of the GDI engine calibration optimisation problem 
using the MDF optimisation framework is illustrated in Figure 6.10. In this figure, 
the system level optimisation is shown by the rectangle, where the rounded 
rectangle represents the subsystem analyser i. Within the MDF approach, the 
system optimiser optimises the system level objective function (i.e. consists of 
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both fuel consumption and Pn responses) in subject to the system level 
constraints (i.e. drivability constraint over all the minimap points, overlap and 
convex hull constraints at each minimap point). In order to evaluate the system 
level objective function, the system level optimiser transfers the vector of linking 
variables 𝑦𝑠𝑖 to each subsystem analyser i. Then, the analyser uses the 
transferred linking parameters to evaluate the FC and Pn response models, 
which were developed in Chapter 5, and send the response values back to the 
system level to evaluate the system level objective function. This iterative 
process continues until the system level optimiser (i.e. optimisation algorithm) 
terminates. 
 
Figure 6.10: MDF Optimisation process for the GDI engine calibration 
optimisation problem 
Equation 6.6 illustrates the MDF formulation for the GDI engine calibration 
problem. The ‘Weighted sum’ multi-objective optimisation strategy [141] was 
used to formulate the objective function, aiming to minimise both fuel 
consumption and Pn. 
 
 
𝐹𝐶𝑖 = f (𝑦𝑠𝑖) 
𝑃𝑛𝑖 = f (𝑦𝑠𝑖) 
𝐹𝐶𝑖 
𝑃𝑛𝑖 
System Level Optimisation: 
Objective:     Minimise    𝐹𝐶𝑇 
Minimise    𝑃𝑛𝑇 
Subject to:   Drivability constraint    
Overlap constraints            𝑖 = 1, … ,6  
Convex hull constraints     𝑖 = 1, … ,6  
 Linear constraints              𝑖 = 1, … ,6  
𝑦𝑠𝑖 
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Objective:  
Minimise    𝑓0 = 𝑎 × ∑ 𝑤𝑖 × 𝐹𝐶 (𝑦𝑠𝑖)
6
𝑖=1  +  𝑏 × ∑ 𝑤𝑖 × 𝑃𝑛 (𝑦𝑠𝑖)
6
𝑖=1  
With respect to 
𝑦𝑠𝑖  
Subject to: 
𝑔0 = 𝑀𝑎𝑥(|𝑦𝑠𝑖 − 𝑦𝑠𝑗|) − 𝑘 × |y𝑠𝑖
𝑚𝑎𝑥 − y𝑠𝑖
𝑚𝑖𝑛| ≤ 0    
     where 𝑖 & 𝑗 = 1, … ,6 (𝑖 ≠ 𝑗) 
𝑔1𝑖 = 𝐸𝑉𝐶(𝑦𝑠𝑖) − 𝐼𝑉𝑂(𝑦𝑠𝑖) ≤ 𝐸𝑖          𝑖 = 1, … ,6 
𝑔2𝑖 = ℎ(𝑦𝑠𝑖) ≤ 0                                  𝑖 = 1, … ,6 
𝑦𝑠𝑖
𝑚𝑖𝑛 ≤ 𝑦𝑠𝑖 ≤ 𝑦𝑠𝑖
𝑚𝑎𝑥                               𝑖 = 1, … ,6  
 
 
 
 
 
 
 
Equation 6.6 
𝑓0 is the system level objective function, 𝑤𝑖 indicates the equivalent residency 
time for minimap i (given in Table 4.1), 𝑦𝑠𝑖 denotes the vector of linking 
calibration parameters at minimap i, 𝐹𝐶 (𝑦𝑠𝑖) and 𝑃𝑛 (𝑦𝑠𝑖) are the predicted fuel 
consumption and particulate number at subsystem analyser i, 𝑔0 is the 
drivability constraint, 𝑔1𝑖 defines the overlap constraint at minimap i, 𝑔2𝑖 
indicates the convex hull constraint at minimap i, and 𝑦𝑠𝑖
𝑚𝑖𝑛 and 𝑦𝑠𝑖
𝑚𝑎𝑥 are the 
lower and upper boundary limits for the linking variables. In this equation, 𝐸𝑖 is 
the maximum allowable valve overlap, which was determined for some of the 
minimap points, summarised in Table 6.1. Also, ℎ(𝑦𝑠𝑖) ≤ 0 ensures that the 
calibration solution is within the convex hull envelope.  
Similar to the 2-stage optimisation approach, illustrated in Equation 6.4, the 
objective function coefficients in Equation 6.6 were set as: 𝑎 = 4 and 𝑏 = 1. 
Also, k was set to 0.5, to constraint the maximum allowable actuator change 
related to any transition between any 2 minimap points i and j to half of the 
design space.  
Worth mentioning, 𝑦𝑠𝑖 includes 4 variables for the single injection models 
(IVOi EVCi FRPi SOIi), and 6 variables (IVOi EVCi FRPi SOI1i Delayi Spliti) for the 
double injection models. Accordingly, the system optimiser was responsible to 
optimise 24 calibration parameters for the calibration ‘Case 1’, and 32 
parameters for the calibration ‘Case 2’. 
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6.3.1.2 MDF Approach: Implementation 
The MDF optimisation framework for the GDI engine case study was 
implemented in MATLAB® programming environment.  
For implementation, the required information regarding the GDI engine case 
study was loaded into the program ‘Main Body’, including: 
- Upper and lower limits for the FC and Pn responses using a matrix. This 
information was gained during the data collection process in Chapter 5. 
- Speed and load operating conditions for each minimap point using a 
matrix. 
- The residency weight for each minimap, as shown in Table 4.1, using a 
matrix. 
- Engine response models developed in Chapter 5, which were exported 
from the Matlab MBC toolbox into the Matlab workspace using the Matlab 
‘data structure’ format. 
- Linear constraints (i.e. boundary limits) for each of the calibration 
parameters using the Matlab ‘Cell’ format. 
In order to explain how the program was developed, the components of MDF 
framework and the interconnections among them are visualised using the 
extended design structure matrix (XDSM) [231] diagram, which was explained 
previously in Chapter 5 in conjunction with the PermGA algorithm. The XDSM 
diagram for the MDF approach is illustrated in Figure 6.11. 
For the system level optimisation, at level 0, system optimiser starts the 
searching process from an initial point which is transferred to the optimiser as 
an input 𝑦(0). In this implementation, either gradient based or global 
optimisation algorithms could be employed as the system optimiser. However, 
given that all the response functions are explicitly available, and the engineering 
preference for computation speed / fast convergence, a gradient based 
sequential quadratic programming (SQP) algorithm, based on the fmincon 
Matlab function [248], was employed to solve the MDF problem at the system 
level. 
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Figure 6.11: Illustration of MDF strategy for solving the steady state engine 
calibration optimisation problems using the XDSM graph 
The optimisation algorithm transfers the optimum solution for the calibration 
parameters into levels 1 and 2. At level 1, the subsystem analysers use the 
transferred data 𝑦𝑖 to evaluate the response values 𝑓𝑖 (i.e. Pn and FC) for each 
minimap point i. These values are then transferred into level 3 to evaluate the 
system level function 𝑓0, as mathematically shown in Equation 6.6. The 
constraints at each minimap point and over all the minimap points (see 
Equation 6.6) are analysed at level 2, in parallel with level 1. In Figure 6.11, c is 
the vector of constraints, including both inequality and equality constrains. Thus, 
for the MDF formulation, ci represents the constraints at each minimap point i 
(i.e. 𝑔1𝑖 and 𝑔2𝑖), and c0 represents the constraint over all the minimap points 
(i.e. 𝑔0). Afterwards, the outputs from level 2 (i.e. constraint values) and level 3 
(i.e. system level objective function) are transferred into level 4, or ‘Main Body, 
to check whether the solution satisfies the convergence requirements set for the 
fmincon algorithm. If the solution meets the requirements, the optimisation 
algorithm terminates and the final solution 𝑦∗ is the optimum calibration solution. 
Otherwise, the optimisation algorithm uses the transferred solution 𝑦∗ as the 
initial search point for another iteration of the optimisation process. 
The pseudocode for the developed MDF framework, illustrated in Figure 6.11, is 
listed in Table 6.6. 
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Input: Initial design variables (y(0)) 
Output: Optimal variables (y*), objective function ( f0 
*), constraint values (c*) 
0: Initiate the system level optimisation iteration 
Repeat 
for each subsystem (discipline) i do 
   1: Evaluate objective function ( fi ) using subsystem analyser i 
end for 
for each subsystem (discipline) i do 
   2: Evaluate constraint (ci) 
end for 
     2: Evaluate the system level constraint (c0) 
     3: Evaluate the system level function ( f0) based on the evaluated 
subsystem objective functions ( fi ) 
     4: Send the system level objective function ( f0) and constraint analysis 
values (c0, ci) into the system optimiser to check the algorithm 
convergence 
Until 4→1: Optimisation has converged 
Table 6.6: MDF Pseudo Code for Engine Applications 
 
6.3.1.3 MDF Approach: Results 
I. Calibration Case 1 
Considering that the performance of gradient based algorithms, such as 
fmincon, can be affected by the location of algorithm initial search point, the 
MDF optimisation was run with 5 random initial solutions and the best solution 
was considered as the optimum solution. The MDF framework converged to the 
optimum solution after 5 iterations in 179 seconds. The optimisation results for 
the calibration Case 1 using the MDF architecture are illustrated in Table 6.7. 
This table summarises the optimum setting for each of the 24 calibration 
parameters, and the corresponding calibration objectives, i.e. FC (kg/hr) and Pn 
(pccm), for each engine speed / load operating condition. The total FC and Pn 
responses over the NEDC drive cycle is also shown in this table. 
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Speed / Load 
(rpm – Nm) 
IVO 
(ATDC) 
EVC 
(ATDC) 
FRP 
(MPa) 
SOI 
(BTDC) 
FC 
(kg/hr) 
Pn 
(pccm) 
700-28 32.0 15.0 12.3 294.5 1.376 4.52E+2 
1500-41 31.5 11.5 13.1 296.1 3.205 6.18E+3 
1250-125 2.0 36.5 13.5 306.5 4.680 4.72E+5 
1500-105 2.0 36.5 10.5 278.3 5.072 1.22E+6 
2000-81 2.1 36.5 13.5 299.3 5.860 8.34E+5 
2000-199 2.0 36.4 10.5 303.4 10.741 2.89E+6 
    
Overall 2.734 2.06E+5 
Table 6.7: MDF optimisation solution for the GDI engine calibration case 1 
Figure 6.12 illustrates both the MDF solution and the baseline setting (see 
Table 4.5) as a parallel axis plot at each minimap point, for all the calibration 
variables. Considering the maximum change in the calibration parameters 
associated to the transitions between any 2 minimap points, it is apparent that 
the MDF optimisation solution delivered a ‘smoother’ calibration. 
Figure 6.13 and Figure 6.14 compare the MDF optimisation solution versus the 
baseline calibration setting, in terms of percentage improvement in the overall 
fuel consumption and Pn, respectively. Accordingly, it can be seen that MDF 
approach reduced the overall fuel consumption by 6.95 %, and overall Pn by 
61.72 %, compared to the baseline calibration setting.  
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Figure 6.12: Actuator setting at each minimap for both baseline and MDF 
approaches 
  
Figure 6.13: Comparing total FC over 
NEDC drive cycle  
Figure 6.14: Comparing total Pn over 
NEDC drive cycle 
II. Calibration Case 2 
Similar to calibration Case 1, the MDF optimisation was run with 5 random initial 
solutions. For this case, the MDF framework converged to the optimum solution 
after 6 iterations in 216 seconds. The MDF optimisation solution for the GDI 
engine calibration Case 2 is illustrated in Table 6.8. The corresponding FC 
(kg/hr) and Pn (pccm) responses to each minimap solution, and the total FC 
and Pn over the NEDC drive cycle is also summarised in this table. 
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Minimap 
(rpm – Nm) 
IVO 
(ATDC) 
EVC 
(ATDC) 
FRP 
(MPa) 
SOI1 
(BTDC) 
Delay 
(ms) 
Split 
(%) 
FC 
(kg/hr) 
Pn 
(pccm) 
700-28 41.0 19.0 12.0 298.0 NA NA 1.374 1.88E+3 
1500-41 32.5 11.5 13.1 295.7 NA NA 3.205 6.03E+3 
1250-125 15.0 36.5 14.0 317.1 4.6 0.33 4.693 7.94E+5 
1500-105 45.0 35.0 13.0 297.0 1.5 0.62 5.086 9.11E+5 
2000-81 44.3 36.0 12.5 289.0 1.5 0.62 5.908 1.76E+6 
2000-199 15.4 33.4 13.0 316.4 1.5 0.37 10.733 2.35E+6 
      
Overall 2.736 2.34E+5 
Table 6.8: MDF optimisation solution for the GDI engine calibration case 2 
Figure 6.15 illustrates the calibration parameters (i.e. IVO, EVC, FRP and SOI) 
for both the MDF solution and the baseline setting at each minimap point using 
a parallel axis plot. This figure shows that the MDF framework could deliver a 
smooth engine map for all the calibration variables.  
Furthermore, the MDF solution was compared against the calibration setting in 
terms of percentage improvement in the overall FC and Pn objectives, as 
shown in Figure 6.8 and Figure 6.9. These figures show that the MDF approach 
outperforms the baseline calibration setting, improving the overall FC by 6.87% 
and overall Pn by 56.41%.  
Comparing the MDF optimisation solutions achieved for the calibration Case 1 
versus Case 2, illustrated in Table 6.7 and Table 6.8, it was observed that the 
double injection strategy could not enhance the GDI engine performance in 
neither of the key calibration objectives (i.e. overall FC and Pn). 
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Figure 6.15: Actuator setting at each minimap for both baseline and MDF 
approaches  
 
  
Figure 6.16: Comparing total FC over 
NEDC drive cycle between MDF 
approach and baseline setting for 
calibration case 2 
Figure 6.17: Comparing total Pn over 
NEDC drive cycle between MDF 
approach and baseline setting for 
calibration case 2 
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6.3.2 Collaborative Optimisation Framework (CO) 
6.3.2.1 CO Approach: Problem Analysis 
The CO optimisation architecture [32], [33], which is a bi-level hierarchal 
optimisation structure (i.e. a system level, and a subsystem level including a 
number of disciplines), was applied to formulate and solve the GDI engine 
steady state calibration optimisation problem. In this optimisation framework, 
each optimisation level has its own design variables, objective function and 
design constraints. The system level optimiser is responsible to minimise the 
design objective function, while the subsystem optimiser (i.e. at each discipline) 
has to minimise the discrepancy between the targets transferred from the 
system level and each discipline solutions (i.e. system inconsistency). In CO 
approach, the consistency between two levels of optimisation is maintained 
using an equality constraint at the system level.  
Considering the 2-level structure of steady state engine calibration optimisation 
problem, a CO framework was associated with the engine calibration problem 
by treating each minimap point as a component of the subsystem level 
optimisation or discipline, and the engine performance over all minimaps (i.e. 
drive cycle) as the system level optimisation problem. Therefore, for the GDI 
engine case study, the calibration problem was decomposed into a bi-level CO 
framework, consisting of a system level and a subsystem level with 6 
disciplines. The nomenclature of the GDI engine problem decomposition is 
detailed in Table 6.9. 
Figure 6.18 illustrates the organisation of the applied CO framework for the GDI 
engine calibration optimisation problem. In this figure the rectangles show the 
optimisation levels, and the rounded rectangle represents the analysers which 
are responsible to define the response functions for the corresponding minimap 
point. Throughout the CO optimisation process, the system level optimises the 
system level objective function (i.e. consists of both fuel consumption and Pn 
responses) in subject to the system level constraints (i.e. drivability constraint 
over all the minimap points, and the consistency constraint). In the system level, 
the objective function is evaluated by sending the vector of linking variables 𝑦𝑠𝑖 
into each analyser i, to evaluate the response values for fuel consumption and 
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Pn using the response models developed in Chapter 5. Afterwards, the  system 
level sends the optimisation output for each calibration parameter 𝑦𝑠𝑠𝑖
𝑈  to the 
corresponding discipline i. In the subsystem level at each discipline, the 
optimiser minimises the objective function, which is the discrepancy between 
the transferred calibration parameters from the system level 𝑦𝑠𝑠𝑖
𝑈  and the 
discipline calibration parameters 𝑦𝑠𝑠𝑖, in subject to the discipline constraints (i.e. 
overlap and convex hull constraints). Subsequently, the subsystem level sends 
back the discipline solutions 𝑦𝑠𝑠𝑖
𝐿  into the system level. This iterative process 
continues until the system level optimiser (i.e. optimisation algorithm) 
terminates. 
Level Decomposition of GDI engine calibration optimisation problem  
System level 
 
 
over a drive 
cycle 
Objectives: 
Minimise Overall fuel consumption (𝐹𝐶𝑇)  
Minimise Overall particulate number (𝑃𝑛𝑇) 
Constraints: 
Drivability constraint  
Consistency constraint 
Linear constraints 
Design variables: 
Calibration parameters over 6 minimap points 
Interface 
Linking variables between system level and subsystem level i 
Calibration parameters at subsystem level i  
Subsystem 
level 
Discipline i 
 
 
at each 
minimap point 
i 
Objective: 
Minimise the discrepancy to the cascaded target  
Constraints: 
Overlap constraint  
Convex hull constraint  
Linear constraints 
Design variables: 
Calibration parameters at minimap i  
Table 6.9: Decomposition of GDI engine calibration optimisation problem using 
CO architecture 
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Figure 6.18: Decomposition and information flow of the CO process for GDI 
engine calibration optimisation problem 
 
Equation 6.7 illustrates the CO formulation at the system level for the GDI 
engine calibration problem.  
Objective:  
Minimise    𝑓0 = 𝑎 × ∑ 𝑤𝑖 × 𝐹𝐶 (𝑦𝑠𝑖)
6
𝑖=1  +  𝑏 × ∑ 𝑤𝑖 × 𝑃𝑛 (𝑦𝑠𝑖)
6
𝑖=1  
With respect to 
(𝑦𝑠𝑖, ?̂?𝑠𝑠𝑖
𝐿 )  
Subject to: 
𝑔0 = 𝑀𝑎𝑥(|𝑦𝑠𝑖 − 𝑦𝑠𝑗|) − 𝑘 × |y𝑠𝑖
𝑚𝑎𝑥 − y𝑠𝑖
𝑚𝑖𝑛| ≤ 0    
   where 𝑖 & 𝑗 = 1, … ,6 (𝑖 ≠ 𝑗) 
ℎ0
𝑐 = ∑ ‖𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 ‖6𝑖=1 = 0  
𝑦𝑠𝑖
𝑚𝑖𝑛 ≤ 𝑦𝑠𝑖 ≤ 𝑦𝑠𝑖
𝑚𝑎𝑥       𝑖 = 1, … ,6  
 
 
 
 
 
 
 
Equation 6.7 
𝑓0 is the system level objective function, 𝑤𝑖 indicates the equivalent residency 
time for minimap i (given in Table 4.1), 𝑦𝑠𝑖 is the vector of linking calibration 
parameters at the system level for discipline i, ?̂?𝑠𝑠𝑖
𝐿  is the copy of linking 
System Level Optimisation: 
Objective:     Minimise    𝐹𝐶𝑇 
Minimise    𝑃𝑛𝑇 
Subject to:    Drivability constraint    
 Consistency constraint 
Linear constraints              𝑖 = 1, … ,6 
 
𝑦𝑠𝑖 
𝐹𝐶𝑖 = f (𝑦𝑠𝑖) 
𝑃𝑛𝑖 = f (𝑦𝑠𝑖) 
 
𝑦𝑠𝑠𝑖
𝑈  𝑦𝑠𝑠𝑖
𝐿  
Subsystem Level i Optimisation: 
Objective:     Minimise    ‖𝑦𝑠𝑠𝑖 − 𝑦𝑠𝑠𝑖
𝑈 ‖ 
Subject to:    Overlap constraint    
 Convex hull constraint 
                 Linear constraints 
𝐹𝐶𝑖 
𝑃𝑛𝑖 
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calibration parameters transferred from subsystem level for discipline i, 𝐹𝐶 (𝑦𝑠𝑖) 
and 𝑃𝑛 (𝑦𝑠𝑖) are the evaluated valued for fuel consumption and Pn by the 
analyser i, 𝑔0 is the drivability constraint, ℎ0
𝑐
 defines the consistency constraint, 
and 𝑦𝑠𝑖
𝑚𝑖𝑛 and 𝑦𝑠𝑖
𝑚𝑎𝑥 are the lower and upper boundary limits for the linking 
variables.  
In Equation 6.7, maximum allowable actuator change was set to half of design 
space (k = 0.5), and the ‘a’ and ‘b’ coefficients were set as: 𝑎 = 4 and 𝑏 = 1, 
similar to the MDF and 2-stage optimisation formulations (see Equation 6.6 and 
Equation 6.4). 
Equation 6.8 illustrates the CO problem formulation at the subsystem level for 
each discipline i.  
 
In this equation, 𝑦𝑠𝑠𝑖 is the vector of linking calibration parameters at the 
subsystem level for discipline i, ?̂?𝑠𝑠𝑖
𝑈  is the copy of linking calibration parameters 
transferred from the system level for discipline i, 𝐸𝑖 is the maximum allowable 
valve overlap at discipline i (summarised in Table 6.1), and ℎ(𝑦𝑠𝑠𝑖) denotes the 
convex hull constraint at discipline i.  
In this research, CO framework was also implemented for both calibration 
cases: calibration ‘Case 1’, over the single injection models (i.e. with 24 linking 
variables), and calibration ‘Case 2’, over the double injection models (i.e. with 
32 linking variables). 
 
 
𝑦𝑠𝑠𝑖 
𝑔𝑠𝑠1 = 𝑂𝑣𝑒𝑟𝑙𝑎𝑝(𝑦𝑠𝑠𝑖) ≤ 𝐸𝑖 
𝑦𝑠𝑠𝑖
𝑚𝑖𝑛 ≤ 𝑦𝑠𝑠𝑖 ≤ 𝑦𝑠𝑠𝑖
𝑚𝑎𝑥 
Objective:  
Minimise   ‖𝑦𝑠𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝑈 ‖ 
With respect to 
Subject to: 
𝑔𝑠𝑠2 = ℎ(𝑦𝑠𝑠𝑖) ≤ 0 
 
 
 
 
 
 
 
Equation 6.8 
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6.3.2.2 CO Approach: Implementation 
The CO framework for the GDI engine steady state calibration optimisation 
problem was implemented in MATLAB® programming environment. To 
implement the CO framework, firstly; all the required information was loaded 
into the program ‘Main Body’ (i.e. similar to the MDF implementation), including: 
linear constraints for the calibration parameters, boundary limits for the FC and 
Pn responses, speed / load operating conditions, residency weight for each 
minimap point over the NEDC drive cycle, and engine response models.  
The XDSM diagram is used to explain how CO framework was programmed, as 
illustrated in Figure 6.19. 
 
Figure 6.19: Illustration of CO strategy for solving the steady state engine 
calibration optimisation problems using the XDSM graph 
For the system level optimisation, at level 0, the system optimiser starts the 
searching process from an initial search point 𝑦(0), which is transferred to the 
optimiser as an input. In CO implementation, the fmincon Matlab function [248] 
was used as the system level optimisation algorithm (i.e. similar to the MDF 
formulation). The optimisation algorithm transfers the system level optimum 
solution 𝑦 into level 1, where the system level constraint c0 (i.e. 𝑔0) and 
objective function 𝑓0 are evaluated  for calibration setting 𝑦 (see Equation 6.7).  
Following, to define the consistency constraint, the system level calibration 
setting 𝑦 is sent to level 1.0, to execute the subsystem level optimisation. At 
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level 1.0, the subsystem optimiser commences the search process from the 
cascaded calibration setting 𝑦. In the subsystem level optimisation, fmincon 
Matlab function [248] was used as the optimiser. The susceptibility of this 
gradient based search to be trapped in a local optimum is an advantage in the 
subsystem level optimisation, since it favours solutions close to the cascaded 
targets. 
The subsystem level optimum solution 𝑦𝑖 is then transferred to level 1.1, where 
the subsystem level objective function 𝑓𝑖 (i.e. ‖𝑦𝑠𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝑈 ‖) and constraints 𝑐𝑖 
(i.e. 𝑔𝑠𝑠1 and 𝑔𝑠𝑠2) are evaluated (see Equation 6.8). At level 1.1, the required 
information regarding the targets for each discipline i is available as an input ?̂?𝑖. 
Next, the subsystem level solution is transferred to level 1.2, where the 
consistency constraint for each discipline i is defined 𝑐𝑖
𝑐 (i.e. ‖𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 ‖, shown 
in Equation 6.7). Subsequently, when the subsystem level optimisation process 
is terminated, the subsystem level optimum solution for each discipline 𝑦𝑖
∗ is 
cascaded to the system level, level 2, to check whether the solution satisfies 
the system level convergence requirements. Thus, if the solution meets the 
convergence requirements, the optimisation algorithm terminates and the 
cascaded solutions from the subsystem level 𝑦∗ is the final CO solution. 
Otherwise, the system optimiser uses the subsystem level solution as the initial 
search point for another iteration of the optimisation process. 
The pseudocode for the developed CO framework, illustrated in Figure 6.19, is 
listed in Table 6.10. 
 
 
 
 
 
 
213 
 
Input: Initial linking variables ( y(0)) 
Output: Optimal linking variables ( y*), objective function ( f *), constraint values 
(c*) 
0: Initiate the system level optimisation iteration 
Repeat 
1: Compute system level objective and constraint ( f0, c0) 
for each subsystem (discipline) i do 
1.0: initiate subsystem optimisation 
Repeat 
1.1: Compute subsystem objective and constraint ( fi, ci) 
1.2: Compute new subsystem linking variables yi and consistency 
constraint ci
c 
Until 1.2→1.1: Subsystem optimisation i has converged 
end for 
2: Compute new system design point 
Until 2→1: System optimisation has converged 
Table 6.10: CO Pseudo Code for Engine Applications 
 
6.3.2.3 CO Approach: Results 
I. Calibration Case 1 
Given that fmincon optimisation algorithm was used at the system level, the CO 
framework was run with 5 random initial solutions (i.e. similar to MDF). The 
framework was converged to the optimum solution (i.e. best solution out of 5 
runs) after 11 iterations in 3006 seconds. The CO optimisation solution for all 
the 24 variables at calibration ‘Case 1’ is summarised in Table 6.11. This table 
shows the corresponding FC (kg/hr) and Pn (pccm) for each engine speed / 
load operating condition, and the over cycle FC and Pn responses. The CO 
optimisation solutions are also illustrated in Figure 6.20 against the baseline 
setting (see Table 4.5) as a parallel axis plot at each minimap point, aiming to 
demonstrate the smoothness of the achieved optimisation solution compared to 
the benchmark setting (i.e. particularly for EVC and FRP calibration 
parameters). 
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Speed / Load 
(rpm – Nm) 
IVO 
(ATDC) 
EVC 
(ATDC) 
FRP 
(MPa) 
SOI 
(BTDC) 
FC 
(kg/hr) 
Pn 
(pccm) 
700-28 31.7 15.1 12.3 294.5 1.376 4.53E+2 
1500-41 31.7 11.5 13.1 296.1 3.205 6.18E+3 
1250-125 1.7 36.5 13.5 308.3 4.679 4.79E+5 
1500-105 1.7 36.5 11.0 322.5 5.082 1.24E+6 
2000-81 4.6 36.5 14.0 300.8 5.859 7.45E+5 
2000-199 1.7 36.5 11.0 302.7 10.741 2.81E+6 
    
Overall 2.734 2.03E+5 
Table 6.11: CO calibration optimisation solution for the GDI engine calibration 
Case 1 
 
  
  
Figure 6.20: Actuator setting at each minimap for both baseline and CO 
approaches 
Figure 6.21 and Figure 6.22 compare the CO optimisation solution versus the 
baseline calibration setting, in terms of percentage improvement in the overall 
fuel consumption and Pn. Accordingly, it can be seen that using CO as the 
optimisation framework enhanced the quality of calibration solution, by average 
improvement of 6.93% in FC and 62.3% in Pn. 
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Figure 6.21: Comparing total FC over 
NEDC drive cycle between CO 
approach and baseline setting for 
calibration Case 1 
Figure 6.22: Comparing total Pn over 
NEDC drive cycle between CO 
approach and baseline setting 
calibration Case 1 
 
II. Calibration Case 2 
Similar to calibration Case 1, the CO framework was run with 5 random initial 
solutions. The fmincon optimisation algorithm converged into the optimum 
solution after 18 iterations in 18117 seconds. The CO optimisation solution for 
the GDI engine calibration problem Case 2 is illustrated in Table 6.12, including 
the optimum setting for all 32 calibration parameters, corresponding FC (kg/hr) 
and Pn (pccm) to each minimap point, and the total FC and Pn over the NEDC 
drive cycle. The CO optimisation solution is also illustrated against the 
benchmark setting in Figure 6.23, using a parallel axis plot. This figure shows 
that the CO framework could deliver a smooth engine map for all the calibration 
variables, through formulating the engine drivability requirements as a system 
constraint. 
 
Minimap 
(rpm – Nm) 
IVO 
(ATDC) 
EVC 
(ATDC) 
FRP 
(MPa) 
SOI1 
(BTDC) 
Delay 
(ms) 
Split 
(%) 
FC 
(kg/hr) 
Pn 
(pccm) 
700-28 41.5 18.1 12.0 293.7 NA NA 1.373 2.30E+3 
1500-41 32.7 11.5 13.1 295.6 NA NA 3.205 6.03E+3 
1250-125 19.2 36.5 14.0 312.8 4.9 0.32 4.701 8.34E+5 
1500-105 49.2 36.4 13.2 285.0 2.7 0.48 5.065 1.14E+6 
2000-81 46.5 34.2 12.0 313.1 4.0 0.38 5.922 1.98E+6 
2000-199 19.2 36.5 13.2 336.3 2.4 0.37 10.719 2.17E+6 
      
Overall 2.735 2.56E+5 
Table 6.12: CO calibration optimisation solution for the GDI engine calibration 
Case 2 
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Figure 6.23: Actuator setting at each minimap for both baseline and CO 
approaches 
Furthermore, the CO solution for calibration Case 2 was compared against the 
baseline calibration setting in terms of percentage improvement in the overall 
FC and Pn objectives, as shown in Figure 6.24 and Figure 6.25. These figures 
show that the CO approach outperforms the baseline calibration setting, 
improving the overall FC by 6.9% and overall Pn by 52.34%, respectively. 
  
Figure 6.24: Comparing total FC over 
NEDC drive cycle between CO 
approach and baseline setting for 
calibration Case 2 
Figure 6.25: Comparing total Pn over 
NEDC drive cycle between CO 
approach and baseline setting for 
calibration Case 2 
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Moreover, comparing the CO optimisation solutions for calibration Cases 1 and 
2, it was seen that the overall fuel consumption was approximately the same for 
both calibration cases, however; calibration Case 1 (i.e. over single injection 
models) produced less Pn over the NEDC drive cycle. This observation is 
consistent with the results attained from the other optimisation approaches (i.e. 
2-stage and MDF). 
 
6.3.3 Analytical Target Cascading Framework (ATC) 
6.3.3.1 ATC Approach: Problem Analysis 
The ATC optimisation architecture [42], [202], which is a multi-level hierarchal 
optimisation structure, was applied to formulate the GDI engine steady state 
calibration optimisation problem. In ATC optimisation framework, each 
optimisation level has its own design variables, objective function and design 
constraints (i.e. similar to the CO framework). The main difference between the 
ATC and CO approaches is the way system consistency is maintained. For the 
CO formulation, an equality constraint (i.e. consistency constraint) is 
responsible to maintain the whole system consistency, whereas the system 
consistency in ATC approach is ensured by minimising a penalty term ∅ at the 
system level. This penalty term is a function of the discrepancy between the 
cascaded target for the system level and the system level solution. 
An ATC framework was associated with the engine calibration problem by 
treating each minimap point as a component of the subsystem level 
optimisation or discipline, and the engine performance over all minimaps (i.e. 
drive cycle) as the system level optimisation problem. Therefore, for the GDI 
engine case study, the calibration problem was decomposed into a bi-level ATC 
framework, consisting of a system level and a subsystem level with 6 
disciplines. The nomenclature of the problem decomposition for each level of 
hierarchical optimisation process is detailed in Table 6.13. 
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Level Decomposition of GDI engine calibration optimisation problem  
System level 
 
 
over a drive 
cycle 
Objectives: 
Minimise Overall fuel consumption (𝐹𝐶𝑇)  
Minimise Overall particulate number (𝑃𝑛𝑇) 
Minimise Overall penalty function (∅𝑇) 
Constraints: 
Drivability constraint  
Linear constraints 
Design variables: 
Calibration parameters over 6 minimap points 
Interface 
Linking variables between system level and subsystem level i 
Calibration parameters at subsystem level i 
Subsystem 
level 
 
 
Discipline i 
 
at each 
minimap point 
i 
Objective: 
Penalty function (∅𝑖) 
Constraints: 
Overlap constraint  
Convex hull constraint  
Linear constraints 
Design variables: 
Calibration parameters at minimap i  
 
Table 6.13: Decomposition of GDI engine calibration optimisation problem using 
ATC architecture 
 
Figure 6.26 illustrates the organisation of the implemented ATC framework for 
the GDI engine calibration optimisation problem. Given that ATC is a target-
based architecture, initially the optimisation targets for the linking variables 𝑦𝑠
𝑇 
are sent to the system level optimisation. At the system level, the system 
optimisation algorithm optimises the system level objective function (i.e. 
consists of fuel consumption, Pn, and a penalty function) in subject to the 
system level constraint (i.e. drivability constraint). In the system level, the Pn 
and FC response values are evaluated by the response analysers. Afterwards, 
the system level optimisation output for each calibration parameter 𝑦𝑠𝑠𝑖
𝑈  is 
cascaded down to the corresponding discipline i at the subsystem level. At each 
discipline, the subsystem optimiser minimises the subsystem objective function, 
i.e. a penalty term which is a function of the discrepancy between the 
transferred calibration parameters from the system level 𝑦𝑠𝑠𝑖
𝑈  and the discipline 
calibration parameters 𝑦𝑠𝑠𝑖, in subject to the discipline constraints (i.e. overlap 
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and convex hull constraints). Subsequently, the subsystem level cascades the 
discipline solutions 𝑦𝑠𝑠𝑖
𝐿  back into the system level, as the new target for the 
system level optimisation. This iterative process continues until the set 
termination conditions at the system level are satisfied. 
 
 
 
Figure 6.26: Decomposition and information flow of the ATC process for GDI 
engine calibration optimisation problem 
In order to formulate the GDI engine problem using the ATC architecture, 
initially an auxiliary optimisation problem was solved prior to the ATC 
optimisation process, since no target value for the linking variables was 
available. The scope of this ‘Level 0’ optimisation was to define an initial target 
value for the linking variables at the system level of hierarchy. Therefore, a 
global optimisation algorithm (the standard Genetic Algorithm (GA) available in 
the Matlab Global Optimisation toolbox [249]) was employed for level 0 
optimisation, to minimise the fuel consumption response, illustrated in Equation 
6.9, over the range of calibration parameters without considering any constraint. 
System Level Optimisation: 
Objective:     Minimise    𝐹𝐶𝑇 
Minimise    𝑃𝑛𝑇 
Minimise    ∅𝑇 
Subject to:    Drivability constraint    
 Linear constraints              𝑖 = 1, … ,6 
 
𝑦𝑠𝑖 
𝐹𝐶𝑖 = f (𝑦𝑠𝑖) 
𝑃𝑛𝑖 = f (𝑦𝑠𝑖) 
 
𝑦𝑠𝑠𝑖
𝑈  𝑦𝑠𝑠𝑖
𝐿  
Subsystem Level i Optimisation: 
Objective:     Minimise    ∅𝑖 
Subject to:    Overlap constraint    
 Convex hull constraint 
                 Linear constraints 
 
𝐹𝐶𝑖 
𝑃𝑛𝑖 
Level 0  
𝑦𝑠
𝑇 
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The weights 𝑤𝑖 in Equation 6.9 are related to the equivalent residency time of 
the engine at each minimap in the NEDC emissions drive cycle (given in Table 
4.1). 
Objective:  
Minimise     ∑ 𝑤𝑖 × 𝐹𝐶 (𝑦𝑖)
6
𝑖=1    
With respect to 
𝑦𝑖 
Subject to: 
𝑦𝑖
𝑚𝑖𝑛 ≤ 𝑦𝑖 ≤ 𝑦𝑖
𝑚𝑎𝑥       𝑖 = 1, … ,6  
 
 
 
 
 
Equation 6.9 
The solution of level 0 optimisation (𝑦𝑠𝑖
𝑇 ) is then cascaded down to the system 
level as the initial target for the linking variables.  
Equation 6.10 illustrates the ATC formulation at the system level for the GDI 
engine calibration problem. In this equation, the system level objective (RS) was 
formulated as the weighted sum of FC and Pn responses, i.e. similar to the 
other MDO approaches formulated (see Equation 6.6 and Equation 6.7), plus a 
penalty function ∅ to minimise the inconsistency between levels of optimisation 
(i.e. system level and subsystem level). There are several types of penalty 
functions in literature [204]–[206], as discussed in Chapter 3. In this thesis, the 
augmented Lagrangian penalty function [206] was implemented, which 
enhances the ATC convergence property by updating the penalty weights until 
the desired consistency is achieved. In Equation 6.10, 𝑔0 indicates the 
drivability constraint used to avoid the unacceptable calibration solutions with 
large actuator changes. 
Objective: 
Minimise    𝑓0 = 𝑅𝑠 + ∑ ∅𝑖(𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 )6𝑖=1  
𝑅𝑠 = 𝑎 ×  ∑ 𝑤𝑖 × 𝐹𝐶 (𝑦𝑠𝑖)
6
𝑖=1  +  𝑏 ×  ∑ 𝑤𝑖 × 𝑃𝑛 (𝑦𝑠𝑖)
6
𝑖=1   
∅𝑖(𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 ) = 𝑣𝑖(𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 )𝑇 + ‖𝑊𝑖 o (𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 )‖
2
2
  
With respect to 
(𝑦𝑠𝑖, ?̂?𝑠𝑠𝑖
𝐿 )  
Subject to: 
𝑔0 = 𝑀𝑎𝑥(|𝑦𝑠𝑖 − 𝑦𝑠𝑗|) − 𝑘 × |y𝑠𝑖
𝑚𝑎𝑥 − y𝑠𝑖
𝑚𝑖𝑛| ≤ 0     
    where 𝑖 & 𝑗 = 1, … ,6 (𝑖 ≠ 𝑗) 
𝑦𝑠𝑖
𝑚𝑖𝑛 ≤ 𝑦𝑠𝑖 ≤ 𝑦𝑠𝑖
𝑚𝑎𝑥       𝑖 = 1, … ,6  
 
 
 
 
 
 
 
 
 
 
 
Equation 6.10 
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In Equation 6.10, 𝑦𝑠𝑖 is the vector of linking calibration parameters at the system 
level for discipline i, ?̂?𝑠𝑠𝑖
𝐿  is the copy of linking calibration parameters transferred 
from subsystem level for discipline i, v is the vector of Lagrange multipliers, W is 
the vector of penalty weights, and the Hadamard symbol, shown by ‘o’, is used 
to denote term-by-term multiplication of vectors [250]. Besides, similar to other 
MDO formulations, ‘a’ and ‘b’ coefficients were set as: 𝑎 = 4 and 𝑏 = 1, and k 
was set as 0.5. 
For the augmented Lagrangian penalty function [206], the penalty weights are 
updated at each optimisation iteration q, as illustrated in Equation 6.11. 
𝑊𝑖
𝑞+1 = {
𝑊𝑖
𝑞  𝑖𝑓   |(𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 )𝑞| ≤ 𝛾|(𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 )𝑞−1|
𝛽𝑊𝑖
𝑞  𝑖𝑓   |(𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 )𝑞| > 𝛾|(𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 )𝑞−1|
  
 
Equation 6.11 
𝑊𝑖
𝑞
 indicates the penalty weight for linking variable i at iteration q, where 𝛽 and 
𝛾 are arbitrary coefficients to be defined, in a way that 𝛽 > 1 and 0 < 𝛾 < 1 
[206]. In this thesis, the penalty function coefficients were set as: 𝛽 = 1.3 and 
𝛾 = 0.1, that are recommended in literature [251], [252], to converge to an 
optimum solution robustly. 
Furthermore, the Lagrange multipliers 𝑣 are updated iteratively as shown in 
Equation 6.12. 
𝑣𝑖
𝑞+1 = 𝑣𝑖
𝑞 + 2 × 𝑊𝑖
𝑞 𝑜  𝑊𝑖
𝑞 𝑜 (𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 )𝑞  Equation 6.12 
Equation 6.13 illustrates the ATC problem formulation at the subsystem level for 
each discipline i.  
Objective:  
Minimise    ∅(𝑦𝑠𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝑈 ) 
With respect to 
𝑦𝑠𝑠𝑖 
Subject to: 
𝑔𝑠𝑠1 = 𝑂𝑣𝑒𝑟𝑙𝑎𝑝(𝑦𝑠𝑠𝑖) ≤ 𝐸𝑖 
𝑔𝑠𝑠2 = ℎ(𝑦𝑠𝑠𝑖) ≤ 0  
𝑦𝑠𝑠𝑖
𝑚𝑖𝑛 ≤ 𝑦𝑠𝑠𝑖 ≤ 𝑦𝑠𝑠𝑖
𝑚𝑎𝑥 
 
 
 
 
 
 
 
 
 
Equation 6.13 
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𝑦𝑠𝑠𝑖 is the vector of linking calibration parameters at the subsystem level for 
discipline i, ?̂?𝑠𝑠𝑖
𝑈  is the copy of linking calibration parameters cascaded down 
from the system level for discipline i, ∅ is the penalty function used to minimise 
the discrepancy between 𝑦𝑠𝑠𝑖 and ?̂?𝑠𝑠𝑖
𝑈 , 𝐸𝑖 is the maximum allowable valve 
overlap at discipline i (summarised in Table 6.1), and ℎ(𝑦𝑠𝑠𝑖) denotes the 
convex hull constraint at discipline i. Noteworthy, there is no direct coupling 
between disciplines in the subsystem levels as they do not share any of the 
variables. 
The ATC framework was implemented for both calibration cases: calibration 
‘Case 1’, over the single injection models (i.e. with 24 linking variables), and 
calibration ‘Case 2’, over the double injection models (i.e. with 32 linking 
variables).  
6.3.3.2 ATC Approach: Implementation 
The ATC framework for the GDI engine case study was implemented in 
MATLAB® programming environment. In this implementation, the required 
information about the case study was loaded into the program ‘Main Body’ prior 
to the optimisation process (i.e. similar to CO and MDF implementation), 
containing: linear constraints for the calibration parameters, boundary limits for 
the FC and Pn responses, speed / load operating conditions, residency weight 
for each minimap point over the NEDC drive cycle, and engine response 
models. 
The XDSM diagram is used to explain the way ATC framework was 
implemented for the GDI engine case study, as illustrated in Figure 6.27. 
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Figure 6.27: Illustration of ATC strategy for solving the steady state engine 
calibration optimisation problems using the XDSM graph 
In this implementation, first of all, a number of variables were defined for the 
ATC framework, which are shown as inputs at level 0 (i.e. 𝑊(0), 𝑣(0), 𝑦(0), 𝜀1,
𝜀2, 𝐼𝑡). 𝑊
(0) defines the initial vector for the penalty weights, 𝑣(0) is the initial 
vector of Lagrange multipliers, 𝑦(0) is the initial target for the linking variables, 
𝜀1 and 𝜀2 are the termination conditions which are introduced to terminate the 
iterative coordination algorithm between system level and subsystems [252] 
(given in Equation 6.14), and It defines the maximum number of optimisation 
iterations as a termination condition for the ATC framework.  
‖𝑑𝑘 − 𝑑𝑘−1‖∞ < 𝜀1  
‖𝑑𝑘‖∞ < 𝜀2  
 
Equation 6.14 
𝑑𝑘 is a vector which denotes the collection of discrepancies between the system 
level target and subsystem level solution (𝑦𝑠𝑖 − 𝑦𝑠𝑠𝑖
𝐿 ) for all the linking variables 
at iteration k.  
For the GDI engine case study, 𝑊(0) was set as a vector of ones, 𝑣(0) was set 
as a vector of zeros, 𝐼𝑡 was set as 100, 𝜀1 and 𝜀2 were set as  𝜀1 =  𝜀2 = 0.01, 
and 𝑦(0) was defined by solving the auxiliary optimisation problem given in 
Equation 6.9 prior to the ATC process. To solve the auxiliary optimisation 
problem, the Matlab GA algorithm [249] was run for 200 iterations while the 
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‘Population Size’ was 200, ‘Crossover Rate’ was 0.8, ‘Mutation Rate’ was 0.05, 
and ‘Elite Size’ was 5.  
The optimisation process commences at level 0, by sending the target 
calibration solution 𝑦 into the subsystem level optimisation, i.e. level 1. In this 
level, the subsystem analyser starts the optimisation process from the cascaded 
initial search point 𝑦, and sends the subsystem level solution 𝑦𝑖 into level 2 to 
evaluate the subsystem level objective 𝑓𝑖, constraint 𝑐𝑖 (i.e. 𝑔𝑠𝑠1 and 𝑔𝑠𝑠2), and 
penalty function ∅𝑖 (see Equation 6.13). The required information at each 
discipline i to compute the objective and penalty functions (i.e. the optimisation 
targets (?̂?𝑖), penalty weights (𝑊𝑖), and Lagrange multipliers (𝑣𝑖)) are transferred 
to level 2 as inputs. Following, at level 3, the optimum linking variables for each 
discipline 𝑦𝑖 are updated. Then, when the subsystem level optimisation process 
is terminated, the optimum solution 𝑦𝑖
∗ is transferred to the system level 
optimisation, i.e. level 4, where the system optimiser begins the optimisation 
process using the subsystem level optimum solution as the initial search 
point 𝑦𝑖. The system optimiser sends the system level solution 𝑦 and a copy of 
the cascaded subsystem level solutions ?̂? into level 5, to evaluate the system 
level objective function 𝑓0, constraints 𝑐0 (i.e. 𝑔0), and penalty function ∅0 (see 
Equation 6.10). After that, at level 6 the system level optimum solution 𝑦  is 
updated. Subsequently, when the system level optimisation process is 
terminated, the optimum solution 𝑦∗ is cascaded to level 7, to check whether 
the optimum solution fulfils the ATC framework convergence criteria (𝜀1, 𝜀2, 𝐼𝑡). 
Thus, if the solution meets the convergence requirements, the optimisation 
process terminates and the cascaded solution from the system level 𝑦∗ is the 
final ATC solution. Otherwise, the vectors of penalty weights (W) and Lagrange 
multipliers (v) are updated and the system level optimum solution 𝑦∗ is sent to 
level 1 as the new initial target for the next iteration of the optimisation process. 
In ATC implementation, the fmincon Matlab function [248] was employed to 
solve the optimisation problems at both system and subsystem levels, since the 
susceptibility of this gradient based search to be trapped in a local optimum 
close to the cascaded targets is an advantage for both levels of optimisation. 
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The pseudocode for the developed ATC framework, illustrated in Figure 6.27, is 
listed in Table 6.14. 
Input: Initial linking variables ( y(0)), ATC algorithm variables (𝑊(0), 𝑣(0), 𝜀1,
𝜀2, 𝐼𝑡)  
Output: Optimal variables (x*), objective function ( f *), constraint values (c*) 
0: Initiate ATC iteration 
Repeat 
for each subsystem (discipline) i do 
1: initiate subsystem optimisation 
Repeat 
2: Compute subsystem objective, constraint and penalty function ( fi, 
ci, ∅𝑖) 
3: Update subsystem linking variables 
Until 3→2: Subsystem optimisation i has converged 
end for 
4: initiate system optimiser 
Repeat 
5: Compute system level objective, constraint, and penalty function ( f0, 
c0, ∅) 
6: Update system linking variable copies 
Until 6→5: System optimisation has converged 
7: Update penalty weights (𝑣, W) 
Until 7→1: System convergence criteria are fulfilled (It, ε1, ε2) 
Table 6.14: ATC Pseudo Code for Engine Applications 
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6.3.3.3 ATC Approach: Results 
I. Calibration Case 1 
The ATC framework was run with 5 random initial solutions (i.e. similar to MDF 
and CO frameworks), since the fmincon optimisation algorithm was used as the 
system level optimiser. The ATC framework converged into a single solution 
after 8 iterations in 224 seconds, while the termination constraints  𝜀1 and 𝜀2 
(Equation 6.14) was set as  𝜀1 =  𝜀2 = 0.01. The optimum calibration solution for 
the GDI engine calibration Case 1 is illustrated in Table 6.15. This table 
summarises the optimum setting for each of the 24 calibration parameters, 
using the ATC optimisation framework, and the corresponding calibration 
objectives, i.e. FC (kg/hr) and Pn (pccm), for each engine minimap point. 
Furthermore, the total FC and Pn responses over the reference drive cycle (i.e. 
NEDC drive cycle) are also shown in Table 6.15. 
 
Speed / Load 
(rpm – Nm) 
IVO 
(ATDC) 
EVC 
(ATDC) 
FRP 
(MPa) 
SOI 
(BTDC) 
FC 
(kg/hr) 
Pn 
(pccm) 
700-28 30.8 22.5 11.2 332.2 1.358 9.85E+3 
1500-41 29.8 24.4 11.1 311.6 3.192 6.85E+3 
1250-125 2.0 31.8 11.6 307.3 4.721 6.49E+5 
1500-105 3.2 34.3 10.1 302.6 5.114 1.12E+6 
2000-81 0.2 14.2 8.4 298.0 5.900 1.75E+6 
2000-199 0.3 39.4 11.1 300.8 10.730 3.07E+6 
    
Overall 2.729 2.34E+5 
Table 6.15: ATC calibration optimisation solution for the GDI engine calibration 
Case 1 
Figure 6.28 illustrates both ATC solution and the baseline setting for the 
calibration variables at each minimap. It can be seen that the ATC framework 
delivered a smooth engine map for all the calibration variables by limiting the 
maximum allowable change for each variable over the transfers between the 
minimaps (k = 0.5).  
Figure 6.29 and Figure 6.30 show the performance of the ATC optimisation 
framework versus the baseline calibration setting, in terms of percentage 
improvement for both the overall FC and Pn objectives. Compared to the 
baseline setting benchmark, the derived calibration setting using the ATC 
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optimisation approach delivers a drive cycle average enhancement in FC of 
7.11 %, and a reduction in Pn of 56.46 %. 
  
  
Figure 6.28: Actuator setting at each minimap for both baseline and ATC 
approaches 
 
  
Figure 6.29: Comparing total FC over 
NEDC drive cycle between ATC 
approach and baseline setting for 
calibration Case 1 
Figure 6.30: Comparing total Pn over 
NEDC drive cycle between ATC 
approach and baseline setting for 
calibration Case 1 
 
II. Calibration Case 2 
Similar to calibration Case 1, the ATC framework was run with 5 random initial 
solutions. The ATC framework converged into the optimum solution after 7 
iterations in 1969 seconds, while termination constraints was set as  𝜀1 =  𝜀2 =
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0.01. The ATC solution for calibration Case 2 is illustrated in Table 6.16. The 
corresponding FC (kg/hr) and Pn (pccm) responses to each minimap point, and 
the total FC and Pn responses over the NEDC drive cycle are also summarised 
in this table. 
 
Minimap 
(rpm – Nm) 
IVO 
(ATDC) 
EVC 
(ATDC) 
FRP 
(MPa) 
SOI1 
(BTDC) 
Delay 
(ms) 
Split 
(%) 
FC 
(kg/hr) 
Pn 
(pccm) 
700-28 49.2 23.5 11.1 295.8 NA NA 1.334 9.66E+3 
1500-41 49.2 25.0 11.0 324.5 NA NA 3.133 1.26E+4 
1250-125 22.7 42.4 13.1 320.3 4.3 0.51 4.688 7.61E+5 
1500-105 22.7 37.3 13.4 342.7 7.4 0.55 5.074 1.02E+6 
2000-81 46.8 43.3 13.4 305.4 4.2 0.61 5.852 1.87E+6 
2000-199 22.7 43.3 13.2 331.3 3.4 0.47 10.691 2.19E+6 
      
Overall 2.692 2.45E+5 
Table 6.16: ATC calibration optimisation solution for the GDI engine 
calibration Case 2 
Figure 6.31 illustrates the calibration parameters (i.e. IVO, EVC, FRP and SOI) 
for both ATC solution and the baseline setting at each minimap point using a 
parallel axis plot. It can be seen that the ATC framework delivered a smooth 
engine map for all the calibration variables by limiting the maximum allowable 
change for each variable, i.e. Equation 6.10. 
Furthermore, the performance of ATC optimisation framework for calibration 
Case 2 is shown in Figure 6.32 and Figure 6.33, in terms of percentage 
improvement for both the overall FC and Pn responses. The improvements over 
the drive cycle show that the ATC approach outperforms the baseline 
calibration setting for both overall FC and Pn responses, which were improved 
by 8.37  % and 54.52 %, respectively.  
Comparing the overall FC and Pn responses achieved from calibration Case 1 
(i.e. single injection strategy) and calibration Case 2 (i.e. double injection 
strategy) shows that using double injection strategy for the GDI engine reduced 
the overall fuel consumption, while increased the overall Pn marginally. 
Therefore, double injection strategy does not result in Pn reduction for the GDI 
engine within the tested operating conditions, which is also consistent with the 
optimisation results delivered by the other optimisation strategies applied in this 
research (i.e. 2-stage, MDF and CO). However, considering that ATC 
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optimisation solution for calibration Case 2 shows improvements in overall fuel 
consumption compared to calibration Case 1 (i.e. 1.26%), it can be argued that 
by applying an efficient optimisation strategy, double injection strategy can 
reduce the overall fuel consumption for the GDI engine case study. 
  
  
Figure 6.31: Actuator setting at each minimap for both baseline and ATC 
approaches 
 
  
Figure 6.32: Comparing total FC over 
NEDC drive cycle between ATC 
approach and baseline setting for 
calibration Case 2 
Figure 6.33: Comparing total Pn over 
NEDC drive cycle between ATC 
approach and baseline setting for 
calibration Case 2 
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6.3.4 Discussion of MDO Results for the GDI Engine Case Study 
The performance of the optimisation frameworks applied for the GDI engine 
case study are summarised in Table 6.17 and Table 6.18 for the implemented 
calibration strategies. In this table, the advantages of each optimisation 
framework compared to the baseline solution are expressed in terms of 
percentage improvement in overall fuel consumption and Pn, and also the 
computational timing. It should be noted that the whole optimisation process for 
the 2-stages approach was executed within 2 days. 
 
 FC (kg/hr) FC (%) Pn (pccm) Pn (%) Time (sec) 
Baseline 2.940 --- 5.38E+5 --- --- 
2-Stage 2.737 6.82 1.36E+5 74.79 --- 
MDF 2.734 6.95 2.06E+5 61.72 179 
CO 2.734 6.93 2.03E+5 62.30 3006 
ATC 2.729 7.11 2.34E+5 54.46 224 
Table 6.17: Comparison between the calibration solutions delivered by different 
optimisation frameworks for the GDI engine calibration Case 1 
 
 FC (kg/hr) FC (%) Pn (pccm) Pn (%) Time (sec) 
Baseline 2.940 --- 5.38E+5 --- --- 
2-Stage 2.730 7.13 1.97E+5 63.35 --- 
MDF 2.740 6.87 2.34E+5 56.41 216 
CO 2.740 6.90 2.56E+5 52.34 18117 
ATC 2.690 8.37 2.45E+5 54.52 1969 
Table 6.18: Comparison between the calibration solutions delivered by different 
optimisation frameworks for the GDI engine calibration Case 2 
Table 6.17 and Table 6.18 show that the ATC optimisation strategy 
outperformed the other optimisation approaches in terms of delivering 
improvements in FC, while it also delivered a reasonable enhancement in 
particulates. It should be underlined that superiority of the ATC framework to the 
other optimisation approaches was more significant for calibration ‘Case 2’, 
which was a more complex optimisation problem (i.e. with more optimisation 
variables). The MDF and CO optimisation approaches could also reduce the 
overall fuel consumption and particulates, however; the MDF approach 
converged to an optimum solution faster than CO.  
Moreover, after comparing the overall FC and Pn responses achieved from 
calibration Cases 1 and 2, it was concluded that for the GDI engine case study 
at the tested minimap points double injection strategy was not beneficial to 
231 
 
reduce the overall particulates. However, it was observed that double injection 
strategy would result in a notable FC reduction over the drive cycle through 
application of an efficient calibration optimisation process (i.e. ATC). 
Overall, the main limitation of the GDI engine case study was that the 
dimensionality of the calibration problem was small compared to a typical base 
calibration, which is normally executed for a full engine speed / load space with 
10 to 30 minimap points and more complex constraints for the calibration. So, 
the developed MDO frameworks were also used to optimise the steady state 
calibration problem for an alternative case study based on a diesel engine. In 
the next section, the problem formulation and optimisation results for the diesel 
engine case study are presented. 
6.4 Further Validation of Multidisciplinary Design Optimisation 
Frameworks for the Steady State Engine Calibration Optimisation 
Problems 
As discussed in Chapter 4, the diesel engine calibration problem was to 
minimise the fuel consumption over the NEDC drive cycle subject to the 
emission constraints on the overall NOx and Pm responses (see Table 4.10). 
Moreover, each engine speed / load operating point was subjected to a 
constraint on combustion noise, which was set to control the maximum noise at 
each minimap point (see Table 4.11).  
In order to demonstrate the complexity of diesel engine calibration optimisation 
problem, a feasibility measure (Pf) was used to measure the probability that a 
randomly generated solution (x), within the boundary limits for the calibration 
parameters, is within the feasible region of the diesel engine (F).  
𝑃𝑓 = 𝑝{𝑥 ∈ 𝐹: 𝑥
𝑙 ≤ 𝑥 ≤ 𝑥𝑢} Equation 6.15 
Therefore, if Nf is the number of feasible solutions out of N randomly and 
uniformly generated solutions within the domain of the problem, the feasibility Pf 
can be estimated as the ratio of the feasible solutions Nf to the total number of 
generated solutions N: 
𝑃𝑓 ≈
𝑁𝑓
𝑁
          Equation 6.16 
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To study the complexity of the optimisation problem for the diesel engine case 
study, 105 random solutions were generated within the calibration domain using 
an OLH design [253]. The reason for using an OLH design, which is a space-
filling DoE strategy, was to effectively explore design space over all parameters 
domain [65]. The next step was to apply all the calibration constraints, shown in 
Table 4.10 and Table 4.11, to the random solutions in order to define how many 
of them can meet all the constraints, as given in Equation 6.17.  
∑ 𝑤𝑖 × 𝑃𝑚𝑖 ≤ 3
11
𝑖   
∑ 𝑤𝑖 × 𝑁𝑂𝑥𝑖 ≤ 6.9
11
𝑖   
𝑁𝑜𝑖𝑠𝑒𝑖 ≤ 𝐸𝑖        𝑖 = 1, … , 11 
 
 
Equation 6.17 
Overall, it was observed that only 16 solutions out of the 105 random solutions 
could meet all the optimisation constraints. The probability of finding a feasible 
solution was then calculated using Equation 6.16, to be 0.00016. It means that 
the probability of a randomly generated solution for the diesel engine calibration 
optimisation problem to be feasible is 0.016 %, which clearly indicates the 
necessity of employing an efficient optimisation framework for this optimisation 
problem to deliver an optimum solution. Table 6.19 shows the probability (%) 
that a randomly solution meet each of the constraints given in Equation 6.17. It 
can be concluded from this table that NOx constraint is the hardest to satisfy. 
Constraint Initial Pop Feasible  Probability (%) 
Pm 100,000 93679 93.679 
NOx 100,000 643 0.643 
Noise 100,000 894 0.894 
Pm-NOx-Noise 100,000 16 0.016 
Table 6.19: Diesel engine constraint analysis 
6.4.1 Problem Analysis 
6.4.1.1 Multidisciplinary Feasible (MDF) Approach 
The diesel engine calibration problem was associated with the MDF framework 
by formulating the engine performance over all 11 minimap points as the 
system level optimisation, while treating each minimap point as a subsystem 
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analyser. Accordingly, the nomenclature of the MDF architecture for the diesel 
engine calibration problem can be detailed as illustrated in Table 6.20. 
Level Decomposition of diesel engine calibration problem  
System 
level 
Optimisation 
 
 
 
over a drive 
cycle 
Objectives: 
Minimise Overall fuel consumption  
Constraints: 
Overall Pm  
Overall NOx  
Noise constraint at each minimap point  
Convex hull constraint at each minimap point 
Linear constraints 
Design variables: 
Calibration parameters over 11 minimap points 
 
Table 6.20: Diesel engine calibration optimisation problem using MDF 
The MDF formulation for the diesel engine calibration problem is illustrated in 
Equation 6.18. 
Objective:  
Minimise    𝑓0 = ∑ 𝑤𝑖 × 𝐹𝐶 (𝑦𝑠𝑖)
11
𝑖=1   
With respect to 
𝑦𝑠𝑖  
Subject to: 
 𝑔01 = ∑ 𝑤𝑖 × 𝑃𝑚 (𝑦𝑠𝑖) ≤ 3
11
𝑖    
 𝑔02 = ∑ 𝑤𝑖 × 𝑁𝑂𝑥 (𝑦𝑠𝑖) ≤ 6.9
11
𝑖   
𝑔1𝑖 = 𝑁𝑜𝑖𝑠𝑒(𝑦𝑠𝑖)  ≤ 𝐸𝑖              𝑖 = 1, … , 11 
𝑔2𝑖 = ℎ(𝑦𝑠𝑖) ≤ 0                         𝑖 = 1, … ,11 
𝑦𝑠𝑖
𝑚𝑖𝑛 ≤ 𝑦𝑠𝑖 ≤ 𝑦𝑠𝑖
𝑚𝑎𝑥                     𝑖 = 1, … ,11  
 
 
 
 
 
 
 
 
 
 
 
 
Equation 6.18 
𝑓0 is the system level objective function, 𝑤𝑖 indicates the equivalent residency 
time for minimap i (given in Table 4.6), 𝑦𝑠𝑖 denotes the vector of linking 
calibration parameters at minimap i (given in Table 4.9), 𝐹𝐶 (𝑦𝑠𝑖), 𝑃𝑚 (𝑦𝑠𝑖), 
𝑁𝑂𝑥 (𝑦𝑠𝑖), and 𝑁𝑜𝑖𝑠𝑒 (𝑦𝑠𝑖) are the predicted engine responses at subsystem 
analyser i, 𝑔01 is the overall Pm constraint, 𝑔02 is the overall NOx constraint, 𝑔1𝑖 
defines the noise constraint at minimap i, 𝑔2𝑖 indicates the convex hull 
constraint at minimap i, and 𝑦𝑠𝑖
𝑚𝑖𝑛 and 𝑦𝑠𝑖
𝑚𝑎𝑥 are the lower and upper boundary 
limits for the linking variables. In this equation, 𝐸𝑖 defines the upper limit for 
Noise at minimap point i, summarised in Table 4.11. Also, ℎ(𝑦𝑠𝑖) ≤ 0, ensures 
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that the calibration solution is within the convex hull envelope. The convex hull 
constraint was introduced as an additional design space constraint for this case 
study, i.e. using the Matlab convex hull function, to avoid extrapolation in parts 
of design space unexplored through testing. 
6.4.1.2 Collaborative Optimisation (CO) Approach 
For the diesel engine case study, the calibration problem was decomposed into 
a CO framework, consisting of a system level and a subsystem level with 11 
disciplines. Accordingly, the nomenclature of the diesel engine problem 
decomposition is detailed in Table 6.21. 
Level Decomposition of diesel engine calibration problem  
System level 
 
over a drive 
cycle 
Objectives: 
Minimise Overall fuel consumption  
Constraints: 
Overall Pm  
Overall NOx  
Consistency constraint  
Linear constraints 
Design variables: 
Calibration parameters over 11 minimap points 
Interface 
Linking variables between system level and subsystem i: 
Calibration parameters at subsystem level i  
Subsystem 
level 
Discipline i 
 
at each 
minimap point i 
Objective: 
Minimise the discrepancy to the cascaded target  
Constraints: 
Noise constraint  
Convex hull constraint  
Linear constraints 
Design variables: 
Calibration parameters at minimap i  
Table 6.21: Decomposition of diesel engine calibration optimisation problem 
using CO architecture 
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Equation 6.19 illustrates the CO formulation at the system level for the diesel 
engine calibration problem.  
Objective:  
Minimise    𝑓0 =  ∑ 𝑤𝑖 × 𝐹𝐶 (𝑦𝑠𝑖)
11
𝑖=1   
With respect to 
(𝑦𝑠𝑖, ?̂?𝑠𝑠𝑖
𝐿 )  
Subject to: 
  𝑔01 = ∑ 𝑤𝑖 × 𝑃𝑚 (𝑦𝑠𝑖) ≤ 3
11
𝑖    
  𝑔02 = ∑ 𝑤𝑖 × 𝑁𝑂𝑥 (𝑦𝑠𝑖) ≤ 6.9
11
𝑖   
ℎ0
𝑐 = ∑ ‖𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 ‖11𝑖=1 = 0  
𝑦𝑠𝑖
𝑚𝑖𝑛 ≤ 𝑦𝑠𝑖 ≤ 𝑦𝑠𝑖
𝑚𝑎𝑥       𝑖 = 1, … ,11  
 
 
 
 
 
 
 
 
 
 
 
Equation 6.19 
𝑦𝑠𝑖 is the vector of linking calibration parameters at the system level for 
discipline i, ?̂?𝑠𝑠𝑖
𝐿  is the copy of linking calibration parameters transferred from 
subsystem level for discipline i, and ℎ0
𝑐
 defines the consistency constraint. 
Then, at the subsystem level, the diesel engine optimisation problem was 
formulated as:  
In this equation, 𝑦𝑠𝑠𝑖 is the vector of linking calibration parameters at the 
subsystem level for discipline i, and ?̂?𝑠𝑠𝑖
𝑈  is the copy of linking calibration 
parameters transferred from the system level for discipline i.  
Overall, the diesel engine calibration optimisation problem has 58 linking 
variables between levels of optimisation, but there is no direct coupling between 
subsystems as they do not share any of the variables.  
𝑦𝑠𝑠𝑖 
𝑔𝑠𝑠1 = 𝑁𝑜𝑖𝑠𝑒(𝑦𝑠𝑠𝑖)  ≤ 𝐸𝑖 
𝑦𝑠𝑠𝑖
𝑚𝑖𝑛 ≤ 𝑦𝑠𝑠𝑖 ≤ 𝑦𝑠𝑠𝑖
𝑚𝑎𝑥 
Objective:  
Minimise   ‖𝑦𝑠𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝑈 ‖ 
With respect to 
Subject to: 
𝑔𝑠𝑠2 = ℎ(𝑦𝑠𝑠𝑖) ≤ 0 
 
 
 
 
 
 
 
 
 
Equation 6.20 
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6.4.1.3 Analytical Target Cascading (ATC) Approach 
The diesel engine calibration problem was structured as a bi-level ATC 
framework, consisting of a system level and a subsystem level with 11 
disciplines. The nomenclature of the problem decomposition for each level of 
hierarchical optimisation process is detailed in Table 6.22. 
Level Decomposition of diesel engine calibration problem  
System level 
 
 
 
over a drive 
cycle 
Objectives: 
Minimise Overall fuel consumption  
Minimise Overall penalty function  
Constraints: 
Overall Pm  
Overall NOx  
Linear constraints 
Design variables: 
Calibration parameters over 11 minimap points 
Interface 
Linking variables between system level and subsystem i: 
Calibration parameters at subsystem level i 
Subsystem 
level 
 
Discipline i 
 
at each 
minimap 
point i 
Objective: 
Penalty function  
Constraints: 
Noise constraint  
Convex hull constraint  
Linear constraints 
Design variables: 
Calibration parameters at minimap i  
 
Table 6.22: Decomposition of diesel engine calibration optimisation problem 
using ATC architecture 
 
Similar to the GDI engine case study, an auxiliary target setting optimisation 
problem was solved for the diesel engine case study prior to the ATC 
development. The standard Genetic Algorithm (GA), available in the Matlab 
Global Optimisation toolbox [249], was employed for this optimisation problem 
(level 0), formulated as unconstrained minimisation of the global fuel 
consumption response over the range of calibration variables, illustrated in 
Equation 6.21.  
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Objective:  
Minimise     ∑ 𝐹𝐶(𝑦𝑖)
11
𝑖=1  
With respect to 
yi 
Subject to: 
𝑦𝑖
𝑚𝑖𝑛 ≤ 𝑦𝑖 ≤ 𝑦𝑖
𝑚𝑎𝑥       𝑖 = 1, … ,11  
 
 
 
Equation 6.21 
The solution of level 0 optimisation was then cascaded down to the ‘system’ 
level as the initial target for the linking variables. The system level optimisation 
problem for the diesel engine using the augmented Lagrangian penalty function 
(∅) [206] was formulated in Equation 6.22. 
Objective:  
Minimise    ∑ 𝑤𝑖 × 𝐹𝐶 (𝑦𝑠𝑖)
11
𝑖=1   + ∑ ∅(𝑦𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝐿 )11𝑖=1  
With respect to 
(𝑦𝑠𝑖, ?̂?𝑠𝑠𝑖
𝐿 )  
Subject to: 
𝑔01 = ∑ 𝑤𝑖 × 𝑃𝑚 (𝑦𝑠𝑖)
11
𝑖=1 ≤ 3  
𝑔02 =  ∑ 𝑤𝑖 × 𝑁𝑂𝑥 (𝑦𝑠𝑖)
11
𝑖=1 ≤ 6.9   
𝑦𝑠𝑖
𝑚𝑖𝑛 ≤ 𝑦𝑠𝑖 ≤ 𝑦𝑠𝑖
𝑚𝑎𝑥       𝑖 = 1, … ,11  
 
 
 
 
 
Equation 6.22 
For the diesel engine case study, the penalty function coefficients, explained in 
Equation 6.11, were set as: β = 1.3 and 𝛾 = 0.1, similar to the GDI engine case 
study. 
Equation 6.23 illustrates the ATC problem formulation at the subsystem level for 
each discipline i.  
Objective:  
Minimise    ∅(𝑦𝑠𝑠𝑖 − ?̂?𝑠𝑠𝑖
𝑈 ) 
With respect to 
𝑦𝑠𝑠𝑖 
Subject to: 
𝑔𝑠𝑠1 = 𝑁𝑜𝑖𝑠𝑒(𝑦𝑠𝑠𝑖) ≤ 𝐸𝑖  
𝑔𝑠𝑠2 = ℎ(𝑦𝑠𝑠𝑖) ≤ 0  
𝑦𝑠𝑠𝑖
𝑚𝑖𝑛 ≤ 𝑦𝑠𝑠𝑖 ≤ 𝑦𝑠𝑠𝑖
𝑚𝑎𝑥 
 
 
 
 
 
Equation 6.23 
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6.4.2 Implementation and Results 
For the diesel engine case study all the required engine response models were 
provided by the sponsoring company in CAMEO software environment. The first 
task was to export the engine response models into the developed MDO 
frameworks. CAMEO software is compatible with the Matlab software, so the 
engine models were exported into the Matlab workspace and loaded into the 
MDO frameworks using the ‘data structure’ format. Then, the developed MDO 
frameworks for the GDI engine were extended to accommodate the diesel 
engine objectives and constraints over the 11 minimap points. Similar to the 
GDI engine case study, the fmincon optimisation algorithm was used to solve 
the developed MDO frameworks (i.e. at both system and subsystem levels). 
Given that the performance of the gradient based algorithms can be affected by 
the location of algorithm initial search point, the MDO frameworks were run with 
5 random initial solutions and subsequently the best solution was considered as 
the optimum solution.  
6.4.2.1 Optimisation Results 
It was observed that both MDF and CO optimisation frameworks could not 
converge to an optimum solution using the fmincon optimisation algorithm as 
the system level optimiser. However, the ATC framework converged to an 
optimum solution after 11 iterations, in 9039 seconds. For the ATC 
implementation, the termination constraints  𝜀1 and 𝜀2 (see Equation 6.14) were 
set as  𝜀1 =  𝜀2 = 0.01. 
The ATC solution for the diesel engine case study is illustrated in Table 6.23. 
This table summarises the optimum setting for all the 58 calibration parameters, 
and the corresponding calibration objectives, i.e. FC (kg/hr) and Pm (gr/hr), and 
NOx (gr/hr), for each engine steady state minimap point. Also, the total FC, Pm 
and NOx responses over the NEDC drive cycle are shown in this Table 6.23. 
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Table 6.23: ATC solution for the diesel engine case study 
Overall, the ATC solution outperformed the benchmark solution (see Table 
4.12) delivering an improvement in fuel consumption of 2.5% over the NEDC 
drive cycle. Figure 6.34 illustrates the fuel consumption improvement achieved 
by the ATC solution for each minimap point, and the improvement on the total 
fuel consumption over the drive cycle, Equation 6.22.  
 
Figure 6.34: Fuel consumption (FC) improvement over the benchmark 
solution for the reference drive cycle (NEDC) 
Figure 6.35 to Figure 6.39 illustrate the optimal solutions for each actuator (i.e. 
AFS, BP, LP, MIT, and FRP) across the 11 minimap points as a parallel axis 
plot, comparatively for ATC Versus the benchmark solution. For convenience, 
the graphical representation shows calibration parameters converted to coded 
units, between [0 1]. Note that the BP (boost pressure) was not used as a local 
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calibration variable for minimap point 5 (shown as N5), therefore the solution 
appears as zero in the corresponding graph in Figure 6.36. It is seen that the 
while the ATC solutions are overall in the same range as the benchmark 
calibration solutions, the actuator map smoothness is better for most actuators. 
Figure 6.40 illustrates the overall Pm and NOx responses (i.e. over the NEDC 
drive cycle) for ATC solution comparatively to the benchmark, showing that the 
ATC solution is within the global engineering constraints limits set for the hot 
calibration test (see Table 4.10).  
 
Figure 6.35: Air Mass Flow (AFS) optimal solutions 
 
Figure 6.36: Boost Pressure (BP) optimal solutions 
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Figure 6.37: Low Pressure EGR fraction (LP) optimal solutions 
 
Figure 6.38: Main Injection Timing (MIT) optimal solutions 
 
Figure 6.39: Fuel Rail Pressure (FRP) optimal solutions 
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Figure 6.40: NOx vs. Pm, comparison of the optimisation solutions 
within the global limits 
Figure 6.41 illustrates the combustion noise at each minimap point, against the 
noise upper limits Ei (see Table 4.11). This figure demonstrates that the ATC 
solution could satisfy the local constraints on the noise response at all the 
minimap points. Also, Figure 6.42 illustrates the distance between the ATC 
optimum solution and the boundary limits at each minimap point. In this figure, a 
negative distance value indicates that the solution is within the convex hull, 
thus; the ATC optimum solution at all the minimap points are within the convex 
hull (i.e. design boundary limits). 
 
Figure 6.41: Noise generated by the CO solution, against the Noise upper limits 
(Ei) 
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Figure 6.42: Distance to the convex hull boundary limits for the CO solution 
 
6.4.2.2 Validation Test 
The calibration settings from the ATC optimisation process were run on a test 
engine at Jaguar Land Rover testing facility to verify whether the ATC solution 
gave a significant fuel consumption benefit at the minimap test points. A back to 
back test was used where the baseline calibration settings were first applied, 
followed by the ATC generated settings. This test was repeated 10 times to gain 
statistical confidence in the result. The fuel consumption for the ATC solution 
and the benchmark setting was then calculated by averaging of all 10 test runs 
at each minimap point, as illustrated in Figure 6.43. This figure demonstrates 
that the ATC solution reduced the fuel consumption at most of the minimap 
points, compared to the benchmark solution. The validation test results showed 
a 0.8% improvement in overall fuel consumption from the ATC optimum 
settings. 
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Figure 6.43: Validation test: the ATC solution against the benchmark setting, 
conducted at the Jaguar Land Rover testing facility 
 
6.4.3 Discussion of MDO Results for the Diesel Engine Case Study 
The main scope of conducting the diesel engine case study was to validate the 
robustness of the developed MDO frameworks on a higher dimensional steady 
state engine calibration optimisation problem. It was observed that MDF and 
CO approaches could not deliver a feasible solution for this case study using 
the fmincon optimisation algorithm as the optimiser, however; the ATC 
framework converged to an optimum solution after 9039 seconds. One of the 
main reasons for robustness of the developed ATC framework in handling 
highly constrained optimisation problems is its strength in ensuring a 
convergent coordination strategy, using the augmented Lagrangian penalty 
function [206]. For the diesel engine case study, the ATC framework promoted 
a more extensive and effective search of the design space compared to the 
single-objective optimisation approach which was used to generate the 
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benchmark calibration solution (i.e. discussed in Chapter 4). This is 
demonstrated by the significant improvement (2.5%) achieved for the fuel 
consumption (FC) over the target drive cycle, which was set as the main 
objective at the system level. 
It should be highlighted that although CO and MDF approaches could not 
deliver a feasible solution, it doesn’t mean that they cannot be employed for the 
complex steady state calibration optimisation problems. While many different 
optimisation frameworks can be used to formulate a given optimisation problem, 
and just as many optimisation algorithms may be used to solve a given 
optimisation problem [27]. In other words, both the choice of optimisation 
algorithm to solve an optimisation problem, and the choice of optimisation 
architecture to formulate an optimisation problem have a significant influence on 
the solution quality and the computational efficiency. For instance, applying a 
global optimisation algorithm (e.g. GA algorithm or PSO) instead of the applied 
gradient based optimisation algorithm (i.e. fmincon) would improve the 
performance of the developed MDF and CO approaches [27]. However, 
applying a global optimisation algorithm instead of a gradient based algorithm 
may inherently attract computation time penalty [140], [149].  
As an example, Matlab Hybrid Genetic algorithm, which is available in Matlab 
optimisation toolbox [228], was used as the system level optimiser to solve the 
developed MDF and CO frameworks for the diesel engine case study. Matlab 
Hybrid GA combines the GA algorithm with a Sequential Quadratic 
Programming (SQP) algorithm, to increase the speed of the convergence. The 
Hybrid GA algorithm was run while the ‘Population Size’ was 500, ‘Crossover 
Rate’ was 0.8, ‘Mutation Rate’ was 0.05, ‘Elite Size’ was 10, and the fmincon 
algorithm was set as the SQP algorithm. Also, since the GA algorithm is a 
stochastic process and might converge to different optimum solutions, each of 
the MDF and CO frameworks was run 5 times. It was observed that using the 
Hybrid GA optimisation algorithm could not help the MDF framework to 
converge into a feasible solution, however; the CO framework converged to an 
optimum solution after 5 iterations of GA algorithm followed by 8 fmincon 
iterations, within 117833 seconds (around 33 hours).  
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The optimum calibration solution for the diesel engine case study using the CO 
optimisation framework is illustrated in Table 6.24. This table summarises the 
optimum setting for all the 58 calibration parameters, and the corresponding 
calibration objectives, i.e. FC (kg/hr), Pm (gr/hr), and NOx (gr/hr), for each 
engine minimap point. Furthermore, the total values of calibration objectives 
over the NEDC drive cycle are also shown in this table. 
 
Table 6.24: Optimum setting for the calibration parameters using CO framework 
Overall, the CO solution outperforms the benchmark calibration setting (see 
Table 4.12) delivering an improvement in fuel consumption of 1.16% over the 
NEDC drive cycle, however; it is worse than the ATC optimum solution (i.e. 
Table 6.23). 
Table 6.24 shows that the overall Pm and NOx could meet the global 
constraints for each of these responses over the NEDC drive cycle (see Table 
4.10). Moreover, Figure 6.44 and Figure 6.45 show that the CO optimum 
solution could fulfil the local constraints set for the diesel engine case study. 
Figure 6.44 shows that the combustion noise values are less than the upper 
limits at each minimap point (see Table 4.11). Also, Figure 6.45 illustrates the 
distance between the CO optimum solution and the boundary limits at each 
minimap point. Given that a negative distance value in this graph confirms that 
the corresponding solution is within the convex hull, Figure 6.45 demonstrates 
that the CO optimum solution is within the design boundary limits at all the 
minimap points. 
247 
 
It is worth mentioning, given that MDF architecture handles all the system 
constraints in a single level, that this framework might require a much larger 
population size (e.g. 20,000 to 100,000 [254]) for the GA algorithm to avoid not 
finding a feasible solution. 
 
Figure 6.44: Noise generated by the CO solution, against the Noise upper limits 
(Ei) 
 
 
Figure 6.45: Distance to the convex hull boundary limits for the CO solution 
 
 
248 
 
6.5 Summary, Discussion and Conclusions 
In this chapter, the conventional 2-stage calibration optimisation approach (i.e. 
consists of ‘Local’ and ‘Global’ optimisation levels) was implemented for the GDI 
engine case study over 2 calibration cases (‘Case 1’: over the single injection 
models, and ‘Case2’: over the double injection models). In this research, the 
NSGA II evolutionary optimisation algorithm was employed to conduct the local 
level optimisation (i.e. studying the trade-off between the FC and Pn 
responses). Also, to define the global optimum solution, all the possible 
combinations of the local solutions were exhaustively evaluated. 
Subsequently, the shortcomings of the 2-stage optimisation method were 
studied to re-analyse the steady state calibration optimisation problem and 
formulate it using MDO frameworks. In this chapter, 3 MDO strategies were 
implemented for the GDI case study calibration optimisation problem: 
Multidisciplinary Feasible (MDF), Collaborative Optimisation (CO), and 
Analytical Target cascading (ATC). Then, results from the implementation of the 
MDO frameworks were presented comparatively with the baseline calibration 
solution, followed by a discussion of the results as shown in Table 6.17 and 
Table 6.18. Furthermore, the developed MDO frameworks were similarly 
applied for a complex steady state engine calibration optimisation problem 
based on a diesel engine case study. 
Overall, given the structure of the steady state calibration problem, which 
involves at least 2 hierarchical levels, the MDO approaches offer a natural 
framework for optimisation problem formulation. This research has 
demonstrated that the MDO frameworks (particularly ATC framework) can 
deliver strong benefits for the steady state engine calibration optimisation 
problems. The advantages of the MDO frameworks can be summarised as 
follows: 
 The GDI engine case study analysis has demonstrated that the MDO 
frameworks outperform the 2-stage calibration approach in terms of 
performance / quality for the overall (over the drive cycle) calibration 
results. Thus, the MDO frameworks addressed the weakness of the 2-stage 
process that it is not ‘goal’ focused on the global calibration objective.  
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 The MDO frameworks allow for calibration engineering preferences to be 
included in the optimisation problem formulation, removing the need for 
calibrator input in the optimisation process. This has been illustrated in the 
GDI calibration case study by incorporating the calibration preference for a 
‘smooth actuator map’ through formulation of a constraint on the maximum 
actuator change, i.e. to be less than half of the design space for each 
calibration parameter.  
 The MDO framework can be flexibly extended to accommodate problems 
with large dimensionality, with a large number of variables and constraints. 
This has also been illustrated by easily adapting the developed MDO 
frameworks for the GDI engine case study into a larger framework to 
handle the diesel engine case study.  
In conclusion, it was seen that for both the GDI and Diesel engine case studies 
the ATC framework outperformed the other MDO approaches in solution quality, 
particularly for the diesel engine case study that the optimisation problem was 
more complex. In ATC formulation, the use of the augmented Lagrangian 
penalty function to co-ordinate the convergence across the hierarchy ensures a 
relatively fast and robust convergence compared to the other MDO frameworks 
discussed in this thesis. Therefore, it can be argued that the ATC architecture 
should be the MDO framework of choice to solve the complex steady state 
calibration optimisation problems.  
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Chapter 7: Discussion, Conclusions and Future Work 
7.1 Discussion 
The main aim of this thesis was to improve the conventional steady state engine 
mapping and calibration process and validate it through case studies. The 
adopted engine mapping and calibration process in this research was based on 
the steady state model based calibration process, which is a common practice 
in automotive industry [1]–[8].  
Accordingly, the objectives of the research were to, firstly, enhance the steady 
state engine mapping process by developing a novel DoE strategy to plan the 
steady state experiments at each engine minimap point, and then, to improve 
the steady state engine calibration optimisation process by applying flexible 
multidisciplinary optimisation frameworks to formulate these complex 
optimisation problems.  
The developed DoE strategy and MDO optimisation frameworks were studied in 
the context of the steady state mapping and calibration of the AJ133 GDI 
engine case study. The main objective of the GDI engine case study was to 
minimise the fuel consumption over the NEDC drive cycle aiming to satisfy the 
new European emission legislation (i.e. EURO VI) based on particulate 
numbers (Pn). The steady state data collection process was conducted at the 
university of Bradford testing facility, as discussed in Chapter 4. 
Furthermore, the developed MDO approaches were validated based on a diesel 
engine case study. The main objective of the diesel engine case study was to 
minimise the fuel consumption over the NEDC drive cycle with respect to the 
new European emission legislation (i.e. EURO VI) for Pm and NOx. For this 
case study the required engine models and benchmark calibration solution were 
provided by the sponsoring company. 
This chapter presents a critical review of the strategy taken to conduct this 
research, including the key developments and results in both steady state 
engine mapping and steady state calibration optimisation area. 
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7.1.1 Development of a Sequential DoE Strategy for Engine Mapping 
Experiments 
This research introduced a novel exploration based sequential DoE strategy 
based on a Model Building - Model Validation sequence (i.e. MB-MV DoE 
strategy) to improve the shortcomings of the conventional DoE methods 
commonly used in practice, typically based on a large “one-shot” DoE [22], [24], 
[58], [73]–[75], [86], [136], [220]. The necessity of designing a new DoE strategy 
was based on the need to efficiently plan a DoE for an unknown engine 
mapping application, where the behaviour of engine responses over the range 
of calibration parameters and the total number of required test points to deliver 
highly accurate response models are not known as a priori. 
The MB-MV strategy is based on sequential modification of an initial small size 
OLH DoE (i.e. MB design) with subsequent OLH designs of smaller size (i.e. 
MV designs) to achieve response models of target accuracy. In the proposed 
DoE strategy, while each MB and MV are individually OLH DoEs, the joined MB 
+ MV set is no longer a Latin hypercube DoE. This departure from the strict 
OLH rule offers the sequential DoE framework the flexibility needed to adapt to 
practical problems, where the number of iterations in the sequence cannot be 
known in advance. 
The main feature of the sequential MB-MV DoE framework is that by monitoring 
the fitted models accuracy (i.e. using several statistical criteria such as PRESS 
RMSE [54], Validation RMSE [56], and Relative Error [55]) testing can be 
stopped when the models are sufficiently accurate, thus reducing unnecessary 
further testing which will add little additional information (i.e. avoid over-
sampling). Conversely, a further MV OLH DoE can be added if any of the 
response models is not sufficiently accurate for prediction purposes (i.e. avoid 
under-sampling). So, monitoring the model accuracy addresses the limitation of 
one-shot DoE strategies (i.e. Classical [14], [60], Optimal [60], [72], and Space 
filling [9]–[13] DoEs), which require defining the total number of test points in 
advance. 
Some of the benefits of using space filling OLH designs as the batches of the 
test points are: 
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- MB-MV DoE strategy covers the whole range of the parameters at each 
sequence of the DoE modification (i.e. good projection property), which 
consequently enhances the exploration process compared to the available 
sequential space filling DoE approaches in literature [65], [100], [108], 
[109]; 
- MB-MV DoE is a fine-grained DoE strategy, i.e. improved sequentially with 
small batches of MV DoEs, compared to the similar LH based sequential 
DoEs such as Quasi-LHD [119]. This feature is an important requirement 
for a sequential DoE strategy in order to prevent over-sampling; 
- No prior knowledge regarding the model type is required [9], [11], [12] (i.e. 
unlike the Classical and Optimal DoE strategies); 
- Removing the infeasible DoE points does not defect the integrity of the 
design [76]. 
The MB-MV DoE was implemented through a custom developed PermGA 
algorithm, as a discrete optimisation algorithm, and using the AELH function 
(i.e. based on potential energy) as the objective function / space fillingness 
metric. The AELH metric has been justified after a critical review of the current 
state in literature [11], [13], on the basis that it performs better in many-
dimensional situations compared to the more conventional space fillingness 
metrics, such as Maximin [77]–[81], and ∅𝑝 [80] (see Table 2.2). Similarly, the 
PermGA algorithm has been justified to generate uniformly distributed OLH 
designs, i.e. with a good space filling property, regardless of the problem 
dimensionality [10], [11]. The AELH fitness function was modified to adjust the 
algorithm to generate MV OLH DoEs with respect to the existing MB test points 
(see Equation 5.2). The algorithm was further adapted by introducing a penalty 
function (see Equation 5.3) to enable generation of valid DoE plans for 
situations where the design space is non-orthogonal, e.g. as a result of 
imposing linear or nonlinear constraints. 
The effectiveness of the algorithm and the DoE methodology as a whole (of 
generating a flexible sequence based on augmenting an initial DoE) has been 
proved on a theoretical case study (i.e. SHCB function [229]) as well as the GDI 
engine mapping experiments. 
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Based on these case studies, it can be concluded that the algorithm is efficient 
and robust in generating uniform space filling DoE sequences for practical 
many-dimensional problems, which have been recognised in literature as a 
significant challenge [11], [13]. As it has been shown in Figure 5.15, Figure 5.36 
and Figure 5.62, the developed PermGA using the AELH function could 
generate uniform space filling designs regardless of the problem dimensionality. 
These figures also illustrate that the variability of Euclidean distances between 
the test points (i.e. as a metric for uniform distribution of test points within the 
design space) is enhanced by adding the subsequent DoEs, which indicate the 
capability of modified AELH function to generate uniformly distributed DoE 
points even after a number of MV sequences. For all the case studies, it was 
seen that the generated individual DoEs at each sequence, and over the whole 
DoE process are quasi-orthogonal, where the correlation (r) between any of the 
two calibration parameters was always acceptable (−0.3 ≤ 𝑟 ≤ 0.3) [90]. 
Furthermore, the effectiveness of the proposed MB-MV DoE strategy has been 
illustrated in Figure 5.17, Figure 5.40 and Figure 5.41. These figures show that 
the accuracy of the fitted models can be monitored (i.e. using statistical metrics) 
after each sequence of MB-MV process, which facilitates the calibration 
engineer to stop the data collection process when the target model accuracy is 
achieved. For instance, it was shown that the target model accuracy for the GDI 
engine was achieved by using fewer test points than the common practice in 
industry, for both injection cases, as summarised in Table 5.5 and Table 5.8. 
Also, the MB-MV DoE strategy addresses the shortcoming of ‘one-shot’ space 
filling DoEs to predict the response behaviour around the boundary limits [156], 
by sequentially collecting more data from these area, as shown in Figure 5.18. 
The main advantages of the MB-MV DoE strategy for the steady state engine 
mapping problems, compared to the other sequential approaches which have 
been used in this area (such as Sobol sequence [106], and D-Optimal design 
augmentation DoE which is available in CAMEO toolbox [226]) are: 
- MB-MV DoE strategy generates the new set of MV points considering the 
location of existing MB test points, while generation of new test points 
using Sobol sequence is quasi-random. Therefore, it is expected that MB-
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MV DoE strategy enhances the exploration process since it preserves a 
better space filling property. 
- MB-MV DoE strategy does not require pre-definition of the model type, 
however; the sequential DoE approach in CAMEO is based on an 
‘Optimal’ design, which requires determination of model type in advance.  
- MB-MV DoE strategy integrates well with the steady state engine mapping 
process in practice [7] (i.e. which consists of ‘screening’, ‘model building’, 
and ‘model validation’ stages). 
- Studying the applicability of using an OLH DoE for the purpose of 
screening, it can be argued that OLH DoEs can be used as an attractive 
alternative to the CAMEO on-line screening strategy. The CAMEO 
screening strategy is based on searching the feasible design space for 
each parameter by an on-line centre-out unidirectional “excursions” [241], 
[242]. While, a space filling OLH DoE not only considers the whole range 
of each parameter to determine the unstable area, but also considers the 
possible combinations of parameters (such as overlap which is dependent 
on IVO and EVC variables) to further narrow down the feasible design 
space.  
- By applying the MB-MV DoE strategy, the screening DoE can be used as 
the first stage of the ‘MB-MV’ process, as applied for the GDI engine case 
study. This strategy not only guarantees a good exploration of design 
space through application of a space filling DoE strategy (i.e. although size 
of the DoE sample is also important), but also enhances the overall steady 
state testing efficiency by re-using the feasible screening DoE test points 
in the mapping stage. Moreover, since the design space regions of interest 
can be reduced over subsequent MV sequences, this DoE strategy would 
consequently reduce the total number of required test points by avoiding 
sampling from the unimportant parts of design space (i.e. from calibration’s 
points of view).  
- MB-MV DoE strategy performs well with complex statistical modelling 
techniques (e.g. RBF models with different Kernel functions), which is due 
to ability of these modelling techniques to confront the noisy data (i.e. 
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which is the case for engine data) with a good generalization capability 
[123]. 
The main concern with using a sequential DoE strategy for engine experiments 
is that test cell variability (e.g. atmospheric pressure, cell temperature or 
humidity) could significantly influence the quality of the data, and by implication 
the quality of the models fitted. Therefore, the practical implementation of this 
methodology for engine mapping and calibration studies substantially relies on 
the stable operation of the engine test facility, to ensure that the effect of other 
sources of variation in the engine testing facility do not affect the stability of the 
test data collected. In order to address this issue, and given that test automation 
methods have progressed significantly over the recent years which enable 
testing to be conducted much faster, the common industrial approach is to 
collect all data in one go by conducting larger ‘one-shot’ experiments. It is 
however often the case that models of adequate quality cannot be fitted for all 
engine responses of interest, which indicates that further data (and further DoE 
experiments) are needed.  
The developed DoE methodology and algorithm could be applied to other 
disciplinary areas, in particular for CAE based experiments (where the MB-MV 
method originates). However, this would require further validation work of the 
methodology for this area, in particular on the following aspects: 
- Problem dimensionality: since CAE problems often deal with large 
dimensional design spaces, the performance of the algorithm with an 
increasing number of variables should be studied in relation to the ability of 
generating uniform MB-MV sequences of different sizes; 
- Non-orthogonality of the design space: the ability and performance of the 
PermGA algorithm to deal with complex irregular design spaces requires 
further testing and validation; 
- Computational performance of the algorithm: such as studying the effects 
of PermGA tuning-up parameters (i.e. population size, mutation rate, 
crossover rate) which can substantially influence the performance of GA 
optimisation algorithm; 
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- Criteria for design augmentation through infill points: this work has only 
considered uniformity (ultimately expressed in terms of the Euclidian 
distance between test points) as criteria for generating infill points for 
design augmentation. In literature several other strategies have been 
considered [105], [108], generally based on using information from the 
model building stage into the planning of the next experiment (e.g. by 
maximising the expected improvement [17]);  
- The proposed sequential DoE methodology could have a significantly 
enhanced effectiveness if it would be fully integrated with the engine data 
collection process and the test automation software. This would likely 
require some further enhancement of the algorithm to increase the 
computation speed, as well as the development (and validation) of a 
robust fast response modelling method (e.g. based on Gaussian Kriging, 
which requires less test measurements due to strong interpolation among 
the measured test points [22], [49], [127]). This will enable engine test data 
to be collected in “one go”, yet ensuring that adequate response model 
quality is achieved with minimum test expense. Noteworthy, given the 
restrictions on the test automation capability at the Powertrain Research 
Centre at the University of Bradford, it was not possible to evaluate and 
prove the effectiveness of this strategy. 
While all of the above considerations could provide an enhancement for engine 
mapping experiments, they fell beyond the scope of current research, and 
provide direction for further work. The advantages and disadvantages of the 
proposed MB-MV DoE strategy are summarised in Table 7.1.  
 
 
 
 
 
257 
 
Framework Summary of the key developments 
 
 
MB-MV 
DoE 
Strategy 
Developed a novel exploration based sequential DoE 
strategy based on OLH DoE designs: 
- Developed a custom PermGA algorithm based on the AELH 
fitness function to generate OLH designs; 
- Modified the AELH fitness function to generate infill model 
validation (MV) OLH designs for symmetric design spaces; 
- Modified the AELH fitness function using a penalty function 
to generate infill MV OLH designs for asymmetric design 
spaces. 
Advantages Disadvantages 
- Good space filling property; 
- Good orthogonality property 
(i.e. quasi-orthogonal); 
- Good projection property 
(covers whole range of each  
variable’s design space); 
- A fine-grained DoE strategy; 
- No Model type is required in 
advance; 
- Total number of test points is 
not required in advance; 
- Suitable for both symmetric 
and asymmetric design 
spaces; 
- Guarantees to achieve the 
target model accuracy (by 
avoiding under-sampling); 
- Potentially reduces the testing 
effort (by avoiding over-
sampling); 
- Good integration with the 
procedure of steady state 
engine mapping process 
(consisting of screening, 
model building and model 
validation); 
- Enhances the steady state 
engine data collection 
process by defining the 
design space regions of 
interest through a screening 
DoE, and reusing the feasible 
screening test points for the 
model building process. 
- PermGA requires tuning-
up the algorithm 
parameters; 
- It is an off-line DoE 
strategy; 
- The practicality of this 
DoE strategy for steady 
state engine mapping 
applications substantially 
relies on the stable 
operation of the testing 
facility (since the data is 
collected through several 
independent testing 
efforts). 
Table 7.1: Summary of key developments in MB-MV DoE implementation 
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7.1.2 Development of MDO Strategies for Engine Calibration Optimisation 
This research proposed and applied the multidisciplinary optimisation 
frameworks as an alternative optimisation strategy to formulate the steady state 
engine mapping calibration optimisation problems, to address the limitations of 
conventional calibration optimisation strategies (e.g. conventional 2-stage 
approach [2], [21], [22]). The need for a new optimisation strategy has become 
more essential considering the ever increasing developments of engine 
technologies, which are consequently adding more calibration parameters to the 
optimisation process. Therefore, there is a need for an efficient optimisation 
strategy which can potentially be applied to optimise the future engine 
calibration problems. 
The performance of the conventional 2-stage calibration optimisation approach 
to formulate the engine calibration optimisation problems have been 
investigated on the GDI engine case study, using the engine response models 
fitted in Chapter 5. For this research, the NSGA II evolutionary optimisation 
algorithm was employed to find the local trade-off between the GDI engine key 
responses (i.e. FC and Pn). The global solution was then determined through 
exhaustive evaluation of all the possible combinations of the local solutions, 
subject to the engineering requirement of delivering a ‘smooth’ map. 
Accordingly, the main shortcomings of the 2-stage calibration optimisation 
strategy can be summarised as following: 
- It requires studying the local trade-offs at each minimap point, as shown in 
Figure 6.1; 
- The whole optimisation process is time consuming and iterative. For 
instance, for the GDI engine problem where 4 local candidates were 
selected at each minimap point, there were (46) possible global solutions; 
- The optimisation process is not goal focused. It is fundamentally base on 
selecting the best combination of local solutions, e.g. as summarised in 
Appendix II;  
- This approach is not convenient for high dimensional calibration 
optimisation problems with many minimap points to calibrate. 
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Given the limitations of the 2-stage optimisation approach, particularly for high 
dimensional calibration problems, a common industrial approach is to use the 
available commercial toolboxes (such as CAMEO [226]) as an alternative 
optimisation method. In this research, CAMEO toolbox was applied by the 
calibration engineers at the sponsoring company to optimise the diesel engine 
calibration optimisation problem, i.e. presented in Chapter 4 as the benchmark 
solution (see Table 4.12). Although using a toolbox like CAMEO would enhance 
the coherency of searching process by formulating the optimisation problem as 
the ‘weighted sum’ of all objectives over the drive cycle, it still has to overcome 
the difficulty of finding a feasible solution subject to all the constraints 
introduced, which can be a very difficult task even for the global optimisation 
algorithms [43] (e.g. GA and PSO algorithms). 
The steady state engine calibration optimisation problem was analysed on the 
GDI engine case study in Chapter 6. This analysis pointed out into 2 levels of 
optimisation: ‘Local Level’ optimisation which is associated with the objectives 
and constraints at each minimap point (see Equation 6.1), and ‘global level’ 
optimisation which is related to the objectives and constraints over all the 
minimap points / or drive cycle (see Equation 6.4).  
After conducting a comprehensive literature review on the current state of 
optimisation strategies, it was depicted that MDO optimisation strategies [27]–
[33] offer a problem simplification strategy by decomposing the high 
dimensional optimisation problem into a number of lower dimensionality 
optimisation tasks (i.e. reduce the analysis cost) and use a strategy to keep the 
whole optimisation process consistent [35]. Accordingly, MDO approaches were 
considered as an alternative optimisation strategy to formulate the steady state 
engine calibration optimisation problems, which can solve both levels of 
optimisation (i.e. both local and global optimisation levels) simultaneously. 
Three MDO approaches (i.e. MDF, CO and ATC) were applied in this research 
to formulate the steady state engine calibration optimisation problems, which 
have been chosen after a critical review of the current state in literature: 
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1- MDF: this single-level MDO architecture [39] was applied due to its 
similarity to the optimisation techniques used by the current optimisation 
toolboxes in automotive industry (e.g. CAMEO). 
2- CO: this bi-level MDO architecture [33], [186], [197] was applied since it 
has been frequently used in literature as a benchmark to compare 
performance of other MDO approaches [27], i.e. it does not involve tuning-
up the framework parameters. 
3- ATC: this multi-level MDO architecture was applied since it has been 
originally developed to handle complex optimisation problems in 
automotive industry [42]. 
Previous research was conducted by Yin [43], where he proposed and applied 
the MDF and CO multidisciplinary optimisation frameworks to formulate the 
steady state calibration optimisation of a diesel engine case study. However, to 
the extent of my knowledge, the ATC optimisation architecture has not ever 
been implemented to solve an engine calibration optimisation problem. 
The problem formulation and solution quality of the applied MDO frameworks 
have been presented for two engine case studies: 
1- The GDI engine case study, where the calibration process was conducted 
over two separate circumstances (‘Case 1’ with 24 calibration parameters, 
and ‘Case 2’ with 32 calibration parameters). 
2- The diesel engine case study (i.e. 58 calibration parameters). 
To formulate the chosen MDO architectures, the MDF framework was 
associated to the case studies by treating the engine performance over all 
minimap points (i.e. drive cycle) as the system level optimisation, while 
considering each minimap point as a subsystem analyser, as shown in Table 
6.5 and Table 6.20. The CO and ATC optimisation frameworks were associated 
to the engine case studies by treating the engine performance over all minimap 
points as the system level optimisation, while considering each minimap point 
as a discipline at the subsystem level optimisation, as illustrated in Figure 6.9 
and Figure 6.13 for the GDI engine, and Figure 6.22 and Figure 6.23 for the 
diesel engine. A unique feature of engine calibration optimisation problems for 
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both GDI and diesel engine case studies was that there was no coupling 
between disciplines (i.e. no variables are shared among the disciplines), thus, it 
was assumed that the disciplines are working independently where the 
variables can be treated as ‘pseudo-independent’. 
The main difference between ATC and CO implementations is the way whole 
system consistency is maintained [42], [202]. The CO approach keeps the 
whole system consistency by an equality constraint at the system level, which is 
a function of discrepancy between the system level and subsystem level 
solutions, whereas the ATC maintains the system consistency using a penalty 
function. The augmented Lagrangian penalty function was justified for this 
research after reviewing the literature [206], which has been proved to enhance 
the ATC approach robustness by updating the penalty weights iteratively until 
the desired consistency is achieved. 
The quality of MDO solutions attained for the GDI engine case study has been 
compared together against a benchmark solution (i.e. the current calibration 
setting on engine set by the sponsoring company, shown in Table 4.5), as 
summarised in Table 6.17 and Table 6.18. Noteworthy, a gradient-based 
sequential quadratic programming algorithm (i.e. fmincon [248]) was used as 
the system lever optimiser to implement the MDO frameworks (i.e. instead of a 
global optimisation algorithm) in order to enhance the computation speed. The 
main findings of this research are: 
- All MDO solutions could outperform the benchmark calibration solution. 
- ATC delivered the best calibration solution (in terms of minimising the 
overall FC) compared to the other MDO approaches applied. 
- The advantage of applying the ATC framework compared to the other 
MDO approaches was clearer for calibration ‘case 2’, which was a higher 
dimensional optimisation problem. 
- Both MDF and CO optimisation approaches delivered advantages in terms 
of main calibration objectives, however; the MDF approach converged to 
an optimum solution faster than the other MDO frameworks. A reason for 
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faster convergence of MDF was the capability of this approach to handle 
both local and global optimisation levels simultaneously [197]. 
- CO resulted in an exhaustive computational process in comparison with 
the other MDO approaches. A reason for slow convergence of the 
gradient-based optimisation algorithm could be the failure of this algorithm 
to satisfy the equality constraints [200]. 
Although application of MDO approaches for the GDI engine case study 
showed significant improvements in both overall FC and Pn responses based 
on the engine models, the MDO solutions have not been validated on the test 
bed due to time limits of the CREO project.  
The applicability of applying MDO frameworks to solve the steady state engine 
calibration optimisation problems were also investigated on the diesel engine 
case study, which is a heavily constrained optimisation problem (i.e. the 
probability (𝑃𝑓) of finding a feasible solution is 0.016 %, as discussed in Section 
6.4). The benchmark solution for this case study was the current calibration 
setting on the diesel engine, which was defined by the calibration engineers at 
the sponsoring company using the CAMEO optimisation toolbox (see Table 
4.12). Accordingly, the main results of this research can be summarised as:  
- Using fmincon optimisation algorithm as the MDO’s system level optimiser, 
only ATC could converge to an optimum solution (after 9039 seconds), as 
summarised in Table 6.23. The main reason for high robustness of ATC 
framework in dealing with heavily constrained optimisation problem is the 
strength of applied strategy (i.e. augmented Lagrangian penalty function) 
to coordinate the convergence across the optimisation hierarchy [206]. 
- ATC framework outperformed the benchmark solution, delivering a 
significant improvement in overall fuel consumption (i.e. 2.5 %). 
- MDF architecture could not find a feasible solution when using the fmincon 
optimisation algorithm as the system level optimiser. A reason for low 
robustness of MDF approach to find a feasible solution for such a heavily 
constrained optimisation problems, while using a gradient-based 
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optimisation algorithm as the system optimiser, is that MDF can fail when 
the optimiser does not converge in an iteration [34]. 
- MDF architecture could not also find a solution when using Matlab Hybrid 
Genetic algorithm as the system optimiser (population size was set to 
500). However, given that MDF architecture handles all the system 
constraints in a single level, a possible solution to this difficulty could be to 
run the GA algorithm with a much larger population size (e.g. 20,000 to 
100,000 [254]). 
- CO architecture could not find a feasible solution when using the fmincon 
optimisation algorithm as the system level optimiser. The main reason for 
difficulty of CO framework was the high number of equality constraints to 
satisfy, which could have led into failure of applied gradient-based 
optimisation algorithm to deliver feasible solutions at subproblems [34], 
[198].  
- CO architecture could find a solution when using Matlab Hybrid Genetic 
algorithm as the system optimiser (population size was set to 500) within 
117833 seconds, as summarised in Table 6.24. The attained CO solution 
outperformed the benchmark calibration setting, i.e. enhancing the overall 
fuel consumption by 1.16%. The CO architecture converged successfully 
to a feasible solution (unlike the MDF with Hybrid GA algorithm) since CO 
relaxes the optimisation problem dimensionality, by decomposing it into a 
number of optimisation problems of smaller size. 
- The achieved solution for the CO approach is worse than ATC solution. 
Also, given that a global optimisation algorithm was used to solve the CO 
framework, the CO was computationally more expensive than ATC.  
- The ATC solution was validated on a test engine at Jaguar Land Rover 
testing facility. The validation test showed a 0.8% improvement in overall 
fuel consumption compared to the benchmark solution, as shown in Figure 
6.43. The main reasons for the difference between the improvements 
achieved from the engine models and validation test are: the diesel engine 
tested for validation was not the same engine tested to collect the DoE test 
points, and also the validation test was conducted several months after the 
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original DoE tests. However, considering that the ATC solution was tested 
for 10 times and the average was used for the comparison, it can be 
argued that the optimisation results are promising. 
Therefore, the main advantages of MDO frameworks to formulate the steady 
state engine calibration optimisation problems can be summarised as: 
- There is no need to analyse the local trade-offs;  
- MDO architectures provide an opportunity to formulate the steady state 
calibration optimisation problems in a way coherent with the 2-level 
structure of model based calibration problems; 
- MDO frameworks allow the calibration engineering preferences (e.g. 
‘smooth actuator map’) to be formulated in the optimisation problem (i.e. 
as an objective or a constraint);  
- MDO frameworks can be flexibly extended to accommodate engine 
calibration problems with larger dimensionality. 
The developed MDO frameworks could be applied for other steady state engine 
calibration optimisation problems regardless of the problem dimensionality. 
However, there are several aspects that would require further validation work, 
such as following: 
- Optimisation algorithms: since the real-life calibration optimisation 
problems are dealing with heavily constrained large dimensional 
optimisation problems, the performance of different optimisation algorithms 
(i.e. GA and PSO) should be studied in relation to the MDO approaches 
and as well as problem dimensionality; 
- Problem formulation: the efficiency of MDO approaches can be studied in 
relation to different problem formulations (e.g. relaxation of problem 
constraints, by formulating them as a penalty term in the objective 
function); 
- Further validation of MDO approaches: in terms of convergence properties 
and solution quality, on different real world calibration problems. 
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The above considerations fell beyond the scope of the research, thus, they can 
be regarded as direction for future work. The advantages and disadvantages of 
applied MDO frameworks for the engine case studies are summarised in Table 
7.2. 
Framework Summary of the Applied MDO Approaches 
 
 
MDF 
- Applied the MDF strategy for the GDI engine case study using 
the fmincon optimisation algorithm; 
- Applied the MDF strategy for the diesel engine case study using 
the fmincon and Hybrid GA optimisation algorithms. 
Advantages Disadvantages 
- Better problem formulation than 
the 2-stage calibration strategy;  
- Handling both levels of 
optimisation concurrently; 
- Fast computation. 
- Not a robust approach for 
heavily constrained large 
dimensional problems;  
- Not working robustly 
using gradient-based 
optimisation algorithms. 
 
 
CO 
- Applied the CO strategy for the GDI engine case study using 
the fmincon optimisation algorithm; 
- Applied the CO strategy for the diesel engine case study using 
the fmincon and Hybrid GA optimisation algorithms. 
Advantages Disadvantages 
- Better problem formulation than 
the 2-stage calibration strategy;  
- Decomposition of the problem 
dimensionality; 
- No parameter tuning-up is 
required. 
- Not working robustly 
using gradient-based 
optimisation algorithms; 
- Computation is relatively 
expensive. 
 
 
ATC 
- Applied the ATC strategy for the GDI engine case study using 
the fmincon optimisation algorithm; 
- Applied the ATC strategy for the diesel engine case study using 
the fmincon optimisation algorithm. 
Advantages Disadvantages 
- Better problem formulation than 
the 2-stage calibration strategy;  
- A target based approach, i.e. 
facilitating a more focused 
decomposition strategy; 
- A robust framework regardless of 
the problem dimensionality; 
- Performed well using gradient-
based optimisation algorithms; 
- Relatively much faster than CO 
framework. 
- More optimisation 
parameters to tune-up in 
advance; 
- Requires definition of 
targets. 
Table 7.2: Summary of MDO implementations 
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7.2 Conclusions 
Based on the research presented in this thesis, the main conclusions can be 
summarised as follows: 
- It was demonstrated that the OLH and MB-MV DoE algorithms developed 
using PermGA can generate uniform space filling quasi-orthogonal 
designs covering the entire design space. 
- The use of an OLH DoE for the screening experiment enabled an 
assessment of the relationships between calibration variables and key 
engine responses, leading to the establishment of a reduced design space 
for engine mapping experiments. As shown for the GDI engine case study, 
the design space range for Fuel Rail Pressure (FRP) parameter was 
reduced from 3 – 15 (MPa) into 8 – 15 (MPa), i.e. reduced by 42%, after 
analysing the behaviour of FC and Pn responses at the screening stage.  
- Considering the results attained from applying the sequential MB-MV 
strategy for a number of case studies with different dimensionalities (i.e. 
having 2, 4 and 6 parameters), it was seen that the proposed MB-MV DoE 
strategy performs robustly regardless of the problem dimensionality and 
variables’ design space. 
- Implementation of the sequential MB-MV DoE strategy can enhance the 
steady state data collection process for engine applications, through 
delivering high quality engine models fulfilling the target model accuracy 
using a fewer number of test points. As illustrated for the GDI engine case 
study, the number of required test points at different minimap points are 30 
– 50 % smaller than a one-shot design of 120 – 150 test points which was 
originally proposed by the sponsoring company (i.e. see Table 5.5 and 
Table 5.8). 
- This research has demonstrated that the MDO frameworks can deliver 
strong benefits for the steady state engine calibration optimisation 
problems by reducing the optimisation problem dimensionality, which in 
effect provides the opportunity to improve the optimisation problem 
formulation and computational efficiency, as demonstrated in Table 6.17 
and Table 6.18 for the GDI engine case study.  
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- Given the structure of steady state calibration optimisation problems, which 
involves at least 2 hierarchical levels, MDO architectures offer a natural 
framework to formulate these optimisation problems. 
- MDO frameworks are scalable and can be flexibly expanded to 
accommodate large dimensional optimisation problems, e.g. as 
demonstrated for the diesel engine case study with 58 parameters.  
- The MDO frameworks allow the calibration engineering preferences to be 
included in the optimisation problem formulation, removing the need for 
calibrator input in the optimisation process.  
- Considering the results attained from application of different MDO 
frameworks to the GDI and diesel engine case studies, it can be concluded 
that ATC architecture should be the MDO framework of choice, based on 
its strength in ensuring a convergent co-ordination strategy. As illustrated 
for the GDI engine case study, the ATC solution reduced the overall fuel 
consumption by 7.11 % for the single injection calibration strategy, and by 
8.37 % for the double injection calibration strategy, while clearly 
outperformed the other applied MDO strategies for both calibration cases. 
Moreover, for the diesel engine case study only ATC converged to an 
optimum solution (i.e. using fmincon algorithm as the system optimiser). 
The ATC solution reduced the diesel engine overall fuel consumption by 
2.5 %, which also underpins the robustness of ATC architecture to solve 
the highly complex steady state engine calibration optimisation problems.  
 
7.3 Summary of Original Contributions 
The main original contributions of this research can be summarised as: 
 Development and application of a novel exploration-based sequential DoE 
strategy (i.e. MB-MV DoE strategy) to plan the steady state engine data 
collection experiments. This includes designing a DoE strategy coherent 
with the steady state engine mapping process, i.e. planning subsequent 
DoEs for ‘screening’, ‘model building’ and ‘model validation’ purposes, on 
the basis of OLH DoEs. Through the MB-MV DoE process the quantitative 
characteristics of the added blocks of DoEs (MV DoEs) are unchanged, 
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thus; the final DoE is not strictly an OLH design. The MB-MV DoE strategy 
improves the design granularity compared to the existing OLH-based 
sequential DoEs (e.g. sequential Nested Latin Hypercube DoE method) 
which in effect reduces the possibility of over – or under sampling.  
 Application of MDO optimisation strategies to formulate and solve the 
steady state engine calibration optimisation problems. This involves 
analysis of the engine calibration optimisation problems, articulation of the 
calibration problems using MDO optimisation strategies, and validation of 
the developed MDO strategies on real world calibration optimisation 
problems. This research confirms that the applied MDO architectures (i.e. 
particularly ATC) have facilitated the opportunity to enhance the 
conventional steady state engine calibration optimisation methods by 
functional decomposition of the optimisation problem into a number of 
optimisation sub-problems. Therefore, application of MDO strategies 
inherently have the potential to improve the quality of optimisation solution, 
by providing a better opportunity to search the design space corresponding 
to each discipline, and also reduce the computational effort.  
 
7.4 Future Work 
Some of the future research opportunities to improve the implemented steady 
state engine mapping and calibration process are listed as following: 
- Further development of the MB-MV DoE methodology by considering other 
optimal infill criteria which are directly focused on improving the model 
quality (rather than the uniformity of the space filling).  
- Further validation of the applied penalty function to plan DoEs for 
asymmetric design spaces, by applying it for complex irregular design 
spaces. Also, boundary models can be applied to enhance generation of 
infill test points for highly constrained design spaces. 
- Further work is needed to address the computational and statistical 
efficiency of the MB-MV strategy, in particular in dealing with systems of 
large dimensionality and non-orthogonal variable spaces, for which 
ensuring OLH DoE sequences with good space-fillingness and non-
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collapsing properties is particularly challenging. This might also require 
application of different space filling metrics (such as Maximin [77]–[81], 
and ∅𝑝 [80]) to study the relation between efficiency of these space filling 
metrics and problem dimensionality. 
- Improve the engine response modelling process by implementing Kriging 
models within Matlab environment. 
- Integrate the MB-MV DoE strategy with a test automation software 
package. 
- Employing an optimisation algorithm which can provide more than one 
optimum solution at the system level of MDO frameworks, to improve the 
reliability of the process (such as specious conservation algorithm [255]). 
- Applying different global optimisation algorithms (e.g. GA and PSO) to 
study the efficiency of MDO architectures (i.e. in terms of robustness, 
solution quality and computation efficiency) in relation to different 
optimisation algorithms. 
- Trying different problem formulations. For example, maximum allowable 
actuator change for the GDI engine case study can be formulated as a 
penalty function in the system level, or as an objective in the subsystem 
levels. 
- In relation to real world calibration usage, the implemented MDO 
frameworks require further validation of robustness - in terms of both 
convergence and quality of the solutions, as well as usability by calibration 
engineers. 
- Considering that ATC has the ability to decompose the optimisation 
problem into more than two levels, this optimisation framework can offer 
the opportunity to integrate the calibration optimisation problem with the 
higher levels of the systems engineering hierarchy, e.g. powertrain and 
vehicle system optimisation. This is important as it would enable co-
development of calibration and subsystem level design; e.g. calibration 
optimisation could be combined with the aftertreatment and driveline 
system optimisation, co-ordinated by the powertrain system targets. 
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- Further development of ATC to have robust calibrations across multiple 
reference drive cycles or multiple vehicle configurations. This can be set 
up as a higher level objective within an ATC framework, which co-
ordinates the concurrent optimisation across multiple reference drive 
cycles, leading to more robust calibrations. 
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Appendices 
Appendix I 
An example of the EXCEL data sheet, containing the steady state data 
collected from University of Bradford dynamometer for the GDI engine with 
single injection strategy: 
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Appendix II 
Local calibration candidates at each minimap point: 
Candidate IVO EVC FRP SOI FC (kg/hr) Pn(pccm) 
1 35.2 14.8 12.3 294 1.374 524 
2 35.2 14.8 12.3 294 1.374 400 
3 35.4 15.4 12.2 295 1.374 284 
4 35.3 15.1 12.2 295 1.374 135 
Local candidates for 700-28 operating point with single injection 
Candidate IVO EVC FRP SOI FC (kg/hr) Pn(pccm) 
1 30.4 24.6 11.1 311 3.192 6594 
2 29.2 25 11.4 310 3.2 3445 
3 29.5 24.95 11.7 311 3.207 1664 
4 34.7 23.6 11.9 314 3.212 358 
Local candidates for 1500-41 operating point with single injection 
Candidate IVO EVC FRP SOI FC (kg/hr) Pn(pccm) 
1 3.2 40.3 12.5 307 4.66 5.45 × 105 
2 11.6 43.3 12.7 309 4.666 4.97 × 105 
3 14.7 43.3 13 307 4.674 4.61 × 105 
4 19.3 42.8 13.5 306 4.685 4.27 × 105 
Local candidates for 1250-125 operating point with single injection 
Candidate IVO EVC FRP SOI FC (kg/hr) Pn(pccm) 
1 -9.5 33.2 10.6 296 5.027 1.00 × 106 
2 -4.7 30.3 13.9 281 5.103 7.81 × 105 
3 29.6 37 14.1 318 5.154 6.58 × 105 
4 27.5 30.5 14.6 318 5.192 5.89 × 105 
Local candidates for 1500-105 operating point with single injection 
Candidate IVO EVC FRP SOI FC (kg/hr) Pn(pccm) 
1 -3.5 -3.4 9 299 5.515 1.53 × 106 
2 25.4 38.5 14.7 306 5.848 5.67 × 105 
3 35.1 19.3 14.9 324 6.044 5.60 × 105 
4 33.9 8.7 14.7 313 6.174 4.73 × 105 
Local candidates for 2000-81 operating point with single injection 
Candidate IVO EVC FRP SOI FC (kg/hr) Pn(pccm) 
1 37 41.1 12.4 288 10.69 1.60 × 106 
2 37.1 41.1 12.8 293 10.71 1.50 × 106 
3 35.7 40.6 13.2 300 10.73 1.40 × 106 
4 33.8 37.4 13.6 306 10.76 1.29 × 106 
Local candidates for 2000-199 operating point with single injection 
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Candidate IVO EVC FRP SOI1 Delay Split FC (kg/hr) Pn(pccm) 
1 -4.7 39.8 13 318 4.42 0.5 4.556 7.7 × 10
5 
2 -1.3 40.7 13.4 320 4.1 0.51 4.582 7.2 × 10
5
 
3 5 40.2 13.7 329 3.2 0.52 4.624 6.48 × 10
5
 
4 12.5 39.4 14 337 3.07 0.54 4.668 6.03 × 10
5
 
Local candidates for 1250-125 operating point with double injections 
Candidate IVO EVC FRP SOI1 Delay Split FC (kg/hr) Pn(pccm) 
1 6.4 34.5 12.9 345 7.03 0.57 5.036 1.11 × 10
6 
2 10.1 36.1 13.2 335 7.62 0.56 5.055 1.03 × 10
6
 
3 49.9 35.4 13.3 312 2.07 0.55 5.083 8.82 × 10
5
 
4 42.7 34.4 13.4 324 1.58 0.59 5.113 7.82 × 10
5
 
Local candidates for 1500-105 operating point with double injections 
Candidate IVO EVC FRP SOI1 Delay Split FC (kg/hr) Pn(pccm) 
1 44.8 42.5 13.3 310 3.48 0.6 5.87 1.78 × 10
6 
2 35.4 43.1 13.1 327 2.55 0.59 5.902 1.54 × 10
6
 
3 23.3 41 13 341 2.23 0.58 5.937 1.33 × 10
6
 
4 23.2 38.3 13.1 347 1.57 0.54 5.96 1.19 × 10
6
 
Local candidates for 2000-81 operating point with double injections 
Candidate IVO EVC FRP SOI1 Delay Split FC (kg/hr) Pn(pccm) 
1 11.2 43.3 13.1 338 3.16 5.52 10.65 2.08 × 10
6 
2 18 42.6 13.3 344 2.89 0.52 10.66 1.93 × 10
6
 
3 16.6 40.4 13.3 350 3.01 0.55 10.68 1.82 × 10
6
 
4 23.1 36.9 13.4 354 2.28 0.56 10.73 1.64 × 10
6
 
Local candidates for 2000-199 operating point with double injections 
 
