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EXTREMAL MAPPINGS OF FINITE DISTORTION
K. ASTALA, T. IWANIEC, G. J. MARTIN AND J. ONNINEN
1. Introduction
The theory of mappings of nite distortion has arisen out of a need to extend the
ideas and applications of the classical theory of quasiconformal mappings to the
degenerate elliptic setting. There one nds concrete applications in materials
science, particularly non-linear elasticity and critical phase phenomena, and the
calculus of variations.
In this paper we rene and extend these connections by initiating the study of
extremal problems for mappings with nite distortion.
There are many natural reasons for studying such problems. First, we
eventually hope to lay down the analytical foundations for approaches to
compactifying the moduli spaces for holomorphic dynamical systems such as
Teichm€uller spaces where it is our expectation that a compactication will be by
mappings of nite distortion whose distortion function lies in some natural
integrability class.
Secondly, we nd that there are many new and unexpected phenomena
concerning existence, uniqueness and regularity for these extremal problems where
the functionals are polyconvex but typically not convex. These seem to dier
markedly from phenomena observed when studying multi-well type functionals.
Thus our primary aim here is to extend the theory of extremal quasiconformal
mappings by considering integral averages of the distortion function instead of its
L1-norm. Let us indicate the sorts of results we shall prove here by a surprising
example in two dimensions. Suppose fo : S! S is a homeomorphism of the circle.
We ask what is the mapping f : D! D of the disk with f jS ¼ fo, whose distortion
function is minimal in L1-norm. We show that if f 1o 2 W1=2;2ðSÞ, then there is a
unique extremal which is a real analytic dieomorphism with non-vanishing
Jacobian determinant. The condition on fo is sharp. Contrast this with the
classical theory [31] where the mapping fo must be assumed quasisymmetric (a
much stronger assumption). Then there is an extremal quasiconformal mapping
with boundary values fo, but it is not always unique and it is seldom smooth.
Indeed, even when fo is quasisymmetric, the L1-minimiser for the distortion
function will almost never be quasiconformal. This result is doubly surprising
when we note that there is no general modulus of continuity (so no compactness)
nor general improved regularity theory for mappings with only integrable
distortion.
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Away from the L1-theory and closer to the L1-theory we have mappings whose
distortion function is exponentially integrable. In this case there are substantial
results concerning modulus of continuity and regularity available, [16]. From these
one obtains existence of minimisers and some improved regularity for the
boundary value problem as discussed above. However establishing uniqueness
seems dicult.
There are also other natural problems that we shall consider such as the
generalizations to the L1 setting of the famous Gr€otzsch problem concerning
extremal mappings between n-dimensional boxes; see xx 6 and 7.
Finally, we wish to make an observation. The principal advantage of minimising
over families of homeomorphisms in the above variational problems lies in the fact
that the inverse maps are also extremal for their own variational integrals.
Sometimes this associated problem is easier to solve than the original one as it
may involve minimising a convex functional. For instance, in n-dimensions, the L1
minimisation problem leads to the n-harmonic equation for the inverse of an
extremal mapping.
2. Formulation of the general problem
We begin by dening the class of mappings which will most concern us here. A
mapping f : !  0 between subdomains of Rn and of Sobolev class W1;1locð; 0Þ is
said to have nite distortion if there is a measurable function 16KðxÞ <1 such
that
DfðxÞj jn6KðxÞ Jðx; fÞ ð2:1Þ
and if Jðz; fÞ 2 L1locðÞ. Here DfðxÞj j is the operator norm,
jDf j ¼ maxfjDfvj : jvj ¼ 1g;
of the linear dierential map DfðxÞ and Jðx; fÞ ¼ detDfðxÞ is its Jacobian
determinant. The reader may observe that for homeomorphisms the condition
Jðz; fÞ 2 L1locðÞ is largely redundant. The smallest function KðxÞ for which the
distortion inequality (2.1) holds is called the outer distortion of f , dened by
Kðx; fÞ ¼ DfðxÞj j
n
Jðx; fÞ ð2:2Þ
at points where DfðxÞ exists and is non-singular and we set Kðx; fÞ ¼ 1
elsewhere. The operator norm of the dierential matrix at (2.2) has the
disadvantage of being insuciently regular to deal with variational equations.
We therefore introduce the outer distortion function
Kðx; fÞ ¼ kDfðxÞk
n
Jðx; fÞ ð2:3Þ
at points where DfðxÞ exists and is non-singular and set Kðx; fÞ ¼ 1 elsewhere.
Here kAk2 ¼ n1 trðAtAÞ is the mean Hilbert --Schmidt norm. Notice that in two
dimensions
Kðx; fÞ ¼ 1
2
Kðx; fÞ þ 1
Kðx; fÞ
 
ðn ¼ 2Þ ð2:4Þ
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is a convex function of Kðx; fÞ and therefore
kKðx; fÞk1 ¼
1
2
kKðx; fÞk1 þ
1
kKðx; fÞk1
 
ðn ¼ 2Þ;
so that minimising either kKðx; fÞk1 or kKðx; fÞk1 leads to the same
quasiconformal minimisers.
More generally, to every strictly increasing convex function  : ½1;1Þ ! ½1;1Þ,
with ð1Þ ¼ 1, we associate two further distortion functions
Kðx; fÞ ¼ ðKðx; fÞÞ and Kðx; fÞ ¼ ðKðx; fÞÞ: ð2:5Þ
We can now formulate the major minimisation problem that we shall address.
Let F consist of homeomorphisms f : !  0 of nite distortion such thatð

Kðx; fÞ dx <1: ð2:6Þ
Problem 1. Given fo 2 F nd a mapping f 2 F which coincides with fo on
@ and minimizes the integral at (2.6).
We shall also consider related problems where we do not prescribe the precise
boundary values or where we minimise integral averages of other distortion
functions. We now give a fuller discussion of these.
3. Distortion functions
Distortion functions are designed to measure the deviation from conformality of
a given mapping f : !  0 by considering the linear dierential map
DfðxÞ : Rn ! Rn. We shall denote the set of all n  n-matrices by Rnn, and
those with positive determinant by Rnnþ . It will be convenient to include the zero
matrix in the domain of distortion functions. The conformal matrices are
COþðnÞ ¼ fA : jAjn ¼ detAg;
equivalently the dening equation could be kAkn ¼ detA. In two dimensions it is
advantageous to use complex variables. A general linear transformation takes the
form
Az ¼ azþ bz where a; b 2 C: ð3:1Þ
The determinant, the operator norm and mean Hilbert--Schmidt norm are then
detA ¼ jaj2  jbj2; jAj ¼ jaj þ jbj; kAk2 ¼ jaj2 þ jbj2: ð3:2Þ
To every pair of ordered ‘-tuples I ¼ ði1; . . . ; i‘Þ and J ¼ ðj1; . . . ; j‘Þ, with
16 i1 < . . . < i‘6n and 16 j1 < . . . < j‘6n, there corresponds the ‘  ‘-sub-
determinant of a matrix A ¼ Aij
  2 Rnn, namely
AIJ ¼ det
Ai1j1   A
i1
j‘
..
. ..
.
Ai‘j1   A
i‘
j‘
2664
3775: ð3:3Þ
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The ‘th exterior power of A is the n‘
   n‘ -matrix
A‘‘ ¼ AIJ
  2 R n‘ð Þ n‘ð Þ ð3:4Þ
indexed by ‘-tuples I ¼ ði1; . . . ; i‘Þ and J ¼ ðj1; . . . ; j‘Þ. We shall need the
following well-known identities from exterior algebra:
AB½ ‘‘¼ A‘‘ B‘‘; At ‘‘¼ ½A‘‘t;
½A1‘‘ ¼ ½A‘‘1; detA‘‘ ¼ ðdetAÞ‘:
Then Cramer’s rule states
AtA] ¼ detAð ÞI ð3:5Þ
where A] is the cofactor matrix. To every pair ði; jÞ there corresponds the ði; jÞ-
cofactor, which is the product of ð1Þiþj with the ðn 1Þ  ðn 1Þ subdetermi-
nant obtained by deleting the ith row and the jth column in A. Cramer’s rule can
be formulated by using ‘  ‘-minors. Given A‘‘ 2 R n‘ð Þ n‘ð Þ, we dene the
cofactor matrix A‘‘] 2 R
n
‘ð Þ n‘ð Þ. The cofactor of the element AIJ is the product
of ð1Þi1þ...þi‘þj1þ...þj‘ with the ðn ‘Þ  ðn ‘Þ-subdeterminant obtained by
suppressing the i1; . . . ; i‘th rows and j1; . . . ; j‘th columns. Cramer’s rule reads as
½A‘‘tA‘‘] ¼ detAð ÞI: ð3:6Þ
Thus in particular, if detA 6¼ 0, then
½A‘‘] t ¼ detAð Þ½A1‘‘: ð3:7Þ
There is an isometry, called the Hodge star operator, which assigns to A‘‘] the
ðn ‘Þ-exterior power of A. This isometry arises from identifying the ‘-tuple I ¼
ði1; . . . ; i‘Þ with its complementary ðn ‘Þ-tuple. HenceA‘‘]  ¼ Aðn‘Þðn‘Þ and kA‘‘] k ¼ kAðn‘Þðn‘Þk: ð3:8Þ
These identities be can easily derived by reducing A to a diagonal matrix.
The following distortion functions will interest us most as they have the very
important property of being polyconvex; see Appendix A.2. For each A 2 Rnnþ
and ‘ ¼ 1; 2; . . . ; n 1, we dene
K‘ðAÞ ¼
A‘‘
 n=ðn‘Þ
ðdetAÞ‘=ðn‘Þ ; K‘ðAÞ ¼
kA‘‘kn=ðn‘Þ
ðdetAÞ‘=ðn‘Þ : ð3:9Þ
We extend this denition to Rnnþ [ f0g by setting K‘ð0Þ ¼ K‘ð0Þ ¼ 1. Notice that
K‘ðAÞ> 1 and K‘ðAÞ> 1, with equality occurring if and only if A 2 COþðnÞ.
The two outer distortion functions discussed previously in (2.2) and (2.3) arise
when ‘ ¼ 1 as
KðAÞ ¼ K1ðAÞn1 and KðAÞ ¼ K1ðAÞn1: ð3:10Þ
The corresponding inner distortion functions are
KIðAÞ ¼ Kn1ðAÞ ¼ KðA1Þ; KIðAÞ ¼ Kn1ðAÞ ¼ KðA1Þ:
When n ¼ 2 the inner distortions are the same as the outer distortions.
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Given the above, a mapping f 2 W1;1locð; 0Þ will have nite distortion if
DfðxÞ 2 Rnnþ [ f0g for almost every x 2  and Jðx; fÞ ¼ detDf 2 L1locðÞ:
Having dened distortion functions for matrices in Rnnþ [ f0g we dene for
mappings f : !  0 of nite distortion:
K‘ðx; fÞ ¼ K‘ðDfðxÞÞ ¼
D‘‘fðxÞ n=ðn‘Þ
Jðx; fÞ‘=ðn‘Þ ; ð3:11Þ
K‘ðx; fÞ ¼ K‘ðDfðxÞÞ ¼
kD‘‘fðxÞkn=ðn‘Þ
Jðx; fÞ‘=ðn‘Þ : ð3:12Þ
The reader may nd more about distortion functions in Appendix A.1.
4. Variations of weakly dierentiable homeomorphisms
As this paper is largely concerned with Sobolev classes of homeomorphisms we
shall need to establish the existence of suitable variations of such mappings. These
variations may be required to preserve quasiconformality as well as some other
natural properties of mappings. The following theorem captures all those needs.
THEOREM 4.1. Let f : B! Rn be a homeomorphism onto its image of the
Sobolev class W1;1locðB;RnÞ and let a 2 B be a Lebesgue point of Df such that
Jða; fÞ > 0. Then there exists a dieomorphism h : B! B, referred to as change of
variables, such that the composite mapping efðxÞ ¼ fðhðxÞÞ satises:
(i) efðxÞ ¼ fðxÞ near @B;
(ii) the origin is a Lebesgue point of Def ;
(iii) Defð0Þ ¼ I.
The proof for the construction of this change of variables consists of three
lemmas that are of independent interest.
LEMMA 4.1. Given a point a 2 B and r > jaj there exists a dieomorphism
 : Rn ! Rn such that
ð0Þ ¼ a; Dð0Þ ¼ I; and ðxÞ ¼ x for jxj> r:
Proof. Such a dieomorphism  will be a perturbation of the identity map,
namely
ðxÞ ¼ xþ ðxÞa ð4:2Þ
where  2 C10 ðBrÞ satises
06 6 1; ð0Þ ¼ 1; and krk1 <
1
jaj :
Its dierential is a matrix of the form
DðxÞ ¼ Iþ ar: ð4:3Þ
Since  assumes its largest value 1 at the origin, we infer that rð0Þ ¼ 0. Hence
Dð0Þ ¼ I, as claimed. The Jacobian determinant of  is computed in Br as
detD ¼ 1þ ha;ri> 1 jaj jrj> 1 jajkrk1 > 0 ð4:4Þ
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and detD ¼ 1 outside Br: In particular,  is a local dieomorphism of Rn into
itself. Since ðxÞ ¼ x outside the ball Br, by topological arguments we conclude
that  : Rn ! Rn is one-to-one. 
LEMMA 4.2 (Decomposition of matrices). Given A 2 Rnnþ and  > 0, there
exist A1; A2; . . . ; Ak 2 Rnnþ such that
jI Aij6  for i ¼ 1; 2; . . . ; k ð4:5Þ
and
A ¼ A1  A2  . . .  Ak: ð4:6Þ
Proof. As Rnnþ is a connected matrix Lie group, we can decompose A as
A ¼ eX1eX2  . . .  eXm ð4:7Þ
where X1; X2; . . . ; Xm 2 Rnn; see [11, Corollary 2.31]. Next choose  ¼ N1,
where N is a large positive integer such that e  Xkj j  16  for k ¼ 1; 2; . . . ;m.
Hence
A ¼ e X1 . . . e X1|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
N times
 e X2 . . . e X2|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
N times
 . . .  e Xm . . . e Xm|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
N times
¼: A1  A2  . . .  Ak; where k ¼ mN: ð4:8Þ
For every Ai we have
jI Aij6 max
16 k6m
1 e Xk 6 max
16 k6m
1 e  Xkj j
 6 ; ð4:9Þ
as desired. 
LEMMA 4.3. Given A 2 Rnnþ and r > 0, there exists a dieomorphism
 : Rn ! Rn such that
ð0Þ ¼ 0; Dð0Þ ¼ A; and ðxÞ ¼ x for jxj> r:
Proof. First assume that A is suciently close to the identity matrix, say
I Aj j < 14: ð4:10Þ
We construct  as a perturbation of the identity ðxÞ ¼ x x Axð Þ where
 2 C10 ðBrÞ, 06 ðxÞ6 1, ð0Þ ¼ 1, and krk1 < 2=r. We nd the dierential of
 as follows:
DðxÞ ¼ I ðI AÞ  ðx AxÞ  r: ð4:11Þ
Clearly, Dð0Þ ¼ A. In order to see that detDðxÞ 6¼ 0; we view DðxÞ as a
small perturbation of I. For jxj6 r we have the following estimate of the
perturbation term:
ðxÞðIAÞ þ ðx AxÞ  rj j6 ðxÞ I Aj j þ jx Axj jrðxÞj
6 IAj j þ r IAj jkrk1
6 3 I Aj j < 34 : ð4:12Þ
It follows that detDðxÞ > 4n. As in Lemma 4.1 we conclude that  is a
dieomorphism of Rn onto itself. We now can free ourselves from the assumption
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(4.10) by using the decomposition of Lemma 4.2. Accordingly we put A ¼
A1  A2  . . .  Ak where I Aij j < 14 for i ¼ 1; 2; . . . ; k. Let 1;2; . . . ;k : Rn ! Rn
be the dieomorphisms constructed above, that is,
ið0Þ ¼ 0; iðxÞ ¼ x for jxj> r; and Dið0Þ ¼ Ai for i ¼ 1; 2; . . . ; k:
The composition  ¼ 1 2  . . . k : Rn ! Rn satises all the assertions of
Lemma 4.3. 
Proof of Theorem 4.1. We dene h as the composition of  from Lemma 4.1
and  from Lemma 4.3. This latter map  is determined by taking
A ¼ ½DfðaÞ1 2 Rnnþ . Actually, the composite map
h ¼   : Rn ! Rn; hð0Þ ¼ a;
is a dieomorphism of the entire space Rn. It maps the unit ball onto itself, and is
the identity near @B. The chain rule applies to ef as follows:
DefðxÞ ¼ DfðhðxÞÞDfðxÞ for almost every x 2 B: ð4:13Þ
In particular, the origin is a Lebesgue point of Def. Moreover,
Defð0Þ ¼ DfðaÞDhð0Þ ¼ I ð4:14Þ
because
Dhð0Þ ¼ Dð0ÞDð0Þ ¼ Dð0Þ ¼ ½DfðaÞ1: ð4:15Þ

5. Sublinear growth, the failure of minimization
We shall henceforth use the mean value notation

ð

f ¼ 1jj
ðð

f:
Given a mapping fo : B! Rn we now study minima of the variational integral
min 
ð
B
 KIðx; fÞ½  dx; ð5:1Þ
in the class F o ¼ FðfoÞ of all W1;nðB;RnÞ homeomorphisms f : B! Rn which
coincide with fo on @B. We demonstrate that these integrals may not attain the
minimum value if  exhibits sublinear growth, meaning that
lim
t!1
ðtÞ
t
¼ 0: ð5:2Þ
In many ways this situation is reminiscent of the well-known Lavrentiev
phenomenon in the Calculus of Variations [21]. For simplicity we consider
quasiconformal boundary data. The reader may easily generalise this situation.
THEOREM 5.3. Let  2 C½1;1Þ be a positive strictly increasing function of
sublinear growth. Given a quasiconformal map fo : B! Rn we have
inf
f2F o

ð
B
 KIðx; fÞ½  dx ¼ ð1Þ: ð5:4Þ
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In particular, the minimization problem (5.1) has no solution in F o if fo : @B! Rn
admits no conformal extension to B.
Proof. Let a 2 B be a Lebesgue point for both DfðxÞ and  KIðx; foÞ½  such
that detDfoðaÞ > 0. We shall make use of Theorem 4.1 to modify fo without
changing its boundary values and quasiconformality. For this modied map, still
denoted by fo, the origin becomes a Lebesgue point of both functions Dfo and
 KIðx; foÞ½ . What we have gained here is that fo is an isometry near the origin;
we have Dfoð0Þ ¼ I and  KIð0; foÞ½  ¼ ð1Þ. For every 0 <  < r < 1 we consider
the radial mapping g : B! B dened by the rule
gðxÞ ¼ x ðjxjÞ ð5:5Þ
where
ðjxjÞ ¼
 if jxj6 r;
 r
1 rþ
1 
1 rjxj if r6 jxj6 1:
8<: ð5:6Þ
The distortion function of g can be explicitly computed [16, p. 114] giving the
following estimate:
KIðx; gÞ6
1 for jxj6 r;
2
1 r for r6 jxj6 1:
8<: ð5:7Þ
Note that gðxÞ ¼ x for jxj6 r. Now the following composite map is a legitimate
competitor for our variational integral:
fðxÞ ¼ foðgðxÞÞ:
The chain rule is valid for quasiconformal mappings, so we can write
DfðxÞ ¼ DfoðgðxÞÞ DgðxÞ ¼ DfoðxÞ; for jxj6 r:
Hence we obtain the following estimate of the inner distortion function of f :
KIðx; fÞ6
KIðx; foÞ for jxj6 r;
2K
1 r for r6 jxj6 1;
8<: ð5:8Þ
where K ¼ kKIðx; foÞk1. We may now evaluate the variational integralð
B
 KIðx; fÞ½  dx6
ð
jxj6 r
 KIðx; foÞ½  dxþ
ð
r6 jxj<1

2K
1 r
 
dx:
Hence

ð
B
 KIðx; fÞ½  dx6
ð
jyj6 
 KIðy; foÞ½  dyþ ð1 rnÞ
2K
1 r
 
: ð5:9Þ
Using the supposed sublinear growth of  we nd that the latter term goes to
zero as r! 1. In the rst term we let  go to zero. Since the origin is the Lebesgue
point of  KIðx; foÞ½ , the integral mean converges to  KIð0; foÞ½  ¼ ð1Þ. In
conclusion, the inmum at (5.4) does not exceed ð1Þ. On the other hand the
integrand is always greater than or equal to ð1Þ. Thus (5.4) holds.
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Finally, any minimizer of nite distortion must satisfy the point-wise equation
 KIðx; fÞ½  ¼ ð1Þ a.e. in B
or, equivalently, KIðx; fÞ ¼ 1 a.e. in B because  is strictly increasing. Thus f is
conformal by the Liouville Theorem [16]. This shows that for arbitrary boundary
values, other than those of a conformal mapping of course, there can be no
minimizers to the problem (5.1). 
6. The L1-Gr€otzsch problem, n ¼ 2
In this section we present an L1-variant of the celebrated Gr€otzsch extremal
problem for mappings between rectangles, [8]. In this section we conne our
discussion to two dimensions. Let Q be the unit square in the plane, that is,
Q ¼ ½0; 1  ½0; 1  R2;
and Q 0 be a rectangle
Q
0 ¼ ½0; 2  ½0; 1  R2:
We shall show that
min
f2F
ðð
Q
Kðz; fÞ dzj j2¼ 54 ð6:1Þ
where F consists of homeomorphisms f : Q! Q 0 in the Sobolev class W1;1locðQ;R2Þ
of integrable distortion taking vertices into vertices. Our goal is to show that this
free boundary value problem still has unique extremal. Before jumping into the
proof of this result we demonstrate that uniqueness is lost for Kðz; fÞ.
THEOREM 6.2. The minimization problem
min
f2F
ðð
Q
Kðz; fÞ dzj j2 ð6:3Þ
has innitely many extremals.
Proof. Suppose f 2 F ; we rst show that
26
ðð
Q
Kðz; fÞ dzj j2: ð6:4Þ
To see this we note that
26
ð1
0
jDfðxþ iyÞj dx for almost all y 2 ½0; 1; ð6:5Þ
and then after integrating over y we nd that
26
ðð
Q
jDfðzÞj dzj j2¼
ðð
Q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kðz; fÞ
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Jðz; fÞ
p
dzj j2: ð6:6Þ
Upon squaring, H€older’s inequality implies that
46
ðð
Q
Kðz; fÞ dzj j2 
ðð
Q
Jðz; fÞ dzj j2: ð6:7Þ
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Since f : Q! Q 0 is a homeomorphism of the Sobolev class W1;1locðQ;R2Þ, it
follows that ðð
Q
Jðx; fÞ dx6 Q 0  ð6:8Þ
where equality holds if f maps sets of zero measure into sets of zero measure. The
claim (6.4) follows.
For every 06 a < 1, the piece-wise linear map
gðzÞ ¼
xþ iy if z 2 ½0; a  ½0; 1;
2 a
1 ax
a
1 aþ iy if z 2 ½a; 1  ½0; 1
8<: ð6:9Þ
is a minimizer. Indeed, g is the identity if 06 x6 a, while for x6 a < 1 we have
DgðzÞ ¼
2a
1a 0
0 1
 
; jDgj 	 2 a
1 a whence Kðz; gÞ 	
2 a
1 a : ð6:10Þ
The integral of Kðz; gÞ does not depend on a; indeedðð
Q
Kðz; gÞ dzj j2¼ a  1þ ð1 aÞ 2 a
1 a ¼ 2: ð6:11Þ
This completes the proof of Theorem 6.2. 
The situation is dramatically dierent for the distortion function K.
THEOREM 6.12. The minimization problem (6.1) has a unique extremal.
Proof. Let f : Q! Q 0 be any admissible mapping, that is, f 2 F . Using
complex notation
fðzÞ ¼ uðx; yÞ þ ivðx; yÞ; z ¼ xþ iy; ð6:13Þ
we observe that, for almost every 0 < y < 1;ð1
0
uxðxþ iyÞ dx ¼ uð1þ iyÞ  uðiyÞ ¼ 2; ð6:14Þ
while, for almost every 0 < x < 1;ð1
0
vyðxþ iyÞ dx ¼ uðxþ iÞ  uðxÞ ¼ 1: ð6:15Þ
Further integration yieldsðð
Q
ux dx dy ¼ 2 and
ðð
Q
vy dx dy ¼ 1: ð6:16Þ
We combine these equations in one weighted sum and use the Schwarz inequality
to obtain
5 ¼
ðð
Q
2ux þ vy
 
dx dy6
ðð
Q
ffiffiffi
5
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2x þ v2y
q
dx dy ð6:17Þ
6
ðð
Q
ffiffiffi
5
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2x þ v2y þ u2y þ v2x
q
dx dy ð6:18Þ
¼
ffiffiffiffiffi
10
p ðð
Q
kD]fk ¼
ffiffiffiffiffi
10
p ðð
Q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kðz; fÞ
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Jðz; fÞ
p
dzj j2:
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Upon squaring both sides, H€older’s inequality implies
256 10 Q 0
  ðð
Q
Kðz; fÞ dzj j2¼ 20
ðð
Q
Kðz; fÞ dzj j2: ð6:19Þ
In other words, ðð
Q
Kðz; fÞ dzj j2> 54 for all f 2 F : ð6:20Þ
As expected, equality occurs when fðzÞ ¼ 2xþ iy. We need only show that the
equation ðð
Q
Kðz; fÞ dzj j2¼ 54 for f 2 F yields f ¼ 2xþ iy: ð6:21Þ
To this end, we must examine when equalities occur in the chain of the above
estimates. First, (6.18) holds as an equality if and only if
uy 	 vx 	 0; ð6:22Þ
meaning that u depends only on x; and v depends only on y. Recall that (6.17)
came from using the Schwartz inequality. This forces the following relation:
2vy ¼ ux a.e. in Q: ð6:23Þ
As ux and vy depend on dierent variables, we infer that ux and vy are constant
functions. This leaves only one possibility,
uðx; yÞ ¼ 2x and vðx; yÞ ¼ y; ð6:24Þ
as claimed. 
7. The Gr€otzsch problem, n > 2
In higher dimensions there are several distortion functions to investigate. Given
‘ ¼ 1; 2; . . . ; n 1 we shall consider the minimization problem
min
f2F
ð
Q
K‘ðx; fÞ dx ð7:1Þ
where F consists of homeomorphisms f ¼ ðf1; . . . ; f nÞ : Q! Q 0 of the Sobolev
class W1;plocð;RnÞ; where p > ‘, with nite distortion for which K‘ðx; fÞ is
integrable. Here Q and Q 0 are rectangular boxes,
Q ¼ ½0; a1  . . .  ½0; an  Rn; Q 0 ¼ ½0; a 01  . . .  ½0; a 0n  Rn: ð7:2Þ
We shall assume that f maps every ðn 1Þ-dimensional face
½0; a1  . . .  ½0; ak1  fag  ½0; akþ1  . . .  ½0; an; ð7:3Þ
where a ¼ 0 or a ¼ ak; into the corresponding face
½0; a 01  . . .  ½0; a 0k1  fa 0g  ½0; a 0kþ1  . . .  ½0; a 0n; ð7:4Þ
where a 0 ¼ 0 or a 0 ¼ a 0k, respectively. This actually implies that f maps every
‘-dimensional face, ‘ ¼ 0; 1; . . . ; n, of Q into the corresponding ‘-dimensional face
of Q 0.
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One example of a mapping in F is the linear map
gðxÞ ¼ ð1x1; . . . ; nxnÞ with k ¼
a 0k
ak
: ð7:5Þ
THEOREM 7.6. For each ‘ ¼ 1; 2; . . . ; n 1, the minimization problem (7.1)
has exactly one solution, namely the linear map g.
Proof. We consider the ‘th exterior power of the dierential matrix
D‘‘fðxÞ 2 R nlð Þ nlð Þ ð7:7Þ
dened for almost everyx ¼ ðx1; . . . ; xnÞ 2 Q. To everymulti-index I ¼ ði1; i2; . . . ; i‘Þ,
with 16 i1 < . . . < i‘6n, there corresponds the diagonal entry of D‘‘f , namely
@ðf i1 ; . . . ; f i‘Þ
@ðxi1 ; . . . ; xi‘Þ
: ð7:8Þ
We shall rst prove the following inequality:
i1  . . .  i‘ 6 
ð
Q
@ðf i1 ; . . . ; f i‘Þ
@ðxi1 ; . . . ; xi‘Þ
  dx: ð7:9Þ
To simplify the writing consider the case ði1; i2; . . . ; i‘Þ ¼ ð1; 2; . . . ; ‘Þ. Fix the
remaining variables x‘þ1 ¼ c‘þ1, . . . , xn ¼ cn and dene the mapping
F ðx1; x2; . . . ; x‘Þ ¼ ðf1ðx1; . . . ; x‘; c‘þ1; . . . ; cnÞ; . . . ; f‘ðx1; . . . ; x‘; c‘þ1; . . . ; cnÞÞ
on the closed ‘-dimensional rectangle
U :¼ ½0; a1  . . .  ½0; a‘  R‘: ð7:10Þ
This mapping is valued in the closed ‘-dimensional rectangle
U 0 :¼ ½0; a 01  . . .  ½0; a 0‘  R‘: ð7:11Þ
By elementary topological arguments we see that F : U! U 0 is a continuous
surjective map, for every parameter
c ¼ ðc‘þ1; . . . ; cnÞ 2W :¼ ½0; a‘þ1  . . .  ½0; an: ð7:12Þ
Moreover, for almost every c 2W this map F belongs to the Sobolev class
W1;plocðU;U 0Þ, where we emphasize that p > ‘ ¼ dimU. Now the ‘  ‘-minor
@ðf1; . . . ; f‘Þ=@ðx1; . . . ; x‘Þ is nothing other than the Jacobian determinant of F .
At this point we appeal to geometric measure theory (see for instance [2, Theorem
8.3]), to deduce that ð
U
@ðf1; . . . ; f‘Þ
@ðx1; . . . ; x‘Þ
  dx1 . . . dx‘> U 0 : ð7:13Þ
Integrating with respect to the parameter c 2W, by Fubini’s theorem, we obtainð
UW
@ðf1; . . . ; f‘Þ
@ðx1; . . . ; x‘Þ
  dx> jU 0j Wj j ¼ a 01 . . . a 0‘  a‘þ1 . . . an ð7:14Þ
which is the same as (7.9).
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We now multiply (7.9) by the product i1 . . .i‘ and sum with respect to all
multi-indices X
16 i1<...<i‘ 6n
ði1 . . .i‘Þ2
6 
ð
Q
X
16 i1<...<i‘ 6n
i1 . . .i‘
@ðf i1 ; . . . ; f i‘Þ
@ðxi1 ; . . . ; xi‘Þ
  dx ð7:15Þ
6 
ð
Q
 X
16 i1<...<i‘ 6n
i1 . . .i‘
 21=2

 X
16 i1<...<i‘ 6n
@ðf i1 ; . . . ; f i‘Þ
@ðxi1 ; . . . ; xi‘Þ
 21=2 dx: ð7:16Þ
Hence,  X
16 i1<...<i‘ 6n
ði1 . . .i‘Þ2
1=2
6 
ð
Q
 X
16 i1<...<i‘ 6n
@ðf i1 ; . . . ; f i‘Þ
@ðxi1 ; . . . ; xi‘Þ
 21=2 ð7:17Þ
6 
ð
Q
 X
16 i1<...<i‘ 6n
16 j1<...<j‘ 6n
@ðf i1 ; . . . ; f i‘Þ
@ðxj1 ; . . . ; xj‘Þ
 21=2: ð7:18Þ
The reader may wish to notice that we have added the missing o-diagonal entries
of D‘‘f to give us the Hilbert --Schmidt norm of D‘‘f :
n
‘
 1 X
16 i1<...<i‘ 6n
i1 . . .i‘
 21=26 ð
Q
kD‘‘fðxÞk dx
6 
ð
Q
Jðx; fÞ dx
 ‘=n

ð
Q
K‘ðx; fÞ dx
 ðn‘Þ=n
:
The latter follows by H€older’s inequality and the identity
kD‘‘fk ¼ Jðx; fÞ‘=nK‘ðx; fÞ1‘=n:
In conclusion,

ð
Q
K‘ðx; fÞ dx> 1 . . .nð Þ‘=ð‘nÞ 

n
‘
 1 X
16 i1<...<i‘ 6n
i1 . . .i‘
 2n=ð2n2‘Þ
¼ 
ð
Q
K‘ðx; gÞ dx: ð7:19Þ
Thus the linear map g is a minimizer. As in the previous section we shall establish
the uniqueness of the minimizer by examining all the steps in the above
computation. First, (7.18) holds as an equality if and only if the matrix D‘‘f is
diagonal. We now need an algebraic lemma. 
LEMMA 7.1. Let A 2 Rnn be a non-singular matrix whose ‘th exterior power
A‘‘ 2 R n‘ð Þ n‘ð Þ is diagonal. Then A is diagonal.
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Proof. Set A ¼ ½Aij and note that detA‘‘ ¼ ðdetAÞ‘ 6¼ 0. Our goal is to
show that A ¼ 0 whenever  6¼ . We choose a multi-index I ¼ fi1; . . . ; i‘g, with
16 i1 < . . . < i‘6n containing  but not . We shall actually prove that the
whole vector
b ¼ ðAi1 ; A

i2
; . . . ; Ai‘Þ 2 R
‘; ð7:20Þ
in which A is one of the coordinates, is equal to zero. To this end consider the
‘  ‘-submatrix of A:
M ¼
Ai1i1 A
i1
i2
   Ai1i‘
..
. ..
. . .
. ..
.
Ai‘i1 A
i‘
i2
   Ai‘i‘
0BB@
1CCA: ð7:21Þ
This is a non-singular matrix because detM is an entry of a non-singular diagonal
matrix A‘‘. We may solve the equation Ma ¼ b for a ¼ ða1; a2; . . . ; a‘Þ 2 R‘. By
Cramer’s formula the coordinates of a are given by
ak ¼
detMk
detM
; for k ¼ 1; 2; . . . ; ‘; ð7:22Þ
where Mk is a matrix obtained from M by replacing its kth column by the vector
b ¼ ðAi1 ; A

i2
; . . . ; Ai‘Þ. Since  does not belong to the set I, detMk is an out-
diagonal entry of A‘‘ and, therefore, is equal to zero. We conclude that each
ak ¼ 0; hence b ¼M1a ¼ 0, completing the proof of Lemma 7.1. 
Using this lemma we infer that Df is also diagonal, the case detDf ¼ 0 being
trivial. Obviously, the dierential matrix can be diagonal only when each of the
coordinate functions depends on its own variable, f1 ¼ f1ðx1Þ, . . . , f n ¼ f nðxnÞ.
Furthermore, (7.16) becomes an equality only when the minors
@ðf i1 ; . . . ; f i‘Þ
@ðxi1 ; . . . ; xi‘Þ
  ¼ @f i1@xi1
  . . . @f i‘@xi‘
 
remain, at almost every point, in the same proportion as the products i1 . . .i‘ .
This is because the Schwarz inequality has been used in (7.16). In other words,
there is a measurable function  ¼ ðxÞ such that
@f i1
@xi1
  . . . @f i‘@xi‘
  ¼ i1 . . .i‘ ðxÞ: ð7:23Þ
The left-hand side depends only on the variables xi1 ; . . . ; xi‘ , forcing  to be a
constant. On the other hand, each coordinate function f i ¼ f iðxiÞ, dened for
06 xi6 ai, must be monotone because fðx1; x2; . . . ; xnÞ ¼ ðf1ðx1Þ; . . . ; f nðxnÞÞ is a
homeomorphism. We then see that the derivative of each coordinate function is
constant. This leaves the only possibility that
fðxÞ ¼ ð1 x1; . . . ; n xnÞ; ð7:24Þ
as desired.
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8. Linear boundary values
We then turn to Problem 1 from the introduction, that is, minimizing of the
integral (2.6) under xed boundary values fo. We show rst that in the case when
the boundary data is linear and the domain has a boundary of nite ðn 1Þ-
dimensional Hausdor measure, the problem has a unique minimizer in the full
class W1;1locð;RnÞ. This rectiability assumption allows us to use a general form of
Stokes’ Theorem in the setting of Sobolev functions.
THEOREM 8.1. Let   Rn be a bounded domain with ðn 1Þ-rectiable
boundary and let  : ½0;1Þ ! ½0;1Þ be convex with  0ð1Þ> 1.
Given any homeomorphism f : ! 0 of nite distortion, which coincides on
@ with an orientation-preserving ane map fo : R
n ! Rn, we haveð

Kðx; fÞ dx>
ð

Kðx; foÞ dx: ð8:2Þ
Equality occurs if and only if f ¼ fo on .
Proof. We begin with the subgradient inequality
ðtÞ ðt0Þ> 0ðt0Þðt t0Þ; ð8:3Þ
valid for every t; t0 2 ½1;1Þ. Here  0ðt0Þ> 0ð1Þ > 0 is any subgradient of  at t0.
We use the subgradient inequality at the point
t0 ¼ KðDfoÞ ¼
kDfokn
detDfo
> 1; ð8:4Þ
where the inequality holds since fo is non-singular with detDfo > 0.
We claim that for almost every x 2  we have
KðDfðxÞÞ KðDfoÞ
> h; DfðxÞ Dfoi þ 	

detDfo  detDfðxÞ

; ð8:5Þ
where
 ¼ ðDfoÞ ¼  0ðt0Þ
kDfokn2
detDfo
Dfo 2 Rnnþ ð8:6Þ
and
	 ¼ 	ðDfoÞ ¼  0ðt0Þ
kDfokn
ðdetDfoÞ2
2 Rnþ: ð8:7Þ
In fact, as f 2 W1;1locð;RnÞ; it has partial derivatives at almost every x 2 , and
at such points x we have two possibilities. Since f is a mapping of nite
distortion, either kDfðxÞk ¼ 0 or detDfðxÞ > 0.
In the rst case, by denition, KðDfðxÞÞ ¼ 1 so that
KðDfðxÞÞ KðDfoÞ ¼ ð1Þ ðKðDfoÞÞ
> 0ðt0Þð1KðDfoÞÞ >  0ðt0ÞKðDfoÞ ð8:8Þ
since  0ðt0Þ > 0. As
h; Dfoi ¼ n 0ðt0ÞKðDfoÞ
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and
	 detDfo ¼  0ðt0ÞKðDfoÞ;
the lower bound (8.5) follows whenever kDfðxÞk ¼ 0 or detDfðxÞ ¼ 0.
In the second case, if x 2  is such a point that detDfðxÞ > 0, we have from
the subgradient inequality:
KðDfðxÞÞ KðDfoÞ> 0ðt0ÞðKðDfðxÞÞ KðDfoÞÞ: ð8:9Þ
We then need the inequality (A.11) from the appendix which implies that
KðDfðxÞÞ KðDfoÞ ¼
kDfðxÞkn
detDfðxÞ 
kDfokn
detDfo
>n kDfok
n1
detDfo
ðkDfðxÞk  kDfokÞ
 kDfok
n
ðdetDfoÞ2
ðdetDfðxÞ  detDfoÞ: ð8:10Þ
Furthermore, we estimate by using the Schwarz inequality
kDfðxÞk  kDfok>
1
n

Dfo
kDfok
; DfðxÞ Dfo

; ð8:11Þ
where we recall that hA;Bi ¼ TrhAtBi and kAk2 ¼ n1TrhAtAi. Equality here
holds at x if and only if
DfðxÞ ¼ ðxÞDfo; where the scalar function ðxÞ> 0: ð8:12Þ
Now combining the estimates (8.9), (8.10) and (8.11) yields the desired bound
and shows that (8.5) holds at almost every point x 2 .
For the next step we wish to integrate the terms of (8.5) over the domain .
However, since f is only assumed to be in W1;1locð;RnÞ we restrict ourselves to an
increasing sequence of compact subdomains j b , for j ¼ 1; 2; . . . ; such thatS
j ¼  and supj j@jj <1. This is possible since @ is ðn 1Þ-rectiable.
Concerning the rst term in the right-hand side of (8.5) we observe, using
Stokes’ formula, thatð
j
½DfðxÞ Dfo dx
 6Cð
@j
jf  foj ! 0 ð8:13Þ
as j!1. Furthermore, in (8.5) the matrix function DfðxÞ Dfo appears in an
inner product with a constant matrix. We then infer that upon integration, this
rst term converges to zero as j!1.
For the second term in the right-hand side of (8.5) we argue by using the
inequalityð
j
detDfðxÞ dx6 jfðjÞj6 jfðÞj ¼ jfoðÞj ¼
ð

detDfo dx: ð8:14Þ
Note that it is at this point that we have exploited the assumption that f is a
homeomorphism in W1;1locð;RnÞ. In conclusion, the limit of the integral of this
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second term is non-negative. This shows thatð

Kðx; fÞ dx>
ð

Kðx; foÞ dx: ð8:15Þ
In order to have equality in (8.15) we must have equality in (8.8) and in (8.11), at
almost all points x 2 . This forces rst detDfðxÞ > 0 and then (8.12) to hold
almost everywhere. Equation (8.12), on the other hand, reads also as
DgðxÞ ¼ ðxÞI; where g ¼ f 1o  f: ð8:16Þ
This implies that  ¼ o is a constant and that gðxÞ ¼ oI. Thus fðxÞ ¼
ofoðxÞ þ const: Finally, since f ¼ fo on @; we conclude that f ¼ fo on ,
as claimed. 
9. An identity
Variations of the identity we are about to formulate are fairly well known in
geometric function theory; see [2, 20]. However, what we need is not explicitly
stated there and for the convenience of the reader, and because it is quite
important in what follows, we present a complete proof of it. Throughout this
section,  and  0 will be bounded domains in Rn, with n> 2.
THEOREM 9.1. Let f 2 W1;nloc ð; 0Þ be a homeomorphism of nite distortion
with ð

KIðx; fÞ dx <1: ð9:2Þ
Then the inverse map h :  0 !  belongs to W1;nð 0;Þ andð
 0
DhðyÞj jn dy ¼
ð

KIðx; fÞ dx: ð9:3Þ
Proof. Fix a test mapping ’ 2 C10 ð 0;RnÞ. For k ¼ 1; 2; . . . ; n we consider the
Sobolev mappings Fk 2 W1;nloc ð;RnÞ;
FkðxÞ ¼ f1; . . . ; fk1; ! ; fkþ1; . . . ; f n
 
; !ðxÞ ¼
Xn
i¼1
xi ’
iðfðxÞÞ: ð9:4Þ
As the kth coordinate function has compact support, we see thatð

Jðx; FkÞ dx ¼ 0: ð9:5Þ
A lengthy, though standard, computation shows that the vector eld
V ðxÞ ¼ Jðx; F1Þ; . . . ; Jðx; FnÞð Þ ð9:6Þ
can be written as:
½D]fðxÞ’ðfðxÞÞ þ Jðx; fÞ ðDt’ÞðfðxÞÞ x: ð9:7Þ
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Since
Ð
 V ðxÞ dx ¼ 0 2 Rn, we obtainð

ðDt’ÞðfðxÞÞ x Jðx; fÞ dx ¼ ð

½D]fðxÞ’ðfðxÞÞ dx: ð9:8Þ
At this point we appeal to an old result of Reshetnyak [30, Corollary 1, p. 182]
concerning change of variables via a homeomorphism of the Sobolev class
W1;nloc ð;RnÞ. We make the substitution y ¼ fðxÞ in the integral on the left-hand
side to obtain ð
 0
ðDt’ÞðyÞ hðyÞ dy ¼ ð

D]fðxÞ
h i
’ðfðxÞÞ dx: ð9:9Þ
So far we have only exploited the fact that f 2 W1;nloc ð;RnÞ is a homeomorphism.
Before using the identity (9.9) let us recall that f , being a mapping of nite
distortion, satises the following condition:
D]fðxÞ ¼ 0 if and only if Jðx; fÞ ¼ 0: ð9:10Þ
Henceð
 0
ðDt’ÞðyÞ hðyÞ dy 6 ð

D]fðxÞ  ’ðfðxÞÞj j dx
¼
ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KIðx; fÞn
p
Jðx; fÞðn1Þ=n ’ðfðxÞÞj j dx
6
ð

KIðx; fÞ dx
 1=n ð

’ðfÞj jn=ðn1ÞJð; fÞ
 ðn1Þ=n
¼ kKIðx; fÞk1=nL1ðÞk’kLn=ðn1Þð 0Þ; ð9:11Þ
where we have made the substitution y ¼ fðxÞ again. This estimate tells us
exactly that h 2 W1;nð 0;Þ and its dierential satisesð
 0
DhðyÞj jn dy6
ð

KIðx; fÞ dx: ð9:12Þ
Now, knowing that h 2 W1;nð 0;Þ; we can legitimately use change of variables to
obtain the identityð
 0
DhðyÞj jn dy ¼
ð

DhðfðxÞÞj jnJðx; fÞ dx ¼
ð

KIðx; fÞ dx; ð9:13Þ
completing the proof of Theorem 9.1. 
Remark 9.1. We still owe the reader an explanation why
DhðfðxÞÞj jnJðx; fÞ ¼ KIðx; fÞ
almost everywhere. To see this we rst observe that both f and h are
dierentiable almost everywhere. This elegant result belongs to V€ais€al€a [32].
The chain rule DhðfðxÞÞDfðxÞ ¼ I shows that Jðx; fÞ > 0 and Jðy; hÞ > 0 almost
everywhere since both f and h preserve sets of zero measure. (A theorem of
Reshetnyak [30, Corollary 1, p.182], tells us that a homeomorphism f of Sobolev
class W 1;nloc preserves sets of measure zero. Precisely, if jEj ¼ 0, then jfðEÞj ¼ 0.
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Since in our case the inverse map h also belongs to W 1;nloc , h also preserves sets of
measure zero. The measure of the image is equal to the integral of the Jacobian
determinant, again by this same result.) Now, the formula is a direct consequence
of the denition of the inner distortion,
KIðx; fÞ :¼
D]fðxÞ n
Jðx; fÞn1 ¼ D
1fðxÞ nJðx; fÞ ¼ DhðfðxÞÞj jnJðx; fÞ: ð9:14Þ
10. The L1-theory with Dirichlet data
The minimisation problem with general boundary values is of course
considerably deeper than the problem for linear data.
We rst study homeomorphisms of nite distortion f : ! 0 between
bounded domains ; 0  Rn, such that the inner distortion function of f
is integrable.
In view of Theorem 9.1, for f 2 W1;nloc ð; 0Þ the minimization ofð

KIðx; fÞ dx ð10:1Þ
is closely related to a well-known variational problem for the inverse mapping
h ¼ f1 : !  0.
THE DIRICHLET PROBLEM. Given a mapping ho 2 W1;nð 0;RnÞ minimize the
energy ð
 0
DhðyÞj jn dy <1 ð10:2Þ
over the class of all mappings h 2 ho þW1;n0 ð 0;RnÞ.
While the existence of the minimizer is guaranteed by the principles of convex
analysis, the uniqueness is a delicate issue due to the lack of strict convexity of the
operator norm. One way out of this is to replace the operator norm by the mean
Hilbert--Schmidt norm. Therefore, we consider the following variational integral:
E½h ¼
ð
 0
kDhðyÞkn dy: ð10:3Þ
The advantage of using this functional is that the minimization problem
min
ð
 0
kDhðyÞkn dy; h 2 ho þW1;n0 ð 0;RnÞ ð10:4Þ
admits a unique solution for all Dirichlet data ho 2 W1;nð 0;RnÞ. Moreover, the
minimizer is the unique solution to the n-harmonic equation
Div kDhkn2Dh ¼ 0; for h 2 ho þW1;n0 ð 0;RnÞ: ð10:5Þ
This equation simply means thatð
 0
kDhkn2hDh jD’i ¼ 0 ð10:6Þ
for every test mapping ’ 2 C10 ð 0;RnÞ.
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To formulate an analogue of Theorem 9.1 we make use of the mean
Hilbert --Schmidt variant of the inner distortion
KIðx; fÞ ¼
kD]fðxÞkn
Jðx; fÞn1 ¼ Kn1ðDfðxÞÞ; ð10:7Þ
cf. x 3.
THEOREM 10.8. Let f 2 W1;nloc ð; 0Þ be a homeomorphism of nite distortion
with ð

KIðx; fÞ dx <1: ð10:9Þ
Then the inverse map h :  0 !  belongs to W1;nð 0;Þ andð
 0
kDhðyÞkn dy ¼
ð

KIðx; fÞ dx: ð10:10Þ
Proof. The chain of inequalities at (9.11), together with Theorem 9.1,
guarantees that h lies in the Sobolev class W1;nð 0;Þ. The only thing we have
to worry about here is the identity (10.10). This follows by replacing (9.14) with
the following computation:
KIðx; fÞ ¼ kD1fðxÞkn Jðx; fÞ ¼ kDhðfðxÞÞkn Jðx; fÞ; ð10:11Þ
which proves the identity (10.10). 
To apply Theorem 10.8 to our variational problem we need to recall some of the
considerable literature on the existence and topological properties of harmonic
maps between planar domains. We refer the reader to the recent book of Duren
[6]. In particular, according to the fundamental theorem of Rad	o [29], Kneser [18]
and Choquet [3], if   R2 is a bounded convex domain, then each homeo-
morphism ho : @
0 ! @ has a unique continuous extension h :  0 !  which is
univalent and maps  0 harmonically to . Then, by a theorem of Lewy [23], the
univalent harmonic map has a non-vanishing Jacobian. Its inverse is therefore a
real analytic dieomorphism.
We now consider the class F ¼ Fð; 0Þ of W1;2locð;R2Þ-regular homeo-
morphisms f : !  0 of nite distortion for which Kðz; fÞ is integrable in .
THEOREM 10.12. Let   R2 be a convex domain and fo 2 Fð; 0Þ. Then
the minimization problem
min
f2F
ðð

Kðz; fÞ dzj j2; f ¼ f0 on @; ð10:13Þ
has a unique solution. This extremal map is a C1-dieomorphism whose inverse is
harmonic in  0.
Proof. Let H ¼ Hð 0;Þ denote the class of inverse mappings h ¼ f1 :  0 ! 
where f 2 Fð; 0Þ. Thus, in particular, h0 ¼ f10 2 Hð 0;Þ. In light of Theorem
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11.1 we are reduced, equivalently, to the Dirichlet problem
min
f2H
ðð

kDhk2; h ¼ h0 on @: ð10:14Þ
The existence and uniqueness of the minimizer in the Sobolev class ho þW1;20 ð 0;R2Þ
is well known. The only point to make is that such a minimizer lies in Hð 0;Þ by
the Rad	o--Kneser--Choquet and Lewy theorems. 
Recently Hencl, Koskela and Onninen [12] showed, by proving the main
identity (9.3) in this class when n ¼ 2, that the minimisation problem of Theorem
10.12 has a unique minimiser in the class W1;1locð; 0Þ.
COROLLARY 10.1. The extremal map f : !  0 solves the quasilinear
Beltrami equation
@f
@ z
¼ 
ðfðxÞÞ @f
@z
ð10:15Þ
where 
 :  0 ! B is an anti-analytic function valued in the unit disk.
Proof. As f is a dieomorphism with positive Jacobian,
Jðz; fÞ ¼ fzj j2 fzj j2> 0 ð10:16Þ
and thus fz=fzj j < 1. Let us dene 
 :  0 ! B by the equation (10.15). We need
only show that 
 is anti-analytic. For this reason we consider the inverse map
hðÞ ¼ f1ðÞ to write

ðÞ ¼ 
h
h
: ð10:17Þ
Hence
@

@
¼ 
h
h
 !
¼
h h þ h h
h
 2 ¼ 0; ð10:18Þ
as claimed. 
Now the following is immediate.
COROLLARY 10.2 (maximum principle). Let Kðz; fÞ denote the inner
distortion of the extremal map. Then
max
U
Kðx; fÞ6 max
@U
Kðx; fÞ ð10:19Þ
for every U  .
11. The traces of mappings with integrable distortion
Theorem 10.12 demands, for the sake of completeness, that we give necessary
and sucient conditions for a homeomorphism f0 : @! @ 0 to admit an
extension f : !  0 which lies in Fð; 0Þ, the class of W1;2locð;R2Þ-regular
homeomorphisms f : !  0 of nite distortion for which Kðz; fÞ is integrable in
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. Recall that for the L1 minimisation problem the requisite notion is that of
quasisymmetry, though in this case there is a surprise; see Theorem 11.27.
THEOREM 11.1. Suppose  ¼ @ and  0 ¼ @ 0 are C1-regular Jordan curves.
A necessary and sucient condition that a homeomorphism fo : !  0 should
extend to an f : !  0, where f 2 Fð; 0Þ, is that the double integral
LðfoÞ :¼ 
1

ðð

log foðzÞ  foðwÞj j dz dw ð11:2Þ
converges absolutely. That is,ðð

 log foðzÞ  foðwÞj j dzj j dwj j <1: ð11:3Þ
Among all such extensions of fo there is one which maps  dieomorphically
onto  0.
Using the Riemann mapping theorem we reduce to the case when both  and
 0 are disks in C. Because of the C1-regularity of  ¼ @ and  0 ¼ @ 0 neither
the hypotheses nor the assertion of this theorem will be aected by such a change
of variables. Therefore, we shall have established Theorem 11.1 once we prove the
following more precise special case of it.
THEOREM 11.4. Theorem 11.1 holds when  0 is a disk and  has the
additional property of being convex. In this case, for every extension of f0 to an
f 2 Fð; 0Þ, we have
 1

ðð

log foðzÞ  foðwÞj j dz dw 6
ðð

Kðz; fÞ jdzj2: ð11:5Þ
Equality occurs only when f ¼ h1, where h :  0 !  is the unique harmonic
extension of f 10 : 
0 ! . This extremal extension turns out to be a
dieomorphism.
Remark. Our results are reminiscent of ideas of Douglas [5], characterizing
boundary functions whose harmonic extension have nite Dirichlet energy; see
Verchota [33] for more. The Douglas condition for ho ¼ f 1o reads asðð
 0 0
hoðÞ  hoðÞ
  
2jdjjdj <1: ð11:6Þ
Proof. Observe that (11.5) is invariant under translation and rescaling of  0,
so we may assume that  0 is the unit disk,  0 ¼ D  C. Consider the inverse
homeomorphism ho : @D! @. As shown in the previous section, fo admits an
extension to f 2 Fð; 0Þ if and only if the Poisson extension h : D!  has nite
energy. Moreover, in this case the inverse map f ¼ h1 provides us with one of the
desired extensions of fo to f 2 Fð; 0Þ.
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We begin with integral representation formulas of the complex derivatives of
the harmonic map h in terms of fo : ! @D:
@h
@a
¼ 1
2i
ð

dz
foðzÞ  a
; ð11:7Þ
@h
@a
¼ 1
2i
ð

dz
a foðzÞ
; ð11:8Þ
for every a 2 D. We give the proof only for (11.7); the second identity follows in
much the same way. Consider an exhaustion of  by smooth domains
1 b 2 b . . .  , such that
a 2 fð1Þb fð2Þb . . .  D: ð11:9Þ
We have ð

dz
foðzÞ  a
¼ lim
n!1
ð
@n
dz
fðzÞ  a ¼ limn!1
ð
Cn
dhðÞ
  a
¼ lim
n!1
ð
Cn
h d
  a þ limn!1
ð
Cn
h d
  a ; ð11:10Þ
where the curves Cn ¼ fð@nÞ approach @D, uniformly as n!1. We do not
claim here that the lengths of Cn stay bounded. Since h is an analytic function in
D; the rst integral is independent of the curve Cn and equals 2i @h=@a, by
Cauchy’s formula. Concerning the second integral, it would be equal to zero if Cn
was a circle. Indeed, we would haveð
jj¼
h d
  a ¼
ð
jj¼
 h d
2  a ¼ 0; ð11:11Þ
by Cauchy’s theorem for anti-analytic functions. The above arguments suggest
imbedding every fðnÞ in a disk, say fðnÞ  Dn b D. We can now express the
curve integral by the area integral by using Stokes’ formulað
Cn
h d
  a ¼
ð
Cn
h d
  a
ð
@Dn
h d
  a ¼
ðð
DnnfðnÞ
d
h d
  a
" #
¼ 
ðð
DnnfðnÞ
h d ^ d
ð  aÞ2 : ð11:12Þ
H€older’s inequality yieldsð
Cn
h d
  a

6C
ðð
DnfðnÞ
Dhj j2
 1=2
! 0 as n!1 ð11:13Þ
completing the proof of (11.7). Having disposed of formulas (11.7) and (11.8) we
can, since jDhj 2 L2ðDÞ; compute the Dirichlet integral of h over an arbitrary disk
Dr ¼ f : jj < rg, with 0 < r < 1,ðð
Dr
jDhj2 ¼ 2
ðð
jaj6 r
@h
@a
 2 þ 2 ððjaj6 r @h@a
 2: ð11:14Þ
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The computation of the rst integral goes as follows:
@h
@a
 2¼ 142
ðð

dz dw
½foðzÞ  a ½foðwÞ  a
: ð11:15Þ
Hence, by Fubini’s theorem,ðð
jaj6 r
@h
@a
 2 ¼ 142
ðð

ðð
jaj6 r
jdaj2
½foðzÞ  a ½foðwÞ  a

dz dw:
A tedious (but elementary) computation, developing the integrand as a power
series, yields an explicit expression for the area integralðð
jaj6 r
jdaj2
ð  aÞð  aÞ ¼  logð1 r
2Þ ð11:16Þ
where jj ¼ jj ¼ 1. We substitute this value into the latter formula to obtain
2
ðð
jaj6 r
@h
@a
 2 ¼  12
ðð

logð1 r2foðzÞfoðwÞÞ dz dw: ð11:17Þ
Similar arguments to those above show that
2
ðð
jaj6 r
@h
@ a
 2 ¼  12
ðð

logð1 r2foðzÞfoðwÞÞ dz dw: ð11:18Þ
These two equations add up toðð
Dr
jDhj2 ¼  1
2
ðð

log j1 r2foðzÞfoðwÞj2 dz dw; ð11:19Þ
which, in view of the identity (10.10), can be stated as
 1

ðð

log r2  foðzÞfoðwÞ
  dz dw
¼
ðð
Dr
kDhk2
¼ 2
ðð
f1ðDrÞ
Kðz; fÞ jdzj2:
It is now clear that the integral in the left-hand side increases with r. Letting r go
to 1 we see that the limit exists if and only if Kðz; fÞ is integrable. The only point
remaining concerns the equivalence of the following two properties of the
boundary map fo : ! @D: the existence of this limit and the absolute
convergence of the integralðð

 log foðzÞ  foðwÞj j dzj j dwj j: ð11:20Þ
It is clear that, regardless of the regularity of , the absolute convergence of the
integral at (11.20) implies that
lim
r%1
ðð

log r2  foðzÞfoðwÞ
  dz dw ¼ ðð

log foðzÞ  foðwÞj j dz dw ð11:21Þ
by the Lebesgue Dominated Convergence Theorem. For the converse, we need
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C1-regularity of . Suppose that the above limit exists. Since the integrand is
invariant under the interchange of the variables z and w, we may replace the
complex area element dz dw by the real one Reðdz dwÞ. However, on C1-regular
curves this latter element is comparable with jdzj jdwj when z is suciently close
to w, say
1
2 jdzj jdwj6Reðdz dwÞ6 2 jdzj jdwj; ð11:22Þ
provided jz wj6 . The interested reader may wish to observe that this estimate
fails for the cube  ¼ ½0; 1  ½0; 1. Indeed, near the corner ð0; 0Þ we may take
z ¼ x and w ¼ iy to obtain
Reðdz dwÞ ¼ Reði dx dyÞ ¼ 0: ð11:23Þ
On the other hand (11.22), with 2 replaced by some positive number, remains
valid, for example, for polygons with obtuse angles. Now, for C1-regular curves, in
view of (11.22), the existence of the limit and equality at (11.21) becomes
equivalent to the absolute convergence of the integral at (11.2), as desired. 
Example 11.1. Consider a homeomorphism of the unit circle onto itself fo :
@D! @D given by
foðeiÞ ¼ e iðÞ for   < 6 ; ð11:24Þ
where
ðÞ ¼  sgn  e12=2 : ð11:25Þ
The reader may wish to verify that the double integralð
0
ð0

log eiðÞ  eiðÞ
  d d ð11:26Þ
diverges. As a corollary, we see that fo has no homeomorphic extension into the
unit disk with integrable distortion.
Note that in the proof of Theorem 11.4 we did not really have to use
C1-regularity of the convex domain ; we could have used the limit formula at
(11.21) instead of the integral at (11.5). As  is convex, its boundary  ¼ @ is
Lipschitz and, therefore, a rectiable Jordan curve. We leave the details of such
an extension of Theorem 11.4 to arbitrary convex domains to the reader.
Finally in this section, we wish to observe that given quasiconformal
boundary data, even for the disk D, the minimiser of the L1-problem is seldom
quasiconformal.
THEOREM 11.27. Let fo : D! D be quasiconformal and F o as in Theorem
10.12. Then the unique minimiser of the problem
min
f2F
ðð

Kðz; fÞ dzj j2; f ¼ f0 on @D ð11:28Þ
is quasiconformal if and only if fo is bi-Lipschitz.
Proof. Set go ¼ f 1o . We know that the minimiser f exists and its inverse h is
the unique harmonic extension of goj@D. If f is quasiconformal, then so too is h.
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However a theorem of Pavlovi	c [28] states that the Poisson extension of the
boundary values go of a quasiconformal mapping is quasiconformal if and only if
the map go is bi-Lipschitz. Thus fo is bi-Lipschitz. 
Actually [28] points out that the quasiconformality of the Poisson extension is
equivalent to the boundary values themselves being bi-Lipschitz or that the
Hilbert Transform of their derivative lies in L1.
12. Exponentially integrable distortion
In this section we shall be concerned with the variational integrals (2.6) when
ðtÞ ¼ et for some xed parameter  > 0. If  and  0 are bounded domains,
we shall consider the family F of all homeomorphisms f : !  0 of a nite
distortion such that ð

eKðx;fÞ dx <1: ð12:1Þ
We x fo 2 F and denote by F o the class of all f 2 F which coincide with fo on
@. For convenience we assume, moreover, that fo extends to a neighborhood of 
as a homeomorphism of nite distortion satisfying (12.1).
THEOREM 12.2. The minimization problem
min
f2F o
ð

eKðx;fÞ dx ¼ m ð12:3Þ
has a solution.
As an interesting rst point to make we show that the inverse mapping of any
f 2 F o has better Sobolev regularity than f itself, namely f1 2 W1;nð 0;Þ. This
is an improvement of Theorem 10.8, since we do not assume that f 2 W1;nloc ð; 0Þ.
THEOREM 12.4. Let f : !  0 be a homeomorphism of nite distortion withð

eKðx;fÞ dx <1: ð12:5Þ
Then f lies in the Orlicz --Sobolev space W1;P ð; 0Þ, with P ðtÞ ¼ tn=logðeþ tÞ,
and ð

kDfkn
logðeþ kDfknÞ 6
1

 0
 þ ð

eKðx;fÞ dx: ð12:6Þ
Moreover, the inverse map h :  0 !  belongs to W1;nð 0;Þ andð
 0
kDhðyÞkn dy ¼
ð

KIðx; fÞ dx: ð12:7Þ
Proof. We follow the arguments of Theorems 10.8 and 9.1. In the proof of
Theorem 9.1 we dened auxiliary mappings
FkðxÞ ¼ f1; . . . ; fk1; !; fkþ1; . . . ; f n
 
; !ðxÞ ¼
Xn
i¼1
xi ’
iðfðxÞÞ: ð12:8Þ
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Recall that the assumption f 2 W1;nloc ð;RnÞ was used to ensure that
Fk 2 W1;nloc ð;RnÞ. This regularity of Fk was important in order to have the
identity ð

Jðx; FkÞ dx ¼ 0: ð12:9Þ
This time the assumptions of Theorem 12.4 only guarantee that f 2 W1;P ð; 0Þ.
Indeed, for homeomorphisms of the Sobolev class W1;1locð; 0Þ we haveð

Jðx; fÞ dx6 fðÞj j ¼  0 : ð12:10Þ
The distortion inequality
kDfkn6Kðx; fÞ Jðx; fÞ
yields
kDfkn
log eþ kDfknð Þ 6
1

Jðx; fÞ þ eKðx;fÞ ð12:11Þ
where we have employed the elementary inequality
ab6 a logðaþ 1Þ þ eb  1 for a; b> 0: ð12:12Þ
Hence ð

kDfkn
log eþ kDfknð Þ 6
1

 0
 þ ð

eKðx;fÞ dx <1: ð12:13Þ
Thus f 2 W1;Ploc ð; 0Þ  W1;n1loc ð; 0Þ. Hence also Fk 2 W1;Ploc ð;RnÞ.
Although the Jacobian determinant of Fk changes sign, the Jacobian is still
locally integrable. Indeed,
Jðx; FkÞ dx ¼ df1 ^ . . . ^ dfk1 ^ d! ^ dfkþ1 ^ . . . ^ df n; ð12:14Þ
where
d! ¼
Xn
i¼1
’iðfðxÞÞ dxi þ
Xn
i¼1
xi
Xn
j¼1
@’i
@yj
dfj: ð12:15Þ
Hence,
Jðx; FkÞ dx ¼ df1 ^ . . . ^ dfk1 ^
Xn
i¼1
’iðfðxÞÞ dxi ^ dfkþ1 ^ . . . ^ df n
þ
Xn
i¼1
xi
@’iðfðxÞÞ
@yk

df1 ^ . . . ^ df n ð12:16Þ
which is in L1ðÞ because f 2 W1;n1loc ð; 0Þ and Jðx; fÞ 2 L1ðÞ. Now Lemma
7.8.1 in [16] comes to the rescue as the identity (12.9) still holds.
For (12.7) we appeal to the computation in the proof of Theorem 9.1. The only
point is to justify change of variables, for which we need condition (N). This
condition has been established in [17] for mappings of exponentially integrable
distortion, completing the proof of Theorem 12.4. 
Proof of Theorem 12.2. Let ffjg be a minimizing sequence. That is,
(i) fj : !  0 are homeomorphisms which coincide with fo : !  0 on @,
(ii) fj 2 W1;1locð; 0Þ,
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(iii) kDfjðxÞkn6Kðx; fjÞ Jðx; fjÞ a.e.,
(iv) limj!1
Ð
 e
Kðx;fjÞ dx ¼ m.
As in (12.13) this yields uniform estimates of the dierentials in the Orlicz space
LP ðÞ,ð

kDfjkn
log eþ kDfjkn
  6 1

 0
 þ ð

eKðx;fjÞ dx6C for j ¼ 1; 2; . . . : ð12:17Þ
From these estimates we deduce that the ffjg are equicontinuous on . The
simplest way to see this is, perhaps, as follows. We extend each fj beyond  by
setting
efj ¼ fj on ;
fo beyond .
(
ð12:18Þ
The extension is possible since fj ¼ fo on @ and fo is dened in a neighborhood
of , as a homeomorphism of nite distortion satisfying (12.1). We can now use
the local estimates of [14, Theorem 1.4] to conclude, with equicontinuity of ffjg
on .
Ascolli’s theorem gives us a subsequence, again denoted by fj, such that
fj f uniformly on : ð12:19Þ
Hence
Dfj * Df weakly in LP ð;RnnÞ: ð12:20Þ
Consider then the inverse mappings hj : 
0 ! . Theorem 12.4 yieldsð
 0
kDhjkn ¼
ð

KIðx; fjÞ dx6C; for j ¼ 1; 2; . . . : ð12:21Þ
As above, the homeomorphisms fhjg which coincide with the given ho ¼ f1o on
@ 0 share a uniform modulus of continuity on  0. Hence, we nd that
hj h uniformly on  0: ð12:22Þ
This, together with (12.19), implies that f is a homeomorphism, with h as its
inverse. It remains to show thatð

eKðx;fÞ dx ¼ m: ð12:23Þ
To this end, we observe that the integrand is polyconvex; see Appendix A.2.
Precisely, we have the following pointwise inequality:
eKðXÞ> eKðAÞ þ eKðAÞ KoðXÞ KoðAÞ½ 
> eKðAÞ þ eKðAÞ  nkAk
n1
detA

A
kAk ;X A

 eKðAÞ kAk
n
ðdetAÞ2 detX  detAð Þ ð12:24Þ
for matrices A;X 2 Rnnþ . Given any  > 0 we consider the set  b  on which
Jðx; fÞ>  and kDfðxÞk6 1=: ð12:25Þ
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Moreover, [
>0
 ¼ fx 2  : Jðx; fÞ > 0

: ð12:26Þ
For x 2 , we can write (see (A.14))
eKðx;fjÞ> eKðx;fÞ
þ neKðx;fÞ kDfðxÞk
n1
Jðx; fÞ

DfðxÞ
kDfðxÞk ; DfjðxÞ DfðxÞ

 eKðx;fÞ kDfðxÞk
n
Jðx; fÞ2 Jðx; fjÞ  Jðx; fÞ
 
: ð12:27Þ
For notational simplicity we introduce measurable bounded coecients
A 2 L1ð;RnnÞ and  2 L1ðÞ which enter the right-hand side. Integrating
over  yieldsð

eKðx;fjÞ dx>
ð

eKðx;fÞ dxþ
ð

hAðxÞ; DfjðxÞ DfðxÞidx

ð

ðxÞ Jðx; fjÞ  Jðx; fÞ
 
dx: ð12:28Þ
The last two integrals converge to zero as j!1. By the denition of outer
distortion,
Koðx; fÞ ¼ 16Koðx; fjÞ whenever Jðx; fÞ ¼ 0:
With this convention in mind we can writeð

eKðx;fÞ dxþ
ð
Jðx;fÞ¼0
eKðx;fÞ dx
6 lim inf
j!1
ð

eKðx;fjÞ dxþ
ð
Jðx;fÞ¼0
eKðx;fjÞ dx

6 lim inf
j!1
ð

eKðx;fjÞ dx ¼ m: ð12:29Þ
Letting ! 0, we conclude thatð

eKðx;fÞ dx6m: ð12:30Þ

Remark 12.1. It is shown in [19] that in fact Jðx; fÞ > 0 almost everywhere,
so the addition of the integral over the set where Jðx; fÞ ¼ 0 is redundant.
13. Variational equations
Suggested by many problems in the Calculus of Variation we strongly believe
that if  2 C1½1;1Þ then the extremals are continuously dierentiable, as in the
case ðtÞ ¼ t.
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CONJECTURE 13.1. Suppose  is C1-smooth. Then every homeomorphism of
nite distortion on a domain  that minimizes the variational integralð

Kðx; fÞ dx
subject to given boundary values is a C1;-dieomorphism in .
Unfortunately, we do not even know whether the minimizers enjoy partial
regularity as in the Quasiconvex Calculus of Variations [7].
Under the conjecture we have the following computation. We begin with a
variation of the complex Beltrami coecient

ðz; fÞ :¼ fz
fz
; ð13:1Þ
where we assume that f : !  0 is an orientation-preserving dieomorphism. Let
 2 C10 ðÞ be a complex-valued test function. For all suciently small complex
parameters  we still have Jðz; f þ Þ > 0, and f þ  enjoys the same boundary
values as f . The complex dierential of 
ðz; fÞ, denoted by _
 ¼ _
ðz; fÞ, is a
C-linear operator on C10 ðÞ. It acts on a test function  2 C10 ðÞ by the rule
_
½ ¼ _
ðz; fÞ½ ¼ @
ðz; f þ  Þ
@

¼0
¼ fz z  fz z
fzð Þ2
: ð13:2Þ
Now consider the function
 ¼ ðz; fÞ ¼ 
ðz; fÞj j2¼ fzj j
2
fzj j2
: ð13:3Þ
Its complex dierential is computed by using the chain rule
_ ¼ _ðz; fÞ ¼ 
 _
: ð13:4Þ
More explicitly, for each  2 C10 ðÞ;
_½ ¼ _ðz; fÞ½ ¼  z
fz
 z
fz
 
: ð13:5Þ
Next recall the linear distortion function
Kðz; fÞ ¼ fzj j
2þ fzj j2
fzj j2 fzj j2
¼ kDfðzÞk
2
Jðz; fÞ ¼
1þ ðz; fÞ
1 ðz; fÞ : ð13:6Þ
Again by the chain rule we nd that
_K ¼ _Kðz; fÞ ¼ 2 _ðz; fÞð1 Þ2 ; ð13:7Þ
that is,
_K½ ¼ _Kðz; fÞ½ ¼ 2ð1 Þ2
z
fz
 z
fz
 
: ð13:8Þ
More generally, for every convex  : ½1;1Þ ! ½1;1Þ we have the corresponding
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distortion function
K ¼ Kðz; fÞ ¼ ðKðz; fÞÞ ¼ 

fzj j2þ fzj j2
fzj j2 fzj j2

ð13:9Þ
whose complex dierential equals
_K½ ¼ _Kðz; fÞ½ ¼  0
1þ 
1 
 
2
ð1 Þ2
z
fz
 z
fz
 
¼ 2ð1 Þ2 
0 1þ 
1 
 
fz z   fz z
fzj j2

: ð13:10Þ
13.1. The Lagrange --Euler equations
We want now to discuss the minimizers f of the general variational integralsðð

Kðz; fÞ dzj j2: ð13:11Þ
If f is also a C1ðÞ-dieomorphism, then
@
@
ð

Kðz; f þ Þ dzj j2¼ 0 at  ¼ 0 ð13:12Þ
for every test function  2 C10 ðÞ. This gives
1
ð1 Þ2 
0 1þ 
1 
 
fz
fzj j2

z
¼


fzð1 Þ2
 0
1þ 
1 
 
z
or equivalently
@
@ z
AðÞ
fz
 
¼ @
@z
AðÞ
fz
 
; ð13:13Þ
where
AðÞ ¼  0 1þ 
1 
 
2
ð1 Þ2 ¼ 
0

fzj j2þ fzj j2
fzj j2 fzj j2

2 fzj j2 jfzj2
ðjfzj2  jfzj2Þ2
: ð13:14Þ
Let us now introduce the so-called conjugate stationary solution g ¼ gðzÞ in
order to express (13.13) as a rst order system. From now on we need to assume
that  is a simply connected domain.
Note that AðÞ=fz and AðÞ=fz are continuous in . Therefore there is
g 2 C1ðÞ, unique up to a constant, such that
@g
@z
¼ AðÞ
fz
;
@g
@ z
¼ AðÞ
fz
: ð13:15Þ
Notice that g need not be a homeomorphism even supposing that f were. However
we do have the following.
LEMMA 13.1. The minimizer f and its conjugate stationary function g have
the same complex Beltrami coecient,
gz ¼ 
ðzÞgz with gz fz ¼ gz fz ¼ AðÞ > 0 ð13:16Þ
for almost every z 2 .
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To every extremal mapping f : !  0 there corresponds a holomorphic
function F :  0 ! C dened by
F ðÞ ¼ g f1ðÞ ; ð13:17Þ
where g denotes the conjugate function to f . Indeed, since f is a homeomorphism,
we can always express gðzÞ ¼ F ðfðzÞÞ, for some mapping F :  0 ! C. Now, F is
holomorphic because f and g have the same Beltrami coecient. The chain rule
gives the following relations:
gz ¼ F 0ðfðzÞÞ fz; gz ¼ F 0ðfðzÞÞ fz: ð13:18Þ
Hence
F 0 ¼ gz
fz
¼ gz
fz
¼ AðÞ
fz fz
: ð13:19Þ
We recall the derivatives of the inverse map hðÞ ¼ f1ðÞ,
hðÞ ¼ fzðzÞ Jð; hÞ; hðÞ ¼ fzðzÞ Jð; hÞ; ð13:20Þ
and compute
k
F 0ðÞj j
F 0ðÞ ¼ k
fz fz
fzj j fzj j
¼ fz
fz
¼ 
h
h
ð13:21Þ
where
k ¼ kðz; fÞ ¼ j
ðz; fÞj ¼ j
ð; hÞj ¼ kð; hÞ: ð13:22Þ
COROLLARY 13.1. Let f : !  0 be a C1-dieomorphism which is a
minimizer for the variational integral (13.11) subject to given boundary values.
Then its inverse h :  0 !  satises the Beltrami equation
@h
@ 
¼ k ’ðÞj’ðÞj
@h
@
; ð13:23Þ
where ’ðÞ ¼ F 0ðÞ is a holomorphic function in  0 and k ¼ kð; hÞ is as in
(13.22).
It is appropriate at this stage to recall that mappings satisfying (13.23) with a
constant 06 k < 1 are referred to as Teichm€uller mappings [22, p. 231]. For this
reason we shall call h the pseudo-Teichm€uller mapping. What is so special about
the Beltrami coecient of h is that its argument is a harmonic function.
Note that in the case when ðtÞ ¼ t and h is harmonic, as in Theorem 10.8, we
nd that
ðÞ ¼ hh ð13:24Þ
where both h and h are analytic functions.
The conjugate stationary solutions reduced (13.13) to a rst order equation for
the inverse. As an alternative development we note that non-divergence forms of
equation (13.13) are also interesting. These are actually systems of second order
PDEs for the real and imaginary part of f. Since the integrand at (13.11) is
polyconvex, such systems must satisfy the Legendre--Hadamard, ellipticity
condition; see [4, 10, 26] for more details. Let us consider the simplest case of
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the distortion function
Kðz; fÞ ¼ kDfðzÞk
2
Jðz; fÞ ¼
fzj j2þ fzj j2
fzj j2 fzj j2
: ð13:25Þ
In this case ðtÞ ¼ t and hence
AðÞ ¼ 2 fzj j
2 fzj j2
ð fzj j2 fzj j2Þ2
: ð13:26Þ
The Euler--Lagrange equation reads as
@
@z

fzj j2 fz
Jðz; fÞ2

¼ @
@ z

fzj j2 fz
Jðz; fÞ2

: ð13:27Þ
Lengthly computation reduces (13.27) to an elegant non-divergence equation
fz z ¼  fz z þ  fz z; ð13:28Þ
where
 ¼ 
ðz; fÞ
1þ 
ðz; fÞj j2 ¼
fz fz
fzj j2þ fzj j2
¼ ; ð13:29Þ
see (A.28). This quasilinear system is elliptic, meaning that
ðzÞj j þ ðzÞj j ¼ 2k
1þ k2 < 1: ð13:30Þ
It is somewhat peculiar that (13.28) turns out to be C-linear with respect to the
second order derivatives. We refer to the appendix for a detailed computation.
13.2. Equations for the inverse map
Suppose that a C1-dieomorphism f : !  0 is a minimizer of the variational
integral ðð

Kðz; fÞ dzj j2¼
ðð



fzj j2þ fzj j2
fzj j2 fzj j2

dzj j2: ð13:31Þ
This just amounts to saying that the inverse map h :  0 !  minimizes the
integralðð
 0
Jð; hÞKð; hÞ dj j2¼
ðð
 0
ð h
 2jhj2Þ jhj2 þ jhj2jhj2  jhj2

dj j2: ð13:32Þ
This time the variation of the integrand reads as
ð _J þ J  0 _KÞ½ ¼ ðh   h  Þþ
2J
ð1 Þ2

 
h
 
h

 0 ð13:33Þ
whose complex conjugate gives the following divergence form of the Lagrange--
Euler equation:
@
@
ð½ðKþ 1Þ 0 hÞ þ
@
@ 
ð½ ðK 1Þ 0hÞ ¼ 0: ð13:34Þ
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First we view the square brackets as given measurable coecients
@
@
ðM hÞ þ
@
@ 
ðN hÞ ¼ 0; ð13:35Þ
where
MðÞ ¼ ðKþ 1Þ 0ðKÞ ðKÞ and NðÞ ¼ ðKÞ  ðK 1Þ 0ðKÞ; ð13:36Þ
where K ¼ Kð; hÞ. From this point of view, if M ¼MðÞ and N ¼ NðÞ happen
to be smooth, then the equation (13.35) is elliptic. Indeed,
M þNð Þh þMh þNh ¼ 0; where M þN ¼ 2 0ðKÞ > 0: ð13:37Þ
On the other hand, we may consider (13.35) as the Lagrange--Euler equation of
a quadratic energy integrand
E½h ¼
ðð
 0
ðM h2 þN h 2Þ dj j2: ð13:38Þ
However, inequality M þN > 0 is insucient for this functional to be convex. We
must assume that both coecients MðÞ and NðÞ are non-negative. This happens
if and only if
K 16 ðKÞ
 0ðKÞ 6Kþ 1: ð13:39Þ
The case ðKÞ ¼ K has already been investigated in Theorem 10.12 where we
have shown that h then satises the Laplace equation. Practically, there are no
other examples since (13.39) forces almost linear growth of .
That is why the variational approach has to be abandoned when  has
overlinear growth. There is, however, an interesting and promising non-divergence
form of (13.34). A tedious computation leads to a second order equation
h ¼ h þ  h þ 	 h þ  h; ð13:40Þ
where the complex coecients , ; 	 and  depend in a rather explicit way, by
means of , only on the rst order derivatives h and h.
We shall not bother with these explicit formulas here but refer the interested
reader to our appendix. What is perhaps more interesting is the ellipticity
condition
1þ ðÞþ ðÞ  > 	ðÞþ ðÞ  ð13:41Þ
for every complex number  of modulus 1. This means that our second order
equation (13.40) is not only elliptic but also lies in the same homotopy class as the
Laplacian [1]. Verication of the ellipticity condition at (13.41) is again postponed
to the appendix.
14. Extremal mappings between annuli
In previous sections we introduced the basic theory for extremal mappings of
nite distortion. Here we apply these methods and ideas in the classic setting of
identifying extremal mappings of nite distortion between annuli. Here we are
quickly brought to consider the properties of harmonic mappings between annuli
and the conjecture of Nitsche discussed next.
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14.1. The Nitsche Conjecture in the plane
Let Að; 1Þ be the annulus fz 2 C :  < jzj < 1g where 0 <  < 1. For a given 
let HðÞ be the family of all harmonic homeomorphisms h : Að; 1Þ ! Að; 1Þ.
Denote by ðÞ the supremum of  as h varies over the family HðÞ. In 1962
Nitsche showed that ðÞ < 1, that is, that Að; 1Þ cannot be mapped to an
arbitrarily thin annulus, and posed a question concerning the validity of the
formula
ðÞ ¼ 2
1þ 2 ;
see [27]. The most recent results towards this conjecture can be found in [24, 34].
See too the recent monograph [6].
Nitsche’s conjecture, together with our earlier results, would have the rather
surprising consequence that the L1-minimisation problem among the class of
homeomorphisms
F ¼ ff : Að1; Þ ! Að1; Þ and f 2 W 1;2loc g
has a minimiser if and only if 6 2=ð1þ 2Þ. (Recently the rst three authors
have completely solved this L1-minimisation problem.)
It will be from the point of view of L1-minimisers that we consider the problem.
We shall also weaken the regularity assumptions to W 1;1.
14.2. Extremal mappings between annuli
Let
A ¼ Aðr; RÞ ¼ fz 2 C : r < jzj < Rg
denote the usual round annulus in the plane whose modulus is dened to be
MðAÞ ¼ logR
r
:
A topological annulus A is the homeomorphic image of a round annulus. In the
plane, this is equivalent to being doubly connected, but this is not so in higher
dimensions. We will only be concerned with bounded topological annuli. Such A
can be written as
A ¼  n F
where  is a bounded topological disk and F is a relatively compact connected
subset.
Consider now the variational problem of minimising the L1-norm of the
distortion function Kðz; fÞ among all homeomorphisms f of nite distortion on the
annulus Aðr; RÞ, normalized so that the modulus of the image has a xed value
M 6 logðR=rÞ. With the next theorem we show that for this problem the
minimiser exists, is unique and C1-smooth. Moreover, the minimiser is a radial
function and has the explicit form described in (14.4) and (14.5).
THEOREM 14.1. Let f : A ¼ Aðr;RÞ ! A be a homeomorphism of nite
distortion. Suppose that
MðAÞ6 logR
r
: ð14:2Þ
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Then ðð
A
Kðz; fÞjdzj>
ðð
A
Kðz; f0Þjdzj; ð14:3Þ
where the extremal mapping f0 has the form
f0ðeiÞ ¼ ei’ðÞ; for 06  < 2; r6 6R ð14:4Þ
and
’ðtÞ ¼ tþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 þ a2
p
; ð14:5Þ
and the number a is determined from the equation
MðAÞ ¼ 2 logRþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ a2
p
rþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ a2
p :
Equality occurs in (14.3) if and only if f ¼ f0 þ b for some ; b 2 C, with  6¼ 0.
The extremal map is unique up to conformal change of the target annulus.
Proof. We may assume that A ¼  n F is a round annulus with radii
R0 ¼ Rþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ a2
p
; r0 ¼ rþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ a2
p
; ð14:6Þ
and make a few preliminary observations. First, as f 2W 1;1loc ðAÞ is a homeo-
morphism, we see that the Jacobian determinant
Jðz; fÞ ¼ jfzj2  jfzj2> 0
is an integrable function, ðð
A
Jðz; fÞjdzj6 jAj:
If, in addition, the distortion function
Kðz; fÞ ¼ jfzj
2 þ jfzj2
jfzj2  jfzj2
2 L1ðAÞ;
then from H€older’s inequality we see that
kDfðzÞk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kðz; fÞ
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Jðz; fÞ
p
2 L1ðAÞ:
Thus we in fact have f 2W 1;1ðAÞ.
Let St ¼ fz : jzj ¼ tg, with r < t < R. Then, as a consequence of Fubini’s
Theorem, for almost every t the mapping f 2W 1;1ðStÞ and is absolutely
continuous. For such t, the image of the circle St is a rectiable Jordan curve
for which we have the length inequality
jfðStÞj6
ð
jzj¼t
ðjfzj þ jfzjÞjdzj:
.Next, an elementary computation provides us with the identity
jfzj þ jfzj ¼
 ffiffiffiffiffiffiffiffiffiffiffiffi
Kþ 1
2
r
þ
ffiffiffiffiffiffiffiffiffiffiffiffi
K 1
2
r  ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Jðz; fÞ
p
ð14:7Þ
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with K ¼ Kðz; fÞ. We now apply H€older’s inequality to see thatð
St
jfzj þ jfzj
 2
6
ð
St
Kþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2  1
p ð
St
Jðz; fÞ: ð14:8Þ
The function x 7!xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2  1
p
is concave for x> 1 and so we may apply Jensens’
inequality to see thatð
St
Kþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2  1
p
6 2t


ð
St
K þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð
St
K
 2
1
s 
¼: 2t
gðtÞ :
Then of course
1
2t
ð
St
Kðz; fÞ ¼ 1
2
gðtÞ þ 1
gðtÞ
 
:
If we substitute this back into (14.8), we nd thatð
St
jfzj þ jfzj
 2
6 2t
gðtÞ
ð
St
Jðz; fÞ: ð14:9Þ
Now we put this into the isoperimetric inequality
jF j þ
ðð
r<jzj<t
Jðz; fÞ6 1
4
ð
St
jfzj þ jfzj
 2
6 t
2gðtÞ
ð
St
Jðz; fÞ:
Equivalently, Ð
St
Jðz; fÞ
jF j þ ÐÐr<jzj<t Jðz; fÞ > 2gðtÞt : ð14:10Þ
Once we notice that the numerator is the derivative of the denominator on the
left-hand side of (14.10) we can integrate this inequality to obtain
log

1þ 1jF j
ðð
r<jzj<R
Jðz; fÞ

> 2
ðR
r
gðtÞ
t
dt: ð14:11Þ
Here the area inequality jF j þ Ð Ðr<jzj<t Jðz; fÞ6 R20 simplies this expression toðR
r
gðtÞ
t
dt6M ¼ logR0
r0
: ð14:12Þ
The next step we wish to take is to compare the above computation with the
particular case f ¼ f0. There we see that
g0ðtÞ ¼ t=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 þ a2
p
;
K0ðz; fÞ ¼
1
2
g0ðjzjÞ þ
1
g0ðjzjÞ
 
;ðR
r
g0ðtÞ
t
dt ¼ logR0
r0
:
PLMS 1537---11/10/2005---SRUMBAL---150420
EXTREMAL MAPPINGS OF FINITE DISTORTION 691
This tells us that ðR
r
gðtÞ  g0ðtÞ
t
dt6 0
while 1 1=g20ðtÞ ¼ a2=t2. Further, the convexity of g 7! 12 ðgþ 1=gÞ implies that
gþ 1
g
 
> g0 þ
1
g0
 
þ 1 1
g20
 
g g0ð Þ
¼ g0 þ
1
g0
 
 a
2
t2
g g0ð Þ:
To complete the argument, we note the inequalityðð
A
Kðz; fÞ ¼
ðR
r
ð
St
Kðz; fÞ dt
¼ 
ðR
r
gþ 1
g
 
t dt
> 
ðR
r
g0 þ
1
g0
 
t dt a2
ðR
r
g g0
t
dt
>
ðð
A
Kðz; f0Þ:
Tracing the argument back, we see that equality holds only when f is obtained
from f0 by a rotation. 
Appendix
A.1. More about distortion functions
For a non-singular matrix A 2 Rnnþ we obtain, from (3.7) and (3.8),ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K‘ðA1Þ‘
q
¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kn‘ðAÞ½n‘
p
: ðA:1Þ
Various bounds of norms of the matrices A‘‘ will be useful.
LEMMA A.1 (Hadamard-type inequality). For every 16 ‘66n and
A 2 Rnn, we have
Aj j1=6 A‘‘ 1=‘ and kAk1=6 kA‘‘k1=‘: ðA:2Þ
Proof. It involves no loss of generality to assume that A is diagonal, say
A ¼ diagf1; . . . ; ng, where 0 < 16 . . . 6n. The rst inequality reduces,
equivalently, to
nn1 . . .nþ1ð Þ1=6 nn1 . . .n‘þ1ð Þ1=‘ ðA:3Þ
which is easy to verify. The second inequality has already been pointed out in [15,
Lemma 2.1] with a proof based on symmetric averages; see also [25]. 
Hadamard’s inequalities give sharp relations between the distortion functions.
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LEMMA A.2. We have the following chains of inequalities:
K16K26 . . . 6K‘6 . . . 6Kn26Kn1 ðA:4Þ
and
Kn11 >Kðn2Þ=22 > . . . >K
ðn‘Þ=‘
‘ > . . . >K
2=ðn2Þ
n2 >K
1=ðn1Þ
n1 : ðA:5Þ
Similarly,
K16K26 . . . 6K‘6 . . . 6Kn26Kn1 ðA:6Þ
and
K
n1
1 >Kðn2Þ=22 > . . . >K
ðn‘Þ=‘
‘ > . . . >K
2=ðn2Þ
n2 >K
1=ðn1Þ
n1 : ðA:7Þ
Proof. Let A 2 Rnnþ . We may assume that detA ¼ 1. For (A.5) we apply
Lemma A.1. Given 16 ‘66n, we have
K‘ðAÞ½ ðn‘Þ=‘¼ A‘‘
 n=‘> Aj jn=¼ KðAÞ½ ðnÞ=; ðA:8Þ
as desired. The same arguments give inequalities at (A.7) where, instead of the
operator norm, the mean Hilbert--Schmidt norm has been used in the denition of
the distortion functions.
For the inequality at (A.4) we argue in much the same way. This time, we
express K‘ in terms of the inverse matrix. Since detA ¼ 1, we have
K‘ðAÞ ¼ Kn‘ A1
  ‘=ðn‘Þ¼ j A1 ðn‘Þðn‘Þjn=ðn‘Þ
6 j A1 ðnÞðnÞjn=ðnÞ ¼ Aj jn=ðnÞ¼ KðAÞ ðA:9Þ
by (3.7) and (3.8). Again, the same arguments give the inequalities at (A.6),
completing the proof. 
A.2. Polyconvexity
A matrix function 
 : Rnn ! R is said to be polyconvex if it can be written as

 ¼ F ðA11; A22; . . . ; AnnÞ ðA:10Þ
where ðA11; A22; . . . ; AnnÞ is a list of all possible minors of A 2 Rnn and the
function F is convex. The list of minors can be identied with a point in RN ,
where
N ¼ n
1
 2 þ n
2
 2 þ . . .þ n
n
 2 ¼ ð2nÞ!
n!n!
 1:
Thus F : RN ! R.
Our basic examples of polyconvex functions are the distortion functions
K1; . . . ;Kn1 : R
nn
þ ! R:
Precisely,
K‘ðAÞ ¼
kA‘‘kn=ðn‘Þ
ðdetAÞ‘=ðn‘Þ
is a convex function of detA and the ‘-minors. For this, we observe that the
function x=y of two variables x; y 2 Rþ is convex whenever >  þ 1> 1; see
PLMS 1537---11/10/2005---SRUMBAL---150420
EXTREMAL MAPPINGS OF FINITE DISTORTION 693
[16, Lemma 8.8.2]. In particular,
x
y
 a

b
> a
1
b
ðx aÞ   a

bþ1
ðy bÞ: ðA:11Þ
Hence,
K‘ðXÞ K‘ðAÞ>
n
n ‘
kA‘‘k
detA
 ‘=ðn‘Þ
kXk‘‘  kA‘‘k
 
 ‘
n ‘
kA‘‘k
detA
 n=ðn‘Þ
detX  detAð Þ
> n 1
‘
 1 kA‘‘k
detA
 ‘=ðn‘Þ
A‘‘
kA‘‘k ; X
‘‘ A‘‘

 ‘
n ‘
kA‘‘k
detA
 n=ðn‘Þ
detX  detAð Þ: ðA:12Þ
More generally,
PKðAÞ ¼ P ðK1ðAÞ; . . . ;Kn1ðAÞÞ : Rnnþ ! ½1;1Þ; ðA:13Þ
where
P : ½1;1Þ  . . .  ½1;1Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ðn1Þ times
! ½1;1Þ
is a given convex function non-decreasing in each variable, when all the other
variables are held xed. That is, the partials Pi ¼ @P=@i are non-negative. In
particular, we have
PKðXÞ  PKðAÞ>
Xn1
‘¼1
‘ðAÞ K‘ðXÞ K‘ðAÞ½ 
>
Xn
‘¼1

G‘ðAÞ; X‘‘  A‘‘

: ðA:14Þ
A.3. Second order elliptic system
The variational equations are very useful in the study of extremal problems.
Both the extremal mapping and its inverse turn out to satisfy their own second
order system of PDEs. It is important to examine the ellipticity of such systems.
We include in this appendix a brief discussion of the systems of two equations
with two unknowns. Using complex numbers we nd that the system reduces to
one complex equation. The general form of the second order elliptic operator is
L ¼ aðzÞ @
2
@z @ z
þ bðzÞ @
2
@z @z
þ cðzÞ @
2
@ z @ z
þ dðzÞ @
2
@z @ z
þ eðzÞ @
2
@z @z
þ fðzÞ @
2
@ z @ z
:
For a xed z 2   C, the coecients give rise to a point ða; b; c; d; e; fÞ 2 C6. The
ellipticity conditions determine an open set E  C6. This set, as shown by Bojarski
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[1], consists of six components represented by
@2
@z @ z
;
@2
@z @ z
;
@2
@z @z
;
@2
@z @z
;
@2
@ z @ z
;
@2
@ z @ z
;
8>>>>><>>>>>:
ðA:15Þ
In contrast with the scalar elliptic equations the elliptic systems with measurable
coecients are not well developed yet; see [13, 9] for details. It turns out that the
systems in the same homotopy class as the Laplacian 4 ¼ 4@2=@z @ z (or its
complex conjugate 4 ) are best suited to the regularity properties of the solutions.
In [1] it is shown that such systems take the form
fz z ¼ ðzÞ fz z þ ðzÞ fz z þ 	ðzÞ fz z þ ðzÞ fz z; ðA:16Þ
where the ellipticity condition reads as
1þ ðzÞþ ðzÞ  > 	ðzÞ þ ðzÞ  ðA:17Þ
for all  2 C with modulus 1. The next two subsections are devoted to a
computation showing that variational equations for the extremal mappings belong
to this homotopy class.
A.3.1. The Lagrange --Euler equation in non-divergence form. We begin this
section by issuing a warning. The computations below can only be rigorously
justied for specic extremals only after we have established sucient regularity.
We are going to express the variational equation (13.13) in non-divergence
form. In our computation the explicit formula for A ¼ AðÞ is irrelevant. Before
formulating the equation we need to introduce the following coecients:
aðzÞ ¼ fz
fzj j
; bðzÞ ¼ fz
fzj j
: ðA:18Þ
Hence, the complex dilatation of f is

ðzÞ ¼ fz
fz
¼ a b k ðA:19Þ
where k ¼ jfzj=jfzj.
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LEMMA A.3. Equation (13.13) is equivalent to
1 ð ÞA
0
A
@2f
@z @ z
¼ 
 A
0
A
 2
1 
 
@2f
@z @z
þ 
 2
1 
A 0
A
 
@2f
@ z @ z
þ a2  A
0
A
 1þ Þ
1 
 
@2f
@z @z
þ b2 1þ 
1 
A 0
A
 
@2f
@ z @ z
: ðA:20Þ
Proof. For notational simplicity we introduce the functionAðkÞ ¼ Aðk2Þ ¼ AðÞ
and collect some formulas rst. The chain rule gives
@A
@z
¼ A0ðkÞ @k
@z
; ðA:21Þ
@A
@ z
¼ A0ðkÞ @k
@ z
: ðA:22Þ
The derivatives of k become linear forms of the second derivatives of f , namely
2 fzj j
@k
@z
¼ b fz z þ b fz z  kafz z  ka fz z; ðA:23Þ
2 fzj j
@k
@ z
¼ b fz z þ b fz z  kafz z  ka fz z: ðA:24Þ
Equation (13.13) expands into
fzf
2
z kz  fzf2z kz
 A0ðkÞ ¼ ðf2z fz z  f2z fz zÞAðkÞ ðA:25Þ
which, in view of formulas (A.23) and (A.24), takes the form
2k fzz þ ð1þ k2Þ ab fzz þ k2ab

1þ 2A
kA0

fzz  ka2fzz
þ ab

1 2A
kA0

fzz  kb2fzz ¼ 0: ðA:26Þ
Finally, we solve this linear equation for fzz in terms of fzz and fzz to conclude
with (A.20). 
It is interesting to know when the equation (A.20) is linear over the eld of
complex numbers. This happens if and only if
A 0ðÞ
AðÞ ¼
1þ 
1  ¼ Kðz; fÞ; ðA:27Þ
in which case the equation reduces to
ð1þ Þfzz ¼ 
 fzz þ 
 fzz ðA:28Þ
as claimed at (13.28). Note that the only solution to (A.27), up to a multiplicative
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constant, is
AðÞ ¼ 2ð1 Þ2 ðA:29Þ
as in (13.26).
Recall that the formula (A.20) is the variational equation for the functionalðð

Kðz; fÞ dzj j2 ðA:30Þ
where
K ¼ ðKÞ ¼ 
1þ 
1 
 
ðA:31Þ
and  : ½1;1Þ ! ½1;1Þ is convex, with ð1Þ ¼ 1. In this case
AðÞ ¼  0 1þ 
1 
 
2
ð1 Þ2 : ðA:32Þ
We want hence to express A 0ðÞ=AðÞ in terms of . Elementary computation
yields
2A 0ðÞ
AðÞ ¼ 2Kþ K
2  1   00
 0
: ðA:33Þ
On substituting this into (A.20) we obtain
2
2K 0
Kþ 1 þ ðK 1Þ
00
 
@2f
@z@ z
¼ 2 0 þ K2  1  00  fz
fz
@2f
@z@z
þ 2 0  K2  1  00  fz
fz
@2f
@ z@ z
þ ðK 1Þ2  00  fz
fz
@2f
@z@z
 ðK2  1Þ 00  fz
fz
@2f
@ z@ z
: ðA:34Þ
A.3.2. Non-divergence equation for the inverse map. We begin with the
system in divergence form
ð½ðKÞ  ðKþ 1Þ 0ðKÞhÞ ¼ ð½ðKÞ  ðK 1Þ 0ðKÞhÞ ðA:35Þ
which we have derived at (13.34). To make further calculations we need the
following identity:
2 h
 2K ¼ ðKþ 1Þ2h h þ h h  ðK 1Þ2h h þ h h: ðA:36Þ
As K ¼ ð1þ Þ=ð1 Þ, we nd that
K ¼
2
ð1 Þ2
@
@
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and we compute
h
 2 @
@
¼ h
 2 jh j2
jh j2


¼ ðh h þ h hÞ  ðh h þ h hÞ;
from which formula (A.36) can be obtained.
Now, formally dierentiating the equations in divergence form gives us the
second order system
0 ¼ 4 0ðKÞjh j2h þ ðKþ 1Þ3ðh jh j2 þ h h2Þ00ðKÞ
 ðKþ 1ÞðK 1Þ2ðh hh þ h hhÞ00ðKÞ
 ðK 1ÞðKþ 1Þ2ðh hh þ h hhÞ00ðKÞ
þ ðK 1Þ3ðh h2 þ h jh j2Þ00ðKÞ:
We write ðKÞ ¼  0ðKÞ=00ðKÞ and collect terms to nd that
0 ¼ h ½ 4jh j2þ ðKþ 1Þ3jh j2 þ ðK 1Þ3jh j2 
 h ½ ðKþ 1ÞðK 1Þ2h h þ ðK 1ÞðKþ 1Þ2h h 
 h ½ ðKþ 1ÞðK 1Þ2h h 
þ h ½ ðK 1Þ3h2 
þ h ½ ðKþ 1Þ3h2 
 h ½ ðK 1ÞðKþ 1Þ2 h h :
and
0 ¼ h ½ 4þ ðKþ 1Þ3þ ðK 1Þ3 
 h
ðKþ 1ÞðK 1Þ2 þ ðK 1ÞðKþ 1Þ2h
h
 h
ðKþ 1ÞðK 1Þ2h
h
þ h
ðK 1Þ3h
h
þ h
ðKþ 1Þ3 h2jh j2
 h
ðK 1ÞðKþ 1Þ2h
h
:
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We simplify these terms and remove the common factor of K 1:
0 ¼ h

4
K 1þ 2ðK
2 þ 1Þ

 h

2KðKþ 1Þh
h
 h
ðKþ 1ÞðK 1Þh
h
þ h
ðK 1Þ2h
h
þ h
ðKþ 1Þ2 h2jh j2  h
ðKþ 1Þ2h
h
:
Now to simplify matters we make a couple of substitutions and write everything
in terms of k ¼ kð; hÞ; here recall that we have used the notation  ¼ k2 above.
We put
a ¼ hjh j
; b ¼
h
jh j
;
and recall that
K ¼ 1þ k
2
1 k2 ; whence Kþ 1 ¼
2
1 k2 and K 1 ¼
2k2
1 k2 :
Our equations now have a common factor 4ð1 k2Þ2 and when this is removed
and we substitute
P ¼ 2ð1 k
2Þ2
k2
¼ 2ð1 k
2Þ2 0
k2 00
;
they read as
0 ¼ ½P þ ð1þ k4Þh  ð1þ k2Þkab h  k3ab h
þ k4a2 h þ b2 h  kab h: ðA:37Þ
The complex conjugate equation reads as
0 ¼ ½P þ ð1þ k4Þh  ð1þ k2Þkab h  k3ba h
þ k4a2 h þ b2 h  kba h: ðA:38Þ
We multiply (A.37) by ½P þ ð1þ k4Þ and equation (A.38) by ð1þ k2Þkab and add
so as to eliminate the term h . We obtain
0 ¼ h ½P þ ð1þ k4Þ2  ð1þ k2Þ2k2 
þ h ½ P  ð1þ k4Þ þ k2ð1þ k2Þ  k3ab
þ h ½P þ ð1þ k4Þ  ð1þ k2Þ  k4a2
þ h ½P þ ð1þ k4Þ  ð1þ k2Þk2  b2
þ h ½ P  ð1þ k4Þ þ ð1þ k2Þ  kab;
which simplies to the following result.
LEMMA A.4. The inverse mapping satises the equation
½P 2 þ 2P ð1þ k4Þ þ ð1 k2Þð1 k6Þ h
¼ ½P þ 1 k2Þ  k3ab h þ ½P  k2ð1 k2Þ  kab h
þ ½ k2ð1 k2Þ  P  k4a2 h þ ½ k2  P  1  b2 h; ðA:39Þ
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where
P ¼ 2ð1 k
2Þ2 0
k2 00
:
In a moment we are going to try to determine if this system is elliptic and in
order to do this we need to simplify these equations as much as possible. For this
reason we introduce the new variable
D ¼ 2
0ðKÞ
ðK2  1Þ00ðKÞ
and remove a further common factor to obtain the system
0 ¼ ½D2ð1 k2Þ þ 2Dð1þ k4Þ þ ð1 k6Þ h
þ ½Dþ 1  k3ab h  ½ k2 D  kab h
þ ½D k2  k4a2 h þ ½Dþ 1  b2 h:
We now recall that an operator of the form h þ h þ h þ 	h þ h is
elliptic and lies in the same homotopy class as the Laplacian if and only if
j þ þ  j > j 	þ  j ðA:40Þ
for every  2 C with jj ¼ 1. For us the desired inequality reads, after a little
simplication, as
j ðD k2Þk4a2þ ðDþ 1Þb2 j
< jD2ð1 k2Þ þ 2Dð1þ k4Þ þ 1 k6  ðDþ 1Þk3abþ ðk2 DÞkab j:
In order to simplify this notation we introduce the new complex variable
 ¼ ab; jj ¼ 1;
and then we need to show, for D > 0, that
j ðD k2Þk4 þ ðDþ 1Þ j
< jD2ð1 k2Þ þ 2Dð1þ k4Þ þ 1 k6  ðDþ 1Þk3 þ ðk2 DÞk j: ðA:41Þ
Before establishing this inequality we suggest that the reader checks the limiting
and easier case D ¼ 0 (that is K ¼ 1) by verifying that
j1 k6  k3 þ k3j ¼ j  k6j:
We now turn to establishing the ellipticity condition at (A.41). We write
 ¼ xþ iy for real x and y, with x2 þ y2 ¼ 1. We put this into the inequality and
separate out the real and imaginary parts and then compute the square of the
absolute values. We are thus asked to verify that
½ ðD k2Þk4 þ ðDþ 1Þ 2x2 þ ½ ðD k2Þk4 D 1 2 y2
< ½D2ð1 k2Þ þ 2Dð1þ k4Þ þ 1 k6  kDð1þ k2Þx2
þ ½ 2k3 þDkðk2  1Þ 2 y2:
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We next write y2 ¼ 1 x2 to obtain a quadratic polynomial in x,
½D2ð1 k2Þ þ 2Dð1þ k4Þ þ 1 k6 2
 2kDð1þ k2Þ½D2ð1 k2Þ þ 2Dð1þ k4Þ þ 1 k6 x
þ k2D2ð1þ k2Þx2 þ ½ 2k3 þDkðk2  1Þ 2
 ½ 2k3 þDkðk2  1Þ 2 x2  ½ ðD k2Þk4 þDþ 1 2 x2
 ½ ðD k2Þk4 D 12 þ ½ ðD k2Þk4 D 1 2 x2 > 0:
Next we group together the coecients of x2 and nd that there sum is negative.
That is, we see that
k2D2ð1þ k2Þ  ½ 2k3 þDkðk2  1Þ 2  ½ ðD k2Þk4 þDþ 1 2
þ ½ ðD k2Þk4  ðDþ 1Þ 2
¼ D2k2ð1þ k2Þð1þ 2k2Þ < 0:
This then implies that the extreme case is when x ¼ 1 and y ¼ 0. Thus the
inequality (A.41) reduces to showing that
jD2ð1 k2Þ þ 2Dð1þ k4Þ þ 1 k6  kDð1þ k2Þj > jðD k2Þk4 þDþ 1j:
That is,
D2ð1 k2Þ þDð2þ 2k4  k3  kÞ > Dðk4 þ 1Þ:
Rearranging and simplifying, we see that this reduces to verifying that
D2ð1 k2Þ þDð1 k3Þð1 kÞ > 0
which, in view of the fact that 06 k < 1; is clear.
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