Abstract. Longest Common Extension (LCE) queries are a fundamental sub-routine in many stringprocessing algorithms, including (but not limited to) suffix-sorting, string matching, and identification of palindrome factors and repeats. A LCE query takes as input two positions i, j in a text T ∈ Σ n and returns the length ℓ of the longest common prefix between T 's i-th and j-th suffixes. It is clear that we can store T in n⌈log 2 |Σ|⌉ bits and answer LCE queries in O(ℓ) time by direct comparison of the two suffixes. This solution has also the advantage of supporting optimal-time text extraction. In this paper, we prove the following (somehow surprising) result: in the RAM model, n⌈log 2 |Σ|⌉ bits of space are sufficient to support deterministic O(log 2 ℓ)-time LCE queries and optimaltime text extraction. LCE query times can be improved to O(log ℓ) by adding only O(log n) words to the space usage. In other words, we can replace the (plain) text with a data structure of the same size supporting exponentially faster LCE queries without penalizing text extraction times. Importantly, our structure can be built in O(n log n) expected time and linear space, and is therefore also practical. By applying our techniques to the suffix sorting problem, we obtain (i) a novel in-place suffix array construction algorithm and (ii) the first efficient in-place solution for the sparse suffix sorting problem.
minimum amount of space of n⌈log 2 σ⌉ bits while supporting fast queries at the same time. In order to reach this goal, one could replace the text with a data structure supporting LCE queries instead of adding structures on top of it. This approach has the potential to achieve better space usage than the above solutions. The recent work described in [13, 14] follows this idea and solves the problem with a compressed data structure based on SLPs (straight-line programs). In [15] , n⌈log 2 σ⌉ bits of space are achieved by using properties of Mersenne prime numbers in Karp-Rabin fingerprint computation, but the structure returns the correct result with high probability only under the assumption of a uniform text distribution. In the same paper, this hypothesis is removed at the expenses of n/w additional bits of working space.
Our contributions Also in this paper we follow the idea of replacing the text with a light data structure. We obtain the following result: in the RAM model with word size w, n⌈log 2 σ⌉ bits of space are sufficient to answer deterministic O(log 2 ℓ)-time LCE queries and optimal O(m log σ/w)-time extraction of any length-m text substring. In the case σ = 2 k , k > 0, this space is exactly the information-theoretic minimum number of bits required to represent any T ∈ Σ n . LCE query times can be improved to O(log ℓ) by adding O(log n) memory words to the space usage (which is negligible in practice). Our data structure is based on Karp-Rabin fingerprinting and can be built in only O(n log n) expected time and linear space. In order to achieve this result, we introduce new techniques of general interest, including a statistical compression technique and several derandomization procedures for Karp-Rabin fingerprinting. Our result implies that any plain text representation can be replaced (quickly and in small space) with a strictly more powerful data structure of the same size, supporting exponentially faster LCE queries and retaining optimal text extraction times. We show an application of our structure by presenting a novel in-place suffix array construction algorithm (i.e. the algorithm uses only O(1) memory locations on top of T and the suffix array) running in O(n log 3 n) expected time. As intermediate result, we obtain a Monte Carlo LCE data structure taking n⌈log 2 σ⌉ bits of space and admitting an in-place construction algorithm running in O(n) expected time, i.e. the construction algorithm replaces the text with the data structure while using O(1) words of extra working space. We apply this result to the suffix sorting problem and obtain an in-place Monte Carlo algorithm computing the lexicographic ordering of an arbitrary subset of k text suffixes in O(n + k log k log 2 n) expected time. This running time improves to O(n + k log k log n) by increasing the working space to O(log n) words. To the best of our knowledge, this result is the first in-place solution (with non-trivial running times) for the sparse suffix sorting problem, and improves the space of the state of the art [16, 17, 19, 20] .
In Tables 1 and 2 we give an overview of the main solutions for the LCE problem described in literature, distinguishing between Monte Carlo (Table 1) , and fully deterministic data structures (Table 2) .
Preliminaries
We assume our input to be a rewritable text of length n drawn from an integer alphabet Σ = {0, . . . , σ − 1} stored using ⌈log 2 σ⌉ bits per character. Throughout the description of our strategy we assume without loss of generality that σ = 2. If this is not the case, then we can simply build a binary text T ′ ∈ {0, 1} n·b , where b = ⌈log 2 σ⌉, by concatenating the numbers
written in binary and answer LCE queries on T as T.LCE(i, j) = ⌊T ′ .LCE(i · b, j · b)/b⌋ (this reduction will turn out to keep times alphabet-independent with our solution). We assume n ≥ 4 (Clearly, if n < 4 then LCE queries can be trivially implemented in constant time). To make notation 
[10]
w.h.p. this paper Table 1 : Solutions for the LCE problem described in literature returning the correct result with high probability (w.h.p.) only. We account also for the space to store the plain text if this is required to answer LCE queries. ℓ = LCE(i, j) is the output of the LCE query. "exp." after the build time (third column) means that construction times are in the expected case. If not specified, times are worst-case.
Space (bits) Query time build time Notes Reference Table 2 : Solutions for the LCE problem described in literature returning always the correct result. As in Table 1 , ℓ = LCE(i, j) is the output of the LCE query and the "exp." after the build time (third column) means that construction times are in the expected case. If not specified, times are worst-case. z is the number of phrases of the LZ77 parsing without self-references. log * n is the iterated logarithm function. more compact, with T [i, . . . , j] we denote both T 's substring starting at position i and ending at position j, and the integer with binary representation
denotes the empty string ǫ or the integer 0. The use (string/integer) will be clear from the context. Let w be the memory word size (in bits). We assume, as usual, that log 2 n ∈ O(w). Since we will make use only of integer additions, multiplications, modulo, and bitwise operations (masks, shifts), we moreover assume that we can simulate a memory word of size w ′ = c · w for any constant c with only a constant slowdown in the execution of these operations 1 . For the above considerations, in our final results the only constraint we will impose on the alphabet size σ is that log σ ∈ O(w), so that we can manipulate alphabet characters in constant time. While computing the space taken by our data structures we drop any additive O(w)-bits space term. For space constraints, we assume the reader to be familiar with Karp-Rabin fingerprinting [18] . φ q : {0, 1} * → [0, q − 1] indicates the Karp-Rabin hash function with modulo q on strings from the binary alphabet {0, 1}. Following [10] , w.h.p. (with high probability) means with probability at least 1 − n −c for an arbitrarily large constant c.
3 Monte Carlo LCE data structure
Fingerprint Sampling
In this section we describe a randomized data structure solving the LCE problem. We introduce two sources of randomness in our structure: the modulus q and the seeds. First, we choose a random prime q uniformly in the interval [2, 2 w − 1]. We define the block size τ to be τ = ⌈log 2 q⌉. Without loss of generality, we assume that n is a multiple of τ (the general case can be reduced to this case by left-padding the text with τ − (n mod τ ) bits).
At this point, we choose uniformly a random number (the seed)s in the interval [0, q − 1].s is a τ -bits integer (after an opportune left-padding of zeros); we left-pad our binary text T withs written in binary. Clearly, LCE(i, j) queries on T can still be solved using the padded textsT by simply adding τ to the arguments of LCE (i.e. solving LCE(i + τ, j + τ ) on the padded text). To make notation more readable, in what follows we replace T withsT and n with n + τ (i.e. we treat sT as if it was the original input).
Let B, P ′ ∈ [0, q − 1] n/τ be the integer arrays defined as
To simplify notation, let
can be retrieved from P ′ as follows: 
Arrays P ′ and D take n + n/τ bits of space and replace the text in that they support the retrieval of any B[i]. First, we show how to compute efficiently φ q (T [i, . . . , j]) for any 0 ≤ i ≤ j < n by using P ′ and D. We then show how to reduce space usage to n bits while still being able to support text extraction and Karp-Rabin fingerprint computation without affecting query times.
Let j = ⌊i/τ ⌋. Then,
We now have to show how to compute the fingerprint φ q (T [i, . . . , j]), j ≥ i of any text substring. This can be easily achieved by means of the equality:
Computing 2 e mod q takes O(log e) time with the fast exponentiation algorithm, therefore the computation of φ q (T [i, . . . , j]) takes O(log(j − i + 1)) time with our structure for all 0 ≤ i ≤ j < n.
Reducing space usage
In order to remove the n/τ -bits overhead, we build an auxiliary array
storing all i's such that the most significant bit of P ′ [i] is equal to 1. At this point, we replace P ′ by an array P of n/τ integers of (τ − 1) bits each defined as
i.e. we remove the most significant bit from each P ′ [i]. P takes n · (τ − 1)/τ bits of space. Clearly, by using P and S we can retrieve any P ′ [i] in O(log |S|) time (this requires a binary search on S). The main idea, at this point, is to choose the prime q in such a way that the expected size of S becomes constant. After achieving this goal, the overall space of P , D, and S will be of n bits (plus a constant number of memory words) and we will still be able to retrieve any B[i] and P ′ [i] in constant time. We reverse our strategy. We first choose a block size τ , pick a uniform prime q such that ⌈log 2 q⌉ = τ , and then choose a uniform seeds in [0, q − 1]. In Sections 3.3 and 3.4 we show how to choose τ . The key point is that each P ′ [i] is a uniform random variable taking values in the range
). To prove this statement, note that P ′ [i] can be written as
, x < q, be the probability that P ′ [i] is equal to x. Then, for any x < q,
The fact that q is prime guarantees the existence of the inverse of 2 i·τ modulo q (second line of equation 3). Let x < q. Equation 3 implies, in particular, that
Let1 i ∈ {0, 1} be the indicator random variable taking value 1 iff the most significant bit of P ′ [i] is equal to 1. Equation 4 implies that1 i has a Bernoullian distribution with success probability p = (q − 2 τ −1 )/q. We want this probability to be at most 1/n in order to get an expected constant size for S (actually, imposing this probability to be less than τ /n would be sufficient; using 1/n is more strict and simplifies calculations). By solving (q − 2 τ −1 )/q ≤ 1/n and by adding the constraint ⌈log 2 q⌉ = τ , we obtain that the interval Z from which we have to uniformly pick q in order to satisfy both constraints is
At this point, S's expected size can be computed as
where E[X] is the expected value of random variable X and in second line we exploited linearity of the expected value. We remind the reader that the expected value of a Bernoullian random variable with success probability p is p (fourth line).
Deterministic space
With the above strategy, our structure takes n bits of space with high probability only. We can make the space deterministic by picking multiple random pairs q,s as described above and re-building the structure until this requirement is satisfied. Our goal in this section is to compute the expected number R of pairs q,s we have to randomly pick before obtaining a constant size for S (in our calculations below, we focus on |S| ≤ 1). We start by putting a lower bound on the probability P(|S| ≤ 1). We can rewrite E[|S|] as
Plugging this bound into the above equation, we obtain
The term on the right-hand side of the inequality is an upper bound on the probability P(|S| = 1), so it cannot be negative. This yields 1/τ ≥ P(|S| > 1). From this inequality and P(|S| > 1) = 1 − P(|S| ≤ 1) we obtain
We choose τ = cw ≥ c log 2 n for any constant c ≥ 1, so the above probability is at least 1 − 1/ log 2 n. Finally, since we assume n ≥ 4 (and therefore log 2 n ≥ 2), we obtain P(|S| ≤ 1) ≥ 0.5. Given that we repeat the construction of our structure as long as |S| > 1 holds, the number R of times we repeat the construction is a geometric random variable with success probability p = P(|S| ≤ 1) ≥ 0.5, and has therefore expected value 1/p ≤ 2 ∈ O(1). We obtain the following Lemma:
A Monte Carlo in-place LCE data structure
Wrong LCE probability Let C be the random variable denoting the number of pairs X, Y of T substrings with |X| = |Y | that generate a collision, i.e. X = Y and φ q (X) = φ q (Y ). Our goal is to compute an upper bound for the probability P(C ≥ 1). Clearly, P(C ≥ 1) is an upper bound to the probability of computing a wrong LCE with our structure.
Let X k i denote T 's substring of length k starting at position i. There is at least one collision (C ≥ 1) iff q divides at least one of the numbers
Since q is prime, this happens iff q divides their product
has at most n binary digits and there are no more than n 2 such pairs for every k, we have that z < 2 n 4 . It follows that there cannot be more than n 4 distinct primes dividing z, so the probability of uniformly picking a q ∈ Z dividing z is upper bounded by n 4 /|Z|. We remind (Section 3.2) that |Z| = 2 τ −1 /(n − 1), so n 4 /|Z| ≤ n 5 /2 τ −1 = 2 5 log 2 n+1−τ . By choosing τ = (5 + c)w + 1 ≥ (5 + c) log 2 n + 1 for any constant c > 0, this quantity is at most 2 −c log 2 n = n −c (note that this choice of τ is consistent with the one made in subsection 3.3-here we just need a larger constant multiplying w). We obtain:
For an arbitrarily large constant c.
Computing LCE queries Let us first consider the case σ = 2. We can easily answer LCE(i, j) by comparing φ q (T [i, . . . , i + k]) with φ q (T [j, . . . , j + k]) for O(log n) values of k with binary search. We can furthermore improve query times by performing an exponential search before applying the binary search procedure. We compare φ q (T [i, . . . , i+k]) with φ q (T [j, . . . , j +k]) for k = 2 0 , 2 1 , 2 2 , . . . until the two fingerprints are different. Letting ℓ = LCE(i, j), this procedure terminates in O(log ℓ) steps. We then apply the binary search procedure described above on the interval of size O(ℓ) obtained with the exponential search. Each exponential and binary search step take O(log ℓ) time (from the fast exponentiation algorithm).
On a generic alphabet, each character takes b = ⌈log 2 σ⌉ bits, and our structure is therefore built over a binary text T ′ of length n · b. We can make query times alphabet-independent as follows. First of all, while computing T.LCE(i, j) we perform exponential and binary searches by comparing
i.e. we compare T ′ substrings starting and ending at character boundaries. This reduces the number of steps to be performed from log(ℓ · b) to O(ℓ). At this point, note that each step requires the computation of 2 t·b mod q with the fast exponentiation algorithm, t ∈ O(ℓ) being the length of the two compared substrings (O(log(ℓ log σ)) time). Since b is a common factor in all exponents, we can pre-compute Y = 2 b mod q and-at each step-compute Y t mod q instead of 2 t·b mod q with the fast exponentiation algorithm (O(log ℓ) time).
Note that extracting text corresponds to reading array B (τ ∈ Θ(w) bits of the text per B element). From these considerations and Lemma 1 we obtain: Theorem 1. In O(n) expected time we can build a data structure taking n⌈log 2 σ⌉ bits of space and supporting extraction of any length-m text substring and LCE queries w.h.p. in O (m log σ/w) and O(log 2 ℓ) worst-case time, respectively.
Speeding up LCE queries
We consider a generic alphabet of size σ. Let b = ⌈log 2 σ⌉ and let T ′ ∈ {0, 1} n·b be the concatenation of T 's characters written in binary. We can avoid the overhead introduced by the fast exponentiation algorithm by pre-computing and storing (in w log 2 n bits) values z i = 2 b·2 i mod q, i = 0, . . . , ⌊log 2 n⌋ and by performing binary search by splitting interval lengths in correspondence of powers of 2 as follows. First, note that z 0 = 2 b mod q and z i+1 = (z i ) 2 mod q, so the values z i can be pre-computed in O(log n) time. Let the notation i, j, e, k , with 0 ≤ i, j, e, k < n and e < k, denote that we already verified (w.h.p.) that
. We use this notation to indicate the state of a binary search step, and start from state i, j, 0, n − j (we assume for simplicity that
. . , n − 1]; otherwise, LCE(i, j) = n − j). We use a modified version of Equation 2 by adding a parameter (exponential exp) to the Karp-Rabin hash function:
Note that
At binary search step i, j, e, k we still have to compare the last l = k − e characters of T [i, . . . , i + k − 1] and T [j, . . . , j + k − 1]. We split each of these two substrings suffixes in a left part of length l ′ = 2 ⌊log 2 (l/2)⌋ (i.e. the closest power of 2 smaller than or equal to l/2) and a right part of length l − l ′ . Note that value 2 l ′ ·b mod q = z log 2 l ′ = z ⌊log 2 (l/2)⌋ has been pre-computed, so we can compute and compare in constant time the two values
and
If the two values differ, then we recurse on i, j, e, e + l ′ . If the two values are equal, then we recurse on i, j, e + l ′ , k . Note that we always compare (fingerprints of) strings whose lengths are powers of two. This will be crucial in the next section in order to efficiently de-randomize our structure. Since l/4 < l ′ ≤ l/2, this binary search procedure terminates in O(log n) steps, each taking constant time.
As done in the previous section, we can perform an exponential search before the binary search in order to reduce the size of the binary search interval from O(n) to O(ℓ). Note that with our sampling z i it is straightforward to implement each exponential search step in constant time. We obtain:
Theorem 2. In O(n) expected time we can build a data structure taking n⌈log 2 σ⌉ + O(w log 2 n) bits of space and supporting extraction of any length-m text substring and LCE queries w.h.p. in O (m log σ/w) and O(log ℓ) worst-case time, respectively.
In-place construction algorithm
In this section we show that our data structure can be built in-place, i.e. we can replace the text with the data structure and use only O(1) memory words of extra space during construction. A direct consequence of this fact is (see Section 5) the existence of a in-place algorithm to efficiently suffix-sort (with high probability of success) any subset of text positions. We need to consider only the case σ = 2, since for bigger alphabets the data structure is built on the binary representation of the text. First, we pick τ , q,s as described in the previous sections. For the same considerations made in the previous section, we need to repeat the construction at most O(1) times in the expected case. At each round, we spend O(n/w) time. Since log σ ∈ O(w), on general alphabets the construction algorithm terminates therefore in expected O(n) time while taking only O(1) words on top of the space of the text.
Deterministic LCE data structure
The aim of this section is to show how to determinize the structure described in the previous section. We start by proving three theorems solving with different space/time tradeoffs the problem of checking whether φ q generates collisions over a specific subset of text substrings. Proofs of Theorems 3-5 can be found in Appendix A.
Theorem 3.
In O(n log n) expected time and O(n) words of space we can check whether φ q is collision-free over all pairs of substrings of T having the same length k = 2 e , for all 0 ≤ e ≤ log 2 n Theorem 4. In O((n log n) 2 ) worst-case time and O(1) words of space (on top of T ) we can check whether φ q is collision-free over all pairs of substrings of T having the same length k = 2 e , for all 0 ≤ e ≤ log 2 n A reasonable tradeoff between the previous theorems is the following result, using only n words of space on top of T . As discussed in Section 5, this result finds an important application: the in-place computation of the suffix array of T .
Theorem 5.
In O(n log 2 n) worst-case time and n words of space (on top of T ) we can check whether φ q is collision-free over all pairs of substrings of T having the same length k = 2 e , for all 0 ≤ e ≤ log 2 n
We can now use these results to build a deterministic LCE data structure. We randomly pick pairs q,s and keep re-building our LCE structure until:
1. Its total space usage is of n⌈log 2 σ⌉ bits plus a constant number of memory words, and 2. φ q is collision-free over all pairs of substrings of T having the same length k = 2 e , for all 1 ≤ e ≤ ⌊log 2 n⌋
Checking property (1) can be done trivially during construction. As described in Section 3.5, by reversing construction whenever |S| exceeds some constant chosen in advance, working space never exceeds n⌈log 2 σ⌉ bits plus a constant number of memory words. After successful construction, property (2) can be checked with the space/time tradeoffs of Theorems 3-5. We are left to show what is the expected number R of pairs q,s we have to pick before both properties are satisfied. The aim of the next section is to prove that R is constant in the expected case.
Number of construction rounds
We remind (Section 3.4) that C is the random variable denoting the number of pairs X, Y of T substrings with |X| = |Y | that generate a collision, i.e. X = Y and φ q (X) = φ q (Y ), and that S is the set containing all positions i such that the most significant bit of P ′ [i] is equal to 1. We are interested in computing a lower bound for the success probability
From the inequality P (C ≥ 1 ∨ |S| > 1) ≤ P(C ≥ 1) + P(|S| > 1), we obtain that the quantity in Equation 8 is greater than or equal to
We choose τ = 6w + 1. This implies that-see Section 3.2-P(|S| > 1) = 1 − P(|S| ≤ 1) ≤ 1 − 0.5 = 0.5. It follows that quantity in Equation 9 is greater than or equal to
Finally-see Section 3.4-the choice τ = 6w + 1 implies P(C ≥ 1) ≤ n −1 . This, plugged into Equations 8-10, gives us
Note that n −1 ≤ 0.25 holds for n ≥ 4, which is true by assumption. We obtain:
To conclude, the number R of rounds of our construction algorithm is a geometric random variable with success probability p = P(C = 0 ∧ |S| ≤ 1) ≥ 0.25, and has therefore expected value at most 1/p = 4 ∈ O(1). It follows that our construction algorithm terminates in O(n log n) expected time.
We use the technique described in Section 3.4 (subsection Speeding up LCE queries) in order to compute LCE queries with our structure, so that we only need φ q to be collision-free between text substrings whose lengths are powers of two. If we do not sample values 2 ⌈log 2 σ⌉·2 i mod q, 0 ≤ i < log 2 n, at each binary/exponential search step we have to compute one of them in O(log ℓ) time using the fast exponentiation algorithm. Using the collision-checking procedure described in Theorem 3 we obtain: Theorem 6. In O(n log n) expected time and O(n) words of space we can build a deterministic data structure taking n⌈log 2 σ⌉ bits of space and supporting extraction of any length-m text substring and LCE queries in O (m log σ/w) and O(log 2 ℓ) worst-case time, respectively.
If we sample values 2 ⌈log 2 σ⌉·2 i mod q (O(log n) words of additional space), LCE queries are supported in O(log ℓ) time. If we use using the collision-checking procedure described in Theorem 4 we obtain that the data structure of Theorem 6 can be built in O((n log n) 2 ) expected time and O(1) words of working space on top of the final structure.
Applications
The lexicographic order of two text suffixes can be easily computed by comparing the two characters following their longest common prefix. By combining our Monte Carlo data structure with any inplace O(n log n)-time comparison sorting algorithm, we obtain:
There exists an in-place algorithm to sort-with high probability of success-an arbitrary subset of k text suffixes in O(n + k log k · log 2 n) expected time.
The log 2 n term in the above time complexity can be lowered to log n by using O(log n) words of additional working space. To the best of our knowledge, Theorem 7 is the first in-place solution (with non-trivial running times) for the sparse suffix sorting problem, and improves the space of the state of the art [16, 17, 19, 20] .
Combining the above result with the collision-checking procedure of Theorem 5 we obtain:
Theorem 8. The suffix array SA of T can be computed in-place and O(n log 3 n) expected time, or in O(log n) words of working space and O(n log 2 n) expected time.
Theorem 8 does not improve the state of the art [21] , but represents a novel solution to the problem so we think it is worth mentioning.
A Appendix: proofs
Proof of Theorem 3 The idea is to check the property on strings of length 2 e by using the already-checked property on strings of length 2 e−1 . First, we build a data structure supporting the computation of φ q (T [i, . . . , j]) in constant time. To this end, we can use the structure described in the previous section, augmented with n words storing values 2 ⌈log 2 n⌉·i mod q, i = 0, . . . , n − 1 (to guarantee constant-time retrieval of powers of 2 modulo q). We start with e = 0 and repeat ⌊log 2 n⌋ + 1 times the following procedure, each time incrementing e by one. We use a hash (T [i j+1 , . . . , i j+1 + 2 e−1 − 1]) and φ q (T [i j + 2 e−1 , . . . , i j + 2 e − 1]) = φ q (T [i j+1 + 2 e−1 , . . . , i j+1 + 2 e − 1]) hold (constant time by using our structure to compute any φ q (T [i ′ , . . . , j ′ ])). Note that we already verified that φ q is collision-free over T 's substrings of length 2 e−1 , so both checks are deterministic. All lists in H store overall n − 2 e + 1 elements, therefore the procedure terminates in O(n) expected time. Since we have to repeat this for every non-negative integer e ≤ log 2 n, the overall expected time is O(n log n).
⊓ ⊔ Proof of Theorem 4 First, we build in-place and O(n) time the in-place data structure supporting the computation of φ q (T [i, . . . , j]) in O(log n) time described in Section 3.5. For e = 0, . . . , ⌊log 2 n⌋ we repeat the following procedure. For every i = 0, . . . , n − 2 e and j = i+1 . . . , n−2 e , if φ q (T [i, . . . , i+2 e −1]) = φ q (T [j, . . . , j +2 e −1]) then we check deterministically that the two substrings T [i, . . . , i + 2 e − 1] and T [j, . . . , j + 2 e − 1] are indeed equal with the same strategy used in the proof of Theorem 3 (i.e. we compare the fingerprints of their two halves of length 2 e−1 , or we just access the text if e = 0). If at least one of these comparisons fails, then there is a collision.
For every e ≤ log 2 n we perform Θ(n 2 ) comparisons, each requiring the computation of a KarpRabin fingerprint (O(log n) time). It follows that the overall time is O((n log n) 2 ). Analysis. For every e ≤ log 2 n we sort A (O(n log n) comparisons). Note that fingerprints have all the same length 2 e , so we only need to sample value 2 2 e mod q in order to speed up fingerprint computation (see Section 3.4-Speeding up LCE queries). Each comparison in the sorting algorithm requires the computation of two fingerprints and takes therefore constant time. We moreover need value 2 2 e−1 mod q to perform the deterministic collision check. Since 2 2 e mod q can be computed in constant time from 2 2 e−1 mod q, we need to reserve only two memory words for this sampling of powers of 2 modulo q (updating these two values every time e is incremented). ⊓ ⊔
