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1. Introduction
Throughout this paper, we assume that the reader has a basic knowledge of time scales and time-scale notations that
were first introduced by Hilger [1] and later refined in the monographs of Bohner and Peterson [2,3]. Let T > 0 be fixed and
T be a time scale with 0, T ∈ T. We are concerned with the existence of positive solutions of the boundary value problem
(BVP) on T consisting of the equation(
u1
n−1)∇ + λa(t)f (u) = 0, t ∈ (0, T )T, (1.1)
and the multi-point boundary condition (BC)
u1 i(0) =
m∑
j=1
αju1
i
(ξj), i = 0, . . . , n− 2,
u1n−1(T ) =
m∑
j=1
βju1
n−1
(ξj),
(1.2)
where λ > 0 is a parameter,m ≥ 1 and n ≥ 2 are integers, a : (0, T )T → [0,∞) and f : [0,∞)→ [0,∞) are continuous,
ξj ∈ [0, T ]T with 0 < ξ1 < · · · < ξm < ρn−1(T ), and αj, βj ∈ [0,∞) for j = 1, . . . ,m. By a positive solution of BVP (1.1),
(1.2), we mean a function u : [0, T ]T → (0,∞) satisfies (1.1) and (1.2).
Clearly, when n = 2, BVP (1.1), (1.2) reduces to the second order BVP consisting of the equation
u1∇ + λa(t)f (u) = 0, t ∈ (0, T )T, (1.3)
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and the multi-point BC
u(0) =
m∑
j=1
αju(ξj), u1(T ) =
m∑
j=1
βju1(ξj). (1.4)
When f (u) is positone (i.e., f ≥ 0), the existence of positive solutions of the second order BVP (1.3), (1.4), or some of
its variations, has been extensively investigated in [4–10]. In a recent paper [11], the present authors studied the higher
order BVP (1.1), (1.2) and established some uniqueness and dependence results for positive solutions. Here, we study the
semipositone BVP (1.1), (1.2) (i.e., f may take negative values) and find sufficient conditions under which BVP (1.1), (1.2)
has a positive solution when λ is small and large, respectively. Semipositone BVPs occur in models for steady-state diffusion
with reactions [12] and interest in obtaining conditions for the existence of positive solutions of such problems has been
ongoing for many years. For a small sample of such work, we refer the reader to the papers of Agarwal et al. [13], Anuradha
et al. [14], Graef and Kong [15], Lan [16], Ma [17], and Zhang et al. [18]. Our proofs are partly motivated by these works and
our results extend these works to the higher order BVP (1.1), (1.2) on a general time scale.
As applications of our results, we derive sufficient conditions for the existence of positive solutions of the BVP consisting
of the equation(
u1
n−1)∇ = λa(t)( k∑
i=1
uµi − d
)
, t ∈ (0, T )T, (1.5)
and BC (1.2), where k ≥ 1 is an integer, a : (0, T )T → [0,∞) is continuous, d ≥ 0, and µi ≥ 0 for i = 1, . . . , k.
The rest of this paper is organized as follows. In Section 2, we present our main results; the proofs of the main results
together with several technical lemmas are given in Section 3.
2. Main results
We need the following assumptions:
(H1) 0 <
∑m
j=1 αj < 1 and 0 ≤
∑m
j=1 βj < 1;
(H2)
∫ T
0 a(τ )∇τ <∞ and
m∑
j=1
αj
∫ ξj
0
(∫ T
r
a(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
)
1r > 0;
(H3) there existsM > 0 such that f (x) ≥ −M for x ∈ [0,∞);
(H4) limx→∞ f (x)/x = ∞;
(H5) limx→∞ f (x) = ∞ and limx→∞ f (x)/x = 0.
Now, we state our main results. Our first theorem concerns the case where λ is small and the second is for the case of λ
large.
Theorem 2.1. Assume that (H1)–(H4) hold. Then there exists λ¯ > 0 such that for λ ∈ (0, λ¯), BVP (1.1), (1.2) has at least one
positive solution.
Theorem 2.2. Assume that (H1)–(H3) and (H5) hold. Then there exists λ > 0 such that for λ ∈ (λ,∞), BVP (1.1), (1.2) has at
least one positive solution.
The following corollary is an immediate consequence of the above theorems.
Corollary 2.1. Assume that (H1) and (H2) hold.
(a) If there exists i1 ∈ {1, . . . , k} such that µi1 > 1, then there exists λ¯ > 0 such that BVP (1.5), (1.2) has at least one positive
solution for λ ∈ (0, λ¯).
(b) If µi < 1 for i = 1, . . . , k and there exists i2 ∈ {1, . . . , k} such that µi2 > 0, then there exists λ > 0 such that
BVP (1.5), (1.2) has at least one positive solution for λ ∈ (λ,∞).
3. Proofs of the main results
Recall that if I ⊆ R is an interval, then the characteristic function χ on I is given by
χI(t) =
{
1, t ∈ I,
0, t 6∈ I.
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Let
H(t, s) = 1
1−
m∑
j=1
αj
m∑
j=1
αjχ[0,ξj](s)+ χ[0,t](s). (3.1)
For i = 1, . . . , n− 2, recursively define Gi(t, s) as follows
G1(t, s) = H(t, s) and Gi(t, s) =
∫ T
0
H(t, τ )Gi−1(τ , s)1τ , i = 2, . . . , n− 2. (3.2)
We now present some lemmas. The first lemma gives some useful lower and upper estimates for Gn−2(t, s).
Lemma 3.1. The function Gn−2(t, s) satisfies
cn−2(s) ≤ Gn−2(t, s) ≤ dn−2(s) for t, s ∈ [0, T ]T,
where
cn−2(s) = c(s)
(∫ T
0
c(τ )1τ
)n−3
and dn−2(s) = d(s)
(∫ T
0
d(τ )1τ
)n−3
(3.3)
with
c(s) =
m∑
j=1
αjχ[0,ξj](s)
1−
m∑
j=1
αj
and d(s) =
m∑
j=1
αjχ[0,ξj](s)
1−
m∑
j=1
αj
+ 1.
Proof. For t, s ∈ [0, T ]T, from (3.1), we see that
m∑
j=1
αjχ[0,ξj](s)
1−
m∑
j=1
αj
≤ H(t, s) ≤
m∑
j=1
αjχ[0,ξj](s)
1−
m∑
j=1
αj
+ 1,
i.e.,
c(s) ≤ G1(t, s) = H(t, s) ≤ d(s). (3.4)
By (3.2) and (3.4), we have
c(s)
∫ T
0
c(τ )1τ ≤ G2(t, s) =
∫ T
0
H(t, τ )G1(τ , s)1τ ≤ d(s)
∫ T
0
d(τ )1τ .
Again from (3.2),
c(s)
(∫ T
0
c(τ )1τ
)2
≤ G3(t, s) =
∫ T
0
H(t, τ )G2(τ , s)1τ ≤ d(s)
(∫ T
0
d(τ )1τ
)2
.
For i = 1, . . . , n− 2, by (3.2) and induction, we can obtain that
c(s)
(∫ T
0
c(τ )1τ
)i−1
≤ Gi(t, s) =
∫ T
0
H(t, τ )Gi−1(τ , s)1τ
≤ d(s)
(∫ T
0
d(τ )1τ
)i−1
,
and the conclusion of the lemma follows. 
The next two lemmas provide the equivalent integral forms for some BVPs. Lemma 3.2 is an immediate consequence
of [5, Lemma 2.1].
Lemma 3.2. Let k ∈ Cld(0, T )T with k(t) ≥ 0 on (0, T )T and
∫ T
0 k(τ )∇τ <∞. Then the function u(t) is a solution of the BVP
u1∇ + k(t) = 0, t ∈ (0, T )T, (3.5)
u(0) =
m∑
j=1
αju(ξj), u1(T ) =
m∑
j=1
βju1(ξj), (3.6)
26 A. Dogan et al. / Computers and Mathematics with Applications 60 (2010) 23–35
if and only if
u(t) =
∫ t
0
A(s)1s+
m∑
j=1
αj
∫ ξj
0 A(s)1s
1−
m∑
j=1
αj
,
where
A(s) =
∫ T
s
k(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
k(τ )∇τ
1−
m∑
j=1
βj
.
Lemma 3.3. Let n ≥ 3 and k ∈ Cld(0, T )T with k(t) ≥ 0 on (0, T )T and
∫ T
0 k(τ )∇τ <∞. Then:
(a) The function u(t) is a solution of the BVP
u1
n−2 = k(t), t ∈ (0, T )T, (3.7)
u1
i
(0) =
m∑
j=1
αju1
i
(ξj), i = 0, . . . , n− 3, (3.8)
if and only if
u(t) =
∫ T
0
Gn−2(t, s)k(s)1s. (3.9)
(b) The function u(t) is a solution of the BVP consisting of the equation(
u1n−1
)∇ + k(t) = 0, t ∈ (0, T )T, (3.10)
and BC (1.2) if and only if
u(t) =
∫ T
0
Gn−2(t, s)wu(s)1s, (3.11)
where
wu(t) =
∫ t
0
Au(r)1r +
m∑
j=1
αj
∫ ξj
0 Au(r)1r
1−
m∑
j=1
αj
(3.12)
with
Au(r) =
∫ T
r
k(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
k(τ )∇τ
1−
m∑
j=1
βj
.
Proof. We begin with the following:
Claim: The function u(t) is a solution of the BVP
u1 = k(t) on (0, T )T, u(0) =
m∑
j=1
αju(ξj), (3.13)
if and only if
u(t) =
∫ T
0
H(t, s)k(s)1s. (3.14)
To show this, let u(t) is a solution of BVP (3.13). Delta integrating u1(t) = k(t) from 0 to t yields
u(t) = u(0)+
∫ t
0
k(s)1s = u(0)+
∫ T
0
χ[0,t](s)k(s)1s.
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Then, from the condition u(0) =∑mj=1 αju(ξj), we have
u(0) = u(0)
m∑
j=1
αj +
m∑
j=1
αj
∫ T
0
χ[0,ξj](s)k(s)1s
= u(0)
m∑
j=1
αj +
∫ T
0
m∑
j=1
αjχ[0,ξj](s)k(s)1s.
Thus,
u(0) =
∫ T
0
 1
1−
m∑
j=1
αj
m∑
j=1
αjχ[0,ξj](s)
 k(s)1s.
As a result, we have
u(t) =
∫ T
0
 1
1−
m∑
j=1
αj
m∑
j=1
αjχ[0,ξj](s)+ χ[0,t](s)
 k(s)1s
=
∫ T
0
H(t, s)k(s)1s,
i.e., (3.14) holds. On the other hand, it can be directly verified that u(t) defined by (3.14) satisfies (3.13). This proves the
claim.
To prove part (a), assume that u(t) is a solution of BVP (3.7), (3.8). Then, from the above claim, we have
u1
n−3
(t) =
∫ T
0
H(t, s)k(s)1s =
∫ T
0
G1(t, s)k(s)1s.
Applying the claim again, we obtain
u1
n−4
(t) =
∫ T
0
H(t, τ )
(∫ T
0
G1(τ , s)k(s)1s
)
1τ
=
∫ T
0
(∫ T
0
H(t, τ )G1(τ , s)1τ
)
k(s)1s
=
∫ T
0
G2(t, s)k(s)1s.
By induction, we see that
u1
n−k
(t) =
∫ T
0
Gk−2(t, s)k(s)1s, k = 3, . . . , n.
Hence,
u(t) =
∫ T
0
Gn−2(t, s)k(s)1s.
On the other hand, we can verify directly that u(t) defined by (3.9) satisfies (3.7) and (3.8). This proves part (a).
Finally, to prove (b), let u(t) be a solution of BVP (3.10), (1.2) and define wu(t) = u1n−2(t). Note that u1i(0) =∑m
j=1 αju1
i
(ξj), i = 0, . . . , n− 3, andwu ∈ Crd[0, T ]T. Then, by part (a), u(t) satisfies (3.11). Moreover, we have(
w1u
)∇ + k(t) = 0, t ∈ (0, T )T, (3.15)
wu(0) =
m∑
j=1
αjwu(ξj), w
1
u (T ) =
m∑
j=1
βjw
1
u (ξj). (3.16)
Lemma 3.2 then implies that (3.12) holds.
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Now let u(t) be given by (3.11). Then, by part (a),
u1
n−2 = wu(t), t ∈ (0, T )T,
u1
i
(0) =
m∑
j=1
αju1
i
(ξj), i = 0, . . . , n− 3,
and from Lemma 3.2, wu(t) satisfies (3.15), (3.16). Therefore, u(t) is a solution of BVP (3.10), (1.2). This proves (b) and
completes the proof of the lemma. 
The following two lemmas give some useful lower bounds for solutions of certain BVPs. Lemma 3.4 follows from
[5, Lemma 2.2].
Lemma 3.4. Assume that k ∈ Cld(0, T )T with k ≥ 0 on (0, T )T and u(t) is a solution of BVP (3.5), (3.6). Then
u(t) ≥ γ sup
s∈[0,T ]T
|u(s)| for t ∈ [0, T ]T,
where
γ =
m∑
j=1
αjξj(
1−
m∑
j=1
αj
)
T +
m∑
j=1
αjξj
> 0.
Lemma 3.5. Assume that k ∈ Cld(0, T )T with k ≥ 0 on (0, T )T and
∫ T
0 k(τ )∇τ <∞. Let u(t) be a solution of BVP (3.10), (1.2).
Then,
u(t) ≥ ρ sup
s∈[0,T ]T
|u(s)| for t ∈ [0, T ]T, (3.17)
where
ρ = γ
∫ T
0 cn−2(s)1s∫ T
0 dn−2(s)1s
> 0
with γ given in Lemma 3.4.
Proof. Letwu = u1n−2. Then, from (3.10),wu satisfies
w1∇u + k(t) = 0, t ∈ (0, T )T,
wu(0) =
m∑
j=1
αjwu(ξj), w
1
u (T ) =
m∑
j=1
βjw
1
u (ξj).
Applying Lemma 3.4 towu gives
wu(t) ≥ γ sup
s∈[0,T ]T
|wu(s)| for t ∈ [0, T ]T.
By Lemma 3.3(a) with k(t) = wu(t), we see that
u(t) =
∫ T
0
Gn−2(t, s)wu(s)1s.
Then, from Lemma 3.1, we have
u(t) ≥ γ sup
s∈[0,T ]T
|wu(s)|
∫ T
0
cn−2(s)1s
and
u(t) ≤ sup
s∈[0,T ]T
|wu(s)|
∫ T
0
dn−2(s)1s,
from which (3.17) follows. This completes the proof of the lemma. 
Lemma 3.6 below provides some information for solutions of another related BVP.
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Lemma 3.6. Assume that (H1) and (H2) hold, and let M be given in (H3). Then BVP consisting of the equation(
u1n−1
)∇ +Ma(t) = 0, t ∈ (0, T )T, (3.18)
and BC (1.2) has a unique solution φ(t). Moreover, there exists κ > 0 such that
φ(t) ≤ κ for t ∈ [0, T ]T.
Proof. From Lemma 3.3(b), it is easy to see that
φ(t) =
∫ T
0
Gn−2(t, s)w(s)1s
is the unique solution of BVP (3.18), (1.2), where
w(t) =
∫ T
0
A(r)1r +
m∑
j=1
αj
∫ ξj
0 A(r)1r
1−
m∑
j=1
αj
with
A(r) = M
∫ T
r
a(τ )∇τ +
M
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
1−
m∑
j=1
βj
.
Let
κ :=
∫ T
0
dn−2(s)w(s)1s > 0.
By Lemma 3.1, we have φ(t) ≤ κ on [0, T ]T, and this completes the proof of this lemma. 
Let the Banach space X := Cld[0, T ]T be endowed with the norm ‖u‖ = supt∈[0,T ]T |u(t)|. Define a cone K ⊂ X by
K = {u ∈ X : u(t) ≥ ρ‖u‖ on [0, T ]T} . (3.19)
For λ > 0, let vλ(t) = λφ(t), where φ(t) is the unique solution of BVP (3.18), (1.2). Consider the BVP consisting of the
equation(
u1n−1
)∇ + λa(t) [f ([u− vλ]∗)+M] = 0, t ∈ (0, T )T, (3.20)
and BC (1.2), where
[y(t)]∗ =
{
y(t), y(t) ≥ 0,
0, y(t) < 0.
Then, we have the following result concerning BVPs (1.1), (1.2) and (3.20), (1.2).
Lemma 3.7. Assume that BVP (3.20), (1.2) has a solution u(t) satisfying u(t) > vλ(t) on [0, T ]T. Then y(t) = u(t)− vλ(t) is a
positive solution of BVP (1.1), (1.2).
Proof. Clearly, y also satisfies (1.2) and y(t) > 0 on [0, T ]T. Since(
y1n−1
)∇ = (u1n−1)∇ − (v1λ n−1)∇
= −λa(t) [f (u− v)+M]+ λMa(t) = −λa(t)f (y),
for t ∈ (0, T )T, y(t) satisfies (1.1). Thus, the conclusion follows. 
The following lemma is the well known Krasnosel’skii fixed point theorem; see [19, Theorem 2.3.4.].
Lemma 3.8. Let X be a Banach space, and let K ⊂ X be a cone. Assume that Ω1, Ω2 are two bounded open subsets of X with
0 ∈ Ω1,Ω1 ⊂ Ω2, and let T : K ∩ (Ω2 \Ω1)→ K be a completely continuous operator such that either
(i) ‖Tu‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω1 and ‖Tu‖ ≥ ‖u‖ for u ∈ K ∩ ∂Ω2, or
(ii) ‖Tu‖ ≥ ‖u‖ for u ∈ K ∩ ∂Ω1 and ‖Tu‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω2.
Then T has a fixed point in K ∩ (Ω2 \Ω1).
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Proof of Theorem 2.1. We first prove the theorem when n ≥ 3. By Lemma 3.7, it suffices to show that BVP (3.20), (1.2) has
a solution u(t) satisfying u(t) > vλ(t) on [0, T ]T. To this end, for any λ > 0, we define an operator T : K → X by
Tu(t) = λ
∫ T
0
Gn−2(t, s)w∗u(s)1s, (3.21)
where
w∗u(s) =
∫ s
0
A∗u(r)1r +
m∑
j=1
αj
∫ ξj
0 A
∗
u(r)1r
1−
m∑
j=1
αj
(3.22)
with
A∗u(r) =
∫ T
r
a(τ )
[
f
([u(τ )− vλ(τ )]∗)+M]∇τ +
m∑
j=1
βj
∫ T
ξj
[a(τ )f ([u(τ )− vλ(τ )]∗)+M]∇τ
1−
m∑
j=1
βj
. (3.23)
Then, we see that(
(Tu)1
n−1)∇ + λa(t)[f ([u− vλ]∗)+M] = 0, t ∈ (0, T )T,
(Tu)1
i
(0) =
m∑
j=1
αj(Tu)1
i
(ξj), i = 0, . . . , n− 2,
(Tu)1
n−1
(T ) =
m∑
j=1
βj(Tu)1
n−1
(ξj).
Thus, from (H3) and Lemma 3.5, we have Tu(t) ≥ ρ‖Tu‖ on [0, T ]T. Hence, T (K) ⊆ K . From Lemma 3.3(b), we see that
finding a fixed point of T is equivalent to finding a solution of BVP (3.20) (1.2). Moreover, by a standard argument, it is easy
to verify that T is completely continuous.
In the remainder of the proof, let
0 < λ < λ¯ := min

ρ
κ
,
(
1−
m∑
j=1
αj
)(
1−
m∑
j=1
βj
)
TC
∫ T
0 a(τ )∇τ
∫ T
0 dn−2(s)1s
 . (3.24)
Let
Ω1 = {u ∈ X : ‖u‖ < 1}
and
C = max
x∈[0,1]
f (x)+M.
Then, for u ∈ K ∩ ∂Ω1, 0 ≤ [u(τ )− vλ(τ )]∗ ≤ u(τ ) ≤ ‖u‖ = 1 on [0, T ]T. Thus, from (3.23),
A∗u(r) = C
∫ T
r
a(τ )∇τ +
C
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
1−
m∑
j=1
βj
≤ C
1+
m∑
j=1
βj
1−
m∑
j=1
βj

∫ T
0
a(τ )∇τ = C
∫ T
0 a(τ )∇τ
1−
m∑
j=1
βj
.
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Combing this with (3.22) yields
w∗u(s) ≤
TC
∫ T
0 a(τ )∇τ
1−
m∑
j=1
βj
+
m∑
j=1
αjξj
1−
m∑
j=1
αj
C
∫ T
0 a(τ )∇τ
1−
m∑
j=1
βj
≤ TC
∫ T
0 a(τ )∇τ
1−
m∑
j=1
βj
1+
m∑
j=1
αj
1−
m∑
j=1
αj

= TC
∫ T
0 a(τ )∇τ(
1−
m∑
j=1
αj
)(
1−
m∑
j=1
βj
) .
From Lemma 3.1, (3.21), and (3.24), we have
Tu(t) ≤ λTC
∫ T
0 a(τ )∇τ
∫ T
0 dn−2(s)1s(
1−
m∑
j=1
αj
)(
1−
m∑
j=1
βj
) ≤ 1 = ‖u‖ on [0, T ]T.
Thus,
‖Tu‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω1. (3.25)
In view of (H1) and (H2), we can choose L > 0 large enough so that
λρL
∫ T
0
cn−2(s)1s
m∑
j=1
αj
∫ ξj
0
(∫ T
r
a(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
)
1r ≥ 2. (3.26)
By (H4), there exists N > 0 such that
f (x) ≥ Lx for x ∈ [N,∞). (3.27)
Let R > 0 satisfy
R > max
{
1,
2κλ
ρ
,
2N
ρ
}
and define
Ω2 = {u ∈ X : ‖u‖ < R}.
Then, for u ∈ K ∩ ∂Ω2, from Lemma 3.6 and (3.19), we have
u(t)− vλ(t) = u(t)− λφ(t) ≥ u(t)− λκ ≥ u(t)− κλ
ρR
u(t) ≥ 1
2
u(t) on [0, T ]T,
which in turn implies that
u(t)− vλ(t) ≥ 12ρ‖u‖ =
1
2
ρR > N on [0, T ]T.
Thus, from (3.27),
f ([u(t)− vλ(t)]∗) = f (u(t)− vλ(t))
≥ L(u(t)− vλ(t)) ≥ 12ρLR on [0, T ]T.
Then, from (3.23), it follows that
A∗u(r) ≥
1
2
ρLR

∫ T
r
a(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
1−
m∑
j=1
βj

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≥ 1
2
ρLR
(∫ T
r
a(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
)
.
Hence, by (3.22), we see that
w∗u(s) ≥
1
2
ρLR
m∑
j=1
αj
∫ ξj
0
(∫ T
r a(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
)
1r
1−
m∑
j=1
αj
≥ 1
2
ρLR
m∑
j=1
αj
∫ ξj
0
(∫ T
r
a(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
)
1r.
By Lemma 3.1, (3.21), and (3.26), we obtain that
Tu(t) ≥ 1
2
λρLR
∫ T
0
cn−2(s)1s
m∑
j=1
αj
∫ ξj
0
(∫ T
r
a(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
)
1r
≥ R = ‖u‖ on [0, T ]T.
Thus,
‖Tu‖ ≥ ‖u‖ for u ∈ K ∩ ∂Ω2. (3.28)
From (3.25), (3.28), and Lemma 3.8, T has a fixed point u ∈ K ∩ (Ω2 \Ω1). Moreover, by (3.19), Lemma 3.6, and (3.24), we
have
u(t) ≥ ρ‖u‖ ≥ ρ > κλ > λφ(t) = vλ(t) on [0, T ]T.
This finishes the proof of the theorem for the case n ≥ 3. If n = 2, Lemma 3.2 is used, instead of Lemma 3.3(b), to define an
operator T whose fixed point is a solution of BVP (3.20), (1.2). The idea of the proof is essentially the same as for n ≥ 3. In
fact, the proof is relatively simpler when n = 2. We omit the details here. This completes the proof of the theorem. 
Proof of Theorem 2.2. We will only give the details of the proof in the case n ≥ 3. The proof when n = 2 is similar. Let
the cone K and the completely continuous operator T again be defined by (3.19) and (3.21), respectively. Then, as above,
T (K) ⊆ K for λ > 0. Let
B = 2κ
ρ
[∫ T
0
cn−2(s)1s×
m∑
j=1
αj
∫ ξj
0
(∫ T
r
a(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
)
1r
]−1
, (3.29)
where κ is given in Lemma 3.6. Then, from (H5), there exists C > 0 such that
f (x) ≥ B for x ∈ (C,∞). (3.30)
In what follows, let
λ > λ := κ−1C
be fixed. Define
Ω3 =
{
u ∈ X : ‖u‖ < 2κλ
ρ
}
.
Then, for u ∈ K ∩ ∂Ω3,
u(t)− vλ(t) = u(t)− λφ(t) ≥ ρ‖u‖ − κλ = 2κλ− κλ = κλ > C .
Thus, from (3.30),
f ([u(t)− vλ(t)]∗) = f (u(t)− vλ(t)) ≥ B.
Hence, from (3.23),
A∗u(r) ≥ B

∫ T
r
a(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
1−
m∑
j=1
βj
 .
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Then, by (3.22), we see that
w∗u(s) ≥ B
m∑
j=1
αj
∫ ξj
0
(∫ T
r a(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
)
1r
1−
m∑
j=1
αj
≥ B
m∑
j=1
αj
∫ ξj
0
(∫ T
r
a(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
)
1r.
By Lemma 3.1, (3.21), and (3.29), we obtain that
Tu(t) ≥ λB
∫ T
0
cn−2(s)1s
m∑
j=1
αj
∫ ξj
0
(∫ T
r
a(τ )∇τ +
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
)
1r
= 2κλ
ρ
= ‖u‖ on [0, T ]T.
Thus,
‖Tu‖ ≥ ‖u‖ for u ∈ K ∩ ∂Ω2. (3.31)
Let F(x) = f (x)+M for x ∈ [0,∞). In the following, we now consider two cases.
Case 1. F(x) is bounded on [0,∞). Then, there exists D > 0 such that F(x) ≤ D on [0,∞). Choose R1 large enough so that
R1 ≥ λTD
∫ T
0 a(τ )∇τ
∫ T
0 dn−2(s)1s(
1−
m∑
j=1
αj
)(
1−
m∑
j=1
βj
) . (3.32)
For u ∈ K with ‖u‖ = R1, (3.23) yields
A∗u(r) ≤ D
∫ T
r
a(τ )∇τ +
D
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
1−
m∑
j=1
βj
≤ D
1+
m∑
j=1
βj
1−
m∑
j=1
βj

∫ T
0
a(τ )∇τ = D
∫ T
0 a(τ )∇τ
1−
m∑
j=1
βj
.
Then, (3.22) implies that
w∗u(s) ≤
TD
∫ T
0 a(τ )∇τ
1−
m∑
j=1
βj
+
m∑
j=1
αjξj
1−
m∑
j=1
αj
D
∫ T
0 a(τ )∇τ
1−
m∑
j=1
βj
≤ TD
∫ T
0 a(τ )∇τ
1−
m∑
j=1
βj
1+
m∑
j=1
αj
1−
m∑
j=1
αj

= TD
∫ T
0 a(τ )∇τ(
1−
m∑
j=1
αj
)(
1−
m∑
j=1
βj
) .
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Thus, from Lemma 3.1, (3.21), and (3.32), we have
Tu(t) ≤ λTD
∫ T
0 a(τ )∇τ
∫ T
0 dn−2(s)1s(
1−
m∑
j=1
αj
)(
1−
m∑
j=1
βj
) ≤ R1 = ‖u‖ on [0, T ]T,
i.e., ‖Tu‖ ≤ ‖u‖.
Case 2. F(x) is unbounded on [0,∞). Choose η > 0 small enough so that
ηλT
∫ T
0 a(τ )∇τ
∫ T
0 dn−2(s)1s(
1−
m∑
j=1
αj
)(
1−
m∑
j=1
βj
) ≤ 1. (3.33)
From (H5), we see that limx→∞ F(x)/x = 0. Then, there exists E > 0 such that
F(x) < ηx for x ∈ [E,∞). (3.34)
Since F(x) is unbounded on [0,∞), there exists R2 > max{2λκ/ρ, R1, E} such that
F(x) ≤ F(R2) for x ∈ [0, R2]. (3.35)
Then, for u ∈ K with ‖u‖ = R2, 0 ≤ [u(τ )− vλ(τ )]∗ ≤ u(τ ) ≤ R2 on [0, T ]T. Thus, from (3.23) and (3.35), we have
A∗u(r) = F(R2)
∫ T
r
a(τ )∇τ +
F(R2)
m∑
j=1
βj
∫ T
ξj
a(τ )∇τ
1−
m∑
j=1
βj
≤ F(R2)
1+
m∑
j=1
βj
1−
m∑
j=1
βj

∫ T
0
a(τ )∇τ = F(R2)
∫ T
0 a(τ )∇τ
1−
m∑
j=1
βj
.
This, together with (3.22) and (3.34), implies that
w∗u(s) ≤
TF(R2)
∫ T
0 a(τ )∇τ
1−
m∑
j=1
βj
+
m∑
j=1
αjξj
1−
m∑
j=1
αj
F(R2)
∫ T
0 a(τ )∇τ
1−
m∑
j=1
βj
≤ TF(R2)
∫ T
0 a(τ )∇τ
1−
m∑
j=1
βj
1+
m∑
j=1
αj
1−
m∑
j=1
αj

= TF(R2)
∫ T
0 a(τ )∇τ(
1−
m∑
j=1
αj
)(
1−
m∑
j=1
βj
)
≤ ηTR2
∫ T
0 a(τ )∇τ(
1−
m∑
j=1
αj
)(
1−
m∑
j=1
βj
) .
Thus, from Lemma 3.1, (3.21), and (3.33), we have
Tu(t) ≤ ηλTR2
∫ T
0 a(τ )∇τ
∫ T
0 dn−2(s)1s(
1−
m∑
j=1
αj
)(
1−
m∑
j=1
βj
) ≤ R2 = ‖u‖ on [0, T ]T,
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i.e., ‖Tu‖ ≤ ‖u‖.
Hence, in both cases, if we let
Ω4 = {u ∈ X : ‖u‖ < R4},
then
‖Tu‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω4. (3.36)
From (3.31), (3.36), and Lemma 3.8, T has a fixed point u ∈ K ∩ (Ω4 \Ω3). Moreover, by (3.19) and Lemma 3.6, we have
u(t) ≥ ρ 2κλ
ρ
= 2κλ > κλ ≥ λφ(t) = vλ(t) on [0, T ]T.
This completes the proof of the theorem. 
Proof of Corollary 2.1. Conclusions (a) and (b) follow directly from Theorems 2.1 and 2.2, respectively. 
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