We investigate the feasibility of using correlation-based methods for estimating the spatial location of distributed receiving nodes in an indoor environment. Our algorithms do not assume any knowledge regarding the transmitter locations or the transmitted signal, but do assume that there are ambient signal sources whose location and properties are, however, not known.
I. INTRODUCTION
Indoor localization is a long-standing open problem in wireless communications [1] , particularly in wireless sensor networks [2] . Localization techniques in non-line-of-sight indoor environments face two major challenges: (i) multipath from rich scattering makes it difficult to identify the direct path, limiting thus the use of distance estimation based on time-delay-ofarrival (TDOA) methods; (ii) the strongly changing propagation loss due to shadowing impairs distance estimation based on the received signal strength (RSS).
In both kinds of algorithms, TDOA and RSS, nodes can estimate their own location relative to several "anchor nodes" acting as transmitters. This is commonly done by estimating the distances to the anchor nodes and subsequently using triangularization for position estimation.
The estimation of the TDOA is done either by round-trip time estimation [3] , the transmission of specific training sequences [4] , or simply by detecting the first peak of the received signal [5] .
Ultra-wide band communications are specifically suited for TDOA distance estimation because of the large available bandwidth [6] .
Many publications discuss RSS-based distance estimation. The work presented in [7] provides a comprehensive overview of an actual implementation using WiFi hotspots in a self-configuring network.
Another technique described in [8] is using spatial signatures for localization. However, this requires multiple antennas at the nodes and a database of spatial locations. Moreover, this technique is bound to specific antenna requirements.
In other fields, correlation-based methods [9] have been widely used to estimate the speed of seismic waves and even for earth-quake prediction [10] . The idea there is to cross correlate seismic noise signals from sensors deployed in a wide area so as to estimate the travel time of the seismic waves from one sensor to the other. Given the sensor locations, the wave speed can be estimated using travel time tomography.
Contribution
We investigate here the feasibility of passive, correlation-based indoor radio localization. In contrast to the previous works, we consider both the source positions and the source signals to be unknown. We just require that there are ambient signals present. The receiving nodes estimate their distances to other nodes in a three step procedure: (i) first, all nodes are receiving and storing ambient signals, (ii) the nodes communicate their received signals to other nodes, (iii) the nodes estimate the pairwise distances between them by cross correlating their received signals and identifying peaks in the cross-correlation function. If the ambient signals have sufficient spatial diversity, then the peaks of the cross correlations provide a robust estimate of the distance between the two receiving antennas. By doing this for all pairs of receiving nodes, we construct an approximate map of their locations using weighted least squares methods, in particular multidimensional scaling (MDS) [11] , [12] .
We validate the algorithms with data from a recently conducted radio measurement campaign in an indoor environment, using the RUSK Stanford multi-antenna radio channel sounder with a center frequency of 2.45 GHz and bandwidth of 240 MHz [13] . We set up eight receive antennas at specified positions in the room, while eight transmit antennas were used to generate the ambient signals.
The strongly scattering nature of the indoor environment makes the pairwise distance estimation challenging. However, in contrast to other localization methods, multipath from rich scattering is now both helpful and harmful for distance estimation. While multipath increases spatial diversity, it also leads to additional peaks in the correlation function. The main feature in this work is the proper treatment and utilization of the beneficial properties of rich multipath while controlling its negative effects. To achieve this goal, we propose statistical peak-selection algorithms that significantly increases the localization accuracy.
We demonstrate, therefore, that passive, correlation-based radio localization is feasible in wireless indoor environments.
Organization The paper is organized as follows. Section II provides a brief motivation for using correlation-based methods for distance estimation. In Section III we consider the problem of travel time estimation using cross correlations. Section IV presents different approaches for improving the pairwise travel-time estimation based on correlation-based methods. In Section V, we discuss the use of MDS for jointly improving the distance estimates when taking into account data from all pairs. Section VI discusses the results from applying our algorithms to the measured data. With Section VII we conclude the paper. Appendix A provides a brief description of the measurement data we use in this paper.
II. MOTIVATION FOR THE USE OF CROSS CORRELATIONS IN DISTANCE ESTIMATION
We start out with a simple example. Consider a line-of-sight environment, as shown in Figure 1 .
A single source emits a pulse s(τ ) = δ(τ ), while two receivers record the signals r 1 (τ ) and r 2 (τ ), 
and r 2 (τ ) = γ 2 δ(τ − τ 2 ), where τ k denotes the delay lag from the source to the kth receiver, and γ k denotes the path loss of the signal. By cross correlating the two received signals,
we see that the resulting cross correlation is a pulse at the delay difference ∆τ = τ 1 − τ 2 . This also holds for arbitrary source signals, as long as they have certain auto-correlation properties, as shown in the next section.
By finding the peak in the received signals cross correlation, we can estimate the distance between the receivers asd = ∆τ c 0 , with c 0 indicating the speed of light. When the transmitter is on a straight line going through the two receivers, this estimated distance is the exact distance between the nodes [9] . However, when there is an angle α between the direction of the plane wave front and the straight line between the receivers, the distance estimate will gived = d | cos(α)|, which carries a systematic error.
Since we do not know the position of the source, we cannot correct for this systematic error, but we can quantify its distribution. For this we make the following assumptions: (i)
we consider horizontal wave propagation only, since it is predominant in indoor environments;
(ii) all directions of the transmitted signals are equally likely, i.e. α is distributed uniformly,
. So, we can calculate the probability density function of the estimated distance, pd(d) by transformation of the random variable α as
and also obtain its cumulative distribution function
which is shown in Figure 2 . It turns out that in 50% of all cases, our distance estimation error is less than 30% (indicated by the dashed lines).
While basing the distance estimation on a single plane wave is questionable because of the rather large systematic error, real radio propagation environments provide diversity by multiple sources and by multipath. The receiver cross correlation will therefore have multiple peaks, which provide more information about the propagation environment, which improves distance estimation. The way to exploit this signal diversity and how to obtain a robust distance estimate is the topic of the rest of this paper.
To provide another motivation as to why cross correlations can be used for travel time estimation, we'll briefly review results for cross correlations in a homogeneous environment [9] , [14] , [15] . Let r 1 (t) and r 2 (t) denote the time-dependent wave fields recorded by two sensors at 
jωr/c dω
The time derivative of the cross correlation function is
These two terms correspond to the forward and backward (symmetrized in time)impulse response function between the two receivers. From the peaks of these functions, one can deduce the travel time between sensors x 1 and x 2 . This result has been shown to extend to scattering media as well [9] , where the delta functions on the right are replaced by the time dependent Green's function (channel transfer function) between the two receivers.
Based on this motivation, the theory indicates that the peak of the derivative of the cross correlation function is a good estimate of the travel time. However, due to the strongly scattering medium, the cross correlation is not smooth and has many peaks making the derivative computation unreliable. Instead we use the other motivation and use the peaks from the cross correlation function to estimate the travel time (and distance).
III. COMPUTATION OF CROSS CORRELATIONS
This section describes the computation of the cross correlations using a more complex setting with multiple sources, including scattering in the environment. A finite number of L sources,
where t denotes absolute time (assuming block transmission), and τ denotes the delay lag. For example, white noise signals fulfill these properties asymptotically, when τ → ∞. We assume that the channel stays constant within the transmission of a block and then changes due to fading.
A number of K receivers, R k , k = 1 . . . K, records their respective received signals r k (t, τ ) from these multiple random sources, i.e.
where h kl (t, τ ) denotes the time and frequency selective radio channel from the lth source to the kth receiver.
The cross correlation function (CCF) between two received signals at time t is
which can be written as
when the source signals fulfill the condition in (4). This CCF provides information about the delay lag between the two receivers R k and R k ′ as discussed in the previous section.
When applying this method to radio channel measurements, the CCF can be averaged over all measured time instants T (i.e. averaging over fading variations of the channel) bŷ
For the actual implementation, all convolutions and correlations in delay domain are implemented as multiplications in frequency domain.
It is well known [9] that for an infinite number of (uncorrelated) orthogonal sources, spatially distributed uniformly over all solid angles in 3-D, the resulting CCF has a rectangular shape, centered at zero and having a width of 2d/c 0 . Since in our measurements (cf. Appendix A)
only eight transmitting antennas contribute to the signal recorded at each receiving antenna, we rely on sufficient scattering in the medium for enhancement of directional diversity. This leads to a trade-off between two effects: (i) Multipath increases the signal diversity and thus creates peaks in the CCF that better represent the true distance, but (ii) multipath also generates "wrong"
(additional) peaks from propagation paths that do not directly travel through the receivers, which in turn reduce the accuracy of distance estimation.
An example of a CCF evaluated from our measurements (cf. Appendix A) is shown in Figure 3 .
We observed a strong directionality of the impinging radio waves, which leads to peaks at various distances. The true distance of 4.9 m, indicated by the dashed lines, is clearly visible as a peak in the CCF. However, other strong peaks are also present. Because of these multiple peaks, which sometimes dwarf the accurate peaks, a more elaborate distance estimation method is necessary.
IV. IMPROVED DISTANCE ESTIMATION METHOD
The distance estimation can be improved in three ways: (i) using short-time estimates of the CCF, (ii) using multiple peaks from the CCF for distance estimation, and (iii) using relative weighting on the peaks from the CCF to distinguish between peaks of comparable height (power).
A. Short-time estimates of the CCF
The long-time averaging applied in the original approach in (7) may reduce information about the propagation environment. By using the short-time estimates of the CCF from (5), individual differences in the propagation environment, caused by fading, can be utilized to improve the distance estimation as follows.
B. Multiple peaks for distance estimation
As motivated in Section II, the distance between two receivers is proportional to the propa-
whered k,k ′ andτ k,k ′ denote the distance estimate and travel time estimate, respectively.
A direct way to estimate the delay between two receivers is to identify the largest peak in their CCF. This approach does not perform well in multipath environments as we will show in 
we identify the position of the strongest peak,
and build a histogram of these delays, p(τ k,k ′ (t)). Note that the CCF has both positive and negative values, so we take the absolute value of the estimated delay. The distance is then estimated by the highest frequency of occurrence, i.e.
This method is on average equivalent to using the long-term CCF, computed from the full time record.
b) Approach 2: Average of strongest peaks: As in (9), we identify the position of the strongest peak. The distance estimate is given by the mean over the delays of the strongest peak,
c) Approach 3: Histogram of multiple strong peaks: In this approach, we take multiple peaks of the correlation function into account, in addition to the strongest one. The problem is how to choose, that is, which peaks should be selected.
We use a statistical approach as follows: The CCF is sorted according tô
with M denoting the number of resolved delays in the CCF. From this sorting, we use p = 0.5% of the delays having the strongest CCF values, i.e.
which corresponds to taking the top 4 peaks in our data set.
All selected delays of all time instants, T t=1τ k,k ′ (t), are collected in a histogram as p ∪ (τ k,k ′ ). In this approach, we use the delay with the maximum number of occurrences over all time instants, i.e.τ
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withτ k,k ′ (t) defined in (13).
C. Cross-Correlations with weights
To improve the distance estimation even further, we propose to distinguish between dominant peaks and peaks of similar amplitude. For this reason, we weigh the peaks based on their relative amplitude.
We used two ways for the different methods described above: For the single-peak method (Approaches 1 and 2), we assigned a weight to each peak equal to the ratio of its amplitude over the second largest peak's amplitude,
The multiple-peak methods (Approaches 3 and 4) are using N = ⌊pM⌋ peaks, so we assigned a weight to each peak equal to the ratio between its amplitude over the Nth largest peak's amplitude,
The means and histograms are now the ones with weighted means and weighted histograms, respectively.
The four approaches, combined with the inclusion of weights, provide different estimates of the distances between all receiving nodes. These distances are estimated individually for all combinations of receiver pairs. The estimates can subsequently be improved taking geometrical considerations into account as shown in the next section.
V. MULTIDIMENSIONAL SCALING
Multidimensional scaling algorithms are statistical techniques that take in a set of pairwise similarities and assign them locations in space, often for visualization purposes [11] , [12] . June 
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In our problem, the input is the distance estimates between all receiver pairs. Multi-dimensional scaling improves these individual distance estimates. We obtain, in addition, estimates of the receiver positions, when introducing a few more assumptions as stated below.
In MDS we have the following least-squares optimization problem
whered k,k ′ are the provided distance estimates, λ k,k ′ are weights, || · || 2 is the Euclidean distance, and {R k } is the set of locations of the receivers {R k }. In our problem we assume the locations to lie in R 2 . As we will show in the next section, the error in our pairwise distance estimates is correlated to the distance estimates themselves. Thus, a natural weighting is λ k,
We found that α = 1 produced the smallest error. To solve this optimization problem, we used the algorithm given in [16] .
The results are sensitive to the initial guess, so we used the following procedure to compute our initial position estimate [17] : 1) To fix our initial anchor we first choose the receiving antenna R k(1) that has the smallest average estimated distance from the other receiving antennas and anchor it at the origin, i.e. R k(1) = (0, 0).
2) The second anchor R k(2) is then chosen to be the one with the smallest estimated distance from the first anchor and is anchored at R k(2) = (d k(1)k(2) , 0).
3) The third anchor R k(3) is then chosen to be the one with the smallest estimated distance from anchors R k(1) and R k (2) and anchored at the point in the first quadrantd k 1 k 3 from
Should the third anchor fall on a line with the first two anchors, the triangle inequality is not valid and the space not properly spanned. In this case, another third anchor is chosen.
4) The rest of the receiving antennas are placed using the iterative least-squares triangulation procedure in [17] .
VI. RESULTS
We applied our localization methods to indoor radio channel measurements described in Appendix A. The nodes were set up in two squares as shown in Figure 8 . We estimated the distance between all pairs of nodes using the four approaches, with and without the peak weighting, and calculated the distance estimation error.
First, we compare the performance of the pairwise distance estimation methods. Among the four different methods presented in Section IV-B, Approach 4 (average of multiple strong peaks, denoted by "multi-peak mean") worked best. We also assess the performance of this approach with and without weighting as introduced in Section IV-C. As reference to with which to compare we use the long-time average peak method, i.e. selecting the strongest peak out of the averaged long-time CCF given in (7).
A scatter plot of the true distance versus the estimated distance for these approaches is shown in Figure 4 . The multi-peak mean methods, with and without weighting, perform almost equally well. The interesting fact noted here is that for larger true distances, the distance estimation error becomes larger. This effect can be easily explained by the underlying wave propagation:
Our approach needs strong waves traveling through the receiver pair. When the receivers are far apart, the probability of a direct wave from one to the other becomes much lower. This is also the reason why the long-time average peak method performs so badly. The distance between the nodes is strongly underestimated. Only when making use of fading, i.e. diversity in time, the distance estimates become reliable.
The empirical cdfs of the distance estimation errors are shown by the dashed lines in Figure 5 .
Using only the peak of the averaged long-time CCF performs worst, by far, because it does not use the diversity in time. In contrast, averaging over multiple strong peaks ("multi-peak mean"), significantly lowers the distance estimation error.
Weighting of the peaks brings only small improvements, particularly in the low-error regime.
The reason for this is the following. Nodes pairs that are close to each other are more likely to have a strong peak indicating their true distance. This strong peak can be amplified, which the weighting does. For node pairs with larger distance between each other, multiple peaks with similar strength occur. In this case, weighting does not help much, as seen in the results.
Next, we used MDS to improve the distance estimation and to obtain position estimates.
By the weights introduced in the MDS 1 , we make use of the correlation between the distance estimation and its error. Again looking at Figure 5 we see that the solid lines demonstrate the advantageous effect of MDS. The distance estimation error is improved by 1.1 meters at the 80% level in the error CDF, at the cost of a larger error of 0.4 meters at the 20% level. Using just the peak of the averaged long-time CCF introduced quite large errors. Since this method strongly underestimates distances, it provides unreliable data, which MDS is not able to correct any more.
With the measurement bandwidth of 240 MHz, our theoretical resolution is limited to an accuracy of c/B = 1.25 meters. Our final results produced an average pairwise distance estimation error of 1.84 meters. Moreover, the distance estimation errors of half of our 28 receiving antenna pairs were below the resolution limit, which is again an effect of using the diversity offered by the time variations in the channel.
We also present the results of the location estimation. In Figure 6 , the localization results Looking at the position estimates when using only the long-time average peak in Figure 7 , the results seem questionable. Some distances are strongly underestimated as already seen in Figure 4 . In this approach, reliable position estimation becomes impossible. This clearly demonstrates that multipath must not be ignored, but needs to be utilized to enable acceptable distance estimation.
VII. CONCLUSIONS
In this paper we consider the feasibility of radio localization in a rich-scattering indoor environment using correlation-based techniques.
We presented a systematic way to use peaks in the cross correlations of the received signals for computing pairwise distance estimates and spatial location estimates for a passive network of wireless receiving nodes (sensors). The robustness of the estimation is enhanced by multipath due to scattering but its accuracy is diminished by it. The increased signal diversity improves the estimation robustness, while generating many peaks in the cross correlations. To enhance inter receiver (sensor) distance estimation, we consider two approaches: (i) statistical methods that utilize multipath effects by taking into account multiple fading realizations of the channel,
(ii) multi-dimensional scaling algorithms that take advantage of the geometric pattern of the receiving node locations and giving improved estimates of both the distance between them and of their position.
We demonstrated the feasibility of our approach using measurements in a cubicle-style office environment. The radio channels between eight transmitters and eight receivers were measured using the RUSK Stanford channel sounder, operating at 2.45 GHz with a bandwidth of 240
MHz. The experimental equipment is special and favors our localization approach. A more realistic implementation would of course require the consideration of several practical aspects, including timing synchronization and information exchange between the receiver nodes, and optimal selection of the radio band for providing enough ambient signal strength. However, using our equipment, we have demonstrated the feasibility of correlation-based radio localization techniques.
Despite the lack of a large number of transmitting antennas, we were able utilize the spatial diversity of the strongly scattering room by using our improved estimation methods. The main result is that we were able to estimate spatial antenna locations with less than 2 meters error when the theoretical resolution limit is 1.25 meters.
APPENDIX

A. Measurements
In this paper we use channel measurements obtained during the Stanford July 2008 Radio Channel Measurement Campaign. More details on the full campaign can be found in [13] . In this appendix, we briefly summarize the most important features of the measurement setup.
1) Environment:
To provide good input data for our localization algorithms, we set up the test environment as shown in Figure 8 . We took measurements in a cubicle-style office environment with rich scattering due to the metallic frames of the cubicles and highly reflective walls. The room size was around 34 m × 12 m. Eight receivers were placed in two squares, while the transmitters were positioned at the outer walls. To simulate real time-variant environments, people were moving in the room while the measurements were being recorded. to estimate the pairwise distance using cross correlations: average of multiple peaks ("multi-peak mean"), weighted average of multiple peaks ("weighted multi-peak mean"), and, for reference, the peak of the averaged long-time CCF ("long-time average peak"). 
2) Measurement Equipment
