In the past years there has been a growing demand for precise earthquake locations for seismotectonic and seismic hazard studies. Recently this has become possible because of the development of sophisticated location algorithms, as well as hardware resources. This is expected to lead to a better insight of seismicity in the near future. A well-known technique, which has been recently used for relocating earthquake data sets is the double difference algorithm. In its original implementation it makes use of a one-dimensional ray tracing routine to calculate seismic wave travel times. We have modified the implementation of the algorithm by incorporating a three-dimensional velocity model and ray tracing in order to relocate a set of earthquakes in the area of the Mygdonia Basin (Northern Greece). This area is covered by a permanent regional network and occasionally by temporary local networks. The velocity structure is very well known, as the Mygdonia Basin has been used as an international test site for seismological studies since 1993, which makes it an appropriate location for evaluating earthquake location algorithms, with the quality of the results depending only on the quality of the data and the algorithm itself. The new earthquake locations reveal details of the area's seismotectonic structure, which are blurred, if not misleading, when resolved by standard (routine) location algorithms.
INTRODUCTION
Location is the first step that comes naturally in the study of earthquakes and reliable location is necessary for all kinds of seismological research. Today, as the development of new techniques and the advance of hardware resources allow it, the earthquake location problem is being reviewed. All modern location techniques originate in Geiger's method (Geiger 1912) . This is based on first order Taylor series, that is, on the sufficiently valid hypothesis that a perturbation of the source parameters (spatial coordinates and origin time) and the resulting perturbation of the arrival times of seismic waves are linearly related. Geiger's method became of practical interest in the late 1960s and early 1970s, when the use of computers started to spread. The algorithm was then implemented in computer programs, notably HYPOLAYR (Eaton 1969 ) and HYPO71 (Lee & Lahr 1972) .
A major development in earthquake location was the introduction of the double-difference algorithm (Waldhauser & Ellsworth 2000) , which is also based on Geiger's algorithm but instead of using perturbations of arrival times (i.e. the difference between expected and observed arrival times), it employs the difference of the perturbations in arrival times from two events which occurred close to each other in space. The notion of the difference between events of the difference between expected and observed arrival times gave the name to the double-difference algorithm. It must be noted that developments towards relative earthquake location already existed before (Fréchet 1985 , Got et al. 1994 , however the double-difference algorithm is superior for a number of reasons: a) it uses all the data available, i.e. all pairs of earthquakes that are close enough to each other and have common phase arrivals, b) it is capable of combining phase picks made by analysts together with time-lag information calculated by waveform cross-correlation and finally, c) it is implemented in a freely distributed computer program, named hypoDD (Waldhauser 2001) .
Our modification to this algorithm is the incorporation of a three-dimensional ray tracing routine. The original program by Waldhauser (2001) assumes a layered velocity model, with a constant compressional and longitudinal wave velocity for each layer and a constant longitudinal to compressional wave velocity ratio. Although of practical use, such a ray-tracing technique is too restrictive and too different from the actual situation.
The main reason for incorporating a three-dimensional ray-tracing module to the program is not to add to the precision of the earthquake location, but more importantly, to take a step towards the use of double-difference techniques in seismic tomography. A similar approach has been proposed by Monteiller (2003) and Monteiller et al. (2003) .
The area where the algorithm was tested is the Mygdonia basin, which is located in Northern Greece in the region of Central Macedonia ( fig.1-left) . Its bedrock is formed of Mesozoic, Paleozoic and Precambrian metamorphic rocks of the Serbomacedonian Massif and the Permian-Triassic and Jurassic low-grade metamorphic series of the Circum-Rhodope belt. To the west of the Basin lay the Mesozoic ophiolites of the Axios (Vardar) zone (Mountrakis 1985) . The basin was formed in two stages (Psilovikos & Sotiriadis 1983) . The first stage, in which large scale grabens were formed, took place during Miocene, Pliocene and Villafranchian, forming continental deposits with a thickness of 350m (pre-Mygdonian system). The second stage, in which smaller basins were formed, started before the end of the Villafranchian and continued during the Quaternary. The deposits of this stage have a thickness which varies from 50m to 160m.
The current seismotectonic setting of the region is also shown in figure 1 (right) (Mountrakis et al. 2003) . The basin is bounded by normal faults with a direction, which varies from NW-SE to E-W. The stress field estimated by both neotectonic and seismological methods is also shown in the same figure, where the T axis has a mean direction of N-S, which spatially varies quite rapidly along the basin. Earthquakes with a magnitude of at least M=6. 
ARRIVAL DATA AND 3-D VELOCITY MODEL
The arrival time data used in the present study were extracted from the database of the permanent seismological network of the Geophysical Laboratory of the University of Thessaloniki. Only the eight stations located closest to the Mygdonia Basin (Fig. 2 , left) were used for the location. The earthquake bulletin of the network (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) and HYPO71-formatted phase files (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) were checked for errors and inconsistencies in a semi-automatic manner. Data were corrected whenever possible, otherwise were discarded and only P and S wave first arrivals were considered. Finally, the arrival information was converted to the hypoDD format. For the 3-D velocity model the one calculated by Papazachos (1998) was adopted, which has a horizontal resolution of 10×10km and a vertical resolution of 2km, extending at an area of 260×240×40km. A three dimensional visualization of this model is shown in figure 3a . (Papazachos, 1998) . b) Travel time field for one of the stations used in this study visualized as surfaces of equal traveltime to the station.
METHOD
The 3D ray tracing employed involves a two-step process. In the first step, the ray path is calculated as the shortest path on a regular grid, using Dijkstra's algorithm for weighted graphs (Moser 1991) . This algorithm takes as input a graph (i.e. a set of nods connected by edges), with a positive weight assigned to each edge. In the case of ray tracing this weight is the travel time from one nod to the next, taking into account the mean slowness between the two nods. The algorithm calculates the shortest path (the path with the minimum sum of weights from the source nod to each of the other nods). If the nods are dense enough and edges starting from each nod cover all directions, then this model sufficiently simulates the minimum travel time path. The resulting ray path produced by the first step is a first approximation of the real ray path and generally it is sufficiently close to the global travel time minimum. The second step is then performed so as to bend the ray until it reaches this "true" global travel-time minimum. This is achieved by a minimization technique based on the conjugate gradients method (Moser et al. 1992 , Snieder & Sambridge 1992 .
Using this methodology for ray tracing, we have calculated the travel time field in the volume covering the velocity model, over a regular grid. The results (the travel time and its three spatial de-rivatives) were stored in a binary file, using the same spacing as the velocity model (10X10X2km). This calculation was repeated for every station, being the most time-consuming part of the data processing. A typical travel time field for a station is shown in figure 3b .
The double difference earthquake location algorithm is described in Waldhauser & Ellsworth (2000) . It is based on Geiger's method, where the system to be solved is (Aki & Richards 1980) d Gm = ( )
and finally G is a matrix, the elements of which denote what effect the jth source parameter has to the ith observation ( )
which is equal to the spatial derivatives of travel time, in the case of the three spatial source parameters, or equal to unity, in the case of origin time. The double-difference earthquake location algorithm, subtracts equations that correspond to couples of earthquakes for which the difference in arrival time differences is known. This leads to a system of equations, similar to (1) with a new meaning for the unknowns and the data. m is still the perturbation to the initial model â, that will produce the true model a 0 (equation 2) but with j = 1…4N, where N is the number of earthquakes being located. d is, still, the vector of observations, however now by observation we mean the double difference:
where d i kl is observation i which involves events k and l, and t i k , T i k are observed and theoretical travel times for the event k. The matrix G is modified to fit the new problem:
where d i k is observation i which involves event k and a j k is source parameter j of the same event k.
APPLICATION
To calculate the earthquake locations, equation (1) is solved iteratively. In the initial iteration the vector m is filled in by values taken from the earthquake catalogue. Vector d is constructed with the help of an auxiliary program that comes with hypoDD that takes as input a list of earthquakes with their P and S wave first arrivals and extracts all travel time differences for couples of events that conform to a number of criteria. These criteria are the distance between the two events, the distance between event pair and station and the common phases between the two events. Also the user can (and must) restrain the number of pairs used, by setting a limit on how many other events can each event be linked to, otherwise the system of equations will be too large, without containing additional information. The theoretical traveltimes needed for the calculation of the double difference are retrieved from the pre-calculated travel time field (on the regular grid) by simple interpolation. Similarly, the elements of the matrix G are retrieved from the same field. After each iteration, the elements of G, m and d are updated, according to the new source parameters calculated.
During the progress of iterations, earthquakes can be "lost" for a number of reasons. First of all, an earthquake may not be sufficiently connected to neighboring earthquakes to allow its relocation. Another reason is that an earthquake has shifted to a position outside the 3D velocity model. Finally an earthquake may lose connectedness with other earthquakes because some of them were lost in previous iterations or because their new distance is too large. As a result, only a percentage of the earthquakes present in the original catalogue are relocated. This percentage depends mainly on the quality of the data. Equation (1) can be solved using either Singular Value Decomposition (SVD) or a sparse-matrix conjugate gradient method such as LSQR (Paige & Saunders 1982) . LSQR is much faster for large sparse matrices (such as system 1), however only provides the solution and a rough estimation of the error. As LSQR provides no information on the singular values of the coefficient matrix, the conditioning of the system is ensured by applying a damping factor λ, to system (1) by solving:
In theory λ should be equal to σd/σm (Franklin, 1970) , where σ denotes standard deviation. As LSQR provides no reliable information on this, we followed Waldhauser (2001) and used an empirical rule to specify an appropriate damping factor. Thus, in each case we used a damping factor which resulted in a condition number of 40 to 80. Tests showed that the damping factor does not affect the results significantly, provided that the condition number of equation (7) is in this range.
RESULTS
The same set of earthquakes was relocated in three different ways. At first we relocated this set of earthquakes using a 1D velocity model and the new three-dimensional ray-tracing module, to test its reliability. The results, for the earthquakes that were finally relocated are shown in figure 5 (A). It must be noted that only earthquakes that were successfully relocated are shown, so these maps may not reflect the true distribution of seismicity, however most of its main features are visible. Then we relocated the same set of earthquakes using the 3D velocity model (fig. 5B) . The results are consistent and relatively small differences in epicenter locations can be attributed to the difference between the 1D and 3D velocity models.
In order to achieve numerical stability, the original algorithm allows the user to divide the list of earthquakes into clusters, based on a minimum number of links (common phases) among events. This pre-processing ensures that in the system of the equations, all subsets of equations will have a minimum number of unknowns in common. In the third and final step we have relocated the earthquakes, after clustering them, using a minimum number of 8 links for the clustering. This resulted in 430 clusters, the largest of which included 428 events (before relocation) and 639 isolated events. We have relocated the 50 clusters, which included the largest number of events, with the smallest clusters including 6 events. The results are shown in figure 5(C) , where in addition to the events that the algorithm failed to relocate, small clusters and isolated events are also not presented.
In figure 6 the central part of the Mygdonia basin is shown in detail. The visual inspection shows that the modified double-difference algorithm has improved the locations by both producing more linear distributions of seismicity (delineating active faults) and "migrating" epicenters to their (presumably) correct position due to the use of a 3D velocity model. A very clear delineation of the Arnaia 1995 sequence is found in figure 6(B) , compared to the rather diffuse distribution of figure 6(A). Similar changes are observed for the Asvestochori seismicity close to Thessaloniki, the recent sequence south of Thermi, the seismicity in the Langadas lake area and the activation of the Ag.Athanasios area to the NW of Thessaloniki. A less clear delineation is observed for the Volvi area events. It should be pointed out that the "migration" of epicenters due to the use of a 3D model varies spatially, demonstrating the usefulness of its use for accurate absolute and not only relative relocations. However, it must be emphasized that this improvement only concerns the percentage of earthquakes that were successfully relocated and which must have been sufficiently well located in the first place. To evaluate the usefulness of the relocation process in determining the features of the spatial distribution of earthquakes, the results should be compared to the catalogue locations shown in figure 2. To evaluate the effect of the relocation on the depth distribution of earthquakes, six profiles were drawn and studied across the broader Mygdonia basin area (Fig. 7) . In every case the relocated events show more recognizable faulting patterns, especially along some faults (A, B, C, F). In several cases the normal faults that dominate the study area exhibit a near-vertical dip (A, B, E, F). However, this is not always the case, as is seen by the impressive depth-section of the Asvestochori fault seismicity ( fig.7C ), which clearly dips under the city of Thessaloniki at depths between 2 and 8 km, with a dip angle of ~50-55 o . These results are in excellent agreement with the 1999 Asvestochori fault sequence presented in the same figure from Papazachos et al. (2000) , which was located using a temporary deployment (solid triangles at the right-hand side of fig. 7C ). The excellent agreement of the fault characteristics as these are revealed by the permanent and temporary network verifies that the proposed approach can achieve comparable accuracies between the regional network and temporary-local deployments.
The Ag. Athanassios seismicity shows a near vertical fault ( fig.7A ), slightly dipping to the south. The main Arnaia fault zone ( fig.7F ) also dips steeply to the south, while the recent Thermi sequence extends between 2 and 12 km, steeply dipping to the north. It is interesting to notice that the Volvi seismicity ( fig.7E) shows a more complicated pattern, probably due to the activation of several neighboring faults. Except for the Mygdonia basin area, interesting results are also obtained for all faults of the broader Mygdonia basin area, such as the Griva 1990 fault seismicity (NW cluster in figure 5 ). An interesting continuation of the observed Vourvourou neotectonic fault is seen in figure 8 , where the eastern section of the fault clearly continues in the sea towards the east. Such results further confirm the usefulness of relative relocation using double-difference in a 3D velocity model for identification of active faults and their correlation with independent (e.g. neotectonic) information.
CONCLUSIONS
The results obtained in the present work demonstrate that 3D ray tracing can be efficiently incorporated in relative location algorithms, resulting in more accurate both relative and absolute locations. The proposed modification can expand the application of double-difference algorithms in seismic tomography. The method has been successfully applied in the Mygdonia basin area, allowing the better description of the geometrical characteristics of several active faults, including the Asvestochori fault close to the city of Thessaloniki, in very good agreement with previous studies for this fault (e.g. Papazachos et al., 2000) . Further improvement of the results can be obtained by using time lags from waveform cross-correlation, as the relative difference in traveltime is exactly what is needed for the double difference algorithms, Another way to improve the results would be to use better-located hypocenters as a starting point, for example by performing a preliminary relocation of the events using station corrections. The applied method is currently under revision and is going to be further improved and fine-tuned in the future by the incorporation of additional tomographic terms in equation (1).
