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Abstract
Distributed Constraint Optimization Problems (DCOPs) are a widely studied class
of optimization problems in which interaction between a set of cooperative agents
are modeled as a set of constraints. DCOPs are NP-hard and significant effort has
been devoted to developing methods for finding incomplete solutions. In this paper,
we study an emerging class of such incomplete algorithms that are broadly termed
as population-based algorithms. The main characteristic of these algorithms is
that they maintain a population of candidate solutions of a given problem and
use this population to cover a large area of the search space and to avoid local-
optima. In recent years, this class of algorithms has gained significant attention
due to their ability to produce high-quality incomplete solutions. With the primary
goal of further improving the quality of solutions compared to the state-of-the-art
incomplete DCOP algorithms, we present two new population-based algorithms
in this paper. Our first approach, Anytime Evolutionary DCOP or AED, exploits
evolutionary optimization meta-heuristics to solve DCOPs. We also present a
novel anytime update mechanism that gives AED its anytime property. While
in our second contribution, we show that population-based approaches can be
combined with local search approaches. Specifically, we develop an algorithm called
DPSA based on the Simulated Annealing meta-heuristic. We empirically evaluate
these two algorithms to illustrate their respective effectiveness in different settings
against the state-of-the-art incomplete DCOP algorithms including all existing
population-based algorithms in a wide variety of benchmarks. Our evaluation
shows AED and DPSA markedly outperform the state-of-the-art and produce up
to 75% improved solutions.
Keywords: Multi-Agent Coordination, Distributed Constraint
Optimization, Incomplete Algorithms, Population-Based Algorithms
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1. Introduction
Distributed Constraint Optimization Problems (DCOPs) are a widely used
framework for coordinating interactions in cooperative multi-agent systems
(MAS). In particular, agents in this framework need to coordinate value
assignments to their variables in such a way that minimizes constraint viola-
tions by optimizing their aggregated costs [1]. DCOPs have gained popular-
ity due to their applications in various real-world multi-agent coordination
problems, including distributed meeting scheduling [2], coordinating mesh
networks for maximizing signal strength [3], target tracking using mobile
sensor agents [4, 5] and economic dispatch and demand response in smart
grids [6].
Over the last two decades, several algorithms have been proposed to
solve DCOPs, and they can be broadly classified into two classes: com-
plete and incomplete. The former always provide an optimal solution of
a given DCOP. These algorithms can be further classified as search-based
[7, 8, 9, 10, 11, 12, 13] and inference-based [14, 15, 16, 14, 17, 18, 19]. Since
solving DCOPs optimally is NP-hard [8], scalability becomes an issue as the
system grows for the complete algorithms. In contrast, incomplete algorithms
compromise some solution quality for scalability. As a consequence, diverse
classes of incomplete algorithms have been developed to deal with large-scale
DCOPs. Until recently, these incomplete algorithms could be classified into
three classes: local search-based algorithms [20, 21, 22, 23], inference-based
algorithms [24, 25, 26, 27, 28] and sample-based algorithms [29, 30].
In this paper, we study a new class of incomplete DCOP algorithms
that have recently emerged in the literature under the general heading of
population-based algorithms. This class of algorithms keep a set of candidate
solutions of the DCOP problem being solved and exploit them to cover a
large search space and avoid local-optima. This is in contrast to the previous
three classes of incomplete algorithm where only a single candidate solution
is updated by all the agents. This, in turn, results in focusing on a narrower
search space which adversely affects exploration and can cause premature
convergence to poor local-optima.
The population-based approaches started with ACO DCOP [31] which
adapts a centralized population-based approach using as Ant Colony Op-
timization (ACO) procedure [32]. It is worth noting that, in addition to
ACO, a wide variety of other centralized population-based algorithms exist
and a large number of them go under the broad heading of evolutionary op-
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timization techniques [33, 34]. These techniques have proven very effective
in solving NP-hard combinatorial optimization problems [35, 36, 7]. How-
ever, no prior work has adapted evolutionary optimization techniques to solve
DCOPs. The effectiveness of these techniques in solving combinatorial opti-
mization problems, along with the potential of the population-based DCOP
solver, motivate our work in this nascent area.
In more detail, we propose a new population-based algorithm that uses
evolutionary optimization to solve DCOPs. We call this Anytime Evolu-
tionary DCOP (AED). AED maintains a set of candidate solutions that are
distributed among the agents, and they iteratively search for new improved
solutions by locally modifying the candidate solutions (reproduction). Dur-
ing this iterative process, only the most promising subset of the candidate
solutions are kept, and the rest are discarded through a stochastic selection
process. This helps AED to focus toward more promising areas of the search
space. Moreover, we introduce a novel anytime update mechanism to iden-
tify the best among this distributed set of candidate solutions and help the
agents to coordinate value assignments to their variables based on the best
candidate solution. Our theoretical analysis proves that AED is anytime.
Our experimental results show that AED can produce a solution of better
quality compared to the aforementioned algorithms. Further, the axiomatic
nature of AED enables it to effectively deal with DCOPs having global con-
straints (e.g. All Different [37]), and our empirical evidence illustrates AED’s
efficacy in doing so.
Even though population-based algorithms find high quality solution com-
pared to other incomplete algorithms, they generally incur large computation
and communication costs compared to the algorithms that only maintain a
single candidate solution. Therefore, scalability, although significantly better
than complete algorithms, can become an issue for large problem instances.
On the other hand, existing local search algorithms are highly scalable; how-
ever, the solution quality produced by these algorithms can be poor compared
to population-based algorithms (see Section 6 for results). In the wake of this
trade-off, in our second contribution, we focus on the hybridization between
population-based algorithm and local search algorithms to get the benefit
of both paradigms. Although, with the use of local search approach, unlike
AED, it is no longer able to deal with DCOPs with global constraints.
In more detail, we propose a novel hybrid algorithm that we call Dis-
tributed Parallel Simulated Annealing (DPSA). DPSA is based on Simu-
lated Annealing (SA), a meta-heuristic motivated by a physical analogy of
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controlled temperature cooling (i.e. annealing) of a material [38]. DPSA
maintains a set of candidate solutions which are modified independently by
applying a local search approach in parallel. However, information gathered
from these independent runs of the local search is exploited to improve the
configuration of the search parameter. This helps DPSA avoid bad local-
optima and find a good balance between exploration and exploitation. Fur-
ther, parallelization helps DPSA cover a large portion of the search space.
This results in a significant improvement of solution quality compared to the
state-of-the-art DCOPs algorithms, while being significantly more scalable.
To summarize our contribution in this paper:
• We present a novel population-based algorithm called AED that adapts
evolutionary optimization techniques for solving DCOPs.
• We also propose a novel hybrid population-based approach called DPSA
that improves the scalability of population-based algorithms while pro-
ducing a solution of state-of-the-art quality. DPSA uses a Monte Carlo
importance sampling method called Cross-Entropy (CE) sampling [39]
to learn the optimal parameter configuration. However, much of its
success depends on prior knowledge about the parameter search space
which may not always be available (depending on the deployed appli-
cation). To address this issue, we present a variant of DPSA that can
be used on those applications where no prior knowledge is available.
We call it DPSA Greedy Baseline (DPSA GB).
• Finally, we extensively evaluate these algorithms with the current state-
of-the-art incomplete algorithms in a wide range of benchmarks. Our
evaluation shows both of our proposed algorithms produce anytime
performance that outperforms the state-of-the-art incomplete DCOP
algorithms. Our empirical results also illustrate the respective effec-
tiveness of our proposed algorithms in different settings.
The rest of the paper is organized as follows. We discuss existing related
works on incomplete DCOPs in Section 2. The section that follows provides
the necessary background that gives context to our proposed algorithms. In
Sections 4 and 5, we describe AED and DPSA in detail, respectively. Section
6 presents a wide variety of experiments that evaluates AED and DPSA
against the state-of-the-art. Finally, we conclude with Section 7 where we
summarize our findings and discuss future work.
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2. Related Work
Over the last two decades, a number of complete algorithms have been pro-
posed for solving DCOPs. Among the complete algorithms SyncBB [7],
NCBB [11], AFB [9], ConFB[10], ADOPT [8], BnB-ADOPT [13], OptAPO
[12], DPOP [14] , ODPOP [16], MB-DPOP [15], RMB-DPOP [19], Action-
GDL [40], PT-FB [41] and HS-CAI [42] are the most well known. A consid-
erable amount of effort has been made to improve the scalability of complete
DCOPs algorithms. However, solving DCOPs optimally is NP-Hard. In
practice, this means that the use of these algorithms are largely restricted to
small instances of DCOPs (i.e. small number of agents and constraints). This
motivated a separate line of research work that studies incomplete DCOP al-
gorithms which is the primary focus of this paper. In this section, we are
going to discuss the existing body of work on incomplete DCOPs algorithms
in more detail.
As mentioned above, until recently, incomplete algorithms were separated
into three different categories: (i) local search-based, (ii) inference-based and
(iii) sampling-based. Local search-based algorithms are the most common
approach. The most well-known and simplest algorithm of this class is DSA
[43]. DSA is an iterative algorithm where each agent makes the best as-
signment to the variables they control based on the current assignment of
its neighbours with a static probability. DSAN [23] improves upon DSA by
incorporating simulated annealing to calculate this probability rather than
using a static probability. DSAN is of particular interest to our work since
it is the first algorithm to consider Simulated Annealing for solving DCOPs
and can be considered a direct predecessor of DPSA. The main difference is
that DPSA keeps a population that runs DSAN in parallel and exploits the
population to find the best parameter configuration to solve a given DCOP
instance. Other notable examples of local search-based algorithms are MGM
and MGM2 [21], GDBA [22] and DSA-SDP[44]. Also, to further enhance
the solution quality and incorporate an anytime property, the Anytime Lo-
cal Search (ALS) framework [44] has been introduced.
Inference-based algorithms, such as Max-Sum [24] or Fast Max-Sum [45],
operate on a factor graph representation of DCOPs. Max-Sum is particularly
prominent as it can handle n-ary constraints explicitly and can guarantee
convergence to an optimal solution in acyclic factor graphs. However, solu-
tions produced by Max-Sum on cyclic factor graphs can be of poor quality.
To address this issue, different variants were proposed. Notably, Bounded
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Max-Sum [27] and Max-Sum ADVP [26] overcame these issues to a certain
extent and produce better solutions than Max-Sum.
The third approach for finding a non-exact solution is based on sampling.
In particular, [29] propose a distributed version (i.e. DUCT) of the popular
UCT algorithm [46]. However, the memory requirement of DUCT grows
exponentially with the number of agents, and that limits its applicability in
large settings. To deal with this shortcoming, a sampling-based algorithm
called D-Gibbs[30] was proposed. D-Gibbs maps DCOP to MAP (Maximum
a posterior) and uses a distributed variant of the well known Gibbs sampling
[47]. D-Gibbs only requires a linear amount of memory while producing a
solution of equal or better quality compared to DUCT.
Population-based algorithms recently emerged as a new category of in-
complete algorithms through the introduction of ACO DCOP [31]. Although
there are prior examples of population-based DCSP solvers such as ACO DCSP
[48] and SoHC [49], they are not directly suitable for solving DCOPs. This
is because solving DCOPs requires enumerating all possible assignment com-
binations to find the optimal solution rather than just finding a feasible
solution. Population-based algorithms primarily gained attention for solving
DCOPs because of their potential to produce incomplete solutions of higher
quality compared to the previous three classes of algorithms [31]. It is worth
noting that there is a concurrent development (more specifically with [50, 51])
in the literature named LSGA [52]. LSGA runs local search algorithms in
parallel and tries to combine multiple candidate solutions using genetic op-
erations to improve exploration. However, as our experiments show, DPSA
achieves a better balance between exploration and exploitation by learning
meta-information (i.e. global parameter configuration) from parallel runs of
the local search algorithms.
3. Background
In this section, we first give a formal definition of DCOPs. In the subsequent
three subsections, we provide a brief description of Distributed Simulated
Annealing, Anytime Local Search and Cross-Entropy Sampling respectively
which we use in our proposed algorithms, which we discuss in the sections
that follow.
3.1. Distributed Constraint Optimization Problems
Formally, a DCOP is defined by a tuple 〈X,D, F,A, δ〉 [8] where,
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• A is a set of agents {a1, a2, ..., an}.
• X is a set of discrete variables {x1, x2, ..., xm}, which are being con-
trolled by the set of agents A.
• D is a set of discrete and finite variable domains {D1, D2, ..., Dm}, where
each Di is a set containing values which may be assigned to its associ-
ated variable xi.
• F is a set of constraints {f1, f2, ..., fl}, where fi ∈ F is a function of a
subset of variables xi ⊆ X defining the relationship among the variables
in xi. Thus, the function fi : ×xj∈xiDj →R denotes the cost for each
possible assignment of the variables in xi.
• δ : X → A is a variable-to-agent mapping function [53] which assigns
the control of each variable xi ∈ X to an agent of A. Each variable
is controlled by a single agent. However, each agent can hold several
variables.
Within the framework, the objective of a DCOP algorithm is to produce X∗;
a complete assignment that minimizes1 the aggregated cost of the constraints
as shown in Equation 1.
X∗ = argmin
X
l∑
i=1
fi(x
i) (1)
For ease of understanding, we assume that each agent controls one variable.
Thus, the terms ‘variable’ and ‘agent’ are used interchangeably throughout
this paper.
3.2. Distributed Simulated Annealing
Distributed Simulated Annealing (DSAN) [23] is the only existing Simulated
Annealing (SA) based DCOP solver. DSAN is a local search algorithm that
executes the following steps iteratively:
• Each agent ai selects a random value dj from domain Di.
1For a maximization problem argmin is replaced with argmax in Equation 1.
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Algorithm 1: Cross-Entropy Sampling
1 Initialize parameter vector θ, #S, G, α
2 while condition not met do
3 X ← take #S samples from distribution G(θ)
4 S ← Evaluate points in X on the objective
5 X ← sort(X, S)
6 θnew ← calculate updated θ using X(1:G)
7 θ ← (1− α) ∗ θ + α ∗ θnew
• Agent ai then assigns the selected value to xi with the probability
min(1, exp(∆
ti
)) where ∆ is the local improvement if dj is assigned and
ti is the temperature at iteration i. Note that the authors of DSAN
suggest that the value of ti =
Max Iteration
i2
or ti =
1
i2
. However, setting
the value of the temperature parameter with such a fixed schedule does
not take into account their impact on the performance of the algorithm.
• Agents notify neighbouring agents if the value of a variable changes.
3.3. Anytime Local Search
Anytime Local Search (ALS) is a general framework that can be used to give
distributed iterative local search DCOP algorithms such as DSAN (described
above), DSA, GDBA an anytime property. Specifically, ALS uses a BFS-
tree to calculate the global cost (i.e. evaluate Equation 1) of the system’s
state during each iteration and keeps track of the best state visited by the
algorithm. Using this framework, agents can use the best assignment decision
that they explored during the iterative search process instead of the one that
occurs at the termination of the algorithm (see [44] for more details).
3.4. Cross-Entropy Sampling
Cross-Entropy (CE) is a Monte Carlo method for importance sampling. CE
has successfully been applied to importance sampling, rare-event simulation
and optimization (discrete, continuous, and noisy problems) [39]. Algorithm
1 sketches an example that iteratively searches for the optimal value of the X
within a search space. The algorithm starts with a probability distribution
G(θ) over the search space with parameter vector θ initialized to a certain
value (that may be random). At each iteration, it takes #S (which is a
parameter of the algorithm) samples from the probability distribution G(θ)
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(line 3). After that, each sample point is evaluated on a problem-dependent
objective function. The top G among the #S sample points are used to
calculate the new value of θ which is referred to as θnew (lines 4−6). Finally,
θnew is used to update θ (line 7). At the end of the learning process, most of
the probability density of G(θ) will be allocated near the optimal value ofX.
4. The AED Algorithm
Anytime Evolutionary DCOP (AED) is a synchronous iterative population-
based algorithm that adapts an evolutionary process to solve DCOPs. More
precisely, AED starts with a population of randomly generated candidate
solutions (individuals) and each agent is responsible for maintaining a sub-
set of the population (local population). At each iteration, new individuals
are added to the population by modifying current individuals locally (repro-
duction). Following that, a stochastic selection process takes place at each
local population where a subset of the most promising individuals are kept
and the rest are discarded. This is interpreted as an evolutionary process.
Besides producing better solutions than state-of-the-art algorithms (see Sec-
tion 6), one advantage AED has over ACO DCOP is that AED only requires
communication between neighbouring agents whereas ACO DCOP requires
broadcasting (each agent communicating with all the other). This is a signif-
icant disadvantage for ACO DCOP since many applications of DCOPs are
limited to point-to-point communication (e.g. applications related to sensor
networks). In this section, we first present the AED algorithm, then prove it
is anytime and finally provide a complexity analysis.
4.1. The Proposed Method
AED consists of two phases: Initialization (Algorithm 2: lines 1-2) and Opti-
mization (Algorithm 2: lines 3-13). During the former, agents initially order
themselves into a pseudo-tree (Algorithm 2: lines 1), then initialize the nec-
essary variables and parameters (Procedure 1: lines 2). Finally, they make a
random assignment to the variables they control (Procedure 1: lines 3) and
cooperatively construct the initial population (Procedure 1: lines 4-17). Dur-
ing the latter phase (Algorithm 2: lines 3-11), agents iteratively improve this
initial population. To do this, a reproduction step takes place (Algorithm 2:
lines 4-5) that constructs new individuals using individuals from the current
population. These newly created individuals then get added back to the local
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population and the entire population goes through a stochastic selection pro-
cess where a subset of the most promising individuals are kept and the rest
are discarded (Algorithm 2: lines 7-8). Finally, agents exchange individuals
from their population with their neighbours (Algorithm 2: lines 10-13). This
plays an important role in global optimization since reproduction only locally
optimizes individuals. During this entire process, an agent also keeps track
of the best individual using our proposed anytime update mechanism (Algo-
rithm 2: line 9 and Procedure 3). We will now discuss both of the phases
along with the procedures in more detail. Throughout this process, we will
use Figure 1 to provide examples. Figure 1a illustrates a sample DCOP using
a constraint graph where each node represents an agent ai ∈ A labelled by a
variable xi ∈ X that it controls and each edge represents a function fi ∈ F
connecting all xj ∈ xi. Figure 1c shows the corresponding cost tables.
Algorithm 2: Anytime Evolutionary DCOP
1 Construct pseudo-tree
2 Every agent ai calls INIT( )
3 while Stop condition not met each agent ai do
4 Pnew ← Pai
5 ∀I ∈ Pnew, Modify individual I by Equations 3, 4, 5, 6
6 Pai ← Pai ∪ Pnew
7 B ← argminI∈Pai I.fitness
8 Pai ← Select(Pai , |Ni| ∗ ER)
9 Anytime Update(B)
10 Psend ← Partition Pai into equal size subsets randomly
{Pn1send, ..., P
n|Ni|
send }
11 ∀nj ∈ Ni Send Pnjsend to anj
12 Pai ← ∅
13 P
nj
received received from ∀nj ∈ Ni, Pai ← Pai ∪ P
nj
received
The Initialization Phase of AED consists of two parts: pseudo-tree
construction and running INIT(·) (Procedure 1) that initializes the algorithm
parameters, variables and population (Algorithm 2: Line 1-2). This phase
starts by ordering the agents into a Pseudo-Tree. This ordering serves two
purposes. It helps in the construction of the initial population and facilitates
Anytime Update (Procedure 3) during the optimization phase. Even though
either of the BFS or DFS pseudo-tree can be used, AED uses a BFS Pseudo-
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x1
x2x3
x4
(a) A constraint graph
x1
x2 1 2
1 7 12
2 3 15
x2
x3 1 2
1 2 7
2 11 18
x2
x4 1 2
1 8 4
2 15 6
x1
x3 1 2
1 9 13
2 12 5
(c) Cost tables
x4
x2
x1 x3
(b) Pseudo-tree ordering
Figure 1: A sample DCOP instance.
tree2. This is because it generally produces a pseudo-tree with smaller height3
[44], which improves the performance of Anytime Update (see Theoretical
Analysis for details). Figure 1b shows an example of a BFS pseudo-tree
constructed from the constraint graph shown in Figure 1a having x4 as the
root. Here, the height (i.e. H = 2) of this pseudo-tree is calculated during
the time of construction and is maintained by all agents. From this point, Ni
refers to the set of neighbours; Ci ⊆ Ni refers to the set of child nodes and
PRi refers to the parent of an agent ai in the pseudo-tree. For instance, we
can see in Figure 1b that N2 = {a1, a3, a4}, C2 = {a1, a3} and PR2 = a4 for
agent a2. After the pseudo-tree construction, all the agents synchronously
call the procedure INIT(·) (Algorithm 2: Line 2).
INIT(·) starts by initializing all the parameters and variables to their de-
fault values4. Then each agent ai sets its variable xi to a random value from
its domain Di. Lines 3 to 17 of Procedure 1 describe the initial population
construction process. In AED, we define population P as a set of individuals
that are collectively maintained by all the agents and the local population
Pai ⊆ P as the subset of the population maintained by agent ai. An individ-
ual in AED is represented by a complete assignment of variables in X and
the fitness5 is calculated using the function shown in Equation 2. This func-
tion calculates the aggregated cost of constraints yielded by the assignment.
Hence, optimizing this fitness function results in an optimal solution for the
corresponding DCOP.
2A BFS Pseudo-tree can be constructed in a distributed manner using [54].
3Length of the longest path in the pseudo-tree.
4AED takes a default value for each of the parameters as input. Default values of the
variables are discussed later in this section.
5a value that defines how good an individual is.
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fitness =
∑
fi∈F
fi(x
i) (2)
Procedure 1: INIT( )
1 Initialize parameters IN, ER, α, β and variables LB, GB, FM, UM
2 xi ← random value from Di
3 Pai ←Set of empty individuals of size IN
4 ∀I ∈ Pai , I.xi ← Choose Random(Di)
5 Send Pai to agents in Ni
6 Pnj received from ∀nj ∈ Ni, Pai ←Merge(Pai , Pnj )
7 ∀I ∈ Pai , I.fitness←
∑
nj∈Ni Costi,j(I.xi, I.xj)
8 Wait until received Pcj from all cj ∈ Ci
9 Pcj received from ∀cj ∈ Ci, Pai ←Merge(Pai , Pcj )
10 if ai 6= root then
11 Send Pai to PRi
12 else
13 ∀I ∈ Pai , I.fitness← I.fitness/2
14 Send Pai to all agent in Ci
15 if Received PPRi from PRi then
16 Pai ← PPRi
17 Send Pai to all agent in Ci
Note that a single agent cannot calculate the fitness function since it does
not have the knowledge about all the constraints. In AED, it is calculated in
parts with the cooperation of all the agents during the construction process.
Moreover, the fitness value is added to the representation of an individual
because it enables an agent to recalculate the fitness when a new individual
is constructed during the reproduction processes only using local informa-
tion. We take I = {x1 = 1, x2 = 2, x3 = 1, x4 = 2, fitness = 38} as an
example of a complete individual from the DCOP shown in Figure 1. We
use the dot(.) notation to refer to a specific element of an individual. For
example I.x1 refers to x1 in the individual I. Additionally, we define a Merger
operation of two individuals under construction, I1 and I2 as Merge(I1, I2).
This operation constructs a new individual I3 by aggregating the assign-
ments and setting I3.f itness = I1.f itness + I2.f itness. We define an ex-
tended Merge operation for two ordered sets of individuals S1 and S2 as
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Merge(S1, S2) = {Ii : Merge(S1.Ii, S2.Ii)} where Ii is the i-th individual in
a set.
At the beginning of the construction process, each agent ai sets Pai to a
set of empty individuals6. The size of the initial Pai is defined by parameter
IN. Then for each individual I ∈ Pai , agent ai makes a random assignment
to I.xi. After that, each agent ai executes a merger operation on Pai with
each local population maintained by agents in Ni (Procedure 1: Lines 2-6).
At this point, an individual I ∈ Pai consists of an assignment of variables
controlled by ai, and agents in Ni with fitness set to zero. For example, I
= {x1 = 1, x2 = 2, x3 = 1, fitness = 0} represents an individual of Pa3 .
The fitness of each individual is then set to the local cost according to their
current assignment (Procedure 1: Line 7). Hence, the individual I from the
previous example becomes {x1 = 1, x2 = 2, x3 = 1, fitness = 20}. In the
next step, each agent ai executes a merger operation on Pai with each local
population that is maintained by the agents in Ci. Then each agent ai sends
Pai to PRi apart from the root (Procedure 1: Line 8-11). At the end of this
step, the local population maintained by the root consists of complete indi-
viduals. However, their fitness is twice its actual value since each constraint
is calculated twice. Therefore, the root agent at this stage corrects all the fit-
ness values (Procedure 1: Lines 13). Finally, the local population of the root
agent is distributed through the network so that agents can initialize their
local population (Procedure 1: Line 14-17). This concludes the initialization
phase and all the agents can now synchronously start the optimization phase
to improve this initial population iteratively.
The Optimization Phase of AED consists of four steps, namely Re-
production, Reinsertion, Anytime Update and Migration that are applied
iteratively. An agent ai begins each iteration by constructing new individu-
als from current individuals of the local population (Algorithm 2: lines 4-5).
In order to do this, each individual I of the local population Pai of agent ai
is mutated using Equations 3, 4 and 5 at the position I.xi (Algorithm 2:
line 5). This mutation process begins by calculating the cost caused by each
possible mutation using Equation 3. After that, the advantage of each pos-
sible mutation is calculated by subtracting the worst mutation cost using
Equation 4. This equation is normalized to keep the advantage between
(0, 1]. Finally, the mutation probability; on which the mutation is based is
6Individuals with no assignment and fitness set to 0.
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calculated using Equation 5. In Equation 5, β is used to balance between
exploration and exploitation. With the increase of β, the selection curve
gets steeper. The  is added in Equation 4 to allocate a small probability to
even the worst mutation. Additionally, agents ai calculates the new fitness
after mutation of individual I by adding δ to I.fitness. Here, δ is calculated
using Equation 6 where I.xnewi and I.x
old
i are the old and new values of I.xi,
respectively.
MutationCostdj =
∑
nk∈Ni
Costi,k(I.xi = dj, I.xnk) (3)
MutationAdvantagedj =
|MutationCostworst −MutationCostdj |+ 
|MutationCostworst −MutationCostbest|+  (4)
P (dj) =
MutationAdvantageβdj∑
dk∈DiMutationAdvantage
β
dk
(5)
δ =
∑
nk∈Ni
Costi,k(I.x
new
i , I.xnk)− Costi,k(I.xoldi , I.xnk) (6)
To illustrate an example of this Reproduction mechanism, consider agent
a3 of Figure 1 that wants to creates a new individual by mutating I = {x1 =
1, x2 = 2, x3 = 2, x4 = 2, fitness = 49}. Here, the domain of agent a3 is
{1, 2}. At I.x3, there are two possible mutations I.x3 = 1 and I.x3 = 2.
Using Equation 3, MutationCostx3=1 = 9 and MutationCostx3=2 = 20.
Consider  = 1, then using Equation 4, MutationAdvantagex3=1 =
11+1
11+1
= 1
and MutationAdvantagex3=2 =
0+1
11+1
= 0.083. Now, if β = 1, mutation
probability P (x3 = 1) = 0.923 and P (x3 = 2) = 0.0777. If the β were 3 it
would have been, P (x3 = 1) = 0.999 and P (x3 = 2) = 0.001. Hence, a
high value of β means more exploitation and less exploration. Suppose after
mutation I.xi = 1, then the fitness is updated by adding δ = −11 to I.fitness.
After Reproduction, agent ai adds all the new individuals to the local
population Pai which doubles its size. To keep the population size bounded
a Reinsertion step takes place (Algorithm 2: Lines 6,8) where agents select
half of the population for the next iteration and discard the rest. There
are several possible ways to select individuals for this purpose that has been
studied in the evolutionary optimization literature. In AED, we explore
a fitness proportionate selection scheme which is one of the most widely
used selection schemes in the literature [55, 56]. According to this scheme,
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first, all the individuals are scored from (0, 1] based on their relative fitness
in the local population Pai . The rank Rankj of an individual Ij ∈ Pai is
calculated using Equation 7. Here, Ibest and Iworst are the individuals with
the lowest and highest fitness in Pai respectively
7. Then individuals are
sampled with replacement8 from population Pai based on the probability
calculated using Equation 8. In Equation 8, α contributes to the exploration
and exploitation dynamics in a similar manner as β did in Equation 5. For
example, assume Pai consists of 3 individuals I1, I2, I3 with fitness 16, 30,
40 respectively and  = 1. Then Equations 7 and 8 will yield, P (I1) =
0.676, P (I2) = 0.297, P (I3) = 0.027 if α = 1 and P (I1) = 0.92153, P (I2) =
0.07842, P (I3) = 0.00005 if α = 3.
Rankj =
|Iworst.f itness− Ij.f itness|+ 
|Iworst.f itness− Ibest.f itness|+  (7)
P (Ij) =
Rankαj∑
Ik∈Pai Rank
α
k
(8)
Following the Reinsertion, the Anytime Update step takes place. This
helps the agents to keep track of the best individuals in the entire population
and to update their assignment according to that. To facilitate the anytime
update mechanism, each agent maintains four variables LB,GB,FM,UM .
LB (Local Best) and GB (Global Best) are initialized to empty individuals
with fitness set to infinity. FM and UM are initialized to ∅. Additionally,
GB is stored with a version tag and each agent maintains previous versions
of GB having version tags in the range [Itr−H+1, Itr] (see the Theoretical
section for details). Here, Itr refers to the current iteration number. We use
GBj to refer to the latest version of GB with the version tag not exceeding
j. Our proposed anytime update mechanism works as follows. Each agent
keeps track of two different bests, LB and GB. Whenever the fitness of LB
becomes less than GB9, it has the potential to be the global best solution.
So it gets reported to the root through the propagation of a Found message
up the pseudo-tree. Since the root gets reports from all the agents, it can
identify the true global best solution, and notify all the agents by propagating
an Update message down to the pseudo tree. The root also adds the version
7For minimization problems, a lower value of fitness is better.
8Any individual can be selected more than once.
9when minimizing cost.
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Procedure 2: Anytime Update(B)
1 if B.fitness < LB.fitness then
2 LB ← B
3 if LB.fitness < GBItr.fitness then
4 if ai = root then
5 GBitr ← LB
6 UM ← {V : Itr, I : LB}
7 else
8 FM ← {I : LB}
9 Send Update message UM to agents ∈ Ci if UM 6= ∅
10 Found message FM to PRi if FM 6= ∅
11 set FM and UM to ∅
12 if Received Update message M then
13 GBM.V ←M.I
14 LB ←Best between LB and M.I
15 UM ←M
16 if Received Found message M and and M.I.fitness < LB.fitness then
17 LB ←M.I
18 if Itr >= H then
19 xi = GB
Itr−H+1.xi
tag (V ) in the Update message to help coordinate variable assignment. Next,
Anytime Update starts by keeping LB updated with the best individual B
in Pai . In line 3 of Procedure 3, agents try to identify whether LB is the
potential global best. When identified, and if the identifying agent is the root,
it is the true global best and an Update message UM is constructed. If the
agent is not the root, it is a potential global best and a Found message FM
is constructed (Procedure 3: Lines 4-8). Each agent forwards the message
UM to agents in Ci and the message FM to the PRi. Upon receiving these
messages, an agent takes the following actions:
• If an Update message is received then an agent updates both its GB
and LB. Additionally, the agent saves the Update message in UM and
sends it to all the agents in Ci during the next iteration (Procedure 2:
Lines 12-15).
• If a Found message is received and it is better than LB, only LB is
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updated. If this remains a potential global best it will be sent to PRi
during the next iteration (Procedure 2: Lines 16-17).
An agent ai then updates the assignment of xi using GB
Itr−H+1 (Proce-
dure 2: Lines 18-19). Agents make decisions based on GBItr−H+1 instead of
the potentially newer GBItr so that decisions are made based on the same
version of GB. GBItr−H+1 will be same for all agents since it takes at most
H iterations for an Update message to propagate to all the agents. For ex-
ample, assume agent a1 from Figure 1b finds a potential best individual I at
Itr = 3. Unless it gets replaced by a better individual, it will reach the root
a4 via agent a2 through a Found message at Itr = 4. Then a4 constructs an
Update message {V ersion : 5, Individual : I} at Itr = 5. This message will
reach all the agents by Itr = 6 and the agents save it as GB5 = I. Finally,
at Itr = 6 agents assign their variables using GB6−2+1 = GB5 which is the
best individual found at Itr = 3.
Finally, Migration, an essential step of AED, takes place. We outline this
in lines 9-11 of Algorithm 2. For this step, Migration is a simple process
of exchanging individuals among the neighbours. In AED, the Reproduction
mechanism performs mutation only on the local variables. This means only
a subset of the variables of an individual are changed. However, because
of Migration, different agents can change a different subset of variables as
individuals get to traverse the network through this mechanism. Hence, this
step plays an essential role in the optimization process of AED. During this
step, an agent ai divides its local population Pai , into |Ni| subsets of size
ER randomly and exchanges those individuals with the neighbours. Upon
collecting individuals from all the neighbours, an agent ai adds them to its
local population Pai . This concludes an iteration of the optimization phase
and every step repeats during the subsequent iterations.
4.2. Theoretical Analysis
In this section, we first prove that AED is anytime, that is the quality of solu-
tions found by AED increase monotonically. Then we analyze the complexity
of AED in terms of communication, computation and memory requirements.
Lemma 1. At iteration i + H, the root agent is aware of the best individual
in P at least up to iteration i.
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Proof of Lemma 1. Suppose, the best individual up to iteration i is found
at iteration i′ ≤ i by agent ax at level l′. Afterwards, one of the following 2
cases will occur at each iteration.
• Case 1. This individual will be reported to the parent of the current
agent through a Found message.
• Case 2. This individual gets replaced by a better individual on its way
to the root at iteration i∗ > i′ by agent ay at level l∗.
When only Case 1 occurs, the individual will reach the root at iteration i′+l′ ≤
i+H (since l′ can be at most H). If Case 2 occurs, the replaced individual will
reach the root agent by i∗+l∗ = {i∗−(l′−l∗)}+{(l′−l∗)+l∗} = i′+l′ ≤ i+H.
The same can be shown when the new individual also gets replaced. In either
case, at iteration i+H, the root will become aware of the best individual in
P up to iteration i or will become aware of a better individual in P found at
iteration i∗ > i; meaning the root will be aware of the best individual in P at
least up to iteration i.
Lemma 2. The variable assignment decision made by all the agents at iter-
ation i + 2H− 1 yields a global cost equal to the fitness of the best individual
in P at least up to iteration i.
Proof of Lemma 2. At iteration i + 2H− 1, all the agents make decisions
about variable assignment using GBi+H. However, GBi+H is the best indi-
vidual known to the root up to iteration i + H. We know from Lemma 1 that,
at iteration i + H, the root is aware of the best individual in P at least up to
iteration i. Hence, the fitness of GBi+H is at least equal to the best individual
in P up to iteration i. Hence, at iteration i + 2H− 1, it yields a global cost
equal to the fitness of the best individual in P at least up to iteration i.
Proposition 3. AED is anytime.
Proof of Proposition 3. From Lemma 2, the decisions regarding the vari-
able assignments at iterations i + 2H− 1 and i + 2H− 1 + δ yields a global
cost equal to the fitness of the best individual in P at least up to iterations i
and i + δ (δ ≥ 0), respectively. Now, the fitness of the best individual in P
up to iteration i + δ is at most the fitness at iteration i. So the global cost at
iteration i + δ is less than or equal to the same cost at iteration i. As a con-
sequence, the quality of the solution monotonically improves as the number
of iterations increases. Hence, AED is anytime.
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We now consider algorithm complexity. Assume, n is the number of agents,
|N| is the number of neighbours and |D| is the domain size of an agent. In
every iteration, at most |N | messages are passed for each of the Anytime
Update and Migration steps. Now, |N | can be at most n (complete graph).
Hence, the total number of messages transmitted per agent during an itera-
tion is O(2|N |) = O(n). Since the main component of a message in AED is
the set of individuals, the size of a single message can be calculated as the
size of an individual multiplied by the number of individuals. During the
Reproduction, Migration and Anytime Update steps, at most ER individu-
als, each of which has size O(n), is sent in a single message. As a result, the
size of a single message is O(ER ∗ n). This makes the total message size per
agent during an iteration O(ER ∗ n ∗ n) = O(ER ∗ n2).
Before Reproduction, |Pai | is ER ∗ |N | and Reproduction will add ER ∗
|N | individuals. So the memory requirement per agent is O(2 ∗ ER ∗ |N | ∗
n) = O(n2). Finally, Reproduction using Equations 3, 4, 5 and 6 requires
|Di| ∗ |N | operations and in total ER∗ |N | individuals are reproduced during
an iteration per agent. Hence, the total computation complexity per agent
during an iteration is O(ER ∗ |N | ∗ |D| ∗ |N |) = O(ER ∗ |D| ∗ n2).
5. The DPSA Algorithm
The DPSA is a hybrid population-based algorithm based upon the Simu-
lated Annealing (SA) meta-heuristic. One of the most important factors
that influence the quality of the solution produced by SA is its temperature
parameter, widely denoted as T . More precisely, SA starts with a high value
of T and during the search process continuously cools it down to near zero.
When T is high, SA only explores the search space without exploiting. This
makes its behaviour similar to a random search procedure. On the other
hand, when T is near zero, SA tends to only exploit and thus the exploration
capability decreases. In such a scenario, SA emulates the behaviour of a
greedy algorithm. In fact, SA most effectively balances between exploration
and exploitation in some optimal temperature region that lies in between
these two extremes. Several existing works also discuss a constant optimal
temperature where SA performs the best [57, 58]. Unfortunately, the optimal
temperature region varies from one type of problem to another and from one
instance to another of the same type problem (e.g. with different constraint
functions and constraint densities).
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Based on the above observation, we develop DPSA that keeps a set of
systems10 each of which gets modified by applying Distributed Simulated
Annealing (DSAN) at a different constant temperature. Based on the per-
formance yielded by these systems at a different temperature, agents try to
learn an optimal temperature region using a Monte Carlo importance sam-
pling method called Cross-Entropy sampling. Using the knowledge learned
during this process, agents also cooperatively solve the given problem. This
results in a significant improvement in the solution quality produced by the
algorithm (see Section 6). Further, DPSA is more scalable than the ex-
isting population-based algorithms (as we will see in Section 6). This is
because, in existing population-based algorithms, agents communicate en-
tire populations between themselves. This limits scalability and produces a
large network load. DPSA avoids this by maintaining each of the systems in
a distributed manner similar to local search algorithms and only communi-
cate the assignment of a single variable rather than a complete assignment.
It is worth mentioning that the success of the DPSA depends on the prior
knowledge about the search space of the temperature parameter (explained in
detail in subsequent subsections). However, such knowledge may not always
be available. Anticipating this, we also provide a novel pruning algorithm,
called Greedy Baseline, that helps alleviate this requirement. The rest of
the section is organised as follows. First, we describe the DPSA algorithm
in detail. We then present the Greedy Baseline method. Finally, we analyze
the complexity of DPSA.
5.1. Proposed Method
As discussed earlier, a big motivation behind DPSA (Algorithm 3) is to
learn the optimal temperature region for Simulated Annealing (SA). Thus,
it is important that we formally define both optimal temperature (Definition
1) and optimal temperature region (Definition 2).
Definition 1. An Optimal Temperature given simulation length L is a
constant temperature at which the expected solution cost yielded by running
SA for L iterations is the lowest of all the temperatures > 0.
10A system is a candidate solution of the given problem (i.e. a complete assignment).
Each system is maintained similarly as a local search DCOP algorithm (e.g. DSAN, DSA)
maintains a single solution. A system in DPSA is similar to an Individual in AED or an
Ant in ACO DCOP.
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Algorithm 3: The DPSA Algorithm
1 Construct BFS Tree
2 Initialize parameters: Parameter Vector θ, Itrmax, Rmax, Smax, Slen, G,K
3 for R = 1...Rmax AND Conditions are met do
4 E ← {e1 = 0, e2 = 0, ..., eK = 0}
5 if the agent is the root then
6 T ← {t1, t2, ..., tK}sampled from G(θ)
7 else
8 T ← Receive T from the parent agent in the BFS-Tree
9 Send T to all the child agents in BFS-Tree
10 for s = 1...Smax do
11 Synchronously start Simulate (True)
12 Wait for Modified ALS(·) to terminate
13 for ek ∈ E do
14 ek ← ek + bestCostS,kSmax
15 Threshold←G-th best of set E
16 SelectedSample← {tk : ek ≤ Threshold}
17 Update θ using SelectedSample
18 Synchronously start Simulate (False)
Definition 2: An Optimal Temperature Region (OTR) of length  is
a continuous interval [Tmin, Tmax] where Tmax − Tmin ≤  and contains the
optimal temperature. If we set Tmin to near zero and Tmax to a very large
number, it will always be an OTR by the above definition; although not
a useful one. The proposed DPSA algorithm tries to find an OTR with
sufficiently small11 .
The DPSA algorithm consists of two main components: the parallel SA
component and the learning component. The parallel SA component (Pro-
cedure 3), is an extension of the existing DSAN algorithm that simulates K
systems in parallel. We also modify the existing ALS framework to make
it compatible with parallel simulation. The other significant component of
DPSA is the iterative learning component detailed in Algorithm 3. It starts
with a large temperature region and iteratively tries to shrink it down to an
11defined on the input of Algorithm 3.
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OTR of a small length (). To obtain this, at each iteration, agents coopera-
tively perform actions (i.e. synchronously simulate parallel SA with different
constant temperatures), collect feedback (i.e. the cost yields by different
simulations) and use the feedback to update the current temperature region
toward the goal region. The underlying algorithm that is used in the learning
process is based on cross-entropy importance sampling. However, to make
DPSA sample efficiently, we also present modifications that significantly re-
duce the number of iterations and parallel simulations needed.
In DPSA, the Simulate(·) procedure (Procedure 3) runs SA on K copies of
a system in parallel. This procedure is called in two different contexts: during
learning to collect feedback (Algorithm 3: line 11) and after the learning
process has ended (Algorithm 3: line 18). The main difference is that in the
first context the procedure runs a short simulation in K different constant
temperatures (one fixed temperature for each copy). In the second case, the
function runs for significantly longer and all K systems run on the learned
OTR with a fixed scheduler (discussed shortly). Also, in the first case, all
copies are initialized with the same random value from the domain. This is
done because we want to identify the effect of different constant temperatures
on the simulation step, and initializing them with different initial states would
add more noise to the feedback. In the second case, we initialize with different
random states. Note that, to avoid confusion, we use xi to refer to the actual
decision variable and xi,k to refer to xi on the k-th copy of the system. The
parameter isLearning is used to represent the context in which the procedure
was called. Depending on its value, variables of all K systems are initialized
and the length of the simulation is set (lines 2 − 7) (Slen is the simulation
length during learning). After that, the main simulation starts and runs for
L iterations.
At the start of each iteration, each agent ai shares the current state of each
system (i.e. the variable assignment of each system) with their neighbours
(Procedure 3: lines 8−9). Each agent ai then updates xi and performs other
operations related to Modified ALS(·) (discussed shortly) (line 11). After
that, for each of the K systems, agent ai picks a value randomly from its
domain Di (line 12). Afterward, each agent selects the temperature for the
current iteration i.e. tk (line 14) by calling the function Scheduler(·). If it
is called during the learning context, it is always set to a constant. More
precisely, it is set to the k-th value of T (from lines 26 and 29). Otherwise, if
the learned OTR is [Tmin, Tmax]; it can be used with a temperature scheduler,
for example a linear scheduler (i.e. temperature decreased linearly with time)
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Procedure 3: Simulate(isLearning)
1 if isLearning is True then
2 set xi,k ∀k ∈ {1, ...,K} to same random value
3 L← Slen
4 else
5 set xi,k ∀k ∈ {1, ...,K} to different random value
6 L← RemainingIterations
7 for l = 1...L do
8 send value of xi,k ∀k ∈ {1, ...,K} to neighbouring agents
9 receive value of xi,k ∀k ∈ {1, ...,K} from neighbouring agents
10 Update xi using Modified ALS(·)
11 for k = 1...K do
12 v ← sample a random value from Di
13 tk ←Scheduler(l,k,isLearning)
14 ∆k ←
∑
nj∈Ni Costi,j(xi,k, xj,k)− Costi,j(v, xj,k)
15 P ← min(1, e
∆k
tk )
16 set xi,k to v with probability P
can be used. To calculate the temperature using a linear scheduler, we can
use Equation 9.
Tmin + (Tmax − Tmin)L− l
L
(9)
Finally, agents assign the value v to xi,k with the probabilitymin(1, exp(
∆k
tk
))
where ∆k is the local gain (i.e. improvement of the aggregated cost of the lo-
cal constraints if the assignment is changed) of the k-th system (line 14−15).
If this gain is non-negative, it will always be changed (since exp(∆k
tk
) ≥ 1).
Otherwise, it will be accepted with a certain probability less than one.
We now describe our extension of ALS. This is used to collect feedback
from the simulations during learning and to give DPSA its anytime property.
We modify ALS in the following ways:
• Since DPSA simulated K systems in parallel, Modified ALS(·) keeps
track of the best state and the cost found by each system separately
within the duration of a call of the Simulate(·) procedure. This is used
for the feedback.
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• Modified ALS(·) also keeps track of the best state and cost across all
K systems and all the calls of the Simulate(·) procedure. Using this,
agents assign values to their decision variables. This is used to give
DPSA its anytime property.
The first part of the modification can easily be done by running each
system at each call with its separate ALS. For the second part, we can have
a meta-ALS that utilizes information of the ALSs in the first part to calculate
the best state and cost across calls and systems.
We now discuss the learning component (Algorithm 3: lines 3−17). Here,
we start with a probability distribution G(θ) over a large temperature region
[Tmin, Tmax] where θ is the parameter vector of the distribution. At the start
of each iteration, the root agent samples K points (i.e. a set of constant
temperatures T from this distribution (Algorithm 3: line 6)). Agents then
propagate this information down the pseudo-tree (Algorithm 3: lines 8− 9).
After that, agents synchronously call the Simulate(·) procedure Smax times
(Algorithm 3: line 11). At each call, agents simulate SA in the K sampled
constant temperatures (i.e. set T) in parallel. Then using Modified ALS(·),
agents collect feedback i.e. cost of the best solution found by the simulation
(Algorithm 3: line 12). Then agents take a mean over Smax feedback (Algo-
rithm 3: lines 13−14). This average should be an unbiased estimation of the
expected solution quality i.e. the actual feedback given a large Smax. Note
that in the pseudo-code, we use bestCostS,k to refer to the best cost found
by the k-th system in the S-th call. After all the feedback is collected, we
use it to update the parameter vector in Algorithm 3: lined 15− 17. To this,
the first G best sample points are selected (Algorithm 3: lines 15− 16) and
then used to update the parameter vector (Algorithm 3: line 19). In this
way, agents iteratively learn the parameter vector θ.
The parameter vector θ and its update depend on the particular distri-
bution G(·) used. In this paper, we focus on two particular distributions
namely Gaussian N (·) and uniform U(·) due to their simplicity. The param-
eter vector for N (·) is θ = [µ, σ] and consists of the mean and the standard
deviation. The new parameter vector is calculated as:
θnew = [µ(SelectedSample), σ(SelectedSample)] (10)
The parameter vector for U(·) is θ = [Tmin, Tmax] and consists of the current
bound of the temperature region. The new parameter vector is calculated
as:
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θnew = [min(SelectedSample),max(SelectedSample)] (11)
Finally, θ is updated as shown in Equation 12 where α is the learning rate.
θ = (1− α) ∗ θ + α ∗ θnew (12)
Updating parameters in the way discussed above requires a considerable
number of iterations and samples. To reduce the number of iterations and
samples required, we now discuss a few techniques that we used in the ex-
perimental section. First, when the number of parallel simulations is small
(i.e. the value of K is small), taking a random sample in a large range is not
efficient, and taking a stratified sample will cover a large range better. For
example, when using U(·), we may take samples at regular intervals using
Equation 13:
Tmin + (Tmax − Tmin) ∗ k − 1
K − 1; k ∈ {1, 2, ..., K} (13)
Second, when Smax is small, the estimation of expected cost becomes noisy.
To address this, when two sample points produce feedback within a bound of
each other, we consider them equally good. We calculate this bound γ using
Equation 14.
γ = S ∗ bestCost∗ (14)
Here, S stands for sensitivity and is an algorithm parameter and we use
bestCost∗ to refer to the actual best cost found so far across all the calls of the
Simulate(.) procedure. According to this, we may calculate the Threshold
in line 19 of Algorithm 3 as follows: Threshold← G-th best of E + γ.
Finally, when Rmax is small, setting the learning rate to a larger value will
speed up the learning process. However, if it is set too high, the algorithm
might prematurely converge or skip the optimal temperature. Additionally,
we can terminate before Rmax, if all the sample points are within γ of each
other. We now provide an example of the learning process:
Suppose, we have α = 0.4, G = 3, K = 10, θ = [0.1, 100] and we use a
uniform distribution. In the first round, the sampled points will be (when
taken using the regular interval) (Algorithm 3: line 6):
T = [0.1, 11.1, 22.2, 33.3, 44.4, 55.5, 66.6, 77.7, 88.8, 100]
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Let the feedback from each point be (using the modified ALS as described
Algorithm 3: line 12):
E = [50, 40, 30, 25, 32, 42, 57, 70, 95, 130]
The selected sample points (top G = 3 points) will be (Algorithm 3: lines
15-16):
SelectedSample = [22.2, 33.3, 44.4]
Finally, the parameter update will be (min and max of SelectedSample)
(Algorithm 3: lines 17):
θnew = [22.2, 44.4]
θ = 0.6 ∗ [0.1, 100] + 0.4 ∗ [22.2, 44.4] = [8.9, 77.8]
This process will repeat until the termination conditions are met.
After the learning process ends, agents call the Simulate(·) for the final
time at line 18 of Algorithm 3. At this time, the simulation usually runs
for longer on the learned optimal temperature region. This concludes our
discussion on the learning component.
5.2. The Greedy Baseline Algorithm
Much of DPSA’s performance depends on the initial parameter vector θ.
Nevertheless, it might be the case that prior knowledge about a good ini-
tial value of θ is not available. As discussed earlier, SA behaves randomly12
when the value of the temperature is high. Now, since DPSA relies on the
performance of SA at a different temperature to find an optimal temperature
region, such random behaviour significantly affects the performance of the
learning component of DPSA. As can be seen in Figure 2, the average per-
formance of DPSA at the different constant temperatures on the Weighted
Graph colouring Problem (see Section 6 for more details). At a high tem-
perature (i.e. above 300), the performance of SA becomes random13. Now,
imagine a scenario where the range of initial θ is very large (most of it con-
sists of such high temperatures). In that case, most, if not all, of the sample
12By random, we mean there is no difference between selecting an assignment from the
domain of a variable randomly and applying SA to select the assignment.
13yielding similar average cost as uniform randomly sampled complete assignments.
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points of CE might fall in the region where SA behaves randomly. Since this
will not create any useful feedback, DPSA would fail to learn a good value of
θ. As we discussed in the previous section, DPSA may take stratified sample
points. As a consequence, at least one sample is likely to be in the region
where the performance of SA is not random (since the first sample point
will be near zero). However, even with this, DPSA takes a large number
of iterations (R max) to find a good temperature region. To address this
shortcoming, we introduce a Greedy Baseline (GB) approach that exploits
the nature of the temperature vs performance curve of SA to prune away
temperature region where SA behaves randomly.
0 200 400 600 800 1000
Temperature
0
1
2
3
4
P
er
fo
rm
ac
ne
1e3
SA
Performance at Temperature = 0 (Greedy Baseline)
Performance at Optimal Temperature
Performance at Greedy High Temperature
Figure 2: Performance of SA at different constant temperature on Weighted Graph colour-
ing Problem.
To understand how GB works, we again make use of Figure 2. Here, the
Red marker shows the performance of SA at zero temperature. The Black
marker shows the performance of SA at the optimal temperature. Finally, the
green marker shows the performance of SA at the highest temperature > 0
where performance is at least as good as performance at zero temperature.
We now formally define this as:
Definition 1. A Greedy Baseline (GB) given simulation length L is the
expected performance that SA yields at constant zero temperature.
Definition 2: A Greedy High Temperature (GHT ) is the highest tem-
perature > 0 where the expected performance of SA is at least as good as
GB.
As discussed earlier, DPSA tries to approximate the OT, while GB tries
to approximate GHT using binary search and statistical hypothesis testing.
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Algorithm 4: The Greedy Baseline Algorithm
1 Initialize variables: lmin, lmax, Tmin, Tmax
2 E ← {e1 = 0, e2 = 0, ..., eK = 0}
3 Synchronously start Simulate (True)
4 Wait for Modified ALS(·) to terminate
5 B ← E
6 while Conditions not met do
7 E ← {e1 = 0, e2 = 0, ..., eK = 0}
8 if the agent is the root then
9 set Tmin, Tmax to 10
(lmin+lmax)/2
10 else
11 Receive Tmin, Tmax from the parent agent in the BFS-Tree
12 Send Tmin, Tmax to all the child agents in BFS-Tree
13 Synchronously start Simulate (True)
14 Wait for Modified ALS(·) to terminate
15 if E statistically worse than B then
16 lmax ← (lmin + lmax)/2
17 else
18 lmin ← (lmin + lmax)/2
19 θ ← [, 10(lmin+lmax)/2]
The intuition behind GB is that most trivial/baseline performance yielded
by SA is at zero temperature where its behaviour is completely greedy14.
Any temperature where the performance of SA is worse than this is best
avoided. By comparing performance at different temperatures with greedy
performance, we can prune away such temperature regions. After that, if
the remaining temperature region is sufficiently small then DPSA stops the
learning phase; otherwise, it can be further narrowed down using the CE
method. Finding GHT in this way does not require much prior knowledge
(i.e. a good initial value of parameter vector θ). In fact, as we report in
Section 6, GB can find GHT starting with an initial parameter vector θ
in the range [10−18, 1018]. As this is the largest value handled by a 64-bit
integer, we can consider it to be arbitrary for most practical purposes.
14i.e. an agent only changes its current assignment if it improves local cost.
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GB starts by initializing variables (Algorithm 4: line 1). Here, lmin and
lmax are the log values of the initial temperature region. For example, if
we start with an initial temperature region [10−18, 1018], it is set to -18 and
+18, respectively. Tmin and Tmax is the minimum and the maximum value
of the temperature region respectively, where the simulation is run.15 They
are both initialized to 0.
Following the initialization, GB finds the Greedy BaselineB by simulating
all K systems at zero temperate16 (Algorithm 4: Lines 2-5). Recall, E is the
best ALS performance of each system. After this, GB iteratively performs a
binary search to find GHT. To do this, at each iteration GB first runs all K
simulations at the midpoint of the current temperature region (Algorithm 4:
lines 7-13) and collects their ALS performance (Algorithm 4: line 14). After
that, it performs a statistical test to see whether E is statistically worse than
the baseline B. If this is the case, the midpoint is above GHT and hence lmax
is set to this midpoint (Algorithm 4: line 16). Otherwise, it is below or on
GH; therefore, lmin is set to the midpoint (Algorithm 4: line 18). There are
several candidate statistical tests available. For example in our experiments,
we simply checked weather upper bound of the 99% confidence interval of the
average of B is bigger than the lower bound of the 99% confidence interval
of the average of E. It is easy to see that with the increase of K, GB will
find a better approximation of GHT.
Finally, GB sets the parameter vector θ to [, GHT] (Algorithm 4: line
19). It is worth mentioning that GB should be called between line 2 and 3
of Algorithm 3 (DPSA). If this region is sufficiently small, DPSA sets Rmax
to zero (i.e. skipping the learning stage). Otherwise, DPSA applies CE to
further narrowing down this region. Since GB prunes away the tempera-
ture region where SA does not provide any good feedback, CE can perform
efficiently in the pruned region.
5.3. Complexity Analysis
In terms of complexity, the main cost is yielded by the Simulate(·) procedure.
Each iteration of this requires calculating the local gain ∆k for K systems.
The calculation of local gain requires O(|N |) complexity where |N | is the
15When the simulation is run with a constant temperature, they are both set to the
same value.
16To clarify at zero temperature, when ∆k ≥ zero the P from Procedure 3 line 15 is
considered 1 and when ∆k < zero then P is considered 0.
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number of the neighbours. Hence, the computational complexity is O(K|N |)
(per iteration and agent). To compare, DSA requires O(|D||N |) (per itera-
tion and agent) where |D| is the size of the domain. Thus, when K = |D|,
both DSA and DPSA have the same asymptotic complexity. In terms of
communication complexity, K variable assignments are transferred at each
iteration which gives it O(K) complexity. Finally, agents have to save K
local variable assignments, each of which requires O(|N |) memory, meaning
the total memory requirement is O(K|N |). It is worth mentioning that the
memory requirement of Modified ALS(·) is O(K|H|) where |H| is the height
of the BFS tree. In Modified ALS(·), while the number of messages remains
the same as ALS; the size of each message increases by a factor ofK.
6. Empirical Results
We now compare the anytime performance of our proposed AED, DPSA CE
(DPSA only using CE) and DPSA GB (DPSA only using GB) algorithms
against a number of the most prominent incomplete DCOP algorithms. In
particular, we benchmark against DSA-C [43, 23], DSAN [23], GDBA [22]
and DSA SDP [44]. We selected this set since, as highlighted in Section 2,
GDBA and DSA SDP are representative of the state-of-the-art local search
algorithms, while DSA-C and DSAN serve as a good baseline performance
of solution quality of incomplete algorithms. Further, we run these local
search algorithms in parallel using the modified ALS in a similar manner
as DPSA. This improves solution quality and acts as a fairer comparison.
Moreover, the only other population-based DCOP algorithm ACO DCOP is
used in our benchmark suite. Finally, LSGA DSA is chosen as it is the only
available hybrid population-based (local search and genetic operation) DCOP
algorithm. We selected LSGA DSA rather than other variants because it has
been reported to produce the best performance [52].
We use P = 0.8 for DSA-C because this value of P yields the best per-
formance in our settings (with a few exceptions that are mentioned later).
To evaluate GDBA, we use the (N, NM, T) variant, and for DSA SDP we
consider pA = 0.6, pB = 0.15, pC = 0.4, pD = 0.8. We run 10 instances of
these algorithms in parallel in a similar manner as DPSA using the modified
ALS. To evaluate ACO DCOP, we use the same values of the parameters
recommended in [31] with one exception for the population parameter of
ACO DCOP K. We vary the value of K from 5 to 20, and pick the one
that performs the best within the time limit since ACO DCOP suffers from
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scalability issues. In case of AED, we keep α = 3 and the population param-
eter ER = 1 and pick the best β from integers in [1, 12]. We will mention
specific K for ACO DCOP and β for AED in their corresponding benchmark
sections. For LSGA DSA, DPSA CE and DPSA GB, we set the population
size to 10 (similar to the parallel local search execution to make it fair). We
use the same parameters as recommended in [52] for LSGA DSA. We use
Rmax = 12, Smax = 1, Slan = 100, α = 0.5,S = .01 and G = 3 with an initial
temperature region θ = [10−3, 103] in case of DPSA CE. On the other hand,
DPSA GB does not require much parameter tuning and we use Slen = 100
with an initial temperature region [10−18, 1018]. We use an Intel Core i5-7500
CPU @ 3.40GHz CPU with 8GB RAM to run all the experiments. We cross-
checked our results with the results shown in the corresponding papers and
code available in the public repositories from the authors and well-known
libraries17.
In the subsequent five subsections, we present five different benchmarks.
All differences shown in the Figures of these subsections are statistically
significant for p − value < 0.01. To numerically compare these algorithms,
we will refer to their relative solution cost (RS)18 which we calculate as:
Relative solution cost of Algorithmi, (RSi) =
Lowest Solution Cost
Solution Cost of Algorithmi
∗100
.
6.1. Random DCOPs
Random DCOPs [26] is one of the most widely used DCOP benchmark prob-
lems. To generate problems for this benchmark, we first construct a con-
straint network using Erdo˝s-Re´nyi topology [59] with 70 agents. We vary
the constraint density from 0.1 to 0.6. The cost for each pair of assignments
is selected randomly from the interval [1, 100]. We generate 30 instances of
Random DCOPs using this procedure. We then run each algorithm on each
instance for 30 times and average the result. The results are used to create
the plots that are shown in Figure 3a and Figure 3b.
In the sparse settings, the best result is achieved by DPSA GB (RS=100).
The two closest algorithms are DPSA CE with RS = 99.5 and LSGA DSA
with RS = 99.1. Here, we use β = 7 for AED. Even though the above
17https://github.com/czy920 and https://frodo-ai.tech.
18we use this since calculating the actual optimal cost is infeasible.
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3 algorithms came within 1% of their final results after 350 ms, AED was
still improving. After the allotted 350 ms, the final RS of AED was 94.9.
Even though this is a significant improvement over parallel local search
and ACO DCOP; AED fell short due to time constraints against the hy-
brid population-based algorithms. For ACO DCOP, we used K=13 which
allowed ACO DCOP to produce RS = 92.7. Among the local search algo-
rithms, DSA-SDP performed the best with RS = 92.7 and DSAN performed
the worst with RS = 89.5.
Even in the dense setting, DPSA GB produced the best results (Fig-
ure 3b). However, we see LSGA DSA and DPSA CE produce a similar re-
sult with RS = 99.8. The slight variation we observe between DPSA CE and
DPSA GB is because of the annealing effect. Since DPSA GB works on a
slightly larger temperature region than DPSA CE, the higher temperature
sometimes helps DPSA GB to avoid bad local optima which is not the case
with DPSA CE. However, this comes at the cost of initial slower optimiza-
tion. Among other algorithms, we see DSA SDP produces the best results
ends up yielding RS = 98.9. In both of these settings, DPSA has a clear
advantage over all the other algorithms.
In Figure 3b, we excluded AED and ACO DCOP because within this
time they were unable to produce good results. To see how ACO DCOP
and AED perform in dense settings, we perform the experiment again for
the 7500 ms. To make it fair, we restart each of the local search algorithms
500ms apart. For ACO DCOP we set K = 20. The result is summarized
in Figure 3c. We can see given sufficient time, AED can outperform most
of the state-of-the-art algorithms and yields a similar result to LSGA DSA.
However, DPSA GB still produces the best result.
6.2. Sensor Network Problems
The sensor network coordination problem, as discussed in [2, 30], involves
first responders in an emergency situation deploying mobile sensor agents to
create a meshed communication network. The goal is to maximize the signal
strength between neighbouring mobile agents in this network. To generate a
problem, we arrange the agents in 2D grid cells. Each agent can move and
locate themselves in 12 different locations within their cells. This corresponds
to their domain. Each agent is constrained with the agents of neighbouring
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Figure 3: Performance on the Random DCOPs Benchmark.
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cells. We chose the constraint utilities uniformly from the range [1, 100]19
at random. We generate 30 problems instances with two different grid sizes:
7X7 (number of agents= 49) and 10X10 (number of agents= 100). The
results are shown in Figure 4a and Figure 4b.
In the small grid, we see all three of DPSA CE, DPSA GB (RS = 98.9)
and AED (RS = 94.0) outperform the state-of-the-art, while DPSA CE
produces the best results. In this setting, scalability is not an issue for
AED due to the low constraint density. This results in AED outperforming
LSGA DSA (RS= 93.1) within the 250 ms time limit. On the other hand,
for ACO DCOP, we set K = 10 and within 250 ms, it yields RS = 89.6.
Among the other algorithms, GDBA produce the best results (RS=84.0)
while DSA-C produce the worst (RS = 77.6).
In the larger setting, DPSA GB produces the best result while DPSA CE
is closest (RS = 99.0). In this setting, scalability starts to become an issue
for AED (RS = 90.0) and yields a slightly worse result than LSGA DSA (RS
= 90.4), while ACO DCOP produces RS = 88.9. However, given more time,
both ACO DCOP and AED outperform LSGA DSA. In this experiment, we
see in low-density settings, AED does not suffer from scalability issues and
so produces results that outperform all of the competing algorithms.
6.3. Scale-Free Network Problems
We now consider the scale-free network problem. This is a similar to Random
DCOPs, except we use the Barabsi-Albert network topology model [60] to
generate our constraint networks. To that end, we start with a random tree
of 20 agents (m0), we then connect each new agent with a set of size m
randomly selected existing agents. For the sparse problems, we set m to 3,
and for the dense problems, we set m to 12. We use 100 agents to create
our network, the remaining parameters are the same as used on the random
DCOPs setting.
We see a similar performance difference between LSGA DSA (RS = 98.2
on m=3 and RS = 99.5 on m =12), DPSA CE(RS = 98.8 on m=3 and RS =
99.5 on m=12) and DPSA GB (RS = 100 on m=3 and RS = 100 on m=12)
in both settings. Although better than local search algorithms, AED (RS
= 91.7) is able to outperform other population-based algorithms including
19It can be interpreted as 1 is the lowest signal interference and 100 is highest. The goal
is to minimize signal interference.
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the ACO DCOP(K = 13) (RS = 92.0). Among other algorithms DSA SDP
produces the best results (RS = 91.2 on m=3 and RS = 97.7 on m=12) and
DSAN yields the worst performance (RS = 85.6 on m=3 and RS = 95.8 on
m=12). Overall, DPSA GB produces significantly better results than the
other competing algorithms including DPSA CE. A key insight we can draw
from this experiment along with previous two experiments is that different
widely used network topologies (random, grid and scale-free) do not have
any adverse impact on the solution quality produced by DPSA. Neither does
density (as we varied in random DCOP and scale-free network settings) or
size (as we varied in sensor network setting) of the constraint network under
these typologies have any negative effects. In all cases, DPSA outperformed
the state-of-the-art.
6.4. Weighted Graph colouring Problems
The weighted graph colouring problem with 3 colours is another widely used
benchmark problem for DCOPs. To generate a problem, we first construct
a constraint network using Erdo˝s-Re´nyi topology [59] with 120 agents. We
vary the constraint density from 0.05 to 0.2. The penalty for choosing the
same colour with a neighbouring agent of the constraint graph is selected
randomly from [1, 100].
In this problem, DPSA (CE and GB) shows overwhelmingly excellent
results. In the sparse setting, the closest competitor is LSGA DSA (RS
= 66.1). Even though AED (RS = 49.5) outperforms all the local search
algorithms and the population-based algorithm, it could not outperform the
hybrid population-based algorithms. Among other algorithms, GDBA does
the best (with RS = 45.2) and DSA-C performs the worst (with RS = 31.0).
In the dense setting, we also see a similar trend though the differences in
the results are smaller. DPSA CE still manages to produce the best perfor-
mance. However, in this setting, LSGA DSA’s result is close yielding RS =
99.2. Among the other local search algorithms, GDBA does the best (with
RS = 97.0) and DSAN performs the worst (with RS = 94.3). For DSA, we set
P = 0.7 because for P = 0.8 it does not produce a good result, especially in
the dense settings. In this case, neither AED nor ACO DCOP can produce
a good result and hence they are omitted from the dense setting.
Overall, DPSA shows its excellent performance by outperforming all the
algorithms with a large margin of 34% − 66%. This highlights how pro-
foundly temperature affects the performance of SA and getting it correct has
a significant impact on solution quality.
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We now evaluate the performance of competing algorithms by imposing
an additional global constraint on top of the weighted graph colouring prob-
lems used to depict the results of Figures 6a and 6b. In this experiment, we
consider an additional constraint that each colour can be assigned to at most
40 agents on the generated problem of 120 agents having a network density
of 0.05. For each colour, each additional assignment above 40 would incur
an additional cost of 500 to the global cost. In other words, if each colour is
assigned to exactly 40 agents or less, no additional cost will incur. This can
be interpreted as a soft variant of the well-known All Diff global constraints
[37]. We keep all the configuration similar except we set α = 8 and β = 2
for AED. The result is shown in Figure 6c.
AED outperforms all the competing algorithms by a large margin (i.e. RS
= 50.1 to 39.8, up to 75% improvement in solution quality compared to the
competing algorithms). This is expected as other algorithms, that includes
both versions of DPSA, are not able to handle the global constraint. This is
because in those algorithms, agents do not have information about the com-
plete assignments and therefore they are unaware whether they are breaking
the global constraint or not. On the other hand, AED has access to the
entire assignment and can enforce such global constraints. It is worth noting
that we also run this benchmark by modifying competing algorithms and
letting all the agents broadcast their assignments. This scenario is analogous
to running the benchmark on a complete graph. This results in a significant
increase in computation and communication costs (more preciously, it causes
a similar effect if the density is increased by 1/0.05 = 20 times). Also, within
the given amount of time (i.e. 400 ms), all the algorithms perform even
worse. This demonstrates that AED can be successfully applied to scenarios
where there exists global constraint(s).
6.5. Target Tracking Problems
Target tracking is an important and widely studied problem for surveillance,
monitoring applications and data collection. Some instances that have been
studied in the literature include collecting data using autonomous underwater
robotic vehicles [61], monitoring points of interest in an unknown environ-
ment [62], wide-area surveillance [4] and collecting data for security resource
allocation. In this problem, we have a set of sensor agents (e.g. UAVs, robots)
tracking a set of targets in order to collect accurate information about them.
For tracking targets, agents can take several different actions. For example,
if they are mobile agents, they can move and locate themselves in such a way
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that minimizes their uncertainty about the target or improve the quality of
data gathered.
Notably, several ways have been studied to formalize this scenario using
the DCOP framework [62, 4]. Here, we take a simplified approach to gen-
erate problems. Each sensing agent is mobile and is located in a grid cell.
Within a grid cell, each agent has 25 different positions (by dividing the cell
into 25 squares) where it can move to. Hence, in this problem, each variable
xi denotes the position of agent ai within its grid cell. There is a constraint
between each pair of neighbouring agents which represents a target that the
agents need to collect data from. For each target, we select one of 10 random
positions on the border of those two agents’ grid cell randomly. Each tar-
get ti,j between agent ai and aj also has an importance rating IRi,j selected
uniform randomly from [1, 30]. Each pair of agents in position (xi, xj) asso-
ciated with each target yields a different amount of data loss DLi,j(xi, xj),
which is a number between (0, 3] based on average distance from the target
rated (0, 2] and random environmental factor rated (0, 1]. The constraint cost
yields by each assignment pair (xi, xj) is calculated as IRi,j ∗ DLi,j(xi, xj).
Agents cooperatively try to minimize the total data loss. We generate 30
problems instances with two different grid sizes: 7X7 (number of agents=
49) and 10X10 (number of agents= 100). The results are shown in Figure 7a
and Figure 7b.
In the smaller grid, we see all three of DPSA GB, DPSA CE20 (RS =
98.7) and AED (RS = 98.7) outperform the state-of-the-art, while DPSA GB
produces the best results. However, given more population, AED (β = 11)
can match the results of DPSA GB. In this setting, we do see a large random
temperature region affecting the performance of the DPSA CE method and
as such, it takes a significant amount of time to find a good solution compared
to AED and DPSA GB. After R max times out, DPSA CE needs to iterate
through a large temperature region linearly. Notably, DPSA GB avoids this
by pruning the bad temperature region using greedy baseline. The nearest
competitor is LSGA DSA which converges after yielding RS = 97.3. Among
the local search algorithms, DSA-SDP does the best (RS = 97.7) and DSA C
performs the worst (RS = 92.5).
In the larger setting, DPSA GB produces the best result while DPSA CE
is the nearest (RS = 99.2). Even though AED (RS = 98.2) outperforms the
20G = 2 for this benchmark
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previous state-of-the-art; it is not able to outperform DPSA with ER =1.
However, the increasing value of ER significantly decreases the performance
gap. The best among the other algorithms is LSGA DSA(RS = 97.4) doing
slightly worse than AED. Among the other algorithms, we see a similar trend.
6.6. Discussion
In this section, we have covered a wide variety of DCOPs settings to evaluate
our algorithms against the state-of-the-art. These settings cover most com-
monly used network topologies (i.e. random, grid and scale-free), different
numbers of agents (from 49 up to 120), a wide range of constraint densities
(from 0.036 up to 0.600) and different cost structures. In all of these set-
tings, DPSA markedly outperforms the state-of-the-art. On the other hand,
AED outperforms the previous state-of-the-art in smaller settings (i.e. lower
numbers of agent and/or low density) even yielding similar performance to
DPSA (Sections 6.2 and 6.5). In the larger settings, AED outperforms state-
of-the-art local search algorithms and population-based algorithms but could
not outperform the hybrid population-based algorithm LSGA DSA. In some
cases, this is due to time constraints and given more time AED does out-
perform LSGA DSA (Section 6.1). However, we also show a scenario where
AED can be more efficient than hybrid population-based algorithms such as
LSGA DSA or DPSA. Specifically, in problems where there are global con-
straints such as All Different constraint, AED is significantly more efficient
since it maintains complete assignments (individuals) and can directly enforce
such constraints that the other competing algorithms and DPSA cannot.
To compare our proposed algorithms, in smaller settings both AED and
DPSA yields similar performance. However, in large settings, DPSA was
more scalable than AED which is a result of the local search like commu-
nication structure of DPSA. On the other hand, settings where there are
global constraints, AED is more efficient than DPSA. Between DPSA CE
and DPSA GB, we can see in most cases the final solution cost yielded by
these algorithms are similar. However, DPSA CE has a good initial anytime
cost which is achieved by exploiting prior knowledge. This can be useful for
example in dynamic settings where problem instance from a one-time step
to others does not significantly vary and prior knowledge can be efficiently
transferred. On the other hand, DPSA GB does not require any prior knowl-
edge and/or much parameter configuration. This is especially useful when
it is not possible to directly tune parameters. For example, consider the ex-
periment of Section 6.2 in which first responders in an emergency situation
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deploying mobile sensor agents.
To tie this all together, these experiments show population-based algo-
rithms do have advantages in terms of solution quality over other classes of
incomplete algorithms. This advantage is not simply the effect of keeping
multiple candidate solutions in parallel (since we run all the incomplete al-
gorithms using modified ALS) rather effectively exploiting the population
(e.g. learning good parameters or keeping most promising solutions) plays a
significant role.
7. Conclusions and Future Work
We have focused on population-based approaches for DCOPs and introduced
two new algorithms. The first one, AED, is based on evolutionary optimiza-
tion. AED mutates individuals (i.e. complete assignments) of the population
utilizing local information and selects which individual should survive (for
further mutation) based on global information. We also propose a hybrid
population-based algorithm DPSA that has high scalability compared to ex-
isting population-based algorithms. DPSA runs several SAs in a distributed
manner in parallel and uses global information from different runs to come
up with a good temperature to operate the algorithm on. For calculating a
good temperature region, we propose two methods. The first one requires
good prior knowledge to succeed (i.e. CE) and the second one does not
(i.e. GB). The former has the advantage that it has good initial anytime
performance and can exploit prior knowledge when available and the lat-
ter has the benefit that it does not require much parameter tuning or prior
knowledge. We have shown through extensive experimental evaluation that
DPSA outperforms the state-of-the-art in a wide variety of settings. On the
other hand, AED outperforms the state-of-the-art local search algorithms
and the existing population-based algorithm namely ACO DCOP in all our
benchmarks while outperforming existing hybrid population-based algorithm
(i.e. LSGA) in some benchmarks. We also show that AED can be applied
to a scenario where there are global constraints significantly more efficiently
than other competing algorithms. Most importantly, our work demonstrates
that evolutionary optimization can be effective for DCOPs and hybridiza-
tion with local search algorithms can be a solution to the scalability issue of
population-based DCOPs solver.
In future, we want to explore population-based sampling algorithms. This
is especially interesting because existing population-based algorithms do not
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provide any quality guarantee and population-based sampling algorithms
have the potential to provide such guarantees while also producing high-
quality approximate solution within a practical amount of time. Finally,
there are many variants of SA and algorithms inspired by SA that has been
proposed over the last four decades to improve speed or solution quality of
SA (e.g. Parallel Tempering [63], Stochastic Tunneling [64], and Thresh-
old Accepting [65]). We want to study this class of algorithms for further
improvement of SA based DCOP solvers.
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