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Abstract – This paper focuses on the problem of con-
tour extraction in medical images and shows that this
segmentation task can be viewed as a tracking problem.
The influence of the speckle noise and of the high non-
linearities is overcome by Monte Carlo methods. An
efficient multiple model Monte Carlo algorithm for pro-
gressive contour growing (tracking) is developed, ac-
counting for convex, non-circular forms of delineated
contour areas. The driving idea of the proposed filter
consists in the incorporation of different image inten-
sity inside and outside the contour into the filter like-
lihood. A PDA procedure using the contour edge mag-
nitude is applied to cope with the measurement origin
uncertainty. The filter performance is studied by ex-
tracting contours from a number of real and simulated
ultrasound medical images and very good accuracy is
achieved.
Keywords: Contour extraction, Monte Carlo meth-
ods, Particle Filter, Ultrasound images.
1 Introduction
Automated or semi-automated contour extraction is
one of the most challenging image processing tasks, per-
taining to a great variety of applications. Medical di-
agnostics relies significantly on images, often with low
quality which makes the diagnostics challenging and re-
quires complex processing algorithms for contour ex-
traction [1].
There is a great deal of approaches for medical
image segmentation such as active contour mod-
els [2], expectation-maximisation [3], principal compo-
nent analysis [4], level sets [5] and Monte Carlo tech-
niques [6]. Most approaches can be classified in two
groups: 1) off-line techniques - quite accurate, but com-
putationally demanding, and 2) on-line fast algorithms,
less precise, but suitable for real time applications.
In this paper we develop an approach for fast contour
extraction, possessing very good estimation accuracy
achievable at reasonable computational costs. Our ap-
proach avoids some drawbacks of the optimisation pro-
cedures and consists in consecutively growing (track-
ing) of a contour from a starting point according to a
certain criterion of efficiency. We adopt the Bayesian
methodology motivated by its power to cope with dif-
ferent kinds of uncertainties, high level of noises and to
account for the prior information, as shown in numer-
ous applications surveyed in [1,7]. A number of contour
extraction algorithms exploit tracking techniques, e.g.,
Kalman filtering with an adaptive measurement associ-
ation gate [8] for prostate border estimation or multiple
hypothesis tracking (MHT) for multiple potential con-
tours, which technique is able to avoid contour losses
in areas with high level of speckle noise.
Tracking methods are adopted also in [9] for the pur-
poses of heart chambers and breast cyst segmentation.
The recursive contour growing is governed by a finite
set of switching dynamical models and thus its behav-
ior can be predicted in a probabilistic sense. Candi-
date edge points, obtained around the predicted con-
tour, represent both a measurement of the true contour
position and some false returns. Contour trajectory
models are probabilistically chosen within an interact-
ing multiple model (IMM) estimator and a probabilis-
tic data association filter (PDAF) [16]. The accuracy
of the IMM-PDAF [9, 10] is shown over convex, non-
circular lesion forms of prostate, carotid artery, jugular
vein ultrasound images.
In contrast with the MHT and IMM-PDA estimators,
which belong to the class of analytical approximations
to the optimal Bayesian solution, the sampling (Monte
Carlo) approximations offer more accurate represen-
tation of multi-modal distributions, inherent to med-
ical images. Particle filters (PFs) as representatives of
Monte Carlo methods afford maintaining multiple hy-
potheses in a very compatible and simple manner. Also,
constraints on curvatures and features of the objects in
the image can be incorporated into the tracking frame-
work in an easy and natural way.
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A robust particle filtering algorithm for contour follow-
ing is developed in [11]. The potential of this algorithm
(called JetStream) is demonstrated in the context of
the interactive cut-out in photoediting applications.
This paper develops a new algorithm for contour extrac-
tion in ultrasound (US) images and at the same time
extends some of the capabilities of JetStream for effi-
cient and reliable US segmentation. The new elements
of the proposed algorithm, compared with JetStream,
include: 1) a multiple model structure that captures
the prior dynamics, and governs the growing process of
the predicted contour; 2) a combined likelihood is pro-
posed involving the intensity gradients and the empir-
ical model of intensity distribution inside and outside
the segmented object; 3) incorporation of constraints
accounting for the contour convexity.
In order to reduce the effect of speckle noises and to im-
prove the image contrast, median filtering, smoothing
and other pre-filtering techniques are an inherent part
of many segmentation approaches for US medical im-
ages [1]. In our approach, a non-linear Gaussian filter,
performing edge preserving diffusion is applied [12,13].
A high quality segmentation algorithm should provide
fully automated contour extraction, without an opera-
tor’s intervention. There exist a number of techniques
for image partitioning, localizing the areas and points
of interests [1, 8]. Some of them combine conventional
intensity-based thresholding with fuzzy logic and elab-
orated decision making rules under uncertainty. How-
ever, the quality of automatic segmentation highly de-
pends on the homogeneity of the background and fore-
ground intensity distributions. Also, the feasibility of
the algorithms is often limited to a certain class of clini-
cal applications, realised on concrete US machines. We
propose a semi-automated approach, motivated by the
necessity of real-time applications to a broad range of
contour segmentation problems. The positions of three
manually selected points are required: a seed point and
two other points, bounding the measurement formation
area around the contour.
The remaining part of the paper is organised as follows.
Section 2 formulates the problem of contour following
as a task of tracking and outlines its approximate solu-
tion by particle filtering. The proposed multiple model
particle filter is presented in Section 3. The stages of
the algorithm: preprocessing, filtering and smoothing,
are concisely outlined in Section 4. Section 5 validates
the performance of the algorithm over real medical US
images. Conclusions are given in Section 6.
2 Contour Extraction Viewed as
a Tracking Problem
Let y be the observed image, the intensity of which is
used as a measurement in the filter. Consider a state
vector x, containing points xk in the image plane. Any
ordered sequence x0:n ≡ (x0, . . . ,xk, . . . ,xn) defines
uniquely the contour to be tracked [11]. Given a prior
dynamics p(xk+1|x0:k), modeling the expected evolu-
tion of the contour, the aim is to enlarge the sequence
x0:k, using the measurement data y.
This can be achieved by recursively calculating the pos-
terior state probability density function (pdf)
pk+1(x0:k+1|y) ∝ p(y|xk+1)p(xk+1|xk)pk(x0:k|y),(1)
k = 0, 1, . . . , n− 1,
where p(y|xk+1) corresponds to the data model. Often
y(xk) is the gradient norm |∇I(xk)| of image inten-
sity. The starting point x0 can be chosen manually or
automatically.
Then the contour extraction problem, expressed as a
minimisation of the function
ℑn(x0:n,y) ≡ −log pn(x0:n|y), (2)
can be solved by finding the maximum a posteriori
(MAP) estimate (or the expectation) of the posterior
state pdf.
The recursion (1) cannot be computed analytically. It
can be calculated approximately within the sequen-
tial Monte Carlo framework. Then the posterior den-





, j = 1, . . . , N of N sample paths (particles).
The generation of samples from pk+1(x0:k+1|y) is per-
formed in two steps of prediction and update [17]. At
the prediction step, each path x
(j)
0:k is grown with one
step to obtain x˜
(j)
0:k+1 by sampling from the proposal
density function p(xk+1|x
(j)
k ). At the update step, each
sample path is associated with a weight, proportional
























k+1, provides an approximation
to the distribution pk+1(x0:k+1|y).









falls below a thresholdNthresh, resam-
pling is realised to avoid possible degeneracy of the se-









, j = 1, . . . , N are drawn
with replacement from the previous weighted set, where
w
(j)
k+1 = 1/N .
Based on the discrete approximation of the posterior
state pdf pk+1(x0:k+1|y), an estimate of the “best” path

































Figure 1: An image with a center xs of the contour.
The object to be segmented is bounded by an ellipse.
a maximum weight (before resampling) provides an ap-









represents a Monte Carlo approximation of the poste-
rior pdf expectation.
3 PF Algorithm Design
The models of prior dynamics and measurement data
should provide growing of a contour, avoiding slow-
ing down and interruption of the process [11]. This
is closely related with the selection of a variable that
is analogous to the time variable, since the notion of
time is associated with the successive contour growing.
It is natural to assume a fixed step: for an arc-length
or for an angle and the choice of a step is application
dependent. The measurement data are usually charac-
terised by grey level distributions and/ or intensity gra-
dients (and higher derivatives). The formation of the
measurement space is constrained by the probabilistic
gating procedure, applied in tracking techniques [9,16].
In the present paper, the gate space is introduced on
the image intensity by hard constraints. The details of
the filter design are given below.
3.1 Prior Dynamics
We consider the typical case of lesions with a con-
vex form, where all contour points could be seen from
a seed point inside the lesion cavity [9]. If n eq-
uispaced radii are projected from the seed point to-
wards the contour, then an appropriate variable, anal-
ogous to the time step is the angle between the adja-
cent radii △β = 2π/n. Since the delineated area can
have an arbitrary (non-circular) shape, multiple mod-
els describe contour evolution from angle βk to angle
βk+1 = βk+△β, k = 0, . . . , n. Let x
s = (xs, ys)′ be the
location of the seed point in the Cartesian coordinate






of the image (Fig. 1). Let d = (d, β)′ be the location
of an arbitrary image point in the relative polar coor-
dinate system, centered at the seed point. Consider
the following model of the discrete-angle jump Markov
contour dynamics
dk+1 = Fdk + Guk+1(mk+1) + Bwk+1(mk+1), (5)
where dk = (dk, βk)
′ is the base (continuous) state vec-
tor, representing contour point coordinates along the
radius, determined by βk, F is the state transition ma-
trix and uk is a known control input. The process
noise wk(mk) is a white Gaussian sequence with known
variance: wk ∼ N (0, σ2d(mk)). The modal (discrete)
state mk ∈ S , {1, 2, . . . , s}, characterising different
contour behaviour modes, is evolving according to a
Markov chain with known initial and transition proba-
bilities
πij , Pr {mk+1 = j | mk = i} , (i, j ∈ S).
The control input uk(mk) = (△dk(mk), △β)′ is com-
posed of the distance increment△dk(mk) and sampling
angle △β. In the present implementation the set of
modes S contains three models (s = 3). The first mode
(m = 1) corresponds to zero increment (△dk = 0). It
models the “move” regime along the circle. The non-
zero increments (△dk > 0 for m = 2) and (△dk < 0
for m = 3) are constants corresponding to distance in-
crease or decrease, respectively. The process noise wk
models perturbations in the distance increment. The
matrices F ,G and B have a simple form











In this model, the state vector xk = (xk, yk, dk, βk)
′
contains both the Cartesian coordinates of a contour
point on the left-down image corner and the polar co-
ordinates of the internal seed point.
3.2 Constraints
Taking into account the proposed convex form of the
contour, the area of measurement formation is bounded
by an inner circle and an outer ellipse (as shown on
Fig. 1). Two points, xmin and xmax, selected man-
ually, determine the gating area. The distances dmin
and dmax of the points in the polar coordinate sys-
tem correspond respectively to the circle radius Rc and
the major semi-axis of the ellipse Remax. The variable
γ = Remax−Rc is used as a design parameter. It can be
viewed as a kind of aspect ratio. The minor semi-axis
of the ellipse is calculated according to the relationship:
Remin = Rc + 2/3Remax.







1, . . . , N is predicted at the angle βk+1 according to the
state evolution equation (5). At this stage, constraints
are imposed on particles falling outside the boundaries,
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and these particles are forced to accept the coordinates
of the boundaries. Then, the likelihood is computed for
each particle, situated inside and on the boundaries.
3.3 Likelihood
The likelihood p(y|xk+1) in the relationship (1) has dif-
ferent forms, depending on the particular application.
We suggest a likelihood model that takes into account
both the gradient model of the data and the empirical
model of intensity distribution. The likelihood function
ℓ ∝ p(y(xk+1)), ℓ = ℘g ∗ ℘e
incorporates two components. The first term (℘g) con-
tributes to the gradient (contour) information and the
second component (℘e) inserts the features of intensity
distribution inside and outside the segmented area.
Relying on the gradient information, several edge points
could be detected in the gating area. From the tracking
point of view, they represent a measurement of the true
contour position as well as some false returns. We have
explored two edge detection algorithms. The first one
utilises the gradient information along the radii, pro-
jected from the seed point towards the contour. The
second algorithm involves the intensity gradients along
x and y axes.
Suppose that M pixels ri(k + 1) = (di(k + 1), βk+1)
′ ,
i = 1, . . . ,M , are situated on the segment, limited
by the imposed constraints. The pixels’ coordinates
in the Cartesian plane are respectively xi(k + 1) =
(xi(k + 1), yi(k + 1))
′
.
Edge detection algorithm A. According to [9], the fol-
lowing filter is applied for edge detection:
FAedge (di, β) =
1
3
(1− I (di, β))
2× (6)
I (di + 2δr, β) + I (di + δr, β) + I (di, β)−
I (di − δr, β) − I (di − 2δr, β)− I (di − 3δr, β) ,
where δr is radial increment (design parameter) from
di along the radius, I (di, β) is the local gray-level
normalised image intensity and i = 1, . . . ,M . Here,
FAedge (di, β) is magnitude of the edge at the point
ri(k + 1) = (di(k + 1), βk+1)
′
, calculated along the ra-
dius.
Edge detection algorithm B. A simple gradient operator
is adopted by [15]
gx (xi, yi) = I (xi + 2δx, yi) + 2I (xi + δx, yi)−
2I (xi − δx, yi)− I (xi − 2δx, yi) ,
gy (xi, yi) = I (xi, yi + 2δy) + 2I (xi, yi + δy)−





+ gy (xi, yi)
2
(7)
where δx and δy are increments from xi and yi along
x and y axes. The index k + 1 in the relationships (6)
and (7) is dropped for the sake of simplicity. Similarly
to FAedge (di, β), F
B
edge (xi) denotes the magnitude of the
same edge point (di(k + 1), βk+1)
′
, but calculated along
x and y coordinates.
The edges with maximum magnitudes FBedge (detected
in the gate for each step k) are presented on Fig. 1 by
red points.
The set of Mc edge points with maximum magnitudes
takes part in the likelihood (℘g) computation, accord-
ing to the probabilistic data association (PDA) pro-
cedure [16]. The likelihood of each particle L(x˜
(j)
k+1)

































′, j = 1, . . . , N
are coordinates of the predicted particles and σ2e is a
design parameter. In the results, presented below, this
parameter takes value of σ2e = 4.
The probability density function of the image inten-
sity is approximated by a Gamma distribution. De-
note by pin ≡ pin(y(xk+1)) the likelihood of the pixel
xk+1, if it is inside the segmented area. Denote by
pout ≡ pout(y(xk+1)) the likelihood of the same pixel,
if it is outside the segmented region. The likelihood
multiplier [14]
℘e = pin ∗ pout
extracts useful information, regarding intensity prop-
erties inside and outside the segmented object. Nor-
malised intensity histograms for the image parts inside
and outside the liver tumor are presented in Fig. 3(b).
It can be seen from the figure, that Gamma distribution
provides a good approximation to the empirical data.





















Starting point definition. The initial (starting) position
of the contour x0 is marked on the radius, determined
by the points xs and xmax. It is the edge point with
a maximum magnitude, evaluated by edge detectors A
or B, as it can be seen from Fig. 2.
287


















Figure 2: Starting point definition
4 Algorithm Outline
The proposed segmentation algorithm is implemented
in three steps of preprocessing, filtering and smoothing.
Preprocessing. A preliminary noise filtering is imple-
mented with a non-linear Gaussian filter, performing
edge preserving diffusion [12,13]. The images have been
processed by a filter chain with three stages and initial
parameters σx = 1.0 and σz = 0.25.
Particle Filtering. A multiple model particle filter
(MM PF) is realised having the particularity that each
particle is a contour. A PDA procedure with contour
amplitude feature (edge amplitude) is incorporated into
the filter, dealing with the uncertainty of multiple mea-
surements (multiple detected edges) in the gate [9].
Smoothing. The MATLAB Curve Fitting Toolbox
is used to smooth the contour curve. The implemen-
tation of this post-processing step is optional, in the
cases of roughness of the contours. The estimated and
smoothed (by the standard moving average built-in pro-
cedure) ovary contours are presented in Fig. 5.
5 Contour Extraction Results
According to [1], “there is a general lack of standardi-
sation of performance measures”. This makes difficult
the quantitative validation of image segmentation al-
gorithms. Since “there are also no standard databases
on which different groups can compare methods”, the
quality of our segmentation algorithm is tested over
a variety of simulated and real images, obtained by
the Internet ultrasound image database: tumor and le-
sion images (http : //smiswi.sasktelwebhosting.com).
http://www.ultrasound-images.com/
Design parameters. The selected sampling angle is
△β = 1 [deg], corresponding to n = 360 equally spaced
radii. A MM PF with three models s = 3 is designed
for estimating the contour state vector. Each model
has different radial incitement: △d = 0 for m = 1,








































Figure 3: (a) Ultrasound image of a liver tumor after
preprocessing; (b) Normalised intensity histograms for
the parts inside and outside the contour, respectively,
and the fitted Gamma pdfs.
△d = γ/4 , (m = 2) and △d = −γ/4 for m = 3,
where γ = Remax − Rc is the aspect ratio. The stan-
dard deviation of the process noise wk ∼ N (0, σ2d(mk)),
modeling the perturbations in the distance increment
is chosen equal to σd = γ/16, the same for all mod-
els. The filter is initialised with the coordinates of the
starting point x0. The initial mode probability vector
of the Markov chain, governing the model switchings is:
P0 = (0.8, 0.1, 0.1). The transition probability matrix
π has respectively the following diagonal πii = 0.8 and
off-diagonal πij = 0.1 elements, i, j = 1, 2, 3. The de-
veloped algorithm has been tested with a different num-
ber of candidate edge points Mc in the PDA procedure:
Mc = 4 and Mc = 10. The threshold for resampling is
Nthresh = N/10.
Experiments. Several edge detection algorithms
have been explored for the purposes of object segmen-
tation. The algorithm A, presented in [9] has shown
very good results over a wide range of US images.
The motivation of using edge detector B is due to
the larger edge magnitudes compared with the gradient
norm and edge detector A. The results, however, show
that in the cases of higher noise levels, the edge detector
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Figure 4: Estimated contours by edge detector B
A finds out the correct contour edges with a higher
confidence. The contours of a liver tumor, outlined by
edge detector B are plotted in Fig. 4. The background
and foreground characteristics are rather contrasting
(as shown in Fig. 3(b)) and this additionally helps the
contour tracker through the likelihood ℘e. The post-
processing step is not implemented here.
Figure 5 shows the results for ovary segmentation
with edge detector A. The estimation accuracy is very
high, especially in the star-shape parts of the object.
The lower no-star part of the contour is segmented
with less details, due to the imposed convexity con-
straint. The non-homogeneous background image in-
tensity (Fig. 6(a)) affects negatively the segmentation
process. In this case and a number of other similar im-
ages the edge detector A certainly outperforms detector
B (Fig. 6(b)).
The results from detector B with an increased num-
ber of points in PDA procedureMc = 10 and likelihood
℘e are better than the results with Mc = 4. However,
the increase of Mc usually leads to the smoothed con-
tour and some segmentation details could be missed
(Fig. 7). The intensity properties inside of a breast
cyst (Fig. 8) are very different from Gamma distribu-
tion. The results, given in Fig. 8(c) are based on the
likelihood ℘g only. The better quality of edge detector
A is due to its correct detection of contour edges with a
maximum amplitude, as it can be seen from Fig. 8(a).
The blurrness of the edges with maximum magnitude
in detector B (Fig. 8(b)) deteriorates its results.
As a whole, the MM particle filtering algorithm pro-
duces convergent contours with a very good estimation
accuracy. The incorporation of intensity likelihood ℘e
improves considerably the segmentation process in the
cases of relatively homogenous intensity distributions.
The edge detector A is more adaptive to the low qual-












































Figure 5: (a) Ultrasound image of an ovary; (b) Esti-
mated contour by edge detector A and smoothed con-
tour with MATLAB Curve Fitting Toolbox

































Figure 6: (a) US image of a cyst; (b) Extracted contour
by two edge detectors;
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Figure 7: Segmentation results of edge detector B with
and without using intensity likelihood (℘e).
Computational time. The processing time of a con-
tour with n = 365 contour points and sample size
N = 500 is approximately tex = 5 [min] on a conven-
tional PC (AMD Athlon(tm) 64 Processor 1.81 GHz)
and in MATLAB environment. The contour quality is
almost the same for N = 500, 800 and N = 1000. If
the other design parameters are properly selected, the
sample of N = 500 particles provides sufficient estima-
tion accuracy. All presented results are obtained with
a sample size N = 500.
Automatic selection of Rc. One suggestion for se-
lecting the inner bound of the gate is shown on Fig. 9.
The procedure is experimented on breast images with
approximately circular lesions and relatively homoge-
neous background and foreground intensities. The seg-
mentation area is divided into Ns = 12 angular sectors
of size 2π/Ns [rad]. The intensities of all pixels in each
sector constitute a representative sample of the inten-
sity distribution. A partition of the sample into two
parts (inside and outside the contour) could be done
by using either the histogram or the position of the
edge point with a maximum magnitude. Based on some
quantile of the empirical cumulative intensity distribu-
tion inside the contour, an intensity threshold could be
determined, which locates the inner bound of the gat-
ing area. The obtained inner gate bounds for all sectors
are displayed on Fig. 9 (a). The segmentation results
are shown on Fig. 9 (b).
6 Conclusions
A multiple-model particle filtering algorithm for ex-
tracting contours in ultrasound medical images is pro-
posed in this paper. A PDA procedure using the con-
tour edge magnitude is applied to cope with the am-
biguity of multiple measurements (multiple detected
edges) in the gate. The likelihood function incorporates



























































Figure 8: US image of a breast with a cyst;(a,b) Edge
points with maximum magnitudes, detected by edge
detectors A and B, respectively; (c) Segmentation with
two edge detectors
the gradient information of the image data as well as
the features of intensity distribution inside and outside
the segmented area.
Based on these tracking techniques a robust on-line
contour tracking algorithm is proposed. The algorithm
can be applied to a broad class of medical images.
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Figure 9: Breast abscess; (a) The inner gate bound is
determined automatically; (b) segmentation results.
In the general case, three manually selected points
are necessary for its proper operation. However, if it
is applied to a concrete clinical task, the number of
necessary points could be reduced to the seed point
only. The restriction of the application is related with
the convexity of the segmented objects. The algorithm
performance is studied by segmenting contours from
a number of real US images. A very good estimation
accuracy (in the class of on-line procedures) is achieved
at the cost of acceptable computational complexity.
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