The little Grothendieck problem (a special case of Boolean quadratic optimization) consists of maximizing ij C ij x i x j over binary variables x i ∈ {±1}, where C is a positive semidefinite matrix. In this paper we focus on a natural generalization of this problem, the little Grothendieck problem over the orthogonal group. Given C ∈ R dn×dn a positive semidefinite matrix, the objective is to maximize ij tr C
We propose an approximation algorithm, to which we refer as Orthogonal-Cut, to solve the little Grothendieck problem over the group of orthogonal matrices O(d) and show a constant approximation ratio. Our method is based on semidefinite programming where the relaxation is inspired by the work of Goemans 
Introduction
The Grothendieck problem [AN04] in combinatorial optimization is written as max
where C is a n × n real matrix. If C is a positive semidefinite matrix, then there is an optimal solution for which x = y. This special case is called the little Grothendieck problem and can be written as max
where C is a positive semidefinite matrix.
In this paper we focus on a natural generalization of problem (1), the little Grothendieck problem over the orthogonal group, where the variables are now elements of the orthogonal group O(d), instead of {±1}. More precisely, given C ∈ R dn×dn a positive semidefinite matrix, we consider the problem
where C ij denotes the (i, As we will see in Section 3, several problems can be written in the form (2), such as the Procrustes problem [Sch66, Nem07, So11] , Synchronization [BSS12, Sin11] , and Global Registration [CKSC13] . Moreover, the approximation ratio we obtain for (2) translates into the same approximation ratio for these applications, improving over the best previously known approximation ratio of
, given by [NRV13] for these problems. Problem (2) belongs to a wider class of problems considered by Nemirovsi [Nem07] called QO-QC (Quadratic Optimization under Orthogonality Constraints), which itself is a subclass of QC-QP (Quadratically Constrainted Quadratic Programs). When d = 1, problem (2) reduces to problem (1), which is a special case of Boolean quadratic optimization [Nes98] . If furthermore C is a Laplacian then (2) reduces to the Max-Cut problem [GW95] . In a seminal paper, Goemans and Williamson [GW95] provide a semidefinite relaxation for the Max-Cut instances of (1) and showed that a simple rounding technique is guaranteed to produce a solution whose objective value is, in expectation, at least 2 π min 0≤θ≤π θ 1−cos θ ≈ 0.878 of the optimum. Nesterov [Nes98] showed an approximation ratio of 2 π for d = 1 and C 0 using the same relaxation as [GW95] . The work of Nesterov was extended [SZY07] to the complex plane (corresponding to the special orthogonal group SO(2)) with an approximation ratio of π 4 for C 0. In fact, one of the main ideas used to show our main result is inspired by the techniques in [SZY07] . More recently, Naor et al. [NRV13] propose an efficient rounding for the non commutative Grothendieck inequality that provides an approximation algorithm for a vast set of problems involving orthogonality constraints, including problems of the form of (2). Although the little Grothendieck problem does not encode as many problems as the method in [NRV13] addresses, it does encode several important problems (see Section 3), and we show that it can be tackled using a simpler approach that also has a better approximation ratio than [NRV13] (see Section 1.1). 
As problem (3) is equivalent to the Semidefinite program max
and can be solved, to arbitrary precision, in polynomial time [VB96] .
The main contribution of this paper is showing that Algorithm 3 (see Section 2) gives a constant factor approximation to (2).
where α d is the constant defined below.
Definition 2 Let S ∈ R d×d be a gaussian random matrix with i.i.d entries N 0, d −1 . We define
where σ j (S) is the jth singular value of S. , the approximation ratio provided in the approach based on the non commutative Grothendieck Inequality [NRV13] .
Relation to non-commutative Grothendieck inequality
The approximation algorithm proposed in [NRV13] can also be used to approximate problem (2). In fact, the method in [NRV13] deals with problems of the form
where M is a N × N × N × N 4-tensor. Problem (2) can be encoded in the form of (5) by taking N = dn and making, for each i, j, the d × d block of M , obtained by having the first two indices range from (i − 1)d + 1 to id and the last two from (j −1)d+1 to jd, equal to C ij and the rest of the tensor equal to zero [NRV13] . Note that since C is positive semidefinite problem (2) is equivalent to its bipartite counterpart.
In order to describe the relaxation one needs to first define the space of vector-valued or-
and there exists a rounding procedure [NRV13] that achieves an approximation ratio of
, which is smaller than α 2 d for all d ≥ 1 (see Section 5). Note also that to approximate (2) with this approach one needs to have N = dn in (6).
Algorithm
We now present the (randomized) approximation algorithm that we propose to solve (2).
Algorithm 3 Compute G, a solution of the semidefinite program (4). Since G 0, its Cholesky decomposition can be written as G = U U T . Let us write U as
Let R ∈ R nd×d be a gaussian random matrix whose entries are i.
The candidate solution for (2) is now computed as
where
Note that the semidefinite program (4) has a positive semidefinite matrix variable of size dn × dn and d 2 n linear constraints. It can be solved, to arbitrary precision, in polynomial time [VB96] and the Cholesky decomposition of the solution produces a solution to problem (3). In fact, the semidefinite program (4) has a very similar structure to the classical MaxCut SDP.
This potentially allows one to adapt specific methods designed to solve the MaxCut SDP such as, for example, the Row-by-row method [WGS12] .
Also, given X ∈ R d×d , P(X) can be easily computed via the Singular Value Decomposition of X = U ΣV T as P(X) = U V T (see [FH55, Kel75, Hig86] ).
Applications
Problem (2) can describe several problems of interest. As examples, we describe below how it encodes the orthogonal Procrustes problem, Global Registration over Euclidean Transforms, and the Synchronization problem.
Orthogonal Procrustes
Given n point clouds in R d of k points each, the orthogonal Procrustes problem [Sch66] consists of finding n orthogonal transformations that best simultaneously align the point clouds. If the points are represented as the columns of matrices A 1 , . . . , A n , where A i ∈ R d×k then the orthogonal Procrustes problem consists of solving
Since (7) has the same solution as
Since C ∈ R dn×dn given by C ij = A i A T j is positive semidefinite, problem (8) is encoded by (2) and Algorithm 3 provides a solution with an approximation ratio guaranteed (Theorem 1) to be at least α 2 d . As discussed above, Naor et al. [NRV13] recently proposed an approximation algorithm for a wide class of problems that includes problem (8), providing for it an approximation ratio of
. We show in Section 5 that our approximation ratio of α 2 d is larger than
for all d ≥ 1. Also, our approach is considerably simpler than the one in [NRV13] (see Section 1.1 for more details).
Nemirovski [Nem07] proposed a different semidefinite relaxation (with a variable matrix of size d 2 n × d 2 n instead of dn × dn as in the Orthogonal-Cut) for the orthogonal Procrustes problem. In fact, his algorithm approximates the slightly different problem
which is an additive constant (independent of O 1 , . . . , O n ) smaller than (8). The best known approximation ratio for this semidefinite relaxation, due to So [So11] , is O 1 log(n+k+d) . Although an approximation to (9) would technically be stronger than an approximation to (8), the two quantities are essentially the same provided that the point clouds are indeed perturbations of orthogonal transformations of the same original point cloud, which is the case in most applications (see [NRV13] for a more thorough discussion on the differences between formulations (8) and (9)).
Global Registration over Euclidean Transforms
The problem of global registration over Euclidean rigid motions is an extension of the generalized Procrustes problem. In global registration, one is required to estimate the positions x 1 , . . . , x k of k points in R d and the unknown rigid transforms of n local coordinate systems given (perhaps noisy) measurements of the local coordinates of each point in some (though not necessarily all) of the local coordinate systems. The problem differs from Procrustes in two aspects: First, for each local coordinate system, we need to estimate not only an orthogonal transformation but also a translation in R d ; Second, each point may appear in only a subset of the coordinate systems. Despite those differences, it is shown in [CKSC13] that global registration can also be reduced to the form (2) with a matrix C that is positive semidefinite.
Synchronization
The Synchronization problem [BSS12, Sin11] consists of estimating orthogonal transformations O i ∈ O(d) from (potentially noisy) pairwise ratio measurements ρ ij = O i O T j for some pairs (i, j) that are represented as the directed edge set E of a graph.
One attempts to find orthogonal matrices O i that best match the edge measurements by solving min
Similarly to the orthogonal Procrustes problem,
, the solution to (10) is the same as the solution to
If C ∈ R dn×dn , whose (i, j)-block is given by C ij = ρ ij if (i, j) ∈ E and C ij = 0 otherwise, is positive semidefinite 2 then (11) is of the form of (2) and Theorem 1 guarantees that Algorithm 3 gives an approximation ratio of α 2 d to problem (11). An approximation ratio of π 4 is known [SZY07] for the case where the transformations are in SO(2) and the matrix is positive semidefinite. When the noise in the pairwise measurements is stochastic, both the semidefinite relaxation corresponding to Orthogonal-Cut and a simple spectral relaxation [BSS12] are known to perform well [DJ13, Sin11, WS12].
Proof of the Main Result
In this Section we prove our main result, Theorem 1. As (3) is a relaxation of problem (2) its maximum is necessarily at least as large as the one of (2). This means that Theorem 1 is a direct consequence of the following Theorem.
Theorem 4 Let C 0. Let U 1 , . . . , U n be a feasible solution to (3). Let V 1 , . . . , V n ∈ O(d) be the output of the (random) rounding procedure described in Algorithm 3. Then
where α d is the constant in Definition 2.
Proof. Let R ∈ R nd×d be a gaussian random matrix with i.i.d entries N 0,
One of the main ingredients of the proof is Lemma 8 which states that, for any B ∈ R d×d and M, N ∈ R d×dn such that M M T = N N T = I d×d , we have
Define S ∈ R dn×dn such that the (i, j)-th block is given by
We have
By construction S 0. Since C 0, tr(CS) ≥ 0 which means
Thus,
5 The approximation ratio α values correspond to the square root of the eigenvalues of a Wishart matrix W = SS T , which are well-studied objects (see [She01] ). In fact, their joint probability distribution is known to be given by
where C d is a normalization constant (so that the probability integrates to 1).
Since
, we can write
For d = 1, the singular value is simply the absolute value of a standard gaussian random variable. Thus
This means that, for d = 1, we obtain an approximation ratio of α 2 1 = 2 π ≈ 0.63662, which matches the result of Nesterov [Nes98] .
It is also easy to evaluate the limit lim d→∞ α d . In fact, the distribution of the d eigenvalues of the Wishart matrix we are interested in, as d → ∞, converges in probability to the Marchenko Pastur distribution [She01] with density
This means that the average of the singular values (which corresponds to the average of the square root of the eigenvalues of the Wishart matrix) converges to
which implies that
For any d, the integral (12) can be written analytically in terms of integrals involving Laguerre polynomials (we omit the details and formulas due to their length, but we direct the reader to [GL11] for the tools to obtain computable expressions to integrals of the form of (12)). These integrals can then be computed, for each d separately, using Mathematica. In fact, we computed the values of α d for all d ≤ 44 (See table below and Figure 1) . (the one obtained in [NRV13] ) we show a lower bound for α d .
Lemma 6 For d ≥ 1, let α d be defined as in Definition 2, and let χ k be the χ distribution with k degrees of freedom (defined to be the square root of the χ 2 k distribution), then , which together with computer verification for all d ≤ 40 (see Figure 1) gives
This confirms that the Orthogonal-Cut approximation ratio is larger than the one in [NRV13] for all d ≥ 1. 
Open Problems and Future Work
Besides Conjecture 5, there are several extensions of this work that the authors consider to be interesting directions for future work. A natural extension is to consider the little Grothendieck problem (2) over other groups of matrices. One example is the group U (d) of unitary matrices in C d×d . For an Hermitian PSD matrix C it can be formulated as max
Since U (1) is isomorphic to SO(2) the case d = 1 corresponds to PhaseCut (see [WdM12] ), for which a simple relaxation is shown to have an approximation ratio of π 4 [SZY07] (the unitary group case is also considered in [NRV13] ). Another interesting extension would be to consider the special orthogonal group SO(d) and the special unitary group SU (d), these seem more difficult since they are not described by quadratic constraints. 3 In some applications, like Synchronization, the positive semidefiniteness condition is not natural. It would be useful to better understand approximation algorithms for a version of (2) where C is not assumed to be positive semidefinite. Previous work in the special case d = 1 [NRT99, CW04, AMMN05] and for the SO(2) case [SZY07] suggest that it is possible to obtain an approximation ratio for (2) depending logarithmically on the size of the problem.
It would also be interesting to understand whether the technics in [AN04] can be adapted to obtain an approximation algorithm to the bipartite Grothendieck problem over the orthogonal group, this would be closer in spirit to the non commutative Grothendieck inequality [NRV13] .
The common-lines problem arising in molecular structure determination from cryo-electron microscopy [SS11] , has a very similar formulation to (2) with the distinction that the variables O i are 2 × 3 matrices satisfying O i O T i = I 2×2 . This problem requires a different rounding of the solution of the SDP into a rank 3 matrix rather than a rank 2 matrix. In the context of the classical Grothendieck inequality there has been work on how this can be exploited in order to improve the approximation ratio [BFV12] .
[ A Technical proofs 
Proof.
Let S = U ΣV T be the singular value decomposition. Since SS T = U Σ 2 U T is a Wishart matrix, its eigenvalues and eigenvectors are independent and U is distributed according to the Haar measure in O(d) [TV04] . To resolve ambiguities, we consider Σ ordered such that Σ 11 ≥ Σ 22 ≥ ... ≥ Σ nn and the columns of U have random sign.
Let Y = P(S)S T . Since P(S) = P(U ΣV T ) = U V T , we have
Since Y ij = u i Σu T j where u 1 , . . . , u d are the rows of U and U is distributed according to the Haar measure, we have u j ∼ −u j conditioned in any u i and Σ. This implies that, if i = j, Y ij = u i Σu T j is a symmetric random variable, and so EY ij = 0. Also, u i ∼ u j implies that Y ii ∼ Y jj . This means that EY = cI d×d for some constant c. To obtain c,
which shows the Lemma.
Lemma 8 Let C ∈ R d×d and M, N ∈ R d×nd such that M M T = N N T = I d×d . Let R ∈ R nd×d be a Gaussian random matrix with i.i.d entries N 0,
Let A = M T N T ∈ R dn×2d and A = QB be the QR decomposition of A with Q ∈ R nd×nd an orthogonal matrix and B ∈ R nd×2d upper triangular with non-negative diagonal entries; note that only the first 2d rows of B are nonzero. We can write
where B 11 ∈ R d×d and B 22 ∈ R d×d are upper triangular matrices with non-negative diagonal entries. Since
