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Abstract
The work at hand deals with the uncertainty in the hydrological modeling. A
subject that is known for a long time, but more recently has been given more
attention. The aims of this work are to implement more than one uncertainty
analysis method and to compare them, to study the interaction between input
(diﬀerent spatial resolutions and/or rainfall uncertainty) and model (parameter)
uncertainties for distributed rainfall-runoﬀ models and to determine the eﬀect of
the catchment characteristics and size on the interaction.
For modeling the water balance the model WaSiM-ETH with the TOPMODEL
approach was chosen. For quantifying the uncertainty in the modeling three dif-
ferent methods are used, the Bayesian based Monte Carlo Markov Chain (MC2
with/without autocorrelation) Method, the Generalized Likelihood Uncertainty
Estimator (GLUE) and at last a new concept (INPUT) was developed to incorpo-
rate input uncertainty in the total uncertainty analysis procedure. Three diﬀerent
catchments were chosen, the Weiße Elster catchment till gauge Gera-Langenberg
(2600 km2), the Weida catchment (99.5 km2) and the Do¨llnitz catchment (215
km2), each with diﬀerent characteristics (ranging from lower mountains to ﬂat
land) and diﬀerent grid resolutions.
Regardless the uncertainty analysis method (GLUE, MC2 without autocorrela-
tion or INPUT) used, similar results (Nash Sutcliﬀe and water balance) were
obtained for all three catchments. Using the MC2 with autocorrelation improved
the overall results, and precisely the water balance in the catchment. The reason
for this is the fact that the modeling error in previous time step is removed from
the next time step. The disadvantage of this method is it can not be used to
predict future events. The new concept INPUT allows studying the interaction
between rainfall point measurement uncertainty and the parameter uncertainty.
The INPUT method promises new insight in the interaction between input and
model uncertainties. Though caution should be taken, since the assumptions
made about the form of the input uncertainty has a large inﬂuence on the un-
certainty analysis results. Furthermore no considerable diﬀerences between the
spatial resolutions for each catchments was observed. For ﬁnding the optimal
v
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grid resolution the percentage of information content loss is used as a guideline.
A 20% information content loss is tolerated.
Both size and characteristics of the catchment play an important role in the un-
certainty analysis. The uncertainty analysis results are as good as the model
simulation of the catchment. This is clearly seen for the catchment Do¨llnitz.
This could be considered as a downside of such uncertainty analysis methods,
or this raises the diﬃculty of distinguishing and separating the diverse sources
of uncertainty. For the rainfall measurement uncertainty a diﬀerent behavior is
observed. For the small catchment Weida, the rainfall uncertainty plays an im-
portant role, on the contrary to the Gera-Langenberg (large catchment), where
the rainfall uncertainty does not have any eﬀects at all. For the large catchment
the random errors in the rainfall measurements compensate each others eﬀect.
Thus in the sum marginal overall eﬀect is achieved.
Uncertainty results should prepared and communicated to the stakeholders. Un-
certainty analysis does not end in the research, but it should be treated and made
understandable for the authorities, stakeholders and the public.
Zusammenfassung
Hydrologische Modelle und Stoﬀhaushaltsmodelle sind wichtige Instrumente des
Flusseinzugsgebietsmanagements, mit dessen Hilfe Managementmaßnahmen vor
der Umsetzung auf ihre Eﬃzienz untersucht werden ko¨nnen. Prognoseunsicher-
heiten ergeben sich einerseits durch die dem Modell zugrunde liegenden Ein-
gangsdaten, welche in der Natur erhoben werden mu¨ssen und somit mit Fehlern
behaftet sind. Andererseits handelt es sich bei der Anwendung eines Modells
um eine vereinfachte Abbildung der Wirklichkeit und es kann stets nur eine
begrenzte Anzahl von Prozessen beru¨cksichtigt werden. Hinzu kommt, dass
Wasser- und Stoﬀhaushaltsmodelle und deren physikalisch basierte Prozessbe-
schreibungen ha¨uﬁg auf weit gro¨ßeren Skalen angewendet werden als fu¨r welche
sie urspru¨nglich entwickelt wurden. Daher sind Modelle, die fu¨r Prognosen einge-
setzt werden, ebenfalls eine bedeutende Quelle von Unsicherheiten.
Ziele dieser Arbeit sind:
  die Implementierung und der Vergleich mehrerer Unsicherheitsanalyse-Me-
thoden,
  die Untersuchung der Wechselwirkung zwischen Inputunsicherheiten (ver-
schiedene Gridauﬂo¨sung und/oder Niederschlagsunsicherheit) und Modell
(Parameter)-Unsicherheiten bei der Anwendung von Niederschlags-Abﬂuss-
Modellen und
  die Ermittlung des Einﬂusses von Gebietscharakteristika und Gro¨ße auf die
Wechselwirkung.
Fu¨r die Modellierung des Wasserhaushalts ist das Modell WaSiM-ETH gewa¨hlt
worden. Es ist ein gridbasiertes Modell, dass die Klimadaten und den Nieder-
schlag fu¨r jede Zelle interpoliert. Die Unsicherheitsanalyse wird mit drei ver-
schiedenen Methoden, Monte Carlo Markov Chain (MC2, mit/ohne Autokorre-
lation), Generalized Likelihood Uncertainty Estimator (GLUE) und ein neues
Konzept (INPUT), das fu¨r diese Arbeit entwickelt wurde, durchgefu¨hrt.
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Drei unterschiedliche Untersuchungsgebiete wurden gewa¨hlt, die Weiße Elster
bis Pegel Gera-Langenberg (2600 km2), die Weida (Mittelgebirge, 99.5 km2) und
die Do¨llnitz (Loess, 215 km2). Fu¨r jedes Einzugsgebiet wurden die beno¨tigten
Eingangsdaten fu¨r das Modell WaSiM-ETH (Digitales Ho¨henmodell, Bodenkarte
und Landnutzungskarte) aggregiert, um verschiedene Gridauﬂo¨sungen (von 100
m bis 6000 m) zu generieren. Fu¨r jedes Einzugsgebiet und jede Gridauﬂo¨sung
wurden die drei Unsicherheitsanalyse-Methoden angewendet.
Unabha¨ngig von der Wahl der Unsicherheitsanaylse-Methode (GLUE, MC2 ohne
Autokorrelation oder INPUT) sind die Ergebnisse (Nash Sutcliﬀe und Wasser-
haushalt) fu¨r alle drei Einzugsgebiete vergleichbar. Bei der MC2 mit Autokorre-
lation wurden die Ergebnisse, besonders der Wasserhaushalt, deutlich verbessert.
Der Grund hierfu¨r ist, dass durch die Autokorrelation der Informationsgehalt
einzelner Datenpunkte nicht u¨berbewertet wird. Der Nachteil dieser Methode ist,
dass sie nicht fu¨r Zukunftsprognosen verwendet werden kann. Das neue Konzept
INPUT ermo¨glicht die Quantiﬁzierung der Wechselwirkung zwischen Input- und
Modellunsicherheiten. Jedoch werden die Ergebnisse der Unsicherheitsanalyse
stark von der Annahme der Form des Inputfehlers beeinﬂusst. Weiterhin haben
die verschiedenen Gridauﬂo¨sungen nur geringe Auswirkung auf die Modellierungs-
unsicherheiten. Um die optimale Gridauﬂo¨sung zu ﬁnden, gilt der Richtwert von
20% Verlust des Informationsgehaltes gegenu¨ber der Ausgangsauflo¨sung.
Sowohl Gebietscharakteristik als auch Gro¨ße spielen eine wichtige Rolle bei der
Unsicherheitsanalyse, deren Ergebnisse die Gu¨te der Modellsimulation wieder-
spiegeln. Dies muss als Nachteil der Methoden betrachtet werden, da sie nicht
in der Lage sind, die Unsicherheitsquellen (außer Parameter- und Gesamtun-
sicherheiten) zu unterscheiden. Die Ergebnisse der Niederschlagsunsicherheits-
analyse zeigen ein anderes Verhalten. Fu¨r das kleinste Einzugsgebiet Weida hat
die Niederschlagsunsicherheit eine wichtige Rolle. Im Gegensatz dazu hat sie




1.1 Problem and Motivation
Since the early beginnings of mankind, water has played and still plays a major
roll not only in the daily lifes of the normal people, but also in the rise and fall of
civilizations. Huge civilizations and cultures have developed and originated near
large rivers and lakes, e.g. Egypt, Babylon and China. Water served not only
drinking and irrigation purposes, but also was used as a mean of transport route
and for military defence arrangement. Besides all these advantages of living near
water, people had also to deal with catastrophic ﬂoods and long lasting periods
of droughts. Since that time, mankind have tried to understand, to study and
especially to predict such processes and events.
With the permanently increasing human population, agricultural lands are inten-
sively operated and even more fertilizers are used to increase the return. During
precipitation events fertilizers reach the water bodies. Thus enforcing a chemical
change in the water body and thereby a change in the ecological status of the
water body. Therefore, the European Union has passed the Water Framework
Directive (WFD). It aims at a good ecological status for all natural waters by
2015. In order to accomplish this task, speciﬁc measures need to be taken to
enhance the chemical and ecological quality of water bodies.
For the assessment of proposed measures and their cost-eﬀectiveness, integrated
river basin assessment is indispensable. Hydrological and nutrient transport mod-
els are important tools in river basin management and planning. The European
Union encourages the member states to support their decision regarding which
measurement to implement, using modeling. However, model predictions need to
be interpreted with due care as they are always tied up with uncertainty which
comprises both input data uncertainty and model uncertainty.
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If the uncertainty associated with model results is not explicitly stated, deci-
sion makers tend to be overly conﬁdent in model results [Lemons (1996); Mowrer
(2000); Beven (2008)]. Recognition of uncertainty in model results can serve as
an additional criterion for selection of alternative management strategies [Reck-
how (1994)]. Therefore, an important aim of uncertainty assessment is to raise
awareness of the inherent imperfection of all modelling and the speciﬁc uncer-
tainties associated with each modelling exercise. Moreover, uncertainty analysis
can serve as a guide for the eﬃcient direction of future work in improvement of
data sets and models. Data availability and quality are often serious limitations
for the use of distributed hydrological and nutrient transport models. Because
data collection is a time-consuming and expensive task, frequently there is not
enough information to fully characterize the variability of catchment properties
and the available information is tied up with considerable uncertainty that come
in the sampling and measurement process as well as in data transformation, in-
terpolation and aggregation.
The two major data format are time series and maps. The ﬁrst form comprehend
such variables as temperature, discharge and rainfall, measured on a certain time
basis, hourly, daily or monthly. The uncertainty in the time series arises from e.g.
the measurement error and the variability of such variables. Data could also be
available in the form of maps or girds, digital elevation model, soil maps or land
use. These are characterized through their resolution, the ﬁner the resolution of
the map is, in which it was generated, the larger the information content is. For
example, taking a 100 km2 catchment and generating a soil map with a resolution
of 100*100 m results in a grid with 10000 cells, using a resolution of 1000*1000 m
results in a grid with 100 cells. So the information content 10000 cells has been
aggregated to only 100 cells, resulting in a information content loss. This loss is
another reason for uncertainty in input data.
On the other hand, models are inherently imperfect as they are always simpliﬁed
representations of reality and can only take a limited number of processes into
account. Also, in hydrological, substance transport and water quality modelling,
models are often applied at much larger scales than they were originally developed
for, making use of eﬀective parameters. Therefore, models used for prediction are
also a source of considerable uncertainty.
The combined uncertainties of input data and models themselves lead to un-
certainties in model predictions. However, the contribution of each source of
uncertainty can vary greatly for diﬀerent applications. It is being argued that
using increasingly complex model structures may reduce model uncertainty, but
at the same time may increase input uncertainty as more detailed data is needed.
Although the need for uncertainty assessment in hydrological, transport and wa-
ter quality modelling has been recognized for a long time [Beck (1987); Beven and
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Binley (1992)], uncertainty assessment has gained importance and been widely
applied only in recent years and is still not routinely applied in river basin mod-
elling.
1.2 Objectives
The work aims to study the eﬀect of the level of aggregation in the input data
on the predictive uncertainty. This will be done mainly using two of the well
known methods in uncertainty analysis. The investigation will be caried out in
relation to the size of catchment as well as the landscape heterogeneity within
catchments. Furthermore, the inﬂuence of uncertainty in the time series input
data will be also studied. For this a new concept was developed and implemented.
The speciﬁc objectives of this research are:
  to implement more than one uncertainty analysis method and to compare
them.
  to study the interaction between input (diﬀerent spatial resolutions and/or
rainfall uncertainty) and model (parameter) uncertainties for distributed
rainfall-runoﬀ models.






2.1 Deﬁnition of Uncertainty
Uncertainty is the deﬁcit in belief in our knowledge. It is not a characteristic of
the physical nature, but the result of our incomplete and imprecise perception
of it [Goovaerts (1999)]. This deﬁcit is caused through our inability to measure
and to comprehend the natural processes. Using mathematical models, such pro-
cesses in the nature are simulated. Such models are a simpliﬁed description of
natural processes expressed by mathematical equations. Some models are based
on experiments done at the lab scale, and applied at the catchment scale [Watson
et al. (1998)]. Based on this deﬁnition two sources of uncertainty are identiﬁed:
input uncertainty and model uncertainty.
One point should be made clear, the diﬀerence between error and uncertainty.
Error is also the deﬁcit in belief in our knowledge, but an identiﬁable deﬁcit,
which could be measured. Uncertainty is a potential deﬁcit. Examples for error
in modelling are the round-up error, discretization error and programming error.
Merz and Thieken (2005) introduced a new deﬁnition of uncertainty. Despite
having the same sources of uncertainty, they diﬀerentiate between natural and
epistemic uncertainty. According to their deﬁnition, the natural uncertainty
results from the variability of the stochastic processes, whereas epistemic uncer-
tainty is due to deﬁcits in knowledge about the process under study. The term
natural uncertainty contains quantities, that are temporally as well as spatially
variable. Examples for such quantities are the rainfall amount in a certain time
period (e.g. 5 years) or the soil distribution in a catchment. The epistemic un-
certainty denote our knowledge about the system, how the system is measured,
5
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understood and described. The model uncertainty is part of this uncertainty. The
advantage of such deﬁnition is the diﬀerentiation between reducible (epistemic)
and non-reducible (natural) uncertainties. For example when forecasting ﬂoods,
the rainfall amount and its spatial distribution play an important role. Due to
the rainfall variability, its amount could not be estimated accurately. Thereby, it
is possible to quantify this variability using frequency distributions of the amount
and the spatial distribution. Furthermore, the parameters of the frequency dis-
tributions are uncertain. In this case, the epistemic uncertainty in the frequency
distribution parameters could be reduced by aquiring and using more measure-
ments.
The meaning of the term uncertainty depends on the contexts in which it is be-
ing used. For risk assessment uncertainty represents a probability distribution,
which is unknown. In the contexts of GIS programs, it means the quantiﬁable
inexactness of a point measurement, whereas the inexactness could be deﬁned as
a statistical distribution around a mean value [Mowrer (2000)]
2.2 Sources of Uncertainty
Based on the deﬁnitions in section 2.1 two sources of uncertainty are identiﬁed:
uncertainty which is caused by the model input data (afterwards input uncer-
tainty) and uncertainty due to model parameter (afterwards model uncertainty).
Both sources of uncertainty contribute to the overall uncertainty. Figure 2.1
shows the interaction between the diﬀerent uncertainty sources. The uncertain
input data is propagated through the model. There it interacts with the model
and its uncertainty sources to reproduce an output. This output is checked
against uncertain measured data to see if they ﬁt, i.e. if the model was able to
simulate nature.
2.2.1 Input Uncertainty - Spatial Resolution
For hydrological models, numerous studies have shown that model performance
depends on spatial discretization (grid cell size or deﬁnition and size of hydro-
logical response units) [e.g. Wolock and Price (1994); Bruneau et al. (1995);
Refsgaard et al. (1999); FitzHugh and Mackay (2000); Becker and Braun (1999)].
Especially the dependence of the performance of TOPMODEL on spatial dis-
cretization of the topographic index has been thoroughly investigated [e.g. Quinn
et al. (1991); Zhang and Montgomery (1994)].
Even though the calibrated parameter values diﬀer greatly when using diﬀerent
grid cell sizes with TOPMODEL, this does not necessarily impair model perfor-
mance as there is a compensating eﬀect between calibrated hydraulic conductivity
and grid cell size [Franchini et al. (1996); Brasington and Richards (1998)]. How-
ever, some studies found a pronounced breakpoint after which model performance
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Figure 2.1: Illustration of the diﬀerent sources of uncertainty and their interaction
after Rode (2008).
is severely reduced. This breakpoint was found to be connected to the typical
hillslope length in the catchment and could be attributed to the deteriorated in-
formation content of the digitial elevation model at grid sizes greater than the
average hillslope length [Brasington and Richards (1998)]. Similar results have
been presented for other distributed hydrological models [Refsgaard et al. (1999);
Vazquez et al. (2002)] though the change in calibrated parameter values was not
quite as strong as for TOPMODEL.
Further, it has been shown that the dependence on grid cell size is diﬀerent for
diﬀerent model outputs, with long term ﬂow volumes being much less sensitive to
grid size than the hydrograph shape [Refsgaard et al. (1999)]. Similar studies have
been conducted using hydrological responce units (HRU) based distributed mod-
elling [FitzHugh and Mackay (2000)]. They did not ﬁnd a substantial diﬀerence
between discharge and sediment yield prediction using 3 to 181 subwatersheds to
discreticize a catchment. However, they found substantial diﬀerences in sediment
generation estimates, showing that there exists a scale dependence, but that in
a transport-limited catchment this does not aﬀect sediment yield estimates. Al-
together, much less information is available on the scale dependence of nutrient
transport models than of hydrological models.
All of these studies are looking at the change of parameter values and model
performance (in terms of some performance criterion such as root mean squared
error or model eﬃciency) with a change of spatial scale, but not at the uncertain-
ties associated with the model results, nor at the possible implications for model
selection.
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2.2.2 Input Uncertainty - Temporal Data
In recent years more and more distributed rainfall-runoﬀ models are being used,
with it also the demand for detailed input data. Such data, either spatial or
temporal, are in most cases not available. Thus, the used models are usually
run with sparse detailed input data. It is assumed that calibrating the model
compromises the information loss due to less detailed input data. As explained
in the previous section, the input uncertainty results from the spatial variability
and our inability to measure natural processes. The most important input data
uncertainties sources are
  the climate data and
  the precipitation data.
Since precipitation is the driving force in surface hydrology, it will be handled in
a separate section, after a small introduction to the other climate data.
2.2.2.1 Climate Data
Climatology is a branch of meteorology, which handles climate information, the
distribution of the climate around the globe, the analysis of the sources and
causes of diﬀerent climates, and the application of climate data to solve special
design or operational problems. Climate data comprise precipitation, tempera-
ture, global radiation, relative humidity and wind speed and direction [Rode and
Wink (2005)].
Temperature is the most measured and documented climate data. The temper-
ature responds sensible and directly to changes in the greenhouse gases. Conse-
quently, the temperature acts as a climate change indicator. Besides soil moisture
and global radiation, temperature impacts the vegetation growth, development
and reproduction. It could be considered constant over a wide area. For hy-
drological modelling it is adequate to use daily temperature values. In order to
explain 90% of the variation in the daily maximum temperature, a distance of
60 km is required. For the daily minimum temperature a distance of 30 km is
needed.
For the uncertainty analysis a normal distribution is assumed for the tempera-
ture. The distribution is characterized with a mean being the mean temperature
value plus the measurement error, and with a variance equal to the temperature
mean value plus the sensor accuracy. For a standard temperature sensor these
values are 0.1   for the measurement error and 1   for the accuracy [Rode and
Wink (2005)].
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Global Radiation is an important driver for hydrological processes, leaf and soil
temperature. From an energy point of view, most of the global radiation falls
in a form of short wave. This short wave global radiation can be measured. In
contrast, the long wave are simulated or calculated. The spatial sampling, which
gives the mean distance between two installed measurement instruments, varies
according to temporal samples needed, between 1 km for actual values, 10 km
for daily values and 100 km for monthly mean values. It should be clearly made
that the measurements are subjected to the inﬂuence of clouds.
Global radiation sensor should be placed at a hight of 3 m. The sky should not
be blocked by objects. The sensor has a precision and an accuracy of 5%. For the
uncertainty analysis, a normal distribution is taken or a transformation is done
before applying the normal distribution [Rode and Wink (2005)].
Relative Humidity or the atmospheric moisture, inﬂuences the potential evapo-
ration from the soil and plants. Thus, moisture plays the connecting link between
the vegetation and the atmosphere. Due to this, the relative humidity is a driving
force for climate change, as well as a response variable. For daily measurements,
a distance of 30 km up to 100 km between the climate station is more than
enough. Sensors should be able to achieve a precision and an accuracy of  1%.
They should be mounted on a height between 1 m and 2 m. Same as with
temperature sensors, they should be mounted in a wooden shelter. For the un-
certainty analysis it is important to transform the relative humidity data using an
arcsine-square-root function to guaranty the normality [Rode and Wink (2005)].
Wind Speed Besides the soil moisture and the relative humidity, wind speed
aﬀects the evaporation rate, and therefor acts as a link between the vegetation
and the atmosphere. A distance of 20 km to 100 km between the gauging stations
should be suﬃcient to obtain daily values. The sensor accuracy should have the
value of  10%, and should be mounted on a height of 2 m to 10 m. After many
studies, the best distribution to ﬁt the wind speed data is the Weibull distribution
[Rode and Wink (2005)]
2.2.2.2 Precipitation
The precipitation includes every sort of water falling down from the sky, rainfall,
snow or hail. It is measured by the height of water accumulated over an even
area within a certain time or time intervals. Besides that, precipitation plays
the main role in surface hydrology, it is also a critical variable in simulating the
water balance. For various applications, diﬀerent demands for the resolution of
the precipitation data is needed. For large areas, data with coarse spatial and
temporal resolution is required, in contrast to smaller area, where data with
high spatial and temporal resolution are necessary. The precipitation has a high
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temporal and spatial variability. With a distance of 10 km between two rain
gauges, only 75% of the precipitation variability can be explained. For 90% a
distance of less than 5 km is appropriate. The precipitation station should have
the following characteristic:
Precision 0.2 mm
Accuracy  1 mm for ≤ 20 mm,  5% for > 20 mm
Height 1.0 m  0.2 m
The main uncertainty sources in regard of the measurement are
1. Gauge Type:
Gauges diﬀer with respect to construction, form, size and material. Fig-
ure 2.2 shows a typical precipitation gauge, which is used by the Ger-
man Weather Service (DWD). The oriﬁce area varies between 7 cm2 and
1000 cm2. Most of the gauges have an area between 100 cm2 and 200 cm2.
Diverse gauges react diﬀerently to weather and other error sources. Fur-
thermore, the loss due to humidiﬁcation depends on the age, the material of
the inside wall and the ratio of the oriﬁce area to the depth of the collector
[Rode and Wenk (2006)].
Figure 2.2: A HELLMANN precipitation gauge (Foto: G. Wink).
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2. Gauge Height:
Depending on the country, gauges are mounted at diﬀerent heights, varying
between 0.2 m and 2 m. The higher the gauges are installed, the more they
will inﬂuence the ﬂow paths of the wind near the oriﬁce. The error induced
from the wind depends on the wind speed. Generally, the loss due to wind
is about 2% to 15% for rainfall and up to 80% for snow [Rode and Wenk
(2006)].
3. Wind Speed and Wind Shield:
Certain aspects of the gauge design impact the measurement. One of these
aspects is the wind shield. It was shown that wind shielded gauges catch
up to 50% more precipitation than unshielded. Through a wind shield the
wind induced error could be reduced up tp 50% for snow, and up to 70%
for mixed precipitation [Rode and Wenk (2006)].
4. Position:
This aﬀects the gauges that are placed on the hillside. Clearly, gauges
placed with the oriﬁce parallel to the hillside are more suitable to catch
precipitation as gauges with a horizontal oriﬁce.
5. Inadequate Gauging Grid:
The error, which due to a faulty design of the gauging grid, is characterized
through an insuﬃcient number of gauge and the non-representative location
regarding the topography and the geometry of the catchment. Such design
errors include:
a) Biased error of the point measurement of the precipitation.
b) Biased error of the positioning of the grid.
c) Distribution of the precipitation through the wind.
d) Scaling problems.
6. Temperature:
The temperature aﬀects two phenomena, the moisturizing of the inside wall
and the evaporation of water. The ﬁrst phenomenon describes the retention
of water on the walls.
Conducted studies have shown a pattern of highly skewness. In this work, the
study from Richter (1995) was used to correct the rainfall data. This will be
shown in section 4.3.1.2 page 56.
2.2.3 Model Uncertainty
Models are simpliﬁed description of nature. They reﬂect also our knowledge
and comprehension of the processes occurring in nature. Since our knowledge
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is limited and our methods to measure and catch the natural processes are also
limited and imperfect, the models and their prediction are uncertain. This is
the ﬁrst uncertainty source in the model, the simpliﬁed description of nature.
Other sources are the incomplete identiﬁability of the model parameters, aggre-
gation of the model results and the over parameterizing of the model. Basically,
it is not possible to deﬁne all necessary model parameters through measurement
[Beven (2001)]. Thus, the model parameters are identiﬁed or estimated thought
the comparison between the modelled and the measured values, i.e. calibration.
Since the distributed rainfall-runoﬀ models have a large number of parameters,
diﬀerent data sets (e.g. discharge, groundwater levels, soil moisture) are needed
to calibrate the model. Frequently, such data is not available, and the model
parameters are estimated with a minimal data set, and thus, associated with
uncertainty.
Most of the uncertainty analysis concentrate on the predictive uncertainty of the
model, which is easy to quantify using the parameter uncertainty. The predictive
uncertainty deals with the uncertainty in the model prediction. In other words,
when using models to predict certain events, the uncertainty in the model pre-
diction is called predictive uncertainty.
The following points summarize the speciﬁed sources and types of uncertainties,
which could be seen as problematic:
1. Estimating the uncertatiny due to model structure.
2. Incomplete uncertainty analysis due to the model complexity or the uncer-
tainty analysis complexity.
3. Estimating the uncertainty due to biased model error, which grows with
time.
In the next sections the two most important sources of model uncertainty, model
structure and complexity, will be explained.
2.2.3.1 Model Stucture
As discussed above, the uncertainty analysis deals with model input data and
model parameter as the main sources for uncertainties. This also implies the rel-
ative easiness, with which such uncertainties could be quantiﬁed in comparison
to the model structure uncertainty. The model structure uncertainty plays an
important role when estimating the model eﬃciency as well as the parameter un-
certainty. Such uncertainties are diﬃcult to estimate and to separate from other
uncertainty sources.
The problem of quantifying the model structure uncertainty could be solved with
the aid of diﬀerent process formulations. Refsgaard et al. (2006) have proposed
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miscellaneous approaches for the quantiﬁcation of the model structure uncer-
tainty. Their approach could be categorized in two groups according to the avail-
ability of measurements for the estimation of the parameters. They show that
in most research the case that measurements are available for quantifying the
model structure uncertainty is widly spread. This complies with the case of in-
terpolation. Nevertheless, models are applied for extrapolation, in cases where no
measurements are available. The authors developed a frame work for quantifying
the model structure uncertainty for model applied for extrapolation.
2.2.3.2 Model Complexity
The detail of process description is a key component of model uncertainty. In the
last decades, an increasingly large number of ever more complex models have been
developed as computing power constantly increased [Beven and Binley (1992)].
As models increase in complexity, they need more detailed data. It is being ar-
gued that the data available to date do not support many of the highly complex
physically based model structures being developed. This may lead to overparam-
eterisation that is caused by a large number of degrees of freedom (parameters)
with not enough detailed input data and independent observations for model
calibration and evaluation. According to Van Rompaey and Govers (2002), a
more complex model structure will have a lower model error than a simpler one,
but due to the increased data demand, input error will be higher. However, most
likely this does not hold true for even more complex models as with the increasing
number of parameters, their identiﬁability will decrease if there are not enough
observations to support their idenﬁcation (see above), thereby increasing model
uncertainty [Janssen and Heuberger (1995)]. Nevertheless, it is important to ﬁnd
a balance between input and model error [Heuvelink (1998), Van Rompaey and
Govers (2002)].
In a very extensive comparison study, Perrin et al. (2001) compared 19 lumped
rainfall-runoﬀ models with 3 to 9 optimised parameters using data from 429 catch-
ments in diﬀerent climatic regions in a split sample test. Their results give no
indication of more complex models performing better than simpler ones, rather
diﬀerent models perform best in diﬀerent catchments more or less independent
of the number of parameters in the model structure. Also, they ﬁnd that quite
often several models perform practically equally well supporting the concept of
equiﬁnality in hydrological modelling.
In a similar study, Gan et al. (1997) argued that the number of (optimised) pa-
rameters might not be a good indicator for model complexity as it neglects model
structure (nature of mathematic functions, type of interactions). A very com-
prehensive measure of model complexity has been developed by Snowling and
Kramer (2001). Their  index of complexity is based on the number of parame-
ters and state variables, the number of processes implemented in the model and
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the sophistication of the mathematical relationships describing these processes
and can be calculated using a Petersen matrix, a matrix in which processes com-
prise the rows and state variables the columns. Refsgaard and Knudsen (1996)
compared three models of very diﬀerent structure: a lumped conceptual (NAM),
an intermediate (WATBAL), and a distributed physically-based model (MIKE
SHE) in diﬀerent split sample and proxy basin tests. For gauged catchments,
they found no principally better performance by any model. For ungauged catch-
ments the physically-based model performed slightly better.
Van Rompaey and Govers (2002) compared the RUSLE and diﬀerent simpliﬁed
versions of it (keeping one parameter constant) in terms of input error which they
assessed using Monte Carlo simulation, and model error which they calculated
for the simpliﬁed versions in relation to the full version of RUSLE. To determine
the overall error, they added the MSE of the inputs and the model MSE. They
found that when simplifying the model, model error increased, whereas input
error decreased. So they determined the  optimal complexity by comparing the
two error sources and found that the simpliﬁed version with constant K-factor
performed best.
For nutrient ﬂuxes in large scale river basins (Rhine and Elbe), de Wit and
Pebesma (2001) compared four diﬀerent model structures, also looking at model
error and input error and at measurement error in the calibration/validation data.
They used validation error, measurement error and input error (which they as-
sume to be known) to assess model error and concluded that the available data
can only support models of moderate complexity.
VanderPerk (1997) explicitly studied the eﬀect of model structure on accuracy
as well as the uncertainty of 8 phosphorous concentration models. He found that
with increasing complexity of model structure, model accuracy ﬁrst increased
but then stayed at about the same level, even for more complex models. As the
limited calibration data set did not allow for the calibration of some processes,
parameter identiﬁcation decreased with increasing complexity. When correlation
between parameters was not taken into account, uncertainty increased as param-
eter identiﬁcation decreased, but predictive uncertainty did not change. Thus,
he considers a model of medium complexity the most eﬀective as it has the high-
est accuracy with the least amount of parameters, implying that it has the best
parameter identiﬁability of the more accurate models.
In conclusion it can be noted that there has been considerable research concerning
the eﬀect of model complexity (though often described in a rather simplistic way)
on the accuracy of the results. Few studies have, however, addressed the change
of uncertainty and if so, only very similar model structures were considered. The
question of a balance between input and model uncertainty has only rarely been
addressed, not at all for distributed hydrological models.
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2.3 Uncertainty Analysis Methods
In this sectoin an introduction to various methods in the uncertainty analysis
and sensitivity analysis is presented. For the methods used in this study a more
detailed overview will be presented in chapter 3.
2.3.1 Monte Carlo Analysis
Monte Carlo (MC) method is a well spread method in uncertainty and sensitiv-
ity analysis. This is due to the fact that it is easy to implement and does not
require any deep knowledge in mathematics. The term  Monte Carlo refers to
the Monte Carlo Casino in Monaco. Though there are examples for using the
Monte Carlo method that goes back to the late nineteenth century (e.g. Buf-
fon’s needle), the wide spread use of the method started with the computer era.
Nowadays, the Monte Carlo method is applied for the solution and simulation of
a wide spectrum of complex problems. In environmental modelling, the earliest
implementation of the method dates back to 1968 [Beven (2008)]. In hydrological
modelling the method is used to perform a forward uncertainty analysis, sensitiv-
ity analysis and to predict parameter uncertainty. There is a similarity between
both forward uncertainty analysis and sensitivity analysis. Both sample from a
pre-deﬁned distribution in order to explore the model response. One advantage
of such method is the capability to deﬁne scenarios of boundary conditions. In
hydrological modelling this could manifest it self as diﬀerent land uses scenarios,
to study future changes and/or developments. Sensitivity analysis is useful in
deﬁning and determining the most sensitive parameters. Thus aiding in reduc-
ing the number of parameter for further studies. Monte Carlo method is a way
to propagate uncertainty in the input data and/or model parameter through the
model and study the eﬀect on the model output. The advantages of such methods
are:
1. comprehensive sampling from the pre-deﬁned distribution,
2. model independent ans
3. extensive sampling of model parameters facilitates the identiﬁcation of non-
linearity, thresholds and discontinuity.
A numerous number of algorithms exist for sampling from diﬀerent types of
distributions. The Monte Carlo method is entirely random, meaning, any sam-
ple could be taken from the whole range. The term Monte Carlo discribes any
method/algorithm which allows a random sampling to obtain an approximate
solution of the problem at hand. This is done by
1. choosing the parameters for the study,
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2. deﬁning a certain distribution and
3. randomly sampling from the pre-deﬁned distributions.
This involves deciding on the parameter distributions, sampling from the distri-
bution and then running the model.
2.3.1.1 Parameter Distribution
There are many types of probability distributions, each with its own characteristic
and cumulative density function (CDF). For this study, three probability distri-
butions are used. Table 2.1 shows the probability distribution function (PDF)
and cumulative density function (CDF). For the uniform distribution a constant
Table 2.1: Diﬀerent probability distribution functions (PDF) and their cumula-
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probability is assumed over the given range (min and max). This distribution is
also called non-informative, since no kind of information ﬂows in the probability
function, i.e constant probability for all values within the given range.
The normal distribution, or Gaussian distribution, on the other hand, assumes
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that the parameter or the input value is around some mean value (μ) and could
change within a certain range or variance (σ). Using this distribution, a strong
assumption is made about the parameter or the input value, based on prior knowl-
edge where this value should be. Another point have to be mentioned about this
distribution is the fact that it has inﬁnite tails. For values, that should be sam-
pled within a range of [0,1] using a normal distribution with a mean (μ = 0.5)
and a variance σ2 = 0.5, it is noticed that 95% of the values will be within the
range  2, meaning values smaller than 0 and larger than 1 can be sampled. The
gamma distribution does not have this problem, for values of the shape factors
α and β larger than 1 it has a unimodal shape.
2.3.1.2 Sampling from the Chosen Distribution
As has been said before Monte Carlo sampling is a random process. Thus, the
choice of the pseudo random number generator plays an important role in insuring
a certain randomness in the process. To ensure this, the Mersenne Twister pseudo
random number generator was used in this work. It was developed in 1997 by
Makoto Matsumoto and Takuji Nishimura [Beven (2008)]. It has the advantages:
1. a return period of 219937 − 1,
2. a very high order of dimensional equidistribution, this implies that there is
negligible serial correlation between successive values in the output sequence
and
3. it passes almost every test for statistical randomness.
Latin Hypercube Sampling (LHS) Method:
This is a further development in the sampling algorithm. It was programmed so
that it uses less number of samples to reproduce the whole distribution. The key
point in this algorithm is the breakup of the input ranges into smaller equally
wide intervals. Only one sample is taken from each interval to ensure that no
two samples are alike. This is the reason why the Latin Hypercube Sampling
method is capable of reducing the number of iterations compared to the Monte
Carlo method. The number of intervals is the same as the number of iterations.
Helton and Davis (2003) showed a 30% reduction in the number of iterations using
the Latin Hypercube Sampling over the Monte Carlo method. This method is
easy to implement, and guarantees that the samples are taken from the whole
distribution.
Importance Sampling Algorithm:
This sampling algorithm belongs to the Monte Carlo Sampling methods. Such
methods are developed to overcome the disadvantage of the Monte Carlo method,
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which is sampling from the whole parameter interval. According to Kuczera and
Parent (1998) the idea behind the importance sampling is to sample from a
weighted probability distribution, resembling the posterior probability distribu-
tion. This weighted probability distribution is modiﬁed iteratively to move for-
wards the posterior probability distribution. The importance sampling algorithm
is characterized through three points:
1. Sampling the parameter values from the uniform distribution and Calcu-
lating their probability.







in this case the weighting factors are the general likelihood function.
3. Upgrading posterior parameter distribution.
In other words, the sampling method divides model space into areas that are of
interest (to sample from) and areas that are of less interest, as seen in Figure 2.3.
Figure 2.3: Likelihood of a two variable model space, left is the likelihood surface
and right are the areas of interest [Spear et al. (1994)].
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2.3.2 Diﬀerential Analysis
Diﬀerential analysis has played an important role in forward uncertainty analysis.
This method is based on the partial derivation of the function f with respect to x.
The simplest form of diﬀerential analysis is the approximation using the Taylor-
Series:







[xj − xj0] (2.2)
whereas x0 = [x10, x20, . . . , xnX,β ] is a vector with the expected values deﬁned
through a certain distribution xj . After deﬁning the approximation function, the
uncertainty in y can be estimated with help of the variance propagation formulas.






























COV (xj , xk)
(2.4)
whereas E is the expected value, V is the variance and COV is the covariance.









Since the Taylor series is based on the partial derivatives, a sensitivity analysis
based on the eﬀect of the individual elements of x on y can be done. Assuming
that the elements of x in Equation 2.2 are independent, the fractional contribution








with V (y) obtained from Equation 2.5. Ordering the xj based on the fractional
contribution of the total variance, provides an information on how much variance
of y can be accounted for by each element of xj .
The quality of the results is restricted through the Taylor-series approximation,
and mainly for non-linear functions. If one would take a ﬁrst order Taylor ap-
proximation, this would lead to a bad representation between the function and
its elements [Helton and Davis (2003)]. Since the diﬃcult part of the diﬀeren-
tial analysis is determining the partial derivatives, most of the research that has
been done in recent years was devoted to the development of techniques for the
determination of these derivatives.
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2.3.3 Response Surface Methodology
The response surface methodology is like the Monte Carlo Analysis, except that
the response surface methodology speciﬁes the parameter values not using random
sampling but by means of experimental design. Such statistical experimental
design can be factorial, fractional factorial, central composite, Plackett-Burman
and many more [Helton and Davis (2003)]. Based on the experimental design a
set of points for each element in x is chosen. This choice is based only on the
experimental design and not on distributions. As a result, there is no probabilistic
weight that could be associated with the points, and uncertainty results could
not be obtained directly. Instead, an intermediate step is introduced, in which a
response surface in the following form




is constructed. Using the surface within a Monte Carlo simulation the uncertainty
in y could be estimated. The response surface in Equation 2.7 is similar to the
Taylor approximation in Equation 2.2. So a sensitivity analysis same to the one
carried using the Taylor approximation with Equation 2.6 can be performed.
2.3.4 Fourier Amplitude Sensitivity Test and Sobol’ Variance Decom-
position





[E(y)− f(x)]2 dsu(x)dVsu (2.8)





Despite the diﬀerences in both algorithms, both Fourier Amplitude Sensitivity







Vjk + · · ·+ V1,2,...,nX (2.10)
This is done under the assumption of independence of xj , where Vj is the variance
due to xj , Vjk is the variance due to the interaction of xj and xk, and so on. Us-





















2.3.4.1 Fourier Amplitude Sensitivity Test (FAST) Method
To estimate the values of V (y) and E(y), the multidimensional integral is con-
verted to a one-dimensional integral using the Fourier transformation. This is
done by reducing the n multi-dimensional model (n parameters) to a single di-
mension, i.e. single parameter. The parameters are transformed into a frequency
domain spanned by scaler s as follows
c(s) = [G1(sinω1s), G2(sinω2s), . . . , GnX(sinωnXs)] (2.14)
where the Gj are deﬁned functions and the ωj are deﬁned integers. So the














In general, a numerical integration approach (e.g. Monte Carlo) is usually used
to estimate Equations 2.15 and 2.16.
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2.3.4.2 Sobol’ Variance Decomposition
Assuming the model has the form Y = f(x1, x2, .., xn), where x1, x2, . . . , xn are
independent. The joint probability distribution function of the model parameters
is


























f2(x1, x2, . . . , xk)
k∏
i=1
pi(xi)dxi − E2(y) (2.25)
Fixing one of the parameters to a certain value xj = x˜j , results in a variance
conditioned on it














(f2(x1, x2, . . . , x˜j , ..., xk))
k∏
i=1,i =j
pi(xi)dxi − E2(y|xj = x˜j) (2.27)
For the purpose of sensitivity analysis one is interested in eliminating the depen-
dence upon the value xj by integrating V (y|xj = x˜j) over the probability density










E2(y|xj = x˜j)pj(x˜j)dx˜j (2.28)
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The dependence on x˜j is dropped from the left-hand side of Equation 2.28, due
to the integration. Subtracting Equation 2.28 from Equation 2.25 one obtains:
V (y)− E(V (y|xj)) =
∫
E2(y|xj = x˜j)pj(x˜j)dx˜j − E2(y) (2.29)
Thanks to a statistical identity, the left hand side of Equation 2.29 is also equal





Estimating the integrals is usually done using Monte Carlo sampling methods.
The disadvantage of both methods is the high computational cost.
In the coming chapter, a more detailed look will be taken on the chosen un-
certainty analysis tools. Furthermore, a new concept for the integration of the
rainfall uncertainty in the study will be presented.

Chapter 3
Methods for Uncertainty Analysis
This chapter deals with the uncertainty analysis methodologies implemented in
this study. At ﬁrst, two of the most used methods, the Generalized Likelihood
Uncertainty Estimation (GLUE) method and the Monte Carlo Markov Chain
method (MC2), are reviewed and explained in details. In the last part of this
chapter, a new concept for integrating the rainfall uncertainty in the overall
uncertainty analysis is introduced.
3.1 Generalized Likelihood Uncertainty Estimation Method-
ology (GLUE)
The Generalized Likelihood Uncertainty Estimation methodology was developed
by Beven and Binley (1992). It has a wide application in the environmental
modelling, e.g. hydraulic modelling, erosion modelling, ground water modelling
and hydrological modelling. The idea arose from the observation that diﬀerent
calibration methods yield diﬀerent optimal parameter sets. A major point in
the methodology is the concept of Equaniﬁlity. It states that there is more than
one parameter set, that satisﬁes certain criteria, distributed in the parameter
space [Balin (2004)]. This arises from the fact that we can not assume that
the model structure is correct, and therefor we need not to ﬁnd the true model
parameters. One advantage of this concept is it takes into account structural
and data eﬀects, even if these errors cannot be addressed explicitly. This is done
by searching for a set of parameters/models, that simulate the measured data in
an acceptable way based on one or more criteria. A choice on which model or
parameter set is  acceptable, or in the GLUE terminology  behavioral needs
to be made. A more detailed discussion on this point will follow later. Another
advantage of this methodology is that it handles implicitly the modelling errors,
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without making assumptions on how these errors look like. Such assumptions
on the error structure might be wrong or lead to overconditioning. Since no
assumption on the form of the error structure is made, model deﬁciencies are not
compensated by an error model. Meaning, when ever the model cannot reproduce
the measured data or the system at study, this will manifest itself in prediction
limits not being able to bracket the measured data in a satisﬁable way.
One disadvantage of this method is that there is no theory to help in making the
choice about what kind of likelihood to be used. Another point, which has been
mentioned and will be discussed later on is the decision on what is behavioral and
what is not. A third disadvantage is without including a formal representation
of the error structure, there is no possibility of separating the diﬀerent sources
of error. One point that should be said about formal methods, is that with such
methods a separation of the diﬀerent sources of error might not be very secure,
when some sources of error are not included.
The GLUE methodology is conceptually simple, one needs only to make a decision
on the following points
  Which informal/formal likelihood measure or measures need to be used to
evaluate each model run, and also on the rejection criteria (decision whether
the model is behavioral or not)?
  Which model parameter to be included in the uncertainty analysis?
  What kind of prior distribution(s) from which the parameters are to be
sampled?
  Which sampling method to be used in generating random realization?
3.1.1 General Likelihood Function
The ﬁrst step when applying GLUE is the choice of the likelihood function. This
method gets its name from the fact that no assumption is taken regarding the
structure and the form of the error in the model. Here are some examples of such
generalized likelihood functions [Balin (2004)]





Sum of Square Residuals SSR
∑
(Qmeasured −Qsimulated)2
Sum of Square Logarithmic Residuals SSLR
∑
[ln(Qmeasured)− ln(Qsimulated)]2
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Sum of Absolute Error SAE |Qmeasured −Qsimulated|
The choice of informal measurements and the implicit handling of errors is still a
controversial issue when using GLUE [Montanari (2005), Mantovan and Todini
(2006)], this is due to the decision that should be made, whether a model is
behavioral or not. It should be mentioned that also formal likelihoods can be
used within the GLUE frame work.
3.1.2 Behavioral or not behavioral?
As mentioned before, this is one of the disadvantages of the GLUE methodology,
the choice on whether the model is behavioral or not. This decision should be
taken before starting the GLUE analysis. It could be the case, that with the
chosen criteria no model or parameter set will fulﬁll the criteria and no model
will be rated as behavioral. In this case, the criteria should be relaxed in order
to get behavioral models. This could be illustrated by taking a large number
of feasible parameter sets from the model space and estimating some likelihood
measurement (L), which reﬂects some belief in each model. Then each parameter
value is plotted against the likelihood measurement (L).
Such plots, seen in Figure 3.1, are referred to as dotty plots, where each dot
represents a parameter value and the corresponding likelihood function value.
Such plots do not give a good impression of the complex interaction between
the diﬀerent parameters, but they clearly show where the parameters associated
with the highest likelihoods are. The concept of Equaniﬁlity can be clearly seen in
Figure 3.1. One notice that regardless of the value taken within the whole range
of feasible values, highest values of the likelihood L are achieved. For Parameter
4 values within the range between 10 and 700, obtain the highest likelihood values
[Beven (2008); Beven and Binley (1992)].
3.1.3 Meaning of GLUE Prediction Limits
The prediction limits are dependent on the choice of the likelihood. The predic-
tion limits are taken from the quantiles of the prediction over all the behavioral
models. The disadvantage of such prediction limits, since no formal error model
is used, they will not provide formal estimates of the probability estimating a
certain event. A major advantage is the fact that due to the concept of Equani-
ﬁlity, non-stationarities in the residual errors and model failure are more clearly
revealed [Beven (2008); Beven and Binley (1992)].
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Figure 3.1: Dotty Plots - parameter values against a likelihood measurement (L)
after Beven and Binley (1992).
3.2 Bayesian Methods
The origin of the Bayesian methods lies in the paper written by Rev. Thomas
Bayes, found among his papers after his death∗. Bayesian methods are statistical
method, which uses a probability model. Using such methods prior distribution
of parameter is modiﬁed according to a certain likelihood, leading to a posterior
distribution of the parameters. The likelihood function reﬂects the likelihood or
probability of a model to reproduce a certain event. This represents a statistical
learning tool. Bayes’ theorem could be derived using the conditional probability
properties, conditioning the model parameter θ on the data y we get
p(θ|y) = p(θ, y)
p(y)
(3.1)
whereas p(θ, y) is the joint probability of θ and y, p(θ|y) is the conditioned proba-
bility of the parameter θ given y, which represent the posterior distribution. Now
conditioning the data y on the parameter θ we get
p(y|θ) = p(y, θ)
p(θ)
(3.2)
∗A more general discrete form was developed (independently) in France by Pierre-Simon
Laplace [Beven (2008)]
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whereas p(y, θ) is the joint probability, p(y, θ) is the likelihood of representing y
given the parameter θ. Since the joint probabilities are equal
p(θ, y) = p(y, θ) (3.3)
substituting Equation 3.1 in Equation 3.2 we get
p(θ|y) = p(y|θ) · p(θ)
p(y)
(3.4)
since the probability of an event is constant p(y) = constant we get Bayes theorem
p(θ|y) = p(y|θ) · p(θ)
C
(3.5)
p(θ|y) ∼ p(y|θ) · p(θ) (3.6)
which could be also written as
p(θ|y) ∼ p(y|θ) · p(θ) ⇔ posterior ∼ likelihood · prior (3.7)
So the learning process involves the update of the prior distribution using the
likelihood function to achieve the posterior distribution [Balin (2004)].
Therefore, the Bayesian methods are based on three probability concepts:
  the prior probability distribution,
  the formal likelihood function and
  the posterior probability distribution and the Bayes’ theorem.
3.2.1 The prior Probability Distribution
Prior probability distributions are basically subjective probability distributions.
The Bayesian method treats the model parameter as a random variable, which
could be associated with a subjective probability distribution. The prior dis-
tributions are subjective because the available knowledge from the modeller
ﬂow in deﬁning the distribution. Such distributions can be informative or non-
informative. Vague knowledge about the model parameter should be described
with a non-informative distribution, e.g. as uniform distribution.
p(θ) ∝ constant (3.8)
Another example for non-informative distributions is the case of the unknown
variance parameter (σ). For the prior distribution an uniform distribution over
the interval (−∞,+∞) for ln(σ) is assumed [Balin (2004)].
p(ln(σ)) ∝ constant (3.9)




∣∣∣∣ = constant · 1σ ∝ σ−1 (3.10)
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3.2.2 Formal Likelihood Function
The likelihood function summarizes the available information in the data. It takes
the form L(φ) and could be estimated when evaluating the probability density
function p(y|θ) with the measured data y. Since the measured data are ﬁxed, the
likelihood function is only dependent on the parameter θ. One advantage of such
formal likelihood functions is the fact that they are objective. The deﬁnition of
the likelihood functions is derived from the assumptions made about the sources
of uncertainty. Assuming an additive error model
Q(x, t) = M(θ, I, x, t) + 
(x, t) (3.11)
where Q is the measured discharge, M is the hydrological model predicted dis-
charge, θ the model parameters and I is the input data [Beven (2008)]. The
assumptions which are made here are
  the observed data is well known, and error free and
  the model structure is perfect.
A third assumption, which is made about the error is, it has a normal distribution
(with a mean of 0 and an unknown variance) and (for this part) the errors are
independent from each other [Balin (2004); Beven (2008)].

 = Q(x, t)− Y (θ, I, x, t) ∼ N(0, σ) (3.12)
writing the likelihood function for one point
L(
|θ) = 1√
2 · σ · exp
[
1










2 · σ)n · exp
[
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when dealing with hydrological models, n is in most cases large since it represent
the length of the time series. This large n forces the dominant term in Equation
3.14 [1/(2 · σ)0.5n] to be large. This means that for models with similar or slight
diﬀerence in σ will have diﬀerent likelihoods. This could be clearly seen in Figure
3.2, the larger the value of n, the more spicky is the likelihood function.
Some times the variance of the residuals grows with increasing magnitude of the
prediction, this is called heteroscedasticity . To over come this problem a Box-
Cox-Transformation is introduced. Using the transformation the discharge data




(Q+ α)λ − 1
λ
λ = 0
ln(Q+ α) λ = 0
(3.15)
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(a) n = 1 (b) n = 2
(c) n = 5 (d) n = 50
Figure 3.2: Eﬀect of n on the likelihood function.
In this work the Box-Cox parameters were λ = 0 and α = 0.0001. This results


















After dealing with the heteroscedasticity of the residuals, now we concentrate on
the correlation in the residuals whether in time or space, which is often found
in environmental modelling. Ignoring the correlation in the residual leads to
overestimating the information content of each new observation, resulting in over
conditioning of the parameter estimates. So if there is a strong correlation be-
tween the residuals at diﬀerent time step, as seen in Figure 3.3, the information
content at one time step has already been taken into account in evaluating the
model at the previous time step. To eliminate this dependency, a ﬁrst order auto-
correlation is taken into consideration. Using the ﬁrst order time autocorrelation
only the error from the time step (t− 1) is removed from the time step (t). This
is done using by rewritten equation 3.11 into
Q(x, t) = M(I, θ, x, t) + 
(x, t)t −AR · 
(x, t)t−1 (3.17)
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Figure 3.3: Autocorrelation in the residuals of a rainfall-runoﬀ model with a
daily time step for the 21000 km2 Meuse catchment in Belgium, France and the
Netherlands using the LISFLOOD model with a 5 km spatial grid [Feyen et al.
(2007)].






















Beside this, the autocorrelation could also act as an indicator of how well the
model simulates and capture the physical processes occurring at the catchment
scale. A small autocorrelation value indicates that the error at time step (t) has a
small dependence on the error from the time step (t−1). Thus, the model is able
to simulate catchment in a good way, that the error at step (t) is independent
from the error at time step (t − 1). On the other hand, a large autocorrelation
value (∼ 1) reveals a large dependence of the error in time step (t) on the error
from the time step before. For an autocorrelation value near 1 implies that
almost 100% of error at time step (t) could be explained from the time step
before. Thus implying that the model did not capture the physical processes at
the catchment scale, despite achieving good results using goodness-of-ﬁt criteria
(e.g. Nash Sutcliﬀe or R2).
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3.2.3 The posterior probability distribution and the Bayes’ Theorem
As discussed above, using Bayes’ theorem it is possible to update the prior dis-
tribution using a likelihood function in a learning process to obtain the posterior
distribution. This requires to search the model space to identify the areas of
high likelihood, thus the posterior distribution. Such search can be diﬃcult due
to the complex high dimensional model space. This has led to the development
of search methods and algorithms to characterize the likelihood surface. Monte
Carlo Markov Chain methods belong to such methods. In the next section a
more detailed view of this method is presented.
3.2.4 Monte Carlo Markov Chain (MC2) Method
The roots of the Monte Carlo Markov Chain methods dates back to the early
ﬁfties in the physical statistics and mechanical statistic. It is used to evaluate
the multidimensional integration of the likelihood surface. The most well known
Monte Carlo Markov Chain algorithm are the Metropolis-Hasting and a special
case of it is the Gibbs within Metropolis-Hasting. The Monte Carlo Markov
chains are based on a simple concept. It starts with sampling from a proposal
distribution or a transitional kernel for the Markov chain. For each sample the
value for the likelihood function is determined by evaluating the model at that
point. These points are then used to modify the initial distribution to be closer
to the posterior distribution. Another round of model evaluation is done, and
the method is checked for convergence to a consistent posterior distribution. If
not, another round of samples or iteration is made [Balin (2004)].
The Monte Carlo Markov chain can be divided into two steps
  the choice of the Error function and
  the choice of the sampling method.
The ﬁrst point involves the choice of the likelihood, which was handled in de-
tail earlier. For the second point ﬁrst the Metropolis algorithm is explained
then the Metropolis-Hasting algorithm, and ﬁnally the special case Gibbs within
Metropolis-Hasting sampling algorithm [Balin (2004)].
According to Kuczera and Parent (1998) the Metropolis algorithms can be out-
lined in three points:
  The Jump Rule
  The Acceptance/Rejection Rule
  Monitoring Convergence
The three algorithms diﬀer from each other in the ﬁrst and the second point, as
will be explained later.
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3.2.4.1 The Jump Rule
This step is needed to generate a Markov chain, in which the set of samples at
step t is dependent on the samples from the previous step t − 1. There are two
types of jumps, or walks, a random walk, where every direction of movement has
the same weight or probability, as in Figure 3.4 (a). A forced walk, on the other
hand, samples are drawn in the same way as a random walk but in a preferential
direction, as in Figure 3.4 (b). For speeding up the convergence of the algorithm,
Figure 3.4: Diﬀerent walk types a random walk (a) and a forced walk (b) within
a Markov Chain [Balin (2004)].
a scaling factor s can be periodically tuned up. The initial value should be set
to 2.4/
√
d, where d is the number of parameters. The adjustment of this scaling
factor should be done in such a way that the acceptance ratio, i.e the number
of accepted parameter sets to the total number of parameter set, should vary
around 0.23 for d > 5 and around 0.43 for d = 1 [Balin (2004)].
3.2.4.2 Acceptance/Rejection Rule
The second step in the Metropolis algorithm is the acceptance or the rejection of
the sampled parameter set. First the ratio of the posterior probabilities densities




whereas θnew is the new candidate and θold is the last accepted parameter set.
The Metropolis Acceptance rule is then applied [Kuczera and Parent (1998),
Balin (2004)]
  If r > 1 then the new candidate is accepted with a probability of 1
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  if r < 1 then a random number u in the interval [0, 1] is generated
– if r > u then the candidate is accepted.
– If r < u then the candidate is rejected and the last accepted set is
taken
The last step is to introduce a random step to check areas with low likelihood
in the model space. For the Metropolis-Hasting algorithm only the diﬀerence
to the Metropolis algorithm is the acceptance rule. It allows asymmetric jump
distribution, which could be seen in the acceptance/rejection rule [Balin (2004)]
r =
p(θnew|Y ) · p(θold|θnew)
p(θold|Y ) · p(θnew|θold) (3.20)
In this study the third case of the Metropolis algorithm is implemented, Gibbs
within Metropolis-Hasting, that is why more attention will be given to this al-
gorithm. Gibbs within Metropolis is a hybrid sampling algorithm. It contains
two diﬀerent special cases of the Metropolis algorithm, the Metropolis-Hasting
algorithm and the Gibbs algorithm. The generation of a new parameter set is
done using the two algorithms Gibbs and Metropolis. The acceptance rule is
deﬁned with the Metropolis-Hasting-Rules. The Gibbs sampler allows to sample
a parameter value at once conditioned on all other values, which are kept ﬁxed.
In this study the error was assumed to be normal distribution with unknown
variance (model variance), the autocorrelation parameter is also introduced in
this study. So there exist two extra statistical parameters (σ and AR) besides
the model parameter, which need to be estimated.
If the model variance (σ) is only considered, writing the posterior distribution of
the parameters given the observed data results
(θ, σ2|Y ) ∝ L(θ, σ2) · p((θ, σ2) (3.21)
substituting the likelihood function we get
(θ, σ2|Y ) ∝ 1
(
√

































· p(θ, σ2) (3.24)
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setting z = 1/σ2 and we derive the posterior marginal distribution of the model
variance σ2 conditioned on both the observed data y and the model parameters
θ we get
(σ2|θ, Y ) ∝ z n2 · exp {−S · z} (3.25)
which is a gamma distribution with the parameters n/2 and S and is used to
sample the model variance after ﬁxing the model parameters. This is called Gibbs
within Metropolis-Hasting algorithm. The acceptance/rejection rule is given by
Metropolis-Hasting becomes
r =
p(θnew, znew|Y ) · p(θold, zold|θnew, znew)
p(θold, zold|Y ) · p(θnew, znew|θold, zold) (3.26)
replacing the posterior distribution by their equivalents, and assuming a uniform
distribution for the model parameters, Equation 3.26 becomes
r =
L(Y |θnew, znew) · p(znew) · p(zold|znew)
L(Y |θold, zold) · p(zold) · p(znew|zold) (3.27)



















A burn-in period is introduced, after which the analysis is done on the chain.
The burn-in period is to ensure that the chain has converged and the analysis is
done on the part, which represent the posterior distribution. In this study the
burn-in period was half of the length of the chain [Balin (2004)].
3.3 Input and Parameter Uncertainty Tool - INPUT
In this section the new developed concept is introduced. The need for this new
concept arises from the fact that non of the previous methods handled explic-
itly the uncertainty in the input data. The background of the new Input and
Parameter Uncertainty Tool - INPUT will be explained and then the theory on
which it is based.
3.3.1 Background
In this part a new concept will be explained in detail. In this concept the uncer-
tainty in hydrological model is considered diﬀerently. Rather than the diﬀeren-
tiation between model and input uncertainties, the concept considers epistemic
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and natural uncertainties. Natural uncertainty is caused by the variability of the
system, and epistemic uncertainty results from the ignorance about the system
at hand. The natural uncertainty refers to quantities that are inherently spatial
and/or temporal variable. Such quantities could be, for example, the precipita-
tion, which is both spatial and temporal variable. Epistemic uncertainties are
tied to our capability to measure, describe and understand the system at hand.
This split up of the uncertainty sources has the advantage of diﬀerentiating be-
tween reducible (epistemic) and non-reducible (natural) uncertainties.
A typical uncertainty analysis in the hydrological modelling estimates only either
the parameter or the input uncertainty. Recently, diﬀerent attempts were started
to integrate the precipitation into the uncertainty analysis, for example Ajami
et al. (2007) and Kavetski et al. (2006). This was done by introducing a correction
multiplier for the precipitation, and this multiplier was calibrated. This implies
that the precipitation was adjusted till the simulated discharge was accepted.
The adjusted or calibrated precipitation does not match the true value. As it has
been clearly explained, the disadvantage of this methode is the fact that rainfall
is considered as a parameter, which needs to be estimated and calibrated.
Another way to study the interaction of diﬀerent uncertainty sources, without
calibrating the rainfall measurements, is to do a nested Monte Carlo analysis. In
the outer loop, the uncertainty due to variability in the precipitation is estimated.
In the inner loop, the parameter uncertainty is treaded. The disadvantage of this
procedure is the high computational cost. For example if the outer loop has 100
runs and the inner loop 1000 runs, this makes in total 100·1000 = 10000 runs.
Normally when doing uncertainty analysis the number of runs starts in the 10000
range. So, if each loop has 10000 runs, this means that the total runs are 108 or
one hundred million runs. Assuming that each run, takes 1 second to ﬁnish, this
results in a total run time of 3.17 yeas!.
Hofer et al. (2002) presented a new concept for studying the interaction between
the two uncertainty sources. In his concept a simpliﬁcation for the two nested
Monte Carlo analysis is made, in which the two nested loops are transformed to
two loops in series. In the next section the concept is explained in detail.
3.3.2 The Theory
Because of the high computational costs of the two-nested Monte Carlo methods
(outer: natural and inner: epistemic uncertainty), a new concept will be used in
this work to study the eﬀect of natural uncertainties on epistemic uncertainties.
Using this method an approximation of the epistemic uncertainty is calculated
in the present of the natural uncertainty.
Every model could be presented in this form:
Y = h(u∗, V ) (3.29)
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whereas V is the random variable (in this case the precipitation) and u∗ is the
real but unknown parameter value. Since the parameter values are imprecise
known, the resulting state of knowledge will be analyzed. Therefore, the state
of knowledge about the u∗ will be represented using a subjective probability
distribution. Thus Equation 3.29 becomes
Y = h(U, V ) (3.30)
whereas U is a distribution for the unknown parameter values u∗. For each value
of Y there will be not only the cumulative distribution F (Y |u∗) but also the
value F (Y |U), which has a subjective probability distribution. The concept al-
lows the approximation of the quantiles of the subjective probability distribution
for the cumulative distribution F (Y |u∗). Fixing the parameter U to a certain
value u, the resulting uncertainties in Y will be caused by the random param-
eter V . In other words, the conditioned distribution of Y on U = u quantiﬁes
the corresponding natural uncertainty in Y . The expected value E[Y |U = u]
represents this distribution. Hence, the aim of this concept is to quantify the
subjective probability distribution of the conditional expectation E[Y |U ]. This
is done through estimating the expected value and the variance of the conditional
expectation, i.e. E(E[Y |U ]) and V AR(E[Y |U ]). Applying the probability theory
relations
E(E[Y |U ]) = E(Y ) (3.31)
V AR(E[Y |U ]) = V AR(Y )− E(V AR[Y |U ]) (3.32)
Instead of trying to estimate both E(E[Y |U ] and V AR(E[Y |U ]) values using the
complex, computationally costly nested Monte Carlo method, a simpliﬁcation is
introduced to estimate only the three values E(Y ), V AR(Y ) and E(V AR[Y |U ]).
For this the information from two Monte Carlo runs are needed. In the ﬁrst run,
an approximation for the expected value and the variance of the unconditioned
Y are estimated.









(yi − y¯)2 (3.34)
For estimating the third variable E(V AR[Y |U ]) an assumption is made, the pa-
rameter values (U) are ﬁxed to a certain refrence value uref
E(V AR[Y |U ]) ≈ V AR[Y |U = uref ] (3.35)
substituting this assumption in equation 3.32 we get
V AR(E[Y |U ]) = V AR(Y )− E(V AR[Y |U ])
≈ V AR(Y )− V AR[Y |U = uref ] (3.36)
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the reference value of the parameters is estimated in the ﬁrst Monte Carlo run.
The approximation of the distribution F (Y |U = uref ) is estimated using the
second Monte Carlo run.




(yi − y¯)2 (3.37)
One point should be mentioned here, the results of this concept depend strongly
on the assumption made about the rainfall error and its form. Meaning, carefull
consideration should be made before assigning a certain distribution to the rainfall
error. Another point is, the concept is based on a simpliﬁcation, which allows to
seperate the two nested Monte Carlo runs. This simpliﬁcation will introduce a
certain error / uncertainty in the system, which could be quantiﬁed by comparing
the results of the two Monte Carlo runs nested and separated.

Chapter 4




The Weiße Elster catchment with an area of about 5200 km2 is the largest tribu-
tary of the Saale river. From the 718 m elevated spring in Vyhledy (Steingruen)
in the Czech Republic, the Weiße Elster river ﬂows through three federal states,
Saxony, Saxony-Anhalt and Thuringia until it ﬂows in the Saale river in the south
of Halle. It has a length of 250 km, and the major cities of Gera, Leipzig and
Halle, and medium sized cities like Zeitz, Plauen and Greiz are located in the
river catchment. The major tributaries are the Goeltzsch in the Saxon Vogtland,
the Weida in west Thuringia and the Pleiße in the north-west Saxony. The mean
discharges of the tributaries are seen in Table 4.1. The river course is highly
Table 4.1: The mean discharges of the River Weiße Elster and its tributaries.
Rever Area [km2] Mean Discharge [m3/s]





aﬀected by river straightening measures, specially the lower part of the Weiße
Elster river was channalized due to surface mining and land development. In the
catchment there are several dams which regulate the water level, provide protec-
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tion against ﬂoods and serve as a source to drinking water. The largest dams are
the Po¨hl with a volume of 69 Mio. m3, the Dro¨da 18 Mio. m3 and Pirk 10 Mio.
m3.
According to the German Meteorological Service (DWD) the mean temperature
changes between 0   in Fichtelberg and 5   in Leipzig for the month January.
In the summer time (July - August) the temperature ranges between 11   and
18  . The mean precipitation varies between 832 mm in Bad Elster, 676 mm in
Plauen and 570 mm in Leipzig. The land use in the catchment is dominated by
agricultural and grassland with 58% of the total area. Other not less important
areas are urban areas (16%) and brown coal mining strips (3.1%). Table 4.2
shows the diﬀerent land uses and their percentage in the catchment. The Weisse
Table 4.2: Land uses in the Weiße Elster catchment.
Land Use In Precentage
Water area 1.2 %






Elster catchment covers ﬁve diﬀerent natural landscape units
 Vogtland, west Ore Mountains (Erzgebirge).
 Ore Mountains basin (Erzgebirgsbecken).
 East Thuringia sandstone landscape (Ostthu¨ringer Sandsteinland).
 Loess Hill landscapes (Loesshu¨gella¨nder).
 Leipziger Landscape, Halle loess hill landscapes and Weißenfels loess hill
landscapes.
In Figure 4.1 are the digital elevation model and the diﬀerent gauging station in
the Weiße Elster catchment. Daily data are available for most of the precipitation
gauging stations, while six-hourly or hourly data are available for the climate
stations. Time series has been collected from 1960 to 2004. A Digital elevation
model with a 50 m resolution is available. The land use map was derived from
the Landsat imagery at a spatial resolution of 30 m in the year 1999, seen in
Figure A.1 page 121. The soil map is based on the Bodenu¨bersichtskarte 1000,
with a resolution of 1:1000000, seen in Figure A.2 page 122.
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Figure 4.1: The Digital elevation model and the discharge gauges for the Weiße
Elster catchment.
In this study not the whole Weiße Elster catchment is taken into consideration,
but only up to the gauging station Gera-Langenberg. This reduces the study area
to 2600 km2. The reason for this, is to reduce the computational time needed to
do an uncertainty analysis, and at the same time to sustain heterogeneity in the
system.
4.1.2 Weida Catchment
The Weida catchment has an area of 99.5 km2. It is located in the lower mountain
range of the federal states Thuringia and Saxony. The Weida catchment, seen
in Figure 4.2, is a part of the Weiße Elster catchment. The elevation of the
catchment varies between 315 m in the northern part and 565 m in the southern
part. Cambisol (Braunerde) and Stagnosol (Pseudogley) are the most common
soil types. The land uses are mainly arable land (42%), grass land (25%) and
forest (29%).
The climate is moderate and always humid despite the low annual rainfall amount
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of 690 mm. The majority of rainfall occurs in the summer time. The mean
temperature is around 7  . From a hydrological point of view, the catchment
Figure 4.2: Weida catchment as a part of the Weiße Elster catchment.
is characterized by fast response to precipitation event. The average discharge
is 0.72 m3/s. A highly detailed data base is available. This is with respect to
topographical, meteorological data and the discharge data. The time series data
have a resolution of one day and go back to 1976. To this time series belong the
precipitation from ﬁve diﬀerent stations, the daily mean temperature, the wind
speed, the humidity and the global radiation. The topographical data set are the
digital elevation model with a resolution of 25 m and the land use map, derived
from satellites photos, with a resolution of 30 m, seen in Figure B.1 in page 155.
In addition, a soil map exists with 13 diﬀerent soil types and a resolution of
1:25000, seen in Figure B.2 in page 156.
4.1.3 Do¨llnitz
The Do¨llnitz catchment is located in the State of Saxony and ﬂows into the river
Elbe at Riesa. It has an area of 215 km2. In this Study the catchment is con-
sidered till the gauge Merzdorf. With a length of 44 km the river Do¨llnitz ﬂows
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through the small twons of Mu¨geln, Thalheim, Oschatz, Borna und Riesa. The
main tributaries are the Hasenbach, Grauschwitzbach, Strangraben, Sandbach
and the Mu¨hlgraben. The western boarder of the catchment encloses the dams,
Horstsee, Go¨ttwitzsee and the Do¨llnitzsee. Besides the intensive agricultural land
use, ﬁshing plays an important role in the western part of the catchment where
the dams are located.
The digital elevation model of the catchment could be seen in Figure 4.3. The
Figure 4.3: The digital elevation model for the Do¨llnitz catchment.
highest point in the catchment is the Collmberg elevation (312 m above see level)
near Collm west from Oschatz near the northern boarder of the catchment. The
lowest point is located near the gauge Merzdorf 98 m above see level. The mean
elevation is around 170 m. Climatically, the yearly mean precipitation, esti-
mated over the time period from 1990 till 2005 for all precipitation gauges in
the catchment, are between 558 mm/year by Riesa (West) and 738 mm/year by
Altgeringswalde. The yearly sum of precipitation is 627 mm/year. The mean
temperature in this period for the station Oschatz is around 9.4  .
The climate data for the hydrological modelling of the catchment are provided
from the German Meteorological Services (DWD) as daily mean values. For the
simulation period, the climate data from the station Oschatz as well as the precip-
itation data from the four precipitation stations were available. The precipitation
data from ﬁve stations were available for the modeling. In Table 4.3 is a list of the
available stations. The river discharge is measured in two locations seen in Figure
4.4, at the gauging station in Nebitzschen (Area=59.1 km2) and at the gauging
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Table 4.3: Availabe Precipitation and Climate Stations for the Doellnitz
Cachment Modeling.
Station Number Name Station Art
03377 Oschatz Climate Station
41324 Obersteina Precipitation Gauge
41330 Riesa (West) Precipitation Gauge
41336 Mutzschen Precipitation Gauge
41265 Altgeringswalde Precipitation Gauge
station Merzdorf (Area= 211 km2). The daily discharge values were provided
by LfUG (sa¨chsisches Landesamt fu¨r Umwelt und Geologie) for the periods from
04.12.2001 till 31.10.2005 (Nebitzschen gauging station) and from 01.11.1911 till
31.10.2005 (Merzdorf gauging station). The gauging station Merzdorf is located
Figure 4.4: The location of discharge gauges in the Do¨llnitz catchment.
3 km upstream from the conﬂuence point with the River Elbe. Analyzing the
discharge data for the gauging station Merzdorf for the period 1912 till 2009, it
was also noticed, that an increase in the discharge since 1985 for the period stat-
ing from end of August till mid of September. This is due to the controlled drain
oﬀ of the Do¨llnitzsee dam located upstream of the main stream. The drain oﬀ
take place to facilitate ﬁshing. For this a water discharge consent exists, allowing
a draw down of a maximal discharge of 1.2 m3/s over a time period of 21 days
before the ﬁshing starts [Hansju¨rgens and M. (2007)].
Table 4.4 summarizes the characteristics and the available input data for each
catchment.
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Area 99.5 km2 215 km2 2600 km2
Digital Elevation Model 25 m 50 m 20 m
Land Use 30 m 30 m 30 m
Number of Land Use
Categories
13 18 13
Soil Map 1:25000 1:200000 1:1000000


















4.2.1 Hydrologcial Model - WaSiM
For simulating the hydrological response and the water balance of the catchments,
the WaSiM-ETH hydrological model (Water Balance Simulation Model ETH) was
used. The model was developed in the late 1990’s at the Swiss Federal Institute
of Technology in Zurich [Schulla (1997)]. The model is a physically based model,
whereas a conceptual approach was implemented when the physical parameters
were hard to obtain. For describing the water ﬂow within the unsaturated soil,
WaSiM-ETH oﬀers two approaches, a conceptual one TOPMODEL, after Beven
and Kirkby (1979), and a physical approach based on the RICHARDS-model
for the unsaturated soil coupled to a simple 2D-groundwater ﬂow and transport
model for layered aquifers. Both approaches are carried out on a grid, repre-
senting the catchment. For each cell in the grid, the meteorological data are
also interpolated from the gauging station [Schulla (1997)]. Figure 4.5 shows the
structure of the WaSiM-ETH model. WaSiM-ETH is a good established tool for
hydrological simulation. It was applied to catchments with areas up to 100000
km2. As mentioned above, WaSiM-ETH is a grid based model, the following
description is only for one cell in the grid, but applies to all cells. The model
input data could be divided into two groups:
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Figure 4.5: Structure of the hydrological model WaSiM-ETH.
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  Time Series, and
  Geographical Data
4.2.1.1 The Time Series Group
This contains the precipitation data, the meteorological data, i.e. humidity,
global radiation and wind speed, and the discharge data. The digital elevation
model, the soil map and the land use map are included in the second group.
The model ﬁrst corrects precipitation according to the wind speed. This is done
for rain and snow separately. Using the inverse distance weighting interpolation
method both the precipitation and the meteorological data are interpolated for
each cell. In the next step the global radiation and the temperature are cor-
rected depending on the topography and the sun position. With the corrected
data the potential evapotranspiration either after Penman-Monteith or Hamon
is calculated. The real evapotranspiration is estimated after the TOPMODEL-
approach. The snow accumulation and the snow melt are determined after the
approach from Anderson (1973); Braun (1985). After Peschke (1977), based on
the approach of Green and Ampt (1977), the inﬁltration is calculated. The dis-
charge from each cell is computed by summing the surplus from the inﬁltration
and the snow melt [Schulla (1997); Schulla J. (1998, 2001)]. In following sections
the diﬀerent modules are explained in more detail.
4.2.1.2 Geographical Data
The geographical data does not only have the function to illustrate the spa-
tial structure of the catchment but also to map the spatial distribution and the
constant temporal characteristics. In Table 4.5 are the needed input data for
WaSiM-ETH. With the aid of the package Tanalys, which is delivered with the
Table 4.5: The required input data and its derivative for the WaSiM-ETH model.
Data Art Derived Input for WaSiM-ETH
Digital Elevation Model Grid, Topographical Index, Slope, Exposition,
Flow Times and Flow Times Sum
Land Use Grid and Parameter Table
Soil Map Grid, Parameter Table and Transmissivity
Meteorological Data Interpolated over the whole Catchment
model package WaSiM-ETH, it is possible to derive from the digital elevation
model the needed input grids for WaSiM-ETH, i.e. topographical index, slope,
ﬂow times and ﬂow times sum. Every geographical input must have the same
coordinate and spatial dimension.
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4.2.1.3 Meteorological Data
The model needs, besides the geographical data, the meteorological data, precipi-
tation, temperature, global radiation, wind speed, humidity and the sunshine du-
ration. According to Schulla (1997) daily values of the meteorological data should
be suﬃcient to preform a water balance in a catchment using WaSiM-ETH. A
precipitation correction module is implemented in WaSiM-ETH, its function is
to adjust uncorrected precipitation data. In this work, the precipitation data
were corrected using the correction factors suggested by Richter (1995), hence
this module was turned oﬀ. The meteorological data are interpolated for each
cell in the grid using diﬀerent interpolation algorithms. The hydrological model
oﬀers the following algorithms:
  Altitude Dependent Regression
  Inverse Distance Weighting
– Inverse Distance Weighting Interpolation
– Theissen Polygone
  A Combination of the two interpolation methods
In this thesis, the meteorological data were interpolated using the inverse distance
weighting interpolation (IDW). The interpolated value for each cell is the sum of


















wj = 1.0 (4.3)
whereas
zˆu the interpolated value at location u
z(uj) observed value at station j
wj weight of observed value at station j
p weighting power of the inverse distance (between 1 and 3, 2 is recom-
mended)
d(u,uj) distance to the station j
There is the possibility to change the value of the weighting power parameter p
and the maximal distance dmax as well as two other parameters for ﬁxing the
anisotropy [Po¨hler (2006); Schulla J. (1998, 2001)].
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4.2.1.4 Potential and Real Evapotranspiration
Diﬀerent approaches are available within WaSiM-ETH to calculate the potential
evapotranspiration. These approaches diﬀer in the number of the input parame-
ters, their use and their physical meaning. The work at hand uses the approach
from Penman-Monteith to estimate the potential evapotranspiration. This ap-
proach requires the temperature, the global radiation and/or the sunshine dura-
tion, the relative humidity and the wind speed. The following formula is used to




· (Rn −G) + ρ · cp








λ latent vaporization heat λ = (2500.8 − 2.372 · T ) kJ/kg, T : Temperature
in  
E latent heat ﬂux in mm/m2 ≡ kg/m2 ( [λE]= kJ/m2)
Δ tangent of the saturated vapor pressure curve [hPa·K−1]
RN net radiation
G soil Heat Flux (here 0.1 RN ) [Wh·m−2]
ρ density of dry air [Kg ·m−3]
cp speciﬁc heat capacity of dry air at constant pressure cp = 1.005 [kJ · (kg ·
K)−1]
es saturation vapor pressure at the temperature T [hPa]
e actual vapor pressure (observed) [hPa]
ti number of seconds within a time step
γp psychrometric constant [hPa·K−1]
rs bulk-surface resistance [s·m−1]
ra bulk-aerodynamic resistance [s·m−1]
Additionally other factors are accounted for, like the speciﬁc evaporation po-
tential of the vegetation and the actual soil water content. These factors are
simulated using parameters like roughness coeﬃcient, leaf area index, depth of
roots and root density distribution as well as diﬀerent soil parameters.
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The real evapotranspiration is estimated depending on the chosen soil module.
With the TOPMODEL-approach, which is chosen in this work, the real evapo-
transpiration is approximated by reducing the potential evapotranspiration. This
is done when the soil water content falls below a certain value [Po¨hler (2006);
Schulla J. (1998, 2001)].
4.2.1.5 Snow Accumulation, Snow Melt and Snow Cover Discharge
In this module the snow accumulation and melt and the resulting discharge is
simulated. The snow percentage in the precipitation is determined on the basis
of a critical air temperature, at which 50% from the precipitation is snow. The
falling snow accumulates to a snow cover. The calculation of the snow melt
is done using the temperature-index method [Po¨hler (2006); Schulla J. (1998,
2001)].
4.2.1.6 Interception
Interception is the storage of rainfall and melted water is on the vegetation and the
ground surface. It is simulated in WaSiM-ETH with a simple bucket approach.
The result from the snow module will ﬂow in this module. Therefore the melted
water will be directed to the interception storage. The interception capacity
depends on the plant type, it’s leaf area index, the vegetation coverage degree and
the maximum height of water on the leafs. The stored water in the interception
storage is removed only through evapotranspiration. If the interception storage
is ﬁlled, through melt water and/or precipitation, any further water input will
inﬁltrate the soil. This approach assumes an equal thick layer of water over the
surface [Po¨hler (2006); Schulla J. (1998, 2001)].
4.2.1.7 Inﬁltration
The inﬁltration module in WaSiM-ETH is based on the approach from Green
and Ampt (1977) with modiﬁcation from Dyck and Peschke (1995). It requires
the initial soil water content and the saturated hydrological conductivity. The
approach assumes a homogeneous and unlayered soil structure. In this consid-
eration, the matrix ﬂow plays the major role compared to the micro pore ﬂow.
The inﬁltration process is divided into two phases: the saturation phase and the
decrease phase. The inﬁltrating water is simulated in the module as an advancing
wet front. The speed of the front depends on the saturation deﬁcit, the saturated
hydrological conductivity and the suction at the front. This module provides the
part of the precipitation, which ﬂows as surface runoﬀ, and the other part which
inﬁltrate the soil is considered as an input for the soil model [Po¨hler (2006);
Schulla J. (1998, 2001)].
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4.2.1.8 Soil Model
For the work at hand, the conceptual TOPMODEL-approach was chosen. This a
modiﬁed version for the soil water balance based on the approach from Beven and
Kirkby (1979) extended by capillary rise and interﬂow. Under the consideration
of the topographical index for potential saturated areas the distribution of the









αt speciﬁc catchment area per unit length of a grid cell; this is the area draining
through one meter of the edge of a grid cell [m2 ·m−1]
T0 saturated local hydraulic transmissivity [m
2 · s−1]
βt slope angel [m ·m−1]
and
Si = Sm −m · ln
(
αt




Sm mean saturation deﬁcit of the basin (arithmetic average of all Si) [mm]
m model parameter [mm]
γ mean topographic index of the (sub-)catchment
negative and zero values of Si produce, in case of rainfall, surface runoﬀ. Should
there be a snow layer, part of the snow melt water, which is deﬁned by the user,
will ﬂow as surface runoﬀ. Depending on a certain precipitation intensity, the
rainfall will be split upon the interception storage and the inﬁltration. Is the
interception storage ﬁlled, the excess water will ﬂow as surface runoﬀ [Po¨hler
(2006); Schulla J. (1998, 2001)].
4.2.1.9 Flow Concentration and Discharge Routing
The sum of the snow melt runoﬀ, the inﬁltration excess water runoﬀ and the
surface runoﬀ build the interﬂow and the total surface runoﬀ for each cell. The
base ﬂow is averaged over the whole (sub-)catchment. The average catchment
interﬂow is the mean of every interﬂow component in each cell in the grid. De-
pending on the topographical slope, the direct drain ﬂows from the origin cell
to the catchment outlet. This ﬂow concentration is regulated by the slope, the
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surface roughness, water network concentration and the catchment area. The
time lag between the origin of the surface runoﬀ till passing the catchment outlet
as well as the ﬂattening of the hydrograph through retention eﬀects are taken
into consideration. The ﬂow time for each cell could be calculated with the help
of the tool Tanalys. Cells with the same ﬂow time are grouped together. The
resulting surface runoﬀ in a certain time zone will be forwarded to the time zone
underneath it at the beginning of each time step. The total surface runoﬀ is
the sum of the catchment interﬂow, the base ﬂow, the surface runoﬀ in the ﬂow
time zone, which after calculating the retention as direct discharge is considered
[Po¨hler (2006); Schulla J. (1998, 2001)].
4.2.2 Calibration Tool - PEST
A calibration tool aims at matching the model output to the measured variable(s),
from nature or the lab. This is done with the aid of an objective function, which
describes a relation between the measured and the simulated variable(s). Such
relation could be the error. In this case the calibration tool has to minimize the
error between the measured and the simulated variable(s). The objective function
also plays a role as an indicator of how good the model ﬁts the process at study.
The calibration tool changes the parameter of the model, in a certain range
given/deﬁned by the user, until the best ﬁt is established. A good calibration
tool, after [Skahill and Doherty (2006)], should contain the following points
1. The ability to supply information about the existence and the place of the
minima of the objective function.
2. The possibility to provide information about the parameter uncertainty.
3. Should be robust against parameter correlation and ruggedness.
4. Should minimize the number of runs to reach the minimum.
PEST (Parameter Estimation Tool) is a model independent calibration tool. It
is Based on the Gauss-Marquardt-Levenberg algorithm. This algorithm has the
advantages from both Gauss-Newton method and the Steep Descend method,
meaning a less number of runs. The main disadvantage of this method is the
fact that the algorithm gets stuck in local minimum, and reports the results
to be the global solution. PEST also oﬀers other calibration methods, like the
Shuﬄe Complex Evolutionary (SCE) Method, or a hybrid method between the
two mentioned methods, which allows PEST to ﬁnd the global solution by using
a multiple starting points.
The rainfall-runoﬀ model could be represented as a function M, which relates the
parameter set p0 to the runoﬀ q0.
q0 = M(p0) (4.7)
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In the calibration process, the parameters values are changed until the objective
function reaches a minimum, or the diﬀerence between the measured and mod-
eled discharge is minimum [Doherty (2004)]. PEST has the advantage of a fast
convergence, thus ﬁnding the optimum in fewer runs compared to other methods.
To overcome the disadvantage of the method, getting stuck in local minimum, a
new development was implemented. This allows using multiple starting points
to ﬁnd the global solution. Using the Multiple Starting Points method, multiple
calibration chains with diﬀerent starting parameters values are initiated. At the
end the best of these chains is taken to be the global minimum. As mentioned
before, the Shuﬄe Complex Evolutionary method from Duan et al. (1992) is
another calibration method. The advantage of this method is that it scans the
whole parameter space, the disadvantage is, it demands a large number of runs,
and thus is highly costly in terms of computational demands [Doherty (2004)].
4.3 Procedure
In this section the procedure to conduct the calibration and the uncertainty analy-
sis is explained. This section is divided into subsections depending on the method
at hand. At the beginning the choice of the model parameter, to be considered
in both the calibration and the uncertainty analysis study is made. The rainfall
correction is then explained. For model calibration, the diﬀerent objective func-
tions are introduced. Afterwords, the calibration of the model WaSiM-ETH for
each study catchments using the PEST tool is illustrated. For the third part,
the generation of the diﬀerent spatial resolutions is ﬁrst explained, then the un-
certainty analysis using both the Generalized Likelihood Uncertainty Estimation
GLUE and the Monte Carlo Markov Chain MC2 methods are explained. In the
last part, the implementation of the new concept INPUT is introduced after
explaining generation of the diﬀerent grid aggregation for each catchment.
4.3.1 Setup and Calibration of the WaSiM-ETH Model
4.3.1.1 Choice of the Model Parameters
One of the most important and diﬃcult steps in the calibration and the uncer-
tainty analysis study is the choice of the parameters that are included in both
studies. This diﬃculty arises from the fact that one needs to incorporate as many
as possible model parameters. First, to ensure that the interaction between the
diﬀerent parameters are captured and second to guarantee that the model is ca-
pable to capture the physical processes occurring at the catchment scale. On the
other hand, one has to hold the parameter number as low as possible, in order to
radically reduce the computational costs. This should happen not at the cost of
simplifying the model at hand.
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Thus a sensitivity analysis using one parameter at a time (OAT) was under-
taken. Using this method, a large number of parameters are chosen. Then a
feasible range for each parameter, either depending on the physical meaning of
the parameter, or on literature values, is deﬁned. Within this range the parameter
value is changed stepwise, and for each step the model output is calculated. This
is done only by changing one parameter value at once. The parameter sensitivity





A large output diﬀerence caused by a small parameter change means a large
sensitivity of the model to this parameter, and vis versa. Thus, the ﬁve most
sensitivity parameters have been estimated. They are found in Table 4.6 with
their ranges. Similar results are obtained in the study done by Schulla J. (2001),
Table 4.6: The ﬁve most sensitive parameters for the WaSiM-ETH model.
Parameter Description Unit Range
m recession parameter for base ﬂow [m] [1 · 10−3, 1]
Tkor correction factor for the transmissivity
of the soil
[−] [1 · 10−4, 1]
Kkor correction factor for vertical percola-
tion
[−] [1, 10]
SHmax maximum storage capacity of the in-
terﬂow storage
[mm] [1, 300]
KH single reservoir recession constant for
interﬂow
[h] [1, 500]
which is found in the WaSiM-ETH handbook.
4.3.1.2 Rainfall Correction
In all WaSiM-ETH runs the rainfall correction module is turned oﬀ. This, as
explained earlier, is due to the fact that the daily rainfall data are corrected
based on the study from Richter (1995). The yearly mean error in the rainfall
measurement is taken to be 12% as seen in Figure 4.6. The rainfall data is
corrected with a factor 1.12. The corrected rainfall data is then used to simulate
the discharge for each catchment.
4.3.1.3 Objective Functions
To evaluate how good the model ﬁts the measured data, a goodness-of-ﬁt criteria
is needed. There are diﬀerent goodness-of-ﬁt measures, in this section two of
such measures are explained. For the modeling tool PEST such goodness-of-ﬁt
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Figure 4.6: Mean correction (%) of the average annual precipitation (1961/90)
for moderate Wind-sheltered sites in Germany after Richter (1995).
functions are used as an objective function. The calibration tool PEST uses the





whereas, M is the measured value at increment i, O is the observed value at
the same increment [Doherty (2004), Moore and Doherty (2005)]. The aim of
the calibration tool PEST is to minimize this function, in other words the error
between the measured and the simulated data should be minimum. This objective
function is sensitive to outliers [Legates and McCabe (1999)] and more weight is
added to larger errors.
The second goodness-of-ﬁt and at the same time widely used in hydrological
modelling is the Coeﬃcient of Eﬃciency, or Nash Sutcliﬀe (NS) criteria. It is















divided over the observed data variance subtracted from unity [Legates and Mc-
Cabe (1999)]. If the MSE of the model prediction is equal to the variance in the
observed data, i.e. NS = 0, this means that the observed mean is as good as the
model predicition, while negative NS values indicate that the observed mean is
a better predictor than the model. The Nash Sutcliﬀe criteria is more sensitive
to outliers than the sum of squared errors.
4.3.1.4 Calibration
After choosing the parameters to be calibrated, the PEST ﬁles are prepared, for
more details the reader is refered to the User Manual [Doherty (2004)]. A warm
up period of one year was introduced at the beginning of the calibration period.
This step was also made for both MC2 and GLUE methods. In Table 4.7 the
calibration and validation periods for each catchment are seen. To ensure a good
Table 4.7: The calibration and validatioin periods for all cachments.
Catchment Calibration Validation
Weida Nov. 97 till Oct. 00 Nov. 99 till Oct. 02
Gera-Langenberg Nov. 96 till Oct. 99 Nov. 93 till Oct. 96
Do¨llnitz Nov. 98 till Oct. 01 Nov. 95 till Oct. 98
match of the simulated data with the measured data, extra parameters, seen in
Table 4.8, are calibrated for one time after estimating the ﬁrst ﬁve parameters.
After calibrating the extra parameters a last calibration run is made with the
ﬁve most sensitive parameters. PEST was run using the multipe starting points
algorithm within a parallel frame work. This was done to speedup the calibration
process.
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Table 4.8: Additional parameters considered in the calibration procedure.
Parameter Description Unit Range
Pgrenz precipitation intensity threshold for
generating preferential ﬂow into the
saturated zone
[mm/h] [1,10]
rk scaling of the capillary rise/reﬁlling of
soil storage from interﬂow
[-] [0,1]
cmelt fraction on snowmelt which is surface
runoﬀ
[-] [0,1]
KD single reservoir recession constant for
surface runoﬀ
[h] [1,72]
T0 the threshold temperature for snow
melt
  [-0.5,1.5]
c0 the degree-day-factor TGF [mm/(  d)] [0.1,10]
4.3.2 Analysis of Spatial Resolution and Model Parameter Uncer-
tainty
4.3.2.1 Grid Aggregation
To account for uncertainty of spatial resolution, diﬀerent grid aggregations are
generated. This applies for the digital elevation model, the soil map and the
land use map. Table 4.9 shows the diﬀerent grid resolution generated for each
catchment. Each grid resolution was created from the original grid resolution.
Table 4.9: The generated grid resolutions from the original resolution for each
catchment.
Catchment Spatial Resolution
Zeulenroda 100, 200, 300 and 500 m
Gera-Langenberg 500, 1000, 2000, 4000 and 6000 m
Doellnitz 100, 300, 500 and 1000 m
For example, to generate the 100 m grid aggregation of the digital elevation
model of the Weida catchment, the original 25 m digital elevation model was
used. The same procedure is used for the 200, 300 and 500 m grids, respectively.
The topographical index was then produced from the corresponding digital ele-
vation model. For creating the diﬀerent digital elevation model resolutions the
cubic convolution method was applied. It determine the new values based on the
weighted distance average of the sixteen nearest cells ∗. For the two other maps
the nearest neighbor method was implemented. It determine the location of the
∗Arcview Help Tutorials
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closest cell center in the input grid and assign the value to the cell in the output
grid †.
4.3.2.2 Entropy Theory and Information Content
The Entropy theory from Brasington and Richards (1998) allows the quantiﬁca-
tion of the information content of continues data sets, in this case both the digital
elevation model and the topographical index map. Thus providing a mean of
quantifying the lost of information content due to disaggregation. This is helpful
when comparing diﬀerent grid aggragation among each other. The entropy of





Pi · log(Pi) (4.12)
whereas, P is the probability of the values in certain intervals, and β is the
number of intervals.
4.3.2.3 Implementing the GLUE Methodology
For GLUE after sampling randomly from the uniform distribution of each pa-
rameter, a model run is made. This is repeated 10000 times. For each run the
Nash Sutcliﬀe criteria is estimated. A threshold for behavioral model is set at
0.6 for Zeulenroda and 0.4 for the remaining two catchments. These values are
based upon previous experience that has been made with the catchments. The
reason for this is to ensure that some models are accepted as behavioral. For
the uncertainty bounds, the 90% quantile for the simulated discharge using all
behavioral models is used.
4.3.2.4 Implementing the MC2 Methodology
Again the same parameters ranges and condition, applied to the calibration using
PEST, were implemented also here for the uncertainty analysis using Monte Carlo
Markov Chain method. In this study only the 5 most sensitive parameters are
considered for the study. The other parameters were ﬁxed to their optimal value.
The number of MC2 runs without considering the autocorrelation in the discharge
data was set to 10000 runs. The parameter distribution update was done each 200
runs. The burn in period was set to 5000 runs. For the MC2 with autocorrelation,
the total number of runs was 15000 runs, and the burn in period was 10000
runs. After disregarding the burn in period, the results are interpolated. For
the parameters a histogram is generated, using the sampled parameter values,
with 25 intervals to illustrate the posterior parameter distribution. On the other
†See Above
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hand, for estimating the parameter and the predictive uncertainty bounds, the
discharge data are analyzed. For the predictive uncertainty bounds, the discharge
for each time step is sorted and the 90% quantile are estimated. For the parameter
uncertainty bounds, a normal distribution for each simulated discharge value is
generated using the simulated value as mean and the model variance as variance.
Having done this and using the generated discharge the 90% quantile are then
estimated.
4.3.3 Analysis of Interaction between Rainfall and Model Uncertainty
4.3.3.1 Generating Rainfall Time Series
To represent the rainfall uncertainty in this study, the rainfall measurement error
was used. This is bases on the study from Richter (1995). The uncertainty
in the rainfall was taken for point measurements. This means for the daily
rainfall measurement a distribution was generated for each time step, and from
this distribution samples were taken for that time step. A normal distribution
for the rainfall uncertainty was assumed. This was also found by a study done
by Zhihua and Mingelin (2007). The normal distribution for each time step takes
the form
N(P · (1 + x), P · y) (4.13)
where the mean is the daily precipitation P multiplied with the mean error x,
taken from the study of Richter (1995). For this study a rainfall measurement
error of 12% is assumed, resulting in a mean of P · 1.12. The variance σ2 is
assumed to be 5% of the daily values, meaning σ2 = 0.05.
4.3.3.2 Implementing the INPUT-Concept
The parameter uncertainty is estimated considering uncertainty in the rainfall in-
put data. In the ﬁrst part both parameter and rainfall are sampled 10000 times
and the model is evaluated and the Nash Sutcliﬀe is determined. The param-
eters are sampled from a uniform distribution, and the rainfall as explained in
the section above. Using the same principle from GLUE, the same thresholds
are deﬁned. In the next step the best parameter set is ﬁxed and only the rainfall
is sampled for 1000 times. For the overall uncertainty bound, the 90% quantile
are estimated using the results from the ﬁrst run. For determining the quan-
tiles for the second run, i.e the parameter uncertainty bounds considering input




5.1 WaSiM-ETH Calibration with diﬀerent Spatial Reso-
lutions
5.1.1 Weida Catchment
Besides the chosen grid aggregations for the uncertainty analysis, an additional
grid aggregation, 25m, was calibrated using PEST. For this grid aggregation, the
additional parameters were also considered in the calibration process, see Table
4.8. After calibrating the 25 m grid resolution, for all possible parameters, only
the ﬁve most sensitive parameters for the other aggregations were calibrated and
the additional parameters were ﬁxed at the values found for the 25 m resolution.
In Table 5.1 the water balance, the Nash Sutcliﬀe criteria and the parameter
Table 5.1: Water balance, Nash Sutcliﬀe and parameter values from the calibra-
tion of the Weida Catchment using PEST for all grid resolution.
25 m 50 m 100 m 300 m 500 m
Water Balance (471 mm) 434 mm 491 mm 495 mm 414 mm 393mm
Nash Sutcliﬀe 0.82 0.78 0.78 0.74 0.81
m 3.07E-2 4.33E-2 4.84E-2 9.87E-3 1.06E-2
Tkor 1.00E-4 1.37E-4 4.77E-4 1.21E-4 1.00E-4
Kkor 5.42 2.25 2.25 2.25 1
SHmax 36.8 41.6 41.9 41.3 39.0
KH 209.5 242.5 246.4 235.1 214.9
values could be seen. All the parameter values lie in the same order of magni-
tude. This is also true for the Nash Sutcliﬀe. The discharge curves for the 25
m aggregation, Figure 5.1 ( Figures B.3 to B.5, page 156 to 157 for the rest),
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show that the calibrated model is able to simulate the dynamic in the catchment.
Some of the peaks, seen in Figure 5.1 are well met (e.g. 15.12.99), others are
not (e.g. 24.01.00) and some are overestimated (09.03.00). For the time period
Figure 5.1: The measured and simulated discharge for the Weida catchment using
PEST and a 25 m grid resolution.
between December 1999 till mid January 2000 the simulated discharge diﬀers
from the measured discharge. This is due to the fact that in this period soil frost
occurred, and since the WaSiM-ETH model does not have a routine to deal with
soil frost, it is not capable to estimate and simulate the discharge in this time
period.
It is clearly seen that the model has the ability to simulate the catchment and
its dynamics with a satisfying degree. Thus, an uncertainty analysis could be
undertaken to improve the understanding of the system at hand. The uncer-
tainty analysis methods were applied using the same parameter ranges from the
calibration method.
5.1.2 Do¨llnitz Catchment
For the Do¨llnitz catchment, only the 25 m grid resolution was calibrated. As seen
from the calibration of the catchment Weida, all grid resolutions have achieved
comparable results. In order to save computational time only the 25 m grid
resolution was calibrated for the ﬁve most sensitive parameters and the additional
parameters. In Table 5.2 the calibrated parameter values and the Nash Sutcliﬀe
are seen. Relatively low Nash Sutcliﬀe criteria is obtained when compared to
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Table 5.2: The Nash Sutcliﬀe and the parameter values from the calibration of
the Do¨llnitz catchment using PEST for the 25 m grid resolution.
m Tkor Kkor SHmax KH Nash Sutcliﬀe
0.001 1.35E-4 1 143.94 300 0.52
the Weida catchment, though it is still above the acceptance threshold of 0.4.
Both parameters m and Tkor values are located at the lower boundary of the
given parameter range (see Table 4.8 in page 59). This implies that the feasible
parameter range should be extended to incorporate parameter values that might
lead to a better calibration of the model. Using these calibrated parameter values,
a simulated water balance in the catchment of 213 mm is achieved compared to
a measured water balance of 196 mm in the two years duration. The hydrograph
in Figure 5.2 shows that the major discharge event (17.03.00) is well captured
Figure 5.2: The measured and simulated discharge for the Do¨llnitz catchment
using PEST and a 25 m grid resolution.
by the WaSiM-Model. The two other major peaks (30.01.00) and (27.03.01) are
underestimated and the only summer peak (08.07.01) too.
The basis discharge is not well reproduced by the model. The major peak has a
daily discharge of 3.24 mm/day. The base ﬂow is below 0.5 mm/day. Which is a
challenge for the WaSiM-model, since the conceptual TOPMODEL was designed
for mountainous catchments. Another point is the fact the 8% of the catchment
land use is settlements and paved areas, resulting in a fast discharge response.
This leads to a spiky hydrograph, as seen in Figure 5.2.
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5.1.3 Gera-Langenberg Catchment
For the Gera-Langenberg catchment only the 100 m grid aggregation was cal-
ibrated. This was done to test whether the WaSiM-ETH model is capable of
representing the catchments in a suﬃcient way. The same parameters were cal-
ibrated, as for the two other catchments. The additional parameters, seen in
Table 4.8, are also calibrated once. In Figure 5.3 the simulated discharge is plot-
ted against the measured discharge. It is clearly seen that the WaSiM-ETH model
Figure 5.3: The measured and simulated discharge for the Gera-Langenberg
catchment using PEST and a 100 m grid resolution.
can reproduce the dynamic in the catchment, particularly for the ﬁrst half of the
second hydrological year. The rest of the peaks are not well estimated and the
base ﬂow is overestimated for the whole two years. Due to heavy rainfall (over
20 mm/day) the three summer events (13.06.98, 07.07.99 and 15.07.99) are not
well captured by the model, indicating the deﬁciency of the model to simulate
fast surface ﬂow due to heavy rainfall.
This could be due to the fact that the WaSiM-ETH model assigns only one pa-
rameter value for the whole catchment. For example, the same parameter value
for the parameter m is appointed for both the mountainous upper catchment and
the plain lower catchment. In Table 5.3 are the calibrated parameter values, the
water balance and the Nash Sutcliﬀe. The water balance is simulated reasonably,
less than 10% error, and acceptable Nash Sutcliﬀe coeﬃcient are achieved. The
reason for this is the fact that the Nash Sutcliﬀe criteria is highly sensitive to
outliers, and almost all peaks in the ﬁrst half of the second hydrological year are
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Table 5.3: The water balance, Nash Sutcliﬀe and the parameter values from the
calibration of the Gera-Langenberg catchment using PEST and a 100 m grid
resolution.
m Tkor Kkor SHmax KH Nash Sutcliﬀe Water Balance
6.66E-2 2.08E-4 7.73 247.9 91.2 0.71 408 (430) [mm]
captured.
5.2 Uncertainty Analysis - Spatial Resolution
5.2.1 Small Scale Lower Mountain - Weida Catchment
5.2.1.1 The GLUE Methodology
After calibrating the model and ﬁnding no substantial diﬀerences among the
diﬀerent grid aggregations, the ﬁrst uncertainty analysis methodology is imple-
mented. As explained before (see section 3.1, page 25) the aim of this method
is to ﬁnd all possible behavioral models. Figure 5.4 shows the 95% quan-
tile (black line) and the mean (blue line) for the 200 m grid resolution. These
quantiles were generated taking the 95% of all behavioral models. This means
the quantile boarders 95% of all behavioral models found. In other words, the
wider the range of the quantile, the more uncertain the model is representing the
catchment.




















Figure 5.4: The 95% and 50% uncertainty quantile for the Weida catchment using
the GLUE method and a 200 m grid resolution.
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Studying Figure 5.4, the 95% quantile are close to each other and also, almost
all measured discharge points lie within these boundaries, implying a good and
a certain representation of the catchment. Comparing the 200 m grid resolution
with the 500 m grid resolution Figure B.8 page 158, no obvious diﬀerences are
seen. This is the same when taking into consideration all grid aggregations (See
Figure B.6 till B.8 from page 157 till page 158).
Table 5.4 shows the best parameter values, their Nash-Sutcliﬀe and water bal-
Table 5.4: The water balance, Nash Sutcliﬀe and parameter values based on the
GLUE Method for the Weida catchment for all grid resolution
500 m 300 m 200 m 100 m
Water Balance (471 mm) 434.3 465.3 437.3 565.4
Nash Sutcliﬀe 0.78 0.79 0.79 0.79
m 1.09E-2 7.45E-3 1.76E-2 8.73E-3
Tkor 1.11E-4 6.06E-2 8.75E-2 3.81E-2
Kkor 7.59 9.36 1.14 6.59
SHmax 41.2 42.1 44.7 44.4
KH 186.3 206.2 216.5 206.7
ance values. Similar Nach Sutcliﬀe values are archived, regardless of the grid
aggregation. All parameter values lie within the same magnitude, with excep-
tion of the Tkor parameter for the 500 m grid resolution. The parameter Tkor is
associated with topographical index through equation 4.5. In Table 5.5 are the
information content of the digital elevation model and the topographical index
for the diﬀerent grid resolutions. The lower value for the parameter Tkor could
be explained using Equation 4.5. Since the parameter m value is comparable for
all grid resolutions, the only diﬀerent is in the result from the log term, and due
to the fact that the topographical index of the 500 m grid resolution diﬀer sig-
niﬁcantly from the others, see Table 5.5, the value of the parameter Tkor should
change in order to compensate the topographical index value. The same is true
for the water balance, expect for the 100 m grid resolution. In this case an error
of almost one ﬁfth the measured discharge is found. Despite this large error in
the water balance, comparable values of the Nash Sutcliﬀ 0.79 are estimated.
This error arises from the fact that the model over estimates the ﬁrst month of
the calibration period, and in general an overestimation of the smaller peaks are
noticed. The high Nash Sutcliﬀe is due to the fact that the model has managed
to simulate the largest peak (17.03.00), these are clearly seen when looking at the
hydrograph, Figure B.6 page 157 generated using the best parameter set found
for the 100 m grid resolution.
Using the best parameter set, the hydrographs for each grid aggregation is gen-
erated. Figure 5.5 shows the hydrograph for the 200 m grid aggregation. The
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Table 5.5: Information content and relative information content loss for the Weida
catchment.









25 m 2.1451 0.0 0.7378 0.0
100 m 2.1429 0.10 0.6818 7.60
200 m 2.1295 0.72 0.6543 11.33
300 m 2.1117 1.56 0.6436 12.77
500 m 2.0571 4.10 0.5757 21.97



















Figure 5.5: The measured and simulated discharge for the Weida catchment using
the best paramter set from GLUE and a 200 m grid resolution.
dynamic in the catchment is adequately reproduced. Certain peaks in the hydro-
graph are captured (e.g. 21.02.99), others are not (e.g. 03.03.99 and 15.07.00).
The base ﬂow is also captured with suﬃcient accuracy. The hydrograph recession
is also represented with satisfactory quality. This behavior is also seen for the
other grid resolutions (Figures B.9 till B.11 from page 158 till page 159).
Another characteristical result from the GLUE methodology is the dotty plots,
seen as an example, for the 200 m grid aggregation in Figure 5.6. It is distinctly
clear that for the parameters Tkor, Kkor, SHmax and KH a good Nash Sutcliﬀe
value could be achieved within the whole feasible parameter range. Except for
the parameter m, where good Nash Sutcliﬀe values are only attained within a
narrow range of the parameter. This implies that the parameter m is the most
sensitive parameter. Similar results are obtained for the other grid resolutions.
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Figure 5.6: The dotty plots for the Weida catchment using a 200 m grid resolu-
tion. The red cross represent the parameter with the highest Nash Sutcliﬀe.
For the validation period, good results (for both Nash Sutcliﬀe and the water bal-
ance) are obtained, see Tabel 5.6. The Nash Sutcliﬀe values lie on the lower end
Table 5.6: The water balance and the Nash Sutcliﬀe criteria for the Weida catch-
ment using the GLUE method for the validation period.
Grid Resolution [m] Water Balance (351 mm) Nash Sutcliﬀe
500 m 358.6 0.69
300 m 405.8 0.63
200 m 371.1 0.63
100 m 364.5 0.69
of the acceptable range (>0.6) but still they are within this range. The hydro-
graphs, seen in Figures B.12 till B.14 in pages 159 till 160, show that the dynamic
in the catchment is well represented, the peaks are met temporally but the four
major events are underestimated. Also in the validation period no signiﬁcant
diﬀerences between the several aggregations were found.
5.2. UNCERTAINTY ANALYSIS - SPATIAL RESOLUTION 71
5.2.1.2 The MC2 Methodology
On the contrary to GLUE, the Monte Carlo Markov chain MC2 could be consid-
ered as a redundant calibration tool, which searches for the best parameter set
using a probability framework. This is the reason why the method has the ability
to quantify both parameter and predictive uncertainty. This section is split into
two parts, the ﬁrst part handles the case of MC2 without taking autocorrelation
in the measured discharge data into account, and the second part discusses the
case of MC2 with autocorrelation.
MC2 without Autocorrelation:
The uncertainty bounds, in Figure 5.7 estimated from the MC2 again for the 200
m grid resolution, one could clearly see that the predictive bounds (black line)
are relatively narrow, but for the major peak (03.03.00) the uncertainty bounds
are wide compared with GLUE (MC2 ∼ 15 mm/Day and GLUE ∼ 9 mm/Day).
The parameter uncertainty bounds are almost a single line, implying a negligible























Figure 5.7: The predictive and parameter uncertainty bounds for the Weida
catchment using MC2 without autocorrelation and a 200 m grid resolution.
role of parameter uncertainty in the system. This also applies for the rest of the
grid aggregation, see Figures B.18 till B.20 from page 162 till 163.
Table 5.7 shows the best parameter set that have been found for each aggregation.
As explained in Section 3.2.4 page 33, the model variance parameter serves to
separate the parameter uncertainty from the predictive uncertainty. The model
variance has a low value. This is the reason for the tight parameter uncertainty
bounds.
The small model variance could be explained by looking at the deﬁnition of the
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Table 5.7: The water balance, the Nash Sutcliﬀe and the parameter values for
the Weida catchment.
500 m 300 m 200 m 100 m
Water Balance (471 mm) 636 502 495 491
Nash Sutcliﬀe 0.62 0.72 0.72 0.68
m 1.11E-2 8.76E-3 8.79E-3 1.54E-2
Tkor 0.781 0.950 0.565 6.53E-3
Kkor 1.67 6.50 9.69 1.12
SHmax 39.2 36.1 34.3 37.72
KH 252.1 253.5 241.7 277.1
Model Variance 0.215 0.21 0.207 .147
likelihood function equation 3.14. It is noticed that the non-exponential part is
raised to the power (n/2), where n is the number of data points, in this case
730. This results in stretching the parameter space, thus in a sharp peak. The
model variance is taken on the peak, and since the peak is sharp, this produces
a small model variance. In other words, the deﬁnition of the likelihood forces
the parameter uncertainty to be small, and the remaining of the uncertainty is
considered as the predictive uncertainty of the model.
The discharge curve for the 200 m grid aggregation in Figure 5.8, shows that the



















Figure 5.8: The measured and simulated discharge for the Weida catchment using
MC2 without autocorrelation and a 200 m grid resolution.
dynamic in the system is well represented, and almost all peaks are also met.
This could also be seen in the water balance of the system. On the other hand,
the 500 m grid aggregation has a large error in the water balance and this could
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be clearly seen in the discharge curve, Figure B.23 page 164. Here, the simulated
discharge is higher than the measured discharge. The reason for this large error in
the water balance for the 500 m grid resolution can be explained by the posterior
parameter distribution, Figure 5.9. The parameters have not converged, this is
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Figure 5.9: The parameter posterior distribution for the Weida catchment using
the MC2 method without autocorrelation and the 500 m grid resolution.
indicated through the wide spread of the parameter over the whole parameter
space, and the presence of outlier. Another picture is seen when looking at the
posterior parameter distribution for the the 200 m grid aggregation, Figure B.29
in page 166. A clear and well deﬁned distribution is seen for all of the ﬁve
parameters with the exception of Kkor. This suggests that this parameter can
not be well deﬁned.
The MC2 without autocorrelation method did not do well in the validation period,
see Table 5.8 but this does not imply that the method is incapable of ﬁnding the
best parameter set. It is only that this parameter combination does not do well
in the validation period. The negative Nash Sutcliﬀe values indicate that the
prediction using the measured discharge mean is better than using the model.
This is also clearly seen in hydrographs, Figures B.24 to B.27 at pages 164 to
165. The dynamic in the system is badly represented, the timing too and no
peaks are met. Comparing Table 5.7 with Table 5.8 only the diﬀerence in the
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Table 5.8: The water balance and the Nash Sutcliﬀe criteria for the Weida catch-
ment using the MC2 without autocorrelation Method for the validation period.





value of the parameter Tkor is noticed. This is the reason for the bad results in
the validation period. Because of this value the model might be able to capture
some of the dynamic and the physical processes occouring at the catchment scale
in the calibration period but not necessarily at the validation period.
MC2 with Autocorrelation:
A ﬁrst order autocorrelation is implemented. The autocorrelation assumes that
the error in the measured discharge at time (t) contains error from the previous
time steps. For a ﬁrst order autocorrelation, the error at time step (t) is only
dependent on the error from the previous time step (t−1). In Table 5.9 the water
balance, the Nash Sutcliﬀe, the parameter values, the model variation and the
ﬁrst order autocorrelation coeﬃcient AR are presented. The model variance is
Table 5.9: The water balance, the Nash Sutcliﬀe and parameter values for the
Weida catchment using the MC2 method with autocorrelation.
500 m 300 m 200 m 100 m
Water Balance (471 mm) 520.8 485.8 474.9 485.6
Nash Sutcliﬀe 0.738 0.805 0.811 0.82
m 9.387E-03 1.039E-02 9.258E-03 2.002E-02
Tkor 0.315106 0.523185 0.74173 2.00E-04
Kkor 9.55 8.76 4.90 5.84
SHmax 25.0 61.1 57.6 56.3
KH 173.0 356.6 338.0 356.9
Var 0.107 0.118 0.120 0.109
AR 0.70 0.69 0.68 0.58
lower than the model variance for the case without the autocorrelation coeﬃcient.
Implying that the error in the discharge data inﬂuenced the model variance, thus
indicating a strong interaction between input uncertainty and model uncertainty.
The autocorrelation factor AR indicates the percentage of error in time step (t)
that can be explained or are due to the error from former time step (t−1). Except
for the 100 m grid, almost 70% of errors in discharge data can be explained by
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errors from the time step before, i.e. the day before. For such small catchments
with short response time, not all errors in the time step (t) could be explained or
are due to the error from the time step (t− 1). The uncertainty bounds for the
case with autocorrelation, Figure 5.10, are narrow, this is true also for the param-


















Figure 5.10: The predictive and parameter uncertainty bounds for the Weida
catchment using MC2 with autocorrelation and a 100 m grid resolution.
eter bounds. For the largest peak (03.03.99) the predictive uncertainty bounds
are smaller than for the case without autocorrelation (without 16 mm/day, with
10 mm/day) , thus indicating a role of the error in the discharge data and it’s
contribution to the predictive uncertainty of the model.
The posterior parameter distribution, for the 100m grid resolution seen in Figure
5.11, the posterior parameter distributions for the rest of the gird resolutions are
seen in Figures B.34 till B.36 page 169 till 170) indicates a good convergence of
the parameter m, model variance and the autocorrelation coeﬃcient AR. The
simulated discharge curves in Figure 5.12 show almost a prefect ﬁt to the mea-
sured one. This is again due to the error elimination with the autocorrelation
factor.
For the MC2 with autocorrelation in the validation period, good results are also
obtained, Table 5.10. Though one point should be mentioned, the MC2 with
autocorrelation could be implemented, since discharge data is available for the
validation period. This is a disadvantage of the method, since it could not be used
to extrapolate and simulate the water balance in the catchment due to change in
management changes in the catchment. The discharge curves for the validation
are seen in Figures B.40 till B.43 in 172 till 173. The discharge curves mirror the
water balance results and the Nash Sutcliﬀe seen in Table 5.10
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Figure 5.11: The parameter posterior distribution for the Weida catchment using
the MC2 method with autocorrelation and the 100 m grid resolution.



















Figure 5.12: The measured and simulated discharge for the Weida catchment
using the MC2 with autocorrelation and 100 m grid resolution.
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Table 5.10: The Water balance and the Nash Sutcliﬀe criteria for Weida using
MC2 with autocorrelation for the validation period.





5.2.2 Small Scale Loess Catchment - Do¨llnitz Catchment
5.2.2.1 The GLUE Methodology
As explained in the previous section the parameter feasible ranges were extended
to ensure a large number of behavioral models. Table 5.11 shows the parame-
ters values, Nash Sutcliﬀe coeﬃcient and the water balance for the diﬀerent grid
aggregations. By extending the feasible parameter range, better results are ob-
Table 5.11: The water balance, the Nash Sutcliﬀe criteria and the parameter
values for the Do¨llnitz catchment using GLUE.
1000 500 300 100
Water Balance (196.5 mm) 224.5 237.1 255.4 237.4
Nash Sutcliﬀe 0.54 0.59 0.60 0.60
m 3.153E-2 9.278E-3 7.447E-3 1.183E-2
Tkor 4.176E-3 8.019E-1 6.062E-2 2.352E-1
Kkor 12.1 1.5 9.4 2.0
SHmax 91.7 82.6 42.1 82.2
KH 997.8 873.1 206.2 843.1
tained using the GLUE methodology. For the parameter m the values lie above
the lower bound of the parameter range, but the parameter KH values are well
above the initial parameter range. For all grid resolutions, except the 1000 m,
comparable Nash Sutcliﬀe value have been obtained. This could be explained by
the information content of each grid resolution in Table 5.12. The information
content lost due to the aggregation to 1000 m is much larger than due to ag-
gregation to 500 m. Due to this information content loss, a lower Nash Sutcliﬀe
criteria is achieved by the 1000 m.
The dotty plot of the behavioral models (Figure 5.13) for the 300 m grid reso-
lution as an example shows that (again) m is the controlling parameter, where
behavioral models only exists within a small range between 0.001 and 0.05. For
all other parameters, a good Nash Sutcliﬀe value is obtained within the whole
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Table 5.12: Information content and information content loss for the diﬀerent
grid resolution for the Do¨llnitz catchment.
Digital Elevation Model Topographical Index
Information Content Error Information Content Error
25 2.1481 0.74571
100 2.1468 0.06 0.7075 5.12
300 2.1321 0.74 0.6752 9.45
500 2.0941 2.51 0.6200 16.86
1000 1.9891 7.40 0.4983 33.18











































































Figure 5.13: The dotty plots for the Do¨llnitz catchment using a 300 m grid
resolution. The red cross represent the parameter with the highest Nash Sutcliﬀe
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parameter range. This is also true for the other grid resolutions, see Figures C.2
till C.4 from page 182 to 183. The resulting uncertainty bounds from the GLUE
uncertainty analysis are shown for the 300 m grid resolution in Figure 5.14. Only






















Figure 5.14: The 95% and 50% uncertainty quantile for the Do¨llnitz catchment
using the GLUE method and a 300 m grid resolution.
half of the daily discharge point (grey) lie within the uncertainty quantiles em-
phasizing the fact that the WaSiM-ETH model has problems with simulating the
base ﬂow discharge. The catchment dynamic is not well captured by the model.
Comparing the diﬀerent grid aggregations, the uncertainty quantiles look almost
the same, see Figures C.5 to C.7 from page 183 to 184. For major discharge
events, the uncertainty quantiles are wider than for the low ﬂow. Only for the
event in summer 2001 (08.07.01) the uncertainty quantiles are identical.
The discharge hydrograph calculated using the best parameter set found by the
GLUE methodology in Figure 5.15 for the 100 m grid resolution, we see that the
WaSiM-ETH model, using the 100m grid aggregation, does not reproduce the dy-
namics of the system. Nevertheless, the major peaks (discharge > 0.5 mm/day)
are simulated better but not well. For the summer event (08.07.01) the discharge
is quite overestimated, for both spring events (17.03.00 and 26.03.01), the model
overestimates the ﬁrst event but underestimate the second event. The same pic-
ture is seen for the 500 m grid resolution (Figure C.9). A diﬀerent picture is
seen when observing the discharge hydrograph from the 300 m grid resolution
in Figure C.8. The hydrograph is spiky. The catchment dynamic is ﬁnely or
well reproduced and the ﬁrst winter event is overestimated. For the 1000 m grid
resolution, Figure C.10, both winter events are underestimated. Noticeable is
that the summer event (08.07.01) is overestimated for all grid aggregations. This
indicates a systematic error in the model or an error in the input data. The error
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Figure 5.15: The measured and simulated discharge for the Do¨llnitz catchment
using GLUE and a 100 m grid resolution.
in the land use input data could be in the form of inadequate representation of
the catchment and its characteristics (for example the paved areas) or in the form
of incorrect parameterization of the diﬀerent land uses. A systematic error in the
WaSiM-ETH model could be a missing routine in the model which could handle
direct discharge and the routing from paved areas. This theory is conﬁrmed by
looking at the uncertainty quantiles for the diﬀerent grid aggregations (Figure
5.14 and Figures C.5 to C.7 from page 183 to 184). The uncertainty quantiles
for this event lie almost on each other implying that the model is not capable of
catching the physical process behind the formation of surface runoﬀ.
The spiky hydrograph for the 300 m grid aggregation is due to the value of the
parameter SHmax, see Table 5.11. The value of this parameter is half the value
of the same parameter for other grid aggregations. This parameter controls the
maximum storage of the interﬂow storage. When the interﬂow storage is ﬁlled,
surface discharge is generated. Since for the 300 m grid resolution the parameter
SHmax is half as large as the other grid resolutions, it is ﬁlled much faster and
the rest of the water is used for surface runoﬀ generation, thus explaining the
spiky discharge.
In the validation period the GLUE method does achieve reasonable results, see
Table 5.13. The Nash Sutcliﬀe values are negative, the water balance has an
error more than 25%. As explained earlier the WaSiM-ETH model with the
TOPMODEL approach is not capable of capturing the physical processes be-
hind the generation of discharge in this catchment.The discharge curves for the
validation period are seen in Figures C.12 to C.14 in pages 186 to 187
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Table 5.13: The water balance and the Nash Sutcliﬀe Criteria for Do¨llnitz catch-
ment using the GLUE method for the validation period.





5.2.2.2 The MC2 Methodology
MC2 without Autocorrelation:
Table 5.14 shows the water balance, the Nash Sutcliﬀe criteria and the parameter
values. Noticeable is the change of the order of magnitude of 3 for the parameter
(m) as well as for (Tkor) for the 100 m grid resolution. This is due to the fact
Table 5.14: The water balance, Nash Sutcliﬀe criteria and the parameter values,
for the Do¨llnitz Catchment using the MC2 Method without autocorrelation.
1000 500 300 100
Water Balance (196.5 mm) 156.1 173.0 170.4 173.5
Nash Sutcliﬀe 0.294 0.387 0.385 0.39
m 0.0693 0.1363 0.138 8.631E-4
Tkor 4.726E-3 2.111E-4 7.5E-5 5.398E-1
Kkor 14.3 4.4 4.56 8.0
SHmax 46.1 66.6 65.3 138.9
KH 636.6 932.2 977.75 982.5
Model Variance 0.137 0.136 0.133 0.199
that the parameters (m) and (Tkor) did not converge, as seen in the posterior
parameter distribution for the 100 m grid resolution in Figure 5.16. This also
explains the relatively larger model variance obtained for the 100 m aggregation.
The posterior parameter distribution for the other grid resolutions are seen in
Figures C.15 to C.17 from page 188 to 189, all parameters have converged.
In general, the Nash Sutcliﬀe values are low, below the threshold (>0.4) and the
water balance is not simulated with satisfaction, similar results were also obtain
using the GLUE methodology. This ﬁnding might indicate the inability of the
WaSiM-ETH model to simulate the discharge output from the Do¨llnitz catch-
ment. One reason could be the fact that the TOPMODEL-approach is designed
for mountainous steep catchments, whereas the do¨llnitz catchment is character-
ized by ﬂat slope and Loess soil. Another point leading to the worse simulation
of the catchment, is that the catchment is dominated by groundwater ﬂow and
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Figure 5.16: The parameter posterior distribution for the Do¨llnitz catchment
using the MC2 method without autocorrelation and the 100 m grid resolution.
no interﬂow is found. It is well known that the TOPMODEL-approach is a
simpliﬁed concept to represent water movement in soils. This implies that the
TOPMODEL-approach is not suitable or not capable to represent the catchment
in a good manner. To check this theory, one can apply or implement another
concept or approach for the soil simulation, e.g. Richard’s Equation.
Figure 5.17 shows the simulated discharge for the 300 m grid aggregation. Obvi-
ously the model tries to capture the dynamic in the system, with some success.
The peak discharges are not met at all, the baseﬂow too. This supports the
theory, that the TOPMODEL-approach does not have the ability to simulate the
catchment, because of it’s characteristics. One event (08.07.01) the peak is quite
overestimated. From the ﬂow components it is clear that this large peak is due
to Horton ﬂow in the catchment, coming from the paved areas. For the 100 m
grid resolution a diﬀerent picture is seen. The peaks are poorly met, the dynamic
in the system is hardly reproduced, which is a consequence of the un-converged
parameters.
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Figure 5.17: The measured and simulated discharge for the Do¨llnitz catchment
using the MC2 method without autocorrelation and a 300 m grid resolution.
The predictive uncertainty bounds in Figure 5.18 for the 500 m grid resolution
are relatively close to each other, the parameter uncertainty bounds are almost
one line, due to the small model variance value. Similar results are obtained
for the other grid resolutions, except for the 100 m, Figure C.18 in page 190,
since the parameter did not converge. In the validation period the parameter
























Figure 5.18: The predictive and parameter uncertainty bounds for the Do¨llnitz
catchment using MC2 without autocorrelation and a 500 m grid resolution.
sets found using the MC2 without autocorrelation method behave the same the
parameter found using the GLUE method. Table 5.15 shows the results for the
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validation period. Negative Nash Sutcliﬀe indicates a bad simulation and a the
Table 5.15: The water balance and the Nash Sutcliﬀe criteria for Do¨llnitz using
the MC2 method without autocorrelation for the validation period.





fact that the peak discharges are not met at all. This is despite the fact that the
water balance has an error below 10%. The discharge curves for the validation
period could be seen in Figures C.21 till C.24 at pages 191 till 192.
MC2 with Autocorrelation:
The hydrograph diagram in Figure 5.19 shows a totally diﬀerent picture for the
500 m grid resolution. The simulated discharge matches the measured discharge,
except for the summer event 08.07.01, the same behavior is also observed here.
Table 5.16 shows the parameter values, the Nash Sutcliﬀe criteria and the water





















Figure 5.19: The measured and simulated discharge for the Do¨llnitz catchment
using MC2 with autocorrelation and a 500 m grid resolution.
balance. Since almost a prefect ﬁt of the simulated to the measured discharge
is achieved, a very good water balance is attained with an error of almost 1%.
Despite this, the Nash Sutcliﬀe criteria is relatively low for such good results
(between 0.52 and 0.71). The reason for this is the summer event (08.07.01),
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since the criteria is sensitive to outliers. Recalculating the Nash Sutcliﬀe criteria
disregarding the summer event, values between (0.7 and 0.8) are obtained.
The most important parameter values is that of the ﬁrst order autocorrelation
Table 5.16: The water balance, Nash Sutcliﬀe Criteria and the parameter values
for the Do¨llnitz catchment using the MC2 with autocorrelation method.
1000 500 300 100
Water Balance (196.5 mm) 198.3 198.2 199.0 198.1
Nash Sutcliﬀe 0.71 0.52 0.67 0.68
m 0.996 0.995 0.996 0.986
Tkor 1.223E-01 9.656E-03 2.551E-03 2.876E-04
Kkor 14.2 12.5 13.7 12.5
SHmax 51.2 418.3 377.6 417.6
KH 88.5 103.0 118.7 106.0
Model Variance 0.032 0.032 0.032 0.032
AR-Factor 0.996 0.994 0.994 0.994
AR. Almost 99.5% of the error in the discharge can be explained or comes for
the time step (i.e. day) before. But not only this, due to the introduction of this
extra statistical parameter, the same WaSiM-ETH model is able to simulate and
reproduce a correct hydrograph, water balance and the dynamic in the system.
This indicates that the discharge in this catchment a major error source is, and
if not handled explicitly no good simulations will be obtained.
Also a diﬀerent picture is obtained by the uncertainty bounds. Figure 5.20 shows
the uncertainty bounds for the 300 4m grid resolution. Both uncertainty bounds,
the predictive as well as the parameter uncertainty bounds, lie on the same line.
Indicating a well converged model, and a small predictive uncertainty. Also
this ﬁnding supports the theory that the discharge a major error source is in
this catchment. The posterior parameter distribution does shows the expected
picture, all parameter have converged, this is seen in Figure 5.21 for the 300 m
grid resolution. In Figures C.25 to C.27 from page 193 to 194.
The introduction of the autocorrelation factor has also helped in achieving good
results for the catchment. Table 5.17 show the results obtained. This is also
clear in the hydrographs, seen in Figures C.28 to C.31 from pages 194 to 195.
Though, the MC2 with autocorrelation was able to attain good results, this was
only possible since measured discharge data is available for the validation period.
For forecasting future event is this method not suitable, since no measurement
data exists to be able to estimate the error at any time step.
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Figure 5.20: The predictive and parameter uncertainty bounds for the Do¨llnitz
catchment using MC2 with autocorrelation and a 300 m grid resolution.
Table 5.17: The water balance and the Nash Sutcliﬀe criteria for the Do¨llnitz
catchment using the MC2 method with autocorrelation for the Validation Period.





5.2.3 Meso Scale Gera-Langenberg Catchment
5.2.3.1 The GLUE Methodology
In Table 5.18 are the parameter values, the water balance and the Nash Sutcliﬀe
criteria listed. Almost all parameter lie in the same dimension as the calibrated
parameters, with only one exception of Tkor for the 6000 m grid aggregation. The
dotty plot for the 6000 m grid resolution, Figure 5.22, shows that for the Tkor
parameter a good Nash Sutcliﬀe criteria is obtained over the whole feasible range
of the parameter. Noticeable is the sudden decrease in the Nash Sutcliﬀe values
(though still within the acceptable range) for the parameterm between the values
0.1 and 0.15, indicating a large sensitivity to this parameter. On the other hand
the decrease in the parameter SHmax is smooth over the whole range. The largest
values of the parameter lie near the upper bound of the possible range, suggesting
that other feasible parameter values could be located outside this range. For the
2000 m grid aggregation, Figure A.4 page 123, a similar picture is seen for both
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Figure 5.21: The parameter posterior distribution for the Do¨llnitz catchment
using the MC2 method with autocorrelation and the 300 m grid resolution.
Table 5.18: The water balance, the Nash Sutcliﬀe criteria and the parameter
values for the Gera-Langeberg catchment using GLUE.
6000 m 4000 m 2000 m 1000 m 500 m
Water Balance (430 mm) 319.8 310.0 314.4 324.1 283.3
Nash Sutcliﬀe 0.66 0.70 0.73 0.72 0.64
m 0.090 0.128 0.083 0.087 0.085
Tkor 8.50E-1 3.03E-3 3.48E-3 3.78E-3 2.26E-3
Kkor 8.25 6.85 1.92 9.66 2.80
SHmax 482.72 478.58 436.25 489.39 465.42
KH 309.85 342.41 321.19 206.95 294.08
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Figure 5.22: The dotty plots for the Gera-Langenberg catchment using a 6000
m grid resolution. The red cross represent the parameter with the highest Nash
Sutcliﬀe
parameters, m and SHmax. A diﬀerent result is noticed for the Tkor, a sudden
increase in the Nash Sutcliﬀe values at the lower limit of the range is seen. This
is also true for the rest of the resolutions, see Figures A.3 till A.6 in page 123 to
124. The reason for this is the coarse grid aggregation at the 6000 m.
Table 5.18 shows that the water balance is underestimated, with an error ranging
from 25% till 34%, this is despite the ”relatively” high Nash Sutcliﬀe between
0.64 and 0.73. To explain this, a look at the hydrograph is needed. Figure 5.23
shows that the baseﬂow discharge is not captured at all, and the dynamic at low
to moderate discharge rate is not represented by the WaSiM-ETH model. The
dynamic in the winter periods is suﬃciently reproduced, and the peaks are good
estimated. This explains the high error in the water balance but the good Nash
Sutcliﬀe.
The results seen in the hydrograph is reﬂected in the uncertainty quantile. This
is clearly seen in Figures 5.24 and A.17 in page 129 for the 6000 m and 2000
m respectively. The uncertainty quantiles for the baseﬂow do not contain the
measured discharge. The reason for this, as mentioned before, is the fact that
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Figure 5.23: The measured and simulated discharge for the Gera-Langenberg
catchment using GLUE and a 2000 m grid resolution.
























Figure 5.24: GLUE uncertainty bounds for the Gera-Langenberg catchment with
resolution of 6000 m.
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the WaSiM-ETH model is not capable of representing the dynamic in the system.
The same is true for the three summer events. Taking into consideration only the
winter months, a small diﬀerence is noticed between the 6000 m and the 2000 m
grid resolution. The uncertainty quantile for the 2000 m are narrower than for
the 6000 m. Implying that the model obtains, at least for the winter events, with
the 2000 m better results. Comparing all grid resolutions, it is observed that the
for the grids aggregations 500 m (Figure A.19), 1000 m (Figure A.18) and 2000
m comparable results are obtained regarding the uncertainty quantiles, also for
the 4000 m (Figure A.16) and the 6000 m. A jump in the uncertainty quantiles
is noticed. This could be explained when looking at the entropy in the system.
Table 5.19 shows the entropy in the system for the digital elevation model and
the topographical index. A signiﬁcant reduction in the information content of
the grids compared to the original grids is seen.
Though the GLUE method in the calibration period provide good results, a
Table 5.19: Information content and information content loss for the diﬀerent
grid resolution for the Gera-Langenberg catchment.
Digital Elevation Model Topographical Index
Information Content Error Information Content Error
25 2.6309 0.7189
500 2.6115 0.47 0.7048 1.96
1000 2.5430 3.34 0.6506 9.50
2000 2.3182 11.88 0.5596 22.16
4000 2.0647 21.52 0.4255 40.81
6000 1.7268 34.36 0.3928 45.36
diﬀerent picture is seen in the validation period, negative Nash Sutcliﬀe values
and a mean error of 25% in the water balance. This is seen in Figure 5.20. The
Table 5.20: The water balance and the Nash Sutcliﬀe criteria for Gera-
Langenberg using the GLUE method for the validation period.






dynamic in the system is good captured, nevertheless none of the peaks are met.
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This explains the negative Nash Sutcliﬀe, Figures A.15 till A.11 from page 128
to 127. No diﬀerences between the various grid resolutions are found.
5.2.3.2 The MC2 Methodology
MC2 without Autocorrelation:
Beside the ﬁve chosen parameter an extra statistical parameter (model variance)
was introduced in the uncertainty analysis. In Table 5.21 are the parameter
values for each grid aggregation. It is noticed that the parameter m values lie
Table 5.21: The water balance, the Nash Sutcliﬀe criteria and the parameter
values for the Gera-Langenberg catchment using MC2 without autocorrelation.
6000 m 4000 m 2000 m 1000 m 500 m
Water Balance (430 mm) 232.96 232.11 371.63 330.45 332.59
Nash Sutcliﬀe 0.168 0.311 0.8373 0.752 0.776
m 0.188 0.174 0.119 0.125 0.114
Tkor 0.356 0.142 1.75E-02 2.77E-03 7.40E-04
Kkor 5.86 2.63 7.29 2.62 7.30
SHmax 73.77 496.83 352.68 371.31 376.21
KH 227.0 336.2 251.2 286.6 277.9
Model Variance 0.252 0.202 0.069 0.073 0.073
within the same order of magnitude, with relatively the same value (ranging from
0.11 to 0.18). The value of Tkor decreases as the resolution of the grid becomes
ﬁner, with an order of magnitude change of 103. This indicates a dependence
of this parameter on the grid aggregation for this catchment. In equation 4.5
the parameter Tkor is used to estimate the saturation deﬁcit of each cell in the
catchment, which plays a role in estimating the surface runoﬀ. The parameter
Tkor is associated with αt, speciﬁc catchment area per unit length of a grid cell;
this is the area draining through one meter of the edge of a grid cell, with βt the
slope angel and with the γ parameter, the mean topographic index. Table 5.22
shows the mean topographic index for the diﬀerent grid resolutions. As seen, the
Table 5.22: The mean topographical index for the Gera-Langenberg catchment
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mean topographic index increase with ﬁner grid resolution. Since the parameter
m has almost the same value for all grid aggregations, the log term in equation
4.5 should be the same. Since the mean topographic index is increasing, the
transmissitivity correction factor Tkor should become small to balance the term.
The posterior parameter distribution for the 2000 m grid resolution, in Figure
5.25, shows that all parameters have converged. Furthermore, the values of the
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Figure 5.25: The parameter posterior distribution for the Gera-Langenberg catch-
ment using the MC2 method without autocorrelation and the 2000 m grid reso-
lution
statistical parameter qval decrease with ﬁner grid resolution, implying a better
prediction power of the ﬁner grid resolutions (up to 2000 m). This is observed
when studying the uncertainty prediction bound seen in Figure 5.26 for the 2000
m and in Figure A.24 page 133 for the 6000 m grid resolutions. The uncertainty
bounds for the 2000 m is more close to each other and they match the dynamic in
the system. On the contrary to that, the 6000m bounds are much wider and they
do not capture the dynamic in the system, especially for the low ﬂow periods.
This is clearly seen, when looking at the discharge curve for both grid resolution
in Figures 5.27 and A.28. Moreover, the parameter uncertainty bounds are for
both cases narrow. This is due to the low value of the model variance parameter.
In the validation period, on the contrary of what is to expect, the MC2 has
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Figure 5.26: The predictive and parameter uncertainty bounds for the Gera-
Langenberg catchment using MC2 without autocorrelation and a 2000 m grid
resolution.























Figure 5.27: The measured and simulated discharge for Gera-Langenberg catch-
ment with MC2 and a 2000 m Grid Resolution.
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achieved good results. These are seen in Table 5.23. The water balance is overes-
Table 5.23: The water balance and the Nash Sutcliﬀe criteria for Gera-
Langenberg catchment using the MC2 without autocorrelation for the validation
period.






timated with a minimum of 10%, the Nash Sutcliﬀe values are positive, and only
two values (grid resolutions 6000 m and 4000 m) are above the threshold (>0.4).
Noticeable is the fact that in contrast to the two other catchments, the MC2
achieved better results than the GLUE method. This conﬁrms the fact that, the
combination of the parameter is the crucial criteria and that there exists no one
single optimal parameter set. Figures A.36 till A.32 in pages 137 to 136, show the
hydrographs for the catchment. The dynamic in the system is good reproduced.
The higher Nash Sutcliﬀe values for the two grid coarse could be explained by
examining the hydrographs. In comparison to the other grid resolutions, more
peaks are met, thus improving the Nash Sutcliﬀe value.
MC2 with Autocorrelation:
Another statistical parameter is added to the Monte Carlo Markov Chain method,
which is the autocorrelation parameter. Table 5.24 shows the parameter values.
For the autocorrelation parameter the values ranges from 0.8 till 0.99, implying
Table 5.24: The water balance, the Nash Sutcliﬀe criteria and the parameter
values for the Gera-Langeberg catchement using MC2 with autocorrelation.
6000 m 4000 m 2000 m 1000 m 500 m
Water Balance (430 mm) 420.6 423.2 421.9 420.2 419.1
Nash Sutcliﬀe 0.92 0.93 0.95 0.95 0.9
m 0.202 0.107 0.120 0.100 0.580
Tkor 0.332 0.278 0.031 0.030 0.460
Kkor 4.8 6.2 4.4 7.0 6.9
SHmax 36.7 26.8 415.4 485.4 210.6
KH 485.9 484.2 203.6 171.7 449.7
Model Variance 3.30E-2 3.25E-2 2.77E-2 2.75E-2 2.74E-2
AR 0.951 0.966 0.809 0.825 0.798
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that 80% to 99% of the error in the discharge data is explained using only one
time step. The model variance is smaller than the model variance without auto-
correlation. Indicating, that the model variance (without autocorrelation) have
captured a part of the error in the discharge data. The model parameters vary
strongly within the range, e.g the parameter m values ranges between 0.11 and
0.98. The reason for this is clearly seen when looking at the posterior parameter
distributions, Figure 5.28 for 2000 m and Figure A.37 for 6000 m. As expected,
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Figure 5.28: Parameter Posterior Distribution based on the MC2 Methodology
with Autocorrelation for the 2000 m Grid Resolution for Gera-Langenberg
the addition of the autocorrelation factor did not only improve the results in the
calibration period but also in the validation period. In Table 5.25 are the Nash
Sutcliﬀe values and the water balace for the catchment in the validation period.
The hydrographs, Figures A.49 to A.45 in pages 144 to 143 show almost a perfect
match between the measured and the simulated discharge. One except is the 500
m grid resolution, where a clear overestimation of the hydrograph is seen. The
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Figure 5.29: The measured and simulated discharge for Gera-Langenberg catch-
ment with MC2 with autocorrelation and a 2000 m grid resolution.
Table 5.25: The water balance and the Nash Sutcliﬀe criteria for Gera-
Langenberg catchment using the MC2 with autocorrelation for the validation
period.






reason for this is the fact that the parameter did not converge at the end of the
uncertainty analysis procedure, see Figure A.40 page 140.
5.3 Uncertainty Analysis - Rainfall Uncertainty
5.3.1 Small Scale Lower Mountain - Weida Catchment
For the ﬁrst two uncertainty analysis methods, the uncertainty in the input data
was not taken into consideration. Thus, a new concept was developed and im-
plemented. In Figure 5.30 are the 95% quantiles of the total uncertainty (dark
line) and the 95% quantiles due to the input, i.e. rain uncertainty (red line) for
the 200 m grid resolution. The total uncertainty quantile has the same meaning
as in GLUE methodology, except that they incorporate the rainfall uncertainty
due to measurement error. Again the total uncertainty quantiles are narrow and
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Figure 5.30: The total and the rainfall uncertainty bounds for Weida catchment
using INPUT concept and a 200 m grid resolution.
comparable with total uncertainty quantiles from the GLUE methodology. The
important part of this Figure is the uncertainty bounds due to rainfall measure-
ment error. These quantile were estimated using Equations 3.31 and 3.36.
Noticeable is the fact that the uncertainty bound due to rainfall measurement
errors are wider at major rainfall events and with higher discharge ﬂow. For
low discharge values, the rainfall uncertainty does not play an important role.
It is also noticed that for the two major peaks, the rainfall uncertainty exceeds
the total uncertainty bounds. This shows that the rainfall uncertainty plays an
important role in estimating the peak. Since the rainfall uncertainty is large, the
model tries to compensate and reduce this uncertainty through the model param-
eters. The result is that the model underestimates the two peaks. Comparing
the other grid aggregations with the 200 m grid resolution hardly any diﬀerences
appears. In Table 5.26 are the best parameter values from the ﬁrst run. A rela-
tive good water balance for all grid resolutions is achieved, the same for the Nash
Sutcliﬀe criteria. The parameter values lie also in the same order of magnitude.
For the 200 m grid aggregation two best parameter sets are found. The parame-
ter values, besides the parameter (m) and (KH), are almost identical. From the
GLUE results, it is known that the parameter (m) is the controlling parameter
of the model. So with almost double the value of the parameter (m), the same
value of Nash Sutcliﬀe is obtained. This indicates a large inﬂuence of the rainfall
uncertainty in the system. This could be clearly seen when calculating the Nash
Sutcliﬀe criteria for the second run. In other words, ﬁxing the parameter to the
best parameter set, and sampling only from the rainfall. Figure 5.31 shows this
results for the 200 m grid aggregation. Though all points lie above the accep-
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Table 5.26: The water balance, the Nash Sutcliﬀe criteria for theWeida catchment
using the INPUT concept.
500 m 300 m 200 m 200 m 100 m
Water Balance (471 mm) 469.59 483.19 491.05 499.56 474.44
Nash Sutcliﬀe 0.79 0.79 0.79 0.79 0.80
m 4.34E-3 1.66E-3 8.95E-3 1.62E-2 9.59E-3
Tkor 2.77E-2 3.39E-2 7.92E-2 8.38E-2 6.53E-2
Kkor 6.05 5.83 2.07 2.02 1.81
SHmax 44.6 46.5 48.4 40.5 45.7
KH 214.2 232.1 261.5 155.3 252.3















Figure 5.31: The Nash Sutcliﬀe criteria based on the the uncertainty in the
rainfall input data for Weida catchment using the INPUT concept and a 200 m
grid resolution.
tance threshold (Nash Sutcliﬀe >0.6) the variation in the Nash Sutcliﬀe criteria
is relatively large, between 0.67 and 0.82. This variation is caused only by rainfall
uncertainty. This implies the important role of the rainfall uncertainty for this
catchment. Another consequence is that a non-behavioral model could become
behavioral when taking rainfall uncertainty into consideration. The dotty plots,
in Figure 5.32, show the same pattern as from GLUE. The simulated discharge
hydrograph, seen in Figure 5.33, describes the dynamic of the system in a good
manner.
At the validation period the INPUT method preforms as good as the GLUE
method, see Table 5.27. The hydrograph, seen in Figures B.58 to B.56 from
page 179 to 179, display the dynamic of the system captured by the method,
5.3. UNCERTAINTY ANALYSIS - RAINFALL UNCERTAINTY 99



































































Figure 5.32: The dotty plots for the Weida catchment using the INPUT concept
and a 200 m grid resolution. The red cross represent the parameter with the
highest Nash Sutcliﬀe.




















Figure 5.33: The measured and simulated discharge for the Weida catchment
with a grid resolution of 200 m based on the INPUT Concept
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Table 5.27: The water balance and the Nash Sutcliﬀe criteria for the Weida
catchment using the INPUT method for the validation period.






though same as GLUE the major peaks are not well met. Noticeable is the water
balance result for the 200 m grid aggregation, though the two best parameter
sets did not vary at the calibration period, see Table 5.26, their water balance
in the validation period diﬀers. This indicates that one parameter set capture
the physical process in both calibration and validation periods, and one does not.
The only diﬀerence in both parameter sets, as explained earlier, is the value of
the parameter (m), emphasizing the importance of this parameter.
5.3.2 Small Scale Loess Catchment - Do¨llnitz Catchment
To incorporate the rainfall uncertainty in this study for each of the daily rainfall
values of the ﬁve rain gauges, a normal distribution was generated and samples
were taken from this generated distribution, as explained above. Table 5.28
shows the parameter values, Nash Sutcliﬀe criteria and the water balance of the
catchment. Noticeable are the low Nash Sutcliﬀe values, all below the threshold
Table 5.28: The water balance, Nash Sutcliﬀe criteria and the parameter values
for the Do¨llnitz catchment using the INPUT concept.
1000 500 300 100
Water Balance (196.5 mm) 292.58 238.53 275.38 269.99
Nash Sutcliﬀe 0.16 0.29 0.29 0.26
m 7.36E-2 6.20E-2 3.60E-2 1.58E-2
Tkor 0.358 0.906 0.324 0.274
Kkor 3.28 1.09 4.88 9.92
SHmax 489.1 377.4 253.2 363.5
KH 317.3 428.8 953.6 928.6
for behavioral models (0.4). For this reason the threshold was adjusted and
all models having a Nash Sutcliﬀe larger than zero (>0) will be considered as
behavioral. Another point, is the value for the parameter SHmax. It lies within
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the upper half of the feasible parameter range, in contrast to the values found by
the GLUE methodology.
Figure 5.34 shows rather a gloomy dotty plots for the grid resolution 300 m.


























































































Figure 5.34: The dotty plots for the Do¨llnitz catchment using a 300 m grid
resolution. The red cross represent the parameter with the highest Nash Sutcliﬀe.
There exists a rather small number of behavioral models compared with GLUE,
despite the adjustment of the threshold, see Figure 5.13. One reason for this
small number of behavioral models is the strong interaction between input and
model parameters. In other words, a small change in the rainfall value could lead
to an underestimation or an overestimation of the discharge from the catchment,
and keeping in mind that the Nash Sutcliﬀe criteria is highly sensitive to outliers,
this combination leads to the fact that most models will not make it as behavioral
models.
Despite the small number of behavioral models, the total uncertainty quantile and
the rainfall uncertainty quantile are calculated. Figure 5.35 shows the uncertainty
quantiles for the 300 m grid aggregation. Again the WaSiM-ETH model is not
capable of representing the catchment dynamic in a suﬃcient and satisfactory
way. This is reﬂected in the uncertainty quantiles. The rainfall uncertainty
quantiles are only signiﬁcant for the two major spring events in the years 2000
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Figure 5.35: The total and the rainfall uncertainty bounds for the Do¨llnitz catch-
ment using INPUT concept and a 300 m grid resolution.
and 2001. For the rest of the calibration period, the rainfall uncertainty quantiles
are negligible. For the summer event 2001 (08.07.01) both uncertainty quantiles
are identical, and represent one line. This supports the theory of the WaSiM-ETH
model not able to simulate this event, or capture the physical process behind it.
Depending on the explanation above, why a small number of behavioral models
are obtained, one expects that the rainfall uncertainty is relatively large, but
looking at Figure 5.36 it is not the case. One reason for this, the fact that the
best behavioral model is the best parameter combination that suppresses or can
handle uncertainty in the rainfall data. Meaning that, the parameter combination
can smooth the error in the rainfall measurement data. The INPUT method
achieved also positive Nash Sutcliﬀe values, at least for the grid aggregations 300
and 100 m, though the values are still below the acceptance threshold (>04), see
Table 5.29. The water balance, on the other hand, exhibit an average error of
Table 5.29: The water balance and the Nash Sutcliﬀe criteria for the Do¨llnitz
catchment using the INPUT concept for the calidation period.





about 20%. The discharge curves are seen in Figures C.41 till C.43 in pages 199
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Figure 5.36: The Nash Sutcliﬀe criteria for the second run using the INPUT
Concept for the Do¨llnitz Catchment using a 300 m grid resolution





















Figure 5.37: The measured and simulated discharge for the Do¨llnitz catchment
using the INPUT concept with a 300 m Grid Resolution.
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to 200.
5.3.3 Meso Scale - Gera-Langenberg Catchment
Incorporating the rainfall uncertainty into the uncertainty analysis, a similar pic-
ture regarding the uncertainty bounds emerges. Figure 5.38 shows the uncertainty
bounds for the 2000 m grid aggregation. The uncertainty bounds due to rainfall
measurement error (the red line) are wider for major discharge events (08.12.98
till 13.04.98 and 28.10.98 till 12.12.98) and compromise almost the whole uncer-
tainty bounds. But still, three peak ﬂows are not captured by the model (16.09.98,
























Figure 5.38: The total and the rainfall uncertainty bounds for the Gera-
Langenberg catchment using the INPUT concept and a 2000 m grid resolution.
03.03.99 and 15.07.99), emphasizing the fact that, the model is not capable of
capturing the physical processes behind the formation of these peak ﬂows. This
could be considered as model structure uncertainty. This is also true for the rest
of the grid resolutions; see Figures A.50 till A.53 from page 145 till 146). Again
for some of the grid aggregations it is seen that the rainfall uncertainty for some
events are higher than the predictive uncertainty of the model. This is due to
the interaction between the model and the input data.
In Table 5.30 are the parameter values, the Nash Sutcliﬀe and the water balance
values for the diﬀerent grid aggregations. Figure 5.39 shows the dotty plots from
the ﬁrst run. A homogeneous distribution is obtained over the whole parameter
range.
A high Nash Sutcliﬀe was achieved for all grids sizes. The water balance on
the other hand is underestimated for all grids, one reason for this is the fact that
the model is not capable of reproducing the three peak ﬂows, mentioned above,
Figure 5.40. Looking at the results from the second run, a diﬀerent picture is
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Table 5.30: The water balance, the Nash Sutcliﬀe criteria and the parameter
values for the Gera-Langenberg catchment using the INPUT Concept
6000 m 4000 m 2000 m 1000 m 500 m
Water Balance (430 mm) 339.4 355.5 367.3 357.2 336.9
Nash Sutcliﬀe 0.79 0.80 0.81 0.79 0.80
m 4.31E-2 6.09E-2 9.33E-2 8.43E-2 4.98E-2
Tkor 3.32E-1 3.29E-1 1.26E-1 3.58E-1 1.32E-1
Kkor 4.13 6.70 8.09 3.28 9.21
SHmax 195.3 452.32 465.65 489.14 318.74
KH 253.35 345.7 253.25 317.35 263.78



































































Figure 5.39: The dotty plots for the Gera-Langenberg catchment using a 2000
m grid resolution. The red cross represent the parameter with the highest Nash
Sutcliﬀe
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Figure 5.40: The total and the rainfall uncertainty bounds for the Gera-
Langenberg catchment using INPUT concept and a 2000 m grid resolution
seen, when compared to the results from the Weida catchment. Figure 5.41 shows
the Nash Sutcliﬀe values of the 1000 runs, when ﬁxing the parameter values and
sampling only from the rainfall. These values vary within a small range (between



















Figure 5.41: The Nash Sutcliﬀe criteria for the Gera-Langenberg catchment using
the INPUT concept and a 2000 m grid resolution.
0.76 and 0.82), indicating a minor inﬂuence of the rainfall measurement uncer-
tainty for this large catchment. The INPUT method performs when compared to
the other methods in a moderate way in the validation period. Table 5.31 show
the Nash Sutcliﬀe and the water balance of the catchment. In contrast to the
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Table 5.31: The water balance and the Nash Sutcliﬀe criteria for the Gera-
Langenberg catchment using the INPUT concept for the validation period.






GLUE method, the INPUT method has achieved positive Nash Sutcliﬀe values
in the validation period, despite the fact that the water balance of the catchment
is underestimated. So the consideration of the rainfall measurement error in the
overall uncertainty analysis has improved the model predictability.
5.4 Methodology Comparison and General Discussion
After representing the results of the uncertainty analysis using three diﬀerent
methodologies and discussing these results, a closing discussion is made here and
a comparison between the methods is undertaken. Basically a direct comparison
of the methods is not possible, since the uncertainty analysis is done using dif-
ferent concepts (GLUE and INPUT informal likelihood, MC2 probability theory
/ formal likelihood) and the meaning of the uncertainty bounds / quantiles are
not comparable. Despite this, a general comparison and the applicability of the
methods is made here.
One point, which is common regardless of the method at hand, is the methods
do not improve the model. In other words, if the model is not able to simulate
the catchment and the physical processes behind the generation of the discharge,
then the methods can not improve the model. This is clearly seen for the Do¨llnitz
catchment. The WaSiM-ETH model with the TOPMODEL approach is not able
to simulate the catchment in a good manner, which was reﬂected in results of the
uncertainty analysis. The TOPMODEL approach was developed for mountainous
catchments and the Do¨llnitz catchment is a ﬂat catchment. This is one disad-
vantage of the methods at hand, they are not able to give information about the
sources of this uncertainty in the model, since they do not diﬀerentiate between
diﬀerent sources of uncertainty, except to parameter and predictive uncertainty.
One may argue that the MC2 with autocorrelation has improved the results (both
Nash Sutcliﬀe and the water balance) dramatically, but this was only possible
since the error, due to input error and model structure error, in the discharge
from the time step before was eliminated using the autocorrelation factor. It did
not deﬁne or consider a new source of uncertainty in modelling process but it
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excretes the error of the modelling process found in the simulated discharge from
consideration in the next time step. The problem here, as discussed previously, is
the method is not applicable if the model is used for predicting of future events,
or the evaluation of new scenarios, where no measured discharge is available to
calculate the error at any time step.
Though Feyen et al. (2007) in their study did not incorporate the autocorrelation
factor in their uncertainty analysis, they discuss that not considering the auto-
correlation in the uncertainty analysis questions the reliability of the parameter
derived from the posterior parameter distribution for accurate discharge simula-
tion. This again rises from the assumptions made when deriving the likelihood
function. For the MC2 methods, incorporating the autocorrelation give a more
reliable parameter estimation, which was also proved, but the applicability of this
method to use the best parameter set to extrapolate the discharge simulation is
limited. In other words, the method could be only used when discharge data is
available. Despite this, the autocorrelation factor AR provides extra information
about the system. The autocorrelation factor acts as an indicator, how good the
model represent the physical processes in the catchment. A small autocorrelation
factor indicates that the error in a certain time step is independent of the error
of the error in the time step before. In other words the error at a certain time
step is caused mostly from the interaction between the modelling and the input
uncertainty. The autocorrelation factor is implemented in order not to overesti-
mate the information content of the singel points. The GLUE and the INPUT
method, on the other hand, do not encounter this problem, since they address
the error in the system implicitly and do not make any assumptions about it.
When taking the fact that the methods only diﬀerentiate between the parameter
uncertainty and the predictive uncertainty, the results (Nash Sutcliﬀe and water
balance) obtained from the diﬀerent methods do not vary at all. The same re-
sults were also found by Balin (2004). Though the MC2 method is capable of
gaining good results with a relatively small run numbers. The GLUE methods,
on the other hand, gives a better understanding about the interaction between
the parameters. With the new method INPUT, the input uncertainty is consid-
ered into the overall uncertainty analysis, without forcing or manipulating them
to get good simulations. This is one advantage of the new method compared
to the other methods, the implicit consideration of the uncertainty in the input
data, in the study the rainfall measurment uncertainty. Other methods, which
tried to consider uncertainty in the rainfall data, usually introduced a multiplier
to manipulate the rainfall data. This multiplier was considered as a parameter
in the uncertainty analysis. The INPUT concept implements the uncertainty
in the input data (e.g. rainfall data) in the total uncertainty analysis, without
changing or manipulating the data. Another advantage is the radical reduction
of the computational cost and time. This is done by making some assumptions
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about the form of the error in the input data. This should be done after thorough
thinking, since this assumption will have a large inﬂuence on the results of the
uncertainty analysis. Despite this, the consideration of the input uncertainty in
the total uncertainty analysis improved the predicting power of the model. The
parameter uncertainty bounds envelops more measured discharge points, com-
pared to GLUE.
McMillan and Clark (2009) showed in their study that using an informal like-
lihood function (extended Nash Sutcliﬀe criteria) has improved the calibration
process and the estimation of the peak discharge. Furthermore, they argue the
diﬃculty of using only one statical goodness-of-ﬁt measurment or objective func-
tion to summarize the hydrological performance/response. They plead the use
of more than one statistical measurement or objective functions. The results
obtained in this work imply the same conclusion. Though high Nash Sutcliﬀe
criteria was achieved, the water balance in the catchment was not always good.
The incorporation of the water balance in the catchment as a goodness-of-ﬁt cri-
teria should have solved this problem to obtain better results.
After the ﬁnding from McMillan and Clark (2009) an informal likelihood function,
even if implemented in a Monte Carlo Markov chain, would give more informa-
tion about the system, since a greater volume of the parameter space is being
sampled. Thus providing more information about the response surface, for ex-
ample the location of the local optima and/or the ﬂat areas. Stedinger et al.
(2008) argue that the use of an informal likelihood function (e.g. Nash Sutcliﬀe
criteria) within the GLUE methodology does not distinguish a statistically valid
parameter set from a bad ﬁt. They show that using a formal likelihood within
GLUE, leads to a better recognition of the statistically valid parameter sets, and
also a statistically found uncertainty results. It should be made clear here for the
reader, that the issue with formal and informal likelihoods and MC2 and GLUE is
a highly controversial subject in the community. Regardless of this, and based on
the results acquired in this work, one could say that both methods have achieved
similarly good or bad results (measured using the Nash Sutcliﬀe and the water
balance).
All methods did not ﬁnd any diﬀerences between the diﬀerent grid resolutions for
the Weida catchment. For the Do¨llnitz and the Weiße Elster catchment, on the
other hand, a slight diﬀerence for the 1000 m and the 4000 m and 6000 m grid
resolutions was found respectively. Brasington and Richards (1998) have found
a clear cut, a grid resolution threshold at a resolution between 100 and 200 m.
Their results coincide with the degradation in the information content (for the
100 m grid resolution a 4.28% information content loss in comparison to the 20
m and for the 200 m 25% loss) of the digital elevation model. In this study the
information content in both the digital elevation model and the topographical
index were calculated, as seen in Tables 5.5 page 69 for Weida, 5.12 page 78
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for Do¨llnitz and 5.19 page 90 for Weiße Elster. For the Weida catchment the
information content loss due to aggregation amount to only 4.1 % for the digital
elevation model and almost 22 % for the topographical index, which explains the
fact that no diﬀerences between the grid resolutions was found. This corresponds
to the ﬁnding from Brasington and Richards (1998). For the Do¨llnitz catchment,
a jump in the information content loss is noticed between the 500 m and the 1000
m grid resolution from 2.51 % to 7.4 % for the digital elevation model and from
16.9 % to 33.2 % for the topographical index. Despite this large degradation,
no obvious cut or threshold is identiﬁed. The reason for this is the fact that
the WaSiM-ETH model is not capable to simulate the catchment, as discussed
before, in a good manner. On the other hand, the Weisse Elster catchment shows
a clear cut between the 2000 m and the 4000 m grid resolution, which consorts
with the jump in the information content loss, see Table 5.19 in page 90. The
percentage in information content loss is the indicator or the criteria, with which
the optimal grid resolution could be found. As a guidance value serves the value
20 % information content loss for the choice of the optimal resolution. Another
point is, calibrating the model will compensate the information content loss to a
certain degree. This was also found by Brasington and Richards (1998).
Another scale eﬀect was noticed in the parameter values, specially the Tkor pa-
rameter value. This is due to the aggregation of the digital elevation model and
the resulting topographical index. The Tkor parameter tries to compensate the
information loss. This was also found by Franchini et al. (1996) ”The hydraulic
conductivity inevitably tends to increase as the grid size increases”. This be-
havior is clearly seen for the Gera-Langenberg catchment, Tables 5.18 and 5.21
in pages 87 and 91. They argue that for large grid resolutions the meaning
the hydrological conductivity is artiﬁcial, and ”incorporates both the actual hy-
draulic characteristic of the soil and the spatial expansion eﬀect connected with
the size of the grid”. This is also has been conﬁrmed by Brasington and Richards
(1998); QUINN et al. (1995). This is another point in uncertainty analysis or
in calibration, the meaning of the calibrated parameter values. The hydrological
conductivity is measured at lab scale, and applied to a grid cell in the size of
100*100 m2. Thus losing any physical meaning.
Chapter 6
Conclusion
The work at hand has three major goal related to recent research topics in the
hydrological modelling, which uncertainty analysis method is suitable for my
application? how does the interaction between input (diﬀerent grid resolution /
rainfall measurement uncertainty) and parameter looks like? and which role does
the catchment characteristics and size plays for the interaction?
Which Uncertainty Method is suitable for my Application?
As explained in section 5.4 both GLUE and MC2 methods are quite similar to
each other despite the diﬀerent concepts on which they are based. The new
method INPUT, provides a promising development of the uncertainty analysis
tools. It studies the interaction between the input (e.g. rainfall measurement
error) and the model parameters. More work needs to be done to explore the
full potential of the method. For example, in this work it was applied to input
rainfall measurement error, the method allows to study the eﬀect of rainfall ﬁeld
distribution in the catchment.
When applying any of the uncertainty analysis methods caution should be taken.
The MC2 method assumes a normal, constant variance and time independence
simulation error. These assumptions need to be guaranteed, through Box-Cox
transformation and autocorrelation. For the new method INPUT, the assumption
made about the form of the error in the input data has a large inﬂuence on the
results obtained from the uncertainty analysis. The introduction of the ﬁrst order
autocorrelation factor improved the results for all catchments considerably, but
using this method no forecast can be made.
How does the Interaction between Input (diﬀerent Grid Resolution / Rainfall Mea-
surement Uncertainty) and Parameter looks like?
For the Weida catchment no diﬀerences between the four grid resolutions was
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established regardless of the method used. The reason for this is the information
content loss due to aggregation is relatively low, so that no eﬀect is observed. On
the other hand for the Gera-Langenberg catchment, a threshold is observed be-
tween the 2000 m and the 4000 m grid aggregation. For the Do¨llnitz catchment,
despite the fact that the WaSiM-ETH is not capable of simulating the catchment,
no signiﬁcant diﬀerences was observed between the grid aggregations.
For ﬁnding the optimal grid resolution, many factors play an important role, and
a balance between them should be found. The grid should be detailed to repre-
sent the catchment in a suﬃcient way, and it should be gross aggregated in order
reduce the computational cost. As a guideline serves the percentage of informa-
tion content loss due to aggregation for determining the optimal grid resolution.
Up to 20% information content loss compared to the original resolution could be
tolerated without any signiﬁcant degradation of the simulation results.
Using the INPUT method the interaction between the rainfall measurement un-
certainty and the model parameter uncertainty has been observed. The INPUT
method allows the integration of the input uncertainty in the overall uncertainty
analysis without forcing or manipulating the input data to obtain a good result.
Though assumptions need to be made about the form and magnitude of the error
in the input data. These (strong) assumptions inﬂuence the outcome of the un-
certainty analysis, so caution should be taken, when making such assumptions.
It was shown that the model through calibration compensates and counteracts
the error in the rainfall data measurement. This ﬁnding also conﬁrms the com-
mon knowledge that calibration compensates for the other sources of error in the
modelling process. In other words, using only the parameter diﬀerent sources
of error and uncertainty (input, model structure, discharge, etc...) should be
balanced. Thus emphasizing the easiness to use only the parameter for the cal-
ibration and uncertainty analysis and at the same time the diﬃculty of setting
apart the diﬀerent sources of uncertainty. Another ﬁnd is the fact, without inte-
grating other sources of information in the modelling process a rather limited and
an incomplete pictures is obtained about the physical processes in the catchment.
Which Role does the Catchment Characteristics and Size play for the Interaction?
Both size and characteristics of the catchment play an important role in the un-
certainty analysis. The uncertainty analysis results are as good as the model
simulation of the catchment. This is clearly seen for the catchment Do¨llnitz. The
WaSiM-ETH model with the TOPMODEL approach was not capable of simu-
lating the catchment, due to its characteristics. Since the uncertainty analysis
are done only on the basis of model parameter (GLUE and MC2), its results
are as good as the model results, which are not satisfactory in any means. This
could be considered as a downside of such uncertainty analysis methods, or this
raises the diﬃculty of distinguishing and separating the diverse sources of uncer-
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tainty. Other eﬀects of the catchment characteristics is seen when considering the
autocorrelation factor AR(1). The Weida catchment is characterized with fast
response to rainfall events, thus the value of the autocorrelation factor is lower
than 1. On the other hand, for the Gera-Langenberg catchment this values is
around 1.
For the rainfall measurement uncertainty a diﬀerent behavior is observed. For the
small catchment Weida, the rainfall uncertainty plays an important role, on the
contrary to the Gera-Langenberg catchment, large catchment, where the rainfall
uncertainty does not have any eﬀects at all. For the large catchment the random
errors in the rainfall measurements compensate each others eﬀect. Thus in the
sum marginal overall eﬀect is achieved.
One last point regarding uncertainty, uncertainty results should prepared and
communicated to the stakeholders. The work of uncertainty analysis does not
end in the research, but it should be treated and made understandable for the
authorities, Stakeholders and the public.
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Appendix A
Weiße Elster Figures
Figure A.1: The land use in the Weiße Elster catchment.
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Figure A.2: The soil map for the Weiße Elster catchment.
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Figure A.3: The dotty plots for the Gera-Langenberg catchment using a 4000
m grid resolution. The red cross represent the parameter with the highest Nash
Sutcliﬀe.



































































Figure A.4: The dotty plots for the Gera-Langenberg catchment using a 2000
m grid resolution. The red cross represent the parameter with the highest Nash
Sutcliﬀe.
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Figure A.5: The dotty plots for the Gera-Langenberg catchment using a 1000
m grid resolution. The red cross represent the parameter with the highest Nash
Sutcliﬀe.



































































Figure A.6: The dotty plots for the Gera-Langenberg catchment using a 500 m
grid resolution. The red cross represent the parameter with the highest Nash
Sutcliﬀe.
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Figure A.7: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from GLUE and a 6000m grid resolution.























Figure A.8: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from GLUE and a 4000m grid resolution.























Figure A.9: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from GLUE and a 1000m grid resolution.
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Figure A.10: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from GLUE and a 500 m grid resolution.
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Figure A.11: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from GLUE and a 6000 m grid resolution
in the validation period.




















Figure A.12: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from GLUE and a 4000 m grid resolution
in the validation period.
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Figure A.13: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from GLUE and a 2000 m grid resolution
in the validation period.






















Figure A.14: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from GLUE and a 1000 m grid resolution
in the validation period.





















Figure A.15: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from GLUE and a 500 m grid resolution
in the validation period.
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Figure A.16: The 95% and 50% uncertainty quantile for the Gera-Langenberg
catchment using the GLUE method and a 4000 m grid resolution.
























Figure A.17: The 95% and 50% uncertainty quantile for the Gera-Langenberg
catchment using the GLUE method and a 2000 m grid resolution.
























Figure A.18: The 95% and 50% uncertainty quantile for the Gera-Langenberg
catchment using the GLUE method and a 1000 m grid resolution.
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Figure A.19: The 95% and 50% uncertainty quantile for the Gera-Langenberg
catchment using the GLUE method and a 500 m grid resolution.
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Figure A.20: The parameter posterior distribution for the Gera-Langenberg
catchment using the MC2 method without autocorrelation and the 6000 m grid
resolution.
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Figure A.21: The parameter posterior distribution for the Gera-Langenberg
catchment using the MC2 method without autocorrelation and the 4000 m grid
resolution.
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Figure A.22: The parameter posterior distribution for the Gera-Langenberg
catchment using the MC2 method without autocorrelation and the 1000 m grid
resolution.
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Figure A.23: The parameter posterior distribution for the Gera-Langenberg
catchment using the MC2 method without autocorrelation and the 500 m grid
resolution.
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Figure A.24: The predictive and parameter uncertainty bounds for the Gera-
Langenberg catchment using MC2 without autocorrelation and a 6000 m grid
resolution.
























Figure A.25: The predictive and parameter uncertainty bounds for the Gera-
Langenberg catchment using MC2 without autocorrelation and a 4000 m grid
resolution.
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Figure A.26: The predictive and parameter uncertainty bounds for the Gera-
Langenberg catchment using MC2 without autocorrelation and a 1000 m grid
resolution.
























Figure A.27: The predictive and parameter uncertainty bounds for the Gera-
Langenberg catchment using MC2 without autocorrelation and a 500 m grid
resolution.























Figure A.28: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 6000 m grid resolution.
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Figure A.29: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 4000 m grid resolution.























Figure A.30: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 1000 m grid resolution.























Figure A.31: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 500 m grid resolution.
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Figure A.32: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 6000 m grid resolution
in the validation period.



















Figure A.33: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 4000 m grid resolution
in the validation period.




















Figure A.34: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 2000 m grid resolution
in the validation period.
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Figure A.35: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 1000 m grid resolution
in the validation period.




















Figure A.36: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 500 m grid resolution
in the validation period.
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Figure A.37: The parameter posterior distribution for the Gera-Langenberg
catchment using the MC2 method with autocorrelation and the 6000 m grid
resolution.
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Figure A.38: The parameter posterior distribution for the Gera-Langenberg
catchment using the MC2 method with autocorrelation and the 4000 m grid
resolution.
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Figure A.39: The parameter posterior distribution for the Gera-Langenberg
catchment using the MC2 method with autocorrelation and the 1000 m grid
resolution.
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Figure A.40: The parameter posterior distribution for the Gera-Langenberg
catchment using the MC2 method with autocorrelation and the 500 m grid res-
olution.
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Figure A.41: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 6000 m grid resolution.























Figure A.42: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 4000 m grid resolution.
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Figure A.43: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 1000 m grid resolution.























Figure A.44: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 500 m grid resolution.
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Figure A.45: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 6000 m grid resolution
in the validation period.



















Figure A.46: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 4000 m grid resolution
in the validation period.
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Figure A.47: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 2000 m grid resolution
in the validation period.



















Figure A.48: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 1000 m grid resolution
in the validation period.



















Figure A.49: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from MC2 and a 500 m grid resolution
in the validation period.
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Figure A.50: The total and the rainfall uncertainty bounds for the Gera-
Langenberg catchment using the INPUT concept and a 6000 m grid resolution.
























Figure A.51: The total and the rainfall uncertainty bounds for the Gera-
Langenberg catchment using the INPUT concept and a 4000 m grid resolution.
























Figure A.52: The total and the rainfall uncertainty bounds for the Gera-
Langenberg catchment using the INPUT concept and a 1000 m grid resolution.
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Figure A.53: The total and the rainfall uncertainty bounds for the Gera-
Langenberg catchment using the INPUT concept and a 500 m grid resolution.



































































Figure A.54: The dotty plots for the Gera-Langenberg catchment using the IN-
PUT concept and a 6000m grid resolution. The red cross represent the parameter
with the highest Nash Sutcliﬀe.
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Figure A.55: The dotty plots for the Gera-Langenberg catchment using the IN-
PUT concept and a 4000m grid resolution. The red cross represent the parameter
with the highest Nash Sutcliﬀe.



































































Figure A.56: The dotty plots for the Gera-Langenberg catchment using the IN-
PUT concept and a 1000m grid resolution. The red cross represent the parameter
with the highest Nash Sutcliﬀe.
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Figure A.57: The dotty plots for the Gera-Langenberg catchment using the IN-
PUT concept and a 500 m grid resolution. The red cross represent the parameter
with the highest Nash Sutcliﬀe.























Figure A.58: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from the INPUT concept and a 6000 m
grid resolution.
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Figure A.59: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from the INPUT concept and a 4000 m
grid resolution.























Figure A.60: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from the INPUT concept and a 1000 m
grid resolution.























Figure A.61: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from the INPUT concept and a 500 m
grid resolution.
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Figure A.62: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from the INPUT concept and a 6000 m
grid resolution in the validation period.




















Figure A.63: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from the INPUT concept and a 4000 m
grid resolution in the validation period.
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Figure A.64: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from the INPUT concept and a 2000 m
grid resolution in the validation period.



















Figure A.65: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from the INPUT concept and a 1000 m
grid resolution in the validation period.




















Figure A.66: The measured and simulated discharge for the Gera-Langenberg
catchment using the best parameter set from the INPUT concept and a 500 m
grid resolution in the validation period.
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Figure A.67: The Nash Sutcliﬀe Criteria of the second Run for the Gera-
Langenberg catchment unsing using the INPUT concept and a 6000 m grid res-
olution.



















Figure A.68: The Nash Sutcliﬀe Criteria of the second Run for the Gera-
Langenberg catchment unsing using the INPUT concept and a 4000 m grid res-
olution.
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Figure A.69: The Nash Sutcliﬀe Criteria of the second Run for the Gera-
Langenberg catchment unsing using the INPUT concept and a 1000 m grid res-
olution.



















Figure A.70: The Nash Sutcliﬀe Criteria of the second Run for the Gera-





Figure B.1: The land use in the Weida catchment.
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Figure B.2: The soil map for the Weida catchment.
Figure B.3: The measured and simulated discharge for the Weida catchment
using the best parameter set from PEST and a 100 m grid resolution.
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Figure B.4: The measured and simulated discharge for the Weida catchment
using the best parameter set from PEST and a 300 m grid resolution.
Figure B.5: The measured and simulated discharge for the Weida catchment
using the best parameter set from PEST and a 500 m grid resolution.




















Figure B.6: The 95% and 50% uncertainty quantile for the Weida catchment
using the GLUE method and a 100 m grid resolution.
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Figure B.7: The 95% and 50% uncertainty quantile for the Weida catchment
using the GLUE method and a 300 m grid resolution.




















Figure B.8: The 95% and 50% uncertainty quantile for the Weida catchment
using the GLUE method and a 500 m grid resolution.



















Figure B.9: The measured and simulated discharge for the Weida catchment
using the best paramter set from GLUE and a 100 m grid resolution.
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Figure B.10: The measured and simulated discharge for the Weida catchment
using the best paramter set from GLUE and a 300 m grid resolution.



















Figure B.11: The measured and simulated discharge for the Weida catchment
using the best paramter set from GLUE and a 500 m grid resolution.






















Figure B.12: The measured and simulated discharge for the Weida catchment
using the best paramter set from GLUE and a 100 m grid resolution for the
validation period.
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Figure B.13: The measured and simulated discharge for the Weida catchment
using the best paramter set from GLUE and a 300 m grid resolution for the
validation period.






















Figure B.14: The measured and simulated discharge for the Weida catchment
using the best paramter set from GLUE and a 500 m grid resolution for the
validation period.
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Figure B.15: The dotty plots for the Weida catchment using a 100 m grid reso-
lution. The red cross represent the parameter with the highest Nash Sutcliﬀe.



































































Figure B.16: The dotty plots for the Weida catchment using a 300 m grid reso-
lution. The red cross represent the parameter with the highest Nash Sutcliﬀe.
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Figure B.17: The dotty plots for the Weida catchment using a 500 m grid reso-
lution. The red cross represent the parameter with the highest Nash Sutcliﬀe.























Figure B.18: The predictive and parameter uncertainty bounds for the Weida
catchment using MC2 without autocorrelation and a 100 m grid resolution.
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Figure B.19: The predictive and parameter uncertainty bounds for the Weida
catchment using MC2 without autocorrelation and a 300 m grid resolution.


















Figure B.20: The predictive and parameter uncertainty bounds for the Weida
catchment using MC2 without autocorrelation and a 500 m grid resolution.



















Figure B.21: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 without autocorrelation and a 100 m grid
resolution.
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Figure B.22: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 without autocorrelation and a 300 m grid
resolution.
























Figure B.23: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 without autocorrelation and a 500 m grid
resolution.




















Figure B.24: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 without autocorrelation and a 100 m grid
resolution for the validation period.
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Figure B.25: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 without autocorrelation and a 200 m grid
resolution for the validation period.


















Figure B.26: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 without autocorrelation and a 300 m grid
resolution for the validation period.






















Figure B.27: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 without autocorrelation and a 500 m grid
resolution for the validation period.
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Figure B.28: The parameter posterior distribution for the Weida catchment using
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Figure B.29: The parameter posterior distribution for the Weida catchment using
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Figure B.30: The parameter posterior distribution for the Weida catchment using
the MC2 method without autocorrelation and the 300 m grid resolution.
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Figure B.31: The predictive and parameter uncertainty bounds for the Weida
catchment using MC2 without autocorrelation and a 200 m grid resolution.


















Figure B.32: The predictive and parameter uncertainty bounds for the Weida
catchment using MC2 without autocorrelation and a 300 m grid resolution.
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Figure B.33: The predictive and parameter uncertainty bounds for the Weida
catchment using MC2 without autocorrelation and a 500 m grid resolution.
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Figure B.34: The parameter posterior distribution for the Weida catchment using
the MC2 method with autocorrelation and the 200 m grid resolution.
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Figure B.35: The parameter posterior distribution for the Weida catchment using
the MC2 method with autocorrelation and the 300 m grid resolution.
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Figure B.36: The parameter posterior distribution for the Weida catchment using
the MC2 method with autocorrelation and the 500 m grid resolution.
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Figure B.37: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 with autocorrelation and a 200 m grid
resolution.



















Figure B.38: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 with autocorrelation and a 300 m grid
resolution.



















Figure B.39: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 with autocorrelation and a 500 m grid
resolution.
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Figure B.40: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 with autocorrelation and a 100 m grid
resolution.






















Figure B.41: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 with autocorrelation and a 200 m grid
resolution.






















Figure B.42: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 with autocorrelation and a 300 m grid
resolution for the validation period.
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Figure B.43: The measured and simulated discharge for the Weida catchment
using the best paramter set from MC2 with autocorrelation and a 500 m grid
resolution for the validation period.
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Figure B.44: The total and the rainfall uncertainty bounds for Weida catchment
using INPUT concept and a 500 m grid resolution.




















Figure B.45: The total and the rainfall uncertainty bounds for Weida catchment
using INPUT concept and a 300 m grid resolution.
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Figure B.46: The total and the rainfall uncertainty bounds for Weida catchment
using INPUT concept and a 100 m grid resolution.



































































Figure B.47: The dotty plots for the Weida catchment using the INPUT concept
and a 100 m grid resolution. The red cross represent the parameter with the
highest Nash Sutcliﬀe.
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Figure B.48: The dotty plots for the Weida catchment using the INPUT concept
and a 300 m grid resolution. The red cross represent the parameter with the
highest Nash Sutcliﬀe.



































































Figure B.49: The dotty plots for the Weida catchment using the INPUT concept
and a 500 m grid resolution. The red cross represent the parameter with the
highest Nash Sutcliﬀe.
177















Figure B.50: The dotty plots for the Weida catchment using the INPUT concept
for the second run and a 500 m grid resolution.















Figure B.51: The dotty plots for the Weida catchment using the INPUT concept
for the second run and a 300 m grid resolution.















Figure B.52: The dotty plots for the Weida catchment using the INPUT concept
for the second run and a 100 m grid resolution.
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Figure B.53: The measured and simulated discharge for the Weida catchment
using the best paramter set from the INPUT concept and a 500m grid resolution.



















Figure B.54: The measured and simulated discharge for the Weida catchment
using the best paramter set from the INPUT concept and a 300m grid resolution.



















Figure B.55: The measured and simulated discharge for the Weida catchment
using the best paramter set from the INPUT concept and a 100m grid resolution.
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Figure B.56: The measured and simulated discharge for the Weida catchment
using the best paramter set from the INPUT concept and a 500 m grid resolution
for the validation period.






















Figure B.57: The measured and simulated discharge for the Weida catchment
using the best paramter set from the INPUT concept and a 500 m grid resolution
for the validation period.






















Figure B.58: The measured and simulated discharge for the Weida catchment
using the best paramter set from the INPUT concept and a 500 m grid resolution




Figure C.1: The land use in the Do¨llnitz catchment.
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Figure C.2: The dotty plots for the Do¨llnitz catchment using a 100 m grid reso-
lution. The red cross represent the parameter with the highest Nash Sutcliﬀe.











































































Figure C.3: The dotty plots for the Do¨llnitz catchment using a 500 m grid reso-
lution. The red cross represent the parameter with the highest Nash Sutcliﬀe.
183











































































Figure C.4: The dotty plots for the Do¨llnitz catchment using a 1000 m grid
resolution. The red cross represent the parameter with the highest Nash Sutcliﬀe.






















Figure C.5: The 95% and 50% uncertainty quantile for the Do¨llnitz catchment
using the GLUE method and a 100 m grid resolution.






















Figure C.6: The 95% and 50% uncertainty quantile for the Do¨llnitz catchment
using the GLUE method and a 500 m grid resolution.
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Figure C.7: The 95% and 50% uncertainty quantile for the Do¨llnitz catchment
using the GLUE method and a 1000 m grid resolution.
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Figure C.8: The measured and simulated discharge for the Do¨llnitz catchment
using the best paramter set from GLUE and a 300 m grid resolution.






















Figure C.9: The measured and simulated discharge for the Do¨llnitz catchment
using the best paramter set from GLUE and a 500 m grid resolution.
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Figure C.10: The measured and simulated discharge for the Do¨llnitz catchment
using the best paramter set from GLUE and a 1000 m grid resolution.



















Figure C.11: The measured and simulated discharge for the Do¨llnitz catchment
using the best paramter set from GLUE and a 100 m grid resolution for the
validation period.



















Figure C.12: The measured and simulated discharge for the Do¨llnitz catchment
using the best paramter set from GLUE and a 300 m grid resolution for the
validation period.
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Figure C.13: The measured and simulated discharge for the Do¨llnitz catchment
using the best paramter set from GLUE and a 500 m grid resolution for the
validation period.



















Figure C.14: The measured and simulated discharge for the Do¨llnitz catchment
using the best paramter set from GLUE and a 1000 m grid resolution for the
validation period.
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Figure C.15: The parameter posterior distribution for the Do¨llnitz catchment
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Figure C.16: The parameter posterior distribution for the Do¨llnitz catchment
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Figure C.17: The parameter posterior distribution for the Do¨llnitz catchment
using the MC2 method without autocorrelation and the 1000 m grid resolution.
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Figure C.18: The predictive and parameter uncertainty bounds for the Do¨llnitz
catchment using MC2 without autocorrelation and a 100 m grid resolution.






















Figure C.19: The predictive and parameter uncertainty bounds for the Do¨llnitz
catchment using MC2 without autocorrelation and a 300 m grid resolution.
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Figure C.20: The predictive and parameter uncertainty bounds for the Do¨llnitz
catchment using MC2 without autocorrelation and a 1000 m grid resolution.



















Figure C.21: The measured and simulated discharge for the Do¨llnitz catchment
using the best parameter set from MC2 with autocorrelation and a 100 m grid.



















Figure C.22: The measured and simulated discharge for the Do¨llnitz catchment
using the best parameter set from MC2 with autocorrelation and a 300 m grid.
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Figure C.23: The measured and simulated discharge for the Do¨llnitz catchment
using the best parameter set from MC2 with autocorrelation and a 500 m grid
resolution in the validation period.



















Figure C.24: The measured and simulated discharge for the Do¨llnitz catchment
using the best parameter set from MC2 with autocorrelation and a 1000 m grid
resolution in the validation period.
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Figure C.25: The parameter posterior distribution for the Do¨llnitz catchment
using the MC2 method with autocorrelation and the 100 m grid resolution.
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Figure C.26: The parameter posterior distribution for the Do¨llnitz catchment
using the MC2 method with autocorrelation and the 500 m grid resolution.
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Figure C.27: The parameter posterior distribution for the Do¨llnitz catchment
using the MC2 method with autocorrelation and the 1000 m grid resolution.



















Figure C.28: The measured and simulated discharge for the Do¨llnitz catchment
using the best parameter set from MC2 with autocorrelation and a 100 m grid
resolution in the validation period.
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Figure C.29: The measured and simulated discharge for the Do¨llnitz catchment
using the best parameter set from MC2 with autocorrelation and a 300 m grid
resolution in the validation period.



















Figure C.30: The measured and simulated discharge for the Do¨llnitz catchment
using the best parameter set from MC2 with autocorrelation and a 500 m grid
resolution in the validation period.



















Figure C.31: The measured and simulated discharge for the Do¨llnitz catchment
using the best parameter set from MC2 with autocorrelation and a 1000 m grid
resolution in the validation period.
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Figure C.32: Dotty Plots for the 100 m Grid Resolution for Doellnitz unsing the
New konzept.


























































































Figure C.33: Dotty Plots for the 500 m Grid Resolution for Doellnitz unsing the
New konzept.
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Figure C.34: Dotty Plots for the 1000 m Grid Resolution for Doellnitz unsing
the New konzept.






















Figure C.35: The Uncertainty Quantiles based on the new konzept Methodology
for the Doellnitz Catchment using a 100 m Grid Resolution






















Figure C.36: The Uncertainty Quantiles based on the new konzept Methodology
for the Doellnitz Catchment using a 500 m Grid Resolution
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Figure C.37: The Uncertainty Quantiles based on the new konzept Methodology
for the Doellnitz Catchment using a 1000 m Grid Resolution





















Figure C.38: The Measured and Simulated Discharge for the Doellnitz Catchment
using the new konzept with a 100 m Grid Resolution.





















Figure C.39: The Measured and Simulated Discharge for the Doellnitz Catchment
using the new konzept with a 500 m Grid Resolution.
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Figure C.40: The Measured and Simulated Discharge for the Doellnitz Catchment
using the new konzept with a 1000 m Grid Resolution.



















Figure C.41: The Measured and Simulated Discharge for the Doellnitz Catchment
using the new konzept with a 100 m Grid Resolution for the Validation Period.



















Figure C.42: The Measured and Simulated Discharge for the Doellnitz Catchment
using the new konzept with a 500 m Grid Resolution for the Validation Period.
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Figure C.43: The Measured and Simulated Discharge for the Doellnitz Catchment
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Pressure
cs topographic index
CDF Cumulative Density Function
COV Covariance-Matrix
d(u,uj) distance to the station
E Expected Value
E mm/m Latent Heat Flux
e hPa actual vapor Pressure
es hPa saturation vapor Pressure at Temperature T
G Wh/m Soil Heat Flux
GLUE Generalized Likelihood Uncertainty Estimator
I Input Data
IDW Inverse Distance Weighting Interpolation
L Likelihood Function
LfUG saechsisches Landesamt fuer Umwelt und Geologie
m mm Model Parameter
M Hydrological Model
MC Monte Carlo (Method)
MCMC / MC2 Monte Carlo Markov Chain
n Number of Observation
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