ABSTRACT. In this paper the cartesian product structure of complex analytic singularities is studied. A singularity is called indecomposable if it cannot be written as the cartesian product of two singularities of lower dimension. It is shown that there is an essentially unique way to write any reduced irreducible singularity as a cartesian product of indecomposable singularities. This result is applied to give an explicit description of the set of reduced irreducible complex singularities having a given underlying real analytic structure.
1. Introduction. Let V he an irreducible germ of a complex analytic set. In this paper I will classify all germs W of complex analytic sets which are diffeomorphic (of class C°°) to V (Theorem 4.6). It is not surprising that this classification should rest on a structure theorem for such V. What may be surprising is that the relevant structure theorem (Theorem 3.4) concerns nothing more complicated than the decomposition of V as a cartesian product of germs of analytic sets of lower dimension. It will be proven that if V is decomposed into factors to the point where no factor can be further decomposed, then the factors which appear are uniquely determined (up to complex analytic isomorphism) by V.
This type of question has some interesting history. Mumford [7] has shown that a normal two-dimensional germ which is homeomorphic to a manifold germ must actually be nonsingular. If F is a germ of a hypersurface which is homeomorphic as an embedded pair to a manifold embedded as a hypersurface, then W is actually nonsingular. This is a consequence of work of A'Campo [1] , but it was noticed, I believe, by Le Dung Trang. Finally, if W is diffeomorphic (of class C1) to a manifold, then it is nonsingular ( [2] or [6] ).
The above results all concern singularities homeomorphic (with side con-Proposition 2.9. IfVCCas above is irreducible, then F*sKx V.
Proof. Let fx(z),. .. ,fk(z) generate I(V)n. Since V is irreducible, the real analytic ideal of V C R2n is generated by (ux(x,y), vx(x,y),. .. , uk(x,y), vk(x,y)) where «;(x,v) and u;(jc, y) are, respectively, the real and the complex parts offj(z),j = 1,... ,k, and Zj = Xf + iyj,j = 1,... ,n, is the decomposition of the coordinates z into real and complex parts [4] . Now let JCj, . . . , jc" and yx, . . . , yn be extended to be complex coordinates of C2n. Then V* is defined by ux(x,y), vx(x,y),. . ., vk(x,y). Equivalently, V* is defined by «i(jc,^) 4-iux(x,y),....
uk(x,y) + ivk(x,y), ux(x,y) -iox(x,y),... , uk(x,y) -ivk(x,y). Defining a holomorphic change 302 ROBERT EPHRAIM of coordinates in C2n by z;. = x;-+ iy, and w¡ = x¡ -iy^j = 1, . . . , n, we have Uj(x,y) + iVj(x,y) =ff(z) and u¡(x,y) -b)Ax,y) =/)(w),/ ■ 1,... ,Jt. Thus K^is defined in C2n by fx(z),. . . ,fk(z),fx(w),. .. ,fk(w). Thus V* =£VxV. Q.E.D. Vk) for which each Vj, 1 </ <:k,is indecomposable.
Proof. Since dim^F^ x • • • x Vk)~ S*=1dimcF'/ it is clear that if dimcF = 1, then V is indecomposable. The proof will follow by induction on the dimension of V. Suppose the proposition is established for all germs of dimension less than dimcF. Either V is indecomposable, and we are done, ox V = V' x V" with dimcF> max(dimcF', dimcK"). In that case just apply the induction hypothesis to V' and V" and put the two decompositions together.
QED.
The purpose of this section is to prove Theorem 3.4. Let V be an irreducible germ of a positive dimensional complex analytic set. Then the decomposition of V into indécomposables (which must exist by Proposition 3.3) is unique, Le., let (Vx, . . . , Vk) and (Wx, . . . , W¡) be two decompositions of V into indécomposables. Then k = I and, after a permutation of (Wx,. . . , Wk) we have Vj = Wj,j= 1,. . . , k.
Before giving a proof of this theorem several preliminaries are necessary. Let V C C" be a germ at the origin of a complex analytic set. Recall that a holomorphic vector field on V can be thought of as a holomorphic vector field on an ambient neighborhood of V which preserves I(V)n. This definition is easily seen to be independent of the choice of embedding V C Cn [10] . Following Whitney [11] Definition 3.5. CX(V, 0) = {iz G T0V\ there is a holomorphic vector field AfonF for which v = X(0)} (TQ V denotes the Zariski tangent space to V at 0 G C").
Clearly CX(V, 0) is a complex linear subspace of T0V. Rossi [10] I will show that £2 is an isomorphism which induces an isomorphism SI: V' -* IV'. The proof will be based on the theorem [4, 32] .
Theorem. Suppose Í2: C -*C, Í2(0) = 0. Let /,,. .. ,fkEOn be germs of holomorphic functions vanishing at the origin and suppose / » Í2 = Af where f is the column vector with components fx,. .., fk, and A E Gl(k, On). Then either SI is an isomorphism, or there exists a nowhere vanishing vector field near 0 EC" which preserves the ideal generated by the fx,... ,fk.
Proof. For a proof see [4, 32] . The proof there was given for k = 1, but the same proof works for general k with no modifications being necessary except for trivial changes in terminology; e.g. replace "function" by "column vector of functions" and "unit in On" by "element of Gl(k, <?")".
Returning to the present situation, since ^: Cr+i x W' -*■ Cr+1 x V', fjoVE Id(Cr+1 x zV')B+r+1 for any / = 1,... , k. Remembering that the /•'s were chosen independent of the first r + 1 variables, we get Composing (3.10) with $, substituting in (3.11), and using the fact that * = 4>_1, we get Since fx,...,fk generate \d(y')n and dimcC1(F'', 0) = 0, every holomorphic vector field on a neighborhood of 0 G Cn which preserves Id(K')B must vanish at 0 G C. Apply the just quoted theorem to (3.14C), and it follows that A o £2: Cn -*• C" is an isomorphism. Hence A: C" -* C is also an isomorphism, and by (3.12) so is A: V' -*■ W'. Q.E.D.
We now have everything needed for a proof of Theorem 3.4, but before giving the proof it is convenient to make a few simple observations. is another decomposition of Z into indécomposables.
Observation 322. Let V, Z be as in 3.16; then dimcZ < dimc V. Proof of Theorem 3.4. Let F be an irreducible, positive dimensional germ of a complex analytic set, and let (Vx,... , Vk) and (Wx,. . ., W¡) be two decompositions of V into indécomposables. Theorem 3. If MNX < N then M < k and M<1. Let Z be any irreducible component of Vx x • • • x Vk_x x SgiFfc). Then (3.19) with / ■ k and (3.21) give two decompositions of Z into indécomposables, and by the induction hypothesis they are the same. Since there are M terms in the decomposition (3.19) which are of dimension Nx, there must be M such terms in the decomposition (3.21). Thus,/ >M where / is the integer/ from (3.21). Apply the induction hypothesis to the terms of the decomposition (3.21) (IV,, ...,WM,...,Wj_x,Yx,..., Ys, Wj+X, . . . , W.) so that after the permutation, the pth term is isomorphic to the pth term of (Pi,. . . , Vk-i>zi.Zr) for any p. But, out of (Wx,. . . ,Wf_x, Yx, . . . ,YS, WJ+,, . . . , IV,), the only terms of dimension Nx axe the Wps (1 < p < M). The permutation of the terms of (3.21) must therefore restrict to a permutation of (Wx, . . . , WM), and after reordering the (Wx, Proof. This is clearly equivalent to Theorem 3.4. Remark 42. Let V be as above. Then, up to isomorphism, there are at most finitely many analytically distinct partial conjugates of V. In fact, the number of distinct partial conjugates < 21 where / = min{dimc V -dimcC1(K, 0), dimcr0K -dimc V, k}. Proof. This is an obvious consequence of Theorem 3.4 and its reformulation, Theorem 3.27. Remark 4.5. If Fand W are partially conjugate they are real analytically equivalent.
We can now easily prove Theorem 4.6. Let V be an irreducible germ of a complex analytic set which is C°° isomorphic to W, a germ of a complex analytic set. Then V and W are partially conjugate (thus, by Remark 4.2, there are, up to complex analytic isomorphism, only finitely many possibilities for W).
Proof. By [4,1.1], V and W must actually be real analytically equivalent. Hence, W is also irreducible. Also V* = W* where V* (resp. W*) is the complexification of V (resp. W) viewed as a real analytic set (Remark 2.8).
By Proposition 2. 
