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ABSTRACT INTRODUCTION
We examined the representation of stimulus center Neurons in the primary auditory cortex are sharply
frequencies by the distribution of cortical activity. tuned for tone frequency, and the best frequencies
Recordings were made from the primary auditory cor- of neurons vary systematically across the cortex. This
tex (area A1) of ketamine-anesthetized guinea pigs. “tonotopic” organization has been described in many
Cortical images of tones and noise bands were visual- species including human (Lauter et al. 1985; Pantev
ized as the simultaneously recorded spike activity of et al. 1994), cat (Merzenich et al. 1975; Schreiner et
neurons at 16 sites along the tonotopic gradient of al. 1992), and guinea pig (Hellweg et al. 1977; Redies
cortical frequency representation. The cortical image et al. 1989). Based on the response properties of indi-
of a pure tone showed a restricted focus of activity vidual neurons, one might infer that a tonal stimulus
along the tonotopic gradient. As the stimulus fre- would elicit a restricted focus of cortical activity that
quency was increased, the location of the activation would vary in cortical location according to the fre-
focus shifted from rostral to caudal. When cochlear quency of the tone. That is, the location of maximum
activation was broadened by increasing the stimulus cortical activity would signal the center frequency of
level or bandwidth, the cortical image broadened. An a stimulus. At least two factors complicate this simple
artificial neural network algorithm was used to quantify inference. First, as the stimulus level is increased, the
the accuracy of center-frequency representation by excitatory frequency bandwidth of most cortical neu-
small populations of cortical neurons. The artificial rons increases (Sutter and Schreiner 1992; Redies et
neural network identified stimulus center frequency al. 1989). Therefore, one would expect sounds at high
based on single-trial spike counts at as few as ten sites. levels to activate larger populations of neurons than
The performance of the artificial neural network sounds at low levels. For that reason, it is not obvious
under various conditions of stimulus level and band- that the frequency of a high-level tone could be identi-
width suggests that the accuracy of representation of fied from the location of an activated cortical area.
center frequency is largely insensitive to changes in Second, under some conditions cortical neurons show
the width of cortical images. nonmonotonic spike-count-versus-level functions. For
Keywords: auditory cortex, guinea pig, tonotopy, neural that reason, changes in sound level might lead to shifts
ensembles, functional imaging in the locus of maximum activity. Indeed, Phillips et
al. (1994) found in the cat auditory cortex that the
loci of maximum cortical activity varied in an irregular
manner as the sound pressure level (SPL) of the tone
was varied. The variation in loci of maximum activity
was most conspicuous in the cortical isofrequency
dimension (i.e., perpendicular to the tonotopic axis)
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The distribution of tone-evoked activity in the spikes in cortical place and poststimulus time is
referred to here as the cortical image of a given stimulus.guinea pig auditory cortex has been mapped pre-
viously using functional optical imaging techniques. We measured cortical images of sounds of various pres-
sure levels and of bandwidths varying from pure tonesResults obtained by the imaging of voltage-sensitive
dyes by two groups of investigators were somewhat to broadband noise. A procedure was developed to
quantify the accuracy of stimulus representation byinconsistent with expectations based on direct mea-
surements of neural spike activity. Taniguchi and col- cortical images sampled at 16 sites. The accuracy of
identification of stimulus center frequencies providedleagues (Taniguchi et al. 1992; Taniguchi and Nasu
1993) described rather diffuse regions of activated cor- an empirical measure of the accuracy of cortical fre-
quency representation.tex that shifted in location on a scale of about 1 mm
over . 10 ms of poststimulus time. Those investigators Our results obtained with pure tone stimuli con-
firmed the inference that the cortical image of a pureconcluded that the tonotopic response that they
observed was “transient.” They also reported that tone consists of a restricted focus of activity that shifts
systematically as a function of stimulus frequency.increases in stimulus levels resulted in a rostral expan-
sion of the area of activated cortex, i.e., toward neurons When the extent of the cochlear activation was broad-
ened either by increasing sound level or by broadeningwith lower characteristic frequencies. In contrast, stud-
ies of the tuning curves of cortical neurons would have the stimulus bandwidth, the extent of the cortical
image increased. Cortical images sampled at no morepredicted a caudal expansion. Similar results regard-
ing time-dependent changes in the distribution of than 16 sites signaled the stimulus center frequency
with reasonable accuracy. The accuracy of center-fre-active neurons and level sensitivity were reported by
Uno et al. (1993). Bakin et al. (1996) used optical quency identification was invariant with changes in
stimulus levels and bandwidths, which demonstratesimaging of an intrinsic signal through a thinned skull.
Their results are more like what one would predict the robustness of frequency-related information car-
ried by small ensembles of cortical neurons.from neural recordings. Nevertheless, that study did
not address the influence of stimulus level on activa-
tion patterns, nor did the temporal resolution of the
recording method permit any conclusion regarding
METHODSchanges in activation patterns in poststimulus time.
The goal of the present study was to test the hypoth-
esis that stimulus frequencies are coded by the distribu-
Anesthesia and surgerytion of cortical activity along the tonotopic axis.
Existing accounts of tonotopic organization of single Data were collected from 13 healthy adult pigmented
units are consistent with that hypothesis, but optical guinea pigs (500–900 g). Animals were initially sedated
imaging studies fail to provide strong support for the with a subcutaneous injection of a 3:2 mixture of keta-
hypothesis, and a previous study that examined the mine hydrochloride (100 mg/ml) and xylazine (100
cortical distribution of activated single units (Phillips mg/ml). Additional intramuscular injections of a 4:1
et al. 1994) seems to refute it. The issue of cortical mixture of ketamine/xylazine were given as needed
coding of the place of cochlear activation also bears to maintain an areflexive state. Core body temperature
on the understanding of cortical responses to electrical was maintained at 388C with a thermostatically con-
cochlear stimulation with a cochlear prosthesis. It is trolled heating pad. A tracheal cannula was inserted.
generally assumed that electrical stimuli that provide A head holder was mounted anterior to bregma. The
broader cochlear activation produce broader cortical temporalis muscle was reflected, the skull was opened
activation than stimuli that produce more focal on the right side, and a small hole was made in the dura
cochlear activation. Broader cortical activation, in over the primary auditory cortex [area A1, sometimes
turn, might be assumed to result in less accurate repre- referred to as area A by other authors (e.g., Redies et
sentation of place of cochlear stimulation. al. 1989)]. All procedures were in accordance with
We tested the impact of breadth of cortical activa- the policies of the University of Michigan’s University
tion on the representation of place of cochlear stimula- Committee on Use and Care of Animals.
tion by examining responses to acoustic stimuli that
varied in level and bandwidth. We employed silicon-
substrate thin-film recording probes that permitted Stimulus generation and calibration
simultaneous recording of spike activity of neurons at
multiple cortical sites (Drake et al. 1988; Najafi et al. Experiments were controlled by an Intel-based per-
sonal computer. Acoustic stimuli were synthesized digi-1985). In the present study, 16 recording sites were
spaced at 100-mm intervals along the tonotopic gradi- tally using equipment from Tucker-Davis Technologies
(TDT) (Gainsville, Florida). The sample rate for audioent. The stimulus-specific distribution of neuronal
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output was 100 kHz with 16-bit resolution. Experi- that are most active under anesthesia, presumably lay-
ers III and IV, and parallel to the tonotopic gradientments were conducted in a sound-attenuating cham-
ber. Sound stimuli were presented monaurally to the along which the frequency tuning of neurons changes
most rapidly. Prior to detailed study at any recording-ear contralateral to the studied cortical hemisphere.
A headphone enclosed in a small case was connected to probe placement, tuning properties of rostral, middle,
and caudal sites were estimated to verify proper probea sound-delivery tube placed in the external auditory
meatus near the tympanic membrane. The headphone placement relative to the tonotopic map in area A1.
If the reverse tonotopic order was detected, indicativewas calibrated using a 1/8-in. Bru
¨
el & Kjær condenser
microphone (Naerum, Denmark) and a 0.3-cc cou- of the dorsocaudal field (area DC), the probe was
retracted and placed further rostral in area A1.pler. The resulting calibration table was used for online
correction of the headphone response. Sound bursts Signals from the recording probe were amplified
with a custom 16-channel amplifier, digitized at a 25-were 80–100 ms in duration. Tones were ramped on
and off with 5-ms rise/fall times, and noise bursts had kHz rate, sharply low-pass filtered below 6 kHz, resam-
pled at a 12.5-kHz sample rate, and then stored on0.5-ms rise/fall times. Narrowband noise stimuli were
Gaussian noises filtered with trapezoid amplitude spec- the computer hard disk. Unit activity was isolated from
the digitized signal off-line using custom spike-sortingtra having 3-dB bandwidths of 1/6, 1/3, and 1 octave
and skirts that fell off at 100 dB/octave. Center fre- software (Furukawa et al. 2000). Spike times were
stored at 20-ms resolution for further analysis. Wequencies of noise bands are given as the geometric
means of low- and high-frequency cutoffs. Broadband sometimes encountered well-isolated single units, but
most recordings were of small clusters of unresolvedGaussian noise bursts had passbands of 1–30 kHz with
abrupt cutoffs. Sound levels of tones and noise bands units. Recordings at particular sites were excluded
from further analysis if units did not respond to anywere equated for root-mean-squared power.
One animal was used for a survey of tonotopic orga- stimulus with an average of at least 1 spike/trial or if
the mean spike count changed by more than a factornization with three probe placements (i.e., 48
recording sites). Twelve animals with a total of 15 of 2 over the recording period.
probe placements were used for detailed study of corti-
cal images. The sets of center frequencies, bandwidths, Data analysis
and levels varied from animal to animal. Stimulus cen-
ter frequencies ranged from as wide as 1–30 kHz in Spike counts were normalized at each recording site
according to the 95th percentile of the average spikeeither 1/3- or 1/6-octave steps. Levels ranged from 0
to as high as 90 dB sound pressure level (SPL) in 10- counts computed within one stimulus type (i.e., across
all the tones or across all the noise bands of a certaindB steps.
bandwidth). By normalizing in this manner, we empha-
sized stimulus-driven changes in activity rather than
differences in absolute spike numbers across channels.Multichannel recording and spike sorting
The results include data from individual recording
sites as well as the distribution of activity across multi-We used silicon-substrate, thin-film, multichannel
recording probes to record unit activity (Center for ple recording sites. For individual recording sites the
lowest level that elicited a stimulus-locked responseNeural Communication Technology, Ann Arbor, MI)
(Drake et al. 1988; Najafi et al. 1985). Each probe defined the threshold. The best frequency (BF) was
defined as the frequency that gave the strongesthad 16 recording sites along a single shank at 100-mm
intervals (center to center). The shank was 15 mm response at 10 dB above the threshold. In some cases
off-line analysis revealed responses at the lowest levelthick and 100 mm wide, tapering in width from 100
to 15 mm over the segment containing the recording that was tested. In those cases, threshold was noted as
the lowest tested level. The tuning bandwidth at anysites. The multichannel probe permitted simultaneous
recording of spike activity from all sites. The imped- particular sound level was taken as the width of the
spike-count-versus-frequency function at the interpo-ances at each site were 1.5–4 Mv. In the guinea pig area
A1, neurons sensitive to high frequencies are situated lated half-maximal spike count for that stimulus sound
level. In cases in which the spike-count-versus-fre-dorsocaudally, and low-frequency neurons are situated
ventrorostrally (Hellweg et al. 1977; Redies et al. 1989). quency function did not cross the half-maximal spike
count at either the high end or the low end of theThe recording probe penetrated the cortex from dor-
socaudal to ventrorostral, roughly parallel to the corti- tested frequency range, the 50% frequency cutoff was
estimated to be halfway between the 75% cutoff fre-cal surface, with the width of the shank roughly parallel
to the radial cell columns (i.e., with the wide axis of quency and the next extrapolated frequency, usually
1/3 octave beyond the tested range. If the spike-count-the probe perpendicular to the cortical surface). We
attempted to position the probe in the cortical layers versus-frequency function did not cross at least the
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75% cutoff frequency on both sides, then the tuning
bandwidth was not computed for that site. The tuning
bandwidth was calculated for pure tones and for 1/6-
and 1/3-octave-wide noise bands at levels 10, 20, and
30 dB above each unit’s threshold.
The spatiotemporal distribution of activity across
all recording sites was referred to as a cortical image.
The cortical image of any particular sound was derived
from simultaneous recordings at 16 cortical sites, so
the activity across all sites reflected the response to the
same stimuli. The threshold of a cortical image for a
particular tone or noise band was defined as the sound
level that elicited a stimulus-locked response from the
most sensitive unit recorded across the 16 recording
sites. The centroid of the cortical image was defined as
the spike-count-weighted center of mass calculated for
the sites at which the firing rate was at least half the
maximum normalized spike count of the distribution.
We used an artificial neural network algorithm to
recognize cortical images and thereby to identify the
stimulus center frequencies. This analysis was similar
to a previous analysis of coding of sound-source loca-
tion in the cat auditory cortex (Furukawa et al. 2000).
A 2-layer, feed-forward, fully connected network was
implemented with the MATLAB Neural Network Tool-
box (The Mathworks, Natick, MA). The network input
was a vector of the spike counts on each of the 16
recording channels; spike counts were computed over
a range of 10–50 ms after stimulus onset. The input
vector to the neural network was the profile of spike
counts across all recording sites during a single trial.
The network output was an estimate of the stimulus
frequency. A layer of eight hidden units had hyper-
bolic-tangent transfer functions and the single output FIG. 1. Tonotopic organization of the auditory cortex. A. Drawing
unit had a linear transfer function. Supervised training of the lateral view of the guinea pig auditory cortex. Solid lines
represent surface vasculature; dashed line shows the edge of theof the network used the back-propagation algorithm
cortical exposure. The blood vessels drawn in the dorsal–rostral cor-(Rumelhart et al. 1986).
ner show the location of the Sylvian fissure. The trajectories of threeFor the purpose of testing the neural network recog- recording probe penetrations were reconstructed from photographs
nition of spike patterns, we sorted the spike profiles made during the physiological recording session performed in this
for odd- and even-numbered trials into training and animal. The locations of the recording sites are shown as black sym-
bols at the rostral ends of the probes. B. each of these recording sitestest sets, respectively. Thus, 40 trials yielded 20 training
is labeled with the best frequency (kHz) obtained at that site. Datatrials and 20 test trials for each stimulus. The separa-
are from GP200017.tion of training and test sets provided a cross validation
of the pattern recognition scheme. Note that each
spike count vector is derived from a single trial (except
and also for responses to stimuli that roved amongwhen specified otherwise) rather than from an average
those three levels.of spike counts across trials as used in some of our
previous studies (e.g., Middlebrooks et al. 1998).
Changes in stimulus level often produced large
RESULTSchanges in spike patterns, typically increasing spike
counts with increasing sound level. We wished to exam-
ine the effects of different stimulus levels and to iden- All animals showed tonotopic organization that was
described previously (Hellweg et al. 1977; Redies ettify features of cortical images that were invariant with
changing stimulus intensity. For that reason, network al. 1989). Figure 1 shows a tonotopic map that was
derived from using three 16-channel probe place-analyses were performed separately for responses to
stimuli at levels of 10, 20, and 30 dB above threshold ments. The dorsocaudal to ventrorostral orientation of
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probes shown in this case was similar to the orientation
used in all other animals. The numbered symbols
drawn on the cortical surface represent the best fre-
quencies of underlying recording sites in the middle
cortical layers. A systematic high-to-low shift in best
frequencies was observed along the caudal-to-rostral
extent of each array of recording sites. Best frequencies
were relatively constant in the “isofrequency” dimen-
sion perpendicular to the orientation of the probes.
We obtained detailed measurements of cortical
images from 15 probe placements in 12 animals. Stable
recordings of small clusters of units were obtained at
9 to 16 sites from each probe placement, a total of
202 sites. The results are presented in three subsec-
tions. First we review the sensitivity of individual sites to
sounds that varied in frequency, level, and bandwidth.
Next we characterize the distribution of spike activity
across cortical place and poststimulus time (cortical
images of sound). Finally, we evaluate the accuracy with
which the center frequencies of tones and noise bands
could be identified by their cortical images.
Responses of units to tones and noise bands
Units at single recording sites were selective for tone FIG. 2. Spike count versus frequency profiles. Each panel represents
data from one recording site. Site locations are recorded in micronsfrequencies. Figure 2 represents the spike-count-fre-
relative to the most caudal site. Solid and dashed lines representquency profiles obtained from three recording sites at
stimulus levels of 10 and 30 dB above threshold, respectively. Trian-one probe placement. Each panel shows the responses
gles represent best frequencies for 10-dB stimulation. Data are from
obtained at one site. Site locations are measured rela- animal 9909.
tive to the most caudal site. Solid and dashed lines
represent the spike counts at levels 10 and 30 dB above
threshold, respectively. The peak of the spike-count- sites responded more strongly to all noise bandwidths
than to tones under conditions in which sound levelsversus-frequency profile for a stimulus level 10 dB
above each unit’s threshold was defined as the best were equalized for root-mean-squared power and in
which tone frequencies and noise-band center fre-frequency (BF), indicated in the figure by an arrow-
head. The BFs of sites decreased monotonically from quencies were adjusted to optimum values. At levels
20 dB above the BF-tone thresholds, spike counts (nothighest frequencies at the most caudal recording sites
to lowest frequencies at the rostral sites. In this exam- normalized) elicited by narrowband and broadband
noises were significantly greater than the spike countsple, BFs of 18.9, 11.9, and 1.9 kHz were measured
at 100, 800, and 1400 mm respectively. Typically, BFs elicited by BF tones. Specifically, the ratio of noise-
band and spike counts to BF-tone spike counts wasmeasured along the full 1500-mm length of recording
probes spanned 2–3 octaves. 137 6 71, 141 6 83, 129 6 63% (mean 6 S.D.) for
1/6-, 1/3-, and 1-octave noise bands, respectivelyThe breadth of frequency tuning was quantified by
the width of the spike-count-versus-frequency profiles ( p , 0.01, paired t-test) and 120 6 70% for broadband
noises ( p , 0.05). Plots of spike count as a functionat half the maximum spike rate. For the 92 recording
sites for which tuning bandwidths were measured, the of noise-band center frequency showed broader fre-
quency tuning than for tones. Tuning bandwidths forbandwidth at 10 dB above threshold was 0.96 6 0.41
(mean 6 S.D.) octaves, increasing to 1.47 6 0.63 stimuli 20 dB above threshold were 0.99 6 0.41 octaves
for tones, 1.91 6 0.68 octaves for 1/6-octave noiseoctaves at 30 dB above threshold.
In six of the guinea pigs (79 recording sites), we bands, and 1.95 6 0.64 octaves for 1/3-octave noise
bands (N 5 46 sites). Tuning bandwidths were notalso measured responses to bandpass noise at various
center frequencies, bandwidths, and sound levels. Ban- calculated for 1-octave noise bands because the tuning
often extended beyond the frequency range that wasdwidths were 1/6, 1/3, 1 octave, and broadband. Abso-
lute thresholds for individual sites across bandwidths tested, resulting in an inadequate number of sites for
this analysis.had a range of # 10 dB for 67 of 79 sites and a range
of 20–30 dB at the remaining 12 sites. On average, Most spike counts increased monotonically with
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increasing sound level. Responses were considered caudal shift in the overall distribution of activity. The
asymmetric broadening of the image indicates greaternonmonotonic if responses to the maximum level
tested were less than 75% of the maximum response recruitment of sites with BFs higher than the stimu-
lus frequency.to any lower sound level. Three animals with five probe
placements were tested with a range of pure-tone stim- As the stimulus bandwidth was increased from that
of a pure tone to 1 octave, the width of the activatedulus levels extending up to 50–90 dB above threshold.
In response to BF tones, only 2 of 53 recording sites cortical area increased. Figure 5 shows an example
of the growth of the cortical image with increasingwere nonmonotonic. Off-best-frequency stimuli pre-
sented at 50–90 dB above threshold resulted in non- stimulus bandwidth. Each panel represents the image
of a tone or noise band centered at 2 kHz presentedmonotonic rate level functions for 9 of 200 recording-
site–frequency combinations. In two animals in which at 20 dB relative to threshold for each stimulus. The
width of the activated cortical image area increasedtwo parallel probe placements were tested, there were
no differences in the proportion of monotonic versus from a few sites to encompass nearly all of the
recorded sites.nonmonotonic units across placements. For nine ani-
mals, complete data were obtained for tones and noise Cortical image widths were quantified by computing
the area under the curve of normalized spike countbands up to only 30 dB above the threshold for each
tone or noise condition. For BF tonal stimuli, only 7% versus cortical place, then dividing the area by the
maximum normalized spike count. The result is theof sites showed responses at 30 dB above threshold
that were less than 75% of the maximum response to width of a rectangle of unit height with area equal to
the area under the spike-count curve. Figure 6 repre-any lower sound level. Thus, across all cases studied,
a very small percentage of sites demonstrated nonmon- sents the image width versus stimulus level for one
animal averaged across four frequencies. Image widthsotonic spike-count-level functions.
of tones and noise bands increased considerably as
the stimulus level was increased as well as when theCortical images of tones and noise bands
bandwidth was increased from that of a tone to 1
octave. The widths of images of 1-octave bands areWe refer to the characteristic spatiotemporal distribu-
tion of cortical spike activity elicited by any particular somewhat underestimated, particularly at high stimu-
lus levels, because the cortical activation oftenstimulus as the “cortical image” of that stimulus. For
each stimulus frequency, threshold was defined as the extended beyond the range of the recording probe
for these stimuli. The size of the cortical image of astimulus level that elicited stimulus-locked spikes from
the most sensitive recording site. Figure 3 presents sound of particular center frequency, level, and band-
width varied considerably among five animals. We pre-cortical images of pure tones at three frequencies at
levels 20 dB above threshold. In each panel, the activity sume that such variation reflected individual
differences in the details of the tonotopic organizationat each recording site was averaged across the 40 pre-
sentations of a particular tone frequency. The vertical and differences in the precise orientation of our
recording probes relative to the tonotopic axis andaxis represents the location along the tonotopic axis
relative to the most caudal recording site, the horizon- to cortical layers. Nevertheless, the trends of larger
cortical image widths for increased sound levels andtal axis represents time after stimulus onset, and colors
represent the normalized spike probability. In the bandwidths could be generalized for all animals.
The focus of maximum activity varied in locationexamples shown in Figure 3, the cortical images of
tones each contained a single focus of activity at which according to the center frequency of the stimulus. We
quantified the location of the focus of activity by thesites responded with highest probability and shortest
latency. Spike probabilities decreased and latencies centroid. Figure 7 represents the centroid as a function
of the stimulus frequency in one animal. Each symbolincreased gradually with increasing distance rostrally
and caudally from the focus. The dispersion of first- represents a particular sound level. For low stimulus
levels, the centroid shifted roughly linearly from ros-spike latencies across the cortical image was # 5 ms.
The focus of activation shifted in the cortex from ros- tral to caudal as the stimulus frequency was changed
from low to high on a logarithmic scale. As the stimulustral to caudal as the stimulus frequency was shifted
from low to high. level was increased, centroids of images of lower-fre-
quency tones tended to shift caudally. That can beThe cortical images of tones increased in width in
response to increasing sound levels. Figure 4 presents seen in the example illustrated in Figure 4. In Figure
7, centroids were not computed for some of the fre-cortical images of a 10.1-kHz tone at four stimulus
levels relative to threshold. As the sound level was quencies and highest levels because the cortical images
widened to extend past the range of the recordingincreased, the peak activity in the cortical image
increased monotonically. The cortical image broad- array. In each of three animals in which two parallel
probe placements were made, the progression ofened further caudally than rostrally leading to a slight
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FIG. 3. Cortical images of pure tones at three frequencies. Each panel represents the cortical image of a tone at one frequency at a level of
20 dB above threshold. For each cortical image, the abscissa represents poststimulus time and the ordinate represents cortical place relative
to the most caudal recording site. Normalized spike probabilities are represented by colors. Data are from animal 9926.
FIG. 4. Cortical images of a 10.1-kHz tone at four stimulus levels relative to threshold. Conventions as in Fig. 2. Data are from animal 9926.
FIG. 5. Cortical images of tones and bandpassed noises centered at 2 kHz. Sound levels were 20 dB above threshold. Conventions as in Fig.
2. Data are from animal 9803.
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FIG. 8. Centroid of a cortical image as a function of center frequency
for tones and bandpassed noises. Sound levels were 20 dB above
threshold. Data are from animal 9909.
We computed the cortical scale factor between corti-
cal place and stimulus frequency by calculating the
slope of the plot of centroid location versus tone fre-
quency (mm/oct) across 11 probe placements in tenFIG. 6. Widths of cortical images as a function of sound level. Line
animals. For pure tones presented at 20 dB abovetypes represent tone or noise bandwidths as indicated in the key.
Each symbol represents an average of the image width for four fre- threshold, the median scale factor was 345 mm/oct
quencies. Error bars represent the standard deviation. Data are from ranging from 203 to 712 mm/oct. The median scale
animal 9803. factor is close to the value of , 375 mm/oct that can
be estimated from the BF data illustrated by Redies
and colleagues (Redies et al. 1989, Fig. 1). The value
of ,650 mm/oct that can be estimated from the optical
imaging results illustrated by Bakin et al. (1996, Fig.
9) is within the range of scale factors we computed.
Identification of stimuli based on trial-by-trial
cortical images
We tested the accuracy with which cortical images
could represent stimulus frequencies on single trials.
We used an artificial neural network to recognize pat-
terns of cortical activity and thereby to identify stimu-
lus frequencies. A similar approach has been used
previously to test the coding of sound-source locations
by the temporal spike patterns of single cortical neu-
FIG. 7. Centroid of cortical images as a function of tone frequency. rons (Middlebrooks et al. 1994, 1998) and by small
Each symbol represents one sound level. Data are from animal 9927. ensembles of cortical neurons (Furukawa et al. 2000)
and to test coding of locations of tactile stimuli (Nico-
leilis et al. 1998). As in our previous work, we employed
a cross-validation procedure in which corticalcentroid as a function of stimulus frequency was com-
parable between the two placements. Figure 8 plots responses obtained on odd-numbered trials were used
to train the network and the trained network was usedthe centroid location versus stimulus center frequency
for sounds of various bandwidths. Each symbol repre- to classify responses obtained on even-numbered trials.
We compared several experimental conditions andsents a different stimulus bandwidth, and all stimuli
were presented at 20 dB relative to threshold. Despite a control condition. In the single-level conditions, the
stimulus levels were held constant at 10, 20, or 30 dBthe prominent growth of cortical image width in
response to increases in stimulus bandwidth, there was relative to threshold. In the roving-level condition, the
data set contained responses to stimulus levels thata relatively small effect on the frequency sensitivity of
centroid locations. varied across 10, 20, and 30 dB above threshold. In
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FIG. 9. Example of artificial neural network recognition perfor-
mance. The abscissa represents the stimulus frequency, and the posi-
tion of each box represents the distribution of network estimates of
the tone frequency. Open circles indicate the mean. The boxes repre-
sent the 50% confidence intervals of the means, and the error bars
represent the 90% confidence intervals. The solid diagonal line repre-
sents perfect performance. Data are from animal 9909.
the chance performance control condition, the network
was trained and tested with spike-count profiles that
were randomly reassigned to stimuli. Chance perfor- FIG. 10. Comparison of network performance across animals and
mance levels varied among animals because of interan- stimulus types. Each cluster of bars represents data for a single animal,
which is represented by a number. Lower-case a and b indicate twoimal differences in the number of sites that were
probe placements in one animal. Plotted are the median errors inrecorded and in the ranges of frequencies that were
octaves for (A) single-level and roving-level conditions and for (B)tested. The frequency range tested for each animal tones and bandpassed noises. The asterisk above each bar indicates
was limited to the range of BFs encountered in that the chance performance level for that condition.
probe placement. The network was trained and tested
separately for ten probe placements in nine animals.
For each probe placement, the same range of stimulus
frequencies was tested in all level conditions. A higher across various fixed and roving stimulus levels. The
bar plot in Figure 10A represents the median error ofthreshold for at least one stimulus frequency limited
some probe placements to two single-level conditions network performance for ten probe placements in
nine animals for pure tones only. Each cluster of barsof 10 and 20 dB and limited the roving-level condition
to a range of 10–20 dB across trials. represents the measurements for one placement for
the 10-, 20-, and 30-dB single-level condition and forFigure 9 shows an example of identification of tone
frequencies in the roving-level condition based on 16- the roving-level condition. The asterisks represent the
median error of the chance performance for eachchannel recordings in one probe placement. The
abscissa shows the actual tone frequencies, and the stimulus condition. The network performance varied
for different animals, in part because of a differentposition of the boxes along the ordinate represents
the distribution of network estimates of the stimulus number of frequencies and levels included in the anal-
ysis. For all level conditions across animals, the networkfrequency. The median of the unsigned error across
all stimulus frequencies (the median error) in this case median error ranged from 0.16 to 0.6 octave and gen-
erally was about half the chance error levels. The accu-was 0.36 octave, which was less than half of the 0.99-
octave median error obtained in the chance-perfor- racy of frequency identification showed no systematic
dependence on stimulus level or single-versus roving-mance condition.
When results of this analysis were compared across level conditions.
In five of the animals for which narrowband noiseanimals, the network performance was relatively stable
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stimuli were presented, we also examined the artificial- of previous studies, then considers properties of corti-
cal coding of stimulus frequency by small ensemblesneural-network identification of stimulus center fre-
quency for tones and narrowband noises in the roving- of neurons and implications for certain hypotheses
regarding cochlear prostheses.level condition (Fig. 10B). Each cluster of bars repre-
sents the measurements for one animal, and each bar
in a cluster represents an individual bandwidth condi- Relation to previous studies
tion. For all bandwidths, the network performance
ranged from 0.28 to 0.5 octave in median error. Again, Previous studies have examined the frequency
responses of auditory cortical neurons in the guineathe network median errors were about half the chance
levels. The accuracy of center-frequency identification pig (Hellweg et al. 1977; Redies et al. 1989). The cur-
rent study confirms the previously reported distribu-and the variance of that measure showed no systematic
dependence on stimulus bandwidth. That is, as was tion of best frequencies, with low frequencies
represented rostrally and high frequencies caudally.observed for increased stimulus level, increases in the
widths of cortical images resulting from increased The sharpness of tuning and the response latencies
were comparable to those reported previously.bandwidths did not alter the network performance.
The accuracy of stimulus representation by spike Several studies have examined cortical responses to
tones at moderate-to-high stimulus levels in anesthe-count presumably was limited by trial-by-trial variability
in responses. We attempted to obtain more precise tized guinea pigs (Taniguchi et al. 1992; Taniguchi
and Nasu 1993; Uno et al. 1993; Bakin et al. 1996).estimates of spike probabilities by averaging across tri-
als. Given a training set (or a test set) of 20 responses These studies employed optical recording techniques
that offer the benefit of a two-dimensional functionalto each stimulus condition, we formed a bootstrap
average of each cortical image by repeatedly drawing image at the expense of reduced spatial and temporal
resolution. Results obtained with voltage-sensitive dyesn samples with replacement from the set of cortical
images elicited by stimuli of a particular frequency and showed that the area of greatest change in optical
signal varied in cortical location on a scale of roughlylevel (Efron and Tibshirani 1991). Because we sampled
with replacement, each bootstrap average could con- 1 mm over the course of greater than 10 ms of post
stimulus time, i.e., that the tonotopic representationtain zero, one, two, or more instances of each cortical
image. For each of ten recording probe placements was transient (Taniguchi et al. 1992; Taniguchi and
Nasu 1993; Uno et al. 1993). Our recordings of neuralin nine animals, we formed 20 bootstrapped training
patterns and 20 bootstrapped test patterns for each spike activity failed to replicate that result. In our
results, spike activity typically was restricted to a burststimulus condition. The accuracy of center-frequency
identification by the artificial neural network was lasting no more than about 10 ms and the dispersion
of first-spike latencies across cortical recording sitestested using across-trial averages of n 5 1 to 2048 trials.
Median errors approached an asymptote by n 5 16 to was no more than 5 ms. The voltage-sensitive-dye tech-
nique also showed that as sound levels increased the64 trials. The asymptotic levels of performance ranged
from median errors of 0.09–0.22 octave. Generally, area of activated cortex expanded rostrally toward neu-
rons with lower characteristic frequencies. In contrast,the asymptotic median errors given an averaged input
were less than half the median errors obtained on a we observed a caudal expansion of cortical images.
The result from our unit recordings is consistent withtrial-by-trial basis and less than a quarter of the chance-
level performance. the recruitment of high-frequency neurons by tones
activating the low-frequency tails of their tuning
curves. A previous study in the guinea pig auditory
cortex showed that the low-frequency slopes of tuning
DISCUSSION curves tend to be shallower than the high-frequency
slopes (Redies et al. 1989). Our results are generally
consistent with the results obtained from opticalThe results of our studies demonstrate that (1) pure
tone stimuli elicit a restricted focus of activity along imaging of intrinsic signals (Bakin et al. 1996). Quanti-
tative comparisons are difficult because of the differ-the tonotopic axis of cortical area A1; (2) the location
of the activation focus shifts as a function of the tone ences in methods. However, the extent of activation
along the tonotopic dimension of the cortex seemsfrequency; (3) the width of the activation focus broad-
ens as the stimulus level or bandwidth is increased; roughly comparable in the two studies, and the tono-
topic scale factor that we estimate from one example(4) the stimulus center frequency can be identified
with some accuracy on a trial-by-trial basis of spike in the Bakin study is within the range of scale factors
obtained in our sample of ten animals. The Bakincounts at as few as ten recording sites; (5) stimulus
identification is robust to changes in the stimulus level study showed regions of activation that formed parallel
bands elongated along a dimension orthogonal to theor bandwidth. This section relates these results to those
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tonotopic axis. Consistent with that result, we observed presumably was limited by the size of the neural popu-
lation that could be sampled, which presumably wascortical images that were about equally wide regardless
of the location of the recording probe in the iso- many orders of magnitude smaller than the population
that is used by a listener in a psychophysical task.frequency dimension.
The previous study most similar to the present one The widths of cortical images increased monotoni-
cally with increases in either stimulus level or stimulusused numerous sequential electrode penetrations to
map the cortical images of tones in barbiturate-anes- bandwidth. The increases in cortical image widths
probably produced two or more somewhat opposingthetized cats (Phillips et al. 1994). In that study, many
neurons showed nonmonotonic rate-level functions, effects on the accuracy of representation of center
frequency. First, one might imagine that a given centerand nonmonotonic neurons tended to segregate from
neurons that showed monotonic rate-level functions. frequency could be signaled by activity in a particular
restricted population of neurons. In that view,As a consequence of the nonmonotonic rate-level func-
tions, the cortical images tended to change in shape increases in the width of cortical images would increase
the uncertainty in center-frequency representation,and location as the stimulus level was varied at a con-
stant frequency. In contrast, in the ketamine-anesthe- leading to a decrease in the accuracy of frequency
identification. In contrast, an increase in the numbertized guinea pig we seldom observed nonmonotonic
rate-level functions and, aside from a tendency for of active neurons might be thought of as an increase
in the number of independent sources of informationcentroids to shift somewhat caudally at increasing
sound levels, we saw little change in the loci of maxi- about stimulus frequency, thereby increasing the preci-
sion of stimulus representation. In that view, anmum activity as stimulus levels increased. Several dif-
ferences in the experimental design might have increase in the size of the cortical image would predict
an increase in the accuracy of frequency identification.contributed to the differences in results. Of course,
the difference in species is a possible factor. Also, we The results showed that the accuracy of frequency
identification based on recognition of cortical imagesused ketamine anesthesia, whereas barbiturate anes-
thesia was used in many of the studies that found using an artificial neural network was roughly equal
across stimulus bandwidths up to 1 octave and acrossnonmonotonic rate-level responses (Sutter and
Schreiner 1991; Phillips et al. 1994; Heil et al. 1994). a range of sound levels. Any degradation in frequency
coding brought about by the spread of the corticalFinally, the cat study was subject to changes in the
physiological state of the animal over sequential elec- image was balanced by the increase in the number of
neurons carrying stimulus-related information. Ourtrode penetrations made over the course of 47–52
hours (Phillips et al. 1994). In contrast, we recorded physiological results are comparable with results of
psychophysical tests of frequency discrimination bysimultaneously from all sites and interleaved stimuli
of various frequencies, levels, and bandwidths. human listeners (Shower and Biddulph 1931; Wier et
al. 1977; Nelson et al. 1983). In one study (Wier et al.
1977), listeners showed a marked decrease in fre-
quency difference limens as stimulus levels wereCortical representation of cochlear place of
increased from threshold to about 10–20 dB abovestimulation
threshold. With further increases in stimulus levels,
listeners then showed much smaller decreases in differ-Cortical images based on responses averaged across
trials showed clear centroids of maximum activity that ence limens, no more than a factor of 2 as levels were
increased to as much as 80 dB above threshold.shifted in cortical location according to stimulus cen-
ter frequency. That is, the place of cortical activity
represented the place of cochlear stimulation. We used
an artificial neural network analysis of trial-by-trial cor- CONCLUSIONS
tical images to estimate the accuracy of cortical repre-
sentation of stimulus center frequencies. We found This study has characterized the cortical images of
simple sounds and has demonstrated an empirical pro-that single-trial responses at as few as ten cortical sites
could signal center frequency with accuracy well above cedure for estimating the accuracy of stimulus repre-
sentation in the auditory cortex. We hope that thischance levels of performance. Averages of spike counts
across trials provided a more precise representation animal model will be applied to more complex sounds
such as animal vocalizations and human speech. Theof spike probabilities and led to more accurate esti-
mates of center frequency. Nevertheless, the asymp- model also has application for the study of electrical
stimulation of the auditory system with a cochlear pros-totic values of accuracy in frequency identification
were appreciably less accurate than psychophysical dif- thesis. One school of thought in the cochlear prosthe-
sis community holds that the most accurateference limens (Shower and Biddulph 1931; Wier et
al. 1977; Nelson et al. 1983). Accuracy in our results representation of cochlear place of stimulation will
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