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Abstract
This thesis addresses four fundamental, yet unresolved, issues in brittle fracture mechanics: (a)
the validity of linear elasticity in the crack-tip region, (b) crack growth direction under mixed-
mode loading, (c) the nature and impact of cohesive stresses, (d) the effect of crack-face friction
on the crack growth criterion in Griffith’s model for compressive failure.
It is a well known fact that, according to classical elasticity, the stress in the near-tip region
of the crack is singular, which has led to a debate over the validity of linear elasticity in this
region. The strain, stress and elastic strain energy of a cracked silicon crystal in the crack-tip
region is calculated, according to atomistic simulations, and compared to the classical elasticity
solution. The classical continuum solution is found to have the ability to match the atomistic
stresses and strains, very close to the crack tip.
Multiple criteria have been proposed, inconsistent among themselves, to predict the direc-
tion of crack growth under mixed-mode loading, with no consensus as to which one is the most
accurate. A new lattice spring model that simulates an isotropic elastic material is developed.
A pre-cracked model is taken, and the crack is allowed to grow under the influence of mixed-
mode loading, to calculate the direction of crack growth. The growth direction matches several
well-known criteria in different ranges of loading.
The theory of cohesive stresses has been used widely, specially in numerical simulations.
However, there has been no concerted effort to explain the nature of this force, and its influence
on stresses and deformations around crack. A clearer insight into the origins and impact of
cohesive stress in cracks will lay down a solid foundation for its correct application in numerical
simulations. An analytical method based on complex potentials has been employed to find the
variation of crack aperture and stress in the crack plane in the presence of a cohesive stress.
Friction has been incorporated into the Griffith crack theory for compressive loading for
a long time. However, it has always been considered to be acting at its maximum value, and
not as an inequality. In the present work, the latter treatment is made, in which the crack faces
have variable slip-stick regions. Using this more accurate model for crack face friction, the
condition for crack growth at the crack tip is re-visited.
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1 Introduction
1.1 Background
The process of fracture is one of the most commonly occurring events in the physical world.
From muscle tears to landslides, fracture is probably the most infamous hazard of all. Modern
developments in understanding the process of fracture through mechanics is relatively new,
dating back not more than six decades. The importance of understanding the mechanics of
fracture lies in the hope that this process can be controlled in both intensity and direction.
As a general rule, the critical stress needed for fracture is always less than that needed
for an interatomic bond separation. Griffith [1921] was the first to put forward a satisfactory
explanation using a theory on energy balance. He proposed that the fracture would occur (crack
would grow) when the elastic energy released as a result of crack growth just equals the energy
required to form the new crack surface. As long as the material is brittle, meaning there is
no plastic dissipation, this theory is rightfully considered as the foundation of Linear Elastic
Fracture Mechanics (LEFM).
To extend this theory for ductile materials, modifications were made to include plastic
dissipation into the definition [Orowan, 1945]. It was also postulated [Irwin, 1948], and now
widely accepted, that the elastic energy release rate can be related to the stress intensity factor
- a term which can be interpreted as the strength of the mathematical singularity of the elastic
solution near a crack tip. The process of fracture is complex as it is influenced not just by
the material properties or impurities in the solid but also by environment [Tkachov, 2000].
Depending on the focus of study, a specific kind of material and conditions are chosen - linear,
elastic and isotropic material in vacuum for the present work.
The experimental measurement of fracture toughness was automatically an important fo-
cus area which had kept researchers busy. It was a direct and practical value which would
help predict when a material would fracture. The most famous parameters which have come
up are the J-integral [Rice, 1968] and the crack-tip opening displacement (CTOD) [Wells and
McBride, 1967].
It is generally acceptable that in order to check the costs and infrastructure requirements
of full scale experimental testing of fracture, computational analysis and simulation has to be,
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at least partially, used. Techniques such as the Boundary Element Method (BEM) and the
Finite Element Method (FEM) are very commonly used, because of the irregular shape and
changing paths of growth of the crack. These, among other, techniques have been used by
many researchers [Aliabadi and Rooke, 1991, Needleman and Tvergaard, 1984, Dolbow and
Belytschko, 1999] to predict and better understand fracture. Meanwhile, fracture has also been
extensively modelled at the atomic scale using first principles [Sinclair and Finnis, 1970].
As has been discussed above, historically, high speed computers and sophisticated cameras
have helped the fracture mechanics community to simulate and observe the process of fracture
with very high accuracy. This has helped to narrow the gap between simulation and reality.
However, the relationship between experimental observations and simulations with theoreti-
cal mechanics is rarely well addressed. The current strong emphasis on numerical simulation
and experimental investigations, with the abundance of facilities available, has indirectly and
perhaps unintentionally taken the focus away from theory.
In current times, most researchers working in the numerical or experimental domain con-
sider that all of the theoretical problems in fracture mechanics have been “solved”. However,
when confronted with some basic questions such as the determination of crack growth direc-
tion, or the origin and region of cohesive forces in a crack, convincing answers are rarely
received. Most of the answers point to certain inconsistent directional criteria, and unverified
theories of the cohesive zone, respectively. To make matters worse, these criteria and theories
are extensively used to simplify the numerical and experimental difficulties. With the motives
(to represent reality) in the right place, the latest fashion among the numerical fracture mechan-
ics community is to jump to three dimensions, complicating the ambiguities more. Addressing
these unresolved issues is very important for laying down a solid base for further numerical and
experimental investigations.
1.2 Objective
The objective of the present work is to address four as-yet unresolved fundamental issues in
brittle fracture mechanics, with the aim of addressing them to as high a degree of closure as
can be obtained. The following issues will be treated in this thesis, each in a separate chapter:
Validity of the classical linear theory of elasticity in the crack-tip region. It is a well known
fact that, according to classical elasticity, the stress in the near-tip region of the crack is sin-
gular. Whether linear elasticity is sufficient to describe such large stresses has been debated
for many years. It will be helpful if this sticking point can be resolved, so that the fracture
mechanics community can use the correct form of elasticity theory in the crack-tip region.
14
Prediction of the direction of crack growth. Multiple criteria [Erdogan and Sih, 1963,
Sih, 1974, Strifors, 1974] have been proposed, inconsistent among themselves, to predict the
direction of crack growth under remote loading that has both normal and shear components,
but there is no consensus as to which one is the most accurate. Having a general criterion that
works for all types of materials over an extended range of mixed-mode loading will bring more
confidence when simulating crack growth.
Impact of cohesive stress on the stress in the crack line. The theory of cohesive stresses [Mc-
Clintock and Walsh, 1962] has been used widely, especially in numerical simulations. How-
ever, there has been no concerted effort to explain what this force is. Is it a new force? If not,
why is it not already included in the classical linear theory of elasticity? A clearer insight into
the origins and application of the cohesive stress in cracks will lay down a solid foundation for
its correct application in numerical simulations.
Stick/slip contact model for a crack under compression. Friction has been incorporated and
used in Griffith’s theory for crack growth [Griffith, 1924] under compressive loading for a long
time. However, it has always been considered to be acting at its maximum value [McClintock
and Walsh, 1962], and not as an inequality - the latter being the most common definition of
friction. It would be interesting to see the impact on Griffith’s criterion for compressive failure
when friction is considered more accurately.
1.3 Outline of Thesis
In order to address the aforementioned issues, both discrete and analytical methods have been
employed in the present work. The choice of methods depends on the nature of the fracture
system considered, and the ease of solving the problem as a general case. The remainder of
this thesis is divided into chapters as follows. Chapter 2 compares the strain, stress and elastic
strain energy of a cracked silicon crystal in the crack-tip region, according to both atomistic
simulations and the classical elasticity solution. The aim of this chapter is to assess the ability of
the classical continuum solution to match the atomistic stresses and strains. Chapter 3 describes
a new lattice spring model that simulates an isotropic elastic material. The choice of the nature
of springs comes out as a result from Chapter 2. A pre-cracked model is assumed, and the
crack is allowed to grow under the influence of mixed-mode loading, in order to calculate the
direction of crack growth. The growth direction is compared with several well known criteria.
Chapter 4 delves deeper into the theory of cohesive stress along the crack plane to clarify
its origins and region of impact. An analytical method using complex potentials has been
employed to find the variation of crack aperture and stress in the crack plane in the presence of
cohesive stress. As opposed to the work in Chapter 3, the crack is not allowed to grow in this
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work. Chapter 5 considers a crack under compressive loading, using a more accurate friction
model, in which the crack faces have variable slip-stick regions. Also, as opposed to the work in
Chapter 2-4, where tensile loading had been applied, compressive loading is applied to the solid
in this chapter. The intention is to see the influence of this more accurate treatment of friction
on the critical condition for crack growth when the tensile stress reaches its maximum value
somewhere along the crack. The analytical theory of contact mechanics has been employed for
achieving these results. Finally, Chapter 6 provides a summary of the key results of this work,
and gives recommendations for future work.
Throughout the thesis, linear elastic and isotropic material have been considered wherever
possible, to remain focussed on the fundamental issue which is to be addressed. The results
and conclusions obtained can be easily extrapolated for a more complicated material type. The
results have been compared against other classical results in a general sense which have been
used as a benchmark for numerical and experimental validations over time in special cases.
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2 Validity of Linear Elasticity in the
Crack-Tip Region
2.1 Introduction
Until relatively recently, most modelling of failure in brittle materials has been done at the con-
tinuum level [Freund, 1998, Lawn, 1993], following the energy-balance analysis first presented
by Griffith [1921]. In recent years, however, molecular dynamics (MD) simulations have been
extensively used to determine the atomic trajectories during fracture.
Moving from lattice models to an explicitly atomistic description of fracture has proven to
be difficult. This is largely because a combination of high accuracy and large system sizes is
needed to accurately model failure in materials. On one hand, the ionic or covalent bond break-
ing and formation associated with crack advancement requires interatomic potentials capable of
quantum mechanical (QM) accuracy. On the other hand, the need to capture long-range stress
concentration requires large-scale (∼ 106 atoms) model systems for using accurate molecular
dynamics (MD) schemes. Despite these competing difficulties, recent advances in highly ac-
curate molecular dynamics (MD) schemes have led to both qualitative and quantitative insights
into the mechanisms underlying brittle fracture in real materials [Kermode et al., 2008].
However, most of the focus of atomic-scale fracture research has been on modelling the
physical and chemical behaviour using sophisticated methods. The definitions of strain and
stress, originally purely continuum concepts, have not been investigated well in literature at
the atomic level. Instead, stresses are typically extracted from atomistic simulations using the
virial stress tensor, which is a measure of mechanical stress at the atomic scale derived from
the virial theorem and defined by [Cramer et al., 2000]
σij =
1
Ω
∑
k∈Ω
1
2
∑
`∈Ω
(x
(`)
i − x(k)i )f (k`)j (2.1)
where k and l are atom indices, i, j, k are cartesian indices, Ω is the cell volume occupied by
the atom, x(k) is the position of the atom k, and fklj is the jth component of the force between
the atoms k and l. The force between the atoms is calculated using interatomic potentials.
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Early work by Irwin [1948] shows that a crack gives rise to a stress field with a singularity
at the tip. This prediction of infinite stress at the crack tip has led to much debate regarding
whether linear elasticity theory is valid in the crack-tip region. From the continuum perspective,
a number of suggestions have been made to remove the unrealistic infinite stresses, including
the inclusion of cohesive forces [Barenblatt, 1962], the introduction of plasticity [Cherepanov,
1967], and the use of finite strains [Wong and Shield, 1969], among other techniques. The first
two of these approaches do not have an obvious correspondence with atomistic simulations,
and so the third option will be investigated in this chapter to test the validity of the infinitesimal
strain theory in the near-tip region. Finding a link between atomic simulations and continuum
mechanics is of considerable interest to both communities, and there is a large research effort
aimed at constructing multi-scale simulations which directly couple atomic and finite element
descriptions, for example, the Quasi-Continuum approach of Tadmor et al. [1996]. However,
in the present chapter, bond breaking will not be considered, thus dramatically reducing the
complexity of the modelling. The classical interatomic potential proposed by Stillinger and
Weber [1985] will be employed, which has been widely used to study many properties of
silicon.
The focus in this work is on a specific case: mode I fracture on the (111) cleavage plane
in a single crystal of silicon, which is an example of a perfectly brittle process that can be well
described at the atomic scale [Kermode et al., 2008]. Comparisons of the resulting stress fields
to an analytical continuum solution are also made.
2.2 Description of Molecular Statics Simulation
2.2.1 Strain Energy Release Rate
The Griffith criterion states that for a crack to grow, the elastic energy released by a crack
advancing must exceed the energy consumed in creating new surfaces [Griffith, 1921]. To
quantify this, Griffith defined the Strain Energy Release Rate (SERR) of an advancing crack as
G = −∂UE
∂a
(2.2)
where UE is the total strain energy, and a is the crack length. For the thin strip geometry shown
in Figure 2.1, the stress intensity factor does not depend on the crack length, and can be derived
entirely by considering the energetics of an advancing crack, in an approach first suggested
by Rivlin and Thomas [1953]. The horizontal edges of the strip are given a uniform normal
displacement δ, so the applied strain is 0 = δ/h. Far ahead of the crack, the strip is in uniaxial
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(a)
10 A
1200 A
(b)
Figure 2.1: (a) Thin strip loading geometry. The edges of the strip are clamped and displaced
vertically by an amount δ. The energy density far ahead of the crack tip is W∞. (b)
Relaxed atomic coordinates of 90,000 atom silicon (111)[11¯0] crack system under
applied load of G = 1.75 J/m2; inset shows close up of crack tip, with a horizontal
field of view of 100 A˚. Figure from [Kermode, 2008].
tension: yy → 0 as x → ∞. The stress far ahead of the crack is given by σ0 = E ′0, and
therefore the elastic energy per unit length and per unit thickness far ahead of the crack tip is
W∞ =
1
2
E ′20(2h) =
δ2E ′
h
(2.3)
where E ′ is the effective Young’s modulus, which takes a different form depending on whether
the body is under plane stress (thin plate) or plane strain (thick plate) conditions:
E ′ =
{
E Plane stress
E/ (1− ν2) Plane strain (2.4)
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whereE is the Young’s modulus and ν is the Poisson’s ratio of the material. For the calculations
considered in this chapter, periodic boundary conditions are used in the out-of-plane direction,
which corresponds to plane strain. Far behind the tip, the energy density is zero. Since no
energy leaves or enters the system through the clamped edges, if the crack is to advance by a
unit distance, a vertical strip of material with energy density W∞ is effectively replaced by a
strip with energy density zero. The energy supplied to the crack tip is therefore equal to W∞,
and so the energy release rate is simply
G = W∞ =
δ2E ′
h
(2.5)
2.2.2 Fracture System
The described geometry in Subsection 2.2.1 is particularly suitable for computer simulations
of fracture, and has been widely adopted [Holland and Marder, 1998, Swadener et al., 2002].
Moreover, it has been shown that the correct limiting behaviour can be reached, for a dynami-
cal simulation with increasing load, with reasonably modest system sizes containing thousands
or tens of thousands of atoms [Marder, 2004]. Even though there are no dynamic simulations
performed in the present work, these previous results ensure that the large size system is fit for
the purpose of calculating the strains. The thin strip setup was used to apply a load to a model
of a single crystal of silicon with dimensions 120 nm × 40 nm × 0.384 nm, containing 90,000
atoms. The equilibrium atomic positions, in the unstressed and stressed states, were calculated
using the Stillinger-Weber potential, as implemented in the QUIP molecular dynamics package
[Csa´nyi et al., 2007]. These simulations were conducted by James Kermode of King’s College
London. The classical interatomic potential proposed by Stillinger and Weber [1985] has been
widely used to study many properties of silicon. Whilst this potential does not correctly de-
scribe the dynamics of fracture [Holland and Marder, 1998], it has been shown to provide an
adequate description of the stress concentration phenomena [Kermode et al., 2008]. Since, the
objective of this chapter is limited to studying the state of stress in the crack-tip region, this
should pose no limitations. The deformed coordinates of the atoms (after relaxation) were then
extracted to find the strains, as explained in Section 2.3. It is worth mentioning that even though
atomistic simulation is intrinsically three-dimensional, to carry out the strain calculations, the
system of atoms was projected onto a two-dimensional plane.
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2.3 Calculation of Finite Strain
In this section the continuum theory of finite deformation [Mal and Singh, 1991] will be applied
to the atomic scale, along with the methodology used to calculate the strain.
2.3.1 Deformation Gradient and Strain
A solid body is distributed over a region of space. Every geometrical point in this continuum
solid is occupied by a small element of solid at all times. This differential solid element can
be referred to as a “point” from here on. It is known that application of a load will deform
the body. This implies that some points will be displaced from their original positions. To
differentiate between the original and the deformed configurations of the points before (0) and
after (t) the application of the load, the symbols R0 and Rt will be used to denote the space
occupied by the points. The points in these configurations are denoted by their coordinates XI
(I = 1, 2) [X ∈ R0] and xi (i = 1, 2) [x ∈ Rt], respectively. For simplicity, both R0 and
Rt will be assumed to have the same cartesian vector basis. The motion of the concerned point
P is described by the mapping
x = χ(X) (2.6)
where χ is assumed to be continuously differentiable with respect to X. If the point P occupy-
ing the position XI in the original space R0 has quasi-statically moved to occupy the position
xi in the deformed spaceRt where Equation 2.6holds, another neighbouring point P ′ originally
located at XI + ∆XI in R0 will have therefore moved to xi + ∆xi in Rt. The deformation
gradient tensor can now be defined as
FiI = lim
∆XI→0
χ(XI + ∆XI)− χ(XI)
XI + ∆XI −XI =
∂xi
∂XI
(2.7)
The deformation gradient FiI gives a complete description of the deformation of the solid in
the immediate neighbourhood of the point P [Mal and Singh, 1991]. The finite strain tensor is
defined as
E =
1
2
(FTF− I) (2.8)
whereas the infinitesimal strain tensor is defined as
e =
1
2
((F− I) + (F− I)T ) (2.9)
where the superscript T denotes the transpose of a matrix, and I is the identity matrix of a
suitable order. The finite strain tensor and the infinitesimal strain tensor are close to each other,
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according to some appropriate metric, when the strains are “small”.
After having gone through the above discussion for a continuum solid, it can be argued that
the definitions of deformation gradient and strain must hold for a discrete atomic system, if the
points P and P ′ of the continuum are identified with the centre-point of the atom (“atom” from
now on). Thus, the displacement of the continuum points would correspond to the displacement
of the atoms.
2.3.2 Homogeneous Deformation
The definition of the deformation gradient, which is needed to calculate the strain, requires the
operation of differentiation. To allow this, the position of the atoms will first be fit with linear
and quadratic functions, which can then be analytically differentiated. These functions must be
applied in a local region around the reference atom to justify the condition of ∆XI → 0 used
in the definition of the deformation gradient.
For a linear transformation [Love, 1920], the deformed position of the atom can be ex-
pressed in the form
xi = aijXj + bi (2.10)
where aij and bi are constants that are independent of Xj , and i, j = 1, 2 for a two-dimensional
system. To find the fitting parameters in the above expression, the sum of the squares of the
error between the observed and the expected values of the deformed location of each atom must
be set to a minimum. The square of the error Esq in the deformed position is written as
Esq =
4∑
n=1
(x¯i − xi)2n =
4∑
n=1
(x¯i − aijXj − bi)2n (2.11)
where x¯i and xi are the observed and expected deformed coordinates, respectively. The sum-
mation acts only on the position co-ordinates x¯i and xi over neighbouring atoms n, with n = 1
being the reference atom. Although inclusion of displacement information from additional
neighbouring atoms will, in principle, result in more accurate curve fits, it will, however, make
the system less local and more global. For the linear fit, four neighbouring atoms has been
found to be optimum for giving accurate enough results. To find the extremum of Esq with
respect to aij , the first derivative of the error is equated to zero:
∂Esq
∂aij
= 0 (2.12)
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and to verify that this extremum is a minima, a second-derivative test is done as
∂2Esq
∂a2ij
> 0 (2.13)
Similarly, the extremum of Esq is found with respect to bi:
∂Esq
∂bi
= 0 (2.14)
and the verification that this is the minima is done as
∂2Esq
∂b2i
> 0 (2.15)
The unknown constants aij and bi can be found by solving the system of linear Equations 2.12,
2.14. Thereafter, the deformation gradient FiI and the strain E can be easily computed.
In the present work, the above technique has been extended for the quadratic deformation
function in which the deformed position of the atom can be expressed in the form
xi = aijkXjXk + bijXj + ci (2.16)
where aijk, bij and ci are constants independent of Xj , and i, j, k = 1, 2. This is done to see if
this gives more accurate results compared to the linear approximation. It is worth mentioning
that the non-linearity in the deformation is unrelated to the non-linearity in elasticity; the latter
has been discussed extensively in the literature [Geubelle and Knauss, 1994]. For finding the
unknown constants in the above expressions, the square of the error between the observed and
the expected values must be set to zero. The square of the error Esq in the deformed position is
written as
Esq =
10∑
n=1
(x¯i − xi)2n =
10∑
n=1
(x¯i − aijkXjXk − bijXj − ci)2n (2.17)
where x¯i and xi are the observed and expected deformed coordinates, respectively. The sum-
mation acts only on the position co-ordinates x¯i and xi over neighbouring atoms n with n = 1
being the reference atom. As the number of unknowns in the quadratic deformation fit is greater
than in the linear fit, the displacement information from a greater number of atoms is needed.
The minimum number of such atoms turns out to be ten (the reference atom being one of them)
here. For finding the extremum of Esq with respect to aijk
∂Esq
∂aijk
= 0 (2.18)
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Similarly, the extremum of Esq with respect to bij requires that
∂Esq
∂bij
= 0 (2.19)
Following up with the extremum condition for Esq with respect to ci:
∂Esq
∂ci
= 0 (2.20)
A second derivative test was done to confirm that these extrema are indeed minima. The con-
stants aijk, bij and ci (and hence the deformation gradient and strain) can be found solving the
system of linear Equations 2.18 - 2.20. It should be emphasised that these linear and quadratic
fits are local, and are used only so as to permit the deformation to be differentiated; the de-
formation may vary macroscopically in an arbitrary manner. The strains have been calculated
numerically, using the code that can be found in the Appendix.
2.4 Results
2.4.1 Strain
The strain yy along the crack line ahead of the tip for the system of Figure 2.1 has been
calculated, using a variety of methods: the linear and quadratic deformation approximations,
according to both the finite and infinitesimal strain definitions. The results are shown in Fig-
ure 2.2 from the third atom from the crack tip. For the first two atoms, there are not enough
uniformly-spread neighbouring atoms in the bulk to accurately use linear and quadratic ho-
mogeneous deformation functions. There is only a minor (essentially negligible) difference
between the infinitesimal and finite strains calculated for both the linear and the quadratic de-
scriptions of the deformation. This gives indications that infinitesimal strain theory is valid in
the near-tip region.
2.4.2 Stress
The stress tensor σij is now computed at an atomic level within the theory of linear elasticity
using Hooke’s law σ = C , where C is the elasticity tensor (the values of which are derived
using interatomic potentials and crystal structure) specified in Supplement B, and σ and  are
the stress and strain tensors. Justification for using linear elasticity will be presented in Sub-
section 2.4.3.
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Figure 2.2: Strain components yy along the line ahead of the crack tip, computed using a
variety of methods. Points correspond to atom sites.
From the plots for stress σyy in Figure 2.3, similar observations to those of strain can be
made. Specifically, there is generally good agreement between all the methods, indicating that
infinitesimal strain and locally linear deformation approximation are sufficient assumptions. In
addition to the stresses calculated from the strains of Subsection 2.4.1, Figure 2.3 also shows the
analytical continuum solution to the problem discussed in Supplement A. The worst mismatch
occurs at the third atom from the crack tip, but this stress is still within 20% of the analytical
approximation.
It is necessary to point out that the analytical results were derived for an isotropic medium,
whereas the crystalline silicon is anisotropic. For the present comparison, the stresses were
therefore calculated from the analytical solution by using the Young’s modulus in the relevant
crystallographic direction [Kermode, 2008].
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Figure 2.3: Stress component σyy along the line ahead of the crack tip, computed using a
variety of methods. Points correspond to atom sites.
2.4.3 Strain Energy Density
The strain energy density at each atomic site i can be evaluated straightforwardly as
U i =
1
2
σimn
i
mn (2.21)
where σimn and 
i
mn are the stress and the strain tensors, respectively, at the atomic site i. It
can be observed from Figure 2.4 that there is only a negligible difference between the energy
density calculated via Hooke’s law using the linear/quadratic deformation approximations, and
both the infinitesimal and finite strain tensors. Furthermore, there is good agreement between
the Hooke’s law strain energy density and the values calculated using the three-body inter-
atomic potential. The closest match to the potential energy is found when the energy density is
computed using infinitesimal strain and the linear deformation function. This justifies the use
of linear elasticity for calculating the stresses in Subsection 2.4.2.
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Figure 2.4: Strain energy density along the line ahead of a crack tip, computed using a variety
of methods. Points correspond to atom sites.
2.5 Conclusion
It was not trivial to predict the result of this work a priori. This is because the scientific
community has traditionally been divided into two factions: (a) REF those who acknowledge
non-linearity in the crack-tip region but assume linear elasticity arguing that non-linearity is
confined to a very small region ahead of the crack-tip, and (b) REF those who acknowledge
non-linearity in the crack-tip region and account for it using plasticity or other dissipation
theories. A direct address to this debate had long been overdue. The impact of this work is
potentially important, as the fracture mechanics community can now confidently use linear
elasticity in the crack-tip region for a brittle material. The challenge to accurately transform
the continuum definitions of strain to the discrete crystal required revisiting the arguments and
assumptions that were used to arrive at the definition of strain.
It has been found that stresses computed from atomistic simulations of the deformation
around a crack tip in silicon agree very closely with those computed from the analytical so-
lution of the continuum equations, up to distances beyond 1 nm (about three atoms) from the
27
crack tip. Long-standing concerns that the singular stresses predicted by the analytical solution
would render the solution invalid therefore seem to be unwarranted. The failure of this method
for the first two atoms from the crack-tip must naturally not be taken to imply non-elasticity.
For the first two atoms, there are not enough uniformly-spread neighbouring atoms in the bulk
to accurately use linear and quadratic homogeneous deformation functions. Since this model
of silicon crystal can be viewed as an archetypical brittle material, it is expected that these
results can be used to generalise the validity of infinitesimal strain theory to other perfectly
brittle materials. The present work supplies a counter-argument to, for example, Barenblatt’s
claim [Barenblatt, 1962] that it is necessary to invoke cohesive forces to cancel out the analyti-
cal singularity, or arguments that appeal to a small region of plastic deformation in the crack-tip
region. It has been shown that the stresses in this region are large but finite very close to the
crack tip, and can be modelled using linear elasticity.
Supplement A: Stresses in an Infinite Strip Containing a
Semi-Infinite Crack
The following is a brief sketch of Knauss’ approach to the linear elastic problem of a semi-
infinite crack in an infinite strip under fixed-grip boundary conditions [Knauss, 1966]. Sub-
tracting the field of a uniformly stressed strip
σ0yy = E
′δ (2.22)
σ0xx = νE
′δ (2.23)
σ0xy = 0 (2.24)
where E ′ is the effective Young’s modulus of the material (which differs depending on whether
plane stress or plane strain conditions apply), and ν is Poisson’s ratio. Knauss expressed the
problem in terms of the two-dimensional Airy stress function φ(x, y), which is related to the
stresses by
σyy =
∂2φ
∂x2
(2.25)
σxx =
∂2φ
∂y2
(2.26)
σxy = − ∂
2φ
∂x∂y
(2.27)
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The stresses obtained from the Airy stress function will satisfy the equations of static equilib-
rium, provided that the following compatibility equation is satisfied:
∇4φ = ∂
4φ
∂x4
+ 2
∂4φ
∂x2∂y2
+
∂4φ
∂y4
= 0 (2.28)
The problem reduces to integrating this equation subject to the appropriate boundary condi-
tions. This can be done by Fourier transforming the equation and boundary conditions with
respect to x, taking ω as the conjugate variable. This allows all the fields to be expressed in
terms of the transformed stress σˆ+(ω) along the line ahead of the crack tip and the transformed
displacement vˆ−(ω) along the line behind the crack tip. These functions are related by
σˆ+(ω) + E
′F (ω)vˆ−(ω) =
1
iω
E ′δ (2.29)
where F (ω) is a known function. Knauss then used the Wiener-Hopf technique to write F (ω)
as a product of the two functions F+(ω) and F−(ω), where F+ has neither poles nor zeroes
in the upper half plane, and F− has neither poles nor zeroes in the lower half plane. These
requirements can be satisfied by choosing
F−(ω) = F+(−ω) =
1− ω
ω0
1− ω
z0
∞∏
n=1
(
1− ω
ωn
)(
1 + ω
ω¯n
)
(
1− ω
zn
)(
1 + ω
z¯n
) (2.30)
where the complex numbers ωn and zn are the roots of the equations
(3− ν) sinh2 ωn + (1 + ν)ω2n +
4
1 + ν
= 0 (2.31)
(3− ν) sinh zn cosh zn − (1 + ν) zn = 0 (2.32)
Equation 2.29 can now be rewritten
iωσˆ+(ω)− E ′δ
F+(ω)
= −iωE ′F−(ω)vˆ−(ω). (2.33)
By considering the asymptotic behaviour of vˆ− and σ+ required to obey the boundary con-
ditions, the half-planes in which F+ and F− are analytic can be shown to overlap. Invoking
Liouville’s theorem proves that the two sides of Equation 2.33 must be equal to a constant in
the overlap strip. This argument yields
σˆ+(ω) =
iE ′δ (F+(ω)− 1)
ω
. (2.34)
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The stress distribution along the line y = 0 can be obtained by taking the inverse Fourier
transform of this equation, and adding the contribution from the uniform field:
σyy(x, 0) =
1
2pi
∫
γ
σˆ+(ω)e
−iωxdω + σ0yy. (2.35)
The integration contour γ runs along the real axis from−∞ to∞with a semi-circular deforma-
tion of radius  around the origin to avoid the singularity in σˆ+. In principle, Knauss’s method
can be used to evaluate all stress components at any position in the strip by the application of
Equations 2.25 - 2.27, but here only σyy(x, 0) is considered. This calculation is sufficient to
enable useful comparisons with the atomistic calculations. The roots of Equations 2.31 and
2.32 must be found numerically [Kermode, 2008], and the infinite product of Equation 2.30
has to be truncated after a finite number of terms, denoted here by N . The integral can then be
evaluated by breaking it down into a sum of contributions
σyy(x, 0) =
1
2pi
{∫ −R
−∞
+
∫ 
−R
+
∫
C
+
∫ R

+
∫ ∞
R
}
+ σ0yy (2.36)
where the contour C represents a semi-circle of radius  around the origin in the lower half-
plane. The five integrals are denoted by the symbols I1, I2, I3, I4 and I5, respectively.
Considering I5 first, Knauss gives an asymptotic form for the function F+(ω)
lim
ω→∞
F+(ω) =
θ
Γ2
(
5
4
) ( iω
epi
) 1
2
(2.37)
where θ is a constant that depends on the ωn and zn. In this limit F+ behaves like A
√
ω.
Substituting this asymptotic form into Equation 2.36 and transforming x → x − iη to ensure
that the integrand tends to zero as ω tends to infinity, it follows that
I5(x,R) = lim
η→ 0+
iE ′
2pi
∫ ∞
R
(A
√
ω − 1)
ω
e−iωx−ωηdω (2.38)
This expression can be integrated analytically. The first term can be transformed into a Gaussian
integral by the substitution s =
√
ω, and the second can be expressed in terms of the incomplete
Gamma function. Taking the limit η → 0, the value of the original integral is found as
I5(x,R) =
E ′δ
2pi
{
θ (1 + i)
Γ2
(
5
4
)√
2eix
(
1− erf√−iRx
)
− iΓ(0, iRx)
}
(2.39)
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where the error function erf(z) and the incomplete Gamma function Γ(a, z) are defined as
follows, and can be evaluated using series representations:
erf(z) =
2√
pi
∫ z
0
e−s
2
ds (2.40)
Γ(a, z) =
∫ ∞
z
sa−1e−sds (2.41)
Repeating this procedure for I1 with the substitution x→ x+ iη, so that the integrand vanishes
as x→ −∞, yields the simple result
I1(x,R) = I5(x,R)
∗ (2.42)
I2 and I4 have to be evaluated numerically, but again symmetry can be used to show that
I2(x, , R) = I4(x, , R)
∗ (2.43)
and so only one of the integrals needs to be evaluated. I3 can either be determined numerically,
or by considering the contribution made by the residue of σˆ+ at the origin. From a practi-
cal point of view this term is not significant to the overall value of the integral, and can be
ignored [Kermode, 2008]. Putting all these results together yields
σyy(x, 0) = 2Re [I1(x,R)] + 2Re [I2(x, , R)] + I3(x, ) + σ0yy (2.44)
where Equations 2.42 - 2.43 have been used to reduce the numerical computation required.
The result has to converge with respect to the number of terms N used to approximate the
infinite product in F+, and the parameters  and R. Since the contribution made by I3 is
negligible, the final stress is relatively insensitive to the choice of . R can be chosen to reduce
the contribution of the asymptotic integrals I1 and I5 below some threshold. Converged results
have been achieved with N = 100,  = 0.1 and R = 104 [Kermode, 2008].
Supplement B: Elastic Properties
The elasticity tensor cijkl linearly relates the stress tensor σij to the strain tensor ij as σij =
cijklij . Symmetries of c and , and the requirement for the strain energy to be positive definite,
reduce the fourth order tensor cijkl to a 6 by 6 matrix Cij . For the present case of a cubic cell
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structure, there are only three independent elements, so the elasticity tensor Cij takes the form
C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44

whereC11 = 151.35 GPa,C12 = 76.409 GPa andC44 = 56.422 GPa in the atomic crystal frame
of reference [Kermode, 2008]. This elasticity tensor has to be rotated from the crystal frame
(x parallel to [100], y to [010], z to [001] Miller directions) to the sample frame (x = [11 − 2],
y = [111], z = [1− 10]). This is necessary because the lowest energy cleavage plane in silicon
is (111), and not (100).
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3 Lattice Spring Model for the
Determination of Crack Growth
Direction
3.1 Introduction
In this chapter, a lattice spring model is constructed to simulate crack growth for the calcula-
tion of the crack growth direction. Comparisons of these direction predictions are made with
previously proposed analytical criteria.
The most general case of mixed mode loading would have biaxial stresses acting in the far
field of an inclined crack. However, in keeping with most previous work on this problem, only
a uniaxial stress oriented at some angle with the crack will be considered [Gdoutos, 1984].
For a brittle, isotropic linear elastic body, it is well known that a crack (Figure 3.1a) will
grow straight ahead under pure normal loading. However, there is no clear-cut solution to the
direction of crack growth when the loading is mixed (Figure 3.1b).
σ
σ
(a) Normal Loading
σ
σ
β
(b) Mixed Loading
σxy
σxx
σyy σyx
σxy
σxx
σyy σyx
(c) Equivalent Mixed Mode
Figure 3.1: A cracked body under the action of a uniaxial loading σ.
The Stress Intensity Factors (SIF) for Mode 1 and 2 for the case shown in Figure 3.1b are
given by
K1 = KIo cos
2 β (3.1)
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K2 = KIo cos β sin β (3.2)
where KIo is the pure normal mode SIF when β = 0. The ratio K2/K1 denotes the mode-
mixity of the loading.
Using Mohr’s circle transformation, the stresses in Figure 3.1c can be expressed as
σyy = σ[1 + cos(2β)]/2 (3.3)
σyx = σ sin(2β)/2 (3.4)
σxx = σ[1− cos(2β)]/2 (3.5)
There have been numerous efforts in the past to predict the direction in which the crack
will grow. The following are the most popular of these crack growth criteria, explained in more
detail in Section 3.2:
• Principal Stress [Erdogan and Sih, 1963]
• Minimum Strain Energy Density [Sih, 1974]
• Maximum Strain Energy Release rate [Strifors, 1974]
Under certain special conditions (minor mode-mixity), it has been argued that the maxi-
mum principal stress is sufficient for the prediction of crack direction [Ohtsuka, 2002]. How-
ever, largely there is no consensus in the general case.
In this chapter, only tensile loading will be considered, as opposed to compressive load-
ing [Hoek and Bieniawski, 1965] in a linear elastic isotropic material. The directional stability
of a straight crack has been studied before [Melin, 1992], but in the present work it will be
assumed that the initial crack growth direction is stable.
3.2 Existing Criteria for Crack Growth Direction
Three of the most common criteria for the direction of crack growth in tensile loading are
discussed here. Only two-dimensional criteria are considered.
3.2.1 Principal Stress Criterion
Perhaps the most notable and early idea in the direction prediction of a crack was given by Er-
dogan and Sih [1963], who proposed that the direction would be such that at a point just ahead
of the crack tip, the circumferential stress must be equal to some critical value. By the principle
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of linear superposition, the shear stress for an isotropic homogeneous material can be written
as
τrθ =
cos(θ/2)
2
√
2pir
[K1 sin θ +K2(3 cos θ − 1)] (3.6)
in a polar coordinate system when the crack tip is at the origin, and θ = ±pi are the crack
faces. The angle θ0, for which τrθ = 0, will determine the orientation of the principal axis, and
satisfies the following relation:
K1 sin θ0 +K2(3 cos θ0 − 1) = 0 (3.7)
This can be solved for the direction of crack growth as follows:
θ0 = cos
−1
[
3(K2/K1)
2 +
√
8(K2/K1)2 + 1
9(K2/K1)2 + 1
]
(3.8)
3.2.2 Minimum Strain Energy Density
Another argument that has been proposed is that the direction of crack growth should be con-
trolled by the local strain energy density S at a certain distance ahead of the crack tip [Sih,
1973]. A flaw would form at a certain angle for which the strain energy density has a minimum
value, and once it has reached a certain critical value, this flaw would coalesce with the main
crack.
The strain energy density S can be written as
S = a11K
2
1 + 2a12K1K2 + a22K
2
2 (3.9)
where
a11 =
1
16piG
(1 + cos θ)(κ− cos θ) (3.10)
a12 =
sin θ
16piG
[2 cos θ − (κ− 1)] (3.11)
a22 =
1
16piG
[(1− cos θ)(κ+ 1) + (1 + cos θ)(3 cos θ − 1)] (3.12)
where G is the shear modulus and κ is Kolosov’s constant, which depends on Poisson’s ratio ν
according to
κ = 3− 4ν plane strain (3.13)
κ =
3− ν
1 + ν
plane stress (3.14)
The required angle θ0 is given by the conditions ∂S∂θ = 0 and
∂2S
∂θ2
> 0. In general, the angle θ0
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will depend on Poisson’s ratio, ν.
For K2/K1 << 1, it can be easily shown that there exists two solutions:
θ0 = 0 θ0 = cos
−1(
κ− 1
2
) (3.15)
It is worth noting that the first of these two solutions suggests that the crack may grow straight
ahead, irrespective of the nature of loading.
For K1/K2 << 1, it can be easily shown that there exists two solutions:
θ0 = 0 θ0 = cos
−1(
κ− 1
6
) (3.16)
It is worth noting, yet again, that the first of these two solutions suggests that the crack may
grow straight ahead, irrespective of the nature of loading.
Based on these special cases above, there is a possibility that θ0 = 0 in some real cases.
3.2.3 Maximum Strain Energy Release Rate
According to Strifors [1974], the direction of crack growth is determined by the direction that
maximises the strain energy release rate. The strain energy release rate of a virtual displacement
of the crack tip in the θ direction can be expressed in terms of a generalized J-Integral quantity.
For in-plane loading in a linear elastic material, the release rate can be written as
Jθ =
κ+ 1
8µ
[(K21 +K
2
2) cos θ − 2K1K2 sin θ] (3.17)
with κ and µ as Kolosov’s constant and shear modulus, respectively. The required angle θ0 is
given by ∂J
∂θ
= 0 and ∂
2J
∂θ2
< 0.
A general solution for the crack growth direction angle is found to be
θ0 =
−2(K2/K1)
1 + (K2/K1)2
(3.18)
3.3 Methodology
A brittle isotropic linear elastic material will be modelled as a network of nodes interconnected
by springs in a square lattice pattern, with each node in the bulk surrounded by eight others. In
a crude atomistic sense, the nodes and the springs represent the atoms and the bonds between
them, respectively. A thin crack is created in this model by the absence of certain springs.
36
Before the model is used to simulate crack growth, it is important to thoroughly study and
accurately define the properties of the unit spring cell. The values of the spring constants will
be chosen so as to ensure elastic isotropy.
3.3.1 Force Balance
Two nodes joined by a spring are first considered. The relaxed and the deformed situations are
represented in Figure 3.2. The node at (x0, y0) is the reference node, whereas the one at (xi, yi)
is the neighbouring node.
(x0, y0)
(xi, yi)
Relaxed spring Deformed spring
(x0 + δx0, y0 + δy0)
(xi + δxi, yi + δyi)
Figure 3.2: Relaxed and deformed configurations of two nodes joined by a spring.
The force F in the spring shown in Figure 3.2, as a result of deformation, is
F = ki0[
√
(xi + δxi − x0 − δx0)2 + (yi + δyi − y0 − δy0)2 −
√
(xi − x0)2 + (yi − y0)2]
where ki0 is the spring constant. If the reference node (x0, y0) is surrounded by n neighbouring
nodes, then the force balance is written as
(
n∑
i=1
ki0)s0 = F0 (3.19)
in terms of the spring constant ki0, the node displacement s0 and the applied external force F0
on the reference node.
3.3.2 Unit Cell
A unit square cell is shown in Figure 3.3. To simulate a solid body that can sustain shear load-
ing, cross springs (inclined) need to be included, in addition to the nearest-neighbour springs
(horizontal and vertical). The spring constants k1 and k2 are for the nearest-neighbour and cross
springs, with unstretched lengths of 1 and
√
2, respectively. As has been shown in Chapter 2,
the linear stress-strain relationship with small strains gives an accurate representation of the
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k1
k2
Figure 3.3: A unit square cell consisting of nearest-neighbour and cross springs.
state of stress in the crack-tip region. This result will be used in the present model, to simulate
crack growth.
The expressions for Young’s modulus and Poisson’s ratio in terms of the spring constants
will be derived. It will be evident later that only one choice of the ratio k2/k1 will give rise to
an isotropic material.
Normal Loading
In Figure 3.4, the nodes have been denoted by the symbol n and a subscript to indicate their
number. Similarly, the springs have been denoted by the symbol s and a subscript to indicate
their number. Let a normal load f be applied at each of the two nodes n2 and n4. The node n1
is pinned to avoid rigid body motion, and the node n2 is put on a roller to avoid rotation about
the node n1.
s3
s2
s1
f f
n1
n2
n3
n4
Figure 3.4: A unit cell under normal loading.
The nodes with their initial and deformed positions are
• n1: (0,0)→ (0,0)
• n2: (0,1)→ (0,1+δy)
38
• n3: (1,0)→ (1-δx,0)
• n4: (1,1)→ (1-δx,1+δy)
where δx and δy are the increments in the positions of the nodes in the x and the y-direction.
The extensions of the springs are denoted with the symbol e, for example, the extension in
the spring s7 is e7. The extensions in the springs are computed as
e1 =
√
(1 + δy)2 − 1 ≈ δy (3.20)
e2 =
√
(1− δx)2 + (1 + δy)2 −
√
2 ≈ δy − δx√
2
(3.21)
e3 =
√
(1− δx)2 − 1 ≈ −δx (3.22)
These calculated values of the spring extensions e1, e2 and e3 need to be related to the spring
constants k1 and k2 to furnish the elastic properties of this unit cell and the lattice model.
Poisson’s Ratio
Focussing attention on the node n4, the force balance along the x-direction is written as
k1e3 + k2e2 cos (pi/4) = 0 (3.23)
Substituting the extensions e2 and e3 from Equations 3.21 - 3.22, the Poisson’s ratio ν for
normal loading is deduced to be
ν =
δx
δy
=
(k2/k1)
(k2/k1) + 2
(3.24)
Young’s Modulus
The Young’s modulus Ev for the unit cell under normal loading is written as
Ev =
stress
strain
=
Total Force/Area
Increase in Length/Original Length
=
(f + f)/(1)
δy/1
=
2f/1
δy/1
(3.25)
assuming the unit cell to be of unit thickness into the page.
Focussing attention on the node n4, the force balance along the y-direction is written as
k1e1 + k2e2 sin (pi/4) = f (3.26)
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which, when substituted with the spring extensions e1 and e2 from Equations 3.20 - 3.21, gives
k1δy + k2(
δy − δx
2
) = f (3.27)
Substituting Poisson’s ratio ν from Equation 3.24 into the above expression yields
δy(k1 +
k2
2
) + k2
k2
k1(
k2
k1
+ 2)
δy = f (3.28)
which can be re-written in the form of the Young’s modulus Ev as
Ev =
2f
δy
= (2k1 + k2)− k
2
2
k2 + 2k1
=
4k1(k1 + k2)
k2 + 2k1
(3.29)
The same Young’s modulus Eh is arrived at if a pure shear loading is considered. From
here on, the symbol E will be used for both cases of loading, Ev and Eh.
Diagonal Loading
In order for this model to represent an isotropic material, it is necessary that the Young’s mod-
ulus is equal to the elastic modulus in diagonal loading.
Let a diagonal load 2f be applied on the unit cell at an angle of pi/4 anti-clockwise from
the horizontal, as shown in Figure 3.5. The nomenclature of nodes and springs used here will
be same as that used in the case of normal loading.
s3
s5
s1
s4
s2
2f
n1
n2
n3
n4
s6
Figure 3.5: A unit cell under diagonal loading.
The nodes with their respective initial and deformed positions are
• n1: (0,0)→ (0,0)
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• n2: (0,1)→ (δx1,1+δy)
• n3: (1,0)→ (1+δx - δx1,0)
• n4: (1,1)→ (1+δx,1+δy)
The extensions in the springs are computed as
e1 =
√
(δx1 − 0)2 + (1 + δy)2 − 1 ≈ δy (3.30)
e2 =
√
(δx1 − (1 + δx− δx1))2 + ((1 + δy)− (0))2 −
√
2 ≈ δx+ δy − 2δx1√
2
(3.31)
e3 =
√
(1 + δx− δx1)2 + ((1 + δy)− (1 + δy))2 − 1 ≈ δx− δx1 (3.32)
e4 =
√
(1 + δx− δx1)2 + (0− 0)2 − 1 ≈ δx− δx1 (3.33)
e5 =
√
(1 + δx− 0)2 + (1 + δy − 0)2 −
√
2 ≈ δx+ δy√
2
(3.34)
e6 =
√
((1 + δx)− (1 + δx− δx1))2 + (1 + δy − 0)2 − 1 ≈ δy (3.35)
Elastic Modulus
Focussing on the node n4, the elastic modulus is written as
Y =
2f/
√
2
(
√
(1 + δx)2 + (1 + δy)2 −√2)/√2 ≈
2f/
√
2
(δx+ δy)/2
(3.36)
Focussing attention on the node n2, the force balance along the x-direction is written as
k1e3 + k2e2 cos (pi/4) = 0 (3.37)
Focussing attention on the node n4, the force balance along the x-direction is written as
k2e5 cos(pi/4) + k1e3 = 2f cos(pi/4) (3.38)
Focussing attention on the node n4, the force balance along the y-direction is written as
k2e5 sin(pi/4) + k1e6 = 2f sin(pi/4) (3.39)
Solving Equations 3.37 - 3.39 by substitutions from Equations 3.30 - 3.35 yields
δx+ δy
2
=
2f
2
√
2
1
k1 + k2
[
k1
k2
+ 2
]
(3.40)
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which, when inserted into the RHS of Equation 3.36, gives
Y =
2(k1 + k2)
(k1/k2) + 2
(3.41)
Isotropy
To model an isotropic system, an appropriate ratio of the spring constants k2/k1 must be used.
This requires that the elastic constants calculated along different orientations must be equal,
meaning that E (normal loading) from Equation 3.29 must be equal to Y (diagonal loading)
from Equation 3.41. This gives the condition
k2/k1 = 1 +
√
3 (3.42)
It has also been verified computationally that this choice of spring constants leads to an isotropic
system.
Using this value of the spring constants ratio k2/k1, with k1 = 1, it can be easily calculated
that E = 3.1547 and ν = 0.57735. It is worth mentioning that values of Poisson’s ratio in the
range 0.5 < ν < 1 are acceptable for a two-dimensional isotropic body - which the lattice
model intends to simulate.
3.3.3 Full Model
Using the unit cell as defined in the preceding subsections, the lattice system can be constructed
with similar loading and boundary conditions. The spring constant of the nearest-neighbour
springs in the bulk will be 2k1, as these springs are shared by the two neighbouring cells. Cross
springs are never shared between any two cells.
The system of size N refers to a lattice system consisting of N by N nodes. Figure 3.6
shows a system of size N = 4 with the normal loading and the boundary conditions. The
bottom-left node is pinned so that it does not move in any direction, while the bottom-right
node is put on a roller so that it can move only the horizontal direction. The top-corner nodes
are given half the loading as opposed to the other boundary nodes.
Verification of Elastic Isotropy
In this section it will be proved that the lattice model created using the unit cells actually models
a material which is linear elastic and isotropic. This can be done by simulating the behaviour
of large lattices, and comparing the macroscopic material properties (ν and E).
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Figure 3.6: A lattice system of size N = 4 under normal loading.
Poisson’s Ratio
Poisson’s ratio for a unit cell has been shown to be ν = 0.57735. The lattice system should
have the same ν if it is large enough (infinite). The value is calculated by running simulations
for system size N = 10, 20, 30, 40, 50, 60, and an applied normal stress of 0.1.
System Size N Poisson’s ratio ν
10 0.577350269
20 0.577350269
30 0.577350269
40 0.577350269
50 0.577350269
60 0.577350269
Table 3.1: Poisson’s ratio ν of the lattice spring model.
As can be seen from Table 3.1, the values of ν given by the lattice spring model agree
exactly with those calculated for the unit cell. It can be inferred that the same value of ν would
hold for an infinite system.
Young’s Modulus
The Young’s modulus for a unit cell has been derived as E = 3.1547. An ideal lattice system
should have the same E if it were large enough (infinite). Calculations are done for E by
running simulations for system size N = 10, 20, 30, 40, 50, 60, and a normal stress of 0.1.
Extrapolating the data in Figure 3.7 forN →∞ (ie. 1/N → 0) yieldsE∞ = 3.155, which
is within 1% of the value computed for the unit cell. This confirms that that the lattice model
indeed represents a linear elastic isotropic system.
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Figure 3.7: Young’s modulus E variation with the size of the system.
Non-homogeneous Stress State
The above two tests are sufficient to establish that the linear elasticity and isotropy of the
unit cell is carried to the full model. For a further test of whether this model can cope with
non-homogeneous states of stress, the pore compressibility Cp of a square hole under biaxial
compression, as shown in Figure 3.8, is computed. The pore compressibility Cp is found using
the definition
Cp =
−δA
Aσh
(3.43)
where δA is the change in the area, A is the original area of the square hole, respectively, and
σh is the applied hydrostatic stress.
The dimensionless pore compressibility of a square hole has been shown to be [Ekneligoda
and Zimmerman, 2006]
GCop
1− ν = 2.4034 (3.44)
whereG = E/2(1+ν) and ν are the shear modulus and Poisson’s ratio, respectively. For a ma-
terial with E = 3.1547 and ν = 0.57735 (properties of the unit cell), the hole compressibility
comes out to be C0p = 1.0158.
Simulations are done for decreasing sizes of the square hole on systems of size N = 40
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σh
σh
σh σhd
Figure 3.8: A body with a square hole under biaxial compression.
and N = 50, with a hydrostatic compressive stress of 0.1. To simulate the situation of a small
hole in a large system, the size of the system N can be fixed while the size d of the hole is
decreased, d→ 0.
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Figure 3.9: Compressibility of a square hole.
Extraploation of the data in Figure 3.9, yields Cp40∞ = 1.054 and Cp50∞ = 1.048. These
values are within 4% of the exact value, affirming that the lattice model represents a linear
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elastic isotropic material that is capable of accurately representing a non-homogeneous state of
stress.
3.4 Crack Growth
This section discusses the methodology used to simulate crack growth in the lattice spring
model, which is linear elastic and isotropic.
3.4.1 Crack Growth Criterion
Using Griffith’s criterion of crack growth is not straightforward in the lattice spring model.
Therefore, a simple criterion for bond breaking is used, which is the primer of crack growth. In
each step of growth, the spring which has the maximum force breaks, after which its spring con-
stant is forced to zero. Since there are two different kinds of springs with different unstretched
lengths, it is sensible to break the spring which has the maximum force as opposed to the most
strained one [Sadhukhan et al., 2011]. If at any step, two springs have the same maximum
force, then both of them are broken.
At an atomic level, this can be interpreted as breaking the most stressed bond between any
two atoms, as opposed to the most strained bond.
3.4.2 Algorithm
Experimentally, crack extension is known to be a discontinuous process [Gdoutos, 1984]. The
lattice model will utilise such a discontinuous procedure to simulate crack growth.
The following algorithm is implemented to simulate crack growth in the full spring model
with a thin crack.
• Step 1: The initial configuration is fixed with the same boundary conditions as used for
the unit cell in Subsection 3.3.2.
• Step 2: Mixed mode loading is applied on the boundaries.
• Step 3: The displacement of each of the nodes are calculated using the method in Sub-
section 3.3.1.
• Step 4: The force developed in each of the springs is calculated as Step 3 above gives the
displacement of all the nodes.
• Step 5: Springs are broken based on the criterion outlined in Subsection 3.4.1.
46
• Step 6: The system re-equilibrates and the whole process begins again from Step 3 with
the deformed configuration of this last step acting as the initial configuration for the next
step.
Following this algorithm, the crack growth can be plotted through a series of broken bonds, the
mid-points of which are shown by •, in Figure 3.10.
Figure 3.10: Zoomed-in view of crack growth (N = 30, a = 10) for K2/K1 = 0.57735.
This algorithm has been implemented as an executable code in the Appendix. It is worth
mentioning that the crack growth at only one of the crack tips has been considered. The other
tip has been ignored completely. In reality this does not happen. However, as the objective is to
observe the bond breaking for the prediction of crack growth direction, this is a sensible thing
to do.
3.4.3 Crack Growth Direction
The direction of crack growth is calculated as the slope of a linear fit of the mid-point of all the
broken bonds. In Figure 3.10, the direction of crack growth is simply the slope of the line of
best fit across all broken bonds (shown by •).
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3.5 Results
A uniaxial tension of magnitude 0.01 is applied at the boundaries of the body with an inclined
crack. The crack inclination varies from 0◦-70◦. An equivalent condition, with a horizontal
crack (Figure 3.1c) and loading determined by Mohr’s circle transformation, is easier to visu-
alise. This latter form is implemented in the lattice spring model. The system size N = 30 and
crack size a = 10 is considered, with 10 steps of crack growth to capture small variations in
difference as the loading varies.
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Figure 3.11: Direction of crack growth.
The plot in Figure 3.11 shows the direction predicted by the lattice model, and its compar-
ison to the other commonly used analytical criteria.
The crack growth direction for different system sizes is compared in Table 3.2. The loading
angle varies in [0◦, 70◦].
For smaller values of the mode-mixity K2/K1, the crack growth angles predicted by the
lattice model are roughly consistent with the two analytical criteria.
For K2/K1 > 1.6003, the crack growth angles predicted by the lattice model converge to
a constant value that lies somewhere in between the predictions of the Principal Stress and the
Maximum Strain Energy Release Rate criteria.
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Crack Growth Angle (◦)
N = 30 N = 60
K2/K1 a = 10 a = 12
0 0 0
0.0875 33.4368 25.9985
0.1763 0 0
0.2679 0 12.4948
0.3640 45 42.8644
0.4663 42.4086 42.4086
0.5774 42.4086 42.4086
0.7002 62.0161 59.7830
0.8391 46.2606 46.2606
1.0000 0 0
1.1918 0 17.3801
1.4281 14.7833 12.6258
1.7321 42.1860 36.8699
2.1445 42.1860 42.1829
2.7475 40.5999 43.0699
Table 3.2: Dependence of the system size on crack growth direction.
There are two ranges, K2/K1 ∈ (0.1051, 0.1944) and K2/K1 ∈ (0.8693, 1.1918) where
the crack growth angle has been predicted by the lattice model to be 0◦. This can be explained
by similar analytical observations of the criterion discussed in Subsection 3.2.2. Moreover,
FEM simulations for some materials have also predicted this return-to-zero phenomena [Sha-
ranaprabhu and Kudari, 2010].
The present results show that the size of the crack or the system does not influence the
crack growth direction, contradicting the theory of critical distances [Taylor, 2008].
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4 Influence of the Cohesive Stress on
Crack Aperture and Stress
4.1 Introduction
For a sharp crack, classical elasticity predicts a stress singularity at the crack tip, which is often
claimed to be unrealistic. Barenblatt [1962] attempted to overcome this problem by including
the atomic level cohesive forces across the crack faces, so as to remove the singular stress at
the crack tip. The region in the crack plane over which these forces are assumed to act is called
the cohesive zone in literature.
Although Barenblatt seems to have envisioned the cohesive forces as being atomic in ori-
gin, and acting over very small length scales, his model has subsequently been interpreted by
fracture mechanicians as being applicable on a continuum scale, for the purposes of numeri-
cally modelling crack initiation and growth in ductile materials [Needleman, 1990, Tvergaard
and Hutchinson, 1996]. A small non-linear region called the process zone, through which en-
ergy is dissipated, is assumed to have developed ahead of the crack tip. The non-linearity is
assumed to be due to plasticity or microcracking. The cohesive zone helps simplify the compli-
cations of the process zone by replacing it with a simple cohesive law, that relates the cohesive
stress with crack face separation, capable of reproducing the similar effect as that of the process
zone. Despite its wide usage, there are certain fundamental issues in both the basic and applied
forms of the cohesive stress model that have not been adequately addressed in the literature.
Some of them are briefly discussed below.
• Barenblatt [1962] hypothesised that the cohesive force acts between the crack faces for a
short length near the crack tip. However, some researchers choose to ignore the cohesive
stress acting between the crack faces, and consider it only in the small process zone
(cohesive zone) ahead of the crack tip [Carpinteri et al., 2012], while others take it to
extend throughout the crack plane [Sinclair et al., 2011]. This confusion has stemmed
from a lack of clear understanding of the origin and nature of the cohesive force in a
crack, or from a lack of agreement on its definition.
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• The cohesive zone theory is widely used to model crack initiation and growth. However,
if the objective is to study the direct impact of the cohesive force, then the state of stress
in the crack plane and the crack aperture must be analysed. This is a direct test to check
the importance of the cohesive forces. Complicated phenomena such as crack initiation
and growth can be dealt with only after this aspect is clear.
• The nature of cohesive stress as a function of the crack separation is an issue that has
been only weakly addressed in the literature. As there is no direct and accurate way to
estimate the cohesive force, some researchers assume a simple law [Miron and Constan-
tinescu, 2011], and then attempt to prove that it is reasonable, whereas others appeal to
atomic/molecular properties to derive a cohesive force law [Krull and Yuan, 2011].
• The need for the cohesive stress in crack problems is also unclear. It is mostly argued to
be a simplification of the complicated non-linear process zone. This is not in accordance
with Barenblatt’s original conception of the cohesive force as something that is always
present to counter an increase in aperture.
In the present work, an attempt has been made to address these issues clearly. Because the
objectives of this present work are quite basic, certain assumptions will have to be made to
simplify the problem to the bare minimum. Though elliptical cracks have been considered,
most recently by Sinclair et al. [2011] and Unger [2012], only line cracks (a straight horizontal
cut) will be considered in the present work, to allow for simplicity in the analytical treatment.
It is possible to derive an expression (as a singular integral equation) for crack aperture subject
to a general cohesive law. However, a complete solution to this equation will require selection
of a specific law. The difficulty in solving this integral equation leaves little choice but to
assume a linear traction-separation law. The effect of the cohesive stress on the crack aperture
is thereby studied. It is further shown that stress singularity can be removed by the inclusion
of the cohesive force. Linear elasticity is assumed in the bulk of the material, as it has been
shown in Chapter 2 that it gives an accurate measure of the stress in the crack-tip region. A
brittle material (like glass) is assumed in the present work, with arbitrary shear modulus, as the
stresses and displacements can be normalised with respect to the far-field stress and the shear
modulus. Inglis [1913] was the first to compute the stresses around a cavity in an elastic solid.
As stated by Griffith [1921], the cohesive stress acts if the crack aperture is less than some very
small distance called the radius of molecular action. As far as this present study is concerned,
which utilises the model of a thin line crack, there will be no place on the crack where the
aperture will be non-zero initially. Therefore, the cohesive stress will be acting throughout, and
only along, the length of the crack. Although the exact nature and applicability of the cohesive
force has been studied by a few researchers (for example, Willis [1967]), these attempts have
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not been successful in making a solid base for its correct use. As described by Chan et al.
[1987], a realistic cohesive interaction is complicated to implement. For the present work,
the cohesive force is defined as the force which resists the crack face separation (increase in
aperture).
4.2 Origin and Nature of Cohesive Stress
For a general crack, the stress at the crack tip that is predicted by Linear Elastic Fracture Me-
chanics (LEFM) turns out to be infinite, even for a very small loading, assuming traction free
crack surfaces. As this does not seem to be realistic, Barenblatt [1962] assumed that other
forces besides those of classical elasticity must be at play. The cohesive force is the attractive
force between the atoms on the two opposite faces of the crack. The nature of this force maybe
ionic, or van der Waals, or any other special kind, but it will be called cohesive as long as it is
attractive in nature and resists the increase of crack aperture with the application of load. All
of the attractive forces are shown in Figure 4.1. The dashed (- -) forces are already accounted
for in linear elasticity, therefore only the solid (–) ones are referred to as cohesive stresses.
Figure 4.1: Attractive forces along the crack line of an elliptical crack.
The attractive forces in the process zone (if any) ahead of the crack tip are therefore al-
ready included in the linear theory of elasticity, and need not be separately considered. This is
universally true for a crack in equilibrium that does not intend to grow. For a crack that does
intend to grow, the definitions of surface energy and surface tension [Maugis, 2000] will be
useful. The surface energy γ of a solid is defined as the work γdA needed to reversibly and
isothermally create an elemental area dA of the new surface. This maybe done by overcoming
the weak van der Waals forces or the strong ionic forces - both of which depend on the distance
between surface atoms on opposite faces of the crack. The asymmetry of interactions at the
surface of a solid causes a modification in the ordered arrangement, reflected in non-uniform
atomic separation. As a result, a residual stress is set up at the surface, and leads to surface
tension. With these revised definitions, it can be safely stated that Griffith [1921] accounted for
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surface tension in his work, but not surface energy. It is this gap in the mathematical treatment
that was filled by Barenblatt [1962]. In the present study, the crack is assumed to be static and
not growing, but is free to deform in shape. Barenblatt [1962] asserts that the cohesive forces
are distance-dependent forces acting between the crack faces, and are not implicit in the linear
theory of elasticity. They are automatically invoked as soon as there is a need to counter an
increasing load to oppose the increase in aperture, and are variable in magnitude, just like the
force of friction. Keeping this understanding in mind, the next section discusses the analytical
derivation of the crack aperture and the stress in crack line under the influence of the cohesive
stress.
4.3 Solution for Crack Aperture and Stress
In this section, the crack aperture under the influence of a cohesive stress between the crack
faces will be derived, for normal loading. The complete analysis will employ both analytical
and numerical methods.
4.3.1 Analytical Formulation
Broberg [1999] derived an equation for the variation of crack aperture with a prescribed stress
on the crack faces. Later on in that work, these prescribed stresses were interpreted as the
cohesive stresses. Thus, in the present work, the derivation will be reworked with a distinction
to the region of cohesive stress (or cohesive zone). It must be pointed out that even though it
may appear, in the following analytical derivation, that the cohesive stresses are some sort of a
new stress; they should in fact be considered as a reaction to the applied load rather than as an
active load itself [Broberg, 1999]. For this reason, the cohesive law is valid only in the cohesive
zone and not in the bulk, as there is no relationship between the cohesive stress and the stress
in the bulk.
Two complex potentials are needed for the treatment and the relationship can be estab-
lished using the following representation of the displacement field [Papkovich, 1932]
2Gu = 4(1− ν)ψ −∇(φ+ r.ψ) (4.1)
where the unit vectors xˆ,yˆ,zˆ being in the x, y and z directions, u = uxˆ + vyˆ + wzˆ is the
displacement vector, r = xxˆ+yyˆ+zzˆ is the position vector while φ and ψ = ψxxˆ+ψyyˆ+ψzzˆ
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are the scalar and vector potentials satisfying
52φ = 0 52ψ = 0 (4.2)
The four potential components (φ,ψx,ψy,ψz) represent only three displacement components,
hence one of them can be put equal to zero. In plane strain, where u = u(x, y), v = v(x, y), w =
0 holds, it is easy to conclude from Equation 4.1 that ψz = 0 is the most sensible choice. As
φ, ψx and ψy are harmonic functions, they may be represented as
ψx = <f(z) ψy = =f(z) φ = <g(z) (4.3)
where symbols < and = represent the real and imaginary parts of functions f(z) and g(z),
which are analytic in the entire region. Insertion of Equations 4.3 into Equation 4.1 gives
2G(u+ iv) = (3− 4ν)f(z)− zf ′(z)− g′(z) (4.4)
Hooke’s law for plane strain gives
σx + σy =
2G
1− 2ν (
∂u
∂x
+
∂v
∂y
) =
4G
1− 2ν<[
∂
∂z
(u+ iv)] (4.5)
σx − σy = 2G(∂u
∂x
− ∂v
∂y
) = 4G<[ ∂
∂z
(u− iv)] (4.6)
τxy = G(
∂u
∂y
+
∂v
∂x
) = −2G=[ ∂
∂z
(u− iv)] (4.7)
Thus, the stresses are represented by the complex potentials
σx + σy = 4<[f ′(z)] (4.8)
σy − σx + 2iτxy = 2[zf ′′(z) + g′′(z)] (4.9)
If the components of the force exerted on the crack surface element ds, where s is the arc
length along the crack shown in Figure 4.2, are X ds and Y ds in the x and y directions, then
the following holds true for equilibrium:
X ds = σx dy − τxy dx Y ds = τxy dy − σy dx (4.10)
if the outward normal points to the right when moving in the positive s direction. Furthermore,
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Xds
Yds
σy dx
τxy dx
σx dy
τxy dy
ds
s
Figure 4.2: Forces X and Y on the crack face, and their relation to the stresses σy and τxy.
the following can be written:
(X + iY) ds = − i
2
[(σy − σx − 2iτxy) dz¯ + (σy + σx) dz] (4.11)
Use of Equations (4.8) - (4.9) in the above equation results in
(X + iY) ds = −i d[f(z) + zf ′(z) + g′(z)] (4.12)
which can be integrated along the arc to give the boundary condition
f(z) + zf ′(z) + g′(z) =
∫ s
0
(iX− Y) ds (4.13)
where the initial value of s can be chosen as zero. The following substitutions [Westergaard,
1939] are now made:
f(z) = p(z)− s(z) (4.14)
g′(z) = p(z) + s(z)− z[p′(z)− s′(z)] (4.15)
where p = (g′ + f + zf ′)/2 and s = (g′ − f + zf ′)/2 are analytic inside the body, as f and g
are analytic. Equations (4.8) - (4.9) take the following form:
σx + σy = 4<[p′(z)− s′(z)] (4.16)
σy − σx + 2iτxy = 4s′(z)− 2(z − z)[p′′(z)− s′′(z)] (4.17)
2G(u+ iv) =
1 + k2
1− k2 [p(z)− s(z)]− p(z)− s(z)− (z − z)[p
′(z)− s′(z)] (4.18)
and hence the boundary condition in Equation (4.13) changes to
p(z)− s(z) + p(z) + s(z) + (z − z)[p′(z)− s′(z)] =
∫ s
0
(iX − Y ) ds (4.19)
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It is assumed that the body and the loading geometry are symmetric with respect to the plane
y = 0, and pure normal loading prevails. We consider two symmetrically situated points z0 and
z0 about the crack axis. If the complex displacement is u0 + iv0 at z0, then it is u0 − iv0 at z0.
We can write displacements of Equation (4.18) for the two points z0 and z0 as
2G(u0 + iv0) =
1 + k2
1− k2 [p+(z0)− s+(z0)]− p+(z0)− s+(z0)− 2iy0[p
′
+(z0)− s′+(z0)]
(4.20)
2G(u0 − iv0) = 1 + k
2
1− k2 [p−(z0)− s−(z0)]− p−(z0)− s−(z0) + 2iy0[p
′−(z0)− s′−(z0)]
(4.21)
with the positive and the negative sign in the subscript of a function representing the upper and
the lower half planes separated by the line y = 0 (crack axis). Taking the complex conjugate
of Equation (4.21) gives
2G(u0 + iv0) =
1 + k2
1− k2 [p−(z0)− s−(z0)]− p−(z0)− s−(z0)− 2iy0[p
′
−(z0)− s′−(z0)]
(4.22)
By comparison of Equation (4.22) with Equation (4.20), it can be concluded that
p−(z¯) = p+(z) s−(z¯) = s+(z) (4.23)
As a general case, the unsymmetrical crack is taken to be y = 0, b < x < c, and the condition
(σy)+ = (σy)− = σ0y(x) and τ
0
xy = 0 holds on it where σ
0
y(x) and τ
0
xy are the normal and shear
cohesive stress on the crack, respectively. The treatment of non-zero τ 0xy can be similarly done
but is not considered in the present work. Now, the LHS of Equation (4.17) can be written as
(σy − σx + 2iτxy)− = (σy − σx + 2iτxy)+ (4.24)
for y = 0, because σx and σy are symmetrical with respect to y = 0, and τxy vanishes for y = 0
throughout the crack. Because of Equation (4.17), the following relation holds true for y = 0:
s′−(x) = s
′
+(x) (4.25)
implying that no branch cut has to be made for s′(z) along the crack line. The points z = b and
z = c cannot be poles, as the stress and strain energy here are bounded, directly implying that
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s′(z) and s(z) are analytic in the whole region, including the crack line. As the region of study
is theoretically infinite, we can invoke Liouville’s Theorem to deduce that s′(z) is a constant,
which Westergaard [1939] took to be zero. Using Equation (4.23) in Equations (4.16) - (4.19)
for y = 0, x ∈ (b, c) gives us
(σy)+ = 2<p′+(x) = p′(x+ i0) + p′(x+ i0) = p′+(x) + p′−(x) = σ0y(x) (4.26)
For x 6∈ [b, c], the following can be written, using Equation (4.18):
2Gi
∂v+
∂x
=
1
1− k2 [p
′
+(x)− p′−(x)]−
k2
1− k2 [s
′
+(x)− s′−(x)] = 0 (4.27)
where the last term vanishes because of Equation (4.25) on y = 0. Thus,
p′+(x)− p′−(x) = 0 for x 6∈ [b, c] (4.28)
The remote stresses σ∞xx and σ
∞
yy are considered, but σ
∞
xx has no influence on crack opening in
pure normal loading.
Equations (4.26) and (4.28) constitute Hilbert’s 21st problem. This can be solved by bring-
ing both the equations to the same form by the introduction of an auxillary function
G(z) = (z − b)1/2(z − c)1/2 (4.29)
with a branch cut along y = 0, x ∈ (b, c) and with the choice of the branch for whichG(z)→ z
as z →∞. Then
G−(x)
G+(x)
= +1 for x 6∈ [b, c] (4.30)
G−(x)
G+(x)
= −1 for x ∈ (b, c) (4.31)
and Equations (4.26) and (4.28) can be written as one single equation
p′+(x)−
G−(x)
G+(x)
p′−(x) = 0[U(b− x) + U(x− c)] + σ0y(x)[U(x− b)− U(c− x)] = s0(x)
(4.32)
where U is the unit step function. Multiplication of both sides with G+(x) results in
G+(x)p
′
+(x)−G−(x)p′−(x) = G+(x)s0(x) (4.33)
In the above equation, the LHS contains the difference between the values on the upper and the
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lower side of the x-axis of a function G(z)p′(z) that is analytic in both the upper and the lower
half-planes, though not everywhere on the x-axis. Using Plemelj’s Formula, this function is
found to be
G(z)p′(z) =
1
2pii
∫ ∞
−∞
G+(ξ)s0(ξ)
ξ − z dξ (4.34)
where s0(x) = σ0y(x), as can be concluded from Equation (4.32). However, this solution of
the Hilbert problem in Equation (4.33) is not complete; a function that is analytic in the whole
plane may be added, because the LHS of Equation (4.33) vanishes for such a function. This is
the same as adding a general solution to the homogeneous Hilbert problem, obtained by putting
the right member of Equation (4.33) equal to zero. Hence, the solution is
p′(z) =
1
2piiG(z)
∫ c
b
σ0y(ξ)G+(ξ)
ξ − z dξ +
P (z)
G(z)
(4.35)
where P (z) is analytic in the whole plane and thus a polynomial of finite degree (by Liou-
ville’s Theorem), the coefficients of which are real because of Equation (4.23). The boundary
conditions at infinity give
4<[p′(z)− s′(z)]|z|→∞ = σ∞yy + σ∞xx (4.36)
4<[s′(z)]|z|→∞ = σ∞yy − σ∞xx (4.37)
which imply that
P (z) =
σ∞yy
2
z + a0 s
′(z) =
σ∞yy − σ∞xx
4
(4.38)
where a0 is to be determined from the condition that the crack is closed at both ends, meaning
2G[ν+(c)− ν+(b)] = [ 2
1− k2=p+(x)−
2k2
1− k2=s(x)]
c
b (4.39)
=
2
1− k2
∫ c
b
σ∞y x/2 + a0√
(x− b)(c− x) dx = 0 (4.40)
which gives
a0 = −(b+ c)
4
σ∞yy (4.41)
This is as far as Broberg [1999] had gone to solve this problem (with his own understand-
ing of the region of cohesive zone). The above treatment gives everything needed to write a
formal solution. The normal stress and the displacement gradient on the crack plane are found
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to be
σy = 2<p′(x) = ± 1√
(x− b)(x− c)
{
1
pi
∫ c
b
σ0y(ξ)
√
(ξ − b)(c− ξ)
ξ − x dξ
+σ∞yy[x− (b+ c)/2]
}
(4.42)
∂v+
∂x
= − 1
2(1− k2)G√(x− b)(c− x)
{
1
pi
∫ c
b
σ0y(ξ)
√
(ξ − b)(c− ξ)
ξ − x dξ
+σ∞yy[x− (b+ c)/2]
}
(4.43)
with the upper sign for x > c and lower sign for x < b. It is worth noting that the above
expressions are valid for a general cohesive stress σ0y(ξ) and not to a specific type of function,
at this stage.
It can be seen in the above Equations (4.42) - (4.43), first term in RHS, that the cohesive
zone has been taken to extend across the whole crack, and not just a small region from the crack
tip, as in the original work.
4.3.2 Numerical Solution
For a line crack that extends from b = −a to c = a, Equation 4.43 can be written as
∂v+
∂x
= − 1
2(1− k2)G√(x+ a)(a− x)
{
1
pi
∫ +a
−a
σ0y(ξ)
√
(ξ + a)(a− ξ)
ξ − x dξ + σ
∞
yyx
}
(4.44)
∂v+
∂x
= − 1
2(1− k2)G√a2 − x2
{
1
pi
∫ +a
−a
σ0y(ξ)
√
a2 − ξ2
ξ − x dξ + σ
∞
yyx
}
(4.45)
The above equation, upon definite integration from −a to x and a change in the order of
integration, gives
v+(x) = − 1
2(1− k2)G
{
1
pi
∫ x
−a
(
1√
a2 − x2
1
(ξ − x) dx)
∫ +a
−a
σ0y(ξ)
√
a2 − ξ2 dξ
+
∫ x
−a
σ∞yy
x√
a2 − x2 dx
}
(4.46)
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which can be re-written as
v+(x) = − 1
2(1− k2)G
{
1
pi
[
(
a ln (x2 − a2)− 2a ln(x− t)− 2t tanh−1(x/a)
2(a3 − aξ2) )
]
∗
∗
∫ +a
−a
σ0y(ξ)
√
a2 − ξ2 dξ − σ∞yy
√
a2 − x2
}
(4.47)
The linear cohesive law σ0 = 2αv+ is now inserted into the above integral equation, to
yield
v+(x) = − 1
2(1− k2)G
{∫ +a
−a
2α
pi
[
ln (
√
(a2 − ξ2)(a2 − x2) + a2 − ξx
a(ξ − x) )
]
v+(ξ) dξ
− σ∞yy
√
a2 − x2
}
(4.48)
The above equation cannot be solved analytically, and hence numerical methods must be
used, with kernel K defined as the expression within the square brackets [ ]. Moreover, there
is a singularity in this equation at x = ξ. The method described by Press et al. [1992] will be
used to re-write the kernel K of the above Equation 4.48 as
∫ +a
−a
2α
pi
[
ln (
√
(a2 − ξ2)(a2 − x2) + a2 − ξx
a(ξ − x) )
]
v+(ξ) dξ =∫ +a
−a
2α
pi
[
ln (
√
(a2 − ξ2)(a2 − x2) + a2 − ξx
a(ξ − x) )
]
[v+(ξ)− v+(x)] dξ
+
∫ +a
−a
2α
pi
[
ln (
√
(a2 − ξ2)(a2 − x2) + a2 − ξx
a(ξ − x) )
]
v+(x) dξ (4.49)
where the second term of the RHS can be easily solved numerically. By application of the
quadrature rule, Equation 4.48 can be written in discrete form as
(v+)i = λ
n+1∑
j=1j 6=i
wjKij[(v+)j − (v+)i] + λri(v+)i + gi (4.50)
where n is the number of quadrature points, and λ = −1/2(1 − k2)G. This equation can be
re-written after expansion as
(v+)i = λ
n+1∑
j=1j 6=i
wjKij(v+)j − (v+)iλ
N−1∑
j=0j 6=i
wjKij + λri(v+)i + gi (4.51)
where ri can be numerically found. This is a set of n + 1 linear equations in n + 1 unknowns,
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which can be easily solved. This method has been implemented in a code which is listed in the
Appendix. When v+ is known, the law σ0y(ξ) = 2αv+(ξ) can be used to solve Equation 4.42 for
σy in the entire crack plane. The resulting crack aperture variation needs to be validated. This
will be done by comparing it to a perturbation solution, which should be valid for sufficiently
small value of the cohesive force constant α.
4.4 Comparison with Perturbation Solution
An exact formulation is known for the crack aperture in the presence of a known spatially-
variable normal hydrostatic pressure acting along the crack faces [Sneddon and Lowengrub,
1969]. The present problem is different, in the sense that the cohesive stress is not known
a priori. A regular perturbation technique [Hinch, 1991] will be utilised to address this prob-
lem. The classical solution for the case of no cohesive force will be taken as the zeroth-order
solution. The aperture that is obtained in the zeroth-order solution is then used to calculate the
cohesive force, according to the law σ0 = 2αv+. This force is then applied to the surfaces of the
crack, and Sneddon’s formulation is used to calculate the additional crack aperture and stress
field due to this surface force. This new incremental aperture will give rise to an additional
cohesive force, and so this process would need to be iterated until convergence is obtained.
Convergence of this perturbation process could be defined, for example, as the stage at which
the incremental aperture computed at stepN is less than some prescribed fraction of the zeroth-
order aperture. For simplicity, only one step of this iterative process will be considered, which
is expected to be sufficient for validating the accuracy of the numerical solution procedure.
For the case of a spatially-variable pressure acting on the crack face, the aperture vari-
ation for the zeroth-order solution plus the first-order perturbation correction can be written
as [Sneddon and Lowengrub, 1969]
2vsn(x) =
2p0(1− ν2)a
E
[√
1− (x2/a2)− 2(1− ν
2)a
E
∫ 1
x/a
tq(t)√
t2 − (x2/a2) dt
]
(4.52)
where
q(t) =
2
pi
∫ t
0
p(u)/p0√
t2 − u2 du (4.53)
with p(u) = 2αp0
√
1− (u2/a2) being the initial zeroth-order pressure with p0 being of unit
value and dimensions of pressure. The crack-half length is a, Young’s modulus E, and Pois-
son’s ratio ν for this case. A built-in function int in Matlab has been used to numerically solve
for vsn(x). This has been implemented in a code which can be found in the Appendix.
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4.5 Results
4.5.1 Crack Aperture
A line crack that extends from b = −a to c = a, with a = 1 (for concrete numerical purposes),
is considered. The loading is biaxial unit normal loading, which is the same as uniaxial normal
loading for a horizontal crack, as σ∞xx does not influence the crack opening. The aperture
profile 2v+ normalised against E/aσ∞yy is plotted as a solution of Equation 4.51. Validation of
the numerical results can be done by comparison with the first-order perturbation calculation.
The two approaches should agree closely for small values of α, which can be expressed in
dimensionless form as α∗ = αa/G.
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Figure 4.3: Crack face separation in presence of cohesive stress with parameter α∗ when ap-
plied load is σ∞yy. The dimensionless α
∗ = αa/G.
As can be observed in Figure 4.3, for small values of α∗, the perturbation solution agrees
closely with the full cohesive stress solution. As α∗ is increased, the perturbation solution
becomes less accurate, so that for α∗ = 0.382 and beyond, the comparisons are no longer
meaningful.
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A further test to validate the results is to track the error in the calculation of the correction
aperture in the cohesive solution against that of the perturbation solution at the mid-point of the
crack (x = 0). This error is defined as
Errorx=0 =
(ApertureCohesive − AperturePerturbation)x=0
(ApertureClassical − AperturePerturbation)x=0
(4.54)
As is observed from Figure 4.4, the error reduces as α∗ decreases signifying that as α∗ becomes
small, the cohesive solution comes closer to the perturbation solution. For a very small non-zero
α∗, the error converges to 3.86% rather than 0, which maybe due to the numerical integrations
which have been performed while calculating cohesive and perturbation solutions.
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Figure 4.4: Variation of Error at x = 0 between the full cohesive solution and the first-order
perturbation solution as a function of α∗.
As expected, and seen from Figure 4.3, the crack face separation decreases as the strength
of the cohesive stress increases (α∗ increases). The extreme case of α∗ →∞ results in a crack
that is unable to open at all, as the cohesive force overpowers the applied far-field stress.
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4.5.2 Stress Along the Crack Line
After the aperture (2v+) and cohesive stress σ0y(ξ) = 2αv+(ξ) have been calculated, Equa-
tion 4.42 can be solved for the stress σyy along the crack line. As can be inferred from Fig-
ure 4.5, by reducing the strength of the cohesive stress, α∗, to zero, the stresses reduce to those
of the classical solution. It can also be inferred from Figure 4.5 that a large value of the cohe-
sive stress causes a much smaller variation in the stress outside the crack.
It is worth mentioning that even though it would be interesting to compare the normal
stress in the crack plane here with those of Chapter 2 as cohesive stress is in-built into molecu-
lar statics; the current lack of solution for a general cohesive stress in Equation (4.42) restricts
this.
For the existence of equilibrium at the crack tip in an infinite system, the total energy there
must be minimum. Considering the crack tip at x = a, it can be stated that the total energy on
the RHS of this crack tip (a+) will be the elastic strain energy, whereas the total energy on the
LHS of this crack tip (a−) will be the cohesive stress energy. It must be recalled that there is
no material on the LHS of the crack tip, and hence there is no strain energy contribution from
this side of the crack tip. With reference to the LHS of the crack tip (a−), the cohesive stress
opposes the increase in aperture, the work (per unit area) required to increase the aperture from
infinitesimal to 2v(x) is
Wcoh(x) =
∫ 2v(x)
0
σ0y dv+ =
∫ v
0
α2v+ dv+ = 4αv(x)
2 (4.55)
which can be stored as energy only where σ0y exists, that is, in the aperture along the crack
line, to satisfy the symmetry condition. This understanding of energy storage is true for any
conservative field, such as gravitational or electrical. Therefore,
Ecoh(x) = Wcoh(x) = 4αv(x)
2 (4.56)
With reference to the RHS of the crack tip (a+), the strain energy per unit area is written as
Estr(x) =
σy(x)
2
2E
(4.57)
whereE is the Young’s modulus, and only the σy component of the stress is considered, because
other components are negligible in magnitude under pure normal loading. The values of total
energy when approached from both sides of the crack tip are
lim
h→0
Ecoh(a− h) = lim
h→0
4αv(a− h)2 = 4αv(a)2 = 0 (4.58)
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Figure 4.5: Variation of σy in Equation (4.42) across the crack line for different values of cohe-
sive stress.
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lim
h→0
Estr(a+ h) = lim
h→0
σy(a+ h)
2
2E
(4.59)
For the existence of a local minimum at x = a, the following equation can be written:(
dEtotal
dx
)
x=a
= 0 = lim
h→0
Estr(a+ h)− Ecoh(a− h)
(a+ h)− (a− h) = limh→0
Estr(a+ h)− Ecoh(a− h)
2h
(4.60)
implying that
lim
h→0
Estr(a+ h) = lim
h→0
Ecoh(a− h) (4.61)
into which substituting values from Equations (4.58) - (4.59) gives
lim
h→0
σy(a+ h) = 0 (4.62)
Thus, Equation 4.42 can be used to furnish
α =
apiσ∞yy
4
[
1∫ a
−a v+(ξ)
√
a+ξ
a−ξ dξ
]
= f(α) (4.63)
which holds for equilibrium at the crack tip. It has been numerically concluded (Figure 4.6) that
there is only one unique solution to the Equation 4.63, at α∗ ≈ 1.5. In a real material following
a linear traction-separation law, a crack at equilibrium would always retain α∗ ≈ 1.5 for the
given loading and material properties. If any of the material properties or loading changes, then
the equilibrium crack would shift to another value of α∗.
4.6 Conclusion
As can be seen in Figure 4.3, the presence (or rather non-negligence) of the cohesive stress
makes the crack opening more difficult. For an infinitely large cohesive stress, the crack would
not open at all, whereas in the absence of cohesive stress, the aperture would be the same as
that of the classical solution. Observed in Figure 4.5 is the fact that the presence of a cohesive
stress causes a reduction in the large stress at the tip to a smaller finite value. A real body
in equilibrium has a self-adjusting cohesive stress (similar to the force of friction) so as to
maintain equilibrium at the crack-tip to oppose the effect of increasing load. As can be seen
from Figure 4.6, this state of equilibrium is achieved at a unique value of α∗. This unique
value changes for different conditions. The current state of mathematics is not sufficient for
solving an integral equation of a general order, more so for one with a singular kernel. It must
be mentioned that it is for the sake of theoretical purposes only that the linear cohesive stress
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Figure 4.6: Numerical solution of Equation 4.63.
has been assumed; the magnitude of this stress can be controlled by varying α∗. In reality, the
value of the cohesive stress cannot be controlled, as it is based on the atomic interactions in the
body. However, since equilibrium is theoretically achievable in the crack in the present study -
the approximation of a simple linear cohesive law can be justified [Cribb and Tomkins, 1967]
on the pretext that any real cohesive law will achieve the same.
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5 Stick/Slip Contact Model for a Crack
under Compression
5.1 Introduction
The energy-based criterion for the initiation of crack growth when a body is under tension is
well known [Griffith, 1921]. However, the most common model for crack growth under com-
pressive loading, also due to Griffith [1924], is fundamentally different from that for tension.
For compressive loading, the crack is assumed to begin to grow when the maximum tensile
stress anywhere on the crack equals a certain critical value. It is worth pointing out explicitly
that the latter is not an energy-based criterion. In Griffith’s original analysis, no account was
taken for the fact that, under compression, the two opposing crack faces would come into con-
tact, and, if there was a shear component to the traction along the crack faces, frictional forces
would be present.
The force of friction always acts when two surfaces slide or intend to slide against each
other. The frictional force acts in a direction so as to oppose this sliding (or the intent of
it). Consider a block sitting on a rough horizontal surface. The normal contact force N is
balanced by the weight of the block, and there is no force in the horizontal direction. If a
constant horizontal force H is applied on the block and the block does not move, this implies
that friction must be acting in the opposite direction with a magnitude of H . The value of
the applied horizontal force H can be increased, and as long as the block does not move, the
force of friction increases in tandem with H , until it reaches a critical value µN . If the applied
horizontal force H exceeds µN , the block experiences a net horizontal force of H − µN , and
begins to accelerate, while the friction continues to act at its maximum value of µN .
In the domain of fracture mechanics under compression, friction acts at two extreme scales.
Firstly, between the surfaces of faults in the brittle crusts and secondly, between the contacting
area of cracks. In this chapter, only the latter situation will be considered.
In the literature, the frictional stress σf acting on the contacting crack surfaces is usually
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written, following McClintock and Walsh [1962], as
σf = µσn (5.1)
where µ is the friction coefficient and σn is the normal contact stress. However, it is known that
Equation 5.1 holds only when friction acts at its maximum static value, or when there is sliding
(assuming then that the coefficient of static and sliding friction are the same). Therefore, this
representation of friction has been followed by Margolin [1984], Lee and Ravichandran [2003],
among many others, without any explicit mention of it being an assumption. The impact of a
more accurate treatment of friction (as an inequality) on the state of stress of a crack is an
interesting problem and should certainly draw the attention of the fracture mechanics commu-
nity. Given the immense advances in the area of analytical contact mechanics [Cattaneo, 1938,
Mindlin, 1949], there is no reason not to consider friction more accurately in the compressive
crack problem.
Gerde and Marder [2001] has given a newer outlook about the origins and values of static
friction between two surfaces through a travelling self-healing interfacial crack. However, in
the present work, the traditional definition of friction will be used which was based on the
understanding of Amontons [1699] and Coulomb [1773]. It has been proposed that cracks
grow in brittle rocks via a moving process zone [Reches and Lockner, 1994]. However, it is
common practice to ignore the process zone in brittle materials. The need for a process zone
in ideal brittle materials has also been ruled out in Chapter 2. There have been comprehensive
works [Zuo and Dienes, 2005] about the role of friction in rock fracture. However, in those
works, friction has been assumed to act at its maximum value.
In this chapter, an analytical method is developed to capture σf in a more accurate way
using the standard contact mechanics approach for two elastic bodies in contact [Barber, 2009].
Even though the more basic understanding is that the friction and normal stresses are two
components of the contact stress between the two crack surfaces [Feynman et al., 1963], it will
be assumed in the present treatment that friction is induced by the normal stress.
The upper and the lower parts/surfaces of the body (which is divided by a crack) are
denoted by the subscripts u and l, respectively. The shift (tangential relative displacement)
between the two crack surfaces caused by a combined effect of elastic deformation and rigid
body motion is
h(x) = uxu(x, 0)− uxl(x, 0) + C (5.2)
where uxu and uxl are the displacements in the x-direction for the upper and lower crack faces,
respectively, whereas C is due to rigid-body motion. A positive shift represents the displace-
ment of the upper crack face in the positive x-direction relative to the lower one. The stick
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between the two crack surfaces is defined as a state when there is no time-varying shift be-
tween the upper and lower crack faces, i.e., h˙(x) = 0, the derivative being with respect to
time.
The most basic friction law [Feynman et al., 1963] for the static/sliding friction coefficient
µ states that
µσn(x) < σf (x) < −µσn(x) in stick region (5.3)
and
σf (x) = −µσn(x) sgn(h˙(x)) in slip region (5.4)
where
h˙(x) = u˙xu − u˙xl + C˙ (5.5)
with the derivatives being taken with respect to time.
After deriving expressions for σn and σf using the above described treatment of friction
that follows from modern contact mechanics, the criterion for crack growth [Griffith, 1924] will
be invoked to study the role of crack orientation and friction coefficient at the critical condition
of maximum tensile stress somewhere along the crack.
5.2 Griffith’s Sliding Crack Model for Compressive Strength
In this section, the early work by McClintock and Walsh [1962] will be reviewed to relate the
normal and frictional (tangential) stress on the contacting crack faces to the state of stress, using
the assumption of crack growth under a condition of critical local tensile stress [Griffith, 1924].
A crack, inclined at an angle η, which has closed under a major (σ1) and a minor (σ2)
principal stress (σ1 > σ2), has a normal stress σn and a frictional shear stress σf . Figure 5.1
shows a cracked body (the signs of σ1, σ2 will be negative for compressive loading) and its
equivalent stress state.
Using the Mohr’s circle transformation, the local stresses can be written as
σyy = (
σ1 + σ2
2
) + (
σ1 − σ2
2
) cos 2η (5.6)
σxy = (
σ1 − σ2
2
) sin 2η (5.7)
The stress system of Figure 5.1 can be separated into superimposable stress systems, as
shown in Figure 5.2.
Work by Inglis [1913] shows that the maximum local tensile stress exceeds the applied
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σ1
σ1
σ2σ2
σn
σf
η
≡
σyy
σxy
σxx
σn
σf
Figure 5.1: Stress components referred to crack axes.
σyy
σxy
σxx
σn
σf ≡
σxy − σf
(a)
+ σf
σf
(b)
+
σxx
(c)
+
σn
σn
(d)
+
σyy − σn
(e)
Figure 5.2: Superimposible stress states.
stress by a factor of the order of
√
l/ρ where l is the half-length of the crack and ρ the radius
of curvature at the tip. Hence for a crack of narrow aspect ratio, the local tensile stress is much
greater than any other applied stresses. Therefore, the contributions of states (b), (c) and (d) in
Figure 5.2 can be ignored as the aim is to find the maximum stress on the crack. The stress due
to the remaining two states (a) and (e) in Figure 5.2 is given as
σββ = (σxy − σf ) 2β
α20 + β
2
for state (a) (5.8)
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σββ = (σyy − σn) 2α0
α20 + β
2
for state (e) (5.9)
where α0 = (ρ/l)1/2, l is the half length of the crack, ρ is the radius of curvature at the tip, and
α0 cot β is the slope dydx around the crack.
The crack is assumed to be open (and hence no friction acting) until the applied stress σyy
reaches a value σc. The normal stress σn on the crack surface is assumed to increase linearly
with σyy after the crack has closed, meaning that
σn = σyy − σc (5.10)
After substitutions from Equations 5.6 - 5.7, the total tensile stress σββ is found by summing
Equations 5.8 - 5.9:
σββ =
2
α0
[
σc +
β
α0
(µ(σ1 + σ2 − 2σc) + (σ1 − σ2)(sin 2η +G cos 2η))
1 + (β/α0)2
] (5.11)
when
σ1 + σ2
2
+
σ1 − σ2
2
≥ σc (5.12)
and
σxy > σf (5.13)
The location at which this stress achieves its maximum value is found by differentiation of
σββ with respect to β/α0, and setting the result equal to zero. Substituting
σ∗ = G(σ2 + σ1 − 2σc) + (σ1 − σ2)(sin 2η +G cos 2η) (5.14)
The point β/α0 at which σββ is maximum is found to be
β/α0 = −2σc
σ∗
(
1±
√
1 +
σ∗2
4σ2c
)
(5.15)
When Equation 5.15 is substituted into Equation 5.11, the maximum stress near the crack
surface is found to be
α0σββ =
σ∗
2(β/α0)
= − σ∗
2
4σc(1±
√
1 + σ∗
2
4σ2c
)
(5.16)
Letting T0 be the critical fracture load of the material under normal loading, the maximum
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value of σββ [Griffith, 1924] can be expressed as
σββ =
2T0
α0
(5.17)
The value of this maximum σββ is constant, and is independent of the loading mode. Thus, the
required condition for fracture can be found by the substitution of Equation 5.17 into Equa-
tion 5.16. Further substitution of the value of σ∗ gives
µ(σ2 + σ1 − 2σc) + (σ1 − σ2)(sin 2η +G cos 2η) = 4T0
√
1− σc
T0
(5.18)
which is true for all crack orientations η. To find a specific η which gives the maximum σββ ,
Equation 5.18 needs to be differentiated with respect to η, and the resulting expression equated
to zero. This orientation η that gives the maximum tensile stress σββ is found to be
η =
1
2
tan−1(
1
µ
) (5.19)
substitution of which into Equation 5.18 gives the condition for fracture as
µ(σ2 + σ1 − 2σc) + (σ1 − σ2)
√
1 + µ2 = 4T0
√
1− σc
T0
(5.20)
This is the criterion for failure of a rock under far-field compressive loading considering sliding
crack faces. It is worth pointing that this criterion has the form of a linear relation between stress
σ1 and σ2, and so it coincides with, and provides some mechanistic justification for, empirical
failure criterion by Coulomb [1773].
5.3 Crack Faces as Deformable Bodies in Contact
5.3.1 Physical Model
An elastic body with a long and thin initial elliptical crack is considered such that the crack
faces run almost parallel to each other away from the crack tip, resembling a rectangular slit.
It is known that a sufficiently large normal stress would close this crack [Zimmerman, 1990],
and a shear component would not contribute to crack closure [Segedin, 1950]. Hence, in the
present case, when both the components are present, it is easy to conclude that the crack faces
would come into contact at some point. As the present crack is long, both the crack tips will
appear to be located at infinity, i.e., equally far from the point of contact, irrespective of its
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exact location, as long as the contact point is not too close to either of the crack tips. Hence, it
is natural to take this point of contact as the mid-point of the crack. There is no penetration of
the crack faces. The scenario is depicted in Figure 5.3.
+
Figure 5.3: Initial (solid) elliptical crack with deformed (dashed) faces in contact at the mid-
point.
Even though the mid-point of the crack has been assumed to be the point of contact, the
extent of the region of contact will emerge as a part of the solution to the problem.
The following two concepts need to be employed in this treatment:
• The contact force should not be tensile, meaning that σn(x) ≤ 0 ∀ x ∈ (−a, a) if the
contact region extends from x = −a to x = a, as shown in Figure 5.4.
• There should be no interference between the crack faces outside the contact region, i.e.,
the crack tips are assumed to be far away from the region of contact. There is only one
region of contact.
5.3.2 Mathematical Analysis
To develop a mathematical form of the physical model discussed above, the theory of contact
mechanics of two deformable bodies [Barber, 2009] will be employed.
As can be seen from Figure 5.4, it is assumed that the two crack surfaces are being pressed
together by a normal compressive concentrated force F , and then subjected to a monotonically
increasing tangential concentrated force T .
crack
R
T
F
a a
x
y
Figure 5.4: A zoomed-in view of the two crack faces in contact modelled as deformable solids.
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The normal compressive and the tangential friction stress on the crack surfaces are equal
and opposite for equilibrium of the mid-point of contact region and the crack. The forces F and
T are not new forces, and their values can be easily derived from the state of stress, ignoring
the crack, as shown in the Figure 5.5. The normal and tangential tractions at the contact plane
will be separately found.
σyy
σxy
σxx
F/a
T/a
Figure 5.5: Stress components without a crack to show direct proportionality to the forces F
and T .
Normal Tractions
In this phase, there is no tendency for slip, and hence no tangential tractions are induced.
In order to approximate the two contacting crack surfaces as half-planes over the region of
contact, it will be assumed that the radius of curvature at the contact point satisfies R >> a.
The mathematical statements below are written for the upper part of the cracked body, but
will automatically hold for the lower region, also. Figure 5.6 shows the two crack surfaces in
contact, with the initial gap between them as a known function g0(x).
x
y
crack faces g0(x)
contact point
Figure 5.6: Crack faces lightly in contact with an initial gap g0(x). The deformation spreads
from this contact point.
The upper part of the cracked body is given a vertical rigid-body translation C0 and a small
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clockwise rotation C1, such that the gap solely due to rigid body translation and rotation would
become
g(x) = g0(x)− C0 − C1x (5.21)
The normal tractions will cause an elastic deformation, represented by the displacements
in the lower and upper parts of the body with respect to the crack. The gap will be further
modified as
g(x) = g0(x)− uyl(x, 0) + uyu(x, 0)− C0 − C1x (5.22)
As the gap g(x) for two contacting crack faces in the contact region is zero, it can be written
that
uyl(x, 0)− uyu(x, 0) = g0(x)− C0 − C1x ∀x ∈ (−a, a) (5.23)
Treating the distributed load as the limit of a set of point loads of magnitude σn(ξ) dξ, the
surface displacement uyl(x, 0) of the lower body can be written as
uyl(x, 0) = −(κ+ 1)
4piG
∫ a
−a
σn(ξ) ln |x− ξ| dξ − (k − 1)
8G
∫ a
−a
σf (ξ)sgn(x− ξ) dξ (5.24)
where G and κ are the shear modulus and Kolosov’s parameter, respectively.
An alternative representation of the function sgn(x) is 2H(x) − 1, where H(x) is the
Heaviside step function. It follows that the derivative of sgn(x) is 2δ(x), and that the derivative
of the integral
∫ a
−a σf (ξ)sgn(x− ξ) dξ is twice the value of σf (ξ) at the point ξ = x.
Differentiating Equation (5.24) with respect to x gives
duyl
dx
= −(κ+ 1)
4piG
∫ a
−a
σn(ξ) dξ
(x− ξ) −
(κ− 1)
4G
σf (x) (5.25)
Following the same arguments as above, a similar expression for the tangential displacement
uxl of the lower face is written as
duxl
dx
= −(κ+ 1)
4piG
∫ a
−a
σf (ξ) dξ
(x− ξ) +
(κ− 1)
4G
σn(x) (5.26)
Similar expressions for the upper face can be derived in the same way. The following can now
be written:
d
dx
(uyl − uyu) = − A
4pi
∫ a
−a
σn(ξ) dξ
(x− ξ) (5.27)
d
dx
(uxl − uxu) = − A
4pi
∫ a
−a
σf (ξ) dξ
(x− ξ) (5.28)
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where
A = 2
(κ+ 1)
G
(5.29)
Equation 5.27 can now be substituted into the x-derivative of Equation 5.23 to obtain
dg0(x)
dx
− C1 = − A
4pi
∫ a
−a
σn(ξ) dξ
(x− ξ) ∀x ∈ (−a, a) (5.30)
Hence, the problem reduces to a Cauchy singular integral equation for the unknown stress
σn(ξ). This equation can be solved by substituting x = a cosφ and ξ = a cos θ, followed by
expansion of the two sides of the equation in Fourier series:
− 1
a sinφ
dg0(φ)
dφ
− C1 = − A
4pi
∫ pi
0
σn(θ) sin θ dθ
(cosφ− cos θ) ∀φ ∈ (0, pi) (5.31)
The trigonometric result ∫ pi
0
cos(kθ) dθ
cosφ− cos θ =
−pi sin(kφ)
sinφ
(5.32)
and the expansions
σn(θ) =
∞∑
k=0
σnk cos(kθ)
sin θ
(5.33)
dg0
dφ
=
∞∑
k=1
gk sin(kφ) (5.34)
are invoked to write Equation 5.31 as
∞∑
k=1
gk sin(kφ) + C1a sinφ = −Aa sinφ
4pi
∞∑
k=1
piσnk sin(kφ)
sinφ
= −Aa
4
∞∑
k=1
σnk sin(kφ) (5.35)
Equating the Fourier coefficients yields
σnk = −4gk
Aa
∀k ∈ I > 1 (5.36)
σn1 = −4(C1a+ g1)
Aa
(5.37)
Hence, all the terms needed to find σn are now known, except for k = 0, 1 (noting that σn1
in Equation 5.37 is in terms of the unknown C1). The coefficients σn0 and σn1 can be found by
inserting Equation 5.33 into the equilibrium conditions:
• Force: ∫ a−a σn(ξ) dξ = −F
• Moment: ∫ a−a σn(ξ)ξ dξ = 0 as the ordinate of the crack system is along F as can be seen
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in Figure 5.4.
From the force balance, it follows that
−F =
∫ a
−a
σn(x
′) dx′ =
∫ pi
o
σn(θ)a sin θ dθ = a
∞∑
k=0
σnk
∫ pi
0
cos(nθ) dθ = piaσn0 (5.38)
giving σn0 = − Fpia and σn1 = 0.
The following holds true:
d2g0
dx2
=
1
R
(5.39)
which, after integrating twice and substituting x = a cosφ, gives
g0 = C0 +
x2
2R
= C0 +
a2 cos(2φ)
4R
+
a2
4R
(5.40)
Differentiation with respect to φ now gives
dg0
dφ
= −a
2 sin(2φ)
2R
(5.41)
with the only non-zero coefficient in the Expansion 5.34 being
g2 = − a
2
2R
(5.42)
leading to
σn2 =
Ga
R(κ+ 1)
(5.43)
Therefore, the complete form of the Expansion 5.33 is written as
σn(θ) =
[
− F
pia
+
Ga
R(κ+ 1)
cos(2θ)
]
/ sin θ (5.44)
The singularity at θ = mpi (x = ±a) in the above expression can be removed if
F
pia
=
Ga
R(κ+ 1)
(5.45)
which implies that
a =
√
F (κ+ 1)R
piG
(5.46)
The value of a can be taken from Equation 5.46, and the substitution 2G
κ+1
= E
4
be made for
79
plane stress, E being the Young’s modulus, to write σn as
σn(θ) = −F (1− cos(2θ))
pia sin θ
= −2F sin θ
pia
(5.47)
σn(x) = −2F
√
a2 − x2
pia2
(5.48)
giving the normal stress distribution ∀x ∈ (−a, a).
Tangential Tractions
The tangential tractions will now be considered for two crack faces in contact. It will be as-
sumed that there will be a constant contact area 2a and a constant normal traction during this
second phase of loading.
Equation 5.5 is differentiated with respect to x and substituted for the displacement derivates
from Equation 5.28 to get
− A
4pi
∫ a
−a
σ˙f (ξ) dξ
x− ξ = 0 ∀x ∈ (−a, a) (5.49)
which is a singular Cauchy integral equation yet again, and can be solved through the previously
used method to obtain
σ˙f (x) =
T˙
pi
√
a2 − x2 (5.50)
As a is constant during this phase of tangential loading, the above equation reduces to
σf (x) =
T
pi
√
a2 − x2 (5.51)
This shows that if stick is assumed throughout the region of contact, it leads to a singularity
in σf (x) at the edges x = ±a. This would violate Inequality (5.3) for all values of µ, since
σn(x) is bounded. Therefore, some slip must occur near the edges of the contact region for any
T 6= 0. Hence, c ∈ [0, a) must hold at all times.
The problem of slip zone was originally solved by Cattaneo [1938] and Mindlin [1949]
independently. In the slip zone, the tractions satisfy the condition σf = −µσn. Thus, the
solution for the tangential tractions is considered as the summation of two parts:
• A frictional traction
σf (x) = −µσn(x) = 2µF
√
a2 − x2
pia2
(5.52)
from Equation 5.48 throughout the contact region ∀x ∈ (−a, a).
80
• A correction traction σ∗f which must be zero in the slip zones, and which is sufficient to
restore the inequality 5.3 in the stick zone. To find this correction shear, the shift due to
distribution (Equation 5.52), is found to be
h′(x) =
d(uxl − uxu)
dx
=
A
4pi
∫ a
−a
2µF
√
a2 − ξ2 dξ
pia2(x− ξ)
= −µFA
2pia2
∫ pi
0
sin2 θ dθ
cosφ− cos θ = −
µFAx
2pia2
(5.53)
In the stick region, the shift is independent of x (ie. h′(x) = 0), and hence the correc-
tion shear must be able to cancel the RHS of Equation 5.53. Through an analogy with
Equations 5.52 and 5.53, this can be achieved through
σ∗x = −
2µF
√
c2 − x2
pia2
∀x ∈ (−c, c) (5.54)
which is a traction similar in form to that given by Equation 5.52, but distributed over a
smaller centrally located zone of width 2c (stick zone). The condition c ∈ [0, a) always
holds.
The complete friction distribution can therefore be written as
σf (x) =
2µF
pia2
(
√
a2 − x2 −H(c2 − x2)
√
c2 − x2) ∀x ∈ (−a, a) (5.55)
The stick-zone semi-width c can be determined by fulfilling the condition
T =
∫ a
−a
σf (x) dx = µF − µF ( c
a
)2 (5.56)
from Equation 5.55, thereby arriving at
c = a
√
1− T
µF
(5.57)
indicating that the stick zone shrinks to zero when µF → T , as would be expected.
At this stage, the substitutions T/F = σxy/σyy can be made in Equations 5.46, 5.57 to
arrive at
a =
2(κ+ 1)Rσyy
piG
(5.58)
c2 = a2(1− σxy
µσyy
) (5.59)
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Thus, expressions for σf and σn have been derived for crack surfaces in contact. They
must be substituted into the developments reviewed in Section 5.2. The combined σββ from
Equations 5.8-5.9 can be written as
σββ = X1
α0
α20 + β
2
+X2
β
α20 + β
2
(5.60)
where X1 = 2(σyy − σn) and X2 = 2(σxy − σf ), both do not depend on β. The assignment
ζ = β/α0 is now made, and the above equation can be written as
α0σββ =
1
1 + ζ2
[X1 + ζX2] (5.61)
The first and the second derivative tests are done to find the value of ζ that would give the
maximum value of α0σββ . The result is
ζ =
−(2X1
X2
+ 1)±
√
4X21
X22
+ 5
2
(5.62)
This value of ζ is substituted into Equation 5.61, along with the use of Griffith’s crite-
rion [Griffith, 1924] for crack growth α0σββ = 2T0, where T0 is the fracture load in simple
tension, to find
X1 +X2
−( 2X1
X2
+1)±
√
4X21
X22
+5
2
1 +
−( 2X1
X2
+1)±
√
4X21
X22
+5
2
= 2T0 (5.63)
This derived condition is valid for all orientations η of the crack. To get the maximum of
this maximum stress for a certain orientation η, Equation 5.63 will need to be maximized with
respect to η.
The expressions of σn and σf as varying functions, including both stick and slip in the
contact region, will be substituted into Equation 5.63 through X1 and X2 with the objective of
finding a relationship similar to Equation 5.19 corresponding to the state of maximum stress
at the crack. This is difficult to do analytically, and so a numerical method is employed. The
maximum value of σββ is found simply by substituting the whole range of values of β, η and x
and picking out the one which is maximum. The code is shown in the Appendix.
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5.4 Results
The material properties of glass are used as an example: Poisson’s ratio ν = 0.166, and Young’s
modulus E = 70 GPa. It has been assumed during the analytical derivation in the present work
that R >> a. For l = 1, R = 10 has been found to be sufficiently large so as to not make any
difference to the generality of the results summarised below.
Tests are conducted for different ratios of the major and minor principal stresses σ1/σ2 =
(1, 137], (137,∞) with σ2/E = 0.01/70; the significance of the value 137 will become appar-
ent soon. The results can be studied separately, as each one of them offers different insights
about the stick/slip contact mechanics model.
It is worth mentioning again the assumptions under which the stick/slip contact mechanics
model is built, keeping Inequality 5.3 intact:
(i) a and cmust be both real. For a general range of values µ and η, the area plotted in Figure 5.7
do not satisfy this condition.
(ii) c ∈ [0, a) must hold.
(iii) a << l theoretically but a ∈ [0, l) has been found to give generally sensible results. The
variation of a/l with the principal stress ratio σ1/σ2 follows a linear relationship as can be seen
from Figure 5.8. Equation (5.46) is recalled here and simplified further by substituting σyy from
Equation (5.6) as
a =
2(κ+ 1)R(σ2
2
)[σ1
σ2
(1 + cos 2η) + (1− cos 2η]
piG
(5.64)
which after substitutions κ = 3−ν
1+ν
and G = E
2(1+ν)
becomes
a =
8Rσ2
piE
[
σ1
σ2
(1 + cos 2η) + (1− cos 2η)
]
(5.65)
which can be re-written as
σ1/σ2 =
[
Epia
8Rσ2
+ (cos 2η − 1)
]
1
1 + cos 2η
(5.66)
Let the ratio (σ1/σ2)c denote the critical state when the half-contact region just becomes equal
to the half-crack length, ie. a = l−. The above equation can now be written as
(σ1/σ2)c =
[
Epil−
8Rσ2
+ (cos 2η − 1)
]
1
1 + cos 2η
(5.67)
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where E/σ2 = 70/0.01 and l−/R = 1/10. For η ∈ [0, pi/2], the minimum value of (σ1/σ2)c,
through first and second derivative tests, has been found to occur at η = 0. At η = 0,
(σ1/σ2)c = 137.375 which has also been predicted by the code.
(a) (b)
Figure 5.7: Permutations of µ and η for σ1/σ2 = 10, 100 which give imaginary half-stick region
c.
• When σ1/σ2 ∈ (1, 137], Equations (5.6) - (5.7) cannot be simplified any further. The
upper bound of 137 will depend on the Young’s modulus E and dimensionR. It has been
verified that σ1/σ2 = 1.1 shows a typical behaviour of this domain, an example of which
is discussed below.
The case of σ1/σ2 = 10 has been considered here as an example. All points in Fig-
ure 5.9, 5.10 and 5.11 correspond to a point of maximum tensile stress along the crack
(always occuring at the crack tip). The results are divided into three zones, for assess-
ment.
In the first zone µ ∈ (0, 0.5], for maximum tensile stress on the crack, the size c of the
stick region turns out to be imaginary (due to Equation 5.57), which is physically not
sensible. However, as friction coefficients for many materials are in this range, a physi-
cally possible answer is sought. A correction is made to find a meaningful relationship
in this zone, within the theory that has been used. Iterations are carried on along the
maximum tensile stress until a real value of c is met. The values of η plotted in Fig-
ure 5.9 as a function of µ correspond to the maximum tensile stress on the crack with
a real value of c. Having made this alteration to get meaningful results, it is found that
the results differ from those of McClintock and Walsh [1962]. The results of McClintock
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Figure 5.8: Variation of normalised half-region of contact a/l with the principal stress ratio
σ1/σ2.
and Walsh [1962] are inconsistent with the theory used in the present work as can be seen
in Figure 5.7.
In the second zone µ ∈ (0.5, 2.7], stick and slip regions are both real, and c/a < 1. The
results are close to the predictions obtained under the assumption of slip-only condition
of the entire crack [McClintock and Walsh, 1962]. The oscillations which can be ob-
served are numerical artefacts of the simple method which has been used to solve for the
maxima of Equation (5.62). There is no stick region at µ = 0.5, and the stick region just
begins to cover the entire region of contact just after µ = 2.7.
In the third zone, µ ∈ (2.7,∞), the stick region completely covers the slip region, and so
c/a = 1 (violating the assumption c ∈ [0, a)) meaning σf (x)→∞. This domain can be
rejected for the lack of any physical meaning.
• When σ1/σ2 ∈ (137,∞) (σ1 >> σ2), Equations (5.6) - (5.7) gives
σyy =
1
2
σ1[cos(2η) + 1] (5.68)
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Figure 5.9: Variation of crack orientation η with friction coefficient µ for maximum tensile
stress on the crack; σ1/σ2 = 10.
σxy =
1
2
σ1 sin(2η) (5.69)
This automatically means that T/F = tan η and thus, through Equation (5.57), the half-
stick region c is real (and physically meaningful) only when 1 − tan η/µ ≥ 0. A more
accurate range of such values is shown in the inverse of data in Figure 5.7.
The case of σ1/σ2 = 1000 has been considered here as an example.
The permissible domain of (η,µ) is physically sensible when the region of contact lies
within the crack length as an extreme case, meaning a ∈ [0, l). It is easy to conclude
that for η ∈ [0, pi/2], σyy ∈ [σ1/2, σ1] will follow. Substituting F = 2aσyy into Equa-
tion (5.46) gives a ∝ σyy ∝ σ1. Large σ1 for this linear proportionality gives a large
value of the region of contact a = 7.23 for the present case, which does not make sense,
as it violates the initial assumption of a ∈ [0, l), where l = 1 is the half-crack length. It
has been verified that a = l− for σ1/σ2 = 137 and a = l+ for σ1/σ2 = 138. Therefore,
this range of the loading ratio of principal stresses does not make physical sense.
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5.5 Conclusion
There is a two-tier conclusion of the present work.
Firstly, the stick/slip model gives physically meaningful results only for a ratio σ1/σ2 ∈
(1, γ] where γ is a positive real number dependent on the Young’s modulus and radius of cur-
vature at contact point, but independent of the Poisson’s ratio. In the present study, γ = 137
has been found.
Secondly, within σ1/σ2 ∈ (1, γ], there is a range of µ ∈ (κ, ω] where results of stick/slip
theory are consistent with the results of sliding crack model, meaning that the assumption
that there is only slipping between the crack faces or that friction acts at its maximum static
value is valid in this zone. The range of µ ∈ (ω,∞) gives unrealistic infinite σf , and thus
is not physically relevant. The maximum tensile stress in the range µ ∈ [0, κ] corresponds to
imaginary stick regions. Thus, an alteration has been made in the present work to consider
only those maximum tensile stress values that correspond to real stick regions. For the case of
σ1/σ2 = 10, κ = 0.5 and ω = 2.7 have been observed.
Overall, the stick/slip contact mechanics model, when applied to Griffith’s crack growth
criterion, gives meaningful results only for certain ranges of principal stress ratios and friction
coefficients, as opposed to the whole real range of the previously known sliding crack model.
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Figure 5.11: Variation in the ratio of stick and slip region c/a with friction coefficient µ for
maximum tensile stress on the crack; σ1/σ2 = 10.
A physical interpretation of what happens in reality for the whole real domain of parameters
has been explained.
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6 Summary and Future Work
In this thesis, some commonly occurring and fundamental issues in brittle fracture mechanics
have been addressed, with an objective to bring in more clarity. In the present work, both
continuum and discrete methods have been used, based on the convenience of dealing with
each of the topics. Experiments are encouraged, as future work, to bring in more confidence to
the fracture mechanics community and to make these conclusions universal in their appeal.
In this chapter, all the work done as a part of this PhD will be summarised, along with
some suggested future work.
The region near the crack tip experiences very high stress, with classical elasticity solu-
tions predicting unrealistic infinite stress at the crack tip. This has led to a debate as to whether
linear elasticity is valid in the crack-tip region. A simple and direct test of comparing infinites-
imal and finite strains in the crack tip region (1 nm from the crack tip) is expected to yield
insights into this issue. In the work discussed in Chapter 2, the continuum definition of strain
has been applied to a discrete silicon crystal system, in which the atoms interact with each other
using the Stillinger-Weber potential. Molecular statics has been used to calculate the deformed
configuration of this pre-cracked silicon crystal. Both linear and quadratic deformation func-
tions have been used for finding finite and small strains. The stresses are found by simply using
Hooke’s law; its justification has been made by showing the consistency of the strain energy
density and the atomic potential energy. A good match of the resulting stress is made with the
linear continuum analytical solution. It was found that linear elasticity is indeed valid near the
crack-tip of a brittle material.
The choice of a simple ideal crystal in Chapter 2, without any impurities or defects, makes
these results as general as they can be for a brittle material. Moreover, to suit specific needs
of different kind of materials, other than brittle materials which have been considered in the
present work, the theory of finite strain must be applied to them and results compared with small
strain theory. For example, it can be confirmed (or not) if a specific alloy used in aerospace
industry would have linear elasticity valid in the crack-tip region. In the present work, linear
and quadratic deformation functions have been used. It would be interesting to test, as a future
work, the exponential or trigonometric deformation functions in the definitions of finite strains
to see if it makes any significant difference to the results. Additionally, experimental tests like
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Digital Image Correlation (DIC) can be applied in the near-tip region to calculate both small
and finite strains as a verification of these results. This experimental backup, coupled with the
theory based work done in Chapter 2, would firmly establish linear elasticity in the crack-tip
region for brittle materials.
The objective of the work discussed in Chapter 3 was to predict the direction of crack
growth for mixed-mode loading using a lattice spring model, which simulates a linear elastic
isotropic body. The motivation came from the fact that there are multiple existing criteria
(Principal Stress, Minimum Strain Energy Density, Maximum Strain Energy Release Rate, etc.)
which are inconsistent among themselves, and none of which has a global acceptance as being
the most accurate. The prediction thus derived for the whole range of mode-mixity (i.e., the
ratio of stress intensity factors of shear and tearing mode respectively), would be hoped to be
consistent with at least one of the major existing criteria. A simple lattice model, with diagonal
and nearest-neighbour springs, was built to simulate the process of crack growth. As linear
elasticity has been proven to be valid in the crack-tip region through the work in Chapter 2,
linear springs were used in this model. The spring constants were chosen to simulate isotropy.
The crack growth criterion is based on an intuition, backed by experience, that the spring which
is tensed to the maximum would break. The maximum stretch criterion is not expected (and
verified) to be meaningful as the two types of springs used are of different natural lengths and
spring constants.
Such a spring model and growth criterion is the simplest way to simulate a real crack
growth process. Another reason to retort to such a lattice model is the inability of a real atomic
model to possess a free choice of crack-growth direction purely based on loading. The present
work would have expected to facilitate an easy physical interpretation of the result if the vari-
ation of crack growth angle predicted with the general mode-mixity was monotonic in nature.
The present results show that the general predictions derived is a combination of various ex-
isting critieria in different ranges of mode-mixity. These results neither confirms nor refutes
completely any of the previously known criteria, but is consistent with all of them in different
ranges of mode-mixity. This is contrary to the initial expectation of it being similar or consis-
tent to one of the existing criteria. The prediction of the crack to grow straight ahead for mixed
loading in two distinct ranges of mode-mixity seems to spoil the aesthetics of the results. It is
a surprising part of the result as well. However, as it has been pointed out in Chapter 3, this
return-to-zero phenomena has a vague analytical possibility (based on specialised results) and
a numerical result in its defence. It has also been found that the size of the crack and/or of the
system makes no significant difference in the prediction of crack growth direction. This is an
obvious observation, reaffirming the belief that crack growth is a local phenomena depending
only on the stress situation near the crack-tip irrespective of the so-called “size effects”. The
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fracture mechanics community has liberally used one of the existing criteria of crack growth
direction based on the ease of use and/or suitability to their work. This method has worked
as long as it has majorly been applied for small mode-mixity which predicts small values of
crack growth direction; this convinces the majority of researchers of their accuracy and hence
there has never been major discrepancy. This is also the reason why the prospect of a criterion
which works throughout the whole range of mode-mixity had not been explored much. The
present work is an attempt to address this issue. This also puts forward a need to acknowledge
the non-simplicity of the crack direction variation in a general case even for a linear isotropic
brittle material.
Non-linear springs maybe used in the future for this spring model of Chapter 3 to see if
it makes any significant difference to the predictions for a brittle material. Most importantly,
a physical interpretation of the variation of the present derived crack growth direction with
the mode-mixity is needed. It is not trivial to devise a simple physical interpretation for the
return-to-zero phenomena observed twice in the results of this work.
Cohesive zone theory has been extensively used in simulations of fracture mechanics in
the last two decades, but not much effort has been made to understand what the cohesive force
is and its direct influence on the aperture and stress. In the present work discussed in Chapter 4,
this lack of understanding has been addressed. This work intends to help in the correct applica-
tion of this theory in simulations and otherwise. A standard analytical technique using complex
potentials was used for the derivations of crack aperture in the presence of cohesive stress. The
cohesive stress was introduced into the system of equations as a new stress which, in physi-
cal terms, is not new but just not included in the linear theory of elasticity. This discrepancy
between the mathematics and physics in the origin of the cohesive stress makes no difference
to the overall result as the present study aims to understand the impact on crack aperture and
stress in its presence. There is a good match between the calculated and reference results of
a pressurised crack as such a reference crack exactly imitates the cohesive crack in a negative
sense. The results received are sensible as an increase in the cohesive stress between the crack
faces results in a decrease in the crack aperture and an overall decrease in the stress outside
along the crack line.
The present work of Chapter 4 has brought forward some new insights into the application
of the cohesive zone theory. The crack is not allowed to reach the stage of growth to fully un-
derstand the impact of the cohesive stress. Until now, the region of application of the cohesive
stress has been divergent from Barenblatt’s region in most of the available literature. Addi-
tionally, the cohesive stress has been traditionally used as an approximation/simplification of
non-linearity in the crack tip region by numerical fracture mechanicians; which is completely
different from what Barenblatt had intended. The self-adjusting nature of the cohesive stress
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(similar to the force of friction) and uniqueness in the parameter of the linear traction-separation
law for equilibrium are important claims made in the present work which helps better under-
stand the theory.
The conclusions about the impact of cohesive stress which have been made using a linear
traction-separation law should hold true even when the law is non-linear and more realistic
(like the Lennard - Jones potential). This claim can be confirmed or rejected, as a future work,
by solving for the aperture and stress for a non-linear singular integral equation; advances in
mathematics will be needed to do this. Moreover, for an atomic level treatment of fracture
problem, the cohesive forces are in-built into the model for any potential functions used. It
may be interesting, as a future work, to compare the results of the present work with those of
atomic simulations to see how closely the linear traction-separation law compares to that of the
real atomic potentials. Also, cohesive stress between the crack faces can also be simulated, as
a future work, in the spring model of Chapter 3 by using “cohesive springs” between the crack
faces which obey a specific traction-separation law.
The work outlined in Chapter 5 differs from its predecessors in the sense that compressive
loading is applied in this work as opposed to the tensile loading in previous chapters. This
calls for a different approach altogether as the criterion of crack growth differs fundamentally
in this case. In the present work, the stick/slip theory of contact mechanics (which considers
friction as an inequality) has been used on the two deformable contacting crack faces of linear
elastic body under compression. Griffith’s law of crack growth for compressive loading has
been re-visited in this work. Inspiration for this work came from the previous knowledge of
friction as an inequality and the widely available knowledge on Hertzian contact mechanics.
This knowledge had surprisingly not been incorporated into the theories of rock fracture as the
assumption of friction acting at its maximum value (or crack faces sliding) had convinced the
researchers that it was sufficient for simulation and experiments. The challenge in the present
work was to find reasonable arguments to justify the point at which the crack faces touch each
other as the application of the stick/slip contact mechanics theory requires a single point of
contact around which the contact region spreads.
The present work of Chapter 5 is an improvement over previous works in the field of
compressive fracture mechanics, as it takes friction more accurately as an inequality rather,
than to be acting at its maximum value. Some new perspectives have been brought forward as
a result of the present work. Firstly, contrary to the earlier knowledge on the area, the ratio of
principal biaxial loading affects the relationship between the crack orientation and the friction
coefficient at situations when maximum tensile stress is reached on the crack. This critical
situation is Griffith’s criterion for crack growth under compressive loading. For given Young’s
modulus and radius at contact point, it has been shown that only a real interval (1,γ] of the
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ratio of major to minor principal stress gives sensible results. The impact of the present work
lies in the fact that Griffith’s law gives sensible results only in a closed range of principal stress
loading ratio. Moreover, the previously used assumption of friction f = µN , independent of
the principal stress ratio, is approximately valid only in a closed interval of friction coefficient
at situations when there is maximum tensile stress on the crack. Both of these are new and
important observations for the rock fracture community.
As a future work for Chapter 5, the same theory of contact mechanics can be applied to
multiple contact points to investigate its impact on Griffith’s law. Work is also recommended
into the physical interpretation of the earlier and the present results, specially the domains
where the two models differ.
It is hoped that this thesis has potentially resolved or successfully brought forward a way
ahead over some fundamental issues in brittle fracture mechanics.
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Appendix
Chapter 2
Matlab code for the calculation of finite and infinitesimal
strain in a discrete atomic system
1 c l e a r a l l
2 o1= fopen ( ’CS . t x t ’ , ’ r ’ ) ;
3 F= f s c a n f ( o1 , ’%g %g %g %g %g %g %g %g %g
%g %g %g %g %g ’ , [ 1 3 i n f ] ) ;
4 f c l o s e ( o1 ) ;
5 F=F ’ ;
6 o7= fopen ( ’C . t x t ’ , ’ r ’ ) ;
7 SF= f s c a n f ( o7 , ’%g %g %g %g %g %g ’ , [ 6 i n f
] ) ;
8 f c l o s e ( o7 ) ;
9 SF=SF ’ ;
10 I =eye ( 2 , 2 ) ;
11 o5= fopen ( ’ r e s u l t . t x t ’ , ’w’ ) ;
12 f c l o s e ( o5 ) ;
13 f o r i =1:90720
14 x1=F ( i , 2 ) ;
15 x2=F ( i , 3 ) ;
16 x3=F ( i , 4 ) ;
17 i f ( ( x1>16)&&(x1<18) )
18 i f ( ( ( x2<0)&&(x2>−1.5) ) | | ( ( x2>0)&&(x2
<1.5) ) )
19 x1
20 o2= fopen ( ’ d i s t . t x t ’ , ’w’ ) ;
21 f o r k =1:90720
22 d i s t s q = ( ( F ( k , 2 )−x1 ) ˆ 2 ) + ( ( F ( k , 3 )−x2 ) ˆ 2 ) ;
23 s= s q r t ( d i s t s q ) ;
24 i f ( F ( k , 2 )>−256)
25 f p r i n t f ( o2 , ’%d %g\n ’ , k , s ) ;
26 end
27 end
28 f c l o s e ( o2 ) ;
29 o2= fopen ( ’ d i s t . t x t ’ , ’ r ’ ) ;
30 G= f s c a n f ( o1 , ’%d %g ’ , [ 2 i n f ] ) ;
31 f c l o s e ( o2 ) ;
32 G=G’ ;
33 G= s o r t r o w s (G, 2 ) ;
34 u =4;
35 P= z e r o s ( u ) ;
36 f o r t =1 : u
37 P ( t ) =G( t , 1 ) ;
38 end
39 A= z e r o s ( 6 , 6 ) ;
40 B= z e r o s ( 6 ) ;
41 f o r j =1 : u
42 A( 1 , 1 ) =A( 1 , 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ) ;
43 A( 1 , 2 ) =A( 1 , 2 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
44 A( 1 , 3 ) =A( 1 , 3 ) +F ( P ( j ) , 2 ) ;
45 A( 2 , 1 ) =A( 2 , 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
46 A( 2 , 2 ) =A( 2 , 2 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
47 A( 2 , 3 ) =A( 2 , 3 ) +F ( P ( j ) , 3 ) ;
48 A( 3 , 1 ) =A( 3 , 1 ) +F ( P ( j ) , 2 ) ;
49 A( 3 , 2 ) =A( 3 , 2 ) +F ( P ( j ) , 3 ) ;
50 A( 3 , 3 ) =A( 3 , 3 ) +1 ;
51 A( 4 , 4 ) =A( 4 , 4 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ) ;
52 A( 4 , 5 ) =A( 4 , 5 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
53 A( 4 , 6 ) =A( 4 , 6 ) +F ( P ( j ) , 2 ) ;
54 A( 5 , 4 ) =A( 5 , 4 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
55 A( 5 , 5 ) =A( 5 , 5 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
56 A( 5 , 6 ) =A( 5 , 6 ) +F ( P ( j ) , 3 ) ;
57 A( 6 , 4 ) =A( 6 , 4 ) +F ( P ( j ) , 2 ) ;
58 A( 6 , 5 ) =A( 6 , 5 ) +F ( P ( j ) , 3 ) ;
59 A( 6 , 6 ) =A( 6 , 6 ) +1 ;
60 B( 1 ) =B( 1 ) +(F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 5 ) ) ;
61 B( 2 ) =B( 2 ) +(F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 5 ) ) ;
62 B( 3 ) =B( 3 ) +F ( P ( j ) , 5 ) ;
63 B( 4 ) =B( 4 ) +(F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 6 ) ) ;
64 B( 5 ) =B( 5 ) +(F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 6 ) ) ;
65 B( 6 ) =B( 6 ) +F ( P ( j ) , 6 ) ;
66 end
67 X=A\B ;
68 K( 1 , 1 ) =X( 1 ) ;
69 K( 1 , 2 ) =X( 2 ) ;
70 K( 2 , 1 ) =X( 4 ) ;
71 K( 2 , 2 ) =X( 5 ) ;
72 d e l u =K−I ;
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73 e = 0 . 5∗ [ ( d e l u ) + ( ( d e l u ) ’ ) ] ;
74 C=(K’ ) ∗K;
75 E1 = 0 . 5∗ (C−I ) ;
76 STF ( 1 ) =E1 ( 1 , 1 ) ;
77 STF ( 2 ) =E1 ( 2 , 2 ) ;
78 STF ( 3 ) =0;
79 STF ( 4 ) =0;
80 STF ( 5 ) =0;
81 STF ( 6 ) =2∗E1 ( 1 , 2 ) ;
82 SFD=SF∗ ( STF ’ ) ;
83 STS ( 1 ) =e ( 1 , 1 ) ;
84 STS ( 2 ) =e ( 2 , 2 ) ;
85 STS ( 3 ) =0;
86 STS ( 4 ) =0;
87 STS ( 5 ) =0;
88 STS ( 6 ) =2∗e ( 1 , 2 ) ;
89 SFS=SF∗ ( STS ’ ) ;
90 SMD( 1 ) =F ( i , 1 1 ) ;
91 SMD( 2 ) =F ( i , 1 2 ) ;
92 SMD( 3 ) =0;
93 SMD( 4 ) =0;
94 SMD( 5 ) =0;
95 SMD( 6 ) =F ( i , 1 3 ) ;
96 STM( 1 ) =F ( i , 8 ) ;
97 STM( 2 ) =F ( i , 9 ) ;
98 STM( 3 ) =0;
99 STM( 4 ) =0;
100 STM( 5 ) =0;
101 STM( 6 ) =F ( i , 1 0 ) ;
102 EMD=(SMD) ∗ (STM’ ) ∗ 0 . 5 ;
103 EFD=(SFD ’ ) ∗ ( STF ’ ) ∗ 0 . 5 ;
104 ESS=( SFS ’ ) ∗ ( STS ’ ) ∗ 0 . 5 ;
105 o3= fopen ( ’ r e s u l t . t x t ’ , ’ a ’ ) ;
106 f p r i n t f ( o3 , ’%g %g %g %g %g %g %g %g %g %
g %g %g %g %g %g %g %g %g %g %g %g
%g %g %g %g %g %g %g\n ’ , i , F ( i , 2 ) , F (
i , 3 ) , F ( i , 4 ) , F ( i , 5 ) , F ( i , 6 ) , F ( i , 7 ) , F (
i , 8 ) , e ( 1 , 1 ) , E1 ( 1 , 1 ) , F ( i , 9 ) , e ( 2 , 2 ) ,
E1 ( 2 , 2 ) , F ( i , 1 0 ) / 2 , e ( 2 , 1 ) , E1 ( 1 , 2 ) , F (
i , 1 1 ) , SFS ( 1 ) ,SFD ( 1 ) , F ( i , 1 2 ) , SFS ( 2 ) ,
SFD ( 2 ) , F ( i , 1 3 ) , SFS ( 6 ) ,SFD ( 6 ) ,EMD,
ESS , EFD) ;
107 f c l o s e ( o3 ) ;
108 end
109 end
110 end
111 o4= fopen ( ’ r e s u l t . t x t ’ , ’ r ’ ) ;
112 R= f s c a n f ( o4 , ’%d %g %g %g %g %g %g %g %g
%g %g %g %g %g %g %g %g %g %g %g %g
%g %g %g %g %g %g %g ’ , [ 2 8 i n f ] ) ;
113 f c l o s e ( o4 ) ;
114 R=R ’ ;
115 z= s i z e (R) ;
116 k =1;
117 f o r t = 1 : 2 : z ( 1 )
118 f o r p =1: z ( 2 )
119 L ( k , p ) =(R( t , p ) +R( t +1 , p ) ) / 2 ;
120 end
121 k=k +1;
122 end
123 o1= fopen ( ’CS . t x t ’ , ’ r ’ ) ;
124 F= f s c a n f ( o1 , ’%g %g %g %g %g %g %g %g %g
%g %g %g %g %g ’ , [ 1 3 i n f ] ) ;
125 f c l o s e ( o1 ) ;
126 F=F ’ ;
127 o7= fopen ( ’C . t x t ’ , ’ r ’ ) ;
128 SF= f s c a n f ( o7 , ’%g %g %g %g %g %g ’ , [ 6 i n f
] ) ;
129 f c l o s e ( o7 ) ;
130 SF=SF ’ ;
131 I =eye ( 2 , 2 ) ;
132 o5= fopen ( ’ r e s u l t . t x t ’ , ’w’ ) ;
133 f c l o s e ( o5 ) ;
134 f o r i =1:90720
135 x1=F ( i , 2 ) ;
136 x2=F ( i , 3 ) ;
137 x3=F ( i , 4 ) ;
138 i f ( ( x1>17)&&(x1<18) )
139 i f ( ( ( x2<0)&&(x2>−1.5) ) | | ( ( x2>0)&&(x2
<1.5) ) )
140 x1
141 o2= fopen ( ’ d i s t . t x t ’ , ’w’ ) ;
142 f o r k =1:90720
143 d i s t s q = ( ( F ( k , 2 )−x1 ) ˆ 2 ) + ( ( F ( k , 3 )−x2 ) ˆ 2 ) ;
144 s= s q r t ( d i s t s q ) ;
145 i f ( F ( k , 2 )>−256)
146 f p r i n t f ( o2 , ’%d %g\n ’ , k , s ) ;
147 end
148 end
149 f c l o s e ( o2 ) ;
150 o2= fopen ( ’ d i s t . t x t ’ , ’ r ’ ) ;
151 G= f s c a n f ( o1 , ’%d %g ’ , [ 2 i n f ] ) ;
152 f c l o s e ( o2 ) ;
153 G=G’ ;
154 G= s o r t r o w s (G, 2 ) ;
155 u =10;
156 P= z e r o s ( u ) ;
157 f o r t =1 : u
158 P ( t ) =G( t , 1 ) ;
159 end
160 A= z e r o s ( 1 2 , 1 2 ) ;
161 B= z e r o s ( 1 2 ) ;
162 f o r j =1 : u
163 A( 1 , 1 ) =A( 1 , 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ) ;
164 A( 1 , 2 ) =A( 1 , 2 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
165 A( 1 , 3 ) =A( 1 , 3 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 2 ) ) ) ;
166 A( 1 , 4 ) =A( 1 , 4 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ (
F ( P ( j ) , 3 ) ) ) ;
167 A( 1 , 5 ) =A( 1 , 5 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
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F ( P ( j ) , 3 ) ) ) ;
168 A( 1 , 6 ) =A( 1 , 6 ) +F ( P ( j ) , 2 ) ;
169 A( 2 , 1 ) =A( 2 , 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
170 A( 2 , 2 ) =A( 2 , 2 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
171 A( 2 , 3 ) =A( 2 , 3 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 3 ) ) ) ;
172 A( 2 , 4 ) =A( 2 , 4 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ (
F ( P ( j ) , 3 ) ) ) ;
173 A( 2 , 5 ) =A( 2 , 5 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ (
F ( P ( j ) , 2 ) ) ) ;
174 A( 2 , 6 ) =A( 2 , 6 ) +F ( P ( j ) , 3 ) ;
175 A( 3 , 1 ) =A( 3 , 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 2 ) ) ) ;
176 A( 3 , 2 ) =A( 3 , 2 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 3 ) ) ) ;
177 A( 3 , 3 ) =A( 3 , 3 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ) ;
178 A( 3 , 4 ) =A( 3 , 4 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
179 A( 3 , 5 ) =A( 3 , 5 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
180 A( 3 , 6 ) =A( 3 , 6 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ) ;
181 A( 4 , 1 ) =A( 4 , 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ (
F ( P ( j ) , 3 ) ) ) ;
182 A( 4 , 2 ) =A( 4 , 2 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ (
F ( P ( j ) , 3 ) ) ) ;
183 A( 4 , 3 ) =A( 4 , 3 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
184 A( 4 , 4 ) =A( 4 , 4 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ (
F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
185 A( 4 , 5 ) =A( 4 , 5 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ (
F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
186 A( 4 , 6 ) =A( 4 , 6 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
187 A( 5 , 1 ) =A( 5 , 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 3 ) ) ) ;
188 A( 5 , 2 ) =A( 5 , 2 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ (
F ( P ( j ) , 2 ) ) ) ;
189 A( 5 , 3 ) =A( 5 , 3 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
190 A( 5 , 4 ) =A( 5 , 4 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ (
F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 2 ) ) ) ;
191 A( 5 , 5 ) =A( 5 , 5 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
192 A( 5 , 6 ) =A( 5 , 6 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
193 A( 6 , 1 ) =A( 6 , 1 ) +F ( P ( j ) , 2 ) ;
194 A( 6 , 2 ) =A( 6 , 2 ) +F ( P ( j ) , 3 ) ;
195 A( 6 , 3 ) =A( 6 , 3 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ) ;
196 A( 6 , 4 ) =A( 6 , 4 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
197 A( 6 , 5 ) =A( 6 , 5 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
198 A( 6 , 6 ) =A( 6 , 6 ) + 1 ;
199 A( 7 , 7 ) =A( 7 , 7 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ) ;
200 A( 7 , 8 ) =A( 7 , 8 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
201 A( 7 , 9 ) =A( 7 , 9 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 2 ) ) ) ;
202 A( 7 , 1 0 ) =A( 7 , 1 0 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) )
∗ ( F ( P ( j ) , 3 ) ) ) ;
203 A( 7 , 1 1 ) =A( 7 , 1 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) )
∗ ( F ( P ( j ) , 3 ) ) ) ;
204 A( 7 , 1 2 ) =A( 7 , 1 2 ) +F ( P ( j ) , 2 ) ;
205 A( 8 , 7 ) =A( 8 , 7 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
206 A( 8 , 8 ) =A( 8 , 8 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
207 A( 8 , 9 ) =A( 8 , 9 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 3 ) ) ) ;
208 A( 8 , 1 0 ) =A( 8 , 1 0 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) )
∗ ( F ( P ( j ) , 3 ) ) ) ;
209 A( 8 , 1 1 ) =A( 8 , 1 1 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) )
∗ ( F ( P ( j ) , 2 ) ) ) ;
210 A( 8 , 1 2 ) =A( 8 , 1 2 ) +F ( P ( j ) , 3 ) ;
211 A( 9 , 7 ) =A( 9 , 7 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 2 ) ) ) ;
212 A( 9 , 8 ) =A( 9 , 8 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 3 ) ) ) ;
213 A( 9 , 9 ) =A( 9 , 9 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ (
F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ) ;
214 A( 9 , 1 0 ) =A( 9 , 1 0 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) )
∗ ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
215 A( 9 , 1 1 ) =A( 9 , 1 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) )
∗ ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
216 A( 9 , 1 2 ) =A( 9 , 1 2 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) )
) ;
217 A( 1 0 , 7 ) =A( 1 0 , 7 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) )
∗ ( F ( P ( j ) , 3 ) ) ) ;
218 A( 1 0 , 8 ) =A( 1 0 , 8 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) )
∗ ( F ( P ( j ) , 3 ) ) ) ;
219 A( 1 0 , 9 ) =A( 1 0 , 9 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) )
∗ ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
220 A( 1 0 , 1 0 ) =A( 1 0 , 1 0 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j )
, 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
221 A( 1 0 , 1 1 ) =A( 1 0 , 1 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j )
, 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
222 A( 1 0 , 1 2 ) =A( 1 0 , 1 2 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j )
, 3 ) ) ) ;
223 A( 1 1 , 7 ) =A( 1 1 , 7 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) )
∗ ( F ( P ( j ) , 3 ) ) ) ;
224 A( 1 1 , 8 ) =A( 1 1 , 8 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) )
∗ ( F ( P ( j ) , 2 ) ) ) ;
225 A( 1 1 , 9 ) =A( 1 1 , 9 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) )
∗ ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
226 A( 1 1 , 1 0 ) =A( 1 1 , 1 0 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j )
, 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 2 ) ) ) ;
227 A( 1 1 , 1 1 ) =A( 1 1 , 1 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j )
, 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ) ;
228 A( 1 1 , 1 2 ) =A( 1 1 , 1 2 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j )
, 3 ) ) ) ;
229 A( 1 2 , 7 ) =A( 1 2 , 7 ) +F ( P ( j ) , 2 ) ;
230 A( 1 2 , 8 ) =A( 1 2 , 8 ) +F ( P ( j ) , 3 ) ;
231 A( 1 2 , 9 ) =A( 1 2 , 9 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) )
) ;
232 A( 1 2 , 1 0 ) =A( 1 2 , 1 0 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j )
, 3 ) ) ) ;
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233 A( 1 2 , 1 1 ) =A( 1 2 , 1 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j )
, 3 ) ) ) ;
234 A( 1 2 , 1 2 ) =A( 1 2 , 1 2 ) + 1 ;
235 B( 1 ) =B( 1 ) +(F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 5 ) ) ;
236 B( 2 ) =B( 2 ) +(F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 5 ) ) ;
237 B( 3 ) =B( 3 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ ( F ( P (
j ) , 5 ) ) ) ;
238 B( 4 ) =B( 4 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ ( F ( P (
j ) , 5 ) ) ) ;
239 B( 5 ) =B( 5 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ ( F ( P (
j ) , 5 ) ) ) ;
240 B( 6 ) =B( 6 ) +F ( P ( j ) , 5 ) ;
241 B( 7 ) =B( 7 ) +(F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 6 ) ) ;
242 B( 8 ) =B( 8 ) +(F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 6 ) ) ;
243 B( 9 ) =B( 9 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 2 ) ) ∗ ( F ( P (
j ) , 6 ) ) ) ;
244 B( 1 0 ) =B( 1 0 ) + ( ( F ( P ( j ) , 3 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ ( F (
P ( j ) , 6 ) ) ) ;
245 B( 1 1 ) =B( 1 1 ) + ( ( F ( P ( j ) , 2 ) ) ∗ ( F ( P ( j ) , 3 ) ) ∗ ( F (
P ( j ) , 6 ) ) ) ;
246 B( 1 2 ) =B( 1 2 ) +F ( P ( j ) , 6 ) ;
247 end
248 X=A\B ;
249 K( 1 , 1 ) =X( 1 ) +2∗X( 3 ) ∗x1+X( 5 ) ∗x2 ;
250 K( 1 , 2 ) =X( 2 ) +2∗X( 4 ) ∗x2+X( 5 ) ∗x1 ;
251 K( 2 , 1 ) =X( 7 ) +2∗X( 9 ) ∗x1+X( 1 1 ) ∗x2 ;
252 K( 2 , 2 ) =X( 8 ) +2∗X( 1 0 ) ∗x2+X( 1 1 ) ∗x1 ;
253 d e l u =K−I ;
254 e = 0 . 5∗ [ ( d e l u ) + ( ( d e l u ) ’ ) ] ;
255 C=(K’ ) ∗K;
256 E1 = 0 . 5∗ (C−I ) ;
257 STF ( 1 ) =E1 ( 1 , 1 ) ;
258 STF ( 2 ) =E1 ( 2 , 2 ) ;
259 STF ( 3 ) =0;
260 STF ( 4 ) =0;
261 STF ( 5 ) =0;
262 STF ( 6 ) =2∗E1 ( 1 , 2 ) ;
263 SFD=SF∗ ( STF ’ ) ;
264 STS ( 1 ) =e ( 1 , 1 ) ;
265 STS ( 2 ) =e ( 2 , 2 ) ;
266 STS ( 3 ) =0;
267 STS ( 4 ) =0;
268 STS ( 5 ) =0;
269 STS ( 6 ) =2∗e ( 1 , 2 ) ;
270 SFS=SF∗ ( STS ’ ) ;
271 SMD( 1 ) =F ( i , 1 1 ) ;
272 SMD( 2 ) =F ( i , 1 2 ) ;
273 SMD( 3 ) =0;
274 SMD( 4 ) =0;
275 SMD( 5 ) =0;
276 SMD( 6 ) =F ( i , 1 3 ) ;
277 STM( 1 ) =F ( i , 8 ) ;
278 STM( 2 ) =F ( i , 9 ) ;
279 STM( 3 ) =0;
280 STM( 4 ) =0;
281 STM( 5 ) =0;
282 STM( 6 ) =F ( i , 1 0 ) ;
283 EMD=(SMD) ∗ (STM’ ) ∗ 0 . 5 ;
284 EFD=(SFD ’ ) ∗ ( STF ’ ) ∗ 0 . 5 ;
285 ESS=( SFS ’ ) ∗ ( STS ’ ) ∗ 0 . 5 ;
286 o3= fopen ( ’ r e s u l t . t x t ’ , ’ a ’ ) ;
287 f p r i n t f ( o3 , ’%g %g %g %g %g %g %g %g %g %
g %g %g %g %g %g %g %g %g %g %g %g
%g %g %g %g %g %g %g\n ’ , i , F ( i , 2 ) , F (
i , 3 ) , F ( i , 4 ) , F ( i , 5 ) , F ( i , 6 ) , F ( i , 7 ) , F (
i , 8 ) , e ( 1 , 1 ) , E1 ( 1 , 1 ) , F ( i , 9 ) , e ( 2 , 2 ) ,
E1 ( 2 , 2 ) , F ( i , 1 0 ) / 2 , e ( 2 , 1 ) , E1 ( 1 , 2 ) , F (
i , 1 1 ) , SFS ( 1 ) ,SFD ( 1 ) , F ( i , 1 2 ) , SFS ( 2 ) ,
SFD ( 2 ) , F ( i , 1 3 ) , SFS ( 6 ) ,SFD ( 6 ) ,EMD,
ESS , EFD) ;
288 f c l o s e ( o3 ) ;
289 end
290 end
291 end
292 o4= fopen ( ’ r e s u l t . t x t ’ , ’ r ’ ) ;
293 R= f s c a n f ( o4 , ’%d %g %g %g %g %g %g %g %g
%g %g %g %g %g %g %g %g %g %g %g %g
%g %g %g %g %g %g %g ’ , [ 2 8 i n f ] ) ;
294 f c l o s e ( o4 ) ;
295 R=R ’ ;
296 z= s i z e (R) ;
297 k =1;
298 f o r t = 1 : 2 : z ( 1 )
299 f o r p =1: z ( 2 )
300 Q( k , p ) =(R( t , p ) +R( t +1 , p ) ) / 2 ;
301 end
302 k=k +1;
303 end
Chapter 3
Matlab code for the simulation of crack growth in a lattice
spring model
1 %s i m u l a t e c r a c k growth
2 c l e a r a l l
3 N=30; %s y s t e m s i z e
4 a =10; %c r a c k s i z e
5 s t e p s =10; %o f c r a c k growth
6 l o a = 0 . 0 1 ; %l o a d i n g
7 t o l e = 0 . 0 0 0 1 4 ;
8 ang =30; %l o a d i n g a n g l e
9 k1 =2; %s p r i n g c o n s t . ( b u l k )
10 k11 =1; %s p r i n g c o n s t . ( edge )
11 k2=1+ s q r t ( 3 ) ; %c r o s s s p r i n g
12 %c r e a t e l a t t i c e
13 M=N;
14 t =1 ;
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15 g =1;
16 f o r i =1 :N
17 f o r j =1 :M
18 mat ( i , j ) = t ;
19 q ( g ) = i ;
20 q ( g +1)= j ;
21 t = t +1 ;
22 g=g +2;
23 end
24 end
25 [ r3 , c3 ] = s i z e ( mat ) ;
26 diagVec1 = repmat ( [ ones ( c3−1 ,1) ; 0 ] , r3
, 1 ) ;
27 diagVec1 = diagVec1 ( 1 : end−1) ;
28 diagVec2 = [ 0 ; d iagVec1 ( 1 : ( c3 ∗ ( r3−1) ) ) ] ;
29 diagVec3 = ones ( c3 ∗ ( r3−1) , 1 ) ;
30 diagVec4 = diagVec2 ( 2 : end−1) ;
31 a d j = diag ( diagVec1 , 1 ) + . . .
32 diag ( diagVec2 , c3−1) + . . .
33 diag ( diagVec3 , c3 ) + . . .
34 diag ( diagVec4 , c3 +1) ;
35 a d j = a d j + a d j . ’ ;
36 l =0 ;
37 [ R4 , C4]= s i z e ( a d j ) ;
38 f o r i =1 :N
39 f o r j =1 :M
40 v=mat ( i , j ) ;
41 b =1;
42 P ( v , b ) =v ;
43 f o r j =1 :C4
44 i f ( a d j ( v , j ) ==1)
45 b=b +1;
46 l = l +1 ;
47 P ( v , b ) = j ;
48 end
49 end
50 end
51 end
52 [ rP , cP ]= s i z e ( P ) ;
53 %c r e a t e c r a c k
54 %by removing s p r i n g s
55 xc =(N/ 2 ) ;
56 yc=xc ;
57 m1 ( 1 ) =(N∗ (N−1) / 2 ) − (N∗a / 2 ) ;
58 m2 ( 1 ) = m1 ( 1 ) +1;
59 g1 =1;
60 f o r i =2 : a
61 m1( i ) =m1 ( 1 ) + ( g1∗N) ;
62 m2( i ) =m1( i ) +1 ;
63 g1=g1 +1;
64 end
65 m1=m1 ’ ;
66 m2=m2 ’ ;
67 m1=( s o r t r o w s (m1) ) ’ ;
68 m2=( s o r t r o w s (m2) ) ’ ;
69 [ rm1 , cm1]= s i z e (m1) ;
70 f o r i =1 :N∗M
71 f o r j =1 : cm1
72 i f ( i ==m1( j ) )
73 f o r k =2: cP
74 f o r l =1 : cm1
75 i f ( P ( i , k ) ==m2( l ) )
76 P ( i , k ) =0 ;
77 end
78 end
79 end
80 end
81 end
82 f o r j =1 : cm1
83 i f ( i ==m2( j ) )
84 f o r k =2:9
85 f o r l =1 : cm1
86 i f ( P ( i , k ) ==m1( l ) )
87 P ( i , k ) =0 ;
88 end
89 end
90 end
91 end
92 end
93 end
94 P ( 2 8 5 , 6 ) =286;
95 P ( 2 8 6 , 5 ) =285;
96 P ( 5 5 5 , 9 ) =0 ;
97 P ( 5 5 6 , 7 ) =0 ;
98 P ( 5 8 5 , 4 ) =0 ;
99 P ( 5 8 6 , 2 ) =0 ;
100 %a p p l y l o a d i n g
101 g =1;
102 f o r i = 1 : (N∗M)
103 i f ( ( mod ( i ,N) ==0)&&(i>N)&&(i <((N∗M)−
N+1) ) )
104 f (2∗ g ) = l o a ∗(1+ cosd (2∗ ang ) ) / 2 ;
105 f ( ( 2∗ g )−1)= l o a ∗ ( s i n d (2∗ ang ) ) / 2 ;
106 end
107 i f ( ( mod ( i ,N) ==1)&&(i>N)&&(i <((N∗M)−
N+1) ) )
108 f (2∗ g )=− l o a ∗(1+ cosd (2∗ ang ) ) / 2 ;
109 f ( ( 2∗ g )−1)=− l o a ∗ ( s i n d (2∗ ang ) ) / 2 ;
110 end
111 i f ( ( i >1)&&(i<(N) ) )
112 f (2∗ g )=− l o a ∗ ( s i n d (2∗ ang ) ) / 2 ;
113 f ( ( 2∗ g )−1)=− l o a ∗(1− cosd (2∗ ang ) ) / 2 ;
114 end
115 i f ( ( i >((N∗M)−N+1) )&&(i <((N∗M) ) ) )
116 f (2∗ g ) = l o a ∗ ( s i n d (2∗ ang ) ) / 2 ;
117 f ( ( 2∗ g )−1)= l o a ∗(1− cosd (2∗ ang ) ) / 2 ;
118 end
119 g=g +1;
120 end
121 f (2∗N∗M) =0;
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122 f (2∗N) = 0 . 5∗ ( ( l o a ∗(1+ cosd (2∗ ang ) ) / 2 ) −(
l o a ∗ ( s i n d (2∗ ang ) ) / 2 ) ) ;
123 f ( ( 2∗N)−1) = 0 . 5∗ ( ( l o a ∗ ( s i n d (2∗ ang ) ) / 2 ) +
(− l o a ∗(1− cosd (2∗ ang ) ) / 2 ) ) ;
124 f ( 2 ∗ ( (N∗N)−N+1)−1)=0.5∗((− l o a ∗ ( s i n d (2∗
ang ) ) / 2 ) + ( l o a ∗(1− cosd (2∗ ang ) ) / 2 ) )
;
125 f (2∗N∗N) = 0 . 5∗ ( ( l o a ∗(1+ cosd (2∗ ang ) ) / 2 ) +(
l o a ∗ ( s i n d (2∗ ang ) ) / 2 ) ) ;
126 f ( ( 2∗N∗N)−1) = 0 . 5∗ ( ( l o a ∗ ( s i n d (2∗ ang ) ) / 2 )
+ ( l o a ∗(1− cosd (2∗ ang ) ) / 2 ) ) ;
127 f =f ’ ;
128 yep =1;
129 f o r t y q =1: s t e p s %c r a c k growth
130 c l e a r A
131 c l e a r r r
132 c l e a r f i n a l
133 c l e a r v a l u e
134 c l e a r Q
135 w=1;
136 f o r i =1 :N∗M
137 i f ( P ( i , 1 )>0)
138 x0=q ( ( 2∗P ( i , 1 ) )−1) ;
139 y0=q (2∗P ( i , 1 ) ) ;
140 f o r j =2 : cP
141 x =0;
142 y =0;
143 c =0;
144 s =0;
145 k =0;
146 t h =0 ;
147 c1=P ( i , j ) ;
148 i f ( c1>0)
149 x=q ( ( 2∗ c1 )−1) ;
150 y=q (2∗ c1 ) ;
151 qw= pi / 4 ;
152 %s p r i n g o r i e n t a t i o n
153 % 0
154 i f ( ( x>x0 ) &(y==y0 ) )
155 t h =0∗qw ;
156 k=k1 ;
157 end
158 i f ( ( x>x0 ) &(y==y0 ) &(y==N) )
159 t h =0∗qw ;
160 k=k11 ;
161 end
162 i f ( ( x>x0 ) &(y==y0 ) &(y ==1) )
163 t h =0∗qw ;
164 k=k11 ;
165 end
166 % 45
167 i f ( ( x>x0 ) &(y>y0 ) )
168 t h =1∗qw ;
169 k=k2 ;
170 end
171 % 90
172 i f ( ( x==x0 ) &(y>y0 ) )
173 t h =2∗qw ;
174 k=k1 ;
175 end
176 i f ( ( x==x0 ) &(y>y0 ) &(x ==1) )
177 t h =2∗qw ;
178 k=k11 ;
179 end
180 i f ( ( x==x0 ) &(y>y0 ) &(x==N) )
181 t h =2∗qw ;
182 k=k11 ;
183 end
184 % 135
185 i f ( ( x<x0 ) &(y>y0 ) )
186 t h =3∗qw ;
187 k=k2 ;
188 end
189 % 180
190 i f ( ( x<x0 ) &(y==y0 ) )
191 t h =4∗qw ;
192 k=k1 ;
193 end
194 i f ( ( x<x0 ) &(y==y0 ) &(y ==1) )
195 t h =4∗qw ;
196 k=k11 ;
197 end
198 i f ( ( x<x0 ) &(y==y0 ) &(y==N) )
199 t h =4∗qw ;
200 k=k11 ;
201 end
202 % 225
203 i f ( ( x<x0 ) &(y<y0 ) )
204 t h =5∗qw ;
205 k=k2 ;
206 end
207 % 270
208 i f ( ( x==x0 ) &(y<y0 ) )
209 t h =6∗qw ;
210 k=k1 ;
211 end
212 i f ( ( x==x0 ) &(y<y0 ) &(x==N) )
213 t h =6∗qw ;
214 k=k11 ;
215 end
216 i f ( ( x==x0 ) &(y<y0 ) &(x ==1) )
217 t h =6∗qw ;
218 k=k11 ;
219 end
220 % 315
221 i f ( ( x>x0 ) &(y<y0 ) )
222 t h =7∗qw ;
223 k=k2 ;
224 end
225 c= cos ( t h ) ;
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226 s= s i n ( t h ) ;
227 l = s q r t ( ( x0−x ) . ˆ 2 + ( y0−y ) . ˆ 2 ) ;
228 A(w, ( 2∗ c1−1) ) =(−k / l ) ∗ ( x−x0 ) ∗c ;
229 A(w, ( 2∗ c1 ) ) =(−k / l ) ∗ ( y−y0 ) ∗c ;
230 A(w, ( 2∗ i −1) ) =A(w, ( 2∗ i −1) ) + ( ( k / l ) ∗ ( x
−x0 ) ∗c ) ;
231 A(w, ( 2∗ i ) ) =A(w, ( 2∗ i ) ) + ( ( k / l ) ∗ ( y−y0 )
∗c ) ;
232 A(w+1 , (2∗ c1−1) ) =(−k / l ) ∗ ( x−x0 ) ∗ s ;
233 A(w+1 , (2∗ c1 ) ) =(−k / l ) ∗ ( y−y0 ) ∗ s ;
234 A(w+1 , (2∗ i −1) ) =A(w+1 , (2∗ i −1) ) + ( ( k / l
) ∗ ( x−x0 ) ∗ s ) ;
235 A(w+1 , (2∗ i ) ) =A(w+1 , (2∗ i ) ) + ( ( k / l ) ∗ ( y
−y0 ) ∗ s ) ;
236 end
237 end
238 end
239 w=w+2;
240 end
241 %boundary c o n d i t i o n s
242 A ( : , 1 ) =0 ;
243 A ( 1 , : ) =0 ;
244 A( 1 , 1 ) =1 ;
245 A ( : , 2 ) =0 ;
246 A ( 2 , : ) =0 ;
247 A( 2 , 2 ) =1 ;
248 i =(N∗M)−(N−1) ;
249 t h i r = i ∗2 ;
250 A ( : , t h i r ) =0 ;
251 A( t h i r , : ) =0 ;
252 A( t h i r , t h i r ) =1 ;
253 %c a l c u l a t e node d i s p l a c e m e n t
254 r r =A\ f ;
255 %t a b u l a t e da ta
256 t p =1 ;
257 f o r i =1 :N∗M
258 v a l u e ( tp , 1 ) =q ( ( 2∗P ( i , 1 ) )−1) ;
259 v a l u e ( tp , 2 ) =q (2∗P ( i , 1 ) ) ;
260 v a l u e ( tp , 3 ) = r r ( ( 2∗ t p )−1) ;
261 v a l u e ( tp , 4 ) = r r (2∗ t p ) ;
262 v a l u e ( tp , 5 ) =q ( ( 2∗P ( i , 1 ) )−1)+ r r
( ( 2∗ t p )−1) ;
263 v a l u e ( tp , 6 ) =q (2∗P ( i , 1 ) ) + r r (2∗ t p )
;
264 t p = t p +1;
265 end
266 %c a l c u l a t e s p r i n g f o r c e
267 t p =1 ;
268 f o r i =1 :N∗M
269 x0= v a l u e ( i , 1 ) ;
270 y0= v a l u e ( i , 2 ) ;
271 x01= v a l u e ( i , 5 ) ;
272 y01= v a l u e ( i , 6 ) ;
273 f o r j =1 :N∗M
274 uop =0;
275 f o r u =2:9
276 i f ( P ( i , u ) == j )
277 uop =1;
278 end
279 end
280 i f ( uop ==1)
281 x i = v a l u e ( j , 1 ) ;
282 y i = v a l u e ( j , 2 ) ;
283 x i 1 = v a l u e ( j , 5 ) ;
284 y i 1 = v a l u e ( j , 6 ) ;
285 d= s q r t ( ( ( x i−x0 ) ˆ 2 ) + ( ( yi−y0 ) ˆ 2 ) ) ;
286 i f ( d ==1)
287 e x t =( s q r t ( ( ( x i1−x01 ) ˆ 2 ) + ( (
yi1−y01 ) ˆ 2 ) ) )−1;
288 f i n a l ( tp , 1 ) = i ;
289 f i n a l ( tp , 2 ) =x0 ;
290 f i n a l ( tp , 3 ) =y0 ;
291 f i n a l ( tp , 4 ) = j ;
292 f i n a l ( tp , 5 ) = x i ;
293 f i n a l ( tp , 6 ) = y i ;
294 f i n a l ( tp , 7 ) = e x t ∗k1 ;
295 t p = t p +1;
296 end
297 i f ( ( d>1.4)&&(d<1.5) )
298 e x t =( s q r t ( ( ( x i1−x01 ) ˆ 2 ) + ( (
yi1−y01 ) ˆ 2 ) ) )−( s q r t ( 2 ) )
;
299 f i n a l ( tp , 1 ) = i ;
300 f i n a l ( tp , 2 ) =x0 ;
301 f i n a l ( tp , 3 ) =y0 ;
302 f i n a l ( tp , 4 ) = j ;
303 f i n a l ( tp , 5 ) = x i ;
304 f i n a l ( tp , 6 ) = y i ;
305 f i n a l ( tp , 7 ) = e x t ∗k2 ;
306 t p = t p +1;
307 end
308 end
309 end
310 end
311 Q= s o r t r o w s ( f i n a l , 7 ) ;
312 Q= f l i p d i m (Q, 1 ) ;
313 %remove broken s p r i n g s
314 gr =1;
315 r1 =Q( gr , 1 ) ;
316 r2 =Q( gr , 4 ) ;
317 i f ( r1>(N∗M/ 2 ) )
318 f o r l 1 =2:9
319 i f ( P ( r1 , l 1 ) == r2 )
320 P ( r1 , l 1 ) =0 ;
321 end
322 end
323 f o r l 2 =2:9
324 i f ( P ( r2 , l 2 ) == r1 )
325 P ( r2 , l 2 ) =0 ;
326 end
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327 end
328 remo ( yep , 1 ) = r1 ;
329 remo ( yep , 2 ) = r2 ;
330 yep=yep +1;
331 end
332 whi le ( r1<(N∗M/ 2 ) )
333 gr = gr +2;
334 r1 =Q( gr , 1 ) ;
335 r2 =Q( gr , 4 ) ;
336 i f ( r1>(N∗M/ 2 ) )
337 f o r l 1 =2:9
338 i f ( P ( r1 , l 1 ) == r2 )
339 P ( r1 , l 1 ) =0 ;
340 end
341 end
342 f o r l 2 =2:9
343 i f ( P ( r2 , l 2 ) == r1 )
344 P ( r2 , l 2 ) =0 ;
345 end
346 end
347 remo ( yep , 1 ) = r1 ;
348 remo ( yep , 2 ) = r2 ;
349 yep=yep +1;
350 end
351 end
352 f o r qw=2:5
353 i f ( ( ( abs (Q( g r +qw , 7 )−Q( gr , 7 ) ) )< t o l e )
&&(Q( gr +qw , 1 )>(N∗M/ 2 ) ) )
354 gr = gr +qw ;
355 r1 =Q( gr , 1 ) ;
356 r2 =Q( gr , 4 ) ;
357 f o r l 1 =2:9
358 i f ( P ( r1 , l 1 ) == r2 )
359 P ( r1 , l 1 ) =0 ;
360 end
361 end
362 f o r l 2 =2:9
363 i f ( P ( r2 , l 2 ) == r1 )
364 P ( r2 , l 2 ) =0 ;
365 end
366 end
367 remo ( yep , 1 ) = r1 ;
368 remo ( yep , 2 ) = r2 ;
369 yep=yep +1;
370 end
371 end
372 end
373 %p l o t l a t t i c e
374 f o r i =1 :N∗M
375 i f ( P ( i , 1 )>0)
376 x01=q ( ( 2∗P ( i , 1 ) )−1) ;
377 y01=q (2∗P ( i , 1 ) ) ;
378 f o r j =2 : cP
379 c1=P ( i , j ) ;
380 i f ( c1>0)
381 x0=q ( ( 2∗ c1 )−1) ;
382 y0=q (2∗ c1 ) ;
383 x =[ x01 , x0 ] ;
384 y =[ y01 , y0 ] ;
385 p l o t ( x , y , ’ k ’ )
386 hold on
387 end
388 end
389 end
390 end
391 hold on
392 [ rremo , cremo ]= s i z e ( remo ) ;
393 f o r i =1 : rremo
394 x ( i ) =( q ( ( 2∗ remo ( i , 1 ) )−1)+q ( ( 2∗ remo ( i , 2 ) )
−1) ) / 2 ;
395 y ( i ) =( q ( ( 2∗ remo ( i , 1 ) ) ) +q ( ( 2∗ remo ( i , 2 ) ) ) )
/ 2 ;
396 end
397 %p l o t t h e mid−p o i n t o f broken bonds
398 p l o t ( x , y , ’∗k ’ )
399 hold on
400 %c a l c u l a t e t h e s l o p e o f l i n e a r f i t o f
broken bonds
401 %c f t o o l ( x , y )
Chapter 4
Matlab code for the calculation of crack aperture and stress
in presence of cohesive stress
1 c l e a r a l l
2 a =1;
3 n =50;
4 L=1;
5 a l p =26200;
6 mis =4;
7 nu = 0 . 2 5 ; %Poisson ’ s r a t i o
8 m= 2 6 . 2 ; %Shear Modulus
9 C=(1−nu ) /m;
10 h =(2∗ a ) / n ;
11 z=−a : h : a ;
12 [ r r , r c ]= s i z e ( z ) ;
13
14 wei =2.5∗ h ;
15 I =eye ( r c ) ;
16 K( rc , r c ) =0 ;
17 K1 ( r c ) =0 ;
18
19 f o r i =1 : r c
20 w( i ) =wei ;
21 x=−a +( i −1)∗h ;
22 z1=rand ( 1 , 1 0 0 0 0 0 ) ;
23 z2=−z1 ;
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24 z3= s o r t ( [ z1 , z2 ] ) ;
25 v a l = l o g ( abs ( ( ( ( a ˆ 2 ) − ( x .∗ z3 ) + ( s q r t ( a
ˆ2 − z3 .∗ z3 ) ) . ∗ ( s q r t ( a ˆ2 − x ˆ 2 ) ) ) )
. / ( ( a ) . ∗ ( z3 − x ) ) ) ) ;
26 r ( i ) =( t rapz ( va l , z3 ) ) ;
27
28
29 r e = [ ] ;
30 q =1;
31 f o r j =1 : r c
32 t =z ( j ) ;
33 i f ( ( abs ( abs ( x )−abs ( t ) )>1e−3)&&(abs ( abs ( x
)−a )>1e−3)&&(abs ( a−abs ( t ) )>1e−3) )
34 r e ( q ) = t ;
35 q=q +1;
36 end
37 end
38 z4 = reshape ( r e . ’ , 1 , numel ( r e ) ) ;
39
40 v a l 4 = l o g ( abs ( ( ( a ˆ2 − x .∗ z4 + s q r t ( a ˆ2 −
z4 .∗ z4 ) .∗ s q r t ( a ˆ2 − x ˆ 2 ) ) ) . / ( ( a )
. ∗ ( z4 − x ) ) ) ) ;
41 r1 ( i ) =( t rapz ( va l4 , z4 ) ) ;
42
43 F ( i ) =C∗ s q r t (1−(x ˆ 2 ) ) ;
44 f o r j =1 : r c
45 t=−a +( j −1)∗h ;
46 i f ( ( abs ( abs ( x )−abs ( t ) )>1e−3)&&(abs ( abs ( x
)−a )>1e−3)&&(abs ( a−abs ( t ) )>1e−3) )
47 K( i , j ) = l o g ( abs ( ( ( a ˆ2 − t ∗x + s q r t ( a ˆ2 −
t ˆ 2 ) ∗ s q r t ( a ˆ2 − x ˆ 2 ) ) ) / ( ( a ) ∗ ( t − x )
) ) ) ; %
48 K1 ( i ) =K1 ( i ) +K( i , j ) ;
49 end
50 end
51 end
52 D= diag (w) ;
53 c l = s q r t (1−( z .∗ z ) ) ∗ (C) ;
54
55 M=I −(( a l p ∗C∗2 / pi ) ∗ ( (K∗D) + diag ( r1 )−(diag (
K1 ) ∗D) ) ) ;
56 u =( inv (M) ∗F ’ ) ;
57 z=z ( mis +1: n+1−mis ) ;
58 u=u ( mis +1: n+1−mis ) ;
59 c l = c l ( mis +1: n+1−mis ) ;
60 c l = c l ’ ;
61
62 %Opening P l o t
63 % Sneddon
64 f o r i =1 : r c
65 x=−a +( i −1)∗h ;
66 syms d t
67 v = ( ( symsum ( ( ( ( ( t ∗ t ) ˆ ( 2∗ d ) ) / ( 1 ) ) ) ∗ ( ( sym
( ’ (2∗ d ) ! ’ ) ) / ( ( 2 ˆ ( 2 ∗ d ) ) ∗ ( ( sym ( ’ d ! ’
) ) ˆ 2 ) ) ) ˆ 2 , d , 0 , 5 ) ) ) ;
68 y9 =( t ∗v ∗ ( 1 / s q r t ( ( t ˆ 2 − x ˆ 2 ) ) ) ) ;
69 I1 = do ub l e ( i n t (C∗2∗C∗ a l p ∗y9 , x , a ) ) ;%
70 sn ( i ) =(C∗ s q r t (1−(x∗x ) ) ) −(( I1 ) ) ;
71 end
72
73 sn=sn ( mis +1: n+1−mis ) ;
74
75 e2= c l−u ;
76 sn=sn ’ ;
77 e3= c l−sn ;
78
79 p l o t ( z , 2∗ c l , ’−−k ’ )
80 hold on
81 p l o t ( z , 2∗ u , ’ ok ’ , ’ MarkerFaceColo r ’ , ’ k ’ )
82 hold on
83 %p l o t ( z , 2∗ sn , ’ ok ’ )
84 %l e g e n d ( ’ C l a s s i c a l ’ , ’ Cohes ive ’ , ’
P e r t u r b a t i o n ’ )
85 y l a b e l ( ’ Norma l i sed A p e r t u r e 2 v + E / ( a \
s igma {yy } ˆ\ i n f t y ) ’ )
86 x l a b e l ( ’ x / a ’ )
87 hold on
88
89 z=z ’ ;
90 p t =1 ;
91 f o r i =a : 0 . 5 : 1 5
92 x ( p t ) = i ;
93 un iq = u . ∗ ( s q r t ( a∗a−(z .∗ z ) ) ) . / ( z−i ) ;
94 I = t rapz ( uniq , z ) ;
95 s t ( p t ) = ( 1 / ( s q r t ( i ˆ2 − a ˆ 2 ) ) ) ∗ ( ( L∗ i )
+((−2∗ a l p / pi ) ∗ I ) ) ;
96 gr ( p t ) = ( 1 / ( s q r t ( i ˆ2 − a ˆ 2 ) ) ) ∗ ( ( L∗ i ) ) ;
97 p t = p t +1 ;
98 end
99 %
100 % p l o t ( x , gr ,’−−k ’ )
101 % hold on
102 % p l o t ( z , 2∗ a l p ∗u , ’−k ’ )
103 % hold on
104 % p l o t ( x , s t , ’ ok ’ , ’ MarkerFaceColor ’ , ’ k ’ )
105 % l e g e n d ( ’ C l a s s i c a l ’ , ’ Cohes ive ’ , ’ S t r e s s
’ )
106 % y l a b e l ( ’ S t r e s s \ s i g ma y / \ s i g ma y ˆ\
i n f t y i n t h e c r a c k plane ’ )
107 % x l a b e l ( ’ x / a ’ )
Chapter 5
Matlab code for finding maximum tensile stress in a crack
under compression using stick/slip model
1 c l e a r a l l
2 nu = 0 . 1 6 6 ;
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3 d =1;
4 s9 =1;
5 r =1 ;
6 s = 0 . 0 0 1 ;
7 y1= s∗ r ∗ (1 / (1− ( r ˆ 2 / s ˆ 2 ) ) ) ;
8 y2= s∗ r ∗ ( ( 1 / ( 1 − ( r ˆ 2 / s ˆ 2 ) ) ) + (2∗ r ∗ r ∗(1−(
r ˆ 2 / s ˆ 2 ) ) ) ) ;
9 ro =abs ( ( 1 + y1 ˆ 2 ) ˆ 1 . 5 / ( y2 ) ) ;
10 a l p = s q r t ( ro / r ) ;
11 f o r f = 0 . 0 0 0 0 1 : 0 . 1 : 3
12 k=(3−nu ) / ( 1 + nu ) ; %Kolosov ’ s C o n s t a n t
13 E=70; %GPa / Youngs Modulus
14 mu=(E / 2 ) ∗ ( 1 / ( 1 + nu ) ) ; %GPa / Shear
Modulus
15 R=10; %assumed
16 coun =1;
17 s1 = 0 . 1 ; %Gpa
18 s2 = 0 . 0 1 ; %GPa
19 %ang =25;
20 f o r ang = 0 : 2 : 9 0
21 syy = ( ( s1+s2 ) / 2 ) + ( ( s1−s2 ) ∗ ( cosd (2∗ ang ) )
/ 2 ) ;
22 sxy =( s1−s2 ) ∗ ( s i n d (2∗ ang ) ) / 2 ;
23 a = ( ( syy∗R∗2∗ ( k +1) ) / ( pi∗mu) ) ;
24 csq =a∗a ∗((1−( sxy / ( f ∗ syy ) ) ) ) ; %NO ABS
t a k e n
25 f o r x=−a : a / 7 5 0 : a
26 K1= ( 1 + ( 4∗ ( s q r t ( a ˆ2 − x ˆ 2 ) ) / ( pi∗a ) ) ) ∗ (2∗
syy ) ;
27 K2=2∗( sxy − ( ( 4∗ f ∗ syy / ( pi∗a ) ) ∗ ( ( s q r t ( a ˆ2
− x ˆ 2 ) −(( h e a v i s i d e ( csq − ( x∗x ) ) ) ∗ (
c sq − ( x∗x ) ) ) ) ) ) ) ;
28 lam1= (−((2∗K1 / K2 ) +1) + s q r t ( 5 + ( 4∗ ( K1 ˆ 2 )
/ ( K2 ˆ 2 ) ) ) ) / 2 ;
29 lam2= (−((2∗K1 / K2 ) +1) − s q r t ( 5 + ( 4∗ ( K1 ˆ 2 )
/ ( K2 ˆ 2 ) ) ) ) / 2 ;
30 b e t = a l p ∗ lam1 ;
31 p a r a = ( K1+(K2∗ lam1 ) ) / ( 1 + ( lam1 ˆ 2 ) ) ;
32 s i g ( coun , 1 ) = p a r a ;
33 s i g ( coun , 2 ) =0; %t h e maximum s t r e s s
ALWAYS comes o u t t o be a t t h e t i p
34 s i g ( coun , 3 ) =ang ;
35 s i g ( coun , 4 ) =x ;
36 s i g ( coun , 5 ) = f ;
37 s i g ( coun , 6 ) =a ;
38 s i g ( coun , 7 ) = s q r t ( c sq ) ;
39 coun=coun +1;
40 end
41 end
42 [ r1 , c1 ] = s i z e ( s i g ) ;
43 f o r i =1 : r1
44 i f ( ( ( s i g ( i , 7 ) ∗ s i g ( i , 7 ) )>0) | | ( ( s i g ( i
, 7 ) ∗ s i g ( i , 7 ) ) ==0) )
45 s i g 1 ( i , : ) = s i g ( i , : ) ;
46 end
47 end
48 [M, I ] = max ( s i g 1 ( : , 1 ) ) ;
49 v a l ( s9 , : ) = s i g 1 ( I , : ) ;
50 v a l ( s9 , 2 ) = 0 . 5∗ ( a t a n d ( 1 / f ) ) ;
51 s9=s9 +1
52 end
53 %c r a c k o r i e n t a t i o n
54 p l o t ( v a l ( : , 5 ) , v a l ( : , 2 ) , ’−k ’ )
55 hold on
56 p l o t ( v a l ( : , 5 ) , v a l ( : , 3 ) , ’−ok ’ , ’
MarkerFaceColo r ’ , ’ k ’ )
57 hold on
58 x l a b e l ( ’ F r i c t i o n c o e f f i c i e n t \mu ’ )
59 y l a b e l ( ’ Crack o r i e n t a t i o n \ e t a ( ˆ o ) ’ )
60 l egend ( ’ McCl in tock and Walsh ( 1 9 6 2 ) ’ , ’
S t i c k / S l i p Model ’ )
61
62 % %r a t i o o f c / a
63 % p l o t ( v a l ( : , 5 ) , ( v a l ( : , 7 ) . / v a l ( : , 6 ) ) , ’−
ok ’ , ’ MarkerFaceColor ’ , ’ k ’ )
64 % x l a b e l ( ’ F r i c t i o n c o e f f i c i e n t \mu ’ )
65 % y l a b e l ( ’ S t i c k / S l i p r a t i o c / a ’ )
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Nomenclature
e infinitesimal strain tensor
r position vector
u displacement vector with components u and v
x original position coordinate of the atom
a crack length in Chapter 2 - 3, half-crack length
in Chapter 4 and half-region of contact/slip in
Chapter 5
a0 constant
a11, a12, a22 parameters
aij , aijk, bi, bij , ci constants in the deformation func-
tions
b, c abcissa of line crack edges in Chapter 4
c half-region of stick in Chapter 5
d side of square hole
ei extension in the ith spring
f force applied on node of unit cell in Chapter 3
f(z), g(z) analytic functions with z as a complex vari-
able in Chapter 4
fklj jth component of force between atom k and l
g gap
g0 initial gap
h width of rectangular plate in Chapter 2 and hor-
izontal shift in Chapter 5
k1 spring constant of nearest-neighbour spring
k2 spring constant of cross spring
ki0 spring constant between the node 0 and i
l half-length of crack
ni ith node
p(u) pressure inside crack with u as a real variable
in Chapter 4
p(z), s(z), P (z), G(z) analytic functions with z as a
complex variable
s0 displacement of node 0
si ith spring
vsn displacement of crack face based on perturba-
tion solutions
w weight function
x
(k)
i ith position coordinate of atom l
C elasticity tensor
E finite strain tensor
F deformation gradient tensor
I identity matrix
X new deformed position coordinate of the atom
X horizontal component of force on crack
Y vertical component of force on crack
A area of square hole in Chapter 3 and a depen-
dent material property in Chapter 5
Cp pore compressibility
C0p pore compressibility from literature
E′ representation of Young’s modulus E; different
formulation for plane stress and strain
E∞ Young’s modulus for a large system
Eh Young’s modulus of unit cell under shear
Ev Young’s modulus of unit cell under normal
Ecoh energy stored per unit area in the cohesive zone
Esq square root of error
Estr strain energy per unit area
F, T normal and tangential forces on a crack at con-
tact point
F0 applied external force on node 0
G shear modulus
G strain energy release rate in Chapter 2 and shear
modulus everywhere else
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H horizontal force on a block
Jθ strain energy release rate in circular coordinates
K kernel of integral equation
K1 normal mode stress intensity factor
K2 shear mode stress intensity factor
KIo pure normal mode stress intensity factor
N size of the square lattice system in Chapter 3
and normal force on the block in Chapter 5
R radius of curvature
S strain energy density in Chapter 3
T0 critical fracture load under normal loading
U i strain energy density at atomic site i
UE total strain energy
W∞ far-field work done due to deformation
Wcoh work per unit area against cohesive stress
Y elasticity modulus under diagonal loading
α cohesive stress parameter
β angle of crack inclination
δx, δy, δx1 displacement components of nodes
δ displacement of the boundaries of rectangular
plate
0 applied normal strain
imn strain tensor at atomic site i
η angular inclination of the crack
γ surface energy
κ Kolosov’s constant
µ friction coefficient
ν Poisson’s ratio
φ scalar potential
ψ vector potential
σ applied uniaxial stress
σ0 cohesive stress
σ0 far-field stress
σ1, σ2 principal biaxial stress
σc normal stress on the crack beyond which it closes
σf frictional/tangential stress on the crack
σh hydrostatic stress
σn normal stress on the crack
σββ tangential stress on an elliptical crack
σij virial stress tensor
σimn stress tensor at atomic site i
σxx, σxy, σyy components of stress in cartesian coordi-
nates
σ∞xx,σ
∞
yy components of remote stress
τrθ shear stress in polar coordinates
θ0 preferred angle of crack growth direction
χ mapping function
Ω cell volume occupied by an atom
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