It is indeed remarkable how many developments in biological sciences have their origin in earlier ideas which were nearly forgotten and were buried. This review illustrates this with a few examples. Free solution capillary electrophoresis is a refined version of moving boundary electrophoresis. Immobilised metal affinity chromatography rests on the early work on protein precipitation with metal ions. The concept of proteins as templates was rejected in early times but has resurfaced in the context of prions and intrinsically disordered protein regions. The approach of using enzymes in organic solvents is credited to papers published in late 1980s; the idea though is as old at least as the beginning of the 20th century.
electrophoresis and Tiselius was awarded the Nobel Prize for this in 1948. It used Schlieren optics developed by Foucault in 1859 (Tobin, 2003) . This particular optics measured the change in refractive index of the solution as the protein band moved in free solution under the influence of an applied electric field. An early model of analytical centrifuge sold by Beckman also used the same optics. This was phased -out with the introduction of UV absorbance-based optics. Probably as an aside, change in refractive index is always a more versatile property; in HPLC, refractive index (RI) detector is called a universal detector! So, old concepts never fade away totally, they are often worth reviving, albeit in a different context.
Reverting to Tiselius's method, convection and diffusion in free solutions resulted in broad bands. For a long time, scientists searched for a material through which proteins could move without band broadening.
Last year, there was a post by the Boston Consulting Group in LinkedIn which made an interesting statement: "There are no old roads to new directions". This set us thinking whether this applied to science. The Latin phrase nanos gigantum humeris insidentes was restated by Sir Isaac Newton: "If I have seen further, it is by standing on the shoulders of giants". The sentiment is to look backwards, examine the past wisdom, and see whether something new or a better version emerges. This short review discusses a few instances when doing exactly that has profited researchers working in the area of biological sciences.
Munishwar Nath Guptaa and Ipsita Roy
It was the introduction of polyacrylamide gel electrophoresis by Ornstein and Davis (1964) which made gel electrophoresis much more accessible and hence popular. One of the next major advances in electrophoretic techniques was capillary electrophoresis (CE) (Jorgenson and Lukacs, 1981) which has emerged today as a powerful method. CE is actually an "umbrella term" as many variants of CE exist. The earliest version of CE (which is still used) is capillary zone electrophoresis (CZE). CZE is also called free solution capillary electrophoresis (FSCE) . Rightly so, because in CZE, electrophoresis is carried out in free solution! How does then CZE differ from Tiselius's moving boundary electrophoresis? The capillary provides a high surface to volume ratio. Hence, heat produced during electrophoresis is dissipated faster. Use of capillaries also makes electro-osmotic force important. The overall result is a very fast separation. Convection current and diffusion become insignificant. Other variants of CE use matrix-filled capillaries, but those were developed much later. CZE resulted from scientific workers never forgetting Tiselius's work. Today CE is a part of quite a few hyphenated techniques like CE-MS. Re-purposing of mevalonate pathway blockers like lovastatin was shown to have dose-dependent anti-cancer activity (Kobayashi et al. 2017) . The metabolome of an ovarian cancer cell line was monitored using capillary electrophoresis coupled with mass spectrometry. Glutathione and metabolites associated with glycolysis were found to be reduced upon drug treatment while those associated with the tricarboxylic acid cycle (TCA) were increased (Kobayashi et al. 2017) . It is interesting to note that the work manipulated 'Warburg effect', first described by Otto Warburg in 1920 and so christened by Ephraim Racker much later (Racker, 1972) . The phenomenon essentially refers to the adaptive mechanism by cancer cells in switching over to glycolysis predominantly for deriving energy followed by lactic acid fermentation even in the presence of abundant oxygen (Liberti and Locasale, 2016) . Normal cells divert pyruvate to mitochondria for oxidation under oxygen rich conditions. This metabolome analysis (Kobayashi et al. 2017) suggested that the statin disrupted the "Warburg effect" seen in tumour cells, explaining its anti-cancer activity, and activated the TCA cycle by reducing the ratio of NAD+/NADH. Differences in glycosylation pattern/s are associated with changes in physiological and pathophysiological conditions like malignancy. CE-MS has also been employed for the differential analysis of α2,3-and α2,6-sialylated glycopeptides as potential biomarkers in various diseased conditions (Kammeijer et al. 2017) . These linkage isomers derived from glycopeptides obtained following tryptic digestion of prostate-specific antigen had identical fragmentation patterns but showed differential electrophoretic mobility (Fig. 1 ) due to differences in acidity. The analytical method had the additional advantage that it did not require pretreatment of the sample.
World War II and a Technique Called Immobilized Metal Ion Affinity Chromatography (IMAC)
Science funding and consequently the rate of advancement of science increases when wars and epidemics happen. During World War II, USA invested a very large amount of money in science. This led to the development of work on protein purification in an intensive manner (Cohn et al., 1946; Farrugia and Robert, 2006) . Understandably, the focus was on purification of blood proteins. Protein chromatography developed much later. In those early days, the idea was to see whether purification methods generally used by organic chemists could also be used for proteins. Precipitation with water-miscible organic solvents like alcohols and acetone was one such approach (Green and Hughes, 1955; Curling, 1980) . Precipitation with metal ions like Cu2+ and Zn2+ was also tried (Cohn et al., 1950) . While the approach can still be used successfully (Iyer and Przybycien, 1995; Zimmerman et al., 2016) , precipitation with organic solvents or ammonium sulphate, especially the latter, is more common (Arakawa and Timasheff, 1985; Scopes, 1994) . Such steps are used more for concentrating dilute solutions; any serious purification inevitably requires chromatography. Let us shift from a view of the past to the present scenario. The most commonly used protein purification technique today is immobilized metal ion affinity chromatography (IMAC) (Sulkowski, 1983; Kuo and Chase, 2011) . The technique was developed by Jerker Porath (Porath et al., 1975) , whose earlier notable contributions were (i) inventing the technique of gel filtration and developing Sephadex TM as the first commercial medium for gel filtration (Porath and Flodin, 1959) . Today, these media are sold globally by GE Healthcare Life Sciences, (ii) the chemical coupling method based on cyanogen bromide (CNBr). The availability of CNBr coupling method contributed significantly to the twin areas of affinity chromatography and protein immobilization (Axén et al., 1967; March et al., 1974; Hermanson et al., 2013) . With these tremendous successes behind him, Porath had been looking at metal chelation with proteins. The question was if a metal chelate (fixed to a solid matrix like agarose) were to bind to a protein, could this lead to a new separation method for proteins? The idea was not without its challenges. The most important side-chain of proteins, which was found to interact with Cu 2+ , Ni 2+ and Zn 2+ , was the imidazole group of histidine amino acid. How does one elute bound the protein in such a manner that the chelated metal ion does not come off along with the eluted protein? That will not do as many subsequent applications of proteins may not be compatible with the presence of such metal ions. The solution was to search for appropriate chelating agents with appropriate binding constants. Out of the many which Porath's group tried, iminodiacetic acid (IDA) and nitrilotriacetic acid (NTA) were found to be the most suitable (Porath et al., 1975) . It surely helped that Porath was quite comfortable with coordination chemistry! In the recombinant DNA era, it became easy to insert multiple histidine residues in the protein being cloned. Such inserts are called "fusion tags". IMAC developed by Porath took off as a favourite tool of molecular biologists (Sulkowski, 1985; Porath, 1992; Kuo and Chase, 2011 ). Porath's development of IMAC was facilitated by (i) the early work on protein precipitation by metal ions, (ii) a large amount of quantitative data on metal ion-amino acid interaction, (iii) his early work on affinity chromatography starting with affinity matrices based on agarose and coupling methods like CNBr. Porath looked at all this holistically and this development of IMAC came about as one of the most popular techniques of our times (Fig. 2) . It pays to look back.
Concept of Template, Prion and Intrinsic Disorder
In the beginning, we had RNA world. DNA and proteins came later. As cells evolved to become more complex (to fulfill their role in multicellular organisms), a variety of catalysts were needed. RNA could no longer cope up with this role. Enzymes evolved; their synthesis was governed like other proteins by the "central dogma": DNA → RNA → proteins. As the RNA world was replaced and both DNA and proteins evolved; there was a division of labour and proteins (unlike RNA in the ancient world) were not expected to function as templates. In fact, the central dogma treats proteins as a dead-end on the path of information flow. The general impression among biochemists is that proteins cannot act as templates. Some people, however, believe that the issue is far from settled (Vitek and Jackson, 2008) . Historically, an early mention of the template concept occurs in the discussion on Fischer's lock-and-key hypothesis, which was also called template hypothesis (Lichtenthaler, 1995) . The active site of the enzyme was viewed as a template in which reactions occurred.
Immune System and Network Theory
However, the more controversial discussion involving template was in the context of nature of antibodies. Pauling, the leader of "instruction theory" group believed that antigens act as templates around which antibodies fold to form specific binding sites. Ultimately, the school of thought who believed in "selection theory" won the debate. The "clonal selection theory" is a widely accepted theory to explain the functioning of immune system (Hodgkin et al., 2007; Neuberger, 2008) . Associated with the debate about instruction vis-à-vis selection was the debate about genetic versus somatic nature of the way antibodies acquire specificity. If selection takes place from pre-existing clones of lymphocytes, the basis of specificity is obviously genetic in nature. However, we do know now that subsequent experiments showed that this was not the whole story. Affinity maturation and hypermutation are somatic in nature (Muramatsu et al., 2000; Di Noia and Neuberger, 2002; Teng and Papavasiliou, 2007; Neuberger, 2008) . So, after the initial "clonal selection", there is an element of "instruction" by the antigen. Also, while the "clonal selection" theory is now accepted as the correct view of the way immune system functions, there is another theory which is still not totally discarded. Niels Jerne was also awarded the Nobel Prize for "theories concerning the specificity and development and control of the immune system". Jerne is credited with the development of idiotype network theory (INT) (Jerne, 1974) . Jerne argued that if the antibody is the mirror image (complementary shape) of the antigen, the antibody to antibody would be similar to the antigen! According to INT, such a network does exist and the antigens modulate the network (Fig. 3) . In fact, the term 'epitope' (normally called 'antigenic determinant' now) was coined by Jerne (Jerne, 1985) . The epitope on antigens combine with 'paratopes' (binding sites) on the antibody. Jerne viewed the relationship between epitope and paratope akin to lock and key! Contrary to the impression created by most of the text books, Jerne's ideas continue to attract attention (Mitra-Kaushik et al., 2001; Behn, 2007; Gorczynski and Hoffmann, 2017) . The role of antigen, thus, is not limited to selection. It continues to 'instruct' how the immune system functions. This may not be like a classical template but it still validates some of (Kohler and Milstein, 1975) , one could obtain a more specific and single antibody preparation. With the availability of monoclonal antibodies generated against transition intermediates of chemical reactions, catalytic antibodies were obtained which actually acted as a biocatalyst for the corresponding chemical reactions (Green, 1989) . Sometimes, when one is ahead of one's times, the original idea may not turn out to be completely true but it does pave the way for discovering truth.
Intrinsically Disordered Proteins
What about Fischer's view of enzyme-substrate interaction? Koshland's induced fit theory merely talked of minor conformational adjustments in the enzyme structure. This subsequently led him to propose the sequential model for allosteric enzymes (Koshland et al., 1966) . It seems that while Anfinsen was correct about spontaneous formation of protein conformations; for proteins to function, some instruction from the substrate/ligand was very much relevant (Koshland, 1987) . Now we know the importance of intrinsically disordered protein regions (IDPRs) in biology (Cumberworth et al., 2013; Oldfield and Dunker, 2014) . A polypeptide chain containing 20-30 amino acid residues (may be even more) which has no ordered structure constitutes an IDPR. Many proteins with IDPRs are being increasingly reported. There are also a large number of reports of complete proteins having no tertiary structures; such proteins are called 'intrinsically disordered proteins'. It turns out that this disorder is essential for their biological function. For example, many regulatory proteins which bind to multiple ligands happen to be IDPs. In these proteins, it is the ligand which acts as a sort of template around which the protein assumes functional form of the structure (Gupta and Mukherjee, 2013; Oldfield and Dunker, 2014) .
Prions
Let us now look at prions. However, even before that, let us briefly discuss the concept of chameleon sequences. Since around 1996, proteins have been known to contain short stretches of sequences which can assume different secondary structures depending upon the overall protein fold containing them. Such sequences are called chameleon sequences (Minor and Kim, 1996; Tidow et al., 2004; Li et al., 2015) . These sequences indicate the metastable nature of the protein structure. Petsko and Ringo have written that "studies of synthetic peptides derived from the prion sequence indicate that a stretch of up to 55 residues in the middle of the protein has the propensity to adopt both alpha-helical and beta-sheet conformations. Presumbly, the infectious form arises spontaneously in a small number of molecules, as a result of this inherent plasticity" (Petsko and Ringo, 2009 ). Yet, at least in the case of scrapie (see below), conversion of prion to the scrapie form is reported to involve a high activation energy barrier (Morrissey and Shakhnovich, 1999) . In 1968, Adams and Field described the infectious disease called scrapie in sheep (Adams and Field, 1968) , although it had been previously hypothesized that the infectious agent responsible for many TSEs was a protein (Alpers et al., 1967; Griffith, 1967; Soto, 2011 (Chao et al., 2017) reported that polyethylene glycol (PEG) achieves a metastable organised structure on the protein surface. Using molecular dynamics simulations, they observed that PEG formed both Hbonds and hydrophobic bonds with the surface of a protein lambda 6-85. Intrinsic disorder (Uversky, 2013) is involved in many biological phenomena like moonlighting proteins (Tompa et al., 2005) , catalytic promiscuity (Gupta and Mukherjee, 2013) and hostpathogen relationships (Franzosa and Xia, 2011) . It is curious how the concept of templates has played out in both in vivo and in vitro contexts over the years.
Enzymes in Organic Synthesis and Low Water Enzymology
The two papers from Massachusetts Institute of Technology (USA) by Zaks and Klibanov (Zaks and Klibanov, 1984; have more than 2,786 citations so far (Google Scholar, accessed on 05.02.2018). The work described in these is considered to be a starting point of using enzymes in organic solvents. The importance of this approach lies in the fact that inexpensive hydrolases (enzymes which hydrolyze their substrates) can carry out reverse reaction, i.e. synthesis, under such low water conditions. Today, chiral purity of molecules and materials has become an absolute necessity. Judicious choice of the organic media and level of low water activity allow both asymmetric synthesis and resolution of racemates (Gupta, 1992; Gupta and Roy, 2004; Drauz et al., 2012; Khorsand et al., 2017 et al., 1977) . The highly cited papers by Zaks and Klibanov describe the first extensive and systematic investigation of enzyme behaviour under low water conditions using two well characterized enzymes, viz. subtilisin and chymotrypsin (Zaks and Klibanov, 1984; . Halling and Kvittingen (1999) point out that while Sym was known in Poland, his work was not recognized outside the national boundary. He probably also did not have the resources to go around and talk about his work all over the world. The important point is that those who look back at the literature certainly reap the benefits. Zaks and Klibanv are rightly credited as the force behind the renaissance in the area of enzyme catalysis in organic solvents (Mattiasson and Adlercreutz, 1991) .
Cold Denaturation
If one is to look at any current edition of a standard text in biochemistry, it is unlikely that cold denaturation will find a mention. The phenomenon, which refers to loss of biological activity of a protein upon cooling, may appear to be counterintuitive to an undergraduate/postgraduate researcher with a working knowledge of enzymes. It is high temperature which is more commonly known to cause protein denaturation (Gupta, 1993 ). Yet, cold Mathias, 1991) . In this study, only one enzyme, alkaline phosphatase, lost 50% activity upon storage at cold temperature after 20 weeks. On the other hand, freezing at subzero temperature made three proteins lose a large fraction of their activities after different periods of time. Freezing invokes additional mechanical stress and we will not discuss this further. What is worth mentioning is that the commonly believed notion that "colder is better" when it comes to storage of enzymes/proteins can turn out to be wrong in many cases. In fact, an alert to this effect was sounded by Murphy et al. that shipping enzymes on dry ice may not always be safe (Murphy et al., 2013) .
Let us go back to 1930 to see some buried information (Hopkins, 1930) . Knowing that would have been less surprising to several later workers including those of the previously cited reference (Murphy et al., 2013) . Hopkins (1930) and Simpson and Kauzmann (1953) observed that coefficient of denaturation of ovalbumin in urea solutions is negative. Interesting enough, it is positive at low concentrations of urea. Similar results are reported with â-lactoglobulin (Griko and Privalov, 1992) , so ovalbumin is not unique in this aspect.
Somewhere down the line, the impression grew that cold denaturation (without the presence of any chemical denaturant) is a property of multimeric proteins (Clark, 1945) . The inter-subunit interaction being largely hydrophobic, which decreases with decrease in temperature, cold denaturation was thought to be merely dissociation of subunits. Somewhere, enzymologists missed out looking backwards and did not realize that ovalbumin is a monomer; so dissociation of subunits could not have been the sole cause of cold denaturation. Privalov has listed dozens of proteins which undergo cold denaturation (Privalov, 1990) . He has also discussed several thermodynamic factors implicated for cold denaturation (Privalov, 1997) . Our understanding of cold denaturation is less than complete and the phenomenon continues to be discussed (Lopez et al., 2008; Dias et al., 2010; Murphy et al., 2013; van Dijk et al., 2016) .
Psychrophilic organisms live under colder conditions (Deming, 2002; De Maayer et al., 2014) . The enzymes isolated from such organisms are also active at low temperatures (Van Petegem et al., 2003; Do et al., 2015) . Such enzymes have attracted considerable attention in recent years as these show considerable promise in industrial applications (Margesin and Feller, 2010; Sandle and Skinner, 2013) . Microbiologists have struggled to understand the catalytic activity of such cold-adapted enzymes (Feller et al., 1996) . Not many refer to the work on cold denaturation. How do all enzymes from psychrophilic organisms avoid cold denaturation?
The general belief is that adaptation to ambient temperature by organisms is largely mediated by trade-off between stability and catalytic activity (Goldstein, 2011; Mukherjee and Gupta, 2015a) . However, there is sufficient evidence to believe that that paradigm may be an oversimplification (Prasad et al., 2016; Nguyen et al., 2017) . This last example on cold denaturation is to illustrate that we sometimes miss out when we do not look at the rear view. 
Conclusion
Decades back, one of us was travelling with Dr. Jerker Porath (who developed Sephadex TM gel filtration media (Porath and Flodin, 1959) , cyanogen bromide coupling procedure (Axén et al., 1967) and immobilized metal ion affinity chromatography (Porath et al., 1975) among other path-breaking inventions). Dr. Porath looked out of the car window at French buildings and remarked at the domes of many buildings as an influence from early times. Upon being replied that all efforts in art, culture and science seem to follow cyclic fashion, he remarked, quite perceptively, that with each cycle, it is not an exact repeat. There are always minor tweaks and changes. Art, culture and science seem to evolve from that. It seems that new directions often emerge from old roads in scientific endeavours (Table 1) . 
