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Abstract
The graph matching problem emerges naturally in various applications such as web privacy, image
processing and computational biology. In this paper, graph matching is considered under a stochastic
model, where a pair of randomly generated graphs with pairwise correlated edges are to be matched
such that given the labeling of the vertices in the first graph, the labels in the second graph are recovered
by leveraging the correlation among their edges. The problem is considered under various settings and
graph models. In the first step, the Correlated Erdo¨s-Re´nyi (CER) graph model is studied, where all edge
pairs whose vertices have similar labels are generated based on identical distributions and independently
of other edges. A matching scheme called the typicality matching scheme is introduced. The scheme
operates by investigating the joint typicality of the adjacency matrices of the two graphs. New results
on the typicality of permutations of sequences lead to necessary and sufficient conditions for successful
matching based on the parameters of the CER model. In the next step, the results are extended to graphs
with community structure generated based on the Stochastic Block Model (SBM). The SBM model is a
generalization of the CER model where each vertex in the graph is associated with a community label,
which affects its edge statistics. The results are further extended to matching of ensembles of more than
two correlated graphs. Lastly, the problem of seeded graph matching is investigated where a subset of
the labels in the second graph are known prior to matching. In this scenario, in addition to obtaining
necessary and sufficient conditions for successful matching, a polytime matching algorithm is proposed.
This work was supported in part by NSF grant CCF-1815821 and CNS-1619129. This work was presented in part at IEEE
International Symposium on Information Theory (ISIT), July 2018, and 51st Asilomar Conference on Signals, Systems, and
Computers, November 2017.
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2I. Introduction
Online social networks store large quantities of personal data from their users. As a result,
social network privacy has become an issue of significant concern. Social network data is often
released to third-parties in an anonymized and obfuscated form for various purposes including
targeted advertising, developing new applications, and academic research [1], [2]. However, it
has been pointed out that anonymizing social network data through removing user IDs before
publishing the data is far from enough to protect users privacy [3], [4]. To elaborate, it has been
shown through real-world implementation of privacy attacks that an attacker can potentially
recover the user IDs by aligning the user profiles in the anonymized social network graph with
the public profiles of users in other social networks on the web. In other words, the attacker can
‘match’ the anonymized social network profiles of users with their public profiles in other social
networks. Graph Matching — also known as network alignment — describes the problem of
detecting node correspondence across graphs. In addition to social network deanonymization [5]–
[7], the need for matching two or more graphs arises naturally in a variety of other applications
of interest such as pattern recognition [8], cross-lingual knowledge alignment [9], and protein
interaction network alignment [10]. . The significant increase in the ability to store, share, and
analyze large graphs has led to a growing need to develop low complexity algorithms for graph
matching, and derive theoretical guarantees for their success, that is, to study how and when is
it possible to perform fast and efficient network alignment.
In the simplest form of graph matching scenarios, an agent is given a correlated pair of
randomly generated graphs: i) an ‘anonymized’ unlabeled graph, and ii) a ‘de-anonymized’
labeled graph as shown in Figure 1. The objective is to leverage the correlation among the edges
of the graphs to recover the canonical labeling of the vertices in the anonymized graph. There has
been extensive research investigating the fundamental limits of graph matching, i.e. characterizing
the necessary and sufficient conditions on graph parameters for successful matching. The problem
has been considered under various probabilistic models capturing the correlation among the graph
edges. In the Correlated Erdo¨s-Re´nyi (CER) model the edges in the two graphs are pairwise
correlated and are generated independently, based on identical distributions. More precisely, in
3this model, edges whose vertices are labeled identically are correlated through an arbitrary joint
probability distribution and are generated independently of all other edges. In its simplest form
— where the edges of the two graphs are exactly equal — graph matching is called graph
isomorphism. Tight necessary and sufficient conditions for successful matching in the graph
isomorphism scenario were derived in [11], [12] and polynomial time algorithms were proposed
in [13]–[15]. The problem of matching non-identical pairs of CER graphs was studied in [16]–
[22] and conditions for successful matching were derived.
The CER model assumes the existence of statistical correlation among edge pairs connecting
matching vertices in the two graphs, where the correlation model is based on an identical
distribution among all matching edge pairs. Consequently, it does not model the community
structure among the graph nodes which manifests in many applications [23], [24]. As an example,
in social networks, users may be divided into communities based on various factors such as
age-group, profession, and racial background. The users’ community memberships affects the
probability that they are connected with each other. A matching algorithm may potentially use
the community membership information to enhance its performance. In order to take the users’
community memberships into account, an extension to the CER model is considered which is
called the Stochastic Block Model (SBM) model. In this model, the edge probabilities depend on
their corresponding vertices’ community memberships. There have been several works studying
both necessary and sufficient conditions for graph matching and the design of practical matching
schemes under the SBM model [25]–[27]. However, characterizing tight necessary and sufficient
conditions for successful matching and designing polytime algorithms which are reliable under
these conditions remains an open problem both in the CER and SBM settings.
A further extension of the problem, called ‘seeded graph matching’ has also been investigated
in the literature [6], [28]–[36]. Seeded graph matching models applications where the matching
agent has access to additional side-information in the form of pre-matched seeds. A seed vertex
is one whose correct label in both graphs is known prior to the start of the matching process. One
pertinent application of seeded graph matching is the de-anonymization of users over multiple
social networks. Many web users are members of multiple online social networks such as
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Fig. 1. An instance of the graph matching problem where the anonymized graph on the right is to be matched to the de-
anonymized graph on the left.
Facebook, Twitter, Google+, LinkedIn, etc.. Each online network represents a subset of the
users’ “real” ego-networks. Graph matching provides algorithms to de-anonymize the users by
reconciling these online network graphs, that is, to identify all the accounts belonging to the
same individual. In this context, the availability of seeds is justified by the fact that a small
fraction of individuals explicitly link their accounts across multiple networks. In this case, these
linked accounts can be used as seeds in the matching algorithm. It turns out, that in many cases,
these connections may be leveraged to identify a very large fraction of the users in the network
[29]–[33]. In parallel to the study of fundamental limits of graph matching described above,
there has been extensive research on the design of practical low complexity matching algorithms
[37]–[39], where reliable matching of real-world networks with up to millions of nodes have
been performed.
In this work, we construct an information theoretic framework based on concentration of
measure theorems in order to investigate the fundamental limits of graph matching . We propose
the ‘typicality matching’ (TM) strategy which operates based on the concept of typicality of
sequences of random variables [40], and is applicable under a wide range of graph models
including CER, SBM and seeded graph matching. The strategy considers the pair of adjacency
matrices corresponding to the two graphs. Each n × n adjacency matrix may be viewed as
an n2-length sequence of random variables, where n is the number of vertices in the graph.
Consequently, one may naturally extend the notion of typicality of sequences of random variables
to that of random adjacency matrices. The TM strategy finds a labeling for the vertices in the
anonymized graph which results in a pair of jointly typical adjacency matrices for the two graphs,
5where typicality is defined with respect to the underlying joint edge distribution. The success
of the matching algorithm is investigated as the graph size grows asymptotically large. The
matching algorithm is said to succeed if the fraction of correctly matched vertices approaches
one as the number of vertices goes to infinity. Consequently, the TM algorithm is successful
as long as any labeling which leads to a pair of jointly typical adjacency matrices assigns an
incorrect label to a negligible fraction of size o(n) vertices in the anonymized graph1. In order
to study the conditions for the success of the TM strategy, we derive several new bounds on
the probability of joint typicality of permutations of sequences of random variables. The bounds
may be of independent interest in other research areas as well. The generality of the information
theoretic approach allows us to investigate matching under a wide range of statistical models.
In addition to deriving new conditions for successful matching under the CER and SBM graph
models which have been studied in prior works, we also consider weighted graphs, where the
graph edges are allowed to have non-binary attributes. We further extend the results to the
simultaneous matching of more than two graphs. Additionally, we derive converse results which
provide necessary conditions for successful matching based on model parameters. Furthermore,
we consider seeded graph matching and derive theoretical guarantees for successful matching as
a function of the seed-set size and the parameters of the statistical model. In the case of seeded
graph matching, we provide a matching algorithm whose complexity grows polynomially in the
number of vertices. We further derive converse results by providing necessary conditions for
successful matching as a function of the seed set size. To summarize, the main contributions of
this work are as follows:
• We develop a general framework based on TM which allows for derivation of necessary and
sufficient conditions under which graph matching is possible in a wide range of statistical
models. The framework is applicable in matching graphs with weighted edges as well
as simultaneous matching of more than two graphs under seeded and seedless matching
settings.
• We apply the TM framework to graph matching under the CER, SBM and seeded graph
1We write f (x) = o(g(x)) if limx→∞
f (x)
g(x) = 0.
6matching models and to derive theoretical guarantees for successful matching.
• We derive converse results which characterize conditions under which matching is not
possible in the CER model as well as simultaneous matching of more than two graphs.
• We propose a polytime matching algorithm for the seeded graph matching scenario.
The rest of the paper is organized as follows: Section II describes the notation used in the
paper. Section III provides the problem formulation. Section IV develops the necessary tools
for analyzing the performance of the TM algorithm. Section V studies matching under the CER
model.Section VI considers matching under the SBM model. Section VII investigates matching
collections of more than two graphs. In Section VIII, necessary conditions and converse results
for matching of pairs of graphs are investigated. Section IX studies seeded graph matching.
Section X concludes the paper.
II. Notation
We represent random variables by capital letters such as X,U and their realizations by small
letters such as x, u. Sets are denoted by calligraphic letters such as X,U. The set of natural
numbers, and the real numbers are represented by N, and R respectively. The random variable
1E is the indicator function of the event E. The set of numbers {n, n + 1, · · · ,m}, n,m ∈ N
is represented by [n,m]. Furthermore, for the interval [1,m], we sometimes use the shorthand
notation [m] for brevity. For a given n ∈ N, the n-length vector (x1, x2, . . . , xn) is written as xn.
III. Problem Formulation
A graph g = (V,E) is characterized by the vertex set V = {v1, v2, · · · , vn}, and the edge set
E. We consider weighted graphs, where each edge is assigned an attribute x ∈ [l] and l ≥ 2.
Consequently, the edge set E is a subset of the set {(x, vi, v j)|i , j, x ∈ [l]}, where for each pair
(vi, v j) there is a unique attribute x for which (x, vi, v j) ∈ E. The edge attribute models the nature
of the connection between the corresponding vertices. For instance in social network graphs,
where vertices represent the members of the network and edges capture their connections, an
edge may take different attributes depending on whether the members are family members, close
friends, or acquaintances. A labeled graph g˜ = (g, σ) is a graph equipped with a bijective labeling
7function σ : V → [n]. The labeling represents the identity of the members in the social network.
For a labeled graph g˜, the adjacency matrix G = [gi, j]i, j∈[n] captures the edge attributes, where
gi, j is the unique value for which (gi, j, vi, v j) ∈ E. Labeled graphs are formalized as follows.
Definition 1 (Labeled Graphs). A labeling is a bijective function σ : V → [1, n]. The pair
g˜ = (g, σ) is called an (n, l)-labeled graph. For the labeled graph g˜ the adjacency matrix
is defined as Gσ = [gσ,i, j]i, j∈[1,n] where gσ,i, j is the unique value such that (gσ,i, j, vi, v j) ∈ En,
where (vi, v j) = (σ−1(i), σ−1( j)). The upper triangle (UT) corresponding to g˜ is the structure
Uσ = [Gσ,i, j]i< j. The subscript ‘σ’ is dropped when there is no ambiguity.
Remark 1. In the context of Definition 1, an unlabeled graph with binary valued edges is a graph
for which l = 2. In this case, if the pair vn,i and vn,i are not connected, we write (0, vn,i, vn, j) ∈ E,
otherwise (1, vn,i, vn, j) ∈ E.
Remark 2. Without loss of generality, we assume that for any arbitrary pair of vertices (vn,i, vn, j),
there exists a unique x ∈ [0, l − 1] such that (x, vn,i, vn, j) ∈ E.
Remark 3. In this work, we often consider sequences of graphs g(n), n ∈ N, where g(n) has n
vertices. In such instances, we write g(n) = (V(n),C(n),E(n)) to characterize the nth graph in the
sequence. The superscript ‘(n)’ is omitted where there is no ambiguity.
Remark 4. In this work, we only consider undirected graphs where (x, vi, v j) ∈ E if and only if
(x, v j, vi) ∈ E. The results can be extended to directed graphs in a straightforward manner.
Any pair of labeling functions are related through a permutation as described below.
Definition 2. For two labelings σ and σ′, the (σ,σ′)-permutation is defined as the bijection
pi(σ,σ′), where:
pi(σ,σ′)(i) = j, if σ′
−1( j) = σ−1(i),∀i, j ∈ [1, n].
In this work, we consider graphs whose edges are generated stochastically based on an
underlying probability distribution. Under the CER and SBM models, we consider special
8instances of the following stochastic graph model.
Definition 3 (Random Graph). A random graph g˜ generated based on
∏
i∈[n], j<i PXi, j is an
undirected labeled graph, where the edge between vi, i ∈ [n] and v j, j < i is generated according
to PXσ(i),σ( j) independently of the other edges. Alternatively,
P((x, vi, v j) ∈ E) = PXσ(i),σ( j)(x), x ∈ [l], i, j ∈ [n].
In the graph matching problem, we are given a pair correlated graphs (g˜1, g˜2), where only the
labeling for the vertices of the first graph is available. The objective is to recover the labeling
of the vertices in the second graph by leveraging the correlation among their edges. A pair of
correlated random graphs is defined below.
Definition 4 (Correlated Random Graph). A pair of correlated random graphs (g˜1, g˜2) gen-
erated based on
∏
i∈[n], j<i PX1i, j,X2i, j is a pair of undirected labeled graphs. Let v
1,w1 and v2,w2 be
two pairs of vertices with the same label in g˜1 and g˜2, respectively i.e. σ1(v1) = σ2(v2) = s1
and σ1(w1) = σ2(w2) = s2. Then, the pair of edges between (v1,w1) and (v2,w2) are generated
according to PX1s1 ,s2 ,X2s1 ,s2 . Alternatively,
P((x1, v1i ,w
1
j) ∈ E1, (x2, v2i ,w2j) ∈ E2) = PX1s1 ,s2 ,X2s1 ,s2 (x
1, x2), x ∈ [l], i, j ∈ [n].
Remark 5. In Definition 4, the pair of correlated graphs are said to be a correlated pair of Erdo¨s-
Re´nyi (CPER) graphs if there exists a distribution PX1,X2 such that PX1s1 ,s2 ,X2s1 ,s2 = PX1,X2 ,∀i, j ∈ [n].
A graph matching strategy takes (g˜1, g2) as its input and outputs (g˜1, gˆ2), where g2 is the
graph g˜2 with its labels σ2 removed, and gˆ2 is the relabeled graph after matching. The matching
strategy is said to succeed if the fraction of correctly matched vertices approaches one as the
number of vertices is increased asymptotically. This is formalized below.
Definition 5 (Matching Strategy). Consider a family of pairs of correlated random graphs
g˜1n = (g
1
n, σ
1
n) and g˜
2
n = (g
2
n, σ
2
n), n ∈ N, generated based on
∏
i∈[n], j<i PX1i, j,X2i, j , n ∈ N where n is the
number of vertices. A matching strategy is a sequence of functions fn : (g˜1n, g
2
n)→ (g˜1n, gˆ2n), n ∈ N,
where gˆ2n = (g
2
n, σˆ
2
n) and σˆ
2
n is the reconstruction of σ
2. Let In be distributed uniformly over [n].
9The matching strategy is said to succeed if P
(
σ2(v2In) = σˆ
2(v2In)
)
→ 1 as n→ ∞.
Note that in the above definition, for fn to be a matching strategy, the fraction of vertices
whose labels are matched incorrectly must vanish as n approaches infinity. This is a relaxation
of the criteria considered in [16]–[21], [34] where all of the vertices are required to be matched
correctly simultaneously with vanishing probability of error as n→ ∞. As observed in the next
sections, this relaxation leads to a significant simplification in the performance analysis of the
proposed matching strategies and allows us to use the concentration of measure theorems and
results from classical information theory to derive theoretical guarantees on the performance of
the TM strategy.
The following defines an achievable region for the graph matching problem.
Definition 6 (Achievable Region). For the graph matching problem, a family of sets of distri-
butions P˜ = (Pn)n∈N is said to be in the achievable region if for every sequence of distributions∏
s1∈[n],s2<s1 P
(n)
X1s1 ,s2 ,X
2
s1 ,s2
∈ Pn,, there exists a successful matching strategy. The maximal achievable
family of sets of distributions is denoted by P∗.
In social network deanonymization, among other applications, often the correct label of a
fraction of the vertices in the anonymized graph are known beforehand. This is due to a fraction
of members having used the same user IDs across graphs, or having linked their accounts
externally. In these scenarios, the matching strategy may use these pre-matched vertices as
‘seeds’ to recover the labels for the rest of the vertices. Such matching strategies, which are
called seeded matching strategies, are defined rigorously and studied in Section IX.
Remark 6. Definitions 5 and 6 can be extended in a natural way to scenarios involving
simultaneous matching of multiple graphs.
IV. Permutations of Typical Sequences
In the previous section, we described correlated pairs of random graphs, where the graph edges
are generated randomly based on an underlying joint distribution. Alternatively, the adjacency
matrices of the graphs are generated according to a joint distribution. Furthermore, as explained
10
in Definition 4, we assume that each edge pair connecting two similarly labeled vertices in
the two graphs is generated independently of all other edges based on the distribution PX1i, j,X2i, j ,
where i, j are the vertex labels. Consequently, it is expected, given large enough graph sizes, that
the adjacency matrices of the graphs look ‘typical’ with respect to the joint edge distribution.
Roughly speaking, this requires the frequency of joint occurrence of symbols (x1, x2) to be close
to 1n2
∑n
i=1
∑n
j=1 PX1i, j,X2i, j(x
1, x2), where x1, x2 ∈ [l]. Based on this observation, in the next sections
we propose the typicality matching strategy which operates by finding the labeling for the second
graph which results in a jointly typical pair of adjacency matrices.
This is analogous to typicality decoding in the channel
Source Π 2 Sn Matching
~g2
~g1
g2 Strategy
(~g1; ~g2)
Fig. 2. The pair of correlated graphs (g˜1, g˜2) are
generated as described in Definition 4. The labels
in g˜2 undergo a random permutation Π chosen
uniformly among the set of all possible permu-
tations of n-length sequences S n. The matching
strategy uses g˜1 as side information to recover g˜2
from g2.
coding problem in information theory, where the decoder
finds the transmitted sequence by searching for a code-
word which is jointly typical with the received sequence.
In this analogy which is shown in Figure 2, the labeled
graph g˜2 is passed through a ‘channel’ which outputs the
graph g2 whose labels have undergone a randomly and
uniformly chosen permutation, and the matching algo-
rithm acting as a ‘decoder’ wants to recover g˜2 using g2
and the side-information g˜1. Changing the labeling of g2
leads to a permutation of its adjacency matrix. Hence, we need to search over permutations of
the adjacency matrix and find the one which leads to a typical pair of adjacency matrices. The
error analysis of the typicality matching strategy requires investigating the probability of joint
typicality of permutations of pairs of correlated sequences.
In this section, we analyze the joint typicality of permutations of collections of correlated
sequences of random variables. While the analysis is used in the subsequent sections to derive the
necessary and sufficient conditions for successful matching in various graph matching scenarios,
it may also be of independent interest in other research areas as well.
We follow the notation used in [41] in our study of permutation groups which is summarized
below.
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Definition 7 (Set Permutation). A permutation on the set of numbers [1, n] is a bijection
pi : [1, n]→ [1, n]. The set of all permutations on the set of numbers [1, n] is denoted by S n.
Definition 8 (Cycle and Fixed Point). A permutation pi ∈ Sn, n ∈ N is called a cycle if there
exists k ∈ [1, n] and α1, α2, · · · , αk ∈ [1, n] such that i) pi(αi) = αi+1, i ∈ [1, k − 1], ii) pi(αn) = α1,
and iii) pi(β) = β if β , αi,∀i ∈ [1, k]. The variable k is the length of the cycle. The element
β is a fixed point of the permutation if pi(β) = β. We write pi = (α1, α2, · · · , αk). The cycle pi is
non-trivial if k ≥ 2.
Lemma 1 ([41]). Every permutation pi ∈ Sn, n ∈ N has a unique decomposition into disjoint
non-trivial cycles.
Definition 9. For a given n,m, c ∈ N, and 1 ≤ i1 ≤ i2 ≤ · · · ≤ ic ≤ n such that n = ∑cj=1 i j + m, an
(m, c, i1, i2, · · · , ic)-permutation is a permutation in Sn which has m fixed points and c disjoint
cycles with lengths i1, i2, · · · , ic, respectively.
Example 1. Consider the permutation which maps the vector (1, 2, 3, 4, 5) to (5, 1, 4, 3, 2). The
permutation can be written as a decomposition of disjoint cycles in the following way pi =
(1, 2, 5)(3, 4), where (1, 2, 5) and (3, 4) are cycles with lengths 3 and 2, respectively. The permu-
tation pi is a (0, 2, 2, 3)-permutation.
Definition 10 (Sequence Permutation). For a given sequence yn ∈ Rn and permutation pi ∈ Sn,
the sequence zn = pi(yn) is defined as zn = (ypi(i))i∈[1,n].2
Definition 11 (Derangement). Let n ∈ N. A permutation on vectors of length n is called a
derangement if it does not have any fixed points. The number of distinct derangements of n-
length vectors is denoted by !n.
A. Typicality of Permutations of Pairs of Correlated Sequences
As a first step, we consider typicality of permutations pairs of correlated sequences.
2Note that in Definitions 7 and 10 we have used pi to denote both a scalar function which operates on the set [1, n] as well
as a function which operates on the vector space Rn.
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Definition 12 (Strong Typicality [42]). Let the pair of random variables (X,Y) be defined on
the probability space (X × Y, PXY), where X and Y are finite alphabets. The -typical set of
sequences of length n with respect to PXY is defined as:
An (X,Y) =
{
(xn, yn) :
∣∣∣∣1nN(α, β|xn, yn) − PXY(α, β)∣∣∣∣ ≤ ,∀(α, β) ∈ X × Y},
where  > 0, n ∈ N, and N(α, β|xn, yn) = ∑ni=1 1 ((xi, yi) = (α, β)).
For a correlated pair of independent and identically distributed (i.i.d) sequences (Xn,Yn) and
an arbitrary permutation pi ∈ S n, we are interested in bounding the probability P((Xn, pi(Yn)) ∈
An (X,Y)). In our analysis, we make extensive use of the standard permutations defined below.
Definition 13 (Standard Permutation). Let m, c, i1, i2, · · · , ic be as in Definition 9. The (m, c, i1, i2, · · · , ic)-
standard permutation is defined as the (m, c, i1, i2, · · · , ic)-permutation consisting of the cycles
(
∑k−1
j=1 i j + 1,
∑k−1
j=1 i j + 2, · · · ,
∑k
j=1 i j), k ∈ [1, c]. Alternatively, the (m, c, i1, i2, · · · , ic)-standard
permutation is defined as:
pi = (1, 2, · · · , i1)(i1 + 1, i1 + 2, · · · , i1 + i2) · · ·
(
c−1∑
j=1
i j + 1,
c−1∑
j=1
i j + 2, · · · ,
c∑
j=1
i j)(n − m + 1)(n − m + 2) · · · (n).
Example 2. The (2, 2, 3, 2)-standard permutation is a permutation which has m = 2 fixed points
and c = 2 cycles. The first cycle has length i1 = 3 and the second cycle has length i2 = 2. It is
a permutation on sequences of length n =
∑c
j=1 i j + m = 3 + 2 + 2 = 7. The permutation is given
by pi = (123)(45)(6)(7). For an arbitrary sequence α = (α1, α2, · · · , α7), we have:
pi(α) = (α3, α1, α2, α5, α4, α6, α7).
The following proposition shows that in order to find bounds on the probability of joint
typicality of permutations of correlated sequences, it suffices to study standard permutations.
Proposition 1. Let (Xn,Yn) be a pair of i.i.d sequences defined on finite alphabets. We have:
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i) For an arbitrary permutation pi ∈ Sn,
P((pi(Xn), pi(Yn)) ∈ An (X,Y)) = P((Xn,Yn) ∈ An (X,Y)).
ii) Following the notation in Definition 13, let pi1 be an arbitrary (m, c, i1, i2, · · · , ic)-permutation
and let pi2 be the (m, c, i1, i2, · · · , ic)-standard permutation. Then,
P((Xn, pi1(Yn)) ∈ An (X,Y)) = P((Xn, pi2(Yn)) ∈ An (X,Y)).
iii) For arbitrary permutations pix, piy ∈ Sn, let pi be the standard permutation having the same
number of cycles and cycle lengths as that of pi−1x (piy). Then,
P((pix(Xn), piy(Yn)) ∈ An (X,Y)) = P((Xn, pi(Yn)) ∈ An (X,Y)).
Proof. The proof of part i) follows from the fact that permuting both Xn and Yn by the same
permutation does not change their joint type. For part ii), it is known that there exists a
permutation pi such that pi(pi1) = pi2(pi) [41]. Then the statement is proved using part i) as
follows:
P
(
(Xn, pi1 (Yn)) ∈ An (X,Y)
)
= P
(
(pi (Xn) , pi (pi1 (Yn))) ∈ An (X,Y)
)
= P
(
(pi (Xn) , pi2 (pi (Yn))) ∈ An (X,Y)
)
(a)
= P
((
X˜n, pi2
(
Y˜n
))
∈ An (X,Y)
)
(b)
= P
(
(Xn, pi2 (Yn)) ∈ An (X,Y)
)
,
where in (a) we have defined (X˜n, Y˜n) = (pi(Xn), pi(Yn)). and (b) holds since (X˜n, Y˜n) has the same
distribution as (Xn,Yn). Part iii) follows directly from Parts i) and ii). 
The following theorem provides upper-bound on the probability of joint typicality of permu-
tations of correlated sequences for an arbitrary permutation with m ∈ [n] fixed points.
Theorem 1. Let (Xn,Yn) be a pair of i.i.d sequences defined on finite alphabets X and Y,
14
respectively. For any permutation pi with m ∈ [n] fixed points, the following holds:
P((Xn, pi(Yn)) ∈ An (X,Y)) ≤ 2−
n
4 (D(PXY ||(1−α)PX PY +αPXY )−|X||Y|+O( log nn )), (1)
where α = mn , and D(·||·) is the Kullback-Leibler divergence.
Proof. Appendix A. 
Remark 7. The upper bound in Equation (1) goes to 0 as n→ ∞ for any non-trivial permutation
(i.e. α bounded away from one) and small enough , as long as X and Y are not independent.
The exponent D(PX,Y ||(1 − α)PXPY + αPX,Y) in Equation (1) can be interpreted as follows:
for the fixed points of the permutation (α fraction of indices), we have pi(Yi) = Yi. As a result,
the joint distribution of the elements (Xi, pi(Yi)) is PX,Y . For the rest of the elements, pi(Yi) are
permuted components of Yn, as a result (Xi, pi(Yi)) are an independent pair of variables since
(Xn,Yn) is a correlated pair of i.i.d. sequences. Consequently, the distribution of (Xi, pi(Yi)) is
PXPY for (1−α) fraction of elements which are not fixed points of the permutation. The average
distribution is (1−α)PXPY +αPX,Y which appears as the second argument in the Kullback-Leibler
Divergence in Equation (1).
Theorem 1 provides bounds on the probability of joint typicality of Xn and pi(Yn) as a function
of the number of fixed points m of the permutation pi(·). Such bounds are often used in error
analysis and derivation of error bounds in various applications [7], [43], [44]. The standard
method in such analysis is to use a union bounding technique to break the error event into a set
of components each pertaining to the joint typicality of a pair of vectors (Xn, pi(Yn)). Then, an
upper-bound on the probability of error is derived by counting the number of terms (Xn, pi(Yn))
for which P((Xn, pi(Yn)) ∈ An (X,Y)) is equal to each other and multiplying the total number
of terms by that probability. From Theorem 1, for permutations of pairs of random vectors
P((Xn, pi(Yn)) ∈ An (X,Y)) is ‘almost’ the same for all permutations with equal number of fixed
points. As a result, in evaluating error exponents a parameter of interest is the number of distinct
permutations with a specific number of fixed points and its limiting behavior.
Lemma 2. Let n ∈ N. Let Nm be the number of distinct permutations with exactly m ∈ [0, n]
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fixed points. Then,
n!
m!(n − m) ≤ Nm =
(
n
m
)
!(n − m) ≤ nn−m. (2)
Particularly, let m = αn, 0 < α < 1. Then, the following holds:
lim
n→∞
log Nm
n log n
= 1 − α. (3)
Proof. Appendix B. 
In the following, we investigate whether the exponent in Theorem 1 is tight, i.e. whether it
can be improved to arrive at a tighter upper-bound. Previously, we provided the justification for
the appearance of the term D(PX,Y ||(1−α)PXPY +αPX,Y) in the exponent in Theorem 1. Below we
argue that a more careful analysis may yield improvements in the coefficient n4 by focusing on
specific classes of permutations as described in the following. As a first step, we only consider
permutations consisting of a single non-trivial cycle and no fixed points.
Lemma 3. Let (Xn,Yn) be a pair of i.i.d sequences defined on finite alphabets X and Y,
respectively. For any permutation pi with no fixed points, and a single cycle (i.e. m = 0 and
c = 1), the following holds:
P((Xn, pi(Yn)) ∈ An (X,Y)) ≤ 2−
n
2 (I(X;Y)−δ), (4)
where δ = 2
∑
x,y | log2 PX,Y (x,y)PX(x)PY (y) | and  > 0.
Proof. Appendix C. 
The following lemma derives similar results for permutations with a large number of short
cycles (e.g. cycles of length two or three) and no fixed points.
Lemma 4. Let (Xn,Yn) be a pair of correlated sequences of i.i.d variables defined on finite
alphabets X and Y, respectively. For any (n,m, c, i1, i2, · · · , ic)-permutation pi with no fixed points
(m=0), where 0 < i1 < i2 < · · · < ic < s < n, the following holds:
P((Xn, pi(Yn)) ∈ An (X,Y)) ≤ 2−
n
s (I(X;Y)−δ), (5)
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where δ =
∑
x,y | log2 PX,Y (x,y)PX(x)PY (y) | and  > 0.
Proof. Appendix D. 
Remark 8. Note that Theorem 1 can also be applied to derive a bound on the probability of
joint typicality given the permutation considered in Lemma 3. In this case α = mn = 0 and
D(PXY ||αPXY + (1 − α)PXPY) = I(X; Y) and Theorem 1 yeilds the exponent n4 I(X; Y) for the
probability of joint typicality. Hence, Lemma 3 improves the exponent n4 I(X; Y) in Theorem 1
to n2 I(X; Y) for single-cycle permutations with no fixed points. Similarly, Lemma 4 improves the
exponent in Theorem 1 when the maximum cycle length is less than or equal to s = 3.
B. Typicality of Permutations of Collections of Correlated Sequences
In the next step, we consider joint typicality of permutations of more than two correlated
sequences (Xn(1), X
n
(2), · · · , Xn(k)), n ∈ N, k > 2. The derivations in this section are used in later
sections to extend the analysis of the TM strategy to simultaneous matching of collections of
more than two graphs.
Definition 14 (Strong Typicality of Collections of Sequences [42]). Let the random vector Xk
be defined on the probability space (
∏
j∈[k]X j, PXk), where X j, j ∈ [k] are finite alphabets, and
k > 2. The -typical set of sequences of length n with respect to PXk is defined as:
An (Xk) =
{
(xn( j)) j∈[k] :
∣∣∣∣1nN(αk|xn(1), xn(2), · · · , xn(k)) − PXk(αk)∣∣∣∣ ≤ ,∀αk ∈∏
j∈[k]
X j
}
,
where  > 0, (xn( j)) j∈[k] = (x
n
(1), · · · , xn(k)) is a vector of sequences, and N(αk|xn(1), xn(2) , · · · , xn(k)) =∑n
i=1 1
(
(x( j),i) j∈[k] = αk
)
.
In the previous section, in order to investigate the typicality of permutations of pairs of
correlated sequences, we introduced standard permutations which are completely characterized by
the number of fixed points, number of cycles, and cycle lengths of the permutation. The concept
of standard permutations does not extend naturally when there are more than two sequences (i.e.
more than one non-trivial permutation). Consequently, investigating typicality of permutations
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of collections of sequences requires developing additional analytical tools which are described
in the following.
Definition 15 (Bell Number [45]). Let P = {P1,P2, · · · ,Pbk} be the set of all partitions of [1, k].
The natural number bk is the k’th Bell number.
In the following, we define Bell permutation vectors which are analogous to standard permu-
tations for the case when the problem involves more than one non-trivial permutation.
Definition 16 (Partition Correspondence). Let k, n ∈ N and (pi1, pi2, · · · , pik) be arbitrary
permutations operating on n-length vectors. The index i ∈ [1, n] is said to correspond to the
partition P j ∈ P of the set [1, k] if the following holds:
∀l, l′ ∈ [1, k] : pi−1l (i) = pi−1l′ (i) ⇐⇒ ∃r : l, l′ ∈ D j,r,
where P j = {D j,1,D j,2, · · · ,D j,|P j |}.
Example 3. Let us consider a triple of permutations of n-length sequences, i.e. k = 3, and the
partition P = {{1, 2}, {3}}. Then an index i ∈ [n] corresponds to the partition P if the first two
permutations map the index to the same integer and the third permutation maps the index to a
different integer.
Definition 17 (Bell Permutation Vector). Let (i1, i2, · · · , ibk) be an arbitrary sequence, where∑
k∈[bk] ik = n, ik ∈ [0, n], bk is the kth Bell number, and n, k ∈ N. The vector of permutations
(pi1, pi2, · · · , pik) is called an (i1, i2, · · · , ibk)-Bell permutation vector if for every partition Pk exactly
ik indices correspond to that partition. Equivalently:
∀ j ∈ [bk] : ik = |{i ∈ [n] : ∀l, l′ ∈ [k] : pi−1l (i) = pi−1l′ (i) ⇐⇒ ∃r ∈ [|P j|] : l, l′ ∈ D j,r}|,
where P j = {D j,1,D j,2, · · · ,D j,|P j |} .
The definition of Bell permutation vectors is further clarified through the following example.
Example 4. Consider three permutations (pi1, pi2, pi3) of vectors with length seven, i.e. k = 3 and
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n = 7. Then, bk = 5 and we have:
P1 = {{1}, {2}, {3}}, P2 = {{1, 2}, {3}}, P3 = {{1, 3}, {2}},
P4 = {{1}, {2, 3}}, P5 = {{1, 2, 3}}.
Let pi1 be the trivial permutation fixing all indices and let pi2 = (135)(24), pi3 = (15)(24)(37).
Then:
pi1((1, 2, · · · , 7)) = (1, 2, 3, 4, 5, 6, 7),
pi2((1, 2, · · · , 7)) = (5, 4, 1, 2, 3, 6, 7),
pi3((1, 2, · · · , 7)) = (5, 4, 7, 2, 1, 6, 3),
The vector (pi1, pi2, pi3) is a (2, 1, 0, 3, 1)-Bell permutation vector, where the indices (3, 5) corre-
spond to the P1 partition (each of the three permutations map indices (3, 5) to a different integer),
index 7 corresponds to the P2 partition (the first two permutations map the index 7 to the same
integer which is different from the one for the third permutation), indices (1, 2, 4) correspond
to the P4 permutation (the second and third permutations map the indices (1, 2, 4) to the same
integer which is different from the output of the first permutation), and index 6 corresponds to
P5 (all permutations map the index 6 to the same integer). None of the indices corresponds to P3
since there is no index which is mapped to the same integer by the first and third permutations
and a different integer by the second permutation.
Remark 9. Bell permutation vectors are not unique. In other words, there can be several
distinct (i1, i2, · · · , ibk)-Bell permutation vectors for given n, k, i1, i2, · · · , ibk . This is in contrast
with standard permutations defined in Definition 13, which are unique given the parameters
n, k, c, i1, i2, · · · , ic.
The following theorem provides bounds on the probability of joint typicality of permutations
of collections of correlated sequences:
Theorem 2. Let (Xnj ) j∈[k] be a collection of correlated sequences of i.i.d random variables defined
on finite alphabets X j, j ∈ [k]. For any (i1, i2, · · · , ibk)-Bell permutation vector (pi1, pi2, · · · , pik),
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the following holds:
P((pii(Xnj ) j∈[k] ∈ An (Xk)) ≤ 2−
n
k(k−1)bk (D(PXk ||
∑
i∈[bk ]
ji
n PXPi )−
∏
i∈[k] |Xi |+O( log nn )), (6)
where PXPi =
∏
l∈[1,|Pi |] PXi1 ,Xi2 ,··· ,Xi|Di,r | , Di,r = {l1, l2, · · · , l|Di,r |}, i ∈ [bk], r ∈ [1, |Pi|], and D(·||·) is
the Kullback-Leibler divergence.
Proof. Appendix E. 
Note that for permutations of pairs of sequences of random variables, k = 2 and the second
Bell number is b2 = 2. In this case k(k − 1)bk = 4, and the bound on the probability of joint
typicality given in Theorem 2 recovers the one in Theorem 1.
In the following, we generalize 2 to the case where a collection of more than two permuted
sequence is considered, and provide upper and lower bounds on the number of distinct Bell
permutation vectors for a given vector (i1, i2, · · · , ibk). Such upper bounds may be used in
evaluating error exponents.
Definition 18 (k-fold Derangement). A vector (pi1(·), pi2(·), · · · , pik(·)) of permutations of n-length
sequences is called an k-fold derangement if pi1(·) is the identity permutation, and pil(i) ,
pil′(i), l, l′ ∈ [k], l , l′, i ∈ [n]. The number of distinct k-fold derangements of [n] is denoted
by dk(n). Particularly d2(n) =!n is the number of derangements of [n].
Lemma 5. Let n ∈ N and k ∈ [n]. Then,
((n − k + 1)!)k−1 ≤ dk(n) ≤ (!n)k−1.
Proof. Appendix F. 
Lemma 6. Let (i1, i2, · · · , ibk) be a vector of non-negative integers such that
∑
j∈[bk] i j = n. Define
Ni1,i2,··· ,ibk as the number of distinct (i1, i2, · · · , ibk)-Bell permutation vectors. Then,(
n
i1, i2, · · · , ibk
) ∏
j∈[bk]
d|P j |(i j) ≤ Ni1,i2,··· ,ibk ≤
(
n
i1, i2, · · · , ibk
)
n
∑
j∈[bk ] |P j |i j−n. (7)
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Particularly, let ik = αk · n, n ∈ N. The following holds:
lim
n→∞
log Ni1,i2,··· ,ibk
n log n
=
∑
j∈[bk]
|P j|α j − 1. (8)
Proof. Appendix G. 
V. Matching Erdo¨s-Re`nyi Graphs
In this section, we consider matching of CPER graphs with weighted edges. In section III,
we described correlated random graphs. A CPER is a special instance of the correlated random
graphs defined in Definition 4. We propose the typicality matching strategy and provide sufficient
conditions on the joint edge statistics under which the strategy succeeds.
A. The Typicality Matching Strategy for CERs
Given a correlated pair of graphs (g˜1, g2), where only the labeling for g˜1 is given, the TM
strategy operates as follows. The scheme finds a labeling σˆ2, for which the pair of UT’s U1
σ1
and U2
σˆ2
are jointly typical with respect to P(n)X1,X2 when viewed as vectors of length
n(n−1)
2 . The
strategy succeeds if at least one such labeling exists and fails otherwise. Alternatively, it finds
an element σˆ2 in the set:
Σ̂ = {σˆ2|(U1
σ1
,U2
σˆ2
) ∈ A n(n−1)2 (X1, X2)}, (9)
where  = ω( 1n ). The algorithm declares σˆ
2 as the correct labeling. Note that the set Σ̂ may have
more than one element. We will show that under certain conditions on the joint graph statistics,
all of the elements of Σ̂ satisfy the criteria for successful matching given in Definition 24. In
other words, for all of the elements of Σ̂ the probability of incorrect labeling for any given vertex
is arbitrarily small for large n. The TM strategy is formally defined below:
Definition 19 (Typicality Matching Strategy). Consider a family of pairs of CPER graphs
(g˜1n, g˜
2
n), n ∈ N, generated based on
∏
i∈[n], j<i PX1,X2 , n ∈ N where n is the number of vertices. The
TM strategy is a sequence of functions fn : (g˜1n, g
2
n)→ (g˜1n, gˆ2n), n ∈ N, where for any given n ∈ N,
the labeling σˆ2n of gˆ
2
n is chosen randomly and uniformly from the set Σ̂ defined in Equation (9).
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Theorem 3. For the TM strategy define in Definition 19, a given family of sets of distributions
P˜ = (Pn)n∈N is achievable, if for every sequence of distributions P(n)X1,X2 ∈ Pn, n ∈ N,
8(1 − α) log n
n − 1 ≤ D(P
(n)
X1,X2
||(1 − α2)P(n)X1 P(n)X2 + α2P(n)X1,X2), 0 ≤ α ≤ αn, (10)
where αn is a sequence such that αn → 1 as n→ ∞.
Proof. Appendix H. 
The Kullback Leibler divergence term D(P(n)X1,X2 ||(1 − α2)P(n)X1 P(n)X2 + α2P(n)X1,X2) in the right hand
side of Equation (10) can be interpreted as follows. Let α be the fraction of the vertices which
are matched correctly by the typicality matching scheme. Then almost α2 elements in the two
adjacency matrices of the graphs are in the correct position, and the rest are permuted. The
elements which are in the correct position are distributed according to the joint distribution P(n)X1,X2 ,
whereas the permuted elements are distributed according to P(n)X1 P
(n)
X1
, i.e. independently of each
other. Consequently, the empirical joint distribution of the elements of the two matrices is close
to (1−α2)P(n)X1 P(n)X2 +α2P(n)X1,X2 with high probability. The typicality matching scheme outputs such
a labeling if the resulting adjacency matrix — generated according to (1− α2)P(n)X1 P(n)X2 + α2P(n)X1,X2
based on the above argument — is typical with respect to P(n)X1,X2 . It is well-known that the
error exponent for such a binary hypothesis test is equal to D(P(n)X1,X2 ||(1− α2)P(n)X1 P(n)X2 + α2P(n)X1,X2).
Furthermore, the (1 − α) log nn−1 term on the left hand side is the exponent of the total number of
permutations with α fraction of fixed points.
VI. Matching Graphs with Community Structure
In this section, we describe the typicality matching scheme for matching graphs generated
under the SBM, i.e. graphs with community structure and provide achievable regions for these
matching scenarios. A pair of correlated graphs with community structure are a special instance
of the correlated random graphs defined in Definition 4. In order to describe the notation used in
this section, we provide a separate formal definition of random graphs with community structure
below.
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A. Problem Setup
To describe the notation used in the section, consider a graph with n ∈ N vertices belonging
to c ∈ N communities whose edges take l ≥ 2 possible attributes. It is assumed that the set of
communities C = {C1,C2, · · · ,Cc} partitions the vertex set V. The ith community is written as
Ci = {v j1 , v j2 , · · · , v jni }. The following formally defines a graph with community structure.
Definition 20 (Graph with Community Structure). An (n, c, (ni)i∈[c], l)-unlabeled graph with
community structure (UCS) g is characterized by the triple (V,C,E), where n, l, c, n1, n2, · · · , nc ∈
N and l ≥ 2. The set V = {v1, v2, · · · , vn} is called the vertex set. The family of sets C =
{C1,C2, · · · ,Cc} provides a partition for V and is the collection of communities. The ith com-
munity is written as Ci = {v j1 , v j2 , · · · , v jni }. The set E ⊂ {(x, v j1 , v j2)|x ∈ [0, l − 1], j1 ∈ [1, n], j2 ∈
[1, n]} is called the edge set of the graph. For the edge (x, v j1 , v j2), the variable ‘x’ represents
the value assigned to the edge between vertices v j1 and v j2 . The set Ei1,i2 = {(x, v j1 , v j2) ∈ E|v j1 ∈
Ci1 , v j2 ∈ Ci2} is the set of edges connecting the vertices in communities Ci1 and Ci2 .
Remark 10. The Erdo¨s-Re´nyi (ER) graphs studied in Section V are examples of single-community
graphs, i.e. c = 1.
We consider graphs generated stochastically based on the community structure model. In this
model, the probability of an edge between a pair of vertices is determined by their community
memberships. More precisely, for a given vertex set V and set of communities C, it is assumed
that the edge set E is generated randomly, where the attribute X of the edge between vertices
vi1 ∈ C j1 and vi2 ∈ C j2 is generated based on the conditional distribution PX|Ci1 ,Ci2 .
Definition 21 (Random Graph with Community Structure). Let PX|Ci,Co be a set of conditional
distributions defined on X × C × C, where X = [0, l − 1] and C is defined in Definition 20. A
random graph with community structure (RCS) g generated according to PX|Ci,Co is a randomly
generated (n, c, (ni)i∈[c], l)-UCS with vertex set V, community set C, and edge set E, such that
P((x, v j1 , v j2) ∈ E) = PX|Ci,Co(x|C j1 ,C j2),∀x ∈ [0, l − 1],
where v j1 , v j2 ∈ C j1 × C j2 , and edges between different vertices are mutually independent.
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Remark 11. Note that for undirected graphs considered in this work, we must have PX|Ci,Co(x|C j1 ,C j2) =
PX|Ci,Co(x|C j2 ,C j1).
The following provides the notation used to represent the adjacency matrix of labeled graphs
with community structure.
Definition 22 (Adjacency Matrix with Community Structure). For an (n, c, (ni)i∈[c], l)-UCS
g = (V,C,E), a labeling is defined as a bijective function σ : V → [1, n]. The pair g˜ = (g, σ) is
called an (n, c, (ni)i∈[c], l)-labeled graph with community structure (LCS). For the labeled graph
g˜ the adjacency matrix is defined as Gσ = [Gσ,i, j]i, j∈[1,n] where Gσ,i, j is the unique value such that
(Gσ,i, j, vi, v j) ∈ En, where (vi, v j) = (σ−1(i), σ−1( j)). The submatrix Gσ,Ci,C j = [Gσ,i, j]i, j:vi,v j∈Ci×C j
is the adjacency matrix corresponding to the community pair Ci and C j. The upper triangle
(UT) corresponding to g˜ is the structure Uσ = [Gσ,i, j]i< j. The upper triangle corresponding to
communities Ci and C j in g˜ is denoted by Uσ,Ci,C j = [Gσ,i, j]i< j:vi,v j∈Ci×C j . The subscript ‘σ’ is
dropped when there is no ambiguity.
We consider pairs of correlated RCSs. It is assumed that edges between pairs of vertices
in the two graphs with the same labeling are correlated and are generated based on a joint
probability distribution, whereas edges between pairs of vertices with different labeling are
generated independently. A pair of correlated RCSs is formally defined below.
Definition 23 (Correlated Pair of RCSs). Let PX,X′ |C j1 ,C j2 ,C′j′1 ,C
′
j′2
, j1, j2, j′1, j
′
2 ∈ [1, c] be a set of
conditional distributions defined on X×X′×C×C×C′×C′, where X = X′ = [0, l−1] and (C,C′)
are a pair of community sets of size c ∈ N. A correlated pair of random graphs with community
structure (CPCS) generated according to PX,X′ |C j1 ,C j2 ,C′j′1 ,C
′
j′2
is a pair g˜ = (g˜, g˜′) characterized by:
i) the pair of RCSs (g, g′) generated according to PX|C j1 ,C j2 and PX′ |C′j′1 ,C
′
j′2
, respectively, ii) the pair
of labelings (σ,σ′) for the graphs (g, g′), and iii) the probability distribution PX,X′ |C j1 ,C j2 ,C′j′1 ,C
′
j′2
,
such that:
1)The graphs have the same set of vertices V = V′.
24
2) For any two edges e = (x, v j1 , v j2), e
′ = (x′, v′j′1 , v
′
j′2
), x, x′ ∈ [0, l − 1], we have
Pr
(
e ∈ E, e′ ∈ E′) =

PX,X′(x, x′), if σ(v jl) = σ
′(v′j′l )
QX,X′(x, x′), Otherwise
,
where l ∈ {1, 2}, v j1 , v j2 ∈ C j1 × C j2 , v′j′1 , v
′
j′2
∈ C′ j′1 × C′ j′2 , the distribution PX,X′ is the joint edge
distribution when the edges connect vertices with similar labels and is given by PX,X′ |C j1 ,C j2 ,C′j′1 ,C
′
j′2
,
the distribution QX,X′ is the conditional edge distribution when the edges connect labels with
different labels and is given by PX|C j1 ,C j2 × PX′ |C′j′1 ,C′j′2 .
Remark 12. In Definition 23, we have assumed that both graphs have the same number of
vertices. In other words, the vertex set for both graphs is V = V′ = {v1, v2, · · · , vn}. We further
assume that the community memberships in both graphs are the same. In other words, we assume
that v j ∈ Ci ⇒ v′j′ ∈ C′i given that σ(v j) = σ′(v′j′) for any j, j′ ∈ [n] and i ∈ [c]. However, the
results presented in this work can be extended to graphs with unequal but overlapping vertex
sets and unequal community memberships in a straightforward manner.
Remark 13. We assume that the size of the communities in the graph sequence grows linearly
in the number of vertices. More precisely, let Λ(n)(i) , |C(n)i | be the size of the ith community,
we assume that3 Λ(n)(i) = Θ(n) for all i ∈ [c]. Furthermore, we assume that the number of
communities c is constant in n.
We consider the matching strategies under two assumptions: i) with side-information, where the
strategy uses prior knowledge of vertices’ community memberships, ii) without side-information,
where the strategy does not use prior knowledge of the vertices’ community memberships, rather,
it uses the statistics PX,X′ |Ci,Co,Ci′ ,Co′ and the community sizes (ni)i∈[c].
Definition 24 (Matching Strategy). A matching strategy is defined under the following two
scenarios:
• With Side-information: A matching strategy operating with complete side-information is a
sequence of functions f CS In : (g
(n),C(n),C′(n)) 7→ σˆ′(n), n ∈ N, where g(n) = (g˜(n)1 , g(n)2 ) consists
3We write f (x) = Θ(g(x)) if limx→∞
f (x)
g(x) is a non-zero constant.
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of a pair of graphs with community structure with n vertices.
• Without Side-information: A matching strategy operating without side-information is a
sequence of functions f WS In : g
(n) 7→ σˆ′(n), n ∈ N.
The output of a successful matching strategy satisfies P
(
σ′(n)(v′J(n)) = σˆ
′(n)(v′J(n))
)
→ 1 as n→ ∞,
where the random variable J(n) is uniformly distributed over [1, n] and σ′(n) is the labeling for
the graph g
′(n) for which (g˜(n), g˜
′(n)) is a CPCS, where g˜
′(n) , (g
′(n), σ′(n)).
Note that the output of a successful matching strategy σˆ′ does not necessarily match every
vertex correctly, i.e. does not satisfy σˆ′ = σ′. In other words, the pair (g˜, gˆ′) is not precisely
a CPCS, where gˆ′ , (g′, σˆ′). Rather, the fraction of mismatched vertices approaches zero as
the size of the graph grows asymptotically large. This is in contrast with prior works [6], [29],
[37] where a matching scheme is defined to be successful if it matches every vertex correctly,
simultaneously, with probability approaching one as the graph grows asymptotically large. This
relaxation of the success criteria is essential in application of concentration of measure theorems
used in the next sections, and leads to significant simplification of our derivations.
B. Matching in Presence of Side-information
First, we describe the matching strategy under the complete side-information scenario. In this
scenario, the community membership of the nodes at both graphs are known prior to matching.
Given a CPCS g˜ generated according to PX,X′ |C j1 ,C j2 ,C′j′1 ,C
′
j′2
, j1, j2, j′1, j
′
2 ∈ [1, c], the scheme operates
as follows. It finds a labeling σˆ′, for which i) the set of pairs (Gσ,C j1 ,C j2 ,G
′
σˆ′,C′j1 ,C
′
j2
), j1, j2 ∈ [c] are
jointly typical each with respect to PX,X′ |C j1 ,C j2 ,C′j1 ,C
′
j2
(·, ·|C j1 ,C j2 ,C′j1 ,C′j2) when viewed as vectors
of length nin j, i , j, and ii) the set of pairs (Uσ,C j,C j ,U
′
σˆ′,C′j,C′j), j ∈ [c] are jointly typical with
respect to PX,X′ |C j1 ,C j2 ,C′j1 ,C
′
j2
(·, ·|C j,C j,C′j,C′j) when viewed as vectors of length ni(ni−1)2 , j ∈ [c].
Specifically, it returns a randomly picked element σˆ′ from the set:
Σ̂C.C′ = {σˆ′|(Uσ,C j,C j ,U′σˆ′,C′j,C′j) ∈ A
n j(n j−1)
2
 (PX,X′ |C j,C j,C′j,C′j),∀ j ∈ [c],
(Gσ,Ci,C j ,G
′
σˆ′,C′i ,C′j) ∈ A
nin j
 (PX,X′ |Ci,C j,C′i ,C′j),∀i, j ∈ [c], i , j},
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where  = ω(1n ), and declares σˆ
′ as the correct labeling. We show that under this scheme, the
probability of incorrect labeling for any given vertex is arbitrarily small for large n.
Theorem 4. For the TM strategy described above, a given family of sets of distributions
P˜ = (P(n))n∈N is achievable, if for any constants δ > 0, α ∈ [0, 1 − δ] and every sequence
of distributions P(n)X,X′ |C j1 ,C j2 ,C′j′1 ,C
′
j′2
∈ Pn, j1, j2, j′1, j′2 ∈ [1, c], and community sizes (n1, n2, · · · , nc)
such that,
∑c
j=1 ni = n, n ∈ N, the following holds:
4(1 − α) log n
n
≤ min
[αi]i∈[c]∈Aα
∑
i, j∈[c],i< j
nin j
n2
· D(P(n)X,X′ |Ci,C j ||(1 − βi, j)P(n)X|Ci,C j P(n)X′ |Ci,C j + βi, jP(n)X,X′ |Ci,C j)
+
∑
i∈[c]
ni(ni − 1)
2n2
· D(P(n)X,X′ |Ci,Ci ||(1 − βi)P(n)X|Ci,Ci P(n)X′ |Ci,Ci + βiP(n)X,X′ |Ci,Ci), (11)
as n → ∞, where Aα = {([αi]i∈[c]) : αi ≤ nin ,
∑
i∈[c] αi = α}, and βi, j = n2nin jαiα j, i, j ∈ [c] and
βi =
nαi(nαi−1)
ni(ni−1) , i ∈ [c]. The maximal family of sets of distributions which are achievable using the
typicality matching scheme with complete side-information is denoted by P f ull.
Proof. Appendix I. 
Remark 14. Note that the community sizes (n1, n2, · · · , nc), n ∈ N are assumed to grow in n such
that limn→∞ nin > 0.
Theorem 2 recovers to the following achievable region for matching of pairs of Erdo˝s-Re`nyi
graphs derived in Theorem 4.
C. Matching in Absence of Side-information
The scheme described in the previous section can be extended to matching graphs without
community memberships side-information. In this scenario, it is assumed that the distribution
PX,X′ |C j1 ,C j2 ,C′j′1 ,C
′
j′2
, j1, j2, j′1, j
′
2 ∈ [1, c] is known, but the community memberships of the vertices in
the graphs are not known. In this case, the scheme sweeps over all possible possible community
membership assignments of the vertices in the two graphs. For each community membership
assignment, the scheme attempts to match the two graphs using the method proposed in the
complete side-information scenario. If it finds a labeling which satisfies the joint typicality
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conditions, it declares the labeling as the correct labeling. Otherwise, the scheme proceeds to
the next community membership assignment. More precisely, for a given community assignment
(Cˆ, Cˆ′), the scheme forms the following ambiguity set
Σ̂Cˆ,Cˆ′ = {σˆ′|(Uσ,Cˆi,Cˆi ,U′σˆ′,Cˆ′i ,Cˆ′i ) ∈ A
ni(ni−1)
2
 (PX,X′ |Cˆi,Cˆi,Cˆ′i ,Cˆ′i ),∀i ∈ [c],
(Gσ,Cˆi,Cˆ j , G˜
′
σˆ′,Cˆ′i ,Cˆ′j) ∈ A
nin j
 (PX,X′ |Cˆi,Cˆ j,Cˆ′i ,Cˆ′j),∀i, j ∈ [c], i , j}.
Define Σ̂0 as follows:
Σ̂0 = ∪(Cˆ,Cˆ′)∈CΣ̂Cˆ,Cˆ′ .
where C is the set of all possible community membership assignments. The scheme outputs a
randomly and uniformly chosen element of Σ̂0 as the correct labeling. The following theorem
shows that the achievable region for this scheme is the same as the one described in Theorem
4.
Theorem 5. Let P0 be the maximal family of sets of achievable distributions for the typicality
matching scheme without side-information. Then, P0 = P f ull.
The proof follows similar arguments as that of Theorem 4. We provide an outline. It is enough
to show that |̂Σ0| has the same exponent as that of |̂ΣC.C′ |. To see this note that the size of the
set of all community membership assignments C has an exponent which is Θ(n):
|C| ≤ 2cn.
On the other hand,
|̂Σ0| ≤ |C| · |̂ΣC.C′ | ≤ 2nc · 2Θ(n log n) = 2Θ(n log n).
The rest of the proof follows by the same arguments as in Theorem 4.
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VII. Matching Collections of Graphs
In the previous sections, we considered matching of pairs of correlated graphs. The results can
be further extended to problems involving matching of collections of more than two graphs. In
this section, we consider matching collections of more than two correlated graphs, where the first
graph is deanonymized and the other graphs are anonymized. For brevity we consider collections
of correlated Erdo¨s-Re´nyi graphs, i.e. single-community random graphs in Section V. The results
can be further exteneded to correlated graphs with community structure in a straightforward
manner. We formally describe collections of correlated Erdo¨s-Re´nyi graphs below.
Definition 25 (Correlated Collection of ER Graphs). Let PXm be a conditional distribution
defined on
∏
k∈[m]Xi, where Xi = [0, l − 1], i ∈ [m] and m > 2. A correlated collection of ER
graphs g˜ = (g˜i)i∈[m] generated according to PXm is characterized by: i) the collection of ER
graphs (gi)i∈[m] each generated according to PXi , ii) the collection of labelings (σi)i∈[m] for the
unlabeled graphs (gi)i∈[m], and iii) the joint probability distribution PXm , such that:
1)The graphs have the same set of vertices V = Vi, i ∈ [m].
2) For any collection of edges ei = (xi, v ji1 , v ji2), x
i ∈ [0, l − 1], i ∈ [m], we have
Pr
(
ei ∈ Ei, i ∈ [m]
)
=

PXm(xm), if σi(v jil) = σ
k(v jkl ),∀i, k ∈ [m]∏
i∈[m] PXi(xi), Otherwise
,
where l ∈ {1, 2}, and v ji1 , v ji2 ∈ V1 ×V2, i ∈ [m].
Similar to the Typicality Matching Strategy for pairs of correlated graphs described in Section
V, we propose a matching strategy based on typicality for collections of correlated graphs. Given
a correlated collection of graphs (gi)i∈[m], where the labeling for g˜1 is given and the rest of the
graphs are anonymized, the typicality matching strategy operates as follows. The scheme finds a
collection Σ̂ of labelings σˆ j, j ∈ [2,m], for which the UT’s U j
σ j
, j ∈ [m] are jointly typical with
respect to Pn,Xm when viewed as vectors of length
n(n−1)
2 . The strategy succeeds if at least one
such labeling exists and fails otherwise.
Theorem 6. For the typicality matching strategy, a given family of sets of distributions P˜ =
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(Pn)n∈N is achievable, if for every sequence of distributions Pn,Xm ∈ Pn, n ∈ N we have
log n
n
(
∑
k∈[bm]
|Pk|αk − 1) ≤ 12bmm(m − 1)D(PXm ||
∑
k∈[bm]
α′kPXPk ) + O(
log n
n
), (12)
for all α1, α2, · · · , αbm :
∑
k∈[bm] αk = n, αbm ∈ [1, 1 − αn], where α′k = α
2
k
2 +
∑
k′,k′′:Pk′ ,k′′=Pl αk′αk′′ ,
Pk′,k′′ = {A′ ∩ A′′ : A′ ∈ Pk′ ,A′′ ∈ Pk′′}, k′, k′′ ∈ [bm], and Pbm = [1, n] is the single-element
partition.
Proof. Appendix J. 
Remark 15. Note that Equation (12) recovers the result given in Equation (10) for matching of
pairs of correlated ER graphs, i.e. m = 2.
VIII. Converse Results
In this section, we provide conditions on the graph parameters under which graph matching
is not possible. Without loss of generality, we assume that (σ,σ′) are a pair of random labelings
chosen uniformly among the set of all possible labeling for the two graphs. Roughly speaking,
the information revealed by identifying the realization of σ′ is equal to H(σ′) = log(n!) ≈
log(nn) = n log n. Consequently, using Fano’s inequality, we show that the information contained
in (σ, g, g′) regarding σ′, which is quantified as the mutual information I(σ′;σ, g, g′), must be at
least n log n bits for successful matching. The mutual information I(σ′;σ, g, g′) is a function of
multi-letter probability distributions. We use standard information theoretic techniques to bound
I(σ′;σ, g, g′) using information quantities which are functionals of single-letter distributions. The
following states the resulting necessary conditions for successful matching.
Theorem 7. For the graph matching problem under the community structure model with complete
side-information, the following provides necessary conditions for successful matching:
log n
n
≤
∑
i, j∈[c],i< j
nin j
n2
I(X, X′|Ci,C j,C′iC′j) +
∑
i∈[c]
ni(ni − 1)
2n2
I(X, X′|Ci,Ci,C′i ,C′i) + O(
log n
n
),
where I(X, X′|Ci,C j,C′iC′j) is defined with respect to PX,X′ |Ci,C j,C′iC′j .
Proof. Appendix K. 
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Labeled Seeds
v1n;k1
v1n;kn−Λn+1
v1n;kn−Λn
v1n;j1
Unlabeled Seeds~g
1
n;pn;1
g2n;pn;2
v1n;k2
v2n;l1
v2n;ln−Λn+1
v2n;ln−Λn
v2n;l2
v1n;j2
v1n;jΛn−1
v1n;jΛn
v2n;i1
v2n;i2
v2n;iΛn−1
v2n;iΛn
Fig. 3. The matching algorithm constructs the bipartite graph which captures the connections between the unmatched vertices
with the seed vertices.
For Erdo˝s-Re`nyi graphs, the following corollary is a direct consequence of Theorem 7.
Corollary 1. For the graph matching problem under the Erdo˝s-Re`nyi model, the following
provides necessary conditions for successful matching:
2 log n
n
≤ I(X, X′) + O( log n
n
).
IX. Seeded Graph Matching
So far, we have investigated the fundamental limits of graph matching assuming the availability
of unlimited computational resources. In this section, we consider seeded graph matching, and
propose a matching algorithm whose complexity grows polynomially in the number of vertices
of the graph and leads to successful matching in a wide range of graph matching scenarios. The
algorithm leverages ideas from prior work a related problem called online fingerprinting which
involves matching of correlated bipartite graphs [46].
In seeded graph matching, it is assumed that we are given the correct labeling for a subset of
the vertices in the anonymized graph prior to the start of the matching process. The subset of
pre-matched vertices are called ‘seeds’. The motivation behind the problem formulation is that
in many applications of graph matching, the correct labeling of a subset of vertices is known
through side-inforamtion. For instance, in social network deanonymization, many users link
their social media accounts across social networks publicly. As shown in this section, the seed
side-information can be used to significantly reduce the complexity of the matching algorithm.
The proposed graph matching algorithm operates as follows. First, the algorithm constructs the
bipartite graph shown in Figure 3 whose edges consist of the connections between the unmatched
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vertices with the seeded vertices in each graph. The algorithm proceeds in two steps. First, it
constructs the ‘fingerprint’ vectors for each of the unmatched vertices in the two bipartite graphs
based on their connections to the seed vertices. The fingerprint vector of a vertex is the row in the
adjacency matrix of the bipartite graph corresponding to the edges between that vertex and the
seed vertices. In the second step, the algorithm finds a jointly typical pair of fingerprint vectors in
the deanonymized and deanonymized graph adjacency matrices and matches the corresponding
vertices, where typicality is defined based on the joint distribution between the edges of the
two graphs. Note that the bipartite graphs encompass only a subset of the edges in the original
graphs. Hence by restricting the matching process to the bipartite graphs, some of the information
which could potentially help in matching is ignored. This leads to more restrictive conditions
on successful matching compared to the ones derived in the previous sections. However, the
computational complexity of the resulting matching algorithm is considerably improved. In the
following, we focus on matching of seeded CPERs. The results can be easily extended to seeded
CPCSs similar to the unseeded graph matching in prior sections. A seeded CPER (SCPER) is
formally defined below.
Definition 26 (Correlated Pair of Seeded ER Graphs). An SPCER is a triple (g˜, g˜′,S), where
g˜ = (g˜, g˜′) is a CPER generated according to PX,X′ , and S ⊆ V is the seed set.
Let S = {vi1 , vi2 , · · · , viΛ} and define the reverse seed set S−1 = {v j1 , v j2 , · · · , v jΛ}, where σ(v jk) =
σ′(vik), k ∈ [1,Λ]. The algorithm is given the correct labeling of all the vertices in the first graph
σ : V → [1, n] and the seed vertices in the second graph σ′|S : S → [1, n]. The objective is to
find the correct labeling of the rest of the vertices in the second graph σˆn : V;→ [1, n] so that
the fraction of mislabeled vertices is negligible as the number of vertices grows asymptotically
large, i.e. P(σˆ′ = σ′) → 1 as n → ∞. To this end, the algorithm first constructs a fingerprint
for each vertex in each of the graphs. For an arbitrary vertex vi in gPX , its fingerprint is defined
as the vector F i = (Fi(1), Fi(2), · · · , Fi(Λ)). which indicates its connections to the reverse seed
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elements:
Fi(l) =

1 if (vi, v jl) ∈ E
0 Otherwise
, l ∈ [1,Λ].
The fingerprint of a vertex vi in the second graph is defined in a similar fashion based on
connections to the elements of the seed set S. Take an unmatched vertex vi < S. The algorithm
matches vi in g to a vertex v j in g′ if it is the unique vertex such that the fingerprint pair (F i, F
′
j)
are jointly -typical with respect to the distribution PX,X′ , where4  = ω( 1√
Λ
):
∃!i : (F i, F′j) ∈ An (X, X′)⇒ σˆ(vi) = σ′(v j),
where An (X, X′) is the set of jointly -typical set sequences of length n with respect to PX,X′ .
If a unique match is not found, then vertex vi is added to the ambiguity set L. Hence, V\L is
the set of all matched vertices. In the next step, these vertices are added to the seed set and the
expanded seed set is used to match the vertices in the ambiguity set. The algorithm succeeds
if all vertices are matched at this step and fails otherwise. We call this strategy the Seeded
Typicality Matching Strategy (STMS).
Theorem 8. Define the family of sets of pairs of distribution and seed sizes P˜ as follows:
P˜ =
{
(Pn,Λn)n∈N
∣∣∣∣∀Pn,X,X′ ∈ Pn : 2 log nI(X, X′) ≤ Λn, I(X; X′) = ω
√ 1
Λn
 }.
Any family of SCPERs with parameters chosen from P˜ is matchable using the STMS.
The proof of Theorem 8 which is provided in Appendix M uses the following lemma on the
cardinality of L.
Lemma 7. The following holds:
P(|L| > 2n
Λ2
)→ 0, as n→ ∞,
Proof. Appendix L. 
4Alternatively, limn→∞ √|S| = ∞.
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X. Conclusion
We have considered matching of collections of correlated graphs. We have studied the problem
under the Erdo¨s-Re`nyi model as well as the more general community structure model. The
derivations apply to graphs whose edges may take non-binary attributes. We have introduced
a graph matching scheme called the Typicality Matching scheme which relies on tools such
as concentration of measure and typicality of sequences of random variables to perform graph
matching. We further provide converse results which lead to necessary conditions on graph
parameters for successful matching. We have investigated seeded graph matching, where the
correct labeling of a subset of graph vertices is known prior to the matching process. We have
introduced a matching algorithm for seeded graph matching which successfully matches the
graphs in wide range of matching problems with large enough seeds and has a computational
complexity which grows polynomially in the number of graph vertices.
Appendix A
Proof of Theorem 1
Define the following partition for the set of indices [1, n]:
A0 = {1, i1 + 1, i1 + i2 + 1, · · · ,
r−1∑
j=1
i j + 1}, A1 = {k|k is even, & k < A0, & k ≤
r∑
i=1
i j},
A2 = {k|k is odd, & k < A0, & k ≤
r∑
i=1
i j}, A3 = {k|k >
r∑
i=1
i j}.
The set A1 is the set of indices at the start of each cycle in pi, the sets A2 and A3 are the
sets of odd and even indices which are not start of any cycles and A4 is the set of fixed
points of pi. Let Zn = pi(Yn). It is straightforward to verify that (Xi,Zi), i ∈ A j, j ∈ [3] are three
sequences of independent and identically distributed variables which are distributed according to
PXPY . The reason is that the standard permutation shifts elements of a sequence by at most one
position, whereas the elements in the sequences (Xi,Zi), i ∈ A j, j ∈ [3] are at least two indices
apart and are hence independent of each other (i.e. Zi , Yi). Furthermore, (Xi,Zi), i ∈ A4 is a
sequence of independent and identically distributed variables which are distributed according to
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PX,Y since Zi = Yi. Let T j, j ∈ [4] be the type of the sequence (Xi,Zi), i ∈ A j, j ∈ [4], so that
T j,x,y =
∑
i∈A j 1(Xi=x,Zi=y)
|A j | , j, x, y ∈ [4] × X × Y. We are interested in the probability of the event
(Xn,Zn) ∈ An (X,Y). From Definition 12 this event can be rewritten as follows:
P
(
(Xn,Zn) ∈ An (X,Y)
)
= P
(
T (Xn,Yn) .= PX,Y(·, ·) ± )
= P(α1T 1 + α2T 2 + α3T 3 + α4T 4
.
= PX,Y(·, ·) ± ),
where αi = |Ai |n , i ∈ [4], we write a
.
= x ±  to denote x −  ≤ a ≤ x , and addition is defined
element-wise. We have:
P((Xn,Zn) ∈ An (X,Y)) =
∑
(t1,t2,t3,t4)∈T
P(T i = ti, i ∈ [4]),
where T = {(t1, t2, t3, t4) : α1t1 + α2t2 + α3t3 + α4t4
.
= n(PX,Y(·, ·) ± )}. Using the property that
for any set of events, the probability of the intersection is less than or equal to the geometric
average of the individual probabilities, we have:
P((Xn,Zn) ∈ An (X,Y)) ≤
∑
(t1,t2,t3,t4)∈T
4
√
Πi∈[4]P(T i = ti).
Since the elements (Xi,Zi), i ∈ A j, j ∈ [4] are i.i.d, it follows from standard information theoretic
arguments [40] that:
P(T i = ti) ≤ 2−|Ai |(D(ti ||PX PY )−|X||Y|), i ∈ [3], P(T 4 = t4) ≤ 2−|A4 |(D(t4 ||PX,Y )−|X||Y|).
We have,
P((Xn,Zn) ∈ An (X,Y))
≤
∑
(t1,t2,t3,t4)∈T
4
√
2−n(α1D(t1 ||PX PY )+α2D(t2 ||PX PY )+α3D(t3 ||PX PY )+α4D(t4 ||PX,Y )−|X||Y|)
(a)≤
∑
(t1,t2,t3,t4)∈T
4
√
2−n(D(α1t1+α2t2+α3t3+α4t4 ||(α1+α2+α3)PX PY +α4PX,Y )−|X||Y|)
= |T | 4
√
2−n(D(PX,Y ||(1−α)PX PY +αPX,Y )−|X||Y|)
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(b)≤ 2− n4 (D(PX,Y ||(1−α)PX PY +αPX,Y )−|X||Y|+O( log nn )),
where the (a) follows from the convexity of the divergence function and (b) follows by the fact
that the number of joint types grows polynomially in n. 
Appendix B
Proof of Lemma 2
First, we prove Equation (2). Note that
Nm =
(
n
m
)
!(n − m) ≤
(
n
m
)
(n − m)! = n!
m!
≤ nn−m.
This proves the right hand side of the equation. To prove the left hand side, we first argue that
the iterative inequality !n ≥!(n− 1)(n− 1) holds. In other words, the number of derangements of
numbers in the interval [n] is at least n−1 times the number of derangements of the numbers in the
interval [n−1]. We prove the statement by constructing !(n−1)(n−1) distinct derangements of the
numbers [n]. Note that a derangement pi(·) of [n] is characterized by the vector (pi(1), pi(2), · · · (n)).
There are a total of n− 1 choices for pi(1) (every integer in [n] except for 1). Once pi(1) is fixed,
the rest of the vector (pi(2), pi(3), · · · , pi(n)) can be constructed using any derangement of the set
of numbers [n]−{pi(1)}. There are a total of !(n−1) such derangements. So, we have constructed
(n− 1)!(n− 1) distinct derangements of [n]. Consequently. !n ≥!(n− 1)(n− 1). By induction, we
have !n ≥ (n − 1)!. So,
Nm =
(
n
m
)
!(n − m) ≥
(
n
m
)
(n − m − 1)! = n!
m!(n − m) .
Next, we prove that Equation (3) holds. Note that from the right hand side of Equaation (2) we
have:
lim
n→∞
log Nm
n log n
≤ lim
n→∞
log nn−m
n log n
= lim
n→∞
n − m
n
= 1 − α.
Also, from the left hand side of Equation (3), we have:
lim
n→∞
log Nm
n log n
≥ lim
n→∞
log n!m!(n−m)
n log n
= lim
n→∞
log n!m!
n log n
− log (n − m)
n log n
.
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The second term in the last inequality converges to 0 as n→ ∞. Hence,
lim
n→∞
log Nm
n log n
≥ lim
n→∞
log n!m!
n log n
(a)≥ lim
n→∞
log n!mm
n log n
≥ lim
n→∞
log n!
n log n
− log m
m
n log n
(b)≥ lim
n→∞
n log n − n + O(log n)
n log n
− log m
m
n log n
= lim
n→∞
n log n
n log n
− αn logαn
n log n
= 1 − α,
where in (a) we have used the fact that m! ≤ mm, and (b) follows from Stirling’s approximation.
This completes the proof. 
Appendix C
Proof of Lemma 3
The proof builds upon some of the techniques developed in [47]. Let A = {(x, y) ∈ X ×
Y∣∣∣PXPY(x, y) < PX,Y(x, y)}. Let Z{(x,y)}(pi),i = 1(Xi,Ypi(i) = (x, y)). We have:
P((Xn, pi(Yn)) ∈ An (X,Y)) ≤
P
(( ⋂
(x,y)∈A
{1
n
n∑
i=1
Z{(x,y)}(pi),i > PX,Y(x, y) − 
})⋂( ⋂
(x,y)∈Ac
{1
n
n∑
i=1
Z{(x,y)}(pi),i < PX,Y(x, y) + 
}))
For brevity let αx,y = 1n
∑n
i=1 Z
{(x,y)}
(pi),i , and tx,y =
1
2 loge
PX,Y (x,y)
PX(x)PY (y)
, x, y ∈ X. Then,
Pr
(( ⋂
(x,y)∈A
{
nαx,y > nPX,Y(x, y) − n})⋂( ⋂
(x,y)∈Ac
{
nαx,y < nPX,Y(x, y) + n
}))
= Pr
( ⋂
(x,y)∈X×Y
{
entx,yαx,y > entx,yPX,Y (x,y)+nx,y
})
,
where x,y = tx,y(1 − 21(x, y ∈ A)) and we have used the fact that by construction:
tx,y > 0 if (x, y) ∈ A
tx,y < 0 if (x, y) ∈ Ac.
(13)
So,
P
(( ⋂
(x,y)∈A
{
nαx,y > nPX,Y(x, y) − n})⋂( ⋂
(x,y)∈Ac
{
nαx,y < nPX,Y(x, y) + n
}))
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(a)≤ P
( ∏
(x,y)∈X×Y
entx,yαx,y >
∏
(x,y)∈X×Y
entx,yPX,Y (x,y)−nx,y
)
(14)
(b)≤ e−∑x,y n(tx,yPX,Y (x,y)−x,y)E(∏
x,y
entx,yαx,y) = e−
∑
x,y n(tx,yPX,Y (x,y)−x,y)E(e
∑n
i=1
∑
x,y tx,yZ
{(x,y)}
(pi),i ) (15)
(c)≤ e−∑x,y n(tx,yPX,Y (x,y)−x,y)E 12 (e∑i∈O∑x,y 2tx,yZ{(x,y)}(pi),i )E 12 (e∑i∈E∑x,y 2tx,yZ{(x,y)}(pi),i ) (16)
= e−
∑
x,y n(tx,yPX,Y (x,y)−x,y)
∏
i∈O
E
1
2 (e
∑
x,y 2tx,yZ
{(x,y)}
(pi),i )
∏
i∈E
E
1
2 (e
∑
x,y 2tx,yZ
{(x,y)}
(pi),i ), (17)
where O and E are the odd and even indices in the set [1, n]. In (a) we have used the fact that
the exponential function is increasing and positive, (b) follows from the Markov inequality and
(c) follows from the Cauchy-Schwarz inequality. Note that:
E(e
∑
x,y 2tx,yZ
{(x,y)}
(pi),i )
(a)
=
∑
x,y
PX(x)PY(y)e2tx,y =
∑
x,y
PX(x)PY(y)e
loge
PX,Y (x,y)
PX (x)PY (y) =
∑
x,y
PX,Y(x, y) = 1,
where in (a) we have used the fact that Xi and Ypi(i) are independent since the permutation does
not have any fixed points. Consequently, we have shown that:
Pr((Xn, pi(Yn)) ∈ An (X,Y)) ≤ e−
∑
x,y n(tx,yPX,Y (x,y)−x,y) = e−
∑
x,y n(
1
2 PX,Y (x,y) loge
PX,Y (x,y)
PX (x)PY (y)
−x,y) = 2−
1
2 n(I(X;Y)−δ).
This completes the proof.

Appendix D
Proof of Lemma 4
The proof follows by similar arguments as that of Lemma 3. Following similar steps, we have
P((Xn, pi(Yn)) ∈ An (X,Y)) = Pr
( ⋂
(x,y)∈X×Y
{
e
n
s tx,yαx,y > e
n
s tx,yPX,Y (x,y)+nx,y
})
≤P
( ∏
(x,y)∈X×Y
e
n
s tx,yαx,y >
∏
(x,y)∈X×Y
e
n
s tx,yPX,Y (x,y)− ns x,y
)
≤ e−∑x,y ns (tx,yPX,Y (x,y)−x,y)E(∏
x,y
e
n
s tx,yαx,y)
= e−
∑
x,y
n
s (tx,yPX,Y (x,y)−x,y)
∏
j∈[1,c]
E(e
1
s
∑
x,y
∑i j
k=1 tx,yZ
{(x,y)}
(pi),i ). (18)
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We need to investigate E(e
1
s
∑
x,y
∑i j
k=1 tx,yZ
{(x,y)}
(pi),i ). Define T (x,y)j =
∑i j
k=1 Z
{(x,y)}
(pi),i , j ∈ [1, c], x, y ∈ X × Y
as the number of occurrences of the pair (x, y) in the jth cycle. Note that by definition, we
have
∑
x,y
∑i j
k=1 Z
{(x,y)}
(pi),i =
∑
x,y T
(x,y)
j = i j. Define S
(x,y)
j =
1
s T
(x,y)
j , j ∈ [1, c], x, y ∈ X × Y. Let
B = {(s(x,y)j ) j∈[1,c],x,y∈X×Y :
∑
x,y s
(x,y)
j =
i j
s , j ∈ [1, c]} be the set of feasible values for the vector
(S (x,y)j ) j∈[1,c],x,y∈X×Y. We have:
E(e
1
s
∑
x,y
∑i j
k=1 tx,yZ
{(x,y)}
(pi),i ) = E(e
∑
x,y tx,y
1
s
∑i j
k=1 Z
{(x,y)}
(pi),i ) = E(e
∑
x,y tx,yS
(x,y)
j )
=
∑
(s{(x,y)}j ) j∈[1,c],x,y∈X×Y∈β
P((s{(x,y)}j ) j∈[1,c],x,y∈X×Y)e
∑
x,y tx,y s
{(x,y)}
j .
For a fixed vector (s{(x,y)}j ) j∈[1,c],x,y∈X ∈ β, let V (x,y) be defined as the random variable for which
P(V (x,y) = t(x,y)) = s
{(x,y)}
j , x, y ∈ X and P(V (x,y) = 0) = 1 − i js (note that PV is a valid probability
distribution). We have:
E(e
1
s
∑
x,y
∑i j
k=1 tx,yZ
{(x,y)}
(pi),i ) =
∑
(s{(x,y)}j ) j∈[1,c],x,y∈X×Y∈β
P((s{(x,y)}j ) j∈[1,c],x,y∈X×Y)e
∑
x,y tx,y s
{(x,y)}
j
=
∑
(s{(x,y)}j ) j∈[1,c],x,y∈X×Y∈β
P((s{(x,y)}j ) j∈[1,c],x,y∈X×Y)e
E(V (x,y)) ≤
∑
(s{(x,y)}j ) j∈[1,c],x,y∈X×Y∈β
P((s{(x,y)}j ) j∈[1,c],x,y∈X×Y)E(e
V (x,y)),
where we have used Jensen’s inequality in the last equation. Note that by construction, we have
E(eV
(x,y)
) = 1 − i js +
∑
x,y s
(x,y)
j e
tx,y . Consequently:
E(e
1
s
∑
x,y
∑i j
k=1 tx,yZ
{(x,y)}
(pi),i ) ≤
∑
(s{(x,y)}j ) j∈[1,c],x,y∈X×Y∈β
P((s{(x,y)}j ) j∈[1,c],x,y∈X×Y)(1 −
i j
s
+
∑
x,y
s(x,y)j e
tx,y)
= 1 − i j
s
+
∑
x,y
etx,yE(S (x,y)j ) = 1 −
i j
s
+
∑
x,y
etx,yE(
1
s
i j∑
k=1
Z{(x,y)}(pi),i )
= 1 − i j
s
+
1
s
∑
x,y
i j∑
k=1
etx,yE(Z{(x,y)}(pi),i ) = 1 −
i j
s
+
1
s
∑
x,y
i j∑
k=1
etx,y PX(x)PY(y)
= 1 − i j
s
+
1
s
∑
x,y
i j∑
k=1
PX,Y(x, y) = 1.
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Setting E(e
1
s
∑
x,y
∑i j
k=1 tx,yZ
{(x,y)}
(pi),i ) ≤ 1 in Equation (18), we get:
P((Xn, pi(Yn)) ∈ An (X,Y)) ≤ e−
∑
x,y
n
s (tx,yPX,Y (x,y)−x,y) = 2−
n
s (I(X;Y)−x,y).

Appendix E
Proof of Theorem 2
The proof builds upon the arguments provided in the proof of Theorem 1. Let Yn = pil(Xn(l))l∈[k].
First, we construct a partition D = {C j,t : j ∈ [bk], t ∈ [k(k−1)]} such that each sequence of vectors
(Y(l),C j,t)l∈[k] is an collection of independent vectors of i.i.d variables, where Y(l),C j,t = (Y(l),c)c∈C j,t .
Loosely speaking, this partitioning of the indices ‘breaks’ the multi-letter correlation among the
sequences induced due to the permutation and allows the application of standard information
theoretic tools to bound the probability of joint typicality. The partition is constructed in two
steps. We first construct a coarse partition C = {C1,C2, · · · ,Cbk} of the indices [1, n] for which the
sequence of vectors (Y(l),C j), l ∈ [k] is identically distributed but not necessarily independent. The
set C j, j ∈ [bk] is defined as the set of indices corresponding to partition P j, where correspondence
is defined in Definition 16. Clearly, C = {C1,C2, · · · ,Cbk} partitions [1, n] since each index
corresponds to exactly one partition P j. To verify that the elements of the sequence (Y(l),C j), l ∈ [k]
are identically distributed let us consider a fixed j ∈ [bk] and an arbitrary index c ∈ C j. Then
the vector (Y(1),c,Y(2),c, · · · ,Y(k),c) is distributed according to PXP j . To see this, note that:
PY(1),c,Y(2),c,··· ,Y(k),c = PX(1),(pi−11 (c)),X(2),(pi−12 (c)),··· ,X(k),(pi−1k (c))
From the assumption that the index c corresponds to the partition P j, we have that pi−1l (c) = pi−1l′ (c)
if and only if l, l′ ∈ A j,r for some integer r ∈ [|P j|]. Since by the theorem statement (Xn(l))l∈[k] is
an i.i.d. sequence of vectors, the variables X(l),pi−1l (c) and X(l′),pi−1l′ (c) are independent of each other
if pi−1l (c) , pi
−1
l′ (c). Consequently,
PY(1),c,Y(2),c,··· ,Y(k),c =
∏
r∈[|P j |]
PXt1 ,Xt2 ,··· ,Xt|A j,r | = PXP j .
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This proves that the sequences (Y(l),C j), l ∈ [k] are identically distributed with distribution PXP j .
In the next step, we decompose the partition C to arrive at a finer partition D = {C j,t : j ∈
[bk], t ∈ [k(k − 1)]} of [1, n] such that (Y(l),C j,t)l∈[k] is an i.i.d sequence of vectors. Let C j =
{c1, c2, · · · , c|C j |}, j ∈ [bk]. The previous step shows that the sequence consists of identically
distributed vectors. In order to guarantee independence, we need to ensure that for any c, c′ ∈ C j,t,
we have pi−1l (c) , pi
−1
l′ (c
′),∀l, l′ ∈ [k]. Then, independence of (Y(l),c)l∈[k] and (Y(l),c′)l∈[k] is guaranteed
due to the independence of the sequence of vectors (Xn(l))l∈[k]. To this end we assign the indices
in C j to the sets C j,t, t ∈ [k(k − 1)] as follows:
c1 ∈ C j,1, (19)
ci ∈ C j,l : t = min{t′|@c′ ∈ C j,t′ , l, l′ ∈ [k] : pi−1l (ci) = pi−1l′ (c′)}, i > 1. (20)
Note that the set C j,t defined in Equation (20) always exists since for any given l ∈ [m], the value
pi−1l (c) can be the same for at most k distinct indices c since each of the k permutations maps
one index to pi−1l (c). Furthermore, since l takes k distinct values, there are at most k(k − 1) − 1
indices c′ not equal to c for which there exists l, l′ ∈ [k] such that pil(c) = pil′(c′). Since there are
a total of k(k − 1) sets C j,t, by the Pigeonhole Principle, there exists at least one set for which
there is no element c′ such that pil(c) = pil′(c′) for any value of l, l′. Consequently, (Y(l),C j,t)l∈[k] is
an i.i.d. sequence with distribution PXP j .
Let T j,t, j ∈ [bk], t ∈ [k(k − 1)] be the type of the sequence of vectors (Y(l),C j,t)l∈[k], so that
T j,t,xk =
∑
c∈C j,t 1((Y(1),c,Y(2),c,··· ,Y(k),c)=xk)
|C j,t | , x
k ∈ Xk. We are interested in the probability of the event
(Yn(l))l∈[k] ∈ An (Xk). From Definition 14 this event can be rewritten as follows:
P
((
Yn(l))l∈[k]
)
∈ An (Xk)
)
= P
(
T ((Yn(l))l∈[k], x
m) .= PXk(xk) ± ,∀xk
)
= P(
∑
j,t
α j,tT j,t,xk
.
= PXk(xk) ± ,∀xm),
where α j,t =
|C j,t |
n , j ∈ [bk], t ∈ [k(k− 1)], we write a
.
= x±  to denote x−  ≤ a ≤ x , and addition
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is defined element-wise. We have:
P
((
Yn(l))l∈[k]
)
∈ An (Xk)
)
=
∑
(sbk ,k(k−1))∈T
P(T j,t = s j,t, j ∈ [bk], t ∈ [k(k − 1)]),
where T = {(sbk ,k(k−1) : ∑ j,t α j,tT j,t,xk .= PXk(xk) ± ,∀xk}. Using the property that for any set of
events, the probability of the intersection is less than or equal to the geometric average of the
individual probabilities, we have:
P((Yn(l))l∈[k] ∈ An (Xk)) ≤
∑
(sbk ,k(k−1))∈T
k(k−1)bk
√
Πi∈[ j,t]P(T j,t = s j,t).
Since the elements (Y(l),C j,t), j ∈ [bk], t ∈ [k(k − 1)] are i.i.d by construction, it follows from
standard information theoretic arguments [40] that:
P(T j,t = s j,t) ≤ 2
−|C j,t |(D(si ||PXP j )−
∏
l∈[k] |Xl |)
, j ∈ [bk], t ∈ [k(k − 1)].
We have,
P((Yn(l))l∈[k] ∈ An (Xk)) ≤
∑
(sbk ,k(k−1))∈T
k(k−1)bk
√
Πi∈[ j,t]2
−|C j,t |(D(si ||PXP j )−
∏
l∈[k] |Xl |)
(a)≤
∑
(sbk ,k(k−1))∈T
k(k−1)bk
√
2
−n(D(∑ j,t α j,t s j,t ||∑k PXP j )−∏l∈[k] |Xl |)
(b)≤ 2− nk(k−1)bk (D(PX,Y ||
∑
j∈[bk ]
|C j |
n PXP j )−
∏
l∈[k] |Xl |+O( log nn )).
where the (a) follows from the convexity of the divergence function and (b) follows by the fact
that the number of joint types grows polynomially in n.
Appendix F
Proof of Lemma 5
The upper-bound follows by the fact that for k-fold derangement (pi1(·), pi2(·), · · · , pik(·)), the
first permutation is pi1(·) is the identity permutation, and the rest of derangements with respect to
pi1(·), so by the counting principle there are at most (!n)k−1 choices for (pi1(·), pi2(·), · · · , pik(·)). Next
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we prove the lower bound. Note that pi1(·) is the identity permutation. By the same arguments
as in the proof of Lemma 2, there are at least (n − 1)! choices of distinct pi2(·), and for any
fixed pi2(·) there are at least (n−2)! distinct pi3(·). Generally, for fixed pi2(·), pi3(·), · · · , pi j(·), there
are at least (n − j + 1)! choices of distinct pi j+1(·). By the counting principle, there are at least∏
j∈[k](n − j + 1)! ≥ ((n − k + 1)!)k distinct (pi1(·), pi2·, · · · , pik(·)). This completes the proof. 
Appendix G
Proof of Lemma 6
First, we prove the upper-bound in Equation (7). As an initial step, we count the number of
distinct allocations of partition correspondence to indices i ∈ [1, n]. Since we are considering
(i1, i2, · · · , ibk)-Bell permutation vectors, there are a total of i j indices corresponding to P j for
j ∈ [bk]. So, there are
(
n
i1,i2,··· ,ibk
)
allocations of partition correspondence to different indices. Now
assume that the ith index corresponds to the jth partition. Then, we argue that there are at most
n|P j | possible values for the vector (pil(i) : l ∈ [k]). The reason is that by definition, for any
two pil(i) and pil′(i), their value are equal if and only if l, l′ ∈ A j,k for some integer r ∈ [|P j|].
So, the elements of (pil(i) : l ∈ [m]) take |P j| distinct values among the set [1, n]. Consequently
(pil(i) : l ∈ [k]) takes at most n|P j | distinct values. By the counting principle, the sequence of
vectors (pil(i) : l ∈ [k]), i ∈ [n] takes at most n
∑
j∈[bk ] |P j |i j−n distinct values given a specific partition
correspondence, since pi1(·) is assumed to be the identity permutation. Since there are a total of(
n
i1,i2,··· ,ibk
)
partition correspondences, we have:
Ni1,i2,··· ,ibk ≤
(
n
i1, i2, · · · , ibk
)
n
∑
j∈[bk ] |P j |i j−n.
Next, we prove the lower-bound in Equation (7). The proof follows by constructing enough
distinct (i1, i2, · · · , ibk)-Bell permutation vectors. First, we choose a partition correspondence for
the indices i ∈ [n] similar to the proof for the lower-bound. There are
(
n
i1,i2,··· ,ibk
)
distinct ways of
allocating the partition correspondence. We argue that for every fixed partition correspondence,
there are at least
∏
j∈[bk]] d|P j |(i j) permutations which are (i1, i2, · · · , ibk)-Bell permutation vectors.
To see this, without loss of generality, assume that the first i1 indices [1, i1] correspond to P1,
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the next i2 indices [i1 + 1, i1 + i2] correspond to P2, and in general the indices [∑l−1t=1 it + 1,∑lt=1 it]
correspond to P j. Let (pi′1, j, pi′2, j, · · · , pi′|P j |, j) be vectors of |P j|-fold derangements of [
∑ j−1
t=1 it +
1,
∑ j
t=1 it], where j ∈ [bk]. Then, the following is an (i1, i2, · · · , ibk)-Bell permutation vector.
pil([
j−1∑
t=1
it + 1,
j∑
t=1
it]) = pi′l, j([
j−1∑
t=1
it + 1,
j∑
t=1
it]), if l ∈ As, j, s ∈ [|P j|], j ∈ [bk].
There are a total of d|P j |(i j) choices of (pi
′
1, j, pi
′
2, j, · · · , pi′|P j |, j). So, by the counting principle, there are
a total of
∏
j∈[bk] d|P j |(i j) choices of (pi1(·), pi2(·), · · · , pik(·)) for a fixed partition correspondence.
As argued previously, there are a total of
(
n
i1,i2,··· ,ibk
)
distinct choices for partition correspondence.
Consequently we have shown that,(
n
i1, i2, · · · , ibk
) ∏
j∈[bk]
d|P j |(i j) ≤ Ni1,i2,··· ,ibk .
This completes the proof of Equation (7). We proceed with to prove Equation (8). Note that
from the right hand side of Equation (7), we have:
lim
n→∞
loge Ni1,i2,··· ,ibk
n loge n
≤ lim
n→∞
loge
(
n
i1,i2,··· ,ibk
)
n(
∑
j∈[bk ] |P j |i j−n)
n loge n
= lim
n→∞
loge n
(
∑
j∈[bk ] |P j |i j−n)
n loge n
+ lim
n→∞
loge
(
n
i1,i2,··· ,ibk
)
n loge n
= lim
n→∞
(
∑
j∈[bk] |P j|i j − n)
n
+ lim
n→∞
loge 2
n
n loge n
=
∑
j∈[bk]
|P j|α j − 1.
On the other hand, from the left hand side of Equation (7), we have:
lim
n→∞
log Ni1,i2,··· ,ibk
n log n
≥ lim
n→∞
log
(
n
i1,i2,··· ,ibk
)∏
j∈[bk] d|P j |(i j)
n log n
(a)≥ lim
n→∞
log 2n
∏
j∈[bk] d|P j |(i j)
n log n
(b)≥ lim
n→∞
log
∏
j∈[bk]((i j − |P j| + 1)!|P j |−1)
n log n
= lim
n→∞
∑
j∈[bk] (|P j| − 1) log (i j − |P j| + 1)!
n log n
(c)
= lim
n→∞
∑
j∈[bk] (|P j| − 1)((i j − |P j| + 1) log (i j − |P j| + 1) − (i j − |P j| + 1) + O(log (i j − |P j| + 1)))
n log n
=
∑
j∈[bk]
|P j|α j − 1,
where (a) follows from the fact that
(
n
i1,i2,··· ,ibk
)
≤ 2n, (b) follows from Lemma 5, and in (c) we
have used Stirling’s approximation. 
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Appendix H
Proof of Theorem 3
First, note that for the correct labeling the two UTs are jointly typical with probability
approaching one as n→ ∞:
P((U1
σ1
,U2
σ2
) ∈ A n(n−1)2 (X1, X2))→ 1 as n→ ∞.
So, P(̂Σ = φ)→ 0 as n→ ∞ since the correct labeling is a member of the set Σ̂. We will show
that the probability that a labeling in Σ̂ labels n(1−αn) vertices incorrectly goes to 0 as n→ ∞.
Define the following:
E = {σ′2
∣∣∣∣||σ2 − σ′2||0 ≥ n(1 − αn)},
where || · ||0 is the L0-norm. The set E is the set of all labelings which match more than nαn
vertices incorrectly. We show the following:
P(E ∩ Σ̂ , φ)→ 0, as n→ ∞.
Note that:
P(E ∩ Σ̂ , φ) = P
 ⋃
σ′2:||σ2−σ′2 ||0≥n(1−αn)
{σ′2 ∈ Σ̂}
 (a)≤ nαn∑
i=0
∑
σ′2:||σ2−σ′2 ||0=n−i
P(σ′2 ∈ Σ̂)
(b)
=
nαn∑
i=0
∑
σ′2:||σ2−σ′2 ||i=n−i
P((U1
σ1
,Πσ2,σ′2(U
2
σ2
)) ∈ A n(n−1)2 )
(c)≤
nαn∑
i=0
∑
σ′2:||σ2−σ′2 ||i=n−i
2−
n(n−1)
8 (D(PX,Y ||(1− i(i−1)n(n−1) )PX PY + i(i−1)n(n−1) PX,Y )−|X||Y|+O( log nn2 ))
(d)
=
nαn∑
i=0
(
n
i
)
(!(n − i))2− n(n−1)8 (D(PX,Y ||(1− i(i−1)n(n−1) )PX PY + i(i−1)n(n−1) PX,Y )−|X||Y|+O( log nn2 ))
≤
nαn∑
i=0
nn−i2−
n(n−1)
8 (D(PX,Y ||(1− i(i−1)n(n−1) )PX PY + i(i−1)n(n−1) PX,Y )−|X||Y|+O( log nn2 ))
≤
nαn∑
i=0
2(n−i) log n−
n(n−1)
8 (D(PX,Y ||(1− i(i−1)n(n−1) )PX PY + i(i−1)n(n−1) PX,Y )−|X||Y|+O( log nn2 )).
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where (a) follows from the union bound, (b) follows from the definition of Σ̂, in (c) we have
used Theorem 1 and the fact that ||σ2 −σ′2||0 = n− i so that Πσ2,σ′2 has i(i−1)2 fixed points, in (d)
we have denoted the number of derangement of sequences of length i by !i. Note that the right
hand side in the last inequality approaches 0 as n→ ∞ as long as:
(n − i) log n ≤ n(n − 1)
8
(D(PX,Y ||(1 − i(i − 1)n(n − 1))PXPY +
i(i − 1)
n(n − 1)PX,Y) − |X||Y| + O(
log n
n2
)), i ∈ [0, nαn]
↔ (1 − α) log n ≤ (n − 1)
8
(D(PX,Y ||(1 − α2)PXPY + α2PX,Y) − |X||Y| + O( log nn2 )), α ∈ [1, 1 − αn],
where we have defined α = in . The last equation is satisfied by the theorem assumption for small
enough . 
Appendix I
Proof of Theorem 4
Let n = O(
log n
n ) be a sequence of positive numbers. Fix n ∈ N and let  = n. For a given
labeling σ′′, define the event Bσ′′ as the event that the sub-matrices corresponding to each
community pair are jointly typical:
Bσ′′ : (Uσ,Ci,Ci ,U′σ′′,C′i ,C′i ) ∈ A
ni(ni−1)
2
 (PX,X′ |Ci,Ci,C′i ,C′i ),∀i ∈ [c],
(Gσ,Ci,C j , G˜′σ′′,C′i ,C′j) ∈ A
ni·n j
 (PX,X′ |Ci,C j,C′i ,C′j),∀i, j ∈ [c], i , j},
Particularly, βσ′ is the event that the sub-matrices are jointly typical under the canonical labeling
for the second graph. From standard typicality arguments it follows that:
P(Bσ′)→ 1 as n→ ∞.
So, P(̂ΣC.C′ = φ)→ 0 as n→ ∞ since the correct labeling is a member of the set Σ̂C.C′ . Let (λn)n∈N
be an arbitrary sequence of numbers such that λn = Θ(n). We will show that the probability that
a labeling in Σ̂C.C′ labels λn vertices incorrectly goes to 0 as n→ ∞. Define the following:
E = {σ′2
∣∣∣∣||σ2 − σ′2||1 ≥ λn},
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where || · ||1 is the L1-norm. The set E is the set of all labelings which match more than λn
vertices incorrectly.
We show the following:
P(E ∩ Σ̂C.C′ , φ)→ 0, as n→ ∞.
We use the union bound on the set of all permutations along with Theorem 1 as follows:
P(E ∩ Σ̂C.C′ , φ) = P(
⋃
σ′′:||σ′−σ′′ ||1≥λn
{σ′′ ∈ Σ̂C.C′})
(a)≤
n∑
k=λn
∑
σ′′:||σ′−σ′′ ||1=k
P(σ′′ ∈ Σ̂C.C′)
(b)
=
n∑
k=λn
∑
σ′′:||σ′−σ′′′ ||1=k
P(βσ′′)
(c)≤
n∑
k=λn
∑
σ′2:||σ2−σ′2 ||0=k
2O(nlogn))×
∏
i, j∈[c],i< j
2
− ni ·n j4 (D(PX,X′ |Ci ,C j ,C′i ,C′j ||(1−βi, j)PX|Ci ,C j PX′ |C′i ,C′j +βi, jPX,X′ |Ci ,C j ,C′i ,C′j ))
×
∏
i∈[c]
2−
ni(ni−1)
8 (D(PX,X′ |Ci ,Ci ,C′i ,C′i ||(1−βi)PX|Ci ,Ci PX′ |C′i ,C′i +βiPX,X′ |Ci ,Ci ,C′i ,C′i )
(d)≤
n∑
k=λn
(
n
k
)
(!k) max
[αi]i∈[c]∈A
(2−
n2
4 (Φ([αi]i∈[c])+O(
log n
n )))
≤ max
α∈[0,1− λnn ]
max
[αi]i∈[c]
(2−
n2
4 (−(1−α) log nn +Φ([αi]i∈[c])+O( log nn ))),
where A = {([αi]i∈[c]) : αi ≤ nin ,
∑
i∈[c] αi =
n−λn
n } and
Φ([αi]i∈[c]) =
∑
i, j∈[c],i< j
nin j · D(PX,X′ |Ci,C j,C′i ,C′j ||(1 − βi, j)PX|Ci,C j PX′ |C′i ,C′j + βi, jPX,X′ |Ci,C j,C′i ,C′j)
+
∑
i∈[c]
ni(ni − 1)
2
D(PX,X′ |Ci,Ci,C′i ,C′i ||(1 − βi)PX|Ci,Ci PX′ |C′i ,C′i + βiPX,X′ |Ci,Ci,C′i ,C′i ),
and βi, j = n
2
nin j
αiα j and βi =
nαi(nαi−1)
ni(ni−1) . Here, αi is the number of fixed points in the i
th community
divided by n, and βi is the number of fixed points in U′σ′′,C′i ,C′i divided by
ni(ni−1)
2 , and βi, j is the
number of fixed points in U′
σ′′,C′i ,C′j divided by nin j. Inequality (a) follows from the union bound,
(b) follows from the definition of Σ̂C.C′ , in (c) we have used Theorem 1, in (d) we have denoted
the number of derangement of sequences of length i by !i. Note that the right hand side in the
(d) goes to 0 as n→ ∞ as long as (11) holds. 
’
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Appendix J
Proof of Theorem 6
The proof build upon the arguments used in the proof of Theorem 2. First, note that for the
correct labeling the UTs are jointly typical with probability approaching one as n → ∞. So,
P(̂Σ = φ)→ 0 as n→ ∞ since the correct labeling is a member of the set Σ̂. On the other hand,
the probability that a labeling in Σ̂ labels n(1 − αn) vertices incorrectly goes to 0 as n → ∞.
Define the following:
E = {(σ′i)i∈[m]
∣∣∣∣||(σ′i)i∈[m] − (σi)i∈[m]||0 ≥ n(1 − αn)},
where || · ||0 is the L0-norm. Without loss of generality, we assume that the labeling for the
denonymized graph is the trivial labeling, i.e. σ1 = σ′1 = id(·), where id(·) is the identity
function. The set E is the set of all labelings which match more than nαn vertices incorrectly.
We show the following:
P(E ∩ Σ̂ , φ)→ 0, as n→ ∞.
We partition the set E into subsets of Bell permutation vectors with the same parameters. We
define the following:
Ei1,i2,··· ,ibm = {(σ′i)i∈[m]
∣∣∣∣(σ′i)i∈[m] is a (i1, i2, · · · , ibm)-Bell permutation vector},
where i1, i2, · · · , ibm ∈ [0, n] and
∑
k∈[bm] iPk = n. Then the family of sets {Ei1,i2,··· ,ibm :
∑
k∈[bm] iPk = n}
partitions the set E.
Note that similar to the proof of Theorem 2, we have:
P(E ∩ Σ̂ , φ) = P
 ⋃
(σ′i )i∈[m]:||σ2−σ′2 ||0≥n(1−αn)
{σ′2 ∈ Σ̂}

P(E ∩ Σ̂ , φ) = P

⋃
(i1,i2,··· ,ibm ):∑
k∈[bm] ik=n
⋃
(σ′i )i∈[m]∈Ei1 ,i2 ,··· ,ibm :
||σ2−σ′2 ||0≥n(1−αn)
{σ′2 ∈ Σ̂}

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≤
∑
(i1,i2,··· ,ibm ):∑
k∈[bm] ik=n
∑
(σ′i )i∈[m]∈Ei1 ,i2 ,··· ,ibm :
||σ2−σ′2 ||0≥n(1−αn)
P
(
{σ′2 ∈ Σ̂}
)
≤
∑
(i1,i2,··· ,ibm ):∑
k∈[bm] ik=n
∑
(σ′i )i∈[m]∈E(i1 ,i2 ,··· ,ibm ):
||σ2−σ′2 ||0≥n(1−αn)
2
−
n(n−1)
2
m(m−1)bm (D(PXm ||
∑
k∈[bm]
i′k
n(n−1)
2
PXPk )−
∏
j∈[m] |X j |+O( log nn2 ))
=
∑
(i1,i2,··· ,ibm ):∑
k∈[bm] ik=n,ibm≥n(1−αn)
Ni1,i2,··· ,ibm 2
−
n(n−1)
2
m(m−1)bm (D(PXm ||
∑
k∈[bm]
i′k
n(n−1)
2
PXPk )−
∏
j∈[m] |X j |+O( log nn2 ))
≤
∑
(i1,i2,··· ,ibm ):∑
k∈[bm] ik=n,ibm≥n(1−αn)
2n log n(
∑
k∈[bm] |Pk |
ik
n −1)+O(n log n)2
−
n(n−1)
2
m(m−1)bm (D(PXm ||
∑
k∈[bm]
i′k
n(n−1)
2
PXPk )−
∏
j∈[m] |X j |+O( log nn2 ))
≤
∑
(i1,i2,··· ,ibm ):∑
k∈[bm] ik=n,ibm≥n(1−αn)
2
n log n(
∑
k∈[bm] |Pk |
ik
n −1)+O(n log n)−
n(n−1)
2
m(m−1)bm (D(PXm ||
∑
k∈[bm]
i′k
n(n−1)
2
PXPk )−
∏
j∈[m] |X j |+O( log nn2 )),
where i′k =
ik(ik−1)
2 +
∑
k′,k′′:Pk′ ,k′′=Pl ik′ik′′ , and Pk′,k′′ = {A′ ∩A′′ : A′ ∈ Pk′ ,A′′ ∈ Pk′′}, k′, k′′ ∈ [bm].
Note that the right hand side in the last inequality approaches 0 as n→ ∞ as long as:
n log n(
∑
k∈[bm]
|Pk|αk − 1) ≤ n(n − 1)2bmm(m − 1)(D(PXm ||
∑
k∈[bm]
α′kPXPk ) − 
∏
j∈[m]
|X j| + O( log nn2 ))
↔ log n(
∑
k∈[bm]
|Pk|αk − 1) ≤ (n − 1)2bmm(m − 1)(D(PXm ||
∑
k∈[bm]
α′kPXPk ) − 
∏
j∈[m]
|X j| + O( log nn2 )),
for all α1, α2, · · · , αbm :
∑
k∈[bm] αk = n, αbm ∈ [1, 1 − αn], where we have defined α′k = i
′
k
n(n−1)
2
. The
last equation is satisfied by the theorem assumption for small enough . 
Appendix K
Proof of Theorem 7
Let n ∈ N , and g and g′ be the adjacency matrices of the two graphs under a pre-defined
labeling. Let σˆ be the output of the matching algorithm. Let 1C be the indicator of the event
that the matching algorithm mislabels at most n fraction of the vertices with probability at least
Pe, where n, Pe → 0 as n→ ∞. Note that σˆ is a function of σ′, g, g′. So:
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0 = H(σˆ|σ, g, g′) (a)= H(σ′, σˆ,1C |σ, g, g′) − H(σ′,1C |σˆ, σ, g, g′) = H(σ′, σˆ,1C |σ, g, g′)−
H(σ′|1C, σˆ, σ, g, g′) − H(1C |σˆ, σ, g, g′)
(b)≥ H(σ′, σˆ,1C |σ, g, g′) − H(σ′|1C, σˆ, σ, g, g′) − 1
= H(σ′, σˆ,1C |σ, g, g′) − P(1C = 1)H(σ′|1C = 1, σˆ, σ, g, g′) − P(1C = 0)H(σ′|1C = 0, σˆ, σ, g, g′) − 1
(c)≥ H(σ′, σˆ,1C |σ, g, g′) − nn log n − Pen log n − 1
(d)≥ H(σ′|σ, g, g′) − (n + Pe)n log n − 1,
where in (a) we have used the chain rule of entropy, in (b) we have used the fact that 1C is
binary, in (c) we define the probability of mismatching more than n fraction of the vertices by
Pe, and (d) follows from the fact that entropy is non-negative. As a result,
H(σ′|σ, g, g′) ≤ (n + Pe)n log n + 1.
Consequently,
n log n
(a)
= log n! + n + O(log n) = H(σ′)
(b)
= I(σ′;σ, g, g′) + O(n log n),
where in (a) we have used Stirling’s approximation, and in (b) we have used the fact that
, Pe → 0 as n→ ∞. We have:
n log n ≤ I(σ′;σ, g, g′) + O(n log n)
= I(σ′; g′) + I(σ′;σ, g|g′) + O(n log n) (a)= I(σ′;σ, g|g′) + O(n log n)
= I(σ′; g|g′) + I(σ′; g|g′, σ) + O(n log n) (b)= I(σ′; g|g′, σ) + O(n log n)
(c)≤ I(σ′, g′; g|σ) + O(n log n) (d)= I(g′; g|σ,σ′)
(e)
=
∑
i, j∈[c],i< j
nin jI(X, X′|Ci,C j,C′iC′j) +
∑
i∈[c]
ni(ni − 1)
2
I(X, X′|Ci,Ci,C′i ,C′i) + O(n log n),
where (a) follows from σ′ |= g′, (b) follows from the fact that σ′ |= g, g′, (c) is true due to the
non-negativity of the mutual inforamtion, (d) follows from σ,σ′ |= G, and (e) follows from the
fact that the edges whose vertices have different labels are independent of each other given the
labels.
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
Appendix L
Proof of Lemma 7
The ambiguity set L is defined as:
L = {v j
∣∣∣@!i : (F i, F′j) ∈ An (X, X′)}.
From the Chebychev inequality, we have:
P (|L| > 2E(|L|)) = P
(∣∣∣|L| − E(|L|)∣∣∣ > E(|L|)) ≤ Var(|L|)
E2(|L|) . (21)
Let B j be the event that v j ∈ L, then
E(|L|) = E
 n∑
j=1
1(v j ∈ L)
 = n∑
j=1
P(v j ∈ L) =
n∑
j=1
P(B j)
Var(|L|) =
n∑
j=1
P(B j) +
∑
i, j
P(Bi, B j) −
 n∑
j=1
P(B j)

2
=
n∑
j=1
P(B j) −
n∑
j=1
P2(B j) ≤ E(|L|).
So, from (21), we have:
P (|L| > 2E(|L|)) ≤ 1
E(|L|) ,
which goes to 0 as n→ ∞ provided that E(|L|)→ ∞ (otherwise the claim is proved since E(|L|)
is finite.). It remains to find an upper bound on E(|L|). Let C j be the event that the fingerprint
F′j is not typical with respect to PX′ and let Di, j be the event that there exists i ∈ [1, n] such that
F i and F
′
j are jointly typical with respect to PX,X′ . Then,
P(B j) ≤ P
C j ⋃
⋃
i, j
Di, j

 ≤ P(C j) + ∑
i, j
P(Di, j|Ccj)
(a)≤ 1
Λ2
+ n2−Λ(I(X;X
′)−),
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where (a) follows from the standard information theoretic arguments (e.g proof of Theorem 3
in [46]). So,
E(|L|) ≤ n
Λ2
+ n22−Λ(I(X;X
′)−).
From Λ > 2 log nI(X;X′) , we conclude that the second term approaches 0 as n→ ∞. This completes the
proof. 
Appendix M
Proof of Theorem 8
Let H1 be the event the algorithm fails and H2 the event that |L| > 2nΛ2 . Then:
P(H1) ≤ P(H2) + P(H1|Hc2).
From Claim 1, we know that P(H2) → 0 as n → ∞. For the second term, let L′ be the set of
vertices which are not matched in the second iteration. The algorithm fails if L′ , φ. However,
by a similar argument as in the proof of claim 1, we have:
P(|L′| > 1
2
∣∣∣∣|L| < 2n
Λ2
)→ 0 as n→ ∞.
So, P(|L′| = 0)→ 1 as n→ ∞. This completes the proof.

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