On complexity of grammars related to the safety problem  by Jurdziński, Tomasz
Theoretical Computer Science 389 (2007) 56–72
www.elsevier.com/locate/tcs
On complexity of grammars related to the safety problemI
Tomasz Jurdzin´ski∗
Institute of Computer Science, University of Wrocław, Joliot-Curie 15, PL-50-383 Wrocław, Poland
Received 20 September 2006; received in revised form 25 July 2007; accepted 29 July 2007
Communicated by Z. Esik
Abstract
Leftist grammars were introduced by Motwani et al., who established the relationship between the complexity of the
accessibility problem (or safety problem) for certain general protection systems and the membership problem for these grammars.
The membership problem for leftist grammars is decidable. This implies the decidability of the accessibility problem. It is shown
that the membership problem for leftist grammars is PSPACE-hard. Therefore, the accessibility problem in the appropriate
protection systems is PSPACE-hard as well. Furthermore, the PSPACE-hardness result is adapted to a very restricted class of
leftist grammars, if the grammar is a part of the input.
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1. Introduction
Leftist grammars were introduced by Motwani et al. [14]. They used them as a tool to show decidability of the
accessibility problem in certain general protection systems. Those protection systems provide the formal basis for trust
management. A protection system is a set of policies that prescribe the ways in which objects interact with each other.
By objects we mean users, processes or other entities; and interactions can include access rights, information sharing
privileges, etc. The accessibility problem (or the safety problem) for a protection system is expressed in the form “Can
object p gain (illegal) access to object q by a series of legal moves (as prescribed by the policy)?”. A formal treatment
of accessibility was first presented by Harrison, Ruzzo, and Ullman [6] who showed that the accessibility problem is
undecidable for a general access-matrix model of object–resource interaction. This result prompted extensive research
on tradeoffs between expressibility and verifiability in protection systems (see, e.g., [2–4,11–18]).
The protection system related to leftist grammars was originally proposed in [4,16] in the context of Java virtual
worlds. The model of this protection system strictly generalizes grammatical protection systems [3] and the take-grant
model [13], and it is a special case of the general access-matrix model [6]. The advantage of this model is that its
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accessibility problem is decidable [14], which was obtained by the reduction to the membership problem of leftist
grammars [14]. Further refinements and applications of this model are presented in [17]. One can find (some of) other
practical restrictions of the general access-matrix model for which the accessibility problem is decidable in [15,11,18].
Formally, we define a protection system in the following way. Let G = (V, E) be a directed graph, let t : V → T
be a type function which assigns types to vertices. Then, let Ri , Re ⊆ T × T be two binary relations. We introduce
the following operations on G:
• Insert(v, x) which inserts a new vertex x of any type and the edge (v, x).
• Give(a, b, c) which inserts the edge (b, c), provided (a, b), (a, c) ∈ E and (t (b), t (c)) ∈ Ri .
• Get(a, b, c) which inserts the edge (a, c), provided (a, b), (b, c) ∈ E and (t (b), t (c)) ∈ Re.
Now, we define the accessibility problem. Given a graph G, vertices p, q and relations Ri , Re, a question is whether
there exist a sequence of operations of the above type such that the edge (p, q) belongs to the graph obtained from G
after applying this sequence of operations. As shown in [14], the accessibility problem for the above set of operations
can be reduced to the accessibility problem for the model, where the operations Insert and Give are combined into
a new operation Insert(a, x, c) which adds a vertex x and the edges (a, x), (x, c), provided (t (x), t (c)) ∈ Ri and
a, c ∈ V .
Leftist grammars can be characterized in terms of rules of the form a → ba and cd → d, where a, b, c, and d
belong to a finite alphabet Σ , without distinction between terminals and nonterminals. A fixed symbol x ∈ Σ is called
a final symbol and a word w ∈ Σ ∗ belongs to the language defined by a grammarH iff there exists a derivation which
starts at wx and ends with x . Intuitively, the rules of type a → ba correspond to the operation Insert, the rules of
type cd → d correspond to the operation Get, and a derivation of a leftist grammar corresponds to a sequence of
operations Insert and Get applied to a simple path.
As pointed out above, the membership problem for leftist grammars is decidable [14]. Moreover, the problem of
emptiness of the intersection of the language defined by a leftist grammar and a regular language is decidable. This
result implies decidability of the accessibility problem for the protection system from [14]. However, no efficient
algorithms for these problems are known. The only known lower bound says that the class of languages defined by
leftist grammars is not included in CFL [9]. On the other hand, quite natural restrictions imply context-freeness or
even regularity of languages defined by leftist grammars [8,1]. Motwani et al. designed a sophisticated algorithm for
the membership problem for general leftist grammars. Their result relies on Higman’s Lemma [10] which makes its
time analysis very difficult. Indeed, no upper bounds on the time complexity can be obtained as long as we rely on
Higman’s Lemma in its full generality. On the other hand, simplicity of leftist grammars led to the conjecture that
there exist efficient algorithms for the membership problem. (Motwani et al. [14] posed even the question whether all
languages defined by leftist grammars were context-free.) We give the first complexity theoretic lower bound for the
membership problem by establishing that it is PSPACE-hard. Let us stress here that, according to the reduction from
[14], this lower bound implies PSPACE-hardness of the accessibility problem for the protection system from [14].
Furthermore, we consider a variable membership problem, i.e., a variant of the membership problem in which
not only the tested word but also a grammar is a parameter of the algorithm. By a simple modification of our main
construction we show that the variable membership problem remains PSPACE-hard even in the case of very restricted
leftist grammars, i.e., grammars with acyclic insert graphs and acyclic delete graphs. On the other hand, one can apply
constructions from [8] in order to show that the variable membership problem is in EXPSPACE in this case.
In Section 2 we provide some basic definitions. Section 3 describes the construction which establishes PSPACE-
hardness of the membership problem for general leftist grammars. Next, in Section 4, we analyze the complexity of
the variable membership problem for restricted leftist grammars. Finally, in Section 5, we summarize our results and
state some open problems.
2. Definitions
For a word x , let |x |, x[i] and x[i, j] denote the length of x , the i th symbol of x and the factor x[i] . . . x[ j]
respectively, where 0 < i ≤ j ≤ |x |. Let [i, j] = {l ∈ N | i ≤ l ≤ j}, and let i¯ = 1− i for i ∈ [0, 1]. Moreover, let
x R denote the reverse of a word x , that is x R = x[n]x[n − 1] . . . x[2]x[1], where |x | = n.
Throughout the paper ε denotes the empty word, N, N+ denote the set of non-negative and positive integers,
respectively. By pii (b) for b = 〈b1, . . . , bn〉 ∈ B1 × · · · × Bn we denote the projection of b onto the i th coordinate.
That is, pii (b) = bi for each i ∈ [1, n].
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We refer the reader to [7,5,19] for basics and terminology from formal language theory and complexity theory.
Definition 1. A leftist grammar H = (Σ , P, x) consists of a finite alphabet Σ , a final symbol x ∈ Σ , and a set of
production rules P of the following two types,
ab → b (Delete Rule)
c → dc (Insert Rule)
where a, b, c, d ∈ Σ . In order to shorten notations, we will describe the above productions as
b →del a (Delete Rule)
c →ins d (Insert Rule).
We say that a string u ∈ Σ ∗ derives a string v ∈ Σ ∗, u ⇒H v (or shortly u ⇒ v), if u = u1yu2 and v = u1zu2 such
that y → z is a production rule in P . As usual,⇒∗ denotes the reflexive and transitive closure of⇒. If u derives v,
then we say that u ⇒ v is a derivation step. The sequence of derivation steps
u1 ⇒ u2 ⇒ · · · ⇒ u p
is called a derivation. The word ui for i ∈ [1, p] is called a sentential form in this derivation. Finally, the language of
H is defined to be
L(H) = {w ∈ Σ ∗ | wx ⇒∗ x}.
The membership problem for a leftist grammarH = (Σ , P, x) is the following problem:
INPUT: a word w ∈ Σ ∗.
QUESTION: does w ∈ L(H)?
The variable membership problem is defined in the following way:
INPUT: a leftist grammarH = (Σ , P, x) and a word w ∈ Σ ∗.
QUESTION: does w ∈ L(H)?
Notice that reversing the directions of all productions of a leftist grammar would give a more standard definition
of a grammar, where x would be the starting symbol. However, following the convention from [14], we use the
definition stated above. Throughout the paper, we will implicitly treat symbols of sentential forms as objects which
can insert/delete other symbols and can be inserted/deleted. However, in order to simplify notations, we usually
identify the particular occurrence of a symbol a in a sentential form with its value a.
A symbol a ∈ Σ is called an annihilator (generator, respectively) in a grammar H = (Σ , P, x) if at least one
production rule a →del b (a →ins b, respectively) for some b ∈ Σ belonging to P .
We say that the symbol b in the delete rule ab → b is active. Similarly, the symbol c is active in the insert rule
c → dc. Let u ⇒ v, where u = u1yu2 and v = v1zv2 such that y → z is a production rule in P . We would like to say
that the symbol which is active in the production rule y → z (that is, the rightmost symbol of the prefix u1y of u1yu2)
is also active in the derivation step u ⇒ v. However, it is possible that there are many factorizations u = u1yu2 such
that v = u1zu2 and y → z are productions in P , for fixed u and v. Fortunately, one can avoid this ambiguity [8]. So,
we only consider leftist grammars which satisfy the condition that one can determine uniquely which symbol is active
in each possible derivation step.
Definition 2. Let U = (u1 ⇒∗ u p) be a derivation.
We say that the symbol u1[i] is active in u1 with respect to U if it is active in at least one of derivation steps of U .
Otherwise, this symbol is inactive in u1 with respect to U .
We say that u1[i] is done in u1 with respect to U if u1[ j] is inactive with respect to U for each j ≤ i .
Note that each done symbol is inactive, but the opposite is not necessarily true.
We introduce a notion which formally describes the way in which symbols are inserted. Let U ≡ u1 ⇒ u2 ⇒
· · · ⇒ u p be a derivation, let b, d be symbols which appear in some sentential forms of this derivation. Then, d is a
descendant of b in U if (b, d) belongs to the reflexive and transitive closure of the relation
{(e, f ) | vew ⇒ v f ew is the derivation step in U for v,w ∈ Σ ∗, e, f ∈ Σ }.
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2.1. Leftmost derivations and greedy derivations
The derivation u1 ⇒ u2 ⇒ · · · ⇒ u p is a leftmost derivation if the leftmost active symbol with respect to
ui ⇒∗ u p is active in the step ui ⇒ ui+1 for every i ∈ [1, p− 1]. For each u, v ∈ Σ ∗ such that u ⇒∗H v, there exists
a leftmost derivation which starts at u and ends at v [8].
Definition 3. We say that a wordw eliminates a word v ∈ Σ+ in the derivation z1wuz2 ⇒∗ z′, if all elements ofw are
inactive with respect to this derivation, and all elements of w are deleted by the elements of u and their descendants.
Moreover, we say that u ∈ Σ+ is able to eliminate v ∈ Σ+ if there exists a derivation vu ⇒∗ v′, where u eliminates v.
Definition 4 (Greedy Derivation). A derivation U is greedy if it ends at the final symbol x , and:
(a) U is a leftmost derivation;
(b) a symbol a becomes done in U only if it is not able to apply any delete rule (that is, if the grammar contains the
rule a →del b then a is not done in a sentential form ubav for u, v ∈ Σ ∗) ;
(c) there is no derivation step uav ⇒ ubav in U such that b does not eliminate any element of u during U (i.e., if b
does not eliminate any element of u, it should not be inserted at all).
The following facts are immediate consequences of the above definitions.
Fact 5. Let w1abw2 be a sentential form in a greedy derivation, where all symbols located to the left of b are done
with respect to w1abw2 ⇒∗ x. Then, if b is not able to eliminate a, it is done as well.
Proposition 6. Let uv ⇒∗ v′ be a leftmost derivation of a leftist grammar, in which v eliminates u. Then, there exists
a leftmost derivation u′v ⇒∗ v′ for each u′ which is a subsequence of u.
Proof. As no symbol from u is active in the derivation uv ⇒∗ v′, we obtain a leftmost derivation u′v ⇒∗ v′ by
removing from the derivation uv ⇒∗ v′ all derivation steps which delete symbols from u that do not appear in u′. 
Below, we show that there exists a greedy derivation wx ⇒∗H x for each leftist grammarH and w ∈ L(H).
Lemma 7. Let H = (Σ , P, x) be a leftist grammar. Then, for each w such that wx ⇒∗H x, there exists a greedy
derivation wx ⇒∗H x.
Proof. As shown in [9], there exists a leftmost derivation wx ⇒∗ x for each w such that wx ⇒∗ x . We show how to
“transform” an arbitrary leftmost derivation into a greedy derivation.
Consider a leftmost derivation U ≡ (wx ⇒∗ x) which does not satisfy the item (b) of the definition of greedy
derivations. In each case that the symbol a in a sentential form uav ofU becomes done and a can delete the rightmost
symbol of u, we first apply the rule in which a deletes this symbol and then we continue the derivation according to
Proposition 6. In this way, we obtain a leftmost derivation wx ⇒∗ x which satisfies the condition (b) of the definition
of greedy derivations.
Finally, assume that the symbol a in a sentential form uav inserts b, and b does not eliminate any symbol of u
(which contradicts the item (c) of the definition). Then, the first sentential form in which b is done has the form
uubbav, where the prefix uubb is done. However, if we would skip the sub-derivation uav ⇒∗ uubbav then we
can start at uav and imitate the leftmost derivation uubbavx ⇒∗ x (where the symbols from uubb are not active)
according to Proposition 6. 
In order to express the influence of the activity of a particular symbol (and its descendants) on the remaining part
of a derivation, we define the notion of trace.
Definition 8 (Trace). Let U ≡ (w1aw2 ⇒∗ w′1vaw′2) be a sub-derivation of a derivation W such that U starts at the
first derivation step of W in which the symbol a is active and ends at the last derivation step of W in which a or a
descendant of a is active, where v consists of all descendants of a in w′1vaw′2. Then, the trace of a in W , TW (a) or
shortly T (a), is equal to va.
If the symbol a is not active in any step of the derivation W , then TW (a) = a.
(Note that, if the derivation W is greedy, all symbols of TW (a) in w′1vaw′2 = w′1TW (a)w′2 are done with respect to the
remaining part of W .)
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Let W = (w1 ⇒∗ wm) be a derivation. We introduce the notion which indirectly describes a set of words S which
could be eliminated “during” W (in particular, it means that uw1 ⇒∗ wm for each u ∈ S).
Definition 9 (Interface). Let W ≡ (w1 ⇒ w2 ⇒ · · · ⇒ wm) be a derivation of a leftist grammar. Let ai = wi [1] if
wi [1] is an annihilator and ai = ε otherwise, for i ∈ [1,m]. Then, the word a1a2 . . . am is called the interface of W .
Moreover, let I (u, v) denote the set of all interfaces of all derivations which start at u and finish at v.
2.2. Computation graphs
We introduce notations which enable describing each leftist grammar by two directed graphs.
Let H = (Σ , P, x) be a leftist grammar, where Σ = {ai }pi=1. The Insert Graph G(V, E) of H is defined by
V = {vi }pi=1 and E = {(vi , v j ) | (ai → a jai ) ∈ P}. Similarly, the Delete Graph of H is G(V, E), where
V = {vi }pi=1, and E = {(vi , v j ) | (a jai → ai ) ∈ P}.
3. PSPACE-hardness for general grammars
In this section we show the reduction of the membership problem for linear-bounded automata (LBA) to the
membership problem for leftist grammars. LBAs recognize the set of context-sensitive languages (CSL). As CSL
contains some PSPACE-hard problems, the membership problem for LBAs is PSPACE-hard. So, our reduction
implies PSPACE-hardness of the membership problem for leftist grammars.
A one-tape nondeterministic Turing machine M is called a linear-bounded automaton (LBA) if its head does not
leave the part of the tape between two delimiters B and C which appear at the ends of the input, and M does not
rewrite the delimiters. Let M be an LBA, let Γ be the tape alphabet of M (B,C ∈ Γ ), let δ be the transition relation of
M , and let Q be the set of states of M . We design a leftist grammarHM which corresponds to M . W.l.o.g., assume that
M accepts only in configurations in which all cells between the delimiters are rewritten by a fixed symbol ♦ (where
the symbol ♦ is not used at all in non-accepting computations) and the head is located on the right delimiter, C. Let
Accept be the shorthand for such configuration. Moreover, without loss of generality, we assume here that each input
accepted by M has odd length. We encode configurations of M using the alphabet
Λ = Γ ∪ (Γ × Q) ∪ {[},
where [ 6∈ Γ is a fixed extra symbol. The configuration with tape contentBa1 . . . anC (ai ∈ Γ \{B,C} for i ∈ [1, n]),
the head located at ai and the state q , is encoded as
[B a1 . . . ai−1〈ai , q〉ai+1 . . . an C [.
We define a single step computation relation in the natural way, i.e., C `M C ′ denotes that the configuration C ′ is
obtained from C in one step of M . As usual, `∗M denotes a reflexive and transitive closure of the relation `M .
A transition δ(q, a) 3 (q ′, a′, left) of M can be expressed by a set of the following rewrite rules applicable on the
encodings of the configurations
{c〈q, a〉 → 〈q ′, c〉a′ | c ∈ Γ ∪ {B,C}}.
Such a rule says that if C is a description of a configuration of M , then the replacement of the factor c〈q, a〉 into
〈q ′, c〉a′ gives a configuration obtained from C after one step of M . Similar rewrite rules describe transitions in which
the head of M is moved to the right:
{〈q, a〉c → a′〈q ′, c〉 | c ∈ Γ ∪ {B,C}}
for the transition δ(q, a) 3 (q ′, a′, right). Due to limitations of leftist grammars, we will encode configurations using
much broader alphabets. Some symbols of our alphabet are tuples, only one coordinate of each tuple corresponds to
information stored in configurations of M . Let Φ be a set of all rewrite rules defining transitions of M , let
Gs = {〈G, i, j, a〉 | i, j ∈ [0, 1], a ∈ Λ}
K = {〈K , i, j, a〉 | i, j ∈ [0, 1], a ∈ Λ}
GΦ = {〈Gα,l , i, j, a〉 | l ∈ [1, 2], i, j ∈ [0, 1], a ∈ Λ, α ∈ Φ},
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where G, K are some fixed extra symbols. Let G = Gs ∪ GΦ . Finally, the alphabet ΣM of HM = (ΣM , PM , x) is
equal to G ∪ K ∪ {H, x}, where HM is the leftist grammar associated with M (and H, x are new symbols). The set
PM consists of the following productions
(a0) H →ins 〈G, j, 0, [〉
(a1) 〈G, i, j, b〉 →ins 〈K , i, j, b〉
(a2) 〈G, i, j, b〉 →ins 〈G, i, j¯, b′〉
(a3) 〈K , i, j, b〉 →del 〈K , i, j¯, b′〉
(a4) 〈K , i, j, b〉 →del 〈Y, i¯, j, b〉
(b1) x →del 〈K , i, j, b〉
(h1) 〈K , 0, 0, [〉 →del H
(c1) 〈G, i, j, b〉 →ins 〈Gα,2, i, j¯, b2〉
(c2) 〈Gα,2, i, j, b2〉 →ins 〈K , i, j, a2〉
(c3) 〈Gα,2, i, j, b2〉 →ins 〈Gα,1, i, j¯, b1〉
(c4) 〈Gα,1, i, j, b1〉 →ins 〈K , i, j, a1〉
(c5) 〈Gα,1, i, j, b〉 →ins 〈G, i, j¯, b′〉
where i, j ∈ [0, 1], b, b′ ∈ Λ, α = (a1a2 → b1b2), α ∈ Φ, and Y ∈ {G} ∪ {Gα,k | α ∈ Φ, k ∈ [1, 2]}.
For further considerations, let us notice that the sets of generators (G ∪ {H}) and annihilators (K∪ {x}) of the
grammarHM are disjoint.
We close this section with some additional notations. Let Xi = {a | a ∈ X , pi2(a) = i}, and Xi, j = {a | a ∈
X , pi2(a) = i, pi3(a) = j} for i, j ∈ [0, 1], X ∈ {G,K}. Moreover,
AX (i, j) = Xi, j (Xi, jXi, j )∗ ∪ (Xi, jXi, j )∗
for i, j ∈ [0, 1], where (X = G ∧ X = G), or (X = K ∧ X = K). We say that a word w is alternating if it belongs
to the language defined by AG(i, j) or AK (i, j) for i, j ∈ [0, 1].
3.1. High-level description of the reduction
Though computations of M can be simulated by a very simple rewriting system defined by the set of rewrite rules
Φ, it is impossible to simulate such rewriting system by a leftist grammar directly (due to syntactical restrictions).
That is why each step of a computation of M will be “simulated” in much more complicated way.
We say that a word uwHv ∈ Σ+M describes a word C ∈ Λ∗ if:
• |v| = |w| = |C | = m;
• v ∈ AK (0, 0) is an alternating word overK0 such that pi4(v) is equal to the reverse of the encoding of the accepting
configuration of length m. (That is, pi R4 (v) = [B♦m−4〈C, qA〉[, where qA is the accepting state of M .),• w ∈ AG(i, 0) is an alternating word over Gi of length m which encodes C on its 4th coordinate, i.e., pi4(w) = C ,
• u ∈ K∗Ki ∪ {ε},
where i ∈ [0, 1]. In the following, we implicitly give the factorization of uwHv into u, w, v as defined above, by
saying that uwHv describes the word C ∈ Λ∗. In order to distinguish the cases that w ∈ G+0 or w ∈ G+1 , we say that
uwHv 0-describes or 1-describes the word pi4(w). If the word pi4(w) = C ∈ Λ∗ encodes a configuration of M , we
say that uwHvx describes the configuration C .
Let C0 be an (encoding of) initial configuration of M . We reduce the question whether M can accept starting at
C0 to the question whether the language L(HM ) contains the word u0w0Hv which 0-describes C0, where u0 = ε,
w0 ∈ G∗s (so, u0w0Hv is determined uniquely).
Our goal is to show that a greedy derivation of HM which starts at w0Hvx can finish at x only in the following
way, which determines the accepting computation of M . (And, each accepting computation of M which starts at C0
determines the appropriate greedy derivation w0Hvx ⇒∗ x .) Assume that a sentential form uiwiHvx appears in this
derivation for i ≥ 0, which j-describes the configuration Ci of M , for j ∈ [0, 1]. We show that
(a) if Ci is the accepting configuration and j = 1, there exists a sub-derivation uiwiHvx ⇒∗ x in which wiH is
eliminated by v and ui is deleted by x .
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(b) if Ci is neither the accepting nor rejecting configuration and there exists a computation Ci ` Accept, the sub-
derivation
uiwiHvx ⇒∗ ui+1wi+1Hvx
appears in the derivation uiwiHvx ⇒∗ x , such that ui+1wi+1Hv j¯-describes the configuration Ci+1, where
Ci `M Ci+1 `∗ Accept or Ci = Ci+1. We can obtain this sub-derivation in such a way that (first) H inserts a
symbol a ∈ G j , then wi is eliminated by a in a sub-derivation after which a leaves the trace T (a) = bwi+1 for
b ∈ K+
j
.
(c) if there is no accepting computation which starts at Ci , there is no derivation uiwiHvx ⇒∗ x .
Let us discuss the above claims in more detail. First, observe that each letter c ∈ Ki is able to delete at most one
element of an alternating word over Gi¯ (see the alternation of the 3rd coordinate in alternating words). Moreover, if
c ∈ Ki deletes d ∈ Gi¯ , then pi4(c) = pi4(d). Indeed, these conditions follow immediately from the constraints of
the rule (a4). Thus, a word v ∈ AK (i, 0) is able to eliminate a word w ∈ AG(i¯, 0) of length |v| only in the case that
pi4(w) = pi4(vR). In particular, if pi4(v) is equal to the reverse of the accepting configuration of M , v makes it possible
to verify whether |w| ≤ |v| and (when |w| = |v|), whether pi4(w) encodes the accepting configuration. Using similar
ideas, we would like to make possible a sub-derivation
wiH ⇒∗ wi+1H,
where H inserts the rightmost symbol of wi+1 and wi+1 contains an alternating subsequence w′ such that pi4(w′) =
pi4(wi ), wi ∈ AG(l, 0) and wi+1 ∈ AG(l¯, 0). To this end, we could introduce the following productions:
H →ins 〈G, l, j, b〉
〈G, l, j, b〉 →del 〈G, l¯, j¯, b〉
〈G, l, j, b〉 →ins 〈G, l, j¯, c〉
for b, c ∈ Λ, and l, j ∈ [0, 1]. However, our goal is not just to replace wi ∈ G+l with wi+1 ∈ G+l¯ . We would like
to rewrite wi with wi+1 which describes (on its 4th coordinate) a configuration following pi4(wi ). That is, pi4(wi+1)
should be obtained by applying a rewrite rule from Φ for pi4(wi ). As one rewrite rule of a leftist grammar cannot
simulate a rewrite from Φ, we split such a “simulation” into few rules, and we add new symbols (the set GΦ) encoding
information about the choice of the rewrite rule from Φ. The rules simulating the rewrite (a1a2 → b1b2) ∈ Φ would
be:
〈G, i, j, b〉 →ins 〈Gα,2, i, j¯, b2〉
〈Gα,2, i, j, b2〉 →del 〈Y, i¯, j, a2〉
〈Gα,2, i, j, b2〉 →ins 〈Gα,1, i, j¯, b1〉
〈Gα,1, i, j, b1〉 →del 〈Y, i¯, j, a1〉
〈Gα,1, i, j, b〉 →ins 〈G, i, j¯, b′〉
where i, j ∈ [0, 1], b ∈ Λ, α = (a1a2 → b1b2) ∈ Φ, and Y ∈ {G} ∪ {Gβ,k | β ∈ Φ, k ∈ [1, 2]}. The problem is
that wi+1 can be longer than wi (i.e., “artificial” symbols can be introduced into configurations of M). But this issue
is fixed by the fact that v can finally check the length.
However, besides the derivations “simulating” computations of M , there exist derivations in such grammar which
finish at x and they do not correspond to any computation of M . Indeed, one can find such derivations even for
sentential forms describing initial configurations of M on inputs which do not belong to L(M). Such a scenario can
work in such a way, that the sub-derivation
wiHvx ⇒∗ wi+1Hvx
is interrupted at a sentential form z1z2Hvx , such that z1 is an alternating word over G1, z2 is an alternating word
over G0, and z1z2 corresponds to the stage in which some (but not all) derivation steps of the rewrite a1a2 → b1b2
are applied. Then, we continue a derivation by rewriting z2 into some other subword(s) several times, until it gives
(together with z1) some configuration which is unreachable from pi4(wi ).
In order to tackle the above issues, we change the grammar is such a way that a sub-derivation simulating one step
of M cannot be interrupted. To this end, we introduce the following changes to the above construction:
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• The symbols from G cannot delete anything, but they can insert the elements from K which perform delete
operations on behalf of them.
• The elements of K j can be inserted only by the elements of G j . On the other hand, the symbols from K j are not
able to delete elements from K j¯ . These conditions prevent an interruption of a sub-derivation of type
wiH ⇒∗ wi+1H
which “simulates” one step of M , because then the elements of K j (needed for delete operations) “separate” non-
deleted part of wi from the other symbols which could delete them.
These modifications give the grammarHM , described by the rules (a0)–(a4), (b1), (h1), and (c1)–(c5).
3.2. Example
Here, we provide an example illustrating the reduction. Since our construction can be applied to any rewriting
system with rules of the form a1a2 → b1b2, we start with a rewriting system of this type (i.e., we omit the “translation”
of a Turing machine into a rewriting system and we do not care whether the rewriting system corresponds to a Turing
machine).
Let Σ = {a, b, c, d,♦}, Λ = Σ ∪{B,C}, whereB,C are the “endmarkers”. Moreover, let the wordB♦nC denote
the “accepting configuration” of length n. (In order to make sentential forms shorter, we omit the symbols [ which
should appear as the leftmost and the rightmost symbol of each “configuration”.) Finally, our rewriting system R
contains the following rules:
ab → cd Bd → B♦
da → dd dC→♦C
dd →♦♦.
Given an input word z ∈ BΣ nC, the question is whether there exists a sequence of rewriting steps
z ⇒∗ B♦n C .
Let z = BabaC. Then, the word u0w0Hvx is a 0-description of z, where u0 = ε and
w0 = 〈G, 0, 0,B〉 〈G, 0, 1, a〉 〈G, 0, 0, b〉 〈G, 0, 1, a〉 〈G, 0, 0,C〉,
v = 〈K , 0, 0,B〉 〈K , 0, 1,♦〉 〈K , 0, 0,♦〉 〈K , 0, 1,♦〉 〈K , 0, 0,C〉.
The rewrite rule α ≡ (ab → cd) is reflected in the leftist grammar by the following production rules:
〈G, i, j, e〉 →ins 〈Gα,2, i, j¯, d〉
〈Gα,2, i, j, d〉 →ins 〈K , i, j, b〉
〈Gα,2, i, j, d〉 →ins 〈Gα,1, i, j¯, c〉
〈Gα,1, i, j, c〉 →ins 〈K , i, j, a〉
〈Gα,1, i, j, c〉 →ins 〈G, i, j¯, e′〉
for each i, j ∈ [0, 1], e, e′ ∈ Λ. The rewrite step
BabaC⇒ BcdaC
corresponds to the following sub-derivation of the leftist grammar
〈G, 0, 0,B〉 〈G, 0, 1, a〉 〈G, 0, 0, b〉 〈G, 0, 1, a〉 〈G, 0, 0,C〉 H v x
⇓∗
〈K , 1, 0,B〉 〈G, 1, 0,B〉 〈G, 1, 1, c〉 〈G, 1, 0, d〉 〈G, 1, 1, a〉 〈G, 1, 0,C〉 H v x,
where the word w0 = 〈G, 0, 0,B〉〈G, 0, 1, a〉〈G, 0, 0, b〉〈G, 0, 1, a〉〈G, 0, 0,C〉 is “replaced” with u1w1 (see (a0)–
(a4) and (c1)–(c5)), such that u1 = 〈K , 1, 0,B〉 and
w1 = 〈G, 1, 0,B〉〈Gα,1, 1, 1, c〉〈Gα,2, 1, 0, d〉〈G, 1, 1, a〉〈G, 1, 0,C〉.
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Eventually, the rewriting steps
BabaC⇒ BcdaC⇒ BddaC⇒∗ B♦♦♦C
correspond to a derivation of the grammar which finishes at a sentential form uiwiHvx, where ui ∈ K+, i > 0 and
wi = 〈G, i ′, 0,B〉〈G, i ′, 1,♦〉〈G, i ′, 0,♦〉〈G, i ′, 1,♦〉〈G, i ′, 0,C〉
for i ′ = i mod 2 (see (a0)–(a4) and (c1)–(c5)). Finally, if i ′ = 0, one can apply the rules (h1) and (a3)–(a4)
uiwiHvx ⇒∗ ui 〈K , 0, 0,C〉x
and the rule (b1)
u〈K , 0, 0,B〉x ⇒∗ x .
If i ′ = 0, one can replace uiwi with ui+1wi+1 such that ui+1 ∈ K+ and
wi+1 = 〈G, 1, 0,B〉〈G, 1, 1,♦〉〈G, 1, 0,♦〉〈G, 1, 1,♦〉〈G, 1, 0,C〉
using (a0)–(a4).
3.3. The formal proof of the correctness of the reduction
In this section, we prove the following theorem.
Theorem 10. Let u0w0Hv be a word which 0-describes the initial configuration of a linear-bounded automaton M
on the input word y of odd length, where u0 = ε. Then, there exists a derivation u0w0Hvx ⇒∗HM x if and only if
y ∈ L(M).
As a direct consequence, we obtain the main result of this paper.
Corollary 11. The membership problem for leftist grammars is PSPACE-hard.
3.3.1. Proof of Theorem 10 (⇒)
We show that each accepting computation of M on y corresponds to some derivation u0w0Hvx ⇒∗ x ofHM .
Proposition 12. Let uiwiHvx be a sentential form which j-describes the non-accepting configuration Ci for
j ∈ [0, 1], let Ci `M Ci+1. Then, for each C ′ ∈ {Ci ,Ci+1}, there exists a derivation
U ≡ (uiwiHvx ⇒∗ ui+1wi+1Hvx)
such that ui+1wi+1Hv is a word which j¯ -describes C ′.
Proof. We design a derivation such that the symbols in the prefix uiwi are not active. Therefore we can assume that
the first coordinate of each symbol in wi is equal to G. Indeed, the constraints of the production (a4) show that the
values from the set {G} ∪ {Gα,k | α ∈ Φ, k ∈ [1, 2]} are indistinguishable if they appear as the first coordinates
of symbols which are not active. First, we show a derivation for the case that pi4(wi+1) = Ci . Let |wi | = n. The
derivation is as follows:
• first,
H →ins 〈G, j, 0,Ci [n]〉 = wi+1[n]
wi+1[n] = 〈G, j, 0,Ci [n]〉 →ins 〈K , j, 0,Ci [n]〉
〈K , j, 0,Ci [n]〉 →del 〈G, j, 0,Ci [n]〉 = wi [n],
• then, for k = n, n − 1, . . . , 2:
wi+1[k] = 〈G, j, r,Ci [k]〉 →ins 〈G, j, r ,Ci [k − 1]〉 = wi+1[k − 1]
wi+1[k − 1] = 〈G, j, r ,Ci [k − 1]〉 →ins 〈K , j, r ,Ci [k − 1]〉
〈K , j, r ,Ci [k − 1]〉 →del 〈K , j, r,Ci [k]〉
〈K , j, r ,Ci [k − 1]〉 →del 〈G, j, r ,Ci [k − 1]〉 = wi [k − 1]
where r = (n − k) mod 2.
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One can easily check that the above sequence of derivation steps gives the derivation wiH ⇒∗ dwi+1H , for
d ∈ K j , wi+1 ∈ AG( j, 0), and pi4(wi+1) = pi4(wi ). Now, we show how to modify the above derivation in order
to obtain pi4(wi+1) = Ci+1. W.l.o.g. assume that the head of M moves to the left in the step Ci `M Ci+1 and
the head is located at the pth position of Ci . Then, p ∈ [3, n − 1], because the head of M does not leave the
part of the tape between delimiters B and C (note that Ci = pi4(wi ) ∈ [ B Λ∗ C [). Thus, there is a rewrite rule
α ≡ (Ci [p − 1]Ci [p] → Ci+1[p − 1]Ci+1[p]), where α ∈ Φ. In order to obtain wi+1 such that pi4(wi+1) = Ci+1,
we perform the derivation presented above, with few changes. Namely, we apply the productions (c1)–(c5) in order to
make the change described by α:
〈G, j, r,Ci [p + 1]〉 →ins 〈Gα,2, j, r ,Ci+1[p]〉 (c1)
〈Gα,2, j, r ,Ci+1[p]) →ins 〈K , j, r ,Ci [p]〉 (c2)
〈K , j, r ,Ci [p]〉 →del 〈K , j, r,Ci [p + 1]〉 (a3)
〈K , j, r ,Ci [p]〉 →del 〈G, j, r ,Ci [p]〉 (a4)
〈Gα,2, j, r ,Ci+1[p]〉 →ins 〈Gα,1, j, r,Ci+1[p − 1]〉 (c3)
〈Gα,1, j, r,Ci+1[p − 1]〉 →ins 〈K , j, r,Ci [p − 1]〉 (c4)
〈K , j, r,Ci [p − 1]〉 →del 〈K , j, r ,Ci [p]〉 (a3)
〈K , j, r,Ci [p − 1]〉 →del 〈G, j, r,Ci [p − 1]〉 (a4)
〈Gα,1, j, r,Ci+1[p − 1]〉 →ins 〈G, j, r ,Ci [p − 2]〉 (c5)
where r = (n − p + 1) mod 2. 
The following proposition specifies conditions under which an alternating word v ∈ K∗0 can eliminate an alternating
word w ∈ G∗i .
Proposition 13. Let v ∈ AK (0, 0), w ∈ AG(i, 0), |w| ≥ |v|, and i ∈ [0, 1]. Then, v is able to eliminate wH iff
(pi4(w
R)) = pi4(v), |v| = |w| is odd and i = 1.
Proof. Note that v[i] ∈ K0 (for i ∈ [1, |v|]) can delete at most one symbol from w (because the value of the 3rd
coordinate alternates in w ∈ AG(i, 0) — see the production (a4)). Moreover, v cannot eliminate any symbol of w
when i = 0 (see the production (a4)). Thus, v is not able to eliminate wH if |w| > |v| or i = 0. If |w| = |v| = n
and i = 1 then, in order to delete the whole word w, each symbol of v has to delete one symbol from w. That is, v[l]
should delete w[n− l + 1] for l ∈ [1, n]. This can be achieved when n is odd and v[l] is active in two derivation steps
v[l] →del v[l − 1] and v[l] →del w[n + 1− l]
which apply the productions (a3) and (a4). Moreover, if n is odd, v[1] can delete H using (h1). So, by the constraints
of the productions (a3) and (a4), we can obtain the derivation
wHv ⇒∗ v[n]
if and only if (pi4(wR)) = pi3(v). 
Now, assume that y ∈ L(M). Then, there exists an accepting computation C0 `mM Cm , where C0 is the initial
configuration on y, m > 0. Thus, by Proposition 12, there exists a sub-derivation uiwiHvx ⇒ ui+1wi+1Hvx for
each i ∈ [0,m − 1], where uiwiHv j-describes the configuration Ci for i ∈ [0,m], j = i mod 2. If m mod 2 = 1,
there exists a sub-derivation umwmHvx ⇒∗ x , by Proposition 13. If m mod 2 = 0, there exists a sub-derivation
umwmHvx ⇒∗ um+1wm+1Hvx , where um+1wm+1Hv 1-describes Cm , by Proposition 12, and by Proposition 13,
there exists a sub-derivation um+1wm+1Hvx ⇒∗ x .
3.3.2. Proof of Theorem 10 (⇐)
Now, our goal is to show that each greedy derivation w0Hvx ⇒∗ x corresponds to some accepting computation
of M which starts at pi4(w0). First, we prove some technical lemmas, which finally lead to the formal proof of
Theorem 10.
All statements formulated below concern the conditions which have to be satisfied by greedy derivations. As we
extensively use (implicitly) Fact 5, we collect some properties ofHM needed to apply it.
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Fig. 1. A simplified illustration of the insert/delete graph ofHM . Solid lines denote edges of the insert graph and dashed lines denote the edges of
the delete graph.
Fact 14. A symbol a ∈ ΣM is not able to eliminate b ∈ ΣM if
(a) a, b ∈ Gi ;
(b) a ∈ Ki, j , b ∈ Gi, j ∪Ki, j ;
(c) a ∈ Gi , b ∈ Ki¯ ;
(d) a = x, b ∈ G;
(e) a ∈ Ki , b ∈ Gi ∪Ki¯ ;
for i, j ∈ [0, 1].
Proof. In order to verify whether a is able to eliminate b, it is enough to check whether there exists a path from a to a
vertex (“symbol”) c ∈ ΣM in the insert graph of the grammar HM , such that c →del b. One can verify the items (a),
(b), (c) and (e) on Fig. 1. (On this figure, vertices represent subsets of the set of the vertices of the insert/delete graph,
and an edge denotes that there is at least one edge between the appropriate subsets in the insert/delete graph.) 
The following proposition describes a useful property which follows directly from restrictions of leftist grammars.
Proposition 15. Let H = (Σ , P, x) be a leftist grammar. Assume that u3 is not able to eliminate u2 and u4 is not
able to eliminate u1 for u1, u2, u3, u4 ∈ Σ+. Then, there is no derivation
u1u2u3u4 ⇒∗ x,
such that the prefix u1u2 is inactive.
Now, we will see that the behavior of a ∈ Gi and its descendants has to be very regular in each greedy derivation,
similar to the scenario from the proof of Proposition 12.
Proposition 16. Assume that a symbol a ∈ Gi,0 for i ∈ [0, 1] is active in a greedy derivation U. Then,
(a) the trace of a in U has the form TU (a) = uw for u ∈ K+i and w ∈ AG(i, 0).
(b) I (a, uw) is included in the set of all subsequences of the word
z = znzn−1 . . . z1 ∈ Kni ,
where (w[ j] →ins z j ) ∈ PM for each j ∈ [1, n] (see the rules (a1), (c2), and (c4)), and |w| = n.
Proof. First, we make two observations:
(A) If a symbol b ∈ Gi, j for i, j ∈ [0, 1] inserts a generator in some derivation step (see (a2), (c1), (c3) or (c5)), it is
inactive in the remaining part of the derivation.
A symbol b ∈ Gi cannot eliminate any element of Gi (see Fact 14(a)) which implies (A) because of the fact that
we consider greedy derivations (see Fact 5).
(B) A symbol b ∈ Gi, j for i, j ∈ [0, 1] inserts at most one annihilator.
By (A), an element of Gi does not insert annihilators (nor any other symbols) after inserting an element of Gi
(a generator). Thus, the only allowed scenario of the activity of b is the following. First, it inserts annihilators
(if any), then it (possibly) inserts one generator. But an annihilator c ∈ Ki, j cannot eliminate any d ∈ Ki, j
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(see Fact 14(b)) which means that b inserts at most one annihilator, by the item (c) of the definition of greedy
derivations.
(a) Let us consider a sub-derivation in which a ∈ Gi,0 and its descendants are active. Let n be the number of elements of
G in TU (a). Note that each generator inserted by a or its descendants belongs to Gi . The only scenario which satisfies
(A) and (B) is such that, starting at w[n] = a, the element w[l] ∈ Gi,(n−l) mod 2 for l ∈ [2, n] inserts (possibly) the
element zl ∈ Ki,(n−l) mod 2, after that it inserts w[l − 1] ∈ Gi,(n−l−1) mod 2 (see (a2)) and it becomes inactive for the
remaining part of the derivation. The element w[1] ∈ Gi does not insert a generator at all (otherwise, w[1] would not
be the leftmost generator in TU (a)). This guarantees that TU (a) = uw, for u ∈ K+i , w ∈ AG(i, 0).
(b) As the elements of w are inserted from right to left and each of them inserts at most one annihilator, the interface
of w is a subsequence of z. 
Proposition 17. Assume that a ∈ Gi,0 for i ∈ [0, 1] is able to eliminate w′ ∈ AG(i¯, 0) in a sub-derivation
w′a ⇒∗ T (a). Then, T (a) = uw such that u ∈ K+i , w ∈ AG(i, 0), and
(a) |w′| ≤ |w|.
(b) If w does not contain any element of GΦ , and |w| = |w′|, then pi4(w′) = pi4(w).
(c) If pi4(w′) = C ′ for a configuration C ′, |w| = |w′|, and w contains some elements of GΦ , then pi4(w′) = C ′ `
C = pi4(w).
Proof. Proposition 16(a) implies that T (a) = uw for u ∈ K+i and w ∈ AG(i, 0).
According to Proposition 16(b), the interface of a ⇒∗ T (a) is a word z over Ki of length ≤ |w|. Note that each
symbol c ∈ K is able to delete at most one symbol of the alternating word w′ ∈ AG(i, 0). Thus |w′| ≤ |z| ≤ |w|
which gives (a).
Now, let |w| = |w′| = n. As we have seen above and in the proof of Proposition 16, each element of w inserts at most
one annihilator, and each annihilator from K can delete at most one element of the alternating word w′. So, by the
assumption |w| = |w′|, each element of w has to insert exactly one annihilator (see (a4)) and this annihilator deletes
exactly one element of w′. Thus, the interface of the sub-derivation a ⇒∗ uw should be equal to z = zn . . . z1 such
that zl is the annihilator inserted by w[l] for l ∈ [1, n]. Moreover, zl deletes w′[l] for each l ∈ [1, n], which implies
the relationship
pi4(z
R) = pi4(w′).
(b) If w does not contain elements of GΦ , then all elements of z are inserted by the production (a1), i.e., zl =
〈K , i, j, cl〉 for w[l] = 〈G, i, j, cl〉, l ∈ [1, n]. So, pi4(w′) = pi4(zR) = pi4(w).
(c) Intuitively, this statement is guaranteed by the constraints of (c1)–(c5) which allow us to insert symbols of type
Gα,1 and Gα,2 only in pairs. The pair Gα,1Gα,2 can be inserted only if it reflects the change corresponding to the
rewrite rule α.
Let α ∈ Φ be a rewrite rule a1a2 → b1b2 such that w contains a symbol 〈Gα,p, i, j, bp〉 for some j ∈ [0, 1] and
p ∈ [1, 2]. As 〈Gα,1, i, j, b1〉 can be inserted only by 〈Gα,2, i, j, b2〉 and an element of Gi cannot eliminate another
element of Gi by Fact 14(a), w has to contain the symbol 〈Gα,2, i, j, b2〉.
First, we argue that 〈Gα,2, i, j, b2〉 has to insert 〈Gα,1, i, j, b1〉. Otherwise, 〈Gα,2, i, j, b2〉 would be the leftmost
element inw. Indeed, the only element from G which can be inserted by 〈Gα,2, i, j, b2〉 is 〈Gα,1, i, j, b1〉. On the other
hand, 〈Gα,2, i, j, b2〉 cannot be the leftmost symbol of w. In fact, the annihilator inserted by the leftmost element of
w deletes w′[1] using (a4), so the 4th coordinate of w′[1] and of the annihilator inserted by w[1] should be equal. The
4th coordinate of w′[1] is equal to [ and the 4th coordinate of the annihilator inserted by 〈Gα,2, i, j, b2〉 is equal to
a2 6= [. (This follows from the fact that none of the symbols a1, a2, b1, b2 in a rewrite rule (a1a2 → b1b2) ∈ Φ is
equal to [).
Assume that w contains exactly one element b such that pi1(b) = Gα,2 for α ∈ Φ. By the above discussion,
the only elements in w which belong to GΦ form a subword 〈Gα,1, i, j, b1〉〈Gα,2, i, j, b2〉 for some j ∈ [0, 1] and
α ∈ Φ equal to a1a2 → b1b2. Assume that this subword appears at positions p and p + 1 of w. Then, zl =
〈K , i, (n−l) mod 2,C ′[l]〉 for l 6∈ [p, p+1], z p = 〈K , i, (n− p) mod 2, a1〉, and z p+1 = 〈K , i, (n− p−1) mod 2, a2〉,
where z = znzn−1 . . . z1 is the interface of a ⇒∗ uw. So, we can get w′a ⇒∗ uw from a ⇒∗ uw if pi4(w) is obtained
from pi4(w′) by the application of the rewrite rule a1a2 → b1b2 (see (a4) and (c1)–(c5)).
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For the sake of contradiction assume that there are (at least) two symbols 〈Gα,2, i, j, b2〉 and 〈Gα′,2, i, j ′, b′2〉
in w, where α = (a1a2 → b1b2) and α′ = (a′1a′2 → b′1b′2) and α, α′ ∈ Φ. According to the above arguments,
〈Gα,2, i, j, b2〉 is preceded by 〈Gα,1, i, j, b1〉 in w and the symbol 〈Gα′,2, i, j ′, b′2〉 is preceded by 〈Gα′,1, i, j ′, b′1〉.
The annihilators inserted by them can delete the elements of Gi¯ with a1, a2, a′1, a′2 on the 4th coordinate. However,
exactly one of a1, a2 and exactly one of a′1, a′2 belongs to Γ × Q (i.e., denotes the position of the head of M). But
pi4(w
′) contains only one element from Γ×Q, because it describes a configuration of M . Thus, we obtain contradiction
with the fact that each annihilator inserted by a and its descendants deletes one element of w′: (at least) one of the
inserted annihilators does not delete any element of w′. 
Below, we present the key technical properties which explain why a sub-derivation simulating one step of M , if
started, has to be finished. First, we will see that a sentential form of a derivation w0Hvx ⇒∗ x cannot contain an
inactive factor of the form G+j K+j¯ G
+
j¯
.
Proposition 18. Let u = u1u2u3u4Hvx, where u2 ∈ G+j , u3 ∈ K+j¯ , u4 ∈ G+j¯ , and v ∈ K∗0 for j ∈ [0, 1]. Then, there
is no derivation u ⇒∗ x, such that all elements of u2u3u4 are inactive in this derivation.
Proof. For the sake of contradiction, assume that there exists a derivation U which satisfies the above conditions.
Assume that H is not active in U . Let us consider the factorization of the sentential form u1u2u3u4Hvx into the
subwords w1 = u1u2, w2 = u3u4H , w3 = v, and w4 = x . Observe that:
• w3 is not able to eliminate w2 = u3u4H :
Indeed, if j = 1 then v ∈ K∗0 is not able to eliminate any element of u4 ∈ G+0 (by Fact 14(e)). On the other hand,
if j = 0, then v is not able to eliminate any element of u3 ∈ K+1 (by Fact 14(e)).• w4 is not able to eliminate w1.
Indeed, x is not able to eliminate any element of G (Fact 14(d)).
So, the derivation U contradicts Proposition 15.
Now, assume that H is active in U . As we consider greedy derivations, H should eliminate c = u4[|u4|], the
rightmost element of u4 ∈ G+j¯ . The symbol c ∈ G j¯ can be deleted only by some elements of K j . Therefore, the
derivation u1u2u3u4Hvx ⇒∗ x should contain a sentential form
u1u2u3u4bγ Hvx,
where b ∈ K j is the leftmost descendant of H . As b ∈ K j can be deleted only by x and by the elements of K j , the
leftmost descendant of H in the whole sub-derivation u1u2u3u4bγ Hvx ⇒∗ x will belong to K j . Consequently, H
will not eliminate any element of u3 ∈ K+j¯ by Fact 14(e). So, the sub-derivation which ends the activity of H and all
its descendants is:
u1 u2 u3 u4 H v x ⇒∗ u1 u2 u3 α a β vx,
G+j K+j¯ G
+
j¯
K+0 G+j K+j¯ K j
where a ∈ K j , aβ = TU (H), and the prefix u1u2u3αaβ is inactive with respect to the remaining sub-derivation. Now,
consider the factorization of u1u2u3αaβvx in w1 = u1u2, w2 = u3αaβ, w3 = v and w4 = x :
u1u2︸︷︷︸ u3αaβ︸ ︷︷ ︸ v︸︷︷︸ x︸︷︷︸
w1 w2 w3 w4.
Observe that
• w3 is not able to eliminate w2:
Indeed w2 contains the elements of K1 (because u3 ∈ K+j¯ and a ∈ K+j ). So, v = w3 ∈ K∗0 is not able to eliminate
w2 by Fact 14(e).
• w4 is not able to eliminate w1:
Indeed, x cannot eliminate the elements of G (by Fact 14(d)).
So, the derivation U contradicts Proposition 15. 
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Finally, we apply the above properties to derivations which start at sentential forms that are similar to descriptions
of the configurations of M .
Proposition 19. Let U ≡ (uwHvx ⇒∗ x) be a derivation, where u ∈ K∗Ki ∪ {ε}, w ∈ AG(i, 0), v ∈ AK (0, 0),
pi3(v
R) = Accept and the symbols from uw are inactive with respect to U. Then, either H is inactive in U, or U
starts by a sub-derivation which satisfies the following conditions:
(a) first, H inserts a ∈ Gi¯,0: uwHvx ⇒ uwaHvx;
(b) the symbol a eliminates w in the sub-derivation
uwaHvx ⇒∗ uT (a)Hvx = uu′w′Hvx,
where u′w′ = TU (a), u′ ∈ K+i¯ , w′ ∈ AG(i¯, 0), and |w′| ≥ |w|.
Proof. Assume that H is active in U . As we consider greedy derivations, H should insert a symbol which is able to
eliminate the rightmost symbol ofw. So, it inserts a ∈ Gi¯,0 (see (a0)). Note that a ∈ Gi¯,0 cannot eliminate the rightmost
element of u, by Fact 14(c). So, according to Proposition 16, a eliminates some suffix of w in the sub-derivation
uwaHvx ⇒∗ uw1TU (a)Hvx,
where w1 is a prefix of w, and TU (a) ∈ K+i¯ G+i¯ . Thus, if w1 is nonempty, the sentential form uw1T (a)Hvx contains a
subword w1TU (a)H ∈ G+i K+i¯ G+i¯ H , which contradicts Proposition 18. Finally, |w′| ≥ |w| by Proposition 17(a). 
As a simple consequence of the above proposition, we can show that a derivation uwHvx ⇒∗ x does not exist if
|w| > |v|, where w and v are alternating words over G j and K0, respectively.
Proposition 20. Let u ∈ K∗K j ∪ {ε}, w ∈ AG( j, 0), and v ∈ AK (0, 0). Moreover, let |w| > |v|. Then, there is no
derivation uwHvx ⇒∗ x, such that all symbols in uw are inactive in this derivation.
Proof. For the sake of contradiction, assume that there exists a derivation uwHvx ⇒∗ x which satisfies the above
conditions. By Proposition 13 and the assumption |w| > |v|, v is not able to eliminate wH . Moreover, x is not able to
eliminate any letter of w by Fact 14(d). Thus, by Proposition 19, H should be active in the sub-derivation
uwHvx ⇒∗ u1w1Hvx,
such that u1 ∈ K∗K j¯ , w1 ∈ AG( j¯, 0), and |w1| ≥ |w| > |v|. Using the induction starting at u1w1Hvx , we obtain
an infinite sequence of sub-derivations ulwlHvx ⇒∗ ul+1wl+1Hvx of the derivation u1w1Hvx ⇒∗ x for l ≥ 1,
because |wl | > |v| for each l (see Propositions 19 and 13). 
Now, we formulate yet another restriction satisfied by each greedy derivation which starts at a sentential form from
Σ ∗MAG(i, 0)HAK (0, 0)x .
Proposition 21. Let u ∈ K∗Ki ∪ {ε}, w ∈ AG(i, 0), v ∈ AK (0, 0), i ∈ [0, 1], and let U ≡ (uwHvx ⇒∗ x) be a
derivation. Then, if v does not eliminate the whole w in the derivation U, it cannot eliminate any symbol of w in this
derivation.
Proof. Note that all elements of w should be eliminated by H and v, which follows from the fact that x and the
elements of Gi are not able to eliminate symbols from Gi (see Fact 14(a) and (d)). Therefore, if H is inactive in
U , the whole w should be eliminated by v. On the other hand, if H is active in U , it eliminates the whole w, by
Proposition 19. 
Finally, we prove the direction ⇒ of Theorem 10. Recall that it is sufficient to consider greedy derivations. We
prove by induction that, given a (greedy) derivationU ≡ (w0Hvx ⇒∗ x), one can construct an accepting computation
of M which starts at C0 = pi4(w0). More precisely, the derivation U can be split into sub-derivations
u0w0Hvx ⇒∗ u1w1Hvx ⇒∗ · · · ⇒∗ umwmHvx ⇒∗ x
such that pi4(wi ) = Ci for i ∈ [1,m] and Ci ` Ci+1 or Ci = Ci+1 for i ∈ [1,m − 1], Cm = Accept and the prefix
uiwi is inactive in the sub-derivation uiwiHvx ⇒∗ x .
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Asw0 does not encode the accepting configuration on its 4th coordinate, it follows from Propositions 13 and 21 that
no symbol of w0 is deleted by v during the derivation U . Moreover, no symbol of w0 is active, because of Fact 14(a).
So, assume that the derivation U ≡ (w0Hvx ⇒∗ x) contains a sub-derivation
w0Hvx ⇒∗ uiwiHvx
for i ≥ 0 such that uiwiHv j-describes the configuration Ci , where C0 `i ′M Ci for i ′ ≤ i . If Ci is the accepting
configuration and j = 1 then uiwiHvx ⇒∗ x by Proposition 13. Otherwise, by Propositions 13, 21 and 19, the
derivation U contains a sub-derivation
uiwiHvx ⇒ uiwiaHvx ⇒∗ uiT (a)Hvx = ui+1wi+1Hvx
such that either
• ui+1wi+1Hv j¯-describes the configuration Ci+1, where Ci `M Ci+1 or Ci = Ci+1 (see Proposition 17(b)–(c))
and the prefix ui+1wi+1 is inactive in the remaining part of the derivation (by the definition of the trace), or
• |wi+1| > |wi |.
However, by Proposition 20, the second case cannot appear in this derivation.
Thus, if there exists a (greedy) derivation w0Hvx ⇒∗ x , then there exists an accepting computation of M which
starts at pi4(w0).
4. Variable membership problem
In this section, we consider the variable membership problem for leftist grammars with acyclic insert graphs
and/or acyclic delete graphs. Languages defined by such grammars are context-free [8], so the “standard” membership
problem is in P.
Let us recall that the variable membership problem is defined in the following way. Given a leftist grammar
H = (Σ , P, x) and a word w ∈ Σ ∗ as an input, we are going to verify whether w ∈ L(H).
First, we show PSPACE-hardness of the variable membership problem for leftist grammars with acyclic insert
graphs and acyclic delete graphs. This result is obtained by a simple modification of the construction from the previous
section.
Theorem 22. The variable membership problem for leftist grammars with acyclic insert graphs and acyclic delete
graphs is PSPACE-hard.
Proof. As before, we construct a leftist grammar which corresponds to a linear-bounded automaton M . However, for
inputs of size n, we design a separate grammar of polynomial size (with respect to n and the size of M), HM (n). We
modify the previous construction in the following way. Now, the values of the 3rd coordinate of each symbol from
G ∪ K indicate the position of a symbol in a configuration. It contrasts with the previous construction, where the
third coordinate in the elements of G ∪ K indicated only the parity of the position. All rules in which “odd” symbols
insert/delete “even” symbols (i.e., with odd/even values of the third coordinate) are modified such that the j th symbol
inserts/deletes the ( j + 1)th or ( j − 1)th symbol. In this way, we avoid cycles in the insert graph (induced by the rule
(a2)) and in the delete graph (the rule (a3)). The alphabet ofHM (n) consists of x, H and the subsets
Gs = {〈G, i, j, a〉 | i ∈ [0, 1], j ∈ [1, n], a ∈ Λ}
K = {〈K , i, j, a〉 | i ∈ [0, 1], j ∈ [1, n], a ∈ Λ}
GΦ = {〈Gα,i , j, l, a〉 | i ∈ [1, 2], j ∈ [0, 1], l ∈ [1, n], a ∈ Λ, α ∈ Φ},
where Λ, Φ are the sets defined in Section 3 (determined by the linear-bounded automaton M). The productions of
HM (n) are obtained by a slight modification of the set of productions of the previous grammar.
(a0) H →ins 〈G, i, n, [〉
(a1) 〈G, i, j, b〉 →ins 〈K , i, j, b〉 for j ∈ [1, n]
(a2) 〈G, i, j, b〉 →ins 〈G, i, j − 1, b′〉 for j ∈ [2, n]
(a3) 〈K , i, j, b〉 →del 〈K , i, j + 1, b′〉 for j ∈ [1, n − 1]
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(a4) 〈K , i, j, b〉 →del 〈Y, i¯, j, b〉 for j ∈ [1, n]
(b1) x →del 〈K , i, j, b〉 for j ∈ [1, n]
(h1) 〈K , 0, 0, [〉 →del H
where i ∈ [0, 1], b, b′ ∈ Λ, and Y ∈ {G} ∪ {Gα,k | k ∈ [1, 2], α ∈ Φ}. Moreover:
(c1) 〈G, i, j, b〉 →ins 〈Gα,2, i, j − 1, b2〉 for j ∈ [2, n]
(c2) 〈Gα,2, i, j, b2〉 →ins 〈K , i, j, a2〉 for j ∈ [1, n]
(c3) 〈Gα,2, i, j, b2〉 →ins 〈Gα,1, i, j − 1, b1〉 for j ∈ [2, n]
(c4) 〈Gα,1, i, j, b1〉 →ins 〈K , i, j, a1〉 for j ∈ [1, n]
(c5) 〈Gα,1, i, j, b〉 →ins 〈G, i, j − 1, b′〉 for j ∈ [2, n]
where i ∈ [0, 1], α = (a1a2 → b1b2) ∈ Φ.
Finally, we reduce the question whether an input word y of length n − 4 belongs to the language recognized by
the linear-bounded automaton M , to the membership problem for the input word w0Hvx and the grammar HM (n),
where
• w0[i] = 〈G, 0, i,C[i]〉, for i ∈ [1, n] where C is the initial configuration of M on the input word y;
• v[i] = 〈K , 0, n + 1− i,CA[n + 1− i]〉, where CA is the accepting configuration of M for inputs of length n − 4
(i.e., CA = [B♦n−4〈C, qA〉[, where qA is the accepting state of M).
Moreover, note that the insert graph and the delete graph ofHM (n) are acyclic. 
Finally, we show an upper space bound for the variable membership problem of grammars with acyclic insert
graphs or acyclic delete graphs.
Theorem 23. The variable membership problem for leftist grammars with acyclic insert graphs is in EXPSPACE.
Proof. Let H be a leftist grammar with an acyclic insert graph. Then, for each z ∈ L(H), there exists a leftmost
derivation zx ⇒∗ x , such that the size of each sentential form in this derivation is at most exponential with respect
to the size of the grammar [8]. Indeed, Propositions 5 and 6 in [8] say that there exists a derivation zx ⇒∗ x such
that each symbol of z in each sentential form of this derivation has at most s + ss descendants, where s is the size
of the alphabet of the grammar. Thus, one can verify whether z ∈ L(H) nondeterministically in exponential space,
by guessing a derivation which satisfies the above conditions. Finally, the result follows by the fact that the classes
EXPSPACE and NEXPSPACE coincide. 
Theorem 24. The variable membership problem for leftist grammars with acyclic delete graphs is in EXPSPACE.
Proof. LetH be a grammar with an acyclic delete graph, letH′ be a leftist grammar obtained in such a way that each
production α → β of H is replaced with the production β → α in H′. Then, the insert graph of H′ is acyclic and
zx ⇒∗H x if and only if x ⇒∗H′ zx . It has been shown in [8] (Section 4.3) that for each z such that x ⇒∗H′ zx , there
exists a derivationU ≡ (x ⇒∗H′ zx), where each sentential form (of the derivationU ) contains at most ss+s symbols
which do not appear in zx (and s is the size of the alphabet of the grammar). Thus one can verify whether z ∈ L(H)
in exponential space, by guessing a derivation x ⇒∗H′ zx which satisfies the above conditions. 
5. Conclusions and open problems
We have investigated the complexity of the membership problem of leftist grammars, the problem which has
interesting connections to the accessibility problem in protection systems. We showed that the membership problem
for leftist grammars is PSPACE-hard. Furthermore, the variable membership problem for leftist grammars with
acyclic insert graphs and/or acyclic delete graphs is PSPACE-hard and the language class defined by such grammars
is included in EXPSPACE.
To our knowledge, no upper time or space bound for the membership problem of general leftist grammars is known.
Despite PSPACE-hardness result, we have not even excluded the fact that the set of languages defined by leftist
grammars is included in CSL. So, an interesting research direction is to establish the complexity of the membership
problem.
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