Abstract. Using ltered Bowen-Franks group BF ? (A), we classify reducible shifts of nite type A with nite BF(A) up to ow equivalence. Using this result and some new development in Calgebras due to R rdam and Cuntz, we classify non-simple Cuntz-Krieger algebras O A with nite
It turns out that the classi cation of reducible SFT's depends on not only BF(A), but also Aut(BF(A)). In H1], we proved that any 2 Aut(BF(A)) can be induced by (i.e., lifted to) some ow equivalence A ! FE A. We also classi ed 2-component SFT's up to ow equivalence by the Cuntz invariant which was rst derived by Cuntz C1] from the associated Cuntz-Krieger C -algebras (CK-algebras) .
The interplay between ow equivalence of SFT's and CK-algebras is very intimate and interesting. Given a f0; 1g-square matrix with non-permutation irreducible components, Cuntz and Krieger CK] C1] de ned canonically a unital C -algebra O A associated to A (O A can also be de ned for a square matrix A over Z + CK] ). CK-algebras form a well-known class of non-commutative C -algebras in contemporary C -algebras and K-theory. Cuntz . The study of non-simple CK-algebras was initiated by Cuntz C1] . In particular, a very useful stable isomorphism invariant (i.e., the Cuntz invariant) was found there for O A when A has two irreducible components. Several important properties of simple O A were established in C2] by studying 2-component O A with the associated KK-theory. Recently, it was proved in H2] that the Cuntz invariant is a complete stable isomorphism invariant for non-trivial 2-component CK-algebras. Again, the proof there used the results from both symbolic dynamics and C -algebras.
However, when A has n > 2 irreducible components, the classi cation of general A 's up to ow equivalence is still unknown; the classi cation of general O A 's up to stable isomorphism as well as up to unital isomorphism is still unsolved (the latter is open even for n = 2).
In this paper, we solve all the classi cation problems just mentioned above in the case when 1 = 2 Sp(A) (i.e., 1 is not an eigenvalue of A). together with the ?-ltration structure determines completely the stable isomorphism class of
The matrices A and B are said to be shift equivalent (SE) via (S; R; l) if there exist some rectangular matrices R and S over Z + and a l 2 N (called the lag) such that
(1-1) RA = BR; AS = SB; SR = A l ; RS = B l :
When l = 1, it is called an elementary strong shift equivalence. It is clear that SSE implies SE.
Let h : X ! X be a homeomorphism on some topological space X. The standard suspension space of h is de ned as the identi cation space: Y = X R = (x; s + 1) (h(x); s):
The suspension ow on Y is induced by the ow t on X R given by t (x; s) = (x; s + t).
Two shifts of nite type A and B are ow equivalent (FE) if there exists a homeomorphism between their standard suspension spaces carrying ow lines onto ow lines and preserving orientation. Abusing notation, in this case we say the matrices A and B are ow equivalent. Parry and Sullivan PS] showed that the equivalence relation of ow equivalence of matrices is generated by elementary strong shift equivalence and the Parry-Sullivan expansion (PS- We will see in Section 3 that the pairing-isomorphism of is actually the inverse dual of when BF(A) is nite. Note that BF (A) = BF(A t ) algebraically, if we view row vectors as column vectors. So we often identify BF (A) with BF(A t ) if no confusion arises. The reason we shall use both notations is that the row BF-group BF (A) appears naturally in dynamics, while the column BF-group BF(A t ) has been used conventionally in the K-theory for CK-algebras.
We say an irreducible matrix A is trivial if it is a permutation matrix.
Theorem 1.4 ( H1] The following concept from C1] turns out to be very useful in dealing with reducible A. Suppose , where R and S are some integral matrices inducing and . As we shall see in Section 3, and in the Cuntz invariant should satisfy additional ltration-preserving properties in dealing with SFT's with n > 2 components.
Filtered Bowen-Franks groups
In this section, we shall show when 1 = 2 Sp(A), there is a ltration structure for certain subgroups naturally included in BF(A) and that the ltered BF(A) is an invariant of ow equivalence. First, let us have more de nitions.
Given any A 2 M k (Z + ), it is well known that there is a permutation matrix P such that P ?1 AP has the following block upper-triangular form over Z + :
where all A i 's are essentially irreducible square matrices, so n is the number of irreducible components of A. In the following, without loss of generality, we will always assume that the de ning matrix A has the form (2-1) for either a SFT A or a CK-algebra O A . Denote by A(i; j) the (i; j)-block of A and A i1i2 il the (i 1 < i 2 < < i l )-principal block submatrix of A.
De nition 2.1. Let De nition 2.2. Let A be a n n block matrix, then (A) is the n n scalar Boolean matrix having a 1 entry for each nonzero block of A, and a 0 entry for each zero block of A in corresponding locations. Call A having stabilized zero blocks if (A) = (A 2 ). Say that the zero block pattern of A is subordinated to that of A 0 if (A) (A 0 ) (entry-wise).
Note that for a matrix A of the form (2-1), there is always a k 2 N such that (A k ) = (A k+1 ) { which will be called the block pattern of A and denoted by 1 (A). 2 Sp(A). There is a natural covariant functor from the category of dimension groups of SFT's to the category of BF-groups (cf. Bo]). The K 0 -functor for C -algebras is also covariant. Nevertheless, neither of these functors is exact. Therefore, despite that a natural group extension for dimension groups parallel to (2-2) always exists for general reducible A (so does an extension of the associated CK-algebras C1]), when an extension is pushed down to BF-groups, the map in (2-2) is not necessarily injective if 1 2 Sp(A). One may see this by checking the simple example of A = 3 1 0 1 . To show that BF ? (A) is actually a FE-invariant, we need more lemmas.
Lemma 2.8. Suppose In either case we have 1 (R) Lemma 2.11 ). Let A and A 0 be two upper-triangular matrices with irreducible diagonal blocks and stabilized zero blocks (i.e., (A) = 1 (A)). If A SE A 0 , then there is a block permutation matrix P such that A SE P ?1 A 0 P via some (S; R; l), and (A) = (P ?1 A 0 P) = (S) = (R).
Note that a ow equivalence of a matrix A of the form (2-1) is generated by SSE's and PS-expansions which may induce the splitting of the rst row for each diagonal block A i , i = 1; 2; : : :; n, not just for A 1 . This is because if we stick to the upper-triangular form (2-1), certain permutations (SSE's) have to be excluded, but that will be included in the isomorphisms of ? A .
Lemma 2.12. Let A have the form of (2-1) and 1 = 2 Sp(A). Suppose A PS A 0 , then the invariant BF ? (A) is respected via the pair ( ; Id) for some .
Proof. It is clear that 1 (A) = 1 (A 0 ). Suppose a PS-expansion happens at some row of A where the rst row of the i th diagonal block locates, then it induces an isomorphism R :
BF ( So it remains to discuss the case when A SSE A 0 , or more generally, A SE A 0 . Note that there is no guarantee that each matrix M i above should have irreducible diagonal blocks, even A and A 0 have. However, to show that A SE A 0 respects the invariant BF ? (A), rst by Lemma 2.10, we can replace each essentially irreducible diagonal block of A by its maximum irreducible principal submatrix through SSE's with the invariant BF ? (A) respected. Denote the resulting matrix by A 1 . Similarly, we can change all essentially irreducible diagonal blocks of A 0 into irreducible blocks through SSE's with BF ? (A) respected and we denote the resulting matrix by A 0 1 . Clearly, A 1 SE A 0 1 . So it remains to consider A SE A 0 where both matrices have the form (2-3) with irreducible diagonal blocks. Let us further stabilize zero blocks by SSE for A and A 0 .
Consider the blocking for a given p 2 f1; 2; : : :; ng as follows:
Each o -diagonal block A(i; j) of A is either a permanent zero block or an eventually nonzero block when raising the power of A. Multiplying X 1 p from the left by A 1 p , one can check that the status of a permanent zero block and the status of a nonzero block do not change, while an eventually nonzero block will become a truly nonzero block if one repeats such multiplication enough times for each p 2 f1; 2; : : :; ng. Here we need the fact that all diagonal blocks of A are irreducible. By Lemma 2.9 and using the rst kind of transform in (2-5), the multiplications mentioned can be realized by strong shift equivalences of A while leaving invariant BF ? (A) unchanged.
Thus we may further assume that both A and A 0 have stabilized zero blocks. Then by Lemma 2.11 there is an isomorphism : ? A ! ? A 0 determined by the permutation P in Lemma 2.11, and an isomorphism : BF ( . So to show that SE implies FE as in Corollary 3.12, one has to check that SE respects BF ? (A) and this is the main part of the proof above { a direct and explicit proof without using C -algebras. The lemmas used towards this proof also play an important role in Section 3. In the following, by modulo a permutation of ? A we mean that, without loss of generality, In this section, we are going to show that BF ? (A), together with sgn(A i ) for the components A i of A, gives a complete invariant of ow equivalence for reducible SFT's with nite BF-groups.
We begin with a blocking lemma for ow equivalence. Dynamically, a ow equivalence between two SFT's always induces a ow equivalence between every pair of corresponding irreducible components. In terms of block upper-triangular adjacency matrices, a ow equivalence A ! A 0 always induces a ow equivalence between every pair of diagonal blocks, modulo a possible permutation of diagonal blocks. If Q and Q 0 are the corresponding diagonal blocks of A and A 0 , then the induced isomorphism q : BF(Q) ! BF(Q 0 ) is called the con nement of the induced isomorphism : BF(A) ! BF(A 0 ). In other words, equals q when con ned to BF(Q). In addition, if BF(Q) can be embedded naturally as a subgroup of BF(A), that is, when the set of irreducible components contained in Q is hereditary in ? A , then the con nement q is also called the restriction of to BF(Q). In the proof above, a new feature of ow equivalence for SFT's with more than two components actually comes into play. That is, a ow equivalence of a middle block, say Q in the A above, induces simultaneously a row action on Z and a column action on X. We can show that these two actions are generally quite independent, that is one of the main di culties in classifying n-component SFT's (n > 2) up to FE. However, when 1 = 2 Sp(A), they are dependent and characterized naturally by using the dual groups.
Lemma 3.2. Let Let 1 = R11 for some integral matrix R 11 , that is, 1 can be represented as a left multiplication by R 11 (see the remarks before Lemma 1.1). Also let 2 = R22 for some integral matrix R 22 and = T for some 2 2 block integral matrix T = (T ij ). First, we want to show that T = R for some integral matrix R of the form in Part (1) of the lemma.
It follows from = 0 1 of (3-3) that (3) If is induced by a ow equivalence, by Theorem 2.13, it respects the ltration structure of BF(A). Then so do its restriction map 1 and its quotient map 2 for the ltration structures of BF(M) and BF(N), respectively. Since 2 = ( 2 ) ?1 , it also respects the ltration structure of BF (N).
Note that the restriction that 1 = 2 Sp(A) (Sp(A 0 )) is not needed for part (1). But it is needed in part (2). Otherwise, y] 7 ! yS 22 ] may not be an isomorphism even if R22 is.
Lemma 3.5 (Franks F] By the assumption that 1 = 2 Sp(A), we can make all the entries of all non-permanent zero blocks of X and X 0 arbitrarily large by iterating enough SSE's in (3-4), while leaving permanent zero blocks unchanged. It follows from Lemma 3.7 that we can realize a ow equivalence from A to A 0 with the required type of isomorphism between their BF-groups. Moreover, it is clear from Lemma 3.4 that = R for some R = I T 0 I .
Lemma 3.9. Suppose we have the following commutative diagram To show that = R for some R with (R) 1 (A) = 1 (A 0 ), we can use induction on the number of irreducible components. Note that if A and A 0 have the forms in (2-3), then H = f1; 2; : : :; kg is a hereditary subset of ? A , k = 1; 2; : : :; n. Applying the rst part as well as Lemma 3.4, we can get the required R. We omit the details here. Proof. The approach is basically contained in the proof of Theorem 3.11. The main tools are two realization theorems (Theorem 1.4 for the irreducible case and Lemma 3.9 for the case of \stable" extensions). We summarize them as follows.
As for the last part of proposition, note that H ? (i) = H(i) n fig is also hereditary and BF(A i ) = BF(A H(i) )=BF(A H
Without loss of generality, we may assume that A has positive diagonal blocks. We may also assume that = Id by relabeling irreducible components.
Since respects the ltration structure of ? A , it is clear from Lemma 3.4 that = R for some matrix representation R with block upper-triangular form. Using Theorem 1.4 together with the Blocking Lemma (Lemma 3.1) we may realize by ow equivalence the diagonal blocks of R and change A into A 0 at the same time, where A 0 has the same diagonal blocks as A. Now it su ces to realize by ow equivalence the isomorphism = R : BF ? (A 0 ) ! BF ? (A) where all diagonal blocks of R are identity matrices.
By Lemma 3.4, the existence of such a ltration-preserving guarantees that A 0 and A have the same hereditary Cuntz invariants. Therefore, with the help of the Blocking Lemma, we can change A 0 back into A gradually by ow equivalence along their principal submatrices as in the proof of Theorem 3.11. The ow equivalences used there are SSE's of the form (3-4) and Franks moves of the form I T 0 I , they all induce trivial isomorphisms when con ned to diagonal blocks (not necessarily irreducible). Note that at each stage A 1 k = A 1 k?1 X 0 A k of the inductive construction in the proof of Theorem 3.11, after we have realized non-trivial automorphism of BF(A 1 k?1 ) (the automorphism of BF(A k ) is already trivial in this case), and after we have changed X 0 back into X by ow equivalence so that A 0 1 k = A 1 k , it generally still remains to realize by ow equivalence the following special automorphism:
But this can be done by Lemma 3.9. The word \any" in Lemma 3.9 for homomorphism is crucial here.
It follows from above Theorem that the converse of Proposition 2.15 is true at least for SFT's with nite BF-group. Therefore we have another form of complete invariant of ow equivalence. (1) follows mainly from Lemma 3.1, Proposition 3.3 and Lemma 3.8, we omit the detail (cf. the proof of Theorem 3.11).
Theoretically, to determine whether two reducible SFT's with nite BF-group are ow equivalent is a nite procedure according to Theorem 3.11 or Corollary 3.14. A general algorithm should be available by working with matrices over Z. However, it is often easier or quicker to combine with some other invariants. For example, the Cuntz invariants in Proposition 3.15(3) does not include the isomorphism of the global BF-groups. It is that which makes the classi cation of 2-component SFT's and the associated CK-algebras special ( H1] H2] ). x) ). On the other hand, the only non-trivial automorphism of BF (A 3 ) can be represented by the right multiplication 3 = (3). Therefore, we can tell easily whether A(x; y; z) and A(x 0 ; y 0 ; z 0 ) (x, x 0 are odd) are ow equivalent by examining the product-type isomorphism 12 3 according to Proposition 3.15.
Actually by using Franks moves, we can change easily any matrix A(x; y; z) 2 with x being odd into one of the matrices with x being 1 and y; z being shown as in (3-7 However, the last two automorphisms do not respect the ltration structure of BF(A 12 ) and hence are excluded from the Cuntz invariant according to Proposition 3.15. On the other hand, the right multiplication 3 acts trivially on the Cuntz group BF(A 12 ) BF (A 3 ). Therefore, the joint non-trivial action of 12 3 only interchanges FE-classes of 0 1 and 1 1 and xes the other two classes in (3-8).
Combining Case (a) and (b), we see that is classi ed as six FE-classes represented by :
(3-9) (x; y; z) = (1; 0; 1); (1; 0; 2); (1; 0; 4); (2; 0; 1); (2; 1; 2); (2; 0; 2):
Moreover, by (3-9) and an easy calculation, it is not di cult to see that A(x; y; z) FE A(x 0 ; y 0 ; z 0 ) if and only if x x 0 (mod 2) and (i) 2y ? z (2y 0 ? z 0 ) (mod 4), if x x 0 1 (mod 2); or (ii) z z 0 (mod 2) and (z + 1)(y + y 0 ) 0 (mod 2), if x x 0 0 (mod 2). Now we give a simple example where a non-trivial permutation of ? A comes into play. where n = ( n ) ?1 as described in Proposition 3.3. Both necessity and su ciency follow from Proposition 3.15. Note that the information on the global isomorphism 1:::n is not required because of using the Cuntz invariant.
4. The classification of Cuntz-Krieger algebras In this section we will classify non-simple Cuntz-Krieger algebras with nite K 0 -group up to stable isomorphism and up to unital isomorphism. The complete invariants will be the K 0 -group with some natural features. Just for the consistency with previous sections, we will rst use BF(A) in the proofs and nally present the main Theorems in terms of K 0 -group. We also identify BF (A) with BF(A t ) (see De nition 1.3).
First, let us recall some background about Cuntz-Krieger algebras.
De nition 4.1 (Cuntz-Krieger CK] The following results reveal some fundamental relations between ow equivalence of SFT's and CK-algebras. Cuntz and Krieger CK] Proof. We sketch our construction for the rst part of theorem. The reader is also referred to R] H2] for more details. Suppose the sizes of M, Q and N in (4-4) are l; m; and n. Then the size of A is k := l + m + n.
According to the fact that O 2 = O 2 recently proved in R] as well as the arguments there, there is an operator algebra U = C (f 1 ; ; f k ) E on a separable Hilbert space H such that every nonzero projection in U is of in nite dimension, where f 1 ; ; f k is a family of mutually orthogonal projections on H and (4-5) E = C (s 1 ; s 2 ; e) = C (t 1 ; t 2 ; t 3 ; t 4 ; e) with unit 1 := 1 E , where e is a projection, s i 's and t j 's are partial isometries satisfying the following conditions 1 = s 1 s 1 + s 2 s 2 ; s 1 s 1 = s 2 s 2 = 1; 1 = t 1 t 1 + t 2 t 2 + t 3 t 3 + t 4 t 4 ; t 1 t 1 = t 1 t 1 + t 2 t 2 ; t 2 t 2 = t 1 t 1 + t 2 t 2 + t 3 t 3 ; t 3 t 3 = t 2 t 2 + t 3 t 3 + t 4 t 4 ; t 4 t 4 = t 3 t 3 + t 4 t 4 (4-6) and es 1 = s 1 e = e; et 1 = t 1 e = e. Note that (4-6) indicates that s i 's are generators of O 2 and t j 's are generators of O 2 (see (4-1) and (4-3)). Therefore, the C -algebra B 2 := C (y 1 ; y 2 ; ; y k+5 ) is isomorphic to O A . Again, the special structure of A allows us to choose y l+m+2 = t 1 (1 ? e), y l+m+3 = t 2 , y l+m+4 = t 3 and y l+m+5 = t 4 . Thus we have B 2 U. We can also choose y i = x i , i = 1; 2; : : :; l, and For the convenience of our statements, in the following we will utilize matrices over Z + instead of over just f0; 1g for CK-algebras. Note that for any matrix A over Z + , there is a unique matrix A 0 over f0; 1g corresponding to it in a standard way as described in CK] (it is a special case of so called state splitting in symbolic dynamics, cf. LM]). Then O A is de ned canonically through O A0 . Since A SSE A 0 , all invariants in our discussion are the same for both matrices. The following lifting theorem is of its own interest. Proof. By Theorem 4.7, it su ces to prove the theorem for the case A = A 0 . By Theorem 3.13, Proposition 3.3 and the relation K 0 (O A ) = BF(A t ) BF (A), such an automorphism can be realized by a ow equivalence from A to itself. Therefore we have A ! FE A which gives rise to an automorphism of O A = O A K. According to C1], this automorphism implements exactly due to the canonical isomorphism between K 0 (O A ) and BF(A t ).
We conclude this paper with a classi cation theorem for unital isomorphism. 
