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Objective: Development of a fully automated computer
application for detection and classification of clustered
microcalcifications using neural nets.
Material and Methods: Mammographic films with
clustered microcalcifications of known histology were
digitized. All clusters were rated by two radiologists on
a 3 point scale: benign, indeterminate and malignant.
Automated detected clustered microcalcifications were
clustered. Features derived from those clusters were
used as input to 2 artificial neural nets: one was trained
to identify the indeterminate clusters, whereas the sec-
ond ANN classified the remaining clusters in benign or
malignant ones. Performance evaluation followed the
patient-based receiver operator characteristic analysis.
Results: For identification of patients with indeterminate
clusters a an Az-value of 0.8741 could be achieved. For
the remaining patients their clusters could be classified
as benign or malignant at an Az-value of 0.8749, a
sensitivity of 0.977 and specificity of 0.471.
Conclusions: A fully automated computer system for
detection and classification of clustered microcalcifica-
tions was developed. The system is able to identify
patients with indeterminate clusters, where additional
investigations are recommended, and produces a reliable
estimation of the biologic dignity for the remaining ones.
Introduction
Breast carcinoma is the main cause of deaths
in women suffering from cancer. Its early de-
tection is vital in order to improve its prog-
nosis  1. Screen film mammography is the
method of choice today and the only accepted
screening modality. Clustered microcalcifica-
tions MCS are one of the mammographic hall-
marks of early breast cancer  2. However not
all MCS are in indication of malignancy, since
they can occur during the course of other benign
diseases too. In addition similar looking arte-
facts must be differentiated from MCS  3,4,5.
Digital mammography is just at the beginning
of its commercialization. These systems will
allow immediate digital image processing to as-
sist the reporting radiologist for both, detection
and classification of MCS  6. Several algo-
rithms for detecting MCS have already been
published  2,7,8,9. Only a few reports deal
with computer aided classification of clustered
MCS  10,11,12. Those reports use either man-
ual identification of MCS for computer assisted
feature extraction  11 or human feature extrac-
tion  10,12 as an input for their classification
systems . Both approaches are time consuming
and bear the burden of human subjectivity.
The goal of this study was to develop a fully au-
tomated computer application for detection and
classification of clustered MCS, using artificial
neural nets ANNs.
Materials and Methods
The database consisted of 272 mammographic
films of 100 patients with suspicious clustered
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Fig. 1. Regional background correction: in the upper row a 3D representation of grey values within a kernel of size
27 by 27 is shown, while the lower one shows the corresponding image area. In the left column the original area is
depicted, in the middle one the fitted polynomial, while the left one shows the image result after subtraction of the
fitted polynomial from the original area. After subtraction the background is suppressed.
MCS. All patients had surgical biopsies to con-
firm if breast cancer was present. Histologic ex-
amination of the specimen revealed malignancy
in 54 patients.
All 272 films were digitized with the Pixelizer
6k MedicalDiagnosticComputing,Zeiss, Han-
nover, Germany. A pixelsize of 91.5 µm was
used for image processing. The bit depth was
15 bits 32768 shades of grey.
The mammographic appearance of the biopsied
MCS were rated retrospectively on a 3 point
scale: benign n13, indeterminate n5 and
malignant n29 by two experienced radiolo-
gists E.S., F.S..
Suspicious areas which might contain a tumor
were manually marked in all film projections
of all 100 patients. Coordinates of the enclos-
ing rectangle were saved. Groundtruth was es-
tablished by labeling of 828 individual MCS,
97 film-folly-errors and 638 false positive ap-
pearing bright spots e.g. crossing of septal
lines or calcified vessels. Only one projection
per patient was used in order to avoid redun-
dancy. Furthermore, in 64 patients all clustered
MCS, whether within the tumor area or not,
were marked manually n134 in one projec-
tion.
Image processing consisted of the 3 following
steps: 1 background correction, 2 detection
and 3 classification. Each will be described
within its own section. A total number of 4
different artificial neuronal nets ANN type
backpropagation were used. One was applied
within step 2 detection of individual MCS and
three others within step 3 one for identification
of indeterminate clusters, one for classification
of the remaining clusters, benign or malignant
and another one for classification of all patients’
clusters benign or malignant.
Step 1: Section background correction:
Background correction was achieved by fitting
a two dimensional 3rd degree polynomial func-
tion within an area of 27 by 27 pixels around
every pixel. The fitted area was then subtracted
to suppress the background structure Fig. 1.
Step 2: Detection:
The original image was high pass filtered us-
ing a kernel size of 9 by 9. Both, the high
pass filtered image and the background cor-
rected image were thresholded with the 98.5
percentile and saved as bi-level images. After
multiplication of both bi-level images, the ze-
roes represented the background, and the ones
pixels of potential microcalcifications. Sets of
non- zero pixels within a four-neighbour region
were labelled with a unique region index us-
ing an algorithm called “blob colouring”  13.
These regions represented potential microcal-
cifications. For all pixels of these regions the
gradients in the x and y direction were calcu-
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Fig. 2. Rotating individual MCS: upper and lower rows show MCS before and after rotation, respectively. MCS were
rotated in such a way that their main axes become parallel to the horizontal direction.
lated, using the Sobel operators within a kernel
size of 3 by 3  14. The computed gradients
were transformed to angles and mapped to one
of the 16 main directions  8. Then a histogram
of the mapped directions was obtained within a
kernel of size 9 by 9. If this histogram showed
two peaks in approximately opposite directions
i.e. if the difference between the two peaks
was more than 616 and less than 1016 then
the values forming these peaks were multiplied
with each other and stored as the line feature
value of this particular pixel. Whenever 2 peaks
were not identifiable, the line feature value was
set to zero. Edge gradients of the regions were
represented by the absolute value of the Sobel
operators at the border pixels of objects.
Region contrast was defined as the difference
between the average gray level value of the re-
gion and that of two pixel layers around the
same object.
Descriptive statistics minimum, maximum, av-
erage and variance of the gray values, line fea-
tures, and edge gradient values of individual
pixels forming a region were computed. These
12 features and the region contrast served as
input to a three layer ANN one hidden layer.
TheANNwas trained by the established ground-
truth data to differentiate between MCS and ar-
tifacts.
Step 3: Section Classification:
It was decided to characterize whole clusters
as benign, indeterminate or malignant by train-
ing two different ANN’s. For this purpose 73
properties were derived from the automated de-
tected, clustered microcalcifications. Only mi-
crocalcifications located within the tumor area
were used for feature calculation.
In detail, the automatically detected microcalci-
fications were rotated by the Hotelling transfor-
mation so that their main axes became horizon-
tal to make their shapes and extension compara-
ble Fig. 2  15. This procedure was followed
by the computation of the shape parameters,
154 Computer Aided Diagnosis of Clustered Microcalcifications Using Artificial Neural Nets
Fig. 3. Left image part exhibits the shape indices and their extension in 8 directions  arrows. The center of mass
pixel is represented by the grey circle. The right image part demonstrates parameters derived from the minimum
enclosing rectangle of an individual microcalcification: eccentricity is characterized by the distance to the borders of
minimum enclosing rectangle  arrows.
consisting of the area a, perimeter p, and
circularity p2 a of the individual microcalci-
fication. The shape indices were determined
by the extension of a microcalcification along 8
main directions Fig. 3. The ratio between the
variance of all shape indexes of a microcalcifi-
cation and their average valuewere computed as
well. Further, the length l, width w, aspect
ratio lw, and area l*w of the minimum
enclosing rectangle and the eccentricity were
computed Fig. 3. In addition, for each individ-
ual microcalcification the descriptive statistics
minimum, maximum, average, standard devia-
tion and variance of gray levels, the response to
high pass filtering, the border gradients as well
as the region contrast were added to the feature
set.
Finally the automated detected microcalcifica-
tions were grouped to form clusters, following
the rule that within an individual cluster the dis-
tances between microcalcification are less than
one centimeter. This procedure enabled us to
derive the following properties.
For every microcalcification the minimum dis-
tance to the next nearest microcalcification, as
well as the 25th, 50th and 75th percentile of dis-
tances to all MCS of the same cluster, were
determined.
For every cluster descriptive statistics mini-
mum, maximum, average, standard deviation
and range were computed from the follow-
ing individual microcalcification features: area,
perimeter, circularity, and distances between
microcalcification as well as the extension in
the horizontal direction.
Table 1.
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Table 2.
The extension of a cluster was calculated ac-
cording to the convex hull procedure Fig. 4
 16. The area a, the perimeter p, the circu-
larity p2 a of a cluster, the number of micro-
calcifications n, and the density of microcalci-
fications within a cluster na were calculated.
The predictive power of individual features was
measured by using the leave-one-out test and
receiver operator characteristics ROC analy-
sis  17. For every individual feature a separate
ANNwas trained and afterwards a patient-based
leave-one-out test was performed. There were
two targets for ANN training: a to identify
indeterminate clusters according to the radio-
logical rating and b to classify the remaining
clusters into the benign or malignant according
to the histological report. The test results were
saved and afterwards a ROC curve was created
for every feature. Only those features, whose
ROC curve crossed the first median at any time
were chosen, i.e. those which predicted the pa-
tient target better than they predicated hisher
chance. The final feature set n10 used as in-
put of the ANN for identification of indetermi-
nate clusters is listed in Table 1. Features used
as input of the ANN for classification n12
of clusters into benign or malignant are depicted
in Table 2. All ANN used within the classifica-
tion step consisted of three layers  one hidden
layer.
Performance of the used ANN’s was estimated
using a patient-based leave-one-out test. Quan-
tification of results followed ROC analysis and
the area under the ROC curve Az value was
computed using a PC version of a software
program labroc1.exe freely distributed by the
Rossmann Institute, Univ. of Chicago, USA
ftp: random.bsd.uchicago.edu  17. Since a
tumor area may contain more than one clus-
ter of MCS, the performance was measured on
per cluster basis. Therefore, for each patient
the network outputs from cluster classification
were averaged and a new ROC curve was con-
structed. Only the patient-based results will be
shown. Every point of the ROC curve depicts a
couple of sensitivity and specificity. Therefore,
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Fig. 4. The upper row of the figure shows the original image of a tumor area containing clustered MCS, the middle
row depicts the MCS found automatically by the CAD system and the lower row shows the convex hull of clusters
identified by the system.
for computation of sensitivity, specificity, nega-
tive and positive predictive powers, a particular
point of ROC was chosen, which represented
the best trade off between reasonable sensitiv-
ity and acceptable specificity.
The utilized hardware included a SunSparc 20
workstation Sun Microsystems, Mount View,
California and the recently developed neu-
rocomputer Synapse-1 Siemens Nixdorf Ad-
vanced Technologies, Dresden, Germany, con-
nected to the Sun workstation using the SBus
adaptor. Synapse-1 was programmed through
a special C library Neural Algorithms Pro-
gramming Library 1.3.3, Siemens Nixdorf Ad-
vanced Technologies, Dresden, Germany. Im-
age processing was done with the help of IDL
4.0 Interactive Data Language, Creaso Re-
search Systems, Inc., Boulder, Colorado, USA.
Fig. 5. ROC curve obtained on a per patient basis for
identification of indeterminate clustered MCS.
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Fig. 6. ROC curve obtained on a per patient basis for
classification of malignant vs benign clustered MCS
after identification of indeterminate clusters.
Results
For detection of MCS sensitivity values of 0.90,
0.98 and 1.00 at the respective false positive
alarm rates of 1.3, 5.3 and 7.4 groups per image
were achieved.
For identification of indeterminate clusters an
Az-value of 0.8741 with a sensitivity of 0.977,
specificity of 0.34 and accuracy of 0.7095 ROC
curve at Fig. 5 could be obtained on a per pa-
tient basis. A positive predictive value of 0.6715
and a negative predictive value of 0.9146 was
calculated.
Classification of the remaining clusters into be-
nign or malignant yielded the following results.
For each patient a based classification of an
Az-value of 0.8749 with a sensitivity of 0.977,
specificity of 0.471 and accuracy of 0.8083 see
the ROC curve in Fig. 6 was achieved. Posi-
tive and negative predictive values were found
to be 0.787 and 0.911 respectfully. Using clus-
ters of all patients for classification into benign
or malignant ones an Az value of 0.64 could be
obtained.
Discussion
The use of artificial neural nets for pattern
recognition is well documented in radiology
 18,19,20,21,22. Artificial neural nets have
been used to assist in differentiation of neona-
tal chest diseases and estimation of bone age in
pediatrics  23,24. Additionally, the usage of
ANNs is reported in pulmonary nodule detec-
tion  25,26 and in scintigraphy  21,27.
So far studies dealing with computer-assisted
mammography have focused mainly on the de-
tection of clustered MCS  2,7,8,9. The objec-
tive of this study was not only to investigate
automated detection of clustered MCS, but also
the computer-assisted classification of images
containing clustered MCS with ANNs. Both,
detection and classification of MCS have been
performed automatically. Since it is known that
“double reading” can improve the accuracy of
medical reports by 5-15%, it is envisioned that
a system of computer-aided diagnosis CAD
could be used not to replace the radiologist, but
rather to serve as a cost effective, never tired
“virtual second reader”  6,28,29,30.
The achieved performance results in the detec-
tion task are comparable to those of other reports
 2,7. However, the recommended algorithm for
performance measurements labels a cluster as
true positive if at least two automated detected
MCS are found within the previously marked
area. But this does not necessarily mean that an
individual MCS was really situated on that par-
ticular position. If two false positive detected
MCS were located within the marked area, the
cluster was regarded as true positive  7.
Another approach to assess the performance of
a detection scheme is to find out whether the de-
tected MCS can serve as the input of a computer
system whose aim is to classify clustered MCS
as benign or malignant. In contrast to other
studies mentioned in this paper this was exactly
our approach, i.e. we used only automatically
detected MCS in the classification step. Similar
to the radiologic film interpretation, for a given
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patient all clusters of MCS were classified by
our CAD system.
Reliable results of automated classification
could be achieved for the retrospectively rated
benign or malign clustered MCS. Since all pa-
tients of the database were operated due to the
attending radiologist’s suspicion of malignancy,
the high negative predictive value of 0.911 im-
plicates that there is a chance for the CAD sys-
tem to spare women with histologically benign
diseases from biopsy. Psychological and phys-
ical stress as well as medical costs might be
reduced.
When training an ANN with all clusters of
all patients for the differentiation between be-
nign and malignant cases, an Az of 0.64 was
achieved. This reflects that the generalization
ability of the CAD system is still poor. The rea-
son might be that features derived from binary
transformation of medical expert knowledge by
digital image processing cannot give better re-
sults than the human observer itself. This is
supported by a report, where nine radiologists
reached an Az value of 0.77 for rating clustered
MCS in 77 mammographic films  31.
A possible solution would be to use a two step
procedure. The first stepwould be to identify in-
determinate clusters, which should undergo fur-
ther human brainstorming or additional investi-
gations like magnifying views, ultrasound stud-
ies, magnetic resonance imaging or interven-
tional procedures. An Az value of 0.8471 ob-
tained for identification of indeterminate clus-
ters shows that our CAD system seemed to be
able to identify those cases.
The authors are aware of the fact that the proto-
type developed is just one element of the “virtual
second reader” since at the moment the devel-
opedCADsystemhandles only the clusters con-
taining MCS. Soft tissue masses without MCS
cannot be detected and classified. This has to
be implemented in the furture.
In conclusion, a fully automated CAD system
was developed. Clustered MCS, identified by
a detection scheme, are used as a source of the
data for computer-assisted classification. The
CAD system is able to identify indeterminate
cases and produces a reliable estimation of bi-
ologic dignity for the remaining ones. Future
work will be directed towards validating the re-
liability of these results in daily clinical routine.
A prospective trial is currently being started
at our institution. The CAD system is fur-
ther being adapted to various environment vari-
ables like different ie. film-folly types, different
scanning devices andor digitalmammographic
imaging.
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