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Uvod
Od samog pocˇetka ljudske rase ljudi su formirali zajednice kako bi povec´ali svoje
izglede za prezˇivljavanje. Mozˇemo dakle rec´i da su takve zajednice (koalicije) dono-
sile pojedincima neku dodanu vrijednost. U ovom radu c´emo tu dodanu vrijednost
nazvati korisnost te ju iskazati brojcˇano. Takoder c´emo pretpostaviti da je ona
savrsˇeno djeljiva i da se mozˇe prenositi izmedu sudionika koalicije, sˇto nije tesˇko
opravdati: u stvarnosti bi se to vrlo lako realiziralo novcˇanim transakcijama.
U tom svijetu pretpostavki prokomentirat c´emo i iskazati u kojim slucˇajevima se
pojedincu isplati sklopiti pojedinu koaliciju, koje koalicije c´e doista biti formirane te
c´emo prezentirati ideju pravedne podjele same korisnosti medu sudionicima, jezgru
(eng. core), te izdvojiti tocˇku unutar nje, nukleolus (eng. nucleolus). Sve to bit c´e
zorno prikazano na primjerima.
Iako je model vrlo jednostavan te pretpostavke jake, ova grana teorije igara ipak
mozˇe nac´i svoje mjesto u modeliranju stvarnosti, pocˇevsˇi od jednostavnog primjera
kao sˇto je grupno narucˇivanje jela u restoranu, preko koalicija stanara pa sve do
kompliciranih politicˇkih koalicija. Slijedi nekoliko motivacijskih primjera, sad c´emo
ih samo iskazati, a kasnije u radu detaljnije obraditi:
• Zamislimo da postoje tri grada koja se zˇele prikljucˇiti na oblizˇnji izvor elek-
tricˇne energije. Ako c´e se svaki grad izravno prikljucˇiti, suma pojedinacˇnih
trosˇkova c´e biti vec´a od trosˇka da se svi prikljucˇe zajedno ili u parovima, tj.
preko povezanih mrezˇa. Postavljaju se pitanja: na koji nacˇin c´e se realizirati
prikljucˇivanje (svi zajedno ili u parovima)? Na koji nacˇin c´e se raspodijeliti
usˇteda? Kako definirati vrijednost prikljucˇivanja pojedinog grada koaliciji?
• Pretpostavimo da trojica radnika posjeduju samo desnu rukavicu, a trojica
samo lijevu. Pretpostavimo da par rukavica pridonosi neku vrijednost, dok
samo jedna rukavica ne pridonosi niˇsta. Na koji nacˇin c´emo raspodijeliti vri-
jednost u slucˇaju udruzˇivanja svih radnika?
• Zamislimo da Ivo, Zoran i Andrej imaju rezervirane termine kod zubara u
ponedjeljak, utorak i srijedu, respektivno. Mozˇda njima ti dani nisu idealni,
mozˇda preferiraju odlazak nekog drugog dana. U kojim slucˇajevima se Ivi,
Zoranu i Andreju isplati formirati koaliciju i zamijeniti medusobno dogovorene
termine?
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• Znamo da se Vijec´e sigurnosti UN-a sastoji od 5 stalnih cˇlanova (SAD, Rusija,
Velika Britanija, Francuska i Kina) te 10 ostalih cˇlanova. Da bi Vijec´e donijelo
odluku potrebna je suglasnost od barem 9 cˇlanova, uz uvjet da to odobrava i
svaki od 5 stalnih cˇlanova. Tu mozˇemo definirati igru od 15 cˇlanova, uz dane
korisnosti za odredenu provedbu. Koje sve koalicije imaju smisla?
U ovom radu c´emo pretpostaviti da c´e se skoro uvijek formirati velika koalicija, tj.
koalicija u koju je ukljucˇen svaki sudionik, a odgovorit c´emo na pitanje distribucije
usˇteda. Kao i vec´ina teorija koje koriste maksimiziranje korisnosti, i koalicijske igre
pate od neizmjerivosti korisnosti kod ljudi, ali ako se ogranicˇimo samo na financijski
aspekt, tj. distribuciju novca ili smanjivanje trosˇka, koalicijske igre daju pristupacˇna
i zadovoljavajuc´a rjesˇenja predstavljenih problema.
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1 Jezgra
Teorija igara proucˇava situacije nadmetanja i suradnje izmedu viˇse pojedinaca (igracˇa)
koristec´i matematicˇke metode. Kod koalicijskih igara, pretpostavka je da igracˇi
mogu sklapati koalicije i da postoje dogovori koji se ne mogu krsˇiti. One ne poka-
zuju odredene strategije igracˇa, vec´ samo moguc´e koalicije te isplatu svake od njih.
U igri s prenosivom korisnosˇc´u pretpostavljamo da se isplata ili zarada mozˇe izraziti
kao jedan broj, i taj broj c´e nam predstavljati vrijednost koalicije. Takoder pret-
postavljamo da se isplata mozˇe slobodno prenositi izmedu cˇlanova koalicije u bilo
kojem omjeru.
U ovom poglavlju definirat c´emo samu igru s prenosivom korisnosˇc´u te koncept
imputacije i dominacije, a nakon toga definiramo dominacijsku jezgu te samu jezgru.
1.1 Imputacije i dominacija
Definicija 1.1. Neka je n ∈ N broj igracˇa te N = {1, ..., n} skup igracˇa. Koalicijska
igra s prenosivom korisnosˇc´u ili TU-igra (eng. Transferable utility) je par (N, v),
gdje je v funkcija koja svakom S ⊆ N pridruzˇuje realni broj, tako da vrijedi v(∅) = 0.
Podskupovi S su zapravo sve moguc´e koalicije, a funkciju v zovemo karakte-
risticˇna funkcija. v(S) nazivamo vrijednost skupa (koalicije) S. Koaliciju N nazi-
vamo velika koalicija. Distribucija isplate za koaliciju S je vektor realnih brojeva
(xi)i∈S.
Skup koalicija onacˇavamo sa 2N . Tada je TU-igra par (N, v), v : 2N → R t.d.
v(∅) = 0. Ako je jasno koji je skup igracˇa, igru mozˇemo oznacˇavati samo sa v. |S|
oznacˇava broj elemenata u koaliciji S. Za distribuciju isplate x = (x1, ..., xn) ∈ RN
definiramo x(S) :=
∑
i∈S xi. U nastavku c´emo vrijednost koalicije cˇesto pisati bez
viticˇastih zagrada, npr. v(1, 2), umjesto v({1, 2}).
Definicija 1.2. Neka je (N, v) TU-igra. Vektor x ∈ RN nazivamo imputacija ako
vrijedi:
(a) x je individualno racionalan, tj.
xi ≥ v(i),∀i ∈ N (1.1.1)
(b) x je efikasan, tj.
x(N) = v(N) (1.1.2)
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Skup imputacija igre (N, v) oznacˇavamo sa I(v). Vektor x ∈ I(v) je distribucija
isplate koja ima vrijednost jednaku vrijednosti velike koalicije, v(N). Vektor x
svakom igracˇu i daje isplatu xi koja iznosi barem onoliko koliko bi dobio da ne ulazi
ni u kakvu koaliciju.
Definicija 1.3. Neka je (N, v) TU-igra tako da vrijedi v(N) ≥ ∑ni=1 v(i). Tada
(N, v) nazivamo esencijalna igra.
Esencijalne igre su one u kojima je vrijednost velike koalicije vec´a nego suma
vrijednosti jednocˇlanih koalicija. Primijetimo da vrijedi:
I(v) 6= ∅ ⇐⇒ v(N) ≥
n∑
i=1
v(i) (1.1.3)
Lijeva implikacija slijedi iz efikasnosti i individualne racionalnosti imputacije, a
desna vrijedi jer je npr. vektor (v(1), v(2), . . . , v(n) + (v(N) −∑ni=1 v(i))) impu-
tacija.
Propozicija 1.4. Skup imputacija I(v) esencijalne igre je konveksna ljuska tocˇaka
f 1, f 2, ..., fn za koje vrijedi f ik := v(k) za k 6= i, f ii := v(N)−
∑
k∈N\{i} v(k).
Dokaz. Pretpostavimo da je x iz konveksne ljuske. Tada vrijedi x =
∑
i λif
i uz∑
i λi = 1. Dokazujemo x ∈ I(v). Za neki i slijedi:
a)
xi =
∑
k
λkf
k
i
=
∑
k∈N\{i}
λkf
k
i + λif
i
i
=
∑
k∈N\{i}
λkv(i) + λiv(N)− λi
∑
k∈N\{i}
v(k)
= (1− λi)vi + λiv(N)− λi
∑
k∈N\{i}
v(k)
= vi + λi(v(N)−
∑
k∈N
v(k)) ≥ vi
b)
x(N) =
∑
i∈N
xi
=
∑
i∈N
[vi + λi(v(N)−
∑
k∈N
v(k))]
=
∑
i∈N
vi + 1 · (v(N)−
∑
k∈N
v(k)) = v(N)
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Dakle, x je iz skupa imputacija.
Dokazujemo drugi smjer: neka je x ∈ I(v). Definiramo lambde:
λi =
xi − v(i)
v(N)−∑k v(k) (1.1.4)
Slijedi:
∑
i
λi =
∑
i
xi − v(i)
v(N)−∑k v(k) =
∑
i xi −
∑
i v(i)
v(N)−∑k v(k) = v(N)−
∑
i v(i)
v(N)−∑k v(k) = 1
Nadalje, imamo:
∑
k
λkf
k
i =
∑
k
xk − v(k)
v(N)−∑j v(j)fki
=
∑
k 6=i
xk − v(k)
v(N)−∑j v(j)v(i) + xi − v(i)v(N)−∑j v(j)(v(N)−
∑
j 6=i
v(j))
=
∑
k 6=i
xk − v(k)
v(N)−∑j v(j)v(i) + xi − v(i)v(N)−∑j v(j)(v(N)−
∑
j
v(j) + v(i))
=
∑
k 6=i(xk − v(k))
v(N)−∑j v(j) v(i) + xi − v(i) + xi − v(i)v(N)−∑j v(j)v(i)
=
∑
k(xk − v(k))
v(N)−∑j v(j)v(i) + xi − v(i)
= 1 · v(i) + xi − v(i)
= xi
Dakle, pokazali smo da se svaka imputacija x mozˇe pokazati kao konveksna kombi-
nacija vektora f 1, . . . , fn.
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Primjer 1.5
Neka je (N, v) TU-igra sa tri igracˇa uz vrijednosti koalicija v(1) = v(3) = 0,
v(2) = 3, v(1, 2, 3) = 5. Tada je I(v) trokut sa vrhovima f 1 = (2, 3, 0), f 2 = (0, 5, 0),
f 3 = (0, 3, 2).
Slika 1.1: Rjesˇenje iz primjera
Definicija 1.6. Neka je (N, v) TU-igra. Neka su y, z ∈ I(v), S ∈ 2N \ {∅}. Tada
kazˇemo da y dominira z preko (koalicije) S, u oznaci y domS z, ako vrijedi:
yi > zi,∀i ∈ S (1.1.5)
y(S) ≤ v(S). (1.1.6)
Za y, z ∈ I(v), kazˇemo da y dominira z, u oznaci y dom z, ako postoji skup
S ∈ 2n \ {∅} takav da y doms z.
Dakle, imputacija y dominira z preko koalicije S ako je y bolja nego z za svaki
cˇlan i koalicije S te je isplatu y(S) moguc´e ostvariti od strane cˇlanova iz S koalira-
njem. To nas vodi do iduc´e definicije:
D(S) := {z ∈ I(v) | postoji y ∈ I(v) t.d. y domS z} (1.1.7)
Vidimo da se skup D(S) sastoji od svih skupova koji su dominirani preko S.
Propozicija 1.7. Za svaku igru (N, v) vrijedi:
a)D(N) = ∅ (1.1.8)
b)D(S) = ∅, ako je |S| = 1 (1.1.9)
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Dokaz. a) Pretpostavimo suprotno, tj. da postoji z ∈ D(N). Tada postoji y ∈ I(v)
t.d. vrijedi (1.1.5). Iz toga slijedi y(N) > z(N). No, buduc´i da je z ∈ D(N),
po definiciji imputacije vrijedi da je z efikasan, tj. z(N) = v(N). Slijedi y(N) >
z(N) = v(N), sˇto je kontradikcija sa (1.1.2), y je efikasan.
b) Pretpostavimo suprotno, kao u a). Neka je S = {i}. Vrijedi y(S) = yi. Po
(1.1.5) i (1.1.1) slijedi yi > zi ≥ v(i). Zbog (1.1.6) vrijedi y(S) = yi ≤ v(S) = v(i).
Kontradikcija.
Definicija 1.8. Za x ∈ I(v) kazˇemo da je nedominiran ako x ∈ I(v)\⋃S∈2N\{∅}D(S).
Dakle, x je nedominiran ako je imputacija te nije dominiran ni za koju koaliciju
S.
Primjer 1.9
Neka je (N, v) igra sa tri igracˇa sa vrijednostima koalicija v(1, 2) = 2, v(N) =
1, v(S) = 0 ako S 6= {1, 2}. Vidimo da c´e D(S) biti prazan skup ako je S 6= {1, 2}
jer je tada y(S) ≤ v(S) = 0. U slucˇaju da je S = {1, 2}, pokazat c´emo da vrijedi:
D({1, 2}) = {x ∈ I(v) |x3 > 0}.
Neka je z ∈ I(v) za koji vrijedi z3 > 0. Definiramo vektor y = (z1 + z32 , z2 + z32 , 0).
Tada vrijedi yi > zi, ∀i ∈ {1, 2} te y({1, 2}) =
∑
i zi = v(N) = 1 < 2 = v(1, 2).
Ako za neki z ∈ I(v) vrijedi z3 = 0, tada za neki y t.d. y dom{1,2} z mora vrijediti
y1 > z1 i y2 > z2, a to znacˇi da je y(N) = y1 +y2 +y3 > z1 +z2 +0 = v(N), tj. y nije
imputacija. Iz toga vidimo da je x ∈ I(v) nedominiran ako zadovoljava x3 = 0.
1.2 Jezgra i dominacijska jezgra
Kroz prosˇlo poglavlje smo uveli osnovnu notaciju te se upoznali sa pojmom domi-
nacije. Sa ciljem pronalaska pravedne distribucije isplate, ili barem one za koju se
niti jedan igracˇ (ili dio koalicije) ne mozˇe buniti, u ovom poglavlju c´emo definirati
dominacijsku jezgru i jezgru te pokazati u kojim su odnosima.
Definicija 1.10. Dominacijska jezgra ili D-jezgra igre (N, v) je skup
DC(v) := I(v) \
⋃
S∈2N\{∅}
D(S). (1.2.1)
Vidimo da dominacijska jezgra nije niˇsta drugo nego skup svih imputacija koje
su nedominirane.
Propozicija 1.11. D-jezgra je konveksan skup.
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Dokaz. Uzmimo x, y ∈ DC(v) te λ ∈ (0, 1). Definiramo z := λx+ (1− λ)y.
Slijedi:
zi = λxi + (1− λ)yi ≥ λv(i) + (1− λ)v(i) ≥ v(i) (1.2.2)
z(N) =
∑
i∈N
zi
=
∑
i∈N
[λxi + (1− λ)yi]
= λ
∑
i∈N
xi + (1− λ)
∑
i∈N
yi
= λv(N) + (1− λ)v(N) = v(N),
(1.2.3)
cˇime smo dokazali da je z ∈ I(v). Preostalo je pokazati da z nije dominiran ni za
koju koaliciju S. Pretpostavimo suprotno, tj. da postoje yd ∈ I(v), S ∈ 2N \ {∅}
takvi da vrijedi yd domS z. To znacˇi da vrijedi:
ydi > zi = λxi + (1− λ)yi, ∀i ∈ S (1.2.4)
yd(S) ≤ v(S) (1.2.5)
Zapiˇsimo na drugi nacˇin: ydi = λy
d
i + (1− λ)ydi , uvrstimo u (1.2.4) te sumirajmo po
i ∈ S. Dobivamo:
λ
∑
i
ydi + (1− λ)
∑
i
ydi > λ
∑
i
xi + (1− λ)
∑
i
yi
Zakljucˇujemo da je
∑
i y
d
i vec´e od
∑
i xi ili od
∑
i yi. Bez smanjenja opc´enitosti,
neka je
∑
i y
d
i >
∑
i xi. Slijedi x(S) < y
d(S) ≤ v(S). Definirajmo δ =
∑
i y
d
i−
∑
i xi
|S| .
Sad mozˇemo konstruirati vektor ti = xi + δ, ∀i ∈ S, ti = ydi , ∀i /∈ S. Vrijedi:∑
i∈N
ti =
∑
i∈N
yi = v(N)
ti = y
d
i ≥ v(i), ∀i /∈ S
ti = xi + δ > xi ≥ v(i), ∀i ∈ S
t(S) = yd(S) ≤ v(S)
Vidimo da je t imputacija te da vrijedi t domS x, sˇto je kontradikcija sa x ∈ DC(v).
Dakle, vrijedi z /∈ ⋃S∈2N\{∅}D(S), tj. z ∈ DC(v).
Definicija 1.12. Jezgra igre (N, v) je skup
C(v) := {x ∈ I(v) |x(S) ≥ v(S) za sve S ∈ 2N \ {∅} }. (1.2.6)
Definicija jezgre je poprilicˇno intuitivna. To je skup svih vektora isplate kod
kojih je kolicˇina isplate za dio koalicije S vec´a nego kolicˇina koju bi bilo koja zasebna
koalicija S mogla postic´i. Igracˇi nemaju razloga izac´i iz velike koalicije te formirati
zasebne koalicije S.
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Teorem 1.13. Za svaku TU-igru, jezgra je podskup D-jezgre.
Dokaz. Neka je (N, v) TU-igra i x ∈ I(v), x /∈ DC(v). Tada postoji y ∈ I(v) i
koalicija S 6= {∅} t.d. y domS x. Slijedi v(S) ≥ y(S) > x(S). Dakle, x /∈ C(v).
Buduc´i da je jezgra C(v) definirana pomoc´u linearnih nejednakosti, mozˇemo ju
lako izracˇunati. Ostaje odgovoriti na pitanje u kojim je slucˇajevima jezgra jed-
naka dominacijskoj jezgri? Pokazat c´emo da je dovoljan uvjet da igra zadovoljava
nejednakost:
v(N) ≥ v(S) +
∑
i∈N\S
v(i), ∀S ∈ 2N \ {∅}. (1.2.7)
Na prvi pogled, nejednakost (1.2.7) se ne cˇini toliko intuitivna. Ali, poprilicˇno je
logicˇna. Ako nejednakost ne vrijedi, to znacˇi da, za neku koaliciju S, budzˇet v(N)
nije dovoljan da se i koaliciji S i igracˇima koji nisu u S isplati onoliko koliko mogu
ostvariti sami. To znacˇi da c´e jedan od njih dobiti manje, a u tom slucˇaju im se
viˇse isplati formirati neku drugu koaliciju, umjesto da formiraju veliku koaliciju.
Dakle, jezgre c´e biti jednake ako je velika koalicija najisplativija za svaku koaliciju,
a elementi jezgre c´e biti distribucije te isplate za koje se niti jedan igracˇ nema
motivacije buniti.
Lema 1.14. Neka je x ∈ I(v) te neka vrijedi x(S) < v(S), za neki S ∈ 2N \ {∅}.
Ako je nejednakost (1.2.7) zadovoljena, tada postoji y ∈ I(v) takav da y domS x.
Dokaz. Definiramo y:
y :=
{
xi +
1
|S|(v(S)− x(S)), i ∈ S
v(i) + 1|S\N |(v(N)− v(S)−
∑
i∈N\S v(i)), i /∈ S
(1.2.8)
Definicija je namjesˇtena tako da vrijedi y ∈ I(v):
yi ≥ v(i) za i ∈ N \ S zbog jednakosti (1.2.7),
yi ≥ v(i) za i ∈ S zbog x ∈ I(v),
a lako se pokazˇe da je y(S) = v(N).
Takoder, zbog pretpostavke x(S) < v(S), vrijedi y domS x, sˇto dokazuje tvrdnju.
Prethodnu lemu mozˇemo interpretirati kao: ako je velika koalicija najisplativija,
tada svaki njezin podskup (kod nedominiranih distribucija) dobiva barem onoliko
koliko je u moguc´nosti sam ostvariti.
Teorem 1.15. Neka je (N, v) igra za koju vrijedi nejednakost (1.2.7). Tada je
DC(v) = C(v).
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Dokaz. Zbog teorema (1.13), dovoljno je pokazati DC(v) ⊆ C(v). Pretpostavimo da
je x ∈ DC(v). Tada, po definiciji od DC(v), ne postoji y ∈ I(v) takav da y domx.
Iz leme slijedi da vrijedi x(S) ≥ v(S), za svaki S ∈ 2N \ {∅}, a to po definiciji jezgre
znacˇi da je x ∈ C(v)
Iako se nejednakost (1.2.7) cˇini poprilicˇno specificˇna, pokazat c´emo da ona vrijedi
cˇim jezgra nije prazna.
Propozicija 1.16. Neka je C(v) 6= ∅. Tada vrijedi nejednakosti (1.2.7).
Dokaz. Uzmimo neki x ∈ C(v). Slijedi:
v(N) = x(N)
= x(S) + x(N \ S)
≥ v(S) + x(N \ S)
≥ v(S) +
∑
i∈N\S
v(i), ∀S ∈ 2n \ {∅},
(1.2.9)
gdje predzadnja nejednakost slijedi iz definicije jezgre, a zadnja iz efikasnosti vektora
x.
Definicija 1.17. Kazˇemo da je TU-igra (N, v) super-aditivna ako vrijedi:
v(S ∪ T ) ≥ v(S) + v(T ), ∀S, T ⊆ N, S ∩ T = ∅ (1.2.10)
Super-aditivne igre su igre u kojima formiranje sve vec´ih koalicija donosi sve
vec´u vrijednost, a to je cˇest slucˇaj u stvarnosti. Iz definicije se lako vidi da za njih
uvijek vrijedi nejednakost (1.2.7), sˇto nam donosi sljedec´i korolar:
Korolar 1.18. Za super-aditivnu igru uvijek vrijedi DC(v) = C(v).
Da ne ostane sve na teoriji, izracˇunat c´emo jezgru za nekoliko primjera iz uvoda.
Primjer 1.19
Gradovi 1, 2 i 3 se zˇele prikljucˇiti na oblizˇnji izvor elektricˇne energije preko
elektricˇnih vodova. Trosˇkovi spajanja su prikazani na slici (1.2).
Svaki grad mozˇe samostalno iznajmiti bilo koji elektricˇni vod. Nasˇ skup igracˇa
se sastoji od tri grada, oznacˇimo ga sa N = {1, 2, 3}. Trosˇkove spajanja ovisno o
koaliciji S mozˇemo prikazati tablicom:
S {1} {2} {3} {1,2} {1,3} {2,3} {1,2,3}
c(S) 100 140 130 150 130 150 50
v(S) 0 0 0 90 100 120 220
Za trosˇkove c(S) smo uzeli najjeftinije moguc´e spajanje svih gradova u koaliciji
S sa izvorom. Usˇteda za koaliciju S je jednaka razlici ukupnih trosˇkova da se svi
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Slika 1.2: Trosˇkovi spajanja
cˇlanovi koalicije pripoje sami i trosˇkova pripajanja cijele koalicije. Racˇunamo ju
preko formule:
v(S) :=
∑
i∈S
c({i})− c(S)
Ponovimo: da bi vektor x bio u jezgri, x mora biti imputacija te mora vrijediti
x(S) ≥ v(S), ∀S ∈ 2N \ {∅}.
Zapiˇsimo te uvjete:
x1 + x2 + x3 = v(S) = 220
x1, x2, x3 ≥ 0
x1 + x2 ≥ 90
x1 + x3 ≥ 100
x2 + x3 ≥ 120
Dobili smo zadac´u koja je koja se mozˇe rijesˇiti metodama linearnog programiranja.
Promotrimo rjesˇenje prikazano na slici (1.3). Buduc´i da imamo x1+x2+x3 = 220,
jezgra je dvodimenzionalan skup i, buduc´i da je xi ≥ 0, nalazi se unutar trokuta sa
vrhovima (220, 0, 0), (0, 220, 0), (0, 0, 220). Nadalje, jezgra je ogranicˇena vrijednos-
tima dvocˇlanih koalicija. To smo prikazali stranicama a, b i c. Stranica a predstavlja
uvjet x1+x2 ≥ 90, tj. ona se sastoji od distribucija isplate unutar trokutu takvih da
je x1 + x2 = 90 (ili x3 = 130). Stranica b odgovara uvjetu x1 + x3 ≥ 100, a c uvjetu
x2 + x3 ≥ 120. Slijedi da je skup obojan u sivo, C, jezgra te rjesˇenje problema.
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x1
x2
x3
(0,220,0)
(220,0,0)
(0,0,220)
(90,0,130)
(100,0,120)
(100,120,0)
(0,120,100)
(0,90,130) C c
a
b
Slika 1.3: Rjesˇenje problema gradova
Primjer 1.20
Pretpostavimo da postoje tri igracˇa: 1, 2 i 3. Igracˇi 1 i 2 posjeduju po jednu
desnu rukavicu, a igracˇ 3 posjeduje samo jednu lijevu. Pretpostavimo da jedan par
rukavica (jedna lijeva i jedna desna) donosi vrijednost 1, dok sve ostalo 0. Igra je
opisana iduc´om tablicom:
S {1} {2} {3} {1,2} {1,3} {2,3} {1,2,3}
v(S) 0 0 0 0 1 1 1
Nakon sˇto postavimo nejednadzˇbe iz definicije C(v), vidimo da je jedino rjesˇenje
x = (0, 0, 1), tj. da igracˇ 3 dobiva cjelokupnu isplatu.
1.3 Jednostavne igre
Sam naziv koalicijske igre nas asocira na politicˇke koalicije. Jednostavne igre mo-
deliraju upravo takve situacije, npr. glasovanje u Vijec´u UN-a, gdje nije svaki glas
jednako vrijedan i postoje uvjeti da bi nesˇto bilo izglasano; ili izglasavanje zakona u
SAD-u, gdje Senat, Dom predstavnika i predsjednik SAD-a moraju dati odobrenje
da bi zakon stupio na snagu.
U ovom poglavlju c´emo definirati osnovne pojmove za jednostavne igre te navesti
nekoliko primjera istih.
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Definicija 1.21. Jednostavna igra (N, v) je igra u kojoj svaka koalicija ima vrijed-
nost 1 ili 0, a velika koalicija ima vrijednost 1. Koalicije koje imaju vrijednost 1
nazivamo dobitne, a koje imaju vrijednost 0 gubitne. Minimalna dobitna koalicija je
ona za koju je svaki pravi podskup gubitan.
Igracˇ i se naziva diktator ako vrijedi: v(S) = 1 ako i samo ako i ∈ S. Igracˇ i se
naziva veto igracˇ ako se nalazi u svakoj dobitnoj koaliciji. Skup svih veto igracˇa igre
v oznacˇavamo sa veto(v).
Skup svih veto igracˇa, veto(v), mozˇemo zapisati kao:
veto(v) =
⋂
{S ∈ 2N | v(S) = 1}. (1.3.1)
Oznakom ei ∈ RN c´emo oznacˇavati kanonski vektor, tj.
eij =
{
1, i = j
0, i 6= j. (1.3.2)
Primjer 1.22
Neka je (N, v) TU-igra. Neka je i ∈ N diktator, tj. neka vrijedi:
v(S) = 1 ako i samo ako i ∈ S, a 0 inacˇe.
Tu igru cˇesto oznacˇavamo sa δi. Mozˇemo vidjeti da vrijedi:
v(N) = 1, v({i}) = 1 =⇒ I(v) = {ei},
v(S \ {i}) = 0 =⇒ veto(v) = {i},
C(v) = DC(v) = {ei}.
Primjer 1.23
Zamislimo igru sa tri igracˇa u kojoj pobijedi ona koalicija koja uspije skupiti
vec´inu. To zapravo znacˇi da vrijedi v(S) = 1 za |S| ∈ {2, 3} i v(S) = 0 za
|S| ∈ {0, 1}. Tada za skup svih veto igracˇa vrijedi:
{1, 2} ∩ {1, 3} ∩ {2, 3} ∩ {1, 2, 3} = ∅ = veto(v),
a za jezgu i dominacijsku jezgru vrijedi:
C(v) = DC(v) = ∅
zato sˇto je igra super-aditivna i zato sˇto za svaku distribuciju x ∈ I(v) postoji
xi > 0, a tada mozˇemo definirati distribuciju y t.d. y(N \{i}) > x(N \{i}) (dajemo
preostalim igracˇima vrijednost xi).
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Primjer 1.24
Neka je N = {1, . . . , n} skup igracˇa, a T ⊆ N neprazna koalicija. Tada igru
(N, uT ) nazivamo igra T-sporazuma ako vrijedi: uT (S) = 1 ako i samo ako je T ⊆ S.
Za takvu igru je ocˇito veto(uT ) = T te vrijedi:
C(uT ) = DC(uT ) = conv{ei | i ∈ T}.
To se vidi zato sˇto se uT (S) ne mijenja ako u koaliciju T dodajemo igracˇe iz N \T , a
ako smanjujemo koaliciju T , onda je vrijednost koalicije jednaka 0. Dakle, dovoljno
je gledati koaliciju T .
Zadnji primjer daje indicije o postojanju povezanosti izmedu jezgre i veto igracˇa.
Primjetimo da jednostavne igre nisu super-aditivne, tako da ne zadovoljavaju nuzˇno
nejednakost (1.2.7), ali vrijedi sljedec´i teorem:
Teorem 1.25. Neka je (N, v) jednostavna igra. Tada vrijedi:
i) C(v) = conv{ei ∈ Rn | i ∈ veto(v)}
ii) veto(v) = ∅ i {i ∈ N | v(i) = 1} = {k} =⇒ C(v) = ∅, DC(v) = {ek}.
Inacˇe, DC(v) = C(v)
Rijecˇima, jezgra jednostavne igre je neprazna ako i samo ako postoje veto igracˇi.
Tada se isplata v(N) = 1 dijeli samo medu njima. Nadalje, jezgra je jednaka
dominacijskoj jezgi, osim ako ne postoji niti jedan veto igracˇ te tocˇno jedan igracˇ
dobiva cijelu isplatu, u kojem slucˇaju je jezgra prazna, a dominacijska jezgra sadrzˇi
samo isplatu tom igracˇu.
Dokaz. i) Neka je i ∈ veto(v). Neka je S ∈ 2N neprazna koalicija. Ako je i ∈ S,
onda vrijedi ei(S) = 1 ≥ v(S). Ako i nije iz S, onda vrijedi ei(S) = 0 = v(S) jer je
i veto igracˇ. Buduc´i da je C(v) konveksan skup, pokazali smo ⊇.
Uzmimo sada x ∈ C(v). Dovoljno je dokazati i /∈ veto(v) =⇒ xi = 0. Pretpos-
tavimo suprotno, tj. da postoji igracˇ i /∈ veto(v) i da vrijedi xi > 0. Buduc´i da i
nije veto igracˇ, postoji S takav da je v(S) = 1 i da x /∈ S. Slijedi:
x(S) = x(N)− x(N \ S) ≤ 1− xi < 1 = v(S), (1.3.3)
sˇto je kontradikcija sa pretpostavkom x ∈ C(v).
ii) Pretpostavimo da je veto(v) = ∅ i da igracˇ k dobiva cijelu isplatu. Zbog i),
C(v) = ∅. Po definiciji od I(v), vrijedi I(v) = {ek}, pa slijedi DC = {ek}.
Tvrdnju DC(v) = C(v) dokazujemo po slucˇajevima:
a) veto(v) = ∅ i {i ∈ N | v(i) = 1} = ∅ =⇒ sve jednocˇlane koalicije imaju
vrijednost 0, pa vrijedi (1.2.7),
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Jednakost slijedi iz teorema (1.15)
b) veto(v) = ∅ i |{i ∈ N | v(i) = 1}| ≥ 2 =⇒ v(N) = 1, a ∑ v(i) ≥ 2. Slijedi
I(v) = ∅ po definiciji skupa imputacija, pa je C(v) = DC(v) = ∅
c) veto(v) 6= ∅ =⇒ C(v) 6= ∅ zbog i). Tvrdnja slijedi iz propozicije (1.16) i
teorema (1.15).
Primjer 1.26
Neka je N = {1, 2, 3}, v({1}) = v({2, 3}) = v({1, 2, 3}) = 1 i v(S) = 0 za ostale
koalicije. Vidimo da vrijedi veto(v) = ∅, C(v) = ∅ i DC(v) = {e1}.
Primjer 1.27
Rijesˇimo primjer iz uvoda:
Vijec´e sigurnosti UN-a se sastoji od 5 stalnih cˇlanova (SAD, Rusija, Velika Brita-
nija, Francuska i Kina) te 10 ostalih cˇlanova. Da bi Vijec´e donijelo odluku, potrebna
je suglasnost barem 9 cˇlanova, ukljucˇujuc´i svih 5 stalnih. Sad znamo da su stalni
cˇlanovi zapravo veto igracˇi. Po prethodnom teoremu vidimo da se jezgra i domi-
nacijska jezgra sastoje od konveksnih kombinacija vektora ei, gdje je i neka stalna
cˇlanica.
1.4 Stabilni skupovi
Kao motivaciju i dobar uvod u stabilne skupove, razmotrimo iduc´i primjer:
Primjer 1.28
Neka je N = {1, 2, 3} i (N, v) TU-igra. Neka su vrijednosti svih koalicija jednake
1, osim za jednocˇlane, cˇije su jednake 0. Definirajmo skup:
A := {(1
2
,
1
2
, 0), (
1
2
, 0,
1
2
), (0,
1
2
,
1
2
)} (1.4.1)
Buduc´i da je v(i) = 0,∀i ∈ N , vektori iz A su individualno racionalni, a vidimo da su
i efikasni (v(N) = 1). Dakle, sva tri su imputacije. Lako vidimo i da jedan drugoga
ne dominiraju. Promotrimo sad x ∈ I(v) \ A. Ako vrijedi xi ≥ 12 za neki i, tada za
S = N \{i} postoji vektor iz y ∈ A koji dominira x preko S. Inacˇe, vrijedi xi < 12 ,∀i
pa bilo koji vektor iz A dominira x preko S = {i ∈ N | yi 6= 0}. Vidimo da svaku
imputaciju iz x ∈ I(v)\A dominira neki vektor iz A. Takve vektore su matematicˇari
von Neumann i Morgenstern nazvali rjesˇenje igre. Na kraju, primijetimo da je svaki
vektor iz A takoder dominiran, npr. (0.8, 0, 0.2) domN\{2}(12 ,
1
2
, 0)
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Definicija 1.29. Neka je (N, v) TU-igra te neka je A ⊆ I(v). Podskup A nazivamo
stabilnim ako vrijedi:
∀x, y ∈ A =⇒ x ne dominira y (1.4.2)
x ∈ I(v) \ A =⇒ (∃y ∈ A) y domx (1.4.3)
Prvo svojstvo u definiciji nazivamo unutrasˇnja stabilnost, a drugo vanjska stabil-
nost.
Stabilan skup u igri nije nuzˇno jedinstven. U prosˇlom primjeru je skup
Bc := {x ∈ I(v) |x3 = c} stabilan za svaki c ∈ [0, 12) (dokaz je slicˇan kao za skup
A iz primjera). Problem egzistencije stabilnih skupova josˇ nije u potpunosti rijesˇen,
ali ipak mozˇemo dokazati postojanje uz neke uvjete:
Teorem 1.30. Neka je (N, v) jednostavna igra te neka je S minimalna dobitna
koalicija. Neka je skup ∆S definiran sa:
∆S := {x ∈ I(v) |xi = 0, ∀i /∈ S} (1.4.4)
Tada je, uz uvjet da je neprazan, ∆S stabilan skup.
Dokaz. Uzmimo x, y ∈ ∆S. U slucˇaju da su jednaki, ocˇito vrijedi unutrasˇnja sta-
bilnost. Ako je x 6= y, tada postoji j ∈ S takav da je xj 6= yj. Bez smanjenja
opc´enitosti, pretpostavljamo yj > xj. Slijedi da x ne dominira y preko S, a buduc´i
da je S minimalna dobitna koalicija vrijedi v(S ′) = 0,∀S ′ ⊂ S te xi = 0,∀i /∈ S.
Slijedi da x ne dominira y ni za koji podskup S ′ ⊆ N .
x i y su imputacije pa vrijedi
∑
i∈S xi =
∑
i∈S. Sad imamo:∑
i∈S
xi −
∑
i∈S
yi = 0∑
i∈S\{j}
xi −
∑
i∈S\{j}
yi = yj − xj
Buduc´i da je yj −xj > 0, tada je i lijeva strana pozitivna, a to znacˇi da postoji neki
i ∈ S \ {j} takav da xi > yj. Analognim zakljucˇivanjem, vrijedi da y ne dominira x.
Uzmimo sad x ∈ I(v) \ ∆S. Primijetimo da, ukoliko je skup prazan, vrijedi
(1.4.3), pa je ∆S stabilan. Buduc´i da x nije u ∆S, postoji i /∈ S takav da xi 6= 0.
Definiramo vektor y tako da vrijedi yi = 0, ∀i /∈ S te yi = xi +
∑
j /∈S
xj
|S| , ∀i ∈ S.
y je ocˇito imputacija te vrijedi y domS x. S time smo dokazali vanjsku stabilnost.
Dakle, ∆S je stabilan skup.
Iduc´i teorem govori o odnosu stabilnih skupova i dominacijske jezgre:
Teorem 1.31. Neka je (N, v) igra. Tada vrijedi:
i)DC(v) ⊆ A, za svaki stabilni skup A
ii)A iB stabilni, A 6= B =⇒ A * B
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Dokaz. Neka je x ∈ DC(v) te neka je A neki stabilan skup. Vrijedi x ∈ I(v).
Pretpostavimo da je x ∈ I(v) \A. Po definiciji stabilnog skupa, postoji y ∈ A takav
da y domx. Buduc´i da je x iz dominacijske jezgre, x je nedominiran. Kontradikcija.
Slijedi x ∈ A, cˇime smo dokazali prvu tvrdnju.
Pretpostavimo da su A i B stabilni, A 6= B te da je A ⊆ B. Tada postoji
x ∈ B takav da x /∈ A. Buduc´i da je A stabilan, po (1.4.3) postoji neki y ∈ A
takav da y domx. Vektor y nije iz B jer bi onda vrijedilo x, y ∈ B, y domx, sˇto je
kontradikcija sa (1.4.2). Dakle, A * B.
Korolar 1.32. Neka (N, v) igra te neka joj je dominacijska jezgra stabilan skup.
Tada je to i jedinstven stabilan skup.
Dokaz. Slijedi iz prve i druge tvrdnje prosˇlog teorema.
Napomena: Vec´ smo dokazali da je jezgra podskup D-jezgre. Iz prethodnog teorema
mozˇemo zakljucˇiti da, ako je jezgra stabilan skup, onda je to jedistven stabilan skup.
Stabilnih skupovi nude alternativno rjesˇenje za koalicijsku igru. No, susrec´emo
se sa nekoliko problema. Prvi je cˇinjenica da je stabilnost svojstvo skupa, a ne
pojedinacˇnih vektora. Jezgra, na primjer, nema taj problem. Drugi problem je
to sˇto ih nije lako pronac´i, a trec´i je to sˇto problem egzistencije nije u potpunosti
rijesˇen. Zbog tih problema, cˇesto se priklanjamo nekim drugim rjesˇenjima igre.
1.5 Uravnotezˇene igre i jezgra
U ovom poglavlju c´emo okarakterizirati igre u smislu ravnotezˇe, a na kraju iskazati
i dokazati Bondareva-Sharpleyjev teorem.
Definicija 1.33. Neka je N = {1, 2, . . . , n}. Preslikavanje λ : 2N \ {∅} 7→ R+ :=
{x ∈ R |x ≥ 0} nazivamo uravnotezˇenim (balansiranim) ako vrijedi:∑
S∈2N\{∅}
λ(S)eS = eN , (1.5.1)
gdje sa eS ∈ RN oznacˇavamo karakteristicˇni vektor za koaliciju S:
eSi :=
{
1, i ∈ S
0, i ∈ N \ S. (1.5.2)
Za uravnotezˇeno preslikavanje sa kodomenom R+ \ {0} kazˇemo da je strogo urav-
notezˇeno.
Rijecˇima, uravnotezˇeno preslikavanje je ono koje pridruzˇuje jednom igracˇu sumiranu
vrijednost kroz sve koalicije od tocˇno 1.
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Definicija 1.34. Skup B nepraznih koalicija nazivamo (strogo) uravnotezˇenim ili
balansiranim ako postoji (strogo) uravnotezˇeno preslikavanje takvo da vrijedi:
B = {S ∈ 2N |λ(S) > 0}. (1.5.3)
Primjer 1.35
Neka je N1, N2, . . . , Nk particija skupa N , tj. neka vrijedi N =
⋃k
r=1Nr i
Ns ∩Nt = ∅ za s 6= t. Tada je {N1, N2, . . . , Nk}, uz uravnotezˇeno preslikavanje
λ(S) :=
{
1, S ∈ {N1, N2, . . . , Nk}
0, inacˇe,
uravnotezˇen skup.
Primjer 1.36
Neka je N = {1, 2, 3}. Skup B = {{1, 2}, {1, 3}, {2, 3}} je uravnotezˇen uz urav-
notezˇeno preslikavanje
λ(S) :=
{
0, |S| ∈ {1, 3}
1
2
, |S| = 2.
Koncept uravnotezˇenog skupa mozˇemo shvatiti kao generalizaciju particija. Pret-
postavimo da svaki igracˇ mozˇe potrosˇiti jednu jedinicu vremena (energije, rada..).
Svaki igracˇ mozˇe svoju jedinicu raspodijeliti izmedu raznih koalicija kojima pripada.
Na primjer, ako gledamo particije skupa N , tada c´e svaki igracˇ potrosˇiti svo svoje
vrijeme na particiju kojoj pripada. U definiciji uravnotezˇenog preslikavanja je osigu-
rano da c´e svaki igracˇ koji je cˇlan koalicije S posvetiti tocˇno λ(S) vremena koaliciji
S, i tako za svaku koaliciju kojoj pripada. To mozˇemo interpretirati kao vijek pos-
tojanja koalicije S. Takoder je osigurano da ukupno vrijeme potrosˇeno za svakog
igracˇa iznosi tocˇno 1.
Definicija 1.37. Igru (N, v) nazivamo uravnotezˇenom ako za svako uravnotezˇeno
preslikavanje λ : 2N \ {∅} 7→ R+ vrijedi:∑
S
λ(S)v(S) ≤ v(N) (1.5.4)
Uvjet (1.5.4) se cˇesto naziva Bondareva-Sharpleyjev uvjet ili uvjet ravnotezˇe.
Ako nastavimo usporedbu sa vremenom, uravnotezˇenost igre mozˇemo shvatiti kao
igru u kojoj je barem jednako isplativo koalirati u velikoj koaliciji tijekom jedne
jedinice vremena umjesto formirati manje koalicije sa nekom uravnotezˇenom distri-
bucijom vremena. Motivacija ove definicije lezˇi u cˇinjenici da je jezgra takvih igara
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neprazna, sˇto c´emo uskoro dokazati. Za dokaz c´e nam trebati teorem o dualnosti iz
linearnog programiranja.
Za vektore x, y ∈ Rn, sa x · y oznacˇavamo skalarni produkt, tj. vrijedi:
x · y =
n∑
i
xiyi. (1.5.5)
Teorem 1.38 (O dualnosti). Neka je A n× p matrica, b ∈ Rp te c ∈ Rn. Neka je
{x ∈ Rn |xA ≥ b} 6= ∅ i {y ∈ Rp |Ay = c, y ≥ 0} 6= ∅. Tada vrijedi:
min{x · c |xA ≥ b} = max{b · y |Ay = c, y ≥ 0} (1.5.6)
Dokaz. Dokaz teorema se nalazi u [4].
Korolar 1.39. Ako je jedan od dva skupa definirana sa (1.5.6) prazan, tada je i
drugi, tj. rjesˇenje oba programa se ne postiˇze.
Napokon mozˇemo dokazati dugo najavljivani teorem:
Teorem 1.40 (Bondareva-Sharpley). Neka je (N, v) TU-igra. Tada vrijedi iduc´a
ekvivalencija:
C(v) 6= ∅ ⇐⇒ (N, v) je uravnotezˇena igra
Dokaz. Buduc´i da je jezgra podskup skupa imputacija, a za svaku imputaciju x
vrijedi
∑
xi = v(N), slijedi:
C(v) 6= ∅ ⇐⇒ v(N) = min{
n∑
i=1
xi |x ∈ RN , x(S) ≥ v(S), ∀S ∈ 2N \ {∅}}. (1.5.7)
Neka je A matrica sa karakteristicˇnim vektorima eS kao stupcima, neka je c := eN i
neka je b vektor vrijednosti koalicije. Iz teorema (1.38) slijedi:
C(v) 6= ∅ ⇐⇒ v(N) = max{
∑
S
λ(S)v(S) |
∑
S
λ(S)eS, λ ≥ 0}. (1.5.8)
Desna strana nam govori da je igra uravnotezˇena. Lako se vidi da su uvjeti nepraz-
nosti u teoremu (1.38) zadovoljeni.
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2 Nukleolus
U prvom odjeljku smo definirali jezgru te neke njezine karakteristike. No, cˇak i kad
postoji, jezgra mozˇe biti veliki skup brojeva, a mi bismo htjeli jedinstveno rjesˇenje.
Nukleolus ili jezgrica svakoj igri s nepraznim skupom imputacija pridruzˇuje jedins-
tveni element tog skupa imputacija te, ako je jezgra neprazna, taj jedinstveni element
se nalazi u jezgri. Nukleolus se zasniva na ideji viˇska, tj. razlike vrijednosti koalicije
te kolicˇine koju cˇlanovi koalicije ostvaruju za neku distribuciju. Kad je viˇsak poziti-
van, cˇlanovi koalicije nisu zadovoljni sa kolicˇinom koju ostvare u koaliciji. nukleolus
c´e se sastojati od vektora koji c´e minimizirati viˇsak leksikografskim poretkom. Pra-
nukleolus c´e biti element koji postoji za svaku igru, cˇak i kada je skup imputacija
prazan, a za uravnotezˇene igre je on istovjetan nukleolusu.
U ovom odjeljku bavit c´emo se nukleolusom i pranukleolusom. Pocˇet c´emo sa pri-
mjerom, pa c´emo se upoznati sa leksikografskim uredajem, na kojem se bazira defi-
nicija nukleolusa i pranukleolusa. Na kraju se bavimo karakterizacijama te nacˇinom
izracˇunavanja samih vrijednosti.
2.1 Primjer nukleolusa
Pocˇinjemo sa primjerom na kojem c´emo pokazati osnovne ideje nukleolusa. Neka je
(N, v) TU-igra zadana tablicom:
S {∅} {1} {2} {3} {1,2} {1,3} {2,3} {1,2,3}
v(S) 0 4 4 4 8 12 16 24
Mozˇemo vidjeti da je jezgra neprazna. Na primjer, vektor x = (8, 8, 8). Vidimo
da vrijedi xi = 8 > 4 = v(i),∀i ∈ N , te
∑
i∈S xi = 8 + 8 + 8 = 24 = v(N). Dakle, x
je imputacija. Takoder, vrijedi x(S) = 16 ≥ v(S), |S| = 2, sˇto znacˇi da je x ∈ C(v).
Neka je x neka efikasna distribucija. Za nepraznu koaliciju S, definiramo viˇsak
od S sa:
e(S, x) := v(S)− x(S). (2.1.1)
Primjetimo da c´e viˇsak od N biti jednak nula jer je x(N) = v(N) (x je efikasan),
zato e(N, x) zanemarujemo.
Ideja racˇunanja nukleolusa je da uzmemo neku imputaciju te izracˇunamo viˇskove.
Od svih imputacija (ili efikasnih vektora ako racˇunamo pranukleolus), uzmemo
one gdje je maksimalan viˇsak najmanji. Ako je taj skup jednocˇlan, to je nasˇ
(pra)nukleolus. Ako nije, gledamo koalicije za koje se maksimalan viˇsak mozˇe sma-
njiti te ponovimo proceduru za njih, drzˇec´i viˇsak ostalih koalicija fiksan. Na kraju,
kao rezultat dobivamo (pra)nukleolus.
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Primjetimo da c´e elementi jezgre po definiciji imati samo nepozitivne viˇskove, dok
c´e elementi izvan jezgre imati barem jedan pozitivan. To nam govori da racˇunanje
nukleolusa mozˇemo provoditi samo na elementima jezgre i da c´e pranukleolus biti
jednak nukleolusu.
Izracˇunajmo sad viˇskove prezentirane igre za neke vektore jezgre:
S ∅ {1} {2} {3} {1,2} {1,3} {2,3} {1,2,3}
v(S) 0 4 4 4 8 12 16 24
e(S, (8, 8, 8)) -4 -4 -4 -8 -4 0
e(S, (6, 9, 9)) -2 -5 -5 -7 -3 -2
e(S, (6, 8, 10)) -2 -4 -6 -6 -4 -2
(2.1.2)
Pogledajmo vektor (8, 8, 8). Najvec´i viˇsak tog vektora je jednak 0, a ostvaren je
za koaliciju {2, 3}. Taj viˇsak mozˇemo smanjiti ako povec´amo isplatu igracˇima 2 i 3,
na trosˇak igracˇa 1. Isplate mozˇemo povec´ati za maksimalno 1, sˇto znacˇi da c´e nam
vektor biti (6, 9, 9).
Vektor (6, 9, 9) ima najvec´i viˇsak jednak −2 i to za koalicije {2, 3} te {1}. Buduc´i
da su koalicije disjunktne, to doista i jest najmanji moguc´i viˇsak za te koalicije.
Cˇim bismo smanjili viˇsak za jednu, povec´ao bi se viˇsak druge. Primjetimo da su
te koalicije uravnotezˇene, cˇak formiraju i particiju. Drugi najvec´i viˇsak za vektor
(6, 9, 9) je jednak −3, a ostvaruje se za koaliciju {1, 3}. Njega bismo mogli smanjiti
ako povec´amo isplatu igracˇu 1 ili 3, na trosˇak igracˇa 2. Zbog prosˇlih razmatranja,
znamo da je isplata igracˇu 1 fiksirana, sˇto znacˇi da c´emo povec´ati isplatu igracˇu 3
na trosˇak igracˇa 2. To mozˇemo napraviti za maksimalno 1, sˇto nas vodi do vektora
(6, 8, 10).
Tu je maksimalni viˇsak josˇ uvijek −2, ali je drugi najvec´i −4, ostvaren za koalicije
{2} i {1, 3}. Taj viˇsak viˇse ne mozˇemo smanjiti. Preostaje nam pogledati trec´i
maksimalni viˇsak, −6, ostvaren za {3} i {1, 2}. Ako smanjimo jedan od ta dva
viˇska, povec´at c´e se drugi. Buduc´i da su jednaki, to i jesu najmanji viˇskovi za te
koalicije.
Slijedi da je (6, 8, 10) nukleolus i pranukleolus zadane igre.
2.2 Leksikografski uredaj
Buduc´i da c´emo u definiciji nukleolusa koristiti leksikografski uredaj, u ovom po-
glavlju ga definiramo.
Definicija 2.1. Neka je Rk skup realnih vektora dimenzije k. Binarnu relaciju 
na Rk koja zadovoljava:
refleksivnost: x  x,∀x ∈ Rk
tranzitivnost: x  y, y  z → x  z,∀x, y, z ∈ Rk
antisimetricˇnost: x  y, y  x→ x = y,∀x, y,∈ Rk
(2.2.1)
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nazivamo parcijalni uredaj.
Za parcijalni uredaj , piˇsemo x  y ako vrijedi x  y te y  x.
Definicija 2.2. Parcijalni uredaj koji zadovoljava:
potpunost: (∀x ∈ Rk)(∀y ∈ Rk)x  y ∨ x  y (2.2.2)
nazivamo totalni uredaj.
Definicija 2.3. Neka je Rk skup realnih vektora dimenzije k. Za vektore x, y ∈ Rk
kazˇemo da je vektor x leksikografski vec´i ili jednak vektoru y, u oznaci xlex y, ako
je x = y, ili x 6= y te za
i = min{j ∈ {1, . . . , k} |xj 6= yj}
vrijedi xi > yi.
Vektor x je leksikografski vec´i od vektora y ako na prvoj koordinati za koju x i
y nisu jednaki, x ima strogo vec´u vrijednost.
2.3 Pranukleolus i nukleolus
Vec´ smo spomenuli da se nukleolus zasniva na ideji viˇska, pa definirajmo ga sluzˇbeno:
Definicija 2.4. Neka je (N, v) TU-igra te neka je X ⊆ RN neki skup distribucija
isplata. Za svaku nepraznu koaliciju S ⊆ N i svaki x ∈ X, viˇsak koalicije S za
isplatu x je broj
e(S, x, v) := v(S)− x(S). (2.3.1)
Viˇsak interpretiramo kao nezadovoljstvo koalicije S u slucˇaju da je x vektor
isplate. Za svaki x ∈ X sa θ(x) oznacˇavamo vektor svih viˇskova nepraznih koalicija,
u nerastuc´em poretku.
Dakle,
θ(x) = (e(S1, x, v), . . . , e(S2n−1, x, v)), (2.3.2)
gdje vrijedi e(St, x, v) ≥ e(Sp, x, v), za svake 1 ≤ t ≤ p ≤ 2n − 1.
Definicija 2.5. Neka je lex leksikografski uredaj na R2n−1, kao sˇto smo definirali
u poglavlju (2.2). Generalizirani nukleolus (ili jezgrica) igre (N, v) u odnosu na skup
distribucija isplate X je definran sa:
N (N, v,X) := {x ∈ X | θ(y)lex θ(x), ∀y ∈ X} (2.3.3)
Poanta generaliziranog nukleolusa je vrlo jasna, zˇelimo leksikografski minimizi-
rati viˇskove. Trazˇimo vektore x takve da je θ1(x) minimalno. θ1(x) predstavlja
najvec´e nezadovoljstvo. Nakon toga, od vektora koji minimiziraju θ1(x), trazˇimo
one koji minimiziraju drugo najvec´e nezadovoljstvo, θ2(x), i tako nastavljamo dalje.
Prvo pokazujemo za kakve sve skupove X je generalizirani nukleolus neprazan.
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Teorem 2.6. Neka je X ⊆ RN neprazan i kompaktan. Tada je, za svaku igru v,
skup N (N, v,X) neprazan i kompaktan.
Dokaz. Buduc´i da su funkcije e(S, ·, v) neprekidne za svaki S (zbroj neprekidnih),
slijedi da je θ(·) neprekidna. Rekurzivno definiramo:
X0 := X
Xt := {x ∈ Xt−1 | θt(y) ≥ θt(x), ∀y ∈ Xt−1}, t = 1, . . . , 2n − 1
(2.3.4)
Buduc´i da je θ(·) neprekidna, iz Weierstrassovog teorema slijedi da je Xt neprazan
i kompaktan podskup od Xt−1. Posebno, to vrijedi za t = 2n − 1. Iz definicije
generaliziranog nukleolusa, vidimo da vrijedi X2n−1 = N (N, v,X).
Pokazat c´emo da, ako dodamo i uvjet konveksnosti skupa X, generalizirani nuk-
leolus u odnosu na skup X c´e se sastojati od jedne tocˇke. Za dokaz c´e nam trebati
sljedec´a lema:
Lema 2.7. Neka je X ⊆ RN konveksan, neka su x, y,∈ X te neka je 0 ≤ α ≤ 1.
Tada vrijedi:
αθ(x) + (1− α)θ(y)lex θ(αx+ (1− α)y). (2.3.5)
Dokaz. Neka su sve neprazne koalicije S1, . . . , S2n−1 poredane na nacˇin da vrijedi
θ(αx+ (1−α)y) = (e(S1, αx+ (1−α)y, v), . . . , e(S2n−1, αx+ (1−α)y, v)). (2.3.6)
Desna strana jednadzbe je jednaka αa+(1−α)b, gdje je a = (e(S1, x, v), . . . , e(S2n−1, x, v)),
a b = (e(S1, y, v), . . . , e(S2n−1, y, v)). Buduc´i da θ(x)lex a i θ(y)lex b (po definiciji
od θ(·)), slijedi:
αθ(x) + (1− α)θ(y)lex αa+ (1− α)b = θ(αx+ (1− α)y), (2.3.7)
sˇto smo trebali i pokazati.
Teorem 2.8. Neka je X ⊆ RN konveksan skup. Tada, za svaku igru (N, v), gene-
ralizirani nukleolus u odnosu na X sadrzˇi najviˇse jedan vektor.
Dokaz. Neka su x, y ∈ N (N, v,X) te neka je 0 < α < 1. Buduc´i da su x i y
oba iz generaliziranog nukleolusa, vrijedi θ(x) = θ(y). To znacˇi da su viˇskovi od
x, y jednaki, ali ne nuzˇno za iste koalicije. Buduc´i da su x, y iz generaliziranog
nukleolusa, slijedi:
θ(αx+ (1− α)y)lex θ(x) = θ(y) (2.3.8)
a iz leme (2.7):
θ(x) = θ(y) = αθ(x) + (1− α)θ(y)lex θ(αx+ (1− α)y). (2.3.9)
Tada iz asimetricˇnosti leksikografskog uredaja, imamo:
θ(αx+ (1− α)y) = θ(x) = θ(y) (2.3.10)
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Raspiˇsimo po definiciji od θ:
θ(αx+ (1− α)y) = (e(S1, αx+ (1− α)y, v), . . . , e(S2n−1, αx+ (1− α)y, v))
= α(e(S1, x, v), . . . , e(S2n−1, x, v)) + (1− α)(e(S1, y, v), . . . , e(S2n−1, y, v))
= αa+ (1− α)b,
θ(x) = θ(y) = αθ(x) + (1− α)θ(y)
gdje su a, b definirani kao u lemi (2.7). Iz θ(x)lex a i θ(y)lex b slijedi da je a = θ(x)
te b = θ(y). No, buduc´i da je poredak koalicija iz a isti kao i iz b, slijedi da to vrijedi
i za θ(x) i θ(y). Iz toga i cˇinjenice da su svi viˇskovi za x i y jednaki, slijedi x = y.
Korolar 2.9. Generalizirani nukleolus igre (N, v) s obzirom na neprazan, kompaktan
i konveksan skup sadrzˇi tocˇno jedan vektor.
Za skupX cˇesto odabiremo skup imputacija I(v) igre (N, v) ili skup svih efikasnih
distribucija isplate, I∗(N, v) = {x ∈ RN |x(N) = v(N)}.
Definicija 2.10. Neka je (N, v) koalicijska igra. Generalizirani nukleolus igre (N, v)
s obzirom na skup imputacija I(v) nazivamo nukleolusom (ili jezgricom) igre (N, v).
Oznacˇavamo ga sa ν(N, v).
Korolar 2.11. Nukleolus esencijalne igre (N, v) se sastoji od tocˇno jedne tocˇke.
Dokaz. Dokazali smo da je skup imputacija neprazan, kompaktan i konveksan.
Tvrdnja slijedi iz korolara (2.9).
Definicija 2.12. Generalizirani nukleolus neke igre (N, v) s obzirom na skup I∗(N, v) =
{x ∈ RN |x(N) = v(N)}, nazivamo pranukleolusom (ili prajezgricom) igre (N, v).
Oznacˇavamo ga sa ν∗(N, v).
Propozicija 2.13. Pranukleolus igre (N, v) je jednocˇlan skup.
Dokaz. Neka su x, y ∈ I∗(v) te neka je λ ∈ (0, 1). Za z := λx+ (1− λ)y vrijedi:
z(N) =
∑
i∈N
zi
=
∑
i∈N
[λxi + (1− λ)yi]
= λ
∑
i∈N
xi + (1− λ)
∑
i∈N
yi
= λv(N) + (1− λ)v(N)
= v(N).
Dakle, I∗(v) je konveksan. Primjetimo da je I∗(v) sigurno neprazan jer je vektor
vi =
v(N)
|N | , i ∈ N sigurno iz I∗(v). Iz teorema (2.8) slijedi tvrdnja.
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Propozicija 2.14. Ako je skup imputacija neprazan, nukleolus igre (N, v) je jednocˇlan
skup.
Dokaz. Ako je I(v) jednocˇlan, onda je konveksan, pa po teoremu (2.8) slijedi tvrdnja.
Za x, y ∈ I(v) definiramo z kao u prosˇloj propoziciji. Slijedi:
zi = λxi + (1− λ)yi ≥ λv(i) + (1− λ)v(i) = v(i),∀i ∈ N
U prosˇloj propoziciji smo pokazali da je konveksna kombinacija efikasnih vektora
i dalje efikasna, slijedi da je I(v) konveksan. Takoder, skup imputacija je omeden
sa v(i), i ∈ N odozdo i sa v(N) odozgo te je neprekidan. Po korolaru (2.9) slijedi
tvrdnja.
Lema 2.15. Ako je pranukleolus igre (N, v) individualno racionalan, tada je on i
nukleolus igre (N, v).
Dokaz. Neka je x∗ pranukleolus igre (N, v). Iz definicije, pranukleolus je efikasan,
a po pretpostavci individualno racionalan. Dakle, x∗ je imputacija. Buduc´i da je
svaka imputacija posebno i efikasna, za neku imputaciju x vrijedi:
θ(x)lex θ(x∗)
jer je x∗ pranukleolus. Slijedi da je x∗ nukleolus igre (N, v).
Teorem 2.16. Neka je (N, v) igra sa nepraznom jezgrom (C(v) 6= ∅). Tada vrijedi
ν∗(N, v) = ν(N, v) ∈ C(v).
Dokaz. Neka je x imputacija u jezgri te neka je x∗ pranukleolus igre. Buduc´i da je
x iz jezgre, vrijedi x(S) ≥ v(S), za svaku koaliciju S. Slijedi:
e(S, x) = v(S)− x(S) ≤ 0, ∀S. (2.3.11)
To implicira da je θ1(x) ≤ 0. Jer je θ(x)lex θ(x∗), vrijedi θ1(x∗) ≤ θ1(x) ≤ 0. Po
definiciji je θ1(x
∗) = maxS∈N\{∅} e(S, x∗), iz cˇega slijedi da je za svaku koaliciju S
e(S, x∗) ≤ 0, tj. x∗(S) ≥ v(S). Zadnja nejednakost nam govori da je x∗ u jezgri.
Posebno, vrijedi x∗i ≥ v(i), sˇto znacˇi da je x∗ imputacija. Iz leme (2.15) slijedi da je
x∗ i nukleolus.
2.4 Kohlbergov kriterij
U ovom poglavlju c´emo dokazati Kohlbergov kriterij za pranukleolus, koji karakte-
rizira rjesˇenje pomoc´u uravnotezˇenih skupova.
Definicija 2.17. Neka je (N, v) TU-igra. Vektor y ∈ RN za koji vrijedi y(N) = 0
nazivamo sporedna isplata.
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Definicija 2.18. Neka je (N, v) TU-igra. Za svaki α ∈ R i x ∈ RN oznacˇavamo:
D(α, x, v) := {S ⊆ N \ {∅} | e(S, x, v) ≥ α} (2.4.1)
skup svih nepraznih koalicija sa viˇskom u x od barem α.
Teorem 2.19. Neka je (N, v) igra te neka je x ∈ I∗(N, v). Tada je ekvivalentno:
i) x = ν∗(N, v)
ii) Za svaki α takav da vrijedi D(α, x, v) 6= ∅ i za svaku sporednu isplatu y
takvu da y(S) ≥ 0 na koalicijama iz S ∈ D(α, x, v), vrijedi:
y(S) = 0 za svaki S ∈ D(α, x, v).
Dokaz. i)⇒ ii)
Pretpostavimo da je x = ν∗(N, v) te da vrijede uvjeti u ii) za x, α i y.
Definiramo:
zε := x+ εy, ∀ε > 0 (2.4.2)
zε je efikasan:
zε(N) = x(N) + εy(N) = v(N) + ε · 0 = v(N) (2.4.3)
Izabiremo dovoljno mali ε∗ > 0 takav da za svaki neprazan skup S ∈ D(α, x, v)
i svaki neprazan skup T /∈ D(α, x, v) vrijedi:
e(S, zε∗ , v) = v(S)− (x(S) + ε∗y(S))
= e(S, x, v)− ε∗y(S)
≥ α− ε∗y(S)
> e(T, x, v)− ε∗y(T )
> e(T, zε∗ , v).
(2.4.4)
Takav ε∗ sigurno postoji jer vrijedi y(S) ≥ 0, y(N) = 0 ⇒ y(N \ S) < 0. Zapravo
smo namjestili ε∗ tako da c´e viˇskovi za koalicije iz D(α, x, v) biti vec´i od viˇskova
ostalih koalicija. Takoder, zbog y(S) ≥ 0, vrijedi i:
e(S, zε∗ , v) = v(S)− (x(S) + ε∗y(S))
= e(S, x, v)− ε∗y(S)
≤ e(S, x, v)
(2.4.5)
Pretpostavimo suprotno, tj. pretpostavimo y(S) > 0 za neki S ∈ D(α, x, v). Tada,
zbog (2.4.4) i (2.4.5), vrijedi θ(x)lex θ(zε∗). Po definiciji od zε∗ je zε∗ 6= x. Buduc´i
da je po i) x pranukleolus, dolazimo do kontradikcije.
ii)⇒ i)
Neka za x ∈ I∗(N, v) vrijedi ii). Neka je z = ν∗(N, v). Uvedimo oznaku:
{e(S, x, v) |S ∈ 2N \ {∅}} = {α1, . . . , αp}.
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uz α1 > · · · > αp. Definiramo i y := z − x. Buduc´i da su i x i z efikasni, y je
sporedna isplata. Vrijedi θ(x)lex θ(z), pa imamo e(S, x, v) = α1 ≥ e(S, z, v), za
svaki S ∈ D(α1, x, v). Slijedi:
e(S, x, v)− e(S, z, v) = (z − x)(S) = y(S) ≥ 0. (2.4.6)
Sada po pretpostavci ii) slijedi da je y(S) = 0, ∀S ∈ D(α1, x, v).
Nadalje, pretpostavimo da je y(S) = 0, ∀S ∈ D(αt, x, v) za neki 1 ≤ t ≤ p. Iz
θ(x)lex θ(z), slijedi:
e(S, x, v) = αt+1 ≥ e(S, z, v), ∀S ∈ D(αt+1, x, v) \ D(αt, x, v). (2.4.7)
Dakle, y(S) ≥ 0 te, zbog ii), y(S) = 0, ∀S ∈ D(αt+1, x, v). Buduc´i da smo upravo
dokazali bazu i korak indukcije, zakljucˇujemo da vrijedi y(S) = 0, za svaki S ∈
2N \ {∅}. Iz definicije y slijedi x = z, tj. x je pranukleolus.
Napokon dokazujemo Kohlbergovu karakterizaciju pranukleolusa preko urav-
notezˇenih skupova:
Teorem 2.20 (Kohlberg). Neka je (N, v) TU-igra te neka je x ∈ I∗(N, v). Tada je
ekvivalentno:
i) x = ν∗(N, v)
ii) Za svaki α, D(α, x, v) 6= ∅ =⇒ D(α, x, v) je strogo uravnotezˇen skup.
Dokaz. ii)⇒ i)
Neka je x takav da vrijedi ii), neka je α ∈ R takav da vrijedi D(α, x, v) 6= ∅.
Uzmimo sporednu isplatu y takvu da vrijedi y(S) ≥ 0, ∀S ∈ D(α, x, v). Buduc´i da
je D(α, x, v) strogo uravnotezˇen (po ii)), postoji λ(S) > 0, ∀S ∈ D(α, x, v) takav
da: ∑
S∈D(α,x,v)
λ(S)eS = eN (2.4.8)
Pomnozˇimo skalarno sa y zdesna:∑
S∈D(α,x,v)
λ(S)y(S) = y(N) = 0. (2.4.9)
Dakle, y(S) = 0, ∀S ∈ D(α, x, v). Iz teorema (2.19) slijedi da je x pranukleolus.
i)⇒ ii)
Pretpostavimo da je x = ν∗(N, v). Neka je α ∈ R takva da je D(α, x, v) 6= ∅.
Promotrimo linearan program:
max
∑
S∈D(α,x,v)
y(S),
−y(S) ≤ 0
y(N) = 0
S ∈ D(α, x, v)
(2.4.10)
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Rjesˇenje je dostizˇno i, po teoremu (2.19), ono iznosi 0. Slijedi da je i dualan problem
dostizˇan, tj. postoji takav λ(S) ≥ 0, ∀S ∈ D(α, x, v) i λ(N) ∈ R da vrijedi:
−
∑
S∈D(α,x,v)
λ(S)eS + λ(N)eN =
∑
S∈D(α,x,v)
eS. (2.4.11)
Slijedi:
λ(N)eN =
∑
S∈D(α,x,v)
(1 + λ(S))eS. (2.4.12)
Buduc´i da je 1 + λ(S) > 0, ∀S ∈ D(α, x, v), imamo λ(N) > 0. Zakljucˇujemo da je
D(α, x, v) strogo uravnotezˇen za
λ′(S) =
1 + λ(S)
λ(N)
, ∀S ∈ D(α, x, v). (2.4.13)
2.5 Racˇunanje nukleolusa
U ovom poglavlju c´emo pokazati metodu za racˇunanje nukleolusa. Ta metoda c´e se
sastojati od rjesˇavanja niza linearnih programa. Slozˇenost algoritma je eksponenci-
jalna ovisno o broju igracˇa, sˇto znacˇi da c´e postupak biti koristan samo za relativno
male igre.
Algoritam se oslanja na uvjete koje imputacija mora zadovoljavati da bi bila
nukleolus. Nac´i c´emo imputaciju x cˇiji je vektor viˇskova θ(x) minimalan s obzirom
na leksikografski poredak. U prvom koraku nalazimo sve vektore cˇiji je maksima-
lan viˇsak θ1 najmanji moguc´. Od tog skupa vektora uzimamo sve vektore cˇiji je
drugi najvec´i viˇsak θ2 najmanji, i tako ponavljamo. Ako je duljina vektora viˇskova
konacˇna, nasˇ algoritam c´e zavrsˇiti u konacˇno mnogo vremena i rezultirati u impu-
taciji koja je i nukleolus.
Pocˇnimo prvo sa primjerom:
Primjer 2.21
Promatramo TU-igru v sa skupom igracˇa N = {1, 2, 3, 4}:
v(S) :=

20, S = N
8, S = {1, 2}
8, S = {3, 4}
4, S = {1}
2, S = {3}
0, inacˇe.
(2.5.1)
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Vidimo da su {1, 2} i {3, 4} disjunktni. Mozˇemo lako pronac´i neki vektor takav da je
viˇsak za te skupove −2, a za ostale najviˇse −2. Takav vektor je npr. (6, 4, 5, 5). To
je ocˇito i najmanji maksimalni viˇsak (od svih imputacija) jer bismo povec´ali viˇsak
skupa {1, 2} ako smanjimo viˇsak za {3, 4} (zbog efikasnosti imputacija), i obrnuto.
Tada definiramo X1 kao:
X1 = {x ∈ I(v) | θ1(x) = −2} (2.5.2)
Takoder vrijedi X1 = X2 jer se viˇsak od −2 postizˇe istovremeno za koaliciju {1, 2} i
{3, 4}. Vidimo da te koalicije formiraju uravnotezˇen skup (disjunktne), sˇto je konzis-
tentno sa Kohlbergovim kriterijem. Ako gledamo druge viˇskove, mozˇemo vidjeti da
c´e najvec´i medu njima biti barem jednako veliki kao neki viˇsak jednocˇlanih koalicija.
Uzimajuc´i to u obzir, drugi najvec´i viˇsak mozˇemo nac´i minimalan α sa uvjetima:
8− x1 − x2 = −2
8− x3 − x4 = −2
4− x1 ≤ α
−x2 ≤ α
2− x3 ≤ α
−x4 ≤ α.
(2.5.3)
Primjetimo da prve dvije jednadzˇbe zapravo osiguravaju da c´e prvi (najvec´i) viˇsak
ostati nepromjenjen. Taj sustav mozˇemo napisati i kao:
x1 + x2 = 10
x3 + x4 = 10
x1 ≥ 4− α
x2 ≥ −α
x3 ≥ 2− α
x4 ≥ −α
(2.5.4)
U prvu jednakost uvrsˇtavamo prve dvije nejednakosti i dobivamo α ≥ −3. U drugu
jednakost uvrsˇtavamo zadnje dvije nejednakosti i dobivamo α ≥ −4. Buduc´i da
smo htjeli minimizirati α tako da vrijede svi uvjeti, rjesˇenje je α = −3. To znacˇi da
c´emo fiksirati viˇsak koalicija {1} i {2} te da c´e nukleolus igracˇu 1 donesti vrijednost
7 (x1 = 7), a igracˇu 2 vrijednost 3 (x2 = 3). Trec´i korak nam je minimizirati α uz
uvjete:
x3 + x4 = 10
x3 ≥ 2− α
x4 ≥ −α.
(2.5.5)
Ispustili smo jednadzˇbe u kojima se nalaze x1 i x2 jer viˇse nemamo nikakvih uvjeta
vezanih za njih. Slijedi da je rjesˇenje α = −4, sˇto povlacˇi x3 = 6 i x4 = 4. Dakle,
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(pra)nukleolus zadane igre je:
ν(v) = ν∗(v) = (7, 3, 6, 4). (2.5.6)
Zanimljivo je primjetiti da, iako igracˇ 4 na prvi pogled nije u boljoj poziciji od igracˇa
2, dobiva vec´u vrijednost u nukleolusu. To je zato sˇto je igracˇ 4 grupiran sa igracˇem
3, koji ima manju individualnu vrijednost od igracˇa 1, s kojim je grupiran igracˇ 2.
Zbog toga igracˇ 4 dobiva vec´i dio kolacˇa velicˇine 10 kojeg mora podijeliti sa igracˇem
3, od igracˇa 2 koji kolacˇ iste velicˇine dijeli sa igracˇem 1.
Ovaj primjer nas uvodi u nacˇin dobivanja nukleolusa na sistematicˇan nacˇin.
Korolar 2.22 (Algoritam za racˇunanje (generaliziranog) nukleolusa). Neka je (N, v)
TU-igra. Da bismo mogli izracˇunati generalizirani nukleolus N (N, v,X) za kompak-
tan poliedarski skup X ⊆ RN , ogranicˇen sustavom linearnih (ne)jednadzˇbi, pocˇinjemo
rjesˇavanjem iduc´eg linearnog programa:
α −→ min
x(S) + α ≥ v(S), ∀∅ 6= S ∈ 2N , x ∈ X (2.5.7)
Oznacˇimo rjesˇenje tog programa sa α1 te sa X1 skup tocˇaka x1 ∈ X u kojima se
postiˇze minimum.
Ako je |X1| = 1, slijedi da je N (N, v,X) = X1.
U suprotnom, oznacˇimo sa B1 skup svih koalicija S takvih da je e(S, x, v) = α1, ∀x ∈
X1 i rijesˇimo linearni program:
α −→ min
x(S) + α ≥ v(S), ∀∅ 6= S ∈ 2N \ B1, x ∈ X1
(2.5.8)
Nastavljamo proceduru iterirajuc´im postupkom te dolazimo do jedinstvene tocˇke, tj.
generaliziranog nukleolusa igre v s obzirom na skup X.
Napomena: Za nukleolus igre (N, v) mozˇemo definirati problem sa:
t −→ min
e(S, x) ≤ t, ∀S ⊆ N
x(N) = v(N)
xi ≥ v(i), ∀i ∈ N
(2.5.9)
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Primjer 2.23
Neka je N = {1, 2, 3, 4} te neka vrijedi:
v(S) :=

100, S = N
95, S = {1, 2, 3}
85, S = {1, 2, 4}
80, S = {1, 3, 4}
55, S = {2, 3, 4}
50, S = {i, j}, i 6= j
0, S = {i}, ∀i ∈ N
(2.5.10)
Minimiziramo α uz uvjete:
x1 + x2 + x3 + α ≥ 95
x1 + x2 + x4 + α ≥ 85
x1 + x3 + x4 + α ≥ 80
x2 + x3 + x4 + α ≥ 55
xi + xj + α ≥ 50
xi + xj + α ≥ 50
xi + α ≥ 0
za svake i, j ∈ N takve da je i 6= j.
Dobijemo rjesˇenje α1 = 10, koje se postizˇe u skupu X1 zadanim sa
x1 + x2 = 60,
x1 ≥ 30,
x2 ≥ 25,
x2 = 25,
x4 = 15
te uz
B1 = {123, 124, 34}.
koji je, u skladu s teoremom, uravnotezˇen skup.
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Slijedi da je drugi linearni program jednak:
α −→ min
x1 + x3 + x4 + α ≥ 80
x2 + x3 + x4 + α ≥ 55
x1 + x3 + α ≥ 50
x1 + x4 + α ≥ 50
x2 + x3 + α ≥ 50
x2 + x4 + α ≥ 50
xi + α ≥ 0
x ∈ X1,
za svaki i ∈ N . Mozˇemo ga josˇ pojednostavniti, dobivamo:
α→min
x1 + α ≥ 40
x2 + α ≥ 35
x1 + x2 = 60
x1 ≥ 30
x2 ≥ 25.
Rjesˇenje te zadac´e je α2 = 7.5 uz x1 = 32.5, x2 = 27.5. Dakle, pranukleolus igre je
ν(N, v) = ν∗(N, v) = (32.5, 27.5, 25, 15), (2.5.11)
i vrijedi B1 = {123, 124, 34}, B2 = {134, 234}. Po Kohlbergovom teoremu mozˇemo
provjeriti da smo doista nasˇli pranukleolus igre.
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Sazˇetak
Koalicijske igre su igre u kojima promatramo moguc´e koalicije igracˇa te njihove
potencijalne isplate, uz pretpostavke da postoje dogovori koji se ne mogu krsˇiti i da
se isplate mogu slobodno prenositi izmedu cˇlanova koalicije u bilo kojem omjeru.
U prvom dijelu zapocˇinjemo sa definiranjem imputacija te definiramo pojam
dominacije. Preko tih pojmova definiramo dominacijsku jezgru i jezgru neke ko-
alicijske igre. One predstavljaju moguc´a rjesˇenja igre u smislu koje c´e se koalicije
formirati i za koje se distribucije isplate igracˇi nemaju razloga buniti. Pokazujemo
uvjete za koje vrijedi da je jezgra neprazna te pokazujemo da je dominacijska jez-
gra jednaka jezgri ako je vrijednost velike koalicije (koalicije svih igracˇa) vec´a od
sume vrijednosti neke manje koalicije i vrijednosti ostalih jednocˇlanih. Dalje de-
finiramo jednostavne igre, karakteriziramo njihovu jezgru preko skupa veto igracˇa
te pokazujemo u kojim je slucˇajevima jezgra jednostavne igre jednaka dominacij-
skoj. Uvodimo i pojam stabilnog skupa kao alternativno rjesˇenje igre, pokazujemo
vezu stabilnih skupova i jezgre te diskutiramo probleme stabilnih skupova. Takoder
uvodimo pojam uravnotezˇenog skupa i njemu pridruzˇenog uravnotezˇenog preslika-
vanja. Dokazujemo Bondareva-Sharpleyjev teorem koji govori o nepraznosti jezgre
za uravnotezˇene igre.
U drugom dijelu zˇelimo dobiti jedinstvenu tocˇku u jezgri, sˇto c´emo postic´i defini-
ranjem pranukleolusa i nukleolusa kao tocˇke za koju su maksimalni viˇskovi najma-
nji, gdje je viˇsak zapravo razlika izmedu vrijednosti samostalne koalicije i vrijednosti
koju toj koaliciji pridruzˇuje neka distribucija isplate. Uvodimo leksikografski uredaj
kao mjeru usporedbe distribucija s obzirom na maksimalne viˇskove. Poslije toga
se bavimo egzistencijom i jedinstvenosti nukleolusa. Takoder pokazujemo za koje
je uvjete pranukleolus jednak nukleolusu. Na kraju pokazujemo Kohlbergov kri-
terij za pranukleolus te iskazujemo metodu racˇunanja nukleolusa i pranukleolusa
rjesˇavanjem zadac´a linearnog programiranja.
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Summary
Coalitional games are games in which we observe possible coalitions between players
and their potential pay-off. We assume that binding agreements exist and that pay-
offs can be freely distributed among the members of a coalition in any way desired.
In the first section we define imputations and the concept of domination. Those
are the basic concepts which we will use to define the core and domination core.
They represent the possible solutions to a game: which coalitions will be formed
and what will be the pay-off distribution. We show the conditions for which the
core is non-empty and that the domination core is equal to the core if the worth of
the grand coalition (a coalition of which every player is a member) is greater than
the sum of worth of any other coalition and the rest of individual worths. Then
we define simple games, we show a characterization of their core via the set of veto
players and we give exact conditions in which the core of a simple game is equal to
the domination core. We introduce stable sets as an alternative solution to a game,
we show the connection between the stable sets and the core and we discuss the
differences. We also introduce balanced sets and balanced maps. Then we prove
the Bondareva-Sharpley theorem which states that the core of a balanced game is
non-empty.
In the second section we try to get a unique point in the core, which we will
accomplish by defining prenucleolus and nucleolus via excess. We define excess as
the difference between the worth of a coalition and the worth which a distribution
vector assigns to the said coalition. We introduce lexicographic order as a means
of comparsion of different vectors and their respective excess. Then we discuss the
existence and uniqueness of the nucleolus. We show which conditions have to hold
for the nucleolus to be equal to the prenucleolus. Finally, we derive the Kohlberg
criterion for the prenucleolus, and show the method to compute the (pre)nucleolus
based on solving a sequence of linear programs.
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