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Abst rac t - - In  this paper, we introduce the group decision problems in a bilevel programming 
structure, and its corresponding optimization with equilibrium constraints (MPEC for short) prob- 
lems. For these models, we establish new existence results, which extend some known results to 
infinite-dimensional space setting. We also establish the links between group decision problems in 
a bilevel programming structure and its corresponding MPEC problems in Banach spaces. An in- 
teresting example about the mean-variance portfolio optimization is given and the existence and 
uniqueness results for its corresponding MPEC problems are obtained. (~) 2005 Elsevier Ltd. All 
rights reserved. 
Keywords--Bi level  programming, Variational inequality problems, Stackelberg problems, MPEC 
problems, Group decision-making problems, Reflexive Banach spaces, Mean-variance portfolio opti- 
mization. 
1. INTRODUCTION 
We shall focus on the group decision problems in a bilevel programming framework in this paper. 
Group decision is usually understood to be the reduction of different individual preferences among 
objectives in a given set to a single collective preference or group preference. Group decision 
problems are encountered in a wide variety of domains, such as experts and their guesses (as 
in the case of expert evaluation analysis), members of a group and their votes (voting models), 
the various indicators of quality of a system and their values (decision making based on many 
criteria), or the starting characteristics as well as the partitions of objectives into classes that 
they generate (classification problems). Two-level group decision problems are new topics in the 
group decision problems (see [1-6]). Generally speaking, hierarchical decision-making problems 
or multilevel programming problems play an important role in the group decision problems, 
including the engineering and experimental natural science, regional planning, management, and 
economics problems (see [2,3,7-9]). The bilevel or so-called Stackelberg problem is the first step 
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to study the hierarchical decision-making problems. Many management problems in companies 
or organizations are outstanding examples. For example, we would like to choose a "nice" car 
from the market in accordance with some criteria such as price, safety, comfort, oil-economy, 
etc. via multiperson decision behaviors. Thus, we face a bilevel programming problem with the 
social utility function in the objective of leader level and criteria in the objective of lower level. 
Another interesting example proposed by Wang [6] is a two-stage portfolio optimization approach 
to overcome the shortcomings as the two strategies conflict each other. In stage one, he collects all 
efficient portfolios based on a primary risk measure, and he re-evaluates these efficient portfolios 
based on the secondary risk measure from stage one in the second stage (see [6]). Hence, these 
models attract us in investigating some new framework for multilevel group decision problems. 
Variational inequality problems (or equilibrium problems, complementary problems) are po w - 
erful tools for studying optimization problems, especially in existence aspects, because some kinds 
of existence or optimal conditions obtained by classical optimization techniques are difficult to 
verify in applications (see [7,10,11]). Hence, we want to deal our problems with variational in- 
equality techniques, by transforming our problems into the MPEC (mathematical programming 
with equilibrium constraints) problems or so-called generalized bilevel programming problems 
(see [5,7,10,12,13]). In general, these two problems are not equivalent, so we first characterize 
conditions under which an equivalent relation between solutions ets of these problems can be 
established. The purpose of this paper is to introduce a new framework for the group decision- 
making problem with two-level structure, and derive some existence results. We also investigate 
the variational inequality with demicontinuous operators in Banach spaces. The organization of 
this paper is the following. First, we shall introduce an outstanding and interesting portfolio 
management problem, proposed by Wang [6] in the rest of this section. In fact, it is a bilevel 
group decision-making problem and a stochastic bilevel programming problem. 
In Section 2, we will give some preliminaries that will be used in the rest of this paper, and derive 
an existence result in a very general optimization model with a bifunction objective function. 
We shall give the MPEC models framework in Section 3 for the bilevel programs mentioned in 
Section 2. The equivalent relationship between the bilevel program and the corresponding MPEC 
problem will be established. Based on the result above, we shall obtain some existence results 
for the bilevel programs with the lower-level feasible set being lower continuous. Then we shall 
employ results obtained to derive more general existence results in Banach space setting. Finally, 
we shall develop a bilevel mean-variance portfolio optimization, that is, more suitable than some 
other mean-variance based portfolio optimization, surveyed by Steinbach [14] in the practical 
decision behavior, to offer a different point of view from the two-objective program framework in 
the trade-off between profit and risk. 
1.1. Mean-Var iance Models  
The classical mean-variance model, for which Markowitz received the Nobel Prize in Economics 
in 1990, offers the first quantitative and systematic treatment of a dilemma, the trade-off between 
profit and risk. The principle of diversification is the key point of this method, and hence, is still 
family with the people. However, there are some arguments against it. Mean-variance approach 
has been studied very well (see [2,3,6,8,14,15]), and we will briefly review it as follows. Suppose 
that there are n securities with random rates of return Xi (i = 1 , . . . ,n) ,  whose mean and 
covariance are denoted by 
Izi=]V.(Xi) and crij=Cov(Xi,Xj), foreachi,j=l,...,n. 
We will follow the symbols of Wang [6]. Denote by wi C [O, 1] the proportion of capital invested 
in asset i, and the portfolio vector is 
n 
W = (Wl , . . .  ,Z0n) T E ]~n and ~ wi = eTw = 1, where e = (1, . . . ,  1) T. 
i=1  
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We define the set W a collection of all possible portfolios as the following: 
W= w E R'~ : w~ = l . 
i= l  
Let the total return of portfolio w be 
n 
R~ = y~ w~X~ = XX w, 
i= l  
Then its expected reward and risk are, respectively, 
i----1 
where X = (X1,. . . ,  X , )  T. 
and 
/=1 j= l  
where # = (#1,. . . ,  #~)T is the mean rate of return vector, E = E[ (X -#) (X-#)  T] is the variance- 
covariance matrix (the existence of the second moment is assumed in this paper). There are two 
common models used in the mean-variance approach (see [8,14]) via maximizing the expected 
reward under the constrained risk, or minimizing the risk under the constrained expected reward. 
The VaR (value-at-risk) measures the worst expected loss over a specific time interval under 
normal market conditions at a given confidence level, and provides users a summary measure 
of market measure. Another way of expressing this is that VaR is the lowest quantile of the 
potential losses that can occur within a given portfolio during a specified time period. Precisely, 
the VaR at the 100(1 - a)% confidence l vel of a portfolio w for a given time period is the rate 
of return q~, such that the probability of the portfolio having a rate of return of -q~ or less is 
a, i.e., 
~(R.  < -q~) = ~, 
where -q~ is also called the ~th quantile of the distribution of R~. In the point of view on 
decision-making, we often deal with our objectives step by step in order to reduce the complexity 
of decisions. Wang [6] proposes a two-stage portfolio optimization approach to overcome the 
shortcomings as the two strategies conflict each other. In stage one, he collects all efficient 
portfolios based on a primary risk measure, and he re-evaluates these efficient portfolios based 
on the secondary risk measure from stage one in the second stage. Based on the priority order of 
risk measure, he develops everal versions of the two-stage portfolio optimization problems. For 
instance, the mean-variance-VaR model of the min-min bilevel framework is described by 
min {q~ : w C S '}  , 
where S t denotes the solution set of lower-stage mean-variance portfolio problem, characterized 
by 
min{aw : #~ _> #0, w • W}, 
where #0 is a given upper bound reward for/z~. This is a framework of Stackelberg problems, 
which are the two different objective optimization problems with the decision variables being 
dependent and are defined by the presence of two objectives with a prescribed order of priority 
or information. In fact, the rain-rain model is a stochastic bilevel program which is essentially a 
bilevel program and allows the uncertainty in the value of the problem parameters to be expressed 
by a probability distribution on some or all of the variables of the model (see [7]). 
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From the previous presentation, we understand that the bilevel decision problem is a very 
important concept in decision sciences. Hence, studying the structure and the characterization 
of bilevel decision problems does play an important role in investigating group decision-making 
problems. Therefore, we shall first establish the generalized form of the bilevel mean-variance 
portfolio optimization, called the hierarchy problem (HP for short), and derive some existence 
results for HP. 
2. PREL IMINARIES  
Let X and Y be real reflexive Banach spaces. ~1 and t22 are nonempty weakly closed subsets 
of X and Y, respectively. Let S : ~1 --* 2a2 be a set-valued mapping. The graph of S denoted 
by Gr(S), is 
gr (S)  = {(x, y) E ~~1 x ~"12 : y e S (x )} .  
Consider the following problem: 
(HP) min{F(x ,y )  : (x,y) ~ Gr(S)}, 
where S : t~l --* 2 ~2 is a set-valued mapping and F is a bifunction defined on gtl x ~2. 
For weak topologies, the topological notions are prefixed by '~eak" or "weakly". We will use 
the notations "---~" and "4"  to denote the weak and strong convergence, respectively. 
DEFINITION 1. Let K be a nonempty subset of a real Banach space (X, [[ • [Ix) and h : K 
[-oo, oo]. 
(i) h is called proper if h is not identically equal to +0% or h is not identically equal to -oo.  
(ii) h is called weakly sequentially lower semicontinuous on K i f  for each x E K and each 
sequence {x,~} in K ,  in weak topology, 
x~ --~ x ~ h(x) <_ lim inf h(x~). 
71-4OO 
(iii) h is called weakly coercive ff in weak topology, 
h(x) ---* +c~, as IIxIIx on K. 
We now state and prove the following existence result for problem (HP). 
THEOREM 1. Let  F : f~l x f12 ~ I-co, co]. Suppose that 
(i) F is proper and weakly sequentially lower semicontinuous on Gr(S)," 
(ii) there exists M > O, such that the set 
FM = {(x,y) e Gr(S):  F(x ,y )  <_ M} (1) 
is bounded and weakly closed. 
Then problem (HP) has at least one solution. 
PROOF. Since X and Y are reflexive, so is X x Y [16, 5.8, p. 146]. Therefore, by (ii), FM is 
weakly compact. Let us set 
-c~ < inf {F(x,  y) : (x, y) e FM} = 7 <-- M.  
Then there is a sequence {(x~,y~)} in FM, such that F(xn,y~)  --~ ~/ as n --* oo. Since FM is 
weakly compact, which is also weakly sequentially compact by [17, (15.2.15), p. 346], there is a 
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subsequence, again denoted by {(xn,yn)}, such that (xn,yn) --" (X,9) for some (x,Y) • ~1 × a2  
as n --* oo. As FM is weakly closed, (i, Y) • FM. Now by (i), we have 
F(2, 9) _< liminf F(x=, y,) = 7, 
from which it follows that F(~, 9) = 7 and (~, 9) is a solution for (HP). 
To see that F (~,9)  = min{F(x ,y )  : (~,y) • Cr(S)},  we observe that for each (x,y)  • 
(Gr(S)\FM), F(x, y) > M. Therefore, 
F(~, 9) = 7 <- M < F(x, y). 
Consequently, F(~, Y) = min{F(x, y) : (x, y) e Gr(S)} and the proof is complete. | 
REMARK 1. 
(i) When ~ and ~2 are convex, F is quasiconvex, and lower semicontinuous (innorm), then 
F is weakly lower semicontinuous, and thus, weakly sequentially ower semicontinuous. 
(ii) Theorem 1 covers the result of Patriksson and Wynter [7, Theorem 2.3] as a special case. 
(iii) If Gr(S) is bounded and weakly closed, then condition (ii) of Theorem 1 is automatically 
satisfied. 
THEOREM 2. Suppose that 
(i) F is proper and weakly sequentially ower semicontinuous on Gr(S); 
(ii) F is weakly coercive; 
(iii) Gr(S) is weakly dosed. 
Then problem (liP) has at least one solution. 
PROOF. Fix (xo, Yo) 6 Gr(S). Since F is weakly coercive, there is M > 0, such that (xo, Yo) 6 FM 
and FM is bounded. The result then follows from Theorem 1. | 
DEFINITION 2. Let K : ill x f~2 --+ • be a leader-level objective function, k : fh x f~2 -+ R a 
lower-level objective function. 
(1) BP denotes the bilevel program, formulated in terms of the optimization form as follows: 
min K(x, y) 
(BP) (2) 
s.t. y • s* ¢), 
where S* : ~-~1 --~ 2fl2 is a set-valued mapping, such that for each x 6 f~l and S*(x) is the 
solution set of the following parametric lower-level problem: 
min k(x, y) 
s.t. y • f~(x), 
that is, 
(2) 
s*(x)  = {y* e a (x ) :  k(x,y*) < k(x,z), Vz e a¢)}  
and a : ~1 --* 2 n2 is a constraint mapping. 
BPOV denotes the bilevel programming with its optimal-value response, formulated in 
terms of the optimization form as follows: 
(BPOV) min K(x, v(x)), (3) 
where v(x) denotes the optimd value function of lower-level problem characterized by 
v(x) = min {k(x, y) : y 6 f2(x)}, 
where ~ : ~1 -4 2 ~2 is a constraint mapping. 
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Note that (BPOV) is included in (BP) (see [5,7]) and has been studied in [5]. Let X and Y be 
normed linear spaces and l : X -+ Y be a mapping, l is said to be directionally differentiable at 
xo E V in a direction h E X if the limit 
l' (xo, h) = lim l(xo + th) - l(xo) 
t--+O t 
exists and l'(xo, h) is called the directional derivative, l is said to be Ggteaux differentiable (G- 
differentiable for short) at x0 if l is directionally differentiable at x0 for any direction and the 
directional derivative/'(xo, .) : X --+ Y is a continuous linear operator. 
In order to establish relationship between (HP) and (BP), we need to impose the following 
assumptions. 
ASSUMPTION 1. Let f : f}l x f~2 ~ N be a lower-level objective function and let g : f}l x f}2 --* g{ 
be a constraint function in (BP). 
[HI] For each x E h i ,  the function f (x ,  y) is convex and G-differentiable in y. 
[H2] For each x E fl~, the following set f~(x) is convex with 
a(z) = {y e a2 :g(x,y) _ 0}. 
We note that, for example, if for each x E f~l, g(x, y) is quasiconvex in y, then [H2] is valid. 
Let X be a Banach space with its topological dual X*, and let N be a nonempty subset of X. 
Let T : N -~ X*. Recall the classical variational inequality, denoted by VI (T ,N) ,  is to find 
x* E N, such that 
(Tx*, x - x*} >_ 0, for all x E N, 
where (., .} is the duality paring between X* and X. Let h : N --* R U {e~} and consider the 
following minimization problem: 
(P) min {h(x) : x E g} .  
Suppose that h is G-differentiable and let Vh : N --+ X* be the gradient (G-derivative) operator. 
It is true that, if x* is a solution of problem (P) and the set N is convex, then x* is a solution of 
the variational inequality VI(Vh, N) (see, e.g., [18, Proposition 25.11, p. 510]). Conversely, if h 
is also convex, then any solution of VI(Vh, N) is also a solution of (P). To see this, let x* be a 
solution of VI(Vh, N) and let x E N be arbitrary. We set 
~o(t) = h(tx + (1 - t)x*), t E [0, 1]. 
Then ~ : [0, 1] --* R is convex and ~' is monotone [19, Proposition 25.10, p. 509]. Then by the 
classical mean-value theorem, we have for some 0 < a < 1, 
from which it follows that 
~(1) -- ~o(0) = ~o'(o 0 _> qo'(O), 
h(x) _> h(x*) + (Vh(x*) ,  x - x*) ,  
> 
Hence, x* is a solution of (P) as claimed. Therefore, we have the following proposition. 
PROPOSITION 1. Let K be a nonempty, convex subset of the real Banach space X.  Let h : K -+ 
IR U {oo} be not identically equal to 0% such that h is convex and G-differentiable in (P). Then 
x* E K is a solution of problem (P) if and only if it is a solution of the variational inequality 
VI(Vh, K). 
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(iii) The set-valued mappingf~ : ~1 --~ 2 n2 is lower continuous on 121 with weakly closed graph. 
(iv) The operator V~f(., .) : ~1 x ~2 ~ Y* is demicontinuous. 
(v) For each x • ~1, the set Sol (x) is nonempty. 
Then problem (BP) has a solution. 
PROOF. We first show that the set FM is weakly closed. To this end, let (x*, y*) be any arbitrary 
but fixed point of the weak closure of FM. Since X x Y is reflexive, there exists a sequence 
{(x~, y~)} in FM, such that 
Xn ~ x*~ Yn ~ Y*: as n --+ (x). 
We observe that y* • f~(x*) because f /has  the weakly closed graph. Since yn • Sol (xn) for 
each n, we have 
(v~f (x~,  y~), y - y~/> 0, for ~l  y • ~(x~).  (4) 
Now for each z • f/(x*), since f / is  lower continuous at x*, there exists a sequence {z~} c ~22, 
such that zn ~ z as n ---* c¢ and zn • ~(xn)  for each n. It follows from (4) that 
(Vyf(X=, y~), z~ - y=) > 0r for all n. (5) 
By (iv) and taking into account he fact that weakly convergent sequences are bounded in norm, 
from (5) we have 
0 < (V j (x~,  y~), z~ - y~), 
= (vy f (xn ,  yn) - vy / (x* ,  y*), z~ - yn) + (v~f (x* ,  y*), z~ - y~),  
< I Iv J (x~,  y~) - v~f (x* ,  y*) l lr .  Ilz~ - y~Hr + (v~/ (x* ,  y*), ~ - y~), 
-~ (v~f (x* ,  y~), z - y*),  as n -~ ~.  
Since 
(Vy f (x* ,y* ) , z -y* )  >0,  for all z C ~(x*), 
and thus y* e Sol(x*) from which it follows that (x*,y*) • Gr(Sol). It is also easy to see that 
F(x*, y*) < M due to (i). Therefore, (x*, y*) • FM, and hence, FM is weakly closed. The result 
then follows from Theorem 1 and Theorem 3. | 
REMARK 2. Condition (v) of Theorem 4 is important and there are several circumstances under 
which the set Sol (x) is nonempty for each x C f~l. For example, let us impose the following 
assumptions. 
[H3] ~2 is bounded osed and convex. 
[H4] For each x • f~l, g(x, y) is weakly sequentially ower semicontinuous. 
Note that under [H4], ~(x) is weakly closed and bounded, hence, it is weakly compact for each 
x • f~l. Also we note that under [H1], Vyf (x ,  .) : ~22 ---* Y* is monotone by [19, Proposition 
25.10], i.e., for any yl~y2 • f~2, 
<Vyf(X, yl) - Vy f (x ,  y2), yl - y2) z 0. 
Consequently, for each x • ~1, Vyf (X ,  .) is pseudomonotone, i. ., for any yl, Y2 • f/2, 
<vJ (x ,  yl), y~ - yl> _> 0 ~ <VJ (x ,  y2), y2 - yl> >_ 0. 
Since the demicontinuity clearly implies continuity on finite-dimensional subspaces, under The- 
orem 4(iv) and [H1]-[H4], it follows from [9, Theorem 3.3] that the set Sol (x) ~ 0 for each 
x•~l .  
With Remark l(iii), we have the following result. 
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COROLLARY 1. Let X and Y be real reflexive Banach spaces. Let ~1 and f~2 be nonempty, 
bounded weakly closed subsets of X and Y, respectively. Let F : fli × ~2 -* [-c~, oo] and let 
Sol : ~i -* 2 n2 be a set-valued mapping, such that for each x E ~1, Sol (x) is the solution set of 
VI(Vyf(x, .), f~(x)). Assume [H1], [H2] and the following conditions hold. 
(i) F is proper and weakly sequentially ower semicontinuous. 
(ii) The set-valued mappingfl : f~l --* 2 n2 is lower continuous on f}i with weakly closed graph. 
(iii) The operator Vyf(., .) : fli x f~2 --* Y* is demicontinuous. 
(iv) For each x E 12i, the set Sol (x) is nonempty. 
Then problem (BP) has a solution. 
4. EXAMPLES IN  F INANCE 
Based on the results above, we will return to our special problem, the bilevel mean-variance 
portfolio problem, with ~i = ]~- and ~2 = R+. Consider n risky assets and an additional cash 
account, whose portfolio is denoted by (x, y) E R~_ x R+ with expected return r and deterministic 
return rc. We make the following two assumptions to guarantee that all n assets (and any convex 
combination) are indeed risky, and there exists a nondegenerate solution. 
[Hh] ~ is a positive definite matrix. 
~-I6] r ~ roe, where e -- (1, . . . ,  1) T E •nxi. 
We take the function F(x, y) = rTx + roy to be the reward of the portfolio and f (x,  y) = 
(1/2)xT~x to be the risk of the portfolio, where ~ is the covariance matrix for r. Then we can 
construct a bilevel mean-variance portfolio optimization problem as follows: 
max {rXx-krCy:x  E Sol(y)} (6) 
0<_v_<i 
" n 
where Sol : R+ -~ 2~+ is a mapping, such that for each x E R~_, Sol (y) is the solution set of the 
lower-level problem, that is, 
Sol(y) = w e <_ 5z  2z ,  Vz e , 
where ~(y) = {u E f~2 :u  E W(y)} and W(y) = {v : eTv + y -- 1}. Based on Theorem 4, the 
problem has a solution. We define the Lagrange function of lower-level problem as 
L(x, A; y) -- l xTSx  -- A (eT x -- (y -- 1)), 
where A E R is the Lagrange multiplier. From minimizing the Lagrange function, we have the 
following first-order necessary conditions: 
The linear equation system (7) is equivalent to the following linear equation system by [Hh]: 
[o [ 
The second row (primal feasible) yields the optimal multiplier A eT " 
i=  1 -y  
eT~-le"  
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By substituting A into the first row (dual feasible), a unique solution under a given y is 
= (1 - y )Z -~e 
eT~- i  c (8) 
Substitution of the restriction 1 > x > 0 into equation (7) gives a leader-level problem as 
+ rCy : y 07 
rT~- le  / 
max (1--  Y) eTE_l------- ~ 1 _ > > _ ] , 
which is equivalent o 
  )Z-lel } 
max e_rE_1 e + [ ~-:C_--i-~e j y : 1 > y _> o . 
Then by [H6], the global maximum over all feasible rewards is attained at 
1, i f rCeTE- le  > rTE-le, 
= O, i f rCeTE- le  < rmE-le. 
Finally, the associated solution set of problem (6) is 
(1) 100% cash in investment with ), = 0 if the expected reward of each risky asset is less than 
the interest rate; 
(2) 100% risky assets in investment with A = 1 if the expected reward of each risky asset is 
larger than the interest rate. 
Because fl(y) is convex and r-rx+rCy is convex and differentiable in x, problem (6) is equivalent 
to its MPEC problem 
max {rTx + rCy: x E Sol'(y)} (9) 
o<_y<_l 
where 
Sol'(y) = {w* e ft(y) : (Ew*)T(w - w*) >_ 0, for all w e f l (y)}, 
~(y) = {u e ~2:  u e W(y)} and W(y) = {~: eT~ + y = 1}. 
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