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RESUMEN
DISEN˜O DE UN MODELO DINA´MICO DE LA EXPRESIO´N DE UN GEN EN UNA
CEPA DE MACRO´FAGOS
por
NATHALIE ANDREA BARBOSA ROA
Maestr´ıa en Ingenier´ıa en Automatizacio´n Industrial
UNIVERSIDAD NACIONAL DE COLOMBIA
Director: Hernando Dı´az Morales, Ph. D.
Esta tesis presenta una propuesta de modelado para la regulacio´n de la produccio´n de prote´ınas
en macro´fagos gene´ticamente modificados. Esta regulacio´n se da al activar o desactivar un gen de
prueba dentro de las ce´lulas. La forma de activar el gen es por medio del compuesto tetraciclina, el
cual se agrega al grupo de ce´lulas, permitiendo la expresio´n del gen en cierta proporcio´n del grupo. La
motivacio´n principal de este trabajo se basa en el desconocimiento que se tiene sobre el comportamiento
de los macro´fagos cuando se infectan con el para´sito de Leishmania. Se cree que la presencia en el
macro´fago de determinadas prote´ınas, que interactu´an con los productos del para´sito, podr´ıa ser la
causa del e´xito de la infeccio´n. Para comprobar esta hipo´tesis se deben realizar experimentos activando
y desactivando genes dentro del macro´fago.
En este trabajo se propone una metodolog´ıa para determinar el esquema de dosificacio´n necesario
para activar, en diferentes niveles, un gen de prueba en un grupo de macro´fagos modificados. La
estructura del modelo desarrollado podr´ıa aplicarse a diferentes tipos de problemas en los que se
requiera de silenciamiento ge´nico gradual. La solucio´n planteada se baso´ en la dina´mica de cuatro
poblaciones de mole´culas y es la interaccio´n de estas lo que genera la expresio´n o represio´n de un gen
de prueba. La efectividad en el silenciamiento de este gen sera´ medida a trave´s de expresio´n del gen
que codifica para la prote´ına verde fluorescente (GFP, por sus siglas en ingle´s) la cual es utilizada
como reportero.
Se elabora esta propuesta con base en los siguientes hechos: (1) Dentro del Grupo de investigacio´n
Modelamiento y Control de sistemas Biolo´gicos se esta´ desarrollando una l´ınea celular que permita
encender o apagar un gen de prueba en macro´fagos. (2) No se conocen con exactitud los mecanismos
necesarios para la infeccio´n del para´sito en la ce´lula hospedera. (3) Generar diversos niveles en la
expresio´n del gen, permitir´ıa determinar si las concentraciones de prote´ınas afectan el proceso de
infeccio´n del para´sito.
La contribucio´n central de este trabajo es el desarrollo de un modelo y una ley de control que
permiten generar una expresio´n graduada de un gen de prueba. Esta expresio´n gradual permite pro-
ducir diversos niveles de concentracio´n de la prote´ına dentro del grupo de ce´lulas. Para cumplir con
este objetivo, se realiza una revisio´n teo´rica de los modelos de expresio´n ge´nica, modelos descriptivos
de infeccio´n de leishmania y el uso del par represor - activador de tetraciclina como herramienta de
silenciamiento gene´tico. Posteriormente, se efectu´a un ana´lisis de sensibilidad de los para´metros del
modelo. Mediante este ana´lisis se determina el para´metro de mayor y menor incidencia en la variacio´n
de la respuesta del modelo, y con ello el enfoque a seguir en los experimentos del laboratorio.
Una vez obtenido el modelo se construyen diferentes controles que van desde el control cla´sico
hasta las herramientas de control o´ptimo y no lineal. El primer control evaluado es del tipo PID
(control por realimentacio´n del error, la integral del error y su derivada). Los para´metros hallados
para las ganancias del controlador con diferentes me´todos de sintonizacio´n se utilizan como punto de
partida para una optimizacio´n, de modo que se cumplan las restricciones en sobrepico y tiempo de
establecimiento, y, adema´s, que el error de seguimiento de la sen˜al de referencia o valor deseado de
expresio´n, fuera mı´nimo.
Al explorar herramientas de control no lineal, motivados la naturaleza del modelo realizado, se
encontro´ una transformacio´n tal, que al utilizar una ley de control no lineal, consigue que la dina´mica
general del sistema en lazo cerrado sea lineal. Esta herramienta nos brinda una linealizacio´n exacta
del sistema sin pe´rdida alguna en la dina´mica del mismo. El nuevo sistema lineal de lazo cerrado se
controla por realimentacio´n de estados.
El resultado de este trabajo son las sen˜ales de control (esquema de dosificacio´n) que sera´n utilizadas
en el laboratorio para la produccio´n de las prote´ınas asociadas a la expresio´n de genes de prueba. Se
espera poder identificar algunas prote´ınas del macro´fago como necesarias para el proceso de infeccio´n
del para´sito de Leishmania.
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Cap´ıtulo 1
Introduccio´n
1.1 Planteamiento del Problema
Existen numerosas investigaciones en torno a la Leishmaniasis Visceral. A pesar de ello, la carac-
terizacio´n molecular de los procesos necesarios para la infeccio´n y supervivencia del para´sito en la
ce´lula hospedera no se conoce por completo. El para´sito de Leishmania infecta unas ce´lulas llamadas
macro´fagos. Los macro´fagos son ce´lulas de nuestro cuerpo que fagocitan otras ce´lulas, ya sea porque
estas se encuentran en descomposicio´n o porque son ajenas al organismo, como es el caso de los para´si-
tos. Cuando el para´sito de Leishmania infecta al macro´fago logra utilizarlo a su favor para reproducirse
dentro de e´l. Un componente importante en la caracterizacio´n de los procesos que intervienen en el
e´xito de la infeccio´n es la identificacio´n de los genes necesarios para estos procesos, tanto a nivel del
para´sito como de la ce´lula hospedera [9].
La Leishmaniasis es una enfermedad transmitida por vector, es decir, que no puede transmitirse
directamente de humano a humano, sino que necesita de un intermediario. Regularmente, un humano
se contagia al ser picado por un mosquito infectado con el para´sito. En Ame´rica Latina la enfermedad
es transmitida principalmente por la picadura del mosquito Lutzomyia longipalpis, que es el vector
transmisor de esta enfermedad. Para que el mosquito porte el para´sito debe haberse alimentado
previamente con la sangre de individuos infectados.
En Colombia los focos ma´s importantes de Leishmaniasis Visceral se encuentran distribuidos a lo
largo de la cuenca del r´ıo Magdalena, en los departamentos de Huila, Tolima y Cundinamarca. Se han
reportado otras a´reas de transmisio´n en las sabanas de Bol´ıvar, Sucre, Co´rdoba, Guajira y Santander.
En estas zonas de forma concomitante habitan los vectores Lutzomyia longipalpis y Lutzomyia evansi,
tambie´n involucrados en la transmisio´n [9, 31].
Una estrategia para entender el mecanismo de infeccio´n consiste en tratar de determinar la impor-
tancia de algunos genes en el proceso de infeccio´n. Diversos estudios del patro´n de genes transcritos
de manera diferencial entre macro´fagos control y macro´fagos infectados con Leishmania, sugieren que
la infeccio´n altera los patrones de expresio´n ge´nica del macro´fago infectado [8, 3, 13]. El e´nfasis en
estos estudios esta´ en el hecho de la expresio´n o no de un gen, ma´s que en el nivel espec´ıfico de las
prote´ınas que producen. A pesar de esto, es razonable plantear la hipo´tesis de que los efectos inducidos
por el para´sito involucran la interaccio´n de mole´culas producidas por e´l mismo con prote´ınas en el
macro´fago. En otras palabras, los efectos dependen de la presencia de elementos proteicos espec´ıficos
de la ce´lula hospedera. En teor´ıa, si estos componentes claves son silenciados, es posible que el efecto
patoge´nico sea susceptible de modulacio´n y/o control. En este sentido, una bu´squeda sistema´tica de
genes funcionalmente importantes en el proceso de infeccio´n, puede conducir a resultados que van ma´s
alla´ de lo anticipado, brindando nuevas luces sobre el problema.
Actualmente, dentro del grupo de investigacio´n Modelamiento y Control de Sistemas Biolo´gicos
de la Universidad Nacional de Colombia se esta´ desarrollando una l´ınea celular que permita encender
o apagar un gen de prueba en macro´fagos. La expresio´n del gen resulta inducible al adicionar el
antibio´tico tetraciclina a la l´ınea celular antes mencionada. La efectividad en el silenciamiento de
este gen, sera´ medida a trave´s de presencia de la prote´ına verde fluorescente (GFP, por sus siglas en
1
ingle´s). Esta prote´ına fluorescente es de gran utilidad pues al ser excitada con luz en una longitud
de onda determinada emite una respuesta en otra longitud, la cual puede ser medida por medio de
un microscopio de fluorescencia. El gen que expresa la GFP se introduce junto al gen que se desea
examinar en la cadena de ADN, de modo que cuando se exprese el gen de prueba, se expresara´ tambie´n
la GFP [32].
Este proceso de produccio´n gradual de prote´ınas se puede analizar desde muchos enfoques. Desde
el punto de vista de ingenier´ıa, se puede abordar el problema como un proceso cuya entrada es la
concentracio´n de tetraciclina y su salida es la concentracio´n de prote´ına verde fluorescente, la cual
indica el nivel de silenciamiento del gen de intere´s y con ello el nivel de expresio´n de prote´ınas.
1.2 Solucio´n Propuesta
En esta tesis se desarrollo´ una metodolog´ıa para estimar el esquema de dosificacio´n necesario para una
expresio´n graduada de un gen de intere´s. Para obtener esta solucio´n se llevaron a cabo los siguientes
pasos:
1. Se desarrollo´ un modelo dina´mico no lineal que representa la interaccio´n de las mole´culas pre-
sentes en el proceso de transcripcio´n mediado por tetraciclina para la l´ınea celular desarrollada
por el grupo de investigacio´n.
2. Debido a la ausencia de datos en esta etapa previa, el valor de los para´metros fue tomado de la
literatura.
3. Se realizo´ un ana´lisis de sensibilidad para determinar que´ medidas se deb´ıan hacer en los expe-
rimentos de modo que se estimen estos para´metros.
4. Se analizaron diferentes estrategias de control y, finalmente, se implementaron una basada en
control cla´sico tipo PID y una con control por realimentacio´n de estados con sen˜al de control
no lineal.
Las sen˜ales de control halladas permitira´n establecer el esquema de dosificacio´n necesario para
lograr un nivel de produccio´n de prote´ına deseado. Finalmente, se considero´ que las sen˜ales alcanzadas
fueran implementables en el laboratorio.
1.3 Contenido de la Tesis
Los resultados de esta propuesta se fundamentan en una simplificacio´n del proceso de transcripcio´n,
el cual se expone brevemente en el cap´ıtulo dos. El cap´ıtulo tres muestra el modelo implementado y
algunos ana´lisis realizados a dicho modelo. Estos ana´lisis permitieron definir que´ para´metros tienen
ma´s incidencia en la respuesta del modelo y con ello guiar la fase experimental. En el cap´ıtulo cuatro se
describen brevemente las te´cnicas de control utilizadas y se exponen los resultados obtenidos al an˜adir
un control al modelo del proceso. El cap´ıtulo cinco presenta los resultados obtenidos al adicionar
restricciones a la sen˜al de control. Finalmente, en el cap´ıtulo seis se presentan las conclusiones y se
proponen trabajos futuros.
2
Cap´ıtulo 2
Fundamentos Previos
En este cap´ıtulo se explican la bases que se tomaron para el desarrollo del trabajo. Primero se vera´n
los procesos modelados, es decir, los fundamentos biolo´gicos del modelo que son los procesos de
transcripcio´n y traduccio´n de genes. Posteriormente, se expondra´n las herramientas utilizadas para
modelar matema´ticamente estos procesos. Dentro de ellas se vera´n la funcio´n de Hill, la ley de accio´n
de masas y luego se expondra´n los conceptos fundamentales de los modelos por compartimentos, otra
de las herramientas utilizadas a lo largo de este trabajo. Finalmente, se expondra´ brevemente la teor´ıa
detra´s de las leyes de control utilizadas. Dentro de los controladores seleccionados se encuentran el de
accio´n proporcional, integral y derivativa (PID) y el control por linealizacio´n entrada - estado.
2.1 Proceso Modelado
En esta seccio´n se describira´ de forma sencilla que´ es el regulamiento ge´nico y los procesos que pueden
intervenirse con el fin de conseguirlo.
Regulacio´n y silenciamiento gene´tico
El cuerpo humano, al igual que todos los seres vivos, se “rige” por medio de la produccio´n de prote´ınas.
Una ce´lula promedio requiere cientos de prote´ınas diferentes en todo momento. Estas prote´ınas se
deben sintetizar en respuesta a las necesidades de la ce´lula, transportadas a su correspondiente destino
celular y finalmente degradadas cuando no se requiera ma´s de ellas.
El A´cido Desoxirribonucleico (ADN) [21] es el encargado de llevar la informacio´n acerca de cua´les
prote´ınas se deben producir, cua´ndo y en do´nde. La doble he´lice del ADN esta´ compuesta por un
esqueleto carbonado y cuatro bases distintas: Adenina (A), Timina (T), Citosina (C) y Guanina (G).
Estas bases tambie´n denominadas mono´meros se unen extremo a extremo en la he´lice formando pares
simples como se aprecia en la figura 2.1. Cuando en una de las he´lices encontramos Adenina en la
otra, formando el par, se encontrara´ la Timina y del mismo modo cuando encontramos en una de
las he´lices Citosina en la otra, de forma complementaria, encontraremos Guanina. La informacio´n
dada por la combinacio´n de estas bases en un orden determinado forma un gen. Los genes contienen
la informacio´n necesaria para formar un mensaje espec´ıfico que permite a la ce´lula producir una
prote´ına determinada.
De todos los genes en el genoma humano, so´lo una pequen˜a porcio´n se encuentran activos en una
ce´lula en un determinado momento. Dependiendo de la especialidad de la ce´lula, sus requerimientos
por productos gene´ticos var´ıan ampliamente. No obstante, algunos genes se expresan a un mayor
o menor nivel en casi todas las ce´lulas del organismo, debido a que sus productos son requeridos
constantemente. Por otra parte, existe un tipo de genes cuyos productos so´lo se necesitan en algunas
ce´lulas y cuyo nivel se afecta por sen˜ales moleculares. La expresio´n de estos genes se denomina regulada.
Las prote´ınas son el producto de la expresio´n de un gen. En el proceso de expresio´n regulada los
niveles de una prote´ına pueden aumentar o disminuir en presencia de sen˜ales moleculares. Las prote´ınas
cuya concentracio´n aumenta bajo ciertas circunstancias se denominan inducibles, y al proceso que
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Figura 2.1: Estructura ba´sica de la doble he´lice del ADN
incrementa su expresio´n se le denomina induccio´n. De manera similar, las prote´ınas cuya concentracio´n
baja en respuesta a una sen˜al molecular se les denomina represibles, y al proceso que disminuye su
expresio´n se le denomina represio´n.
La concentracio´n de una prote´ına en una ce´lula espec´ıfica se basa en el balance de al menos siete
procesos. Para regular esta concentracio´n se podr´ıa tomar cualquiera de estos procesos e intervenirlo
en busca del desbalance que genere el fin deseado. Los procesos involucrados parten desde la s´ıntesis del
ARN primario (proceso denominado Transcripcio´n), pasando por la modificacio´n del ARN, con el fin de
convertirlo en ARN mensajero (ARNm), la degradacio´n del ARNm, la s´ıntesis de la prote´ına (proceso
denominado Traduccio´n), la modificacio´n de las prote´ınas, el direccionamiento y traslado de estas y
finalmente su degradacio´n. De las estrategias de regulacio´n para los siete procesos antes mencionados,
las ma´s documentadas y probablemente las ma´s utilizadas, son aquellas que se concentran en el inicio
de la cadena de regulacio´n, es decir, en el proceso de Transcripcio´n [10, 11, 20, 22, 26, 28, 33]. A
continuacio´n se explicara´ ma´s sobre este proceso.
Transcripcio´n de ADN y Produccio´n de Prote´ınas
Cada gen contiene impl´ıcitamente un mensaje que le dira´ a la ce´lula que´ prote´ına producir y en
que´ momento. Para que este mensaje se pueda interpretar en la ce´lula, debe transcribirse primero
en unos trenes de nucleo´tidos; cada uno de los cuales, se denomina A´cido Ribonucleico (ARN). El
ARN a diferencia del ADN presenta una sola he´lice sobre la cual lleva la informacio´n necesaria para la
s´ıntesis de prote´ınas (el mensaje). Al igual que el ADN, el ARN presenta cuatro bases nitrogenadas,
pero no son exactamente las mismas que presenta el primero. En el ARN la Timina (T) se remplaza
por el Uracilo (U). Al proceso de transformacio´n de ADN en ARN se le denomina transcripcio´n.
La transformacio´n del ADN en ARN se lleva a cabo por una enzima denominada Polimerasa.
La transcripcio´n comienza con el reconocimiento por parte de la polimerasa de un promotor en el
ADN, es decir, una secuencia caracter´ıstica de nucleo´tidos que se ubica antes del segmento que se va
a transcribir. Luego de detectada esta regio´n la polimerasa abre la doble he´lice del ADN y utiliza una
de estas he´lices como patro´n (ver figura 2.2). A partir de esta he´lice la enzima cataliza las uniones de
nucle´otidos produciendo pequen˜as mole´culas de ARN. Por cada mono´mero de Adenina detectado en
la he´lice patro´n de ADN, la polimerasa une un Uracilo. Las otras uniones se realizan tal y como se
describio´ anteriormente, C-G, G-C, T-A. Mediante este proceso se genera una he´lice complementaria
al ADN que luego se extrae, procesa y lleva al citoplasma para el proceso de traduccio´n.
En ce´lulas eucariotas como las de los humanos este primer ARN producido se procesa en lo que
se conoce como ARN mensajero(ARNm). Esta mole´cula de ARNm se mueve hasta el citoplasma de
la ce´lula. Una vez all´ı, los ribosomas (organelos celulares) llevan a cabo el proceso de traduccio´n. En
este proceso el ribosoma lee la informacio´n del mensajero y la transforma en prote´ınas, mediante la
unio´n en un orden espec´ıfico de animoa´cidos determinados (ver figura2.3).
En el cuerpo humano as´ı como en otros organismos, existen mecanismos de control para la pro-
duccio´n de prote´ınas. Dentro de nuestro cuerpo, las ce´lulas modulan la produccio´n de las prote´ınas
necesarias para los diferentes procesos, mediante el uso de un sofisticado sistema de control. Este con-
trol depende de una clase de prote´ınas denominadas Factores de transcripcio´n. Estas mole´culas son
capaces de interactuar directamente con el ADN, cumpliendo una funcio´n de interruptores, es decir
activando o reprimiendo el proceso de transcripcio´n de genes en particular, y por ende, permitiendo o
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no la produccio´n de las prote´ınas asociadas a la transcripcio´n de estos genes. Estas prote´ınas, a su vez,
pueden actuar como factores de transcripcio´n de otros genes. Las prote´ınas que aumentan la tasa de
transcripcio´n se denominara´n activadores y las que la disminuyen o bloquean, represores. Un ejemplo
ilustrativo del proceso de transcripcio´n y del efecto de los factores de transcripcio´n se ve en la figura
2.4.
2.2 Herramientas utilizadas para el Modelamiento
En esta seccio´n se expondra´n las herramientas utilizadas para modelar los procesos descritos en la
seccio´n anterior.
Modelado de la Transcripcio´n en presencia de Factores de Transcripcio´n
La interaccio´n de represores o activadores en el proceso de transcripcio´n se ha descrito en varias
ocasiones por medio de la funcio´n de Hill [10, 11, 20]. Esta funcio´n representara´ la tasa de produccio´n
de una prote´ına X en funcio´n de la cantidad de factor de transcripcio´n B que encuentre.
Debido a que los factores de transcripcio´n pueden actuar de forma positiva o negativa sobre la
tasa de transcripcio´n de un gen, existen dos versiones de la funcio´n de Hill. Cuando el factor de
transcripcio´n que encontramos es un activador, la ecuacio´n asociada a la tasa de produccio´n es la que
se presenta en la ecuacio´n (2.1).
X = f (B) =
βBn
Kn +Bn
(2.1)
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mRNA
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Figura 2.4: Proceso de transcripcio´n de ADN a. Transcripcio´n en ausencia de factores de transcripcio´n
b. Transcripcio´n en presencia de una prote´ına activadora c. Transcripcio´n en presencia de una prote´ına
represora
En este caso la prote´ına B (el factor de transcripcio´n) fomenta la expresio´n del gen X. La funcio´n
de Hill aqu´ı va desde cero, en ausencia del activador, hasta un valor ma´ximo (nivel de saturacio´n) β,
el cual se obtiene cuando la concentracio´n de B es muy alta. En esta expresio´n K es el coeficiente de
activacio´n, tiene unidades de concentracio´n y representa el nivel que se necesita de B para obtener
una expresio´n igual a la mitad del ma´ximo posible. Visto desde el punto de vista gra´fico K nos indica
el punto de inflexio´n de la gra´fica sigmoidal, tal y como se muestra en la figura 2.5. Finalmente el
para´metro n se denomina coeficiente de Hill y regula la transicio´n entre las tasas de transcripcio´n altas
y bajas. Este coeficiente se relaciona con la cooperatividad entre las prote´ınas, o dicho de otra forma
expresa la efectividad con que el activador B actu´a sobre la transcripcio´n de la prote´ına X. Cuando
n es mayor la curva sigmoidal es ma´s pronunciada, efecto que puede apreciarse en la figura 2.5.
En el caso en que el factor de transcripcio´n reprime la expresio´n del gen, la funcio´n de Hill asociada
se presenta en la ecuacio´n (2.2).
X = f (B) =
β
1 +
(
B
K
)n (2.2)
En este caso, la tasa de transcripcio´n ma´s alta se obtendra´ cuando la concentracio´n del represor B
tienda a cero. La mitad del valor ma´ximo de la tasa de transcripcio´n se obtendra´ para B = K aunque
en este caso K ya no se denomina coeficiente de activacio´n sino factor de represio´n. Aqu´ı n representa
que´ tan efectivo es B para reprimir la expresio´n de X.
Ley de Accio´n de Masas
La ley de accio´n de masas establece que la tasa a la que una reaccio´n ocurre es proporcional al
producto de las concentraciones de reactivos involucrados en dicha reaccio´n. Tomemos por ejemplo la
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Figura 2.5: Efecto del coeficiente de coperatividad en la funcio´n de Hill
reaccio´n mostrada en la ecuacio´n (2.3). Esta reaccio´n se presenta entre los reactivos S y E, dando como
producto C, el cual puede descomponerse de nuevo en S y E. Al mismo tiempo C puede convertirse
en otros dos reactivos P y E. Los para´metros k1, k2 y kr1 representan constantes asociadas a las tasas
de reaccio´n y el sentido de la flecha indica si la reaccio´n en unidireccional o bidireccional. Se denomina
la concentracio´n de un reactivo por medio de la letra minu´scula asociada a su nombre.
k1 k2
S + E ⇋ C → P + E
kr1
(2.3)
El proceso descrito en la ecuacio´n (2.3) indica que la unio´n de los reactivos S y E produce el
reactivo C a una tasa igual a k1. Al mismo tiempo, el reactivo C produce una cantidad de P y de
E a una tasa k2. La flecha hacia la izquierda nos indica que C puede descomponerse de nuevo en S
y E a una tasa igual a kr1. Para entender lo que esta ecuacio´n dice ma´s fa´cilmente a continuacio´n
se presenta un modelo matema´tico que aplica la ley de accio´n de masas al proceso antes descrito.
El modelo puede verse en la figura 2.4. All´ı se muestra, por ejemplo, que la cantidad de reactivo S
disminuye a una tasa proporcional a las concentraciones s y e y a la tasa constante k1, y aumenta en
proporcio´n a la concentracio´n de C y a la tasa kr1.
ds
dt = −k1se+ kr1c,
de
dt = −k1se+ (kr1 + k2)c
dc
dt = k1se− (kr1 + k2)c,
dp
dt = k2c
(2.4)
La ecuacio´n (2.4) muestra diferentes interacciones entre reactivos y como la concentracio´n de los
mismos var´ıa de acuerdo a una simple ley de masas. Aunque el modelamiento aqu´ı explicado es
bastante sencillo, ha sido utilizado en diferentes modelos. Un ejemplo de esto es el presentado en [34]
en donde se caracterizo´ el ciclo de la prote´ına G en la levadura. El esquema propuesto por los autores
se muestra en la figura 2.6, all´ı se presentan las reacciones individuales que componen la dina´mica
principal de la prote´ına G en la levadura junto a las tasas de cambio. El punto so´lido en la flecha de
la reaccio´n indica que esta reaccio´n es catalizada por la prote´ına que esta´ conectada al mismo. La
representacio´n en ecuaciones diferenciales de esta dina´mica se muestra en la ecuacio´n (2.5).
d[R]/dt = −kRL[L][R] + kRLm[RL]− kRd0[R] + kRs
d[RL]/dt = kRL[L][R]− kRLm[RL]− kRd1[RL]
d[G]/dt = −kGa[RL][G] + kG1[Gd][Gbg] (2.5)
d[Ga]/dt = kGa[RL][G]− kGd[Ga]
En este modelo se relacionan las cuatro variables de estado seleccionadas: el receptor libre R, el
receptor unido al ligando RL, la prote´ına inactiva G y la prote´ına activa Ga. El modelo se utilizo´ para
7
Figura 2.6: Diagrama de Reacciones del ciclo de la prote´ına G. Tomado de [34]
estimar las tasas de activacio´n y desactivacio´n de la prote´ına G. Otros ejemplos del uso de la ley de
accio´n de masas con diversos enfoques se pueden encontrar en [6, 7, 14, 26].
Modelos por Compartimentos
Muchos procesos complejos pueden dividirse en etapas y modelar solamente la interaccio´n que se da
entre una etapa y otra. Esta metodolog´ıa se denomina ana´lisis por compartimentos. Los modelos que
siguen esta estrategia de ana´lisis se denominan modelos por compartimentos. Este tipo de modelos
han sido ampliamente utilizados para describir la interaccio´n entre diferentes poblaciones [7, 16, 17].
Gra´ficamente los modelos por compartimentos se describen con diagramas de bloques de la forma
mostrada en la figura 2.7.
Compartimento 1
x(t)Razo´n de entrada Razo´n de Salida
Figura 2.7: Representacio´n esquema´tica de un sistema con un compartimentos
A continuacio´n se explicara´ un sistema ba´sico de un compartimento, con el fin de ayudar a la
comprensio´n de estos modelos. La derivada de x con respecto al tiempo se puede interpretar como el
cambio en la cantidad de sustancia del compartimento por unidad de tiempo, esta dina´mica se podr´ıa
modelar de la forma descrita en la ecuacio´n (2.6).
dx
dt = razo´n de entrada − razo´n de salida (2.6)
De igual forma para un sistema dividido en tres compartimentos, como el mostrado en la figura
2.8, la dina´mica podr´ıa modelarse como se muestra en la ecuacio´n (2.7), en donde kij es la razo´n de
lo que sale del compartimento i hacia el compartimento j.
En este sencillo ejemplo las tasas de intercambio entre los estados eran constantes, pero, represen-
taban la cantidad de sustancia que pasa de un compartimento a otro, la cual var´ıa dependiendo de la
cantidad de sustancia que haya en cada compartimento.
dx
dt = −k12x(t) + k21y(t)
dy
dt = −k23y(t)− k21y(t)
dz
dt = −k3oz(t) + k23y(t)
(2.7)
Una vez visto el funcionamiento ba´sico de los modelos por compartimentos, ahora se expondra´n
algunos ejemplos de sistemas biolo´gicos modelados por medio de esta metodolog´ıa.
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Figura 2.8: Representacio´n esquema´tica de un sistema con tres compartimentos
Ana´lisis epidemiolo´gicos basados en modelos por compartimentos
La epidemiolog´ıa es el estudio de los factores determinantes y la distribucio´n de la prevalencia de una
enfermedad en animales o humanos. Para realizar estos estudios, los experimentos en humanos son
generalmente imposibles o por lo menos no muy e´ticos. Fue como alternativa a los experimentos que
surgio´ la idea de utilizar modelos matema´ticos que ayuden a entender el comportamiento general de
una enfermedad, y con ello a predecir posibles focos infecciosos o estados ende´micos, y que ayuden a
evaluar posibles medidas de control que puedan ser aplicadas para combatir o prevenir el contagio de
la enfermedad.
El modelo desarrollado por Kerman y McKendrick en 1927, mostrado en la ecuacio´n (2.8), es un
ejemplo de un modelo compartimental, utilizado para describir la dina´mica de una epidemia. Este
modelo, denominado SIR, considera la poblacio´n total de humanos y la divide en tres compartimen-
tos. Cada compartimento expresa una caracter´ıstica de los humanos con respecto a la enfermedad.
Los compartimentos seleccionados por ellos fueron: Susceptibles, Infectados y Removidos. En el com-
partimento de Susceptibles se agrupan todos los humanos que no han adquirido la infeccio´n pero que
esta´n expuestos a ello. En el compartimento de Infectados se encuentran los humanos que ya fueron
infectados y permanecen enfermos. Finalmente en el compartimento de Removidos esta´n todos los
humanos que han sido aislados, inmunizados o que han desarrollado inmunidad completa a la enfer-
medad despue´s de padecerla. Este modelo se puede representar gra´ficamente de la forma mostrada en
la figura 2.9 y sus ecuaciones se muestran en (2.8).
S˙(t) = −βS(t)I(t)
I˙(t) = βS(t)I(t)− 1τ I(t)
R˙(t) = 1τ I(t)
(2.8)
S I R
βSI 1
τ I
Figura 2.9: Representacio´n esquema´tica de un modelo S-I-R
Los modelos del tipo SIR han demostrado ser efectivos para el modelado de enfermedades trans-
mitidas por agentes virales, como la hepatitis [14], Rubeola [6, 29] o el co´lera [4].
Modelos por compartimentos en la Biolog´ıa Molecular
As´ı como los modelos compartimentales nos pueden dar una perspectiva general de una enfermedad,
tambie´n pueden ayudarnos a entender las dina´micas internas de un grupo de ce´lulas en el desarrollo de
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una actividad espec´ıfica, ya sea responder a una infeccio´n, reproducirse o producir prote´ınas con fines
espec´ıficos. Un ejemplo claro de esto lo muestra Perelson en [25], en donde la dina´mica del Virus de
Inmunodeficiencia Humano, VIH, se modela mediante la interaccio´n entre las ce´lulas T, los linfocitos
infectados L, las ce´lulas M que producen el virus y los viriones V. El esquema de este modelo se
muestra en la figura 2.10. En este esquema se denotan las ce´lulas infectadas como T ∗ y M∗.
V
T* L M*
δT ∗
aL
fkV T
µLL
kMVM
µMM
∗
NδT ∗ pM∗
Figura 2.10: Representacio´n esquema´tica del modelo de infeccio´n del VIH
Los modelos compartimentales se han utilizado tambie´n para describir el papel del ARNm en la
expresio´n de genes. En [15] Hargrove y Schmidt utilizan un modelo sencillo de dos compartimentos
para analizar el efecto de la estabilidad del ARNm en la cine´tica de la induccio´n de prote´ınas. El
esquema del modelo utilizado por ellos se muestra en la figura 2.11. All´ı, la cantidad de ARNm que
se encuentra en el compartimento es determinada por la tasa constante de transcripcio´n ks1 y por la
tasa de degradacio´n kd1 . Esta tasa de degradacio´n esta´ asociada a la accesibilidad del ARNm a las
nucleasas que lo degradan. Las nucleasas son el producto final de otro gen. As´ı mismo, la cantidad
de prote´ına en la piscina dependera´ de la tasa de traduccio´n ks2 y de la tasa de degradacio´n kd2. En
este u´ltimo caso, la degradacio´n se asocia a la tasa a la cual la prote´ına puede ser hidrolizada por las
proteasas. Las proteasas, a la vez, son el producto final de otro gen.
Gen
Compartimento
de ARNm
Rt
Compartimento
de Prote´ınas
Pt
Gen B kd1Rt Gen C kd2Pt
Nucleo´tidos Amino A´cidos
Transcripcio´n
ks1
Traduccio´n
ks2Rt
Nucleasa Degradacio´n del ARNm Proteasa Degradacio´n de la Prote´ına
Figura 2.11: Representacio´n esquema´tica del modelo de Transcripcio´n y Traduccio´n de ARNm
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2.3 Herramientas utilizadas para el control del proceso
Una vez planteado el modelo existen diferentes te´cnicas que ayudara´n a llevar el modelo al estado
deseado. Las herramientas utilizadas para controlar el modelo se expondra´n a continuacio´n.
Control PID
Una vez identificado el modelo del proceso, el paso siguiente es disen˜ar el control que nos permitira´ ac-
tuar para modificar la respuesta del mismo. El control ma´s ampliamente utilizado en la industria, es el
control tipo PID. Como dicen Aguado y Mart´ınez en [1]: “El PID constituye en sus distintas versiones,
las solucio´n ma´s universalmente aceptada para los problemas de control en la industria. Se calcula
que ma´s del 90% de los reguladores instalados, ya sean estos analo´gicos o digitales, constituyen una
u otra modificacio´n del algoritmo PI”.
El objetivo de un controlador PID en el a´mbito de los procesos de control t´ıpicamente se refiere
a mantener una variable particular del proceso (temperatura, posicio´n, etc.) en un valor dado o Set-
Point. Normalmente, la sen˜al utilizada como referencia del controlador es la sen˜al de error generada
de la resta de la salida deseada del sistema (Set-Point), con la real. A este error se le denota como e.
El control tipo PID deriva su nombre de la unio´n de tres tipos de controladores. Cada uno de
estos controladores tiene un efecto diferente sobre la sen˜al de referencia. El componente proporcional
se encarga de lograr que la salida alcance el valor del Set-Point indicado en la entrada. La accio´n
proporcional va a escalar la sen˜al de referencia, de modo que su efecto sobre el sistema sea mayor.
La ecuacio´n t´ıpica de un control proporcional se muestra en (2.9). All´ı kp se denomina ganancia del
controlador y representa el peso que tiene el valor presente del error.
u =


umax si e > emax
kpe si emin < e < emax
umin si e < emin
(2.9)
El problema del controlador de tipo proporcional es que suele desviarse del valor de referencia
del sistema, lo que no es bueno en casos donde se desea espec´ıficamente seguir esta referencia. Para
evitar que esto ocurra se puede an˜adir un controlador de efecto integral. Este controlador permite
tener en cuenta el pasado de la sen˜al de error, de modo que si se esta´ lejos del punto de referencia
el componente integral en conjunto con la realimentacio´n negativa, modifican la salida de forma tal
que el error en estado estacionario tienda a cero. El esquema ba´sico del control con accio´n integral se
muestra en la ecuacio´n (2.10).
u = ki
∫ t
0
e(τ)dτ (2.10)
La constante ki representa la ganancia integral, o por decirlo de otra forma, el peso que le daremos
al pasado de la sen˜al del error.
La unio´n de la accio´n proporcional e integral, es generalmente, ma´s que suficiente para poder con-
trolar un sistema cuya dina´mica sea lenta. Si se desea agilizar la respuesta del sistema con controlador,
lo que se debe hacer es incluir una accio´n derivativa. El control por accio´n derivativa tiene la habilidad
de predecir cual sera´ el estado futuro del error lo que permite actuar anticipadamente. Este control
utiliza la derivada del error como forma de predecir el error en estado futuro. La prediccio´n tomada
para un instante Td ma´s adelante, se muestra en la ecuacio´n (2.11). El componente derivativo permite
al PID controlar la tasa (amortiguamiento) con la cual la planta respondera´ a una entrada escalo´n
dada.
e (t+ Td) ≈ e(t) + Td
de(t)
dt
(2.11)
La combinacio´n de la accio´n proporcional (P), la accio´n integral (I) y la accio´n derivativa (D)
forma el control tipo PID. Visto desde un punto de vista ma´s general, el control PID tiene en cuenta
el pasado (te´rmino integral), el presente (proporcional) y el prono´stico futuro (te´rmino derivativo) del
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error o desviacio´n del comportamiento deseado [30]. El esquema ba´sico de este control se muestra en
la ecuacio´n (2.12), en donde cada una de las ganancias kx, representa el peso de la accio´n x en la
accio´n total de control.
u = kpe(t) + ki
∫ t
0
e(τ)dτ + kd
de(t)
dt
(2.12)
Existen diferentes formas de sintonizar las ganancias kp, ki y kd. A continuacio´n se expondra´n
algunos me´todos.
Sintonizacio´n de los para´metros del PID por el me´todo de Ziegler-Nichols
En la de´cada de los cuarenta Ziegler y Nichols desarrollaron dos me´todos para sintonizacio´n de con-
troladores tipo P, PI Y PID, basados en una caracterizacio´n simple de las dina´micas del proceso en
el tiempo y en la frecuencia. En el dominio del tiempo el me´todo se basa en la medicio´n de tres
caracter´ısticas de la respuesta al paso del sistema en lazo abierto. Una representacio´n de respuesta
gene´rica y de los para´metros que se deben determinar para lograr la sintonizacio´n se muestra en la
figura 2.12. La respuesta al paso se mide aplicando una entrada escalo´n unitario al proceso. Una vez
obtenida la gra´fica de la respuesta del sistema a la entrada especificada, la respuesta se caracteriza
mediante los para´metros τ , K y T . El para´metro τ nos da una aproximacio´n del retraso del sistema.
El para´metro K nos habla del valor final de la respuesta del sistema en estado estacionario. Final-
mente el para´metro T esta´ relacionado con la pendiente de subida de la respuesta del sistema. Una
vez caracterizados estos para´metros la respuesta del sistema puede aproximarse mediante la fo´rmula
que se expone en la ecuacio´n (2.13).
τ T
K
t
y
Figura 2.12: Respuesta gene´rica al paso de un sistema. Se muestran los para´metros que se deben
determinar de la respuesta para la sintonizacio´n del PID por me´todo Ziegler - Nichols
P (s) =
K
1 + sT
eτs (2.13)
Luego de caracterizar de forma simple la dina´mica del sistema, las constantes del controlador se
determinan basa´ndose en la tabla mostrada en 2.1, parte a. Los valores mostrados en la tabla fueron
el resultado de simulaciones masivas realizadas a un gran nu´mero de sistemas representativos.
Por otra parte, si la caracterizacio´n del sistema se desea hacer en frecuencia los para´metros a
hallar son Kc y Tc. La caracterizacio´n en frecuencia se realiza con el sistema en lazo cerrado. La forma
correcta de cerrar el lazo para esta prueba es poner una ganancia proporcional al error entre la salida
y la referencia unitaria. Una vez cerrado el lazo se debe variar la ganancia proporcional kp hasta que
el sistema entre en estado de oscilacio´n. El valor cr´ıtico que toma la ganancia proporcional en este
punto sera´ el para´metro Kc y el periodo de la oscilacio´n sera´ el para´metro Tc. En este caso los valores
para las ganancias del controlador PID, se estiman de acuerdo a las reglas mostradas en la tabla 2.1
parte (b).
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kp Ti Td
1,2T
Kτ 2τ 0,5τ
(a) Reglas para determinar las ganancias bajo
la caracterizacio´n por respuesta al paso
kp Ti Td
0.6 Kc 0.5 Tc 0.125 Tc
(b) Reglas para determinar las ganancias bajo
la caracterizacio´n por respuesta en frecuencia
Tabla 2.1: Reglas de sintonizacio´n de las ganancias del PID planteadas por Ziegler - Nichols
Sintonizacio´n por el Me´todo de Lo´pez, Miller, Smith y Murrill
Fue el primer me´todo de sintonizacio´n de PID desarrollado basado en criterios integrales. El me´todo
se conoce como me´todo de Lo´pez [2]. Este me´todo utiliza las mismas medidas tomadas en lazo abierto
que se utilizaron antes en el me´todo de Ziegler y Nichols, es decir, aproxima la respuesta del sistema
con un modelo de primer orden y retardo caracterizado por los para´metros K, T y τ . Las ecuaciones
de sintonizacio´n planteadas por Lo´pez se presentan a continuacio´n.
kp =
1
K
a
( τ
T
)b
(2.14)
Ti = T
1
c
( τ
T
)−d
(2.15)
Td = Te
( τ
T
)f
(2.16)
Los valores de las constantes a a la f dependen del criterio de desempen˜o utilizado. Lo´pez consi-
dero´ los siguientes criterios: integral del error absuluto (IAE), integral del error absoluto por el tiempo
(ITAE) y la integral del error cuadra´tico (ISE). Los valores de las constantes para cada uno de los
criterios se presentan en la tabla 2.2.
a b c d e f
IAE 1.435 -0.921 0.878 -0.749 0.482 1.137
ITAE 1.357 -0.947 0.842 -0.738 0.381 0.995
ISE 1.495 -0.945 1.101 -0.771 0.560 1.006
Tabla 2.2: Para´metros establecidos por Lopez para sintonizacio´n de las ganancias del PID
Control por linealizacio´n Entrada - Estado y Realimentacio´n de estados
El control por linealizacio´n entrada - estado nos brinda una herramienta que convierte el sistema en
lazo cerrado en uno linealizado. El uso de este me´todo de linealizacio´n, no se refiere a la linealizacio´n
aproximada basada en el Jacobiano, sino que convierte al sistema en uno exactamente lineal, al cancelar
todas las alinealidades por medio de la sen˜al de control u.
Lema [23]: Para un sistema no lineal, af´ın en la entrada de control, como el descrito en la
ecuacio´n (2.17), se puede plantear una transformacio´n z = T (x) que transforme al sistema en uno
lineal equivalente, como el mostrado en la ecuacio´n (2.18), si es posible encontrar una ley de control
u = α (x)+β (x) v, que cancele las no linealidades. El nuevo sistema tiene la ventaja que el par (A,B)
resulta controlable.
x˙ = f (x) + g (x)u,
y = h (x) ,
(2.17)
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z˙ = Az +Bβ (x)
−1
[u− α (x)]
y = h (x) ,
(2.18)
Para poder realizar este control por linealizacio´n entrada - estado se den cumplir algunos requisitos:
• Es de sospechar que no se pueden cancelar cualquier tipo de alinealidades, sino solamente aquellas
que presenten una estructura espec´ıfica. Para cancelar un te´rmino no lineal α (x) por sustraccio´n,
la sen˜al de control u y el te´rmino α (x) deben aparecer juntos de la forma, u+α (x). Para poder
cancelar un te´rmino no lineal γ (x) por divisio´n, el te´rmino debe aparecer junto a la sen˜al de
control u a modo de producto.
• La posibilidad de convertir una ecuacio´n de estado no lineal en un sistema lineal controlable
mediante la cancelacio´n de no linealidades con la sen˜al u requiere que el sistema sea de la forma
x˙ = Ax + Bβ (x)
−1
[u− α (x)]. Si el sistema no presenta esta estructura, se debe hallar una
transformacio´n que permita llevarlo a esta forma.
• La sen˜al de control u se definira´ como u = α (x)+β (x) v, con β (x) = γ (x)
−1
siempre y cuando
γ (x) no sea singular, en el dominio de intere´s.
Una vez cubiertos estos requisitos, se podra´ establecer una nueva sen˜al de control para el sistema
lineal. En este caso la nueva sen˜al de control se denomina v y equivale a la ley de realimentacio´n de
estados, v = Kx+ vr en donde vr representa la sen˜al de referencia para el control. Con el fin de dar
a entender este me´todo a continuacio´n se presenta un breve ejemplo.
Ejemplo
Sea un sistema no lineal como el descrito en la ecuacio´n (2.19).
x˙1 = x2
x˙2 = x
3
3 + u
x˙3 = −x
3
3 + x1
y = x1
(2.19)
Como las alinealidades no cumplen con los requisitos descritos previamente, se considera el cambio
de coordenadas. Sea la transformacio´n descrita en la ecuacio´n (2.20)
z1 = x3
z2 = −x
3
3 + x1
z3 = x2 − 3x1x
2
3 + 3x
5
3
(2.20)
El cual es globalmente invertible de la forma mostrada en la ecuacio´n (2.21)
x1 = z2 + z
3
1
x2 = z3 + 3z2z
2
1
x3 = z1
(2.21)
En las nuevas coordenadas el sistema resulta de la forma que se ve en la ecuacio´n (2.22).
z˙1 = z2
z˙2 = z3
z˙3 = x
3
3 − 3x2x
2
3 + 21x1x
4
3 − 6x
2
1x3 − 15x
7
3 + u
(2.22)
Este nuevo sistema si cumple con las restricciones descritas anteriormente, por ende se puede
definir el control linealizante por realimentacio´n de la forma mostrada en la ecuacio´n (2.23).
u = −x33+3x2x
2
3−21x1x
4
3+6x
2
1x3+15x
7
3−k1x3−k2
(
−x33 + x1
)
−k3
(
x2 − 3x1x
2
3 + 3x
5
3
)
+vr (2.23)
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Dada la sen˜al de control mostrada en la ecuacio´n (2.23), el sistema en lazo cerrado resulta de la
forma descrita en la ecuacio´n (2.24)
z˙1 = z2
z˙2 = z3
z˙3 = −k1z1 − k2z2 − k3z3 + vr
y = z2 + z
3
1
(2.24)
El sistema sera´ globalmente estabilizable si se escogen k1, k2 y k3 de modo que el polinomio
s3 + k3s
2 + k2s + k1 sea Hurtwitz [23]. Dicho de otra forma, se necesita que las ra´ıces que resuelven
el polinomio tengan todas parte real negativa.
Como pudo verse con este ejemplo, el truco esta´ en encontrar la transformacio´n que puede dejar
el sistema de la forma descrita en la ecuacio´n (2.18).
2.4 Resumen
Es este cap´ıtulo se expusieron los fundamentos necesarios para el desarrollo del modelo planteado en
el pro´ximo cap´ıtulo. En la seccio´n 2.1 se ilustraron los fundamentos de la regulacio´n ge´nica y se des-
cribieron los procesos biolo´gicos que se tendra´n en cuenta en el modelo. En la seccio´n 2.2 se mostraron
algunas de las herramientas utilizadas para describir la interaccio´n entre las variables del modelo. Lue-
go, se describieron los principios sobre modelos por compartimientos y se mostraron algunos ejemplos
de sistemas biolo´gicos modelados de esta forma. Finalmente en la seccio´n 2.3 se explicaron las bases
que regulan las leyes de control utilizadas en el modelo. Se expuso el esquema general de un contro-
lador con accio´n proporcional, integral y derivativa y se expusieron dos me´todos para la sintonizacio´n
de sus ganancias. En esa seccio´n tambie´n se describio´ el controlador por linealizacio´n entrada - estado
y la forma de disen˜arlo.
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Cap´ıtulo 3
Modelado Matema´tico de los procesos de
Transcripcio´n y Traduccio´n
En este cap´ıtulo se expondra´ el modelo desarrollado y se explicara´n las variables y para´metros que
intervienen para lograr que el modelo refleje la dina´mica esperada. En la seccio´n 3.1 se describen las
variables seleccionadas y se establecen las relaciones que existen entre ellas. A continuacio´n, en la
seccio´n 3.2 se describe el proceso de seleccio´n de los valores utilizados para los para´metros asociados
a la dina´mica del modelo. En la seccio´n 3.3 se presenta el modelo completo y su comportamiento se
analiza en la seccio´n 3.5.
3.1 Variables del Modelo
Para describir el proceso antes mencionado mediante un modelo matema´tico se identificaron inicial-
mente las variables y se establecieron relaciones entre ellas. Las variables que se seleccionaron para
este modelo fueron las concentraciones de diferentes prote´ınas medidas en un grupo de ce´lulas. Las
prote´ınas consideradas fueron: el represor de tetraciclina (TR), la tetraciclina (Tet), el ARNm aso-
ciado con la produccio´n de prote´ına verde fluorescente (ARNmGFP ) y la prote´ına verde fluorescente
(GFP ).
Para efectos del modelo, la poblacio´n total de represor se dividio´ en dos sub - poblaciones que se
distinguen por su posibilidad de actuar como represores para la transcripcio´n del ARNmGFP . Las
mole´culas de represor que han sido inhibidas a causa de su unio´n con la tetraciclina se denominara´n
TRi y representara´n la cantidad de represor que se encuentra inactivo. As´ı mismo, aquellas mole´culas
que se encuentren libres y en plena capacidad de actuar como factores de transcripcio´n se denominara´n
simplemente TR. De ahora en adelante cuando se haga referencia al represor activo se notara´ con las
letras TR y cuando se haga referencia al represor inhibido TRi.
Un diagrama de las variables y las interacciones entre ellas se muestra en la figura 3.1
Tet
ARNmTR TR ARNmGFP GFP
TRi
η
β1
(1+(TR/K)) γ
αTR
αTet δ1δ3
δ3 + ν
δTet
δ2
Figura 3.1: Diagrama del proceso de silenciamiento ge´nico inducido por TR
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El represor de Tetraciclina (TR) y su efecto sobre la produccio´n de GFP
El TR reprime la transcripcio´n del gen cuyo producto es la GFP. El efecto del TR se ve directamente
en la produccio´n del mensajero (ARNmGFP ) y fue modelado utilizando una funcio´n de Hill como las
vistas en la seccio´n 2.2.
En este caso el TR reprime la transcripcio´n del gen que producira´ la GFP; es decir, reduce la
tasa de produccio´n del ARNmGFP . La funcio´n de Hill en este caso quedar´ıa como se muestra en la
ecuacio´n (3.1).
f (TR) =
β1
1 +
(
TR
K
)n (3.1)
En la ecuacio´n (3.1) vemos que a medida que aumenta la cantidad de TR disminuye el valor de la
funcio´n, y en forma complementaria, a medida que TR se acerca a cero el valor de la funcio´n tiende
a β1. Las unidades de K son mole´culas y n es adimensional.
La transcripcio´n del gen cuyo producto es la GFP
Como se menciono´ anteriormente la produccio´n del ARNmGFP se afecta de forma negativa por efecto
del TR en el proceso de transcripcio´n, pero este no es el u´nico elemento que reduce la concentracio´n
de esta prote´ına. La cantidad de prote´ına que encontramos en un momento dado depende de la tasa
de produccio´n y la tasa de degradacio´n de la misma. La produccio´n de mole´culas de ARNmGFP se
modela por medio de la funcio´n de Hill antes mencionada. Esta se ve en el segundo te´rmino de la
ecuacio´n (3.2).
dARNmGFP
dt
= −δ3ARNmGFP +
β1
1 +
(
Tet
K
)n (3.2)
El te´rmino negativo en la ecuacio´n (3.2) representa la degradacio´n de la prote´ına y el para´metro
δ3 esta´ asociado a la vida media de la misma. Las unidades de δ3 son m
−1. Al hacer el te´rmino K
dependiente del valor en estado estable del represor, podemos expresar de forma sencilla la produccio´n
basal de la prote´ına, es decir, la produccio´n que se mantendra´ au´n en presencia de altas concentraciones
de represor. Por ejemplo, si K = TRTot/10; es decir, es un de´cimo del valor ma´ximo de represor,
entonces la produccio´n de la proteina variara´ desde β1/101, cuando el TR es ma´ximo; a β1 en ausencia
de TR. La tasa de produccio´n β1 presentan unidades de mole´culas por unidad de tiempo.
Es de notar que se desprecia el tiempo de produccio´n del ARNmGFP y la degradacio´n del mismo
debido a otros factores.
La produccio´n de Prote´ına Verde Fluorescente (GFP )
La produccio´n de mole´culas de GFP esta´ asociada al proceso de traduccio´n y depende de la concentra-
cio´n de mole´culas de ARNmGFP que se encuentre. El GFP presentara´ un incremento en su cantidad
debido a la traduccio´n del ARNmGFP y se disminuira´ a causa de la degradacio´n de la prote´ına. La
ecuacio´n que representa este comportamiento se puede ver en la ecuacio´n (3.3).
dGFP
dt
= −δ2GFP + γARNmGFP (3.3)
En donde δ2 es el para´metro asociado a la vida media de la prote´ına, con unidades m
−1 y γ
representa la tasa a la cual se genera la prote´ına, con unidades de uno por unidad de tiempo.
En esta ecuacio´n no se tiene en cuenta el tiempo de produccio´n ni otras posibles causas de de-
gradacio´n. Existen actualmente muchas variantes de la prote´ına verde fluorescente original [27]. Estas
variantes se han creado con el fin de obtener una mayor eficiencia en la transcripcio´n, o una respues-
ta luminosa mayor. La prote´ına que se utilizara´ en el laboratorio sera´ una modificacio´n de la GFP
tradicional, denominada EmGFP [18].
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El Represor de Tetraciclina TR
El ARNm asociado a la produccio´n de TR se produce debido a la modificacio´n que se realizo´ en el
ADN del macro´fago. Esta modificacio´n se produce en el laboratorio tras exponer las ce´lulas originales
a un proceso de transfeccio´n. Este proceso consiste en la introduccio´n de material gene´tico externo
en ce´lulas eucariotas [21]. Debido a que la l´ınea celular que se utilizara´ en este modelo ya ha sido
transfectada, para efectos pra´cticos, se puede tomar el ARNmTR como una constante del modelo.
La poblacio´n total de represor se dividio´ en dos subpoblaciones. A continuacio´n se aclarara´n las
ecuaciones que describen la dina´mica asociada a cada una de estas poblaciones.
La concentracio´n de TR(activo) se vera´ afectada positivamente debido al proceso de traduccio´n.
Por otra parte, su concentracio´n disminuira´ debido a la degradacio´n propia de la prote´ına. Esto se
representa en el primer te´rmino de la ecuacio´n (3.4). Aqu´ı el para´metro δ3 esta´ asociado a la vida
media de la prote´ına.
dTR
dt
= −δ3TR− α · TR · Tet+ ηARNmTR + νTRi (3.4)
La poblacio´n activa de TR se reducira´ tambie´n debido a las mole´culas que se inactivan al unirse
con la tetraciclina. Esto esta´ representado por el segundo te´rmino en la ecuacio´n (3.4). All´ı se expresa
que la reduccio´n en la concentracio´n de la prote´ına debida a la inhibicio´n de la misma, depende de la
cantidad de TR, de la cantidad de Tet y de la posibilidad de encuentro de las dos representada por el
para´metro α.
El tercer te´rmino de la ecuacio´n representa la produccio´n de TR debido a la traduccio´n de su
ARNm. η representa el nu´mero de mole´culas generadas por unidad de tiempo. Finalmente el cuarto
te´rmino representa la tetraciclina que vuelve a estar disponible debido a la separacio´n del las mole´culas
que conforman el TRi. El para´metro ν representa la tasa en las que las mole´culas de TRi se separan.
Con respecto a la poblacio´n del represor inhibido la variacio´n se debera´ a dos factores principal-
mente, la degradacio´n de las mole´culas y el paso de mole´culas de TR a TRi.
dTRi
dt
= −δ3TRi+ α · TR · Tet− νTRi (3.5)
La degradacio´n de las mole´culas, expresada en el primer te´rmino de la ecuacio´n (3.5) esta´ asociada
a la vida media de las mismas por medio del para´metro δ3. El aumento en esta poblacio´n estara´ dado
por aquellas mole´culas de TR que se inhiben, y pasan a esta poblacio´n. Las mole´culas de TRi que se
generan son las mismas que se eliminan por inhibicio´n de la poblacio´n de TR; esto se ve en el segundo
te´rmino de la ecuacio´n (3.5). El u´ltimo te´rmino representa la disminucio´n en la poblacio´n de TRi
debido a la separacio´n de las mole´culas de Tet y TR.
Para esta ecuacio´n se supuso que la degradacio´n de las mole´culas de TRi se debe exclusivamente
a la dina´mica de la poblacio´n TR, razo´n por la cual, la tasa de degradacio´n del TRi es la misma tasa
de degradacio´n del TR. Esto se supone puesto que en este caso la degradacio´n de las mole´culas de
TR es mucho ma´s ra´pida que las de Tet (40 minutos contra 8 horas). Por lo tanto, en el momento en
que las mole´culas de TRi se degradan, se supone que lo hacen debido a la degradacio´n de TR.
La tasa de degradacio´n δ3 tiene unidades de uno por unidad de tiempo. El para´metro α tiene
unidades de uno por mole´cula por unidad de tiempo.
Comportamiento dina´mico de la Tetraciclina
La tetraciclina que se adiciona a las ce´lulas tiene un comportamiento dina´mico que se debe modelar.
Para efectos del modelo se consideraron principalmente dos aspectos: primero, la tetraciclina empieza
a degradarse en el instante en que se adiciona, segundo, una vez la tetraciclina entra en contacto con
el represor se presenta un estado de ocupacio´n de la misma. La dina´mica que representan estos dos
efectos se expresa en la ecuacio´n (3.6).
dTet
dt
= −δTetTet− α · TR · Tet+ δ3TRi+ ζu+ νTRi (3.6)
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El primer te´rmino de la ecuacio´n (3.6) representa la degradacio´n de la tetraciclina de acuerdo con
su vida media. El segundo te´rmino esta´ asociado con las mole´culas que dejan de estar disponibles
debido a que se asocian con las mole´culas de TR. El tercer te´rmino representa la tetraciclina que se
libera debido a la degradacio´n de TRi, es decir, las mole´culas de Tet que vuelven a estar disponibles.
El cuarto te´rmino representa el aumento de la poblacio´n debido a las dosificaciones externas, es decir,
la introduccio´n del antibio´tico. El para´metro ζ representa la cantidad de antibio´tico suministrado en
una dosificacio´n. Finalmente, el u´ltimo te´rmino representa la tetraciclina que vuelve a estar disponible
por la separacio´n de las mole´culas que conforman el TRi.
3.2 Para´metros
En esta seccio´n se resumen los tipos de para´metros asociados al modelo y se exponen los valores
utilizados para ellos.
Tasas de degradacio´n
Las tasas de degradacio´n de este modelo se describen por medio de la letra δ y esta´n relacionadas con
el tiempo medio de vida de la mole´cula asociada a cada una de ellas. La tabla 3.1 muestra el tiempo
de vida media utilizado para el modelo y la fuente de la cual se tomo´.
Variable Para´metro Tiempo Tomado de
TR δ3 40 min [26]
TRi δ3 40 min [26]*
Tet δTet 8.5 horas [12]**
ARNmGFP δ1 10 min [10, 26]
GFP δ2 6 horas [26]
* Se supone igual al del TR
** Vida media para tetraciclina del tipo HCl
Tabla 3.1: Tiempo de Vida Media de las mole´culas involucradas en la dina´mica modelada
Tasas de Produccio´n
Las tasas de produccio´n para este modelo se definen en la tabla 3.2. Estas tasas representan la velocidad
de produccio´n de las mole´culas dependiendo de la poblacio´n que las incentiva.
Variable Para´metro Tiempo Tomado de
TR η 3 molec/transcripcio´n [5]
Tet ζ 10000 molec/dosis **
ARNmGFP β1 1 molec [10]*
GFP γ 20 molec/transcripcio´n [10]
* La tasa original se doblo´ para ajustarse mejor a este modelo
** ζ se define segu´n la dosis suministrada a las ce´lulas
Tabla 3.2: Tasas de produccio´n de las mole´culas involucradas en la dina´mica modelada
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Para´metro Valor
δ1 0.06931
δ2 0.00193
δ3 0.01733
δTet 0.00136
ζ 10000
α 1,0× 10−6
η 3
K 299.7576
n 2
β1 1
γ 20
ν 0.1
Tabla 3.3: Resumen de los para´metros utilizados en la simulacio´n del modelo
Tasa de Interaccio´n α
La tasa de interaccio´n entre el represor TR y la tetraciclina Tet se implemento´ por medio del para´metro
α. Este para´metro describe la velocidad con la cual se unen las mole´culas de estas dos poblaciones.
Como el valor espec´ıfico de α no se encontro´ en la literatura, realizando variedad de simulaciones se
selecciono´ como valor adecuado α = 1× 10−6 y a partir de los ana´lisis que se hara´n en la seccio´n 3.5,
se determinara´ la importancia de medir este valor experimentalmente.
3.3 Modelo
El modelo final con el que se trabajara´ representa las dina´micas de las cinco poblaciones antes men-
cionadas: TR, ARNmGFP , GFP , TRi y Tet. Este modelo se resume a continuacio´n.
dTR
dt
= −δ3TR− α · TR · Tet+ ηARNmTR + νTRi
dARNmGFP
dt
= −δ1ARNmGFP +
β1
1 +
(
TR
K
)n
dGFP
dt
= −δ2GFP + γARNmGFP
dTRi
dt
= −δ3TRi+ α · TR · Tet− νTRi
dTet
dt
= −δtetTet− α · TR · Tet+ δ3TRi+ ζu+ νTRi
Los valores de los para´metros utilizados para los ana´lisis y las simulaciones se exponen en la tabla
3.3.
3.4 Respuesta alcanzada por el modelo
A continuacio´n se presentara´n las respuestas alcanzadas por el modelo en distintos escenarios. Primero,
en la figura 3.2 se ve la respuesta del modelo cuando se define la entrada como cero. Esta gra´fica permite
ver los puntos de equilibrio con entrada cero. En la produccio´n de GFP se puede observar que, a pesar
de que la entrada es cero, existe un nivel basal de produccio´n igual a 15 molec/cel. En la figura 3.2
tambie´n se puede observar la produccio´n regular de tetraciclina inducida a la ce´lula.
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Figura 3.2: Respuesta del modelo ante una entrada cero
En la figura 3.3 se ve el comportamiento de las variables del modelo ante una entrada tipo escalo´n
unitario.
Ya se observo´ el comportamiento del modelo ante entradas constantes, ahora se mostrara´ la res-
puesta ante una sola dosificacio´n administrada en t = 10h. En la figura 3.4 se ve el comportamiento del
TR, de la GFP , de la tetraciclina , del TRi y del ARNmGFP , ante la dosificacio´n de 10000 mole´culas.
3.5 Ana´lisis del modelo
A continuacio´n se presentan algunos ana´lisis realizados sobre el modelo, se empezara´ con el ana´lisis
de estabilidad. Si un sistema es estable entonces ante una entrada acotada cualquiera presentara´ una
salida acotada. Dicho de otra forma, el ana´lisis de estabilidad nos permite saber si la respuesta del
sistema tendera´ a una regio´n o punto, o si por el contrario, sera´ indeterminada.
Seguidamente se realizara´ un ana´lisis de controlabilidad. Esto debido a que el propo´sito final de
este modelo es interactuar con un controlador para lograr una respuesta deseada.
Estabilidad
Para analizar la estabilidad del modelo, primero se deben encontrar sus puntos de equilibrio y linealizar
el modelo en las cercan´ıas a estos puntos. Un puntoX0 se denomina punto de equilibrio para el sistema
descrito por X˙ = f(X), si la derivada de X evaluada en X0 es cero, es decir: f(X0) = 0. En el caso de
un sistema con ma´s de una ecuacio´n el punto de equilibrio estara´ dado por la combinacio´n de valores
para las variables que logra que todas las ecuaciones diferenciales sean cero, es decir, para un sistema
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Figura 3.3: Respuesta del modelo ante una entrada tipo escalo´n
con n variables de estado el punto dado por el vector X¯0 de dimensio´n n, es un punto de equilibrio
para f(X¯) si f(X¯0) = 0.
Con el fin de encontrar los puntos de equilibrio del sistema igualamos todas las ecuaciones diferen-
ciales y la entrada del sistema a cero. El sistema se convierte entonces en el descrito en las ecuaciones
(3.7) a (3.11).
− δ1ARNmGFP +
β1
1 +
(
TR
K
)n = 0 (3.7)
−δ2GFP + γARNmGFP = 0 (3.8)
−δ3TR− α · TR · Tet+ ηARNmTR + νTRi = 0 (3.9)
−δ3TRi+ α · TR · Tet− νTRi = 0 (3.10)
−δtetTet− α · TR · Tet+ δ3TRi+ ζ0 + νTRi = 0 (3.11)
Resolviendo este sistema se encuentra que existe un u´nico punto en el que todas las derivadas se
hacen cero. Este punto se representa en la tabla 3.4.
El punto de equilibrio de un sistema representa los valores de las variables con los cuales el estado
del sistema se mantiene constante. Todo sistema con un u´nico punto de equilibrio tendera´ a e´l en
ausencia de perturbaciones externas y en presencia de estas, se alejara´ momenta´neamente hacia donde
la perturbacio´n lo dirija. Una vez determinado el punto de equilibrio del sistema se linealiza en este
punto. El modelo linealizado Z˙ = AZ +Bu se muestra en la ecuacio´n (3.12).
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Figura 3.4: Respuesta del modelo ante una u´nica dosificacio´n suministrada en t = 10h
Z˙ =


−δ3 − αTet ν 0 0 −αTR
αTet −δ3 − v 0 0 αTR
−
β1(TRK )
n
n
(1+(TRK )
n
)
2
TR
0 −δ1 0 0
0 0 γ −δ2 0
−αTet δ3 + v 0 0 −δTet − αTR

Z +


0
0
0
0
ζ

U (3.12)
Evaluando la ecuacio´n (3.12) en el punto de equilibrio encontrado se obtiene el sistema representado
en la ecuacio´n (3.13). En esta expresio´n se reemplazaron las variables por sus valores en estado
estacionario.
Z˙ =


−δ3 ν 0 0 −α
ηARNmTR
δ3
0 −δ3 − ν 0 0 α
ηARNmTR
δ3
−
β1
(
ηARNmTR
δ3K
)n
nδ3(
1+
(
ηARNmTR
δ3K
)n)2
ηARNmTR
0 −δ1 0 0
0 0 γ −δ2 0
0 δ3 + ν 0 0 −δTet − α
ηARNmTR
δ3


Z +


0
0
0
0
ζ


U (3.13)
Para determinar si el sistema linealizado cerca al punto de equilibrio es estable se deben hallar
los valores propios de la matriz A. Si todos los valores propios resultan negativos en su componente
real, entonces se puede concluir que el sistema es estable. Los valores propios hallados para el sistema
descrito en la ecuacio´n (3.13) se presentan en la ecuacio´n (3.14).
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Variable Valor en Estado Estacionario
ARNmGFP
β1
δ1
(
1+
(
ηARNmTR
δ3K
)n)
GFP γβ1
δ1
(
1+
(
ηARNmTR
δ3K
)n)
δ2
TR ηARNmTRδ3
TRi 0
Tet 0
Tabla 3.4: Punto de equilibrio del sistema con entrada cero
EIG (A) =


−δ3
−δ2
−δ1
−0,5
δ23+δ3ν+δ3δTet+αηARNmTR−R
δ3
−0,5
δ23+δ3ν+δ3δTet+αηARNmTR+R
δ3


(3.14)
R =
√
δ43 + δ
3
3 (2ν − 2δTet) + δ
2
3
(
2αηARNmTR + ν
2 − 2νδTet + δ
2
Tet
)
+ δ3 (2ναηARNmTR + 2δTetαηARNmTR) + α
2η2ARNm2
TR
Si consideramos que todos los para´metros son por definicio´n positivos, entonces, basta con probar
que los te´rminos δ33 (2ν − 2δTet) y δ
2
3
(
2αηARNmTR + ν
2 − 2νδTet + δ
2
Tet
)
son positivos para que R
resulte positiva. Al analizar el te´rmino δ33 (2ν − 2δTet) se evidencia que sera´ positivo siempre que
ν > δTet. Para el te´rmino δ
2
3
(
2αηARNmTR + ν
2 − 2νδTet + δ
2
Tet
)
la deduccio´n no es tan inmediata,
por lo que se demuestra pasa a paso en la ecuacio´n (3.15).
δ23
(
2αηARNmTR + ν
2 − 2νδTet + δ
2
Tet
)
> 0 (3.15a)
2αηARNmTR + ν
2 − 2νδTet + δ
2
Tet > 0 (3.15b)
ν2 − 2νδTet + δ
2
Tet ≥ 0 (3.15c)
ν2 + δ2Tet ≥ 2νδTet (3.15d)
En la ecuacio´n (3.15d) se muestra que este te´rmino sera´ mayor que cero para todo v y δTet,
dado que (x − y)2 ≥ 0 para todo x y y. Si se cumple que ν > δTet entonces todos los te´rminos de
la ra´ız son positivos y por ende podemos deducir que R es positiva. Adema´s, si tenemos en cuenta
que las tasas de degradacio´n son todas menores que uno, el te´rmino R resulta menor que el te´rmino
δ23 + δ3ν + δ3δTet + αηARNmTR. Dado esto, podemos afirmar que bajo la condicio´n ν > δTet todos
los valores propios asociados a la matriz A son reales y negativos. Por lo tanto, podemos concluir que
el modelo cerca al punto de equilibrio es estable.
Controlabilidad
Para evaluar si las variables del sistema son controlables, se evalu´a la controlabilidad del sistema cerca
al punto de equilibrio, es decir, se evalu´a primero la controlabilidad del modelo linealizado visto en la
ecuacio´n (3.13). Para sistemas lineales una forma sencilla de evaluar la controlabilidad de los mismos
es mediante la matriz de controlabilidad C. Esta matriz se define como se muestra en la ecuacio´n
(3.16).
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C (A,B) =
[
B AB A2B · · · An−1B
]
(3.16)
Un proceso es completamente controlable si cada variable de estado del proceso se puede controlar
para llegar a un punto objetivo en un tiempo finito, mediante la aplicacio´n de alguna sen˜al de control.
Para definir un sistema descrito por las matrices A y B como completamente controlable, basta con
que la matriz de Controlabilidad C sea de rango completo, o lo que es lo mismo, que su espacio nulo
sea vac´ıo. Esto se conoce como la condicio´n de Controlabilidad de Kalman [24].
Para nuestro sistema, la matriz de controlabilidad es de rango cuatro, es decir, presenta un espacio
nulo no vac´ıo generado por el vector de dimensio´n 1 × 5, el cual se muestra en el anexo A. Este
resultado nos indica que de las cinco variables de estado del sistema, solamente cuatro pueden llevarse
a un punto deseado en un tiempo finito. Al analizar el modelo, descubrimos que la variable TRi no tiene
una respuesta independiente; es decir, su dina´mica esta´ ligada de forma algebraica a la dina´mica de la
variable TR. Cuando se lleva a la poblacio´n de TR a cero, la poblacio´n de TRi se hace ma´xima, lo que
nos indica que no se pueden llevar ambas variables a un estado deseado, sino que el estado alcanzado
por una variable, establece inmediatamente el estado de la otra. La poblacio´n total de represor se
divide en las poblaciones TR y TRi. El represor inhibido resulta ser siempre el complemento de la
poblacio´n de TR, lo que nos indica que la variable TRi puede definirse de forma algebraica como se
muestra en la ecuacio´n (3.17).
TRi = TotTR − TR (3.17)
En donde TotTR es la poblacio´n total de represor producida por las ce´lulas, y TR representa a la
porcio´n de la poblacio´n que puede comportarse como represor en el proceso de transcripcio´n.
3.6 Reformulacio´n del Modelo
El modelo planteado en la seccio´n anterior representa la dina´mica del proceso de forma adecuada. Au´n
as´ı, el ana´lisis de controlabilidad que se realizo´ sobre ese modelo nos permitio´ entrever que se puede
representar la dina´mica del sistema con menos ecuaciones de las descritas anteriormente. Gracias a
que se descubrio´ la relacio´n algebraica que define la poblacio´n de TRi, es posible reducir el sistema a
las cuatro ecuaciones restantes y definir esta variable como una de salida en lugar de una de estado.
Planteamiento del Modelo tras el remplazo algebraico de TRi
Se toman para el modelo las variables de estado: TR que representa la cantidad de represor inhibido,
ARNmGFP que representa el ARN mensajero que generara´ la prote´ına verde fluorescente, GFP la
prote´ına verde fluorescente que actuara´ como indicador del nivel de expresio´n del gen y finalmente la
tetraciclina que actu´a como inductor de la expresio´n del gen Tet.
El modelo que representar´ıa el sistema estar´ıa conformado por las ecuaciones diferenciales (3.2),
(3.3), (3.4) y (3.6). Este sistema se muestra a continuacio´n.
dTR
dt
= −δ3TR− α · TR · Tet+ ηARNmTR + ν (TotTR − TR) (3.18)
dARNmGFP
dt
= −δ1ARNmGFP +
β1
1 +
(
TR
K
)n (3.19)
dGFP
dt
= −δ2GFP + γARNmGFP (3.20)
dTet
dt
= −δtetTet− α · TR · Tet+ ζu+ (δ3 + ν) (TotTR − TR) (3.21)
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Respuestas alcanzadas por el modelo reducido
A continuacio´n se presentara´n las respuestas alcanzadas por el modelo en los mismos escenarios evalua-
dos anteriormente. Primero, en la figura 3.5 se ve la respuesta del modelo cuando se define la entrada
como cero. Esta gra´fica permite ver los puntos de equilibrio con entrada cero. En la produccio´n de
GFP se puede observar que a pesar de que la entrada es cero, existe un nivel basal de produccio´n
igual a 15 molec/cel. En la figura 3.5 tambie´n se puede observar la produccio´n regular de tetraciclina
inducida a la ce´lula.
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Figura 3.5: Respuesta del modelo ante una entrada cero
En la figura 3.6 se ve el comportamiento de las variables del modelo ante una entrada tipo escalo´n
unitario. En la figura 3.7 se ve el comportamiento del TR, de la GFP , de la tetraciclina, del TRi y
del ARNmGFP , ante una u´nica dosificacio´n de 10000 mole´culas, aplicada en t = 10h.
Al comparar las respuestas del modelo reducido vistas en las figuras 3.5, 3.6 y 3.7 con las respuestas
obtenidas con el modelo de cinco ecuaciones vistas en las figuras 3.2, 3.3 y 3.4 se nota que son iguales,
lo cual confirma que la reduccio´n del modelo por remplazo algebraico no modifica la dina´mica del
mismo.
3.7 Ana´lisis de Estabilidad
Tal y como se explico´ anteriormente, empezaremos por encontrar los puntos de equilibrio del sistema,
para luego linealizar el modelo en las cercan´ıas a estos puntos.
Con el fin de encontrar los puntos de equilibrio del sistema igualamos todas las ecuaciones diferen-
ciales y la entrada del sistema a cero, como se hizo anteriormente. Resolviendo el sistema resultante
encontramos que existe un u´nico punto en el que todas las derivadas se hacen cero; este punto se
representa en la tabla 3.5.
Una vez determinado el punto de equilibrio del sistema se linealiza en este punto. El modelo
linealizado Z˙ = AZ +Bu, evaluado en el punto de equilibrio encontrado, se muestra explicitamente
en la ecuacio´n (3.22). Se remplazaron todas las variables por sus valores en estado estacionario. Al
encontrar los valores propios de este sistema vemos que al igual que en el caso anterior y, siempre que
se cumplan las mismas condiciones, los valores propios asociados a la matriz A son reales y negativos,
por ende, podemos concluir que el modelo cerca al punto de equilibrio es estable. Las condiciones
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Figura 3.6: Respuesta del modelo ante una entrada escalo´n
Variable Valor en Estado Estacionario
TR ηARNmTRδ3
ARNmGFP
β1
δ1
(
1+
(
ηARNmTR
Kδ3
)n)
GFP γ β1
δ1
(
1+
(
ηARNmTR
Kδ3
)n
δ2
)
Tet 0
Tabla 3.5: Puntos de equilibrio del sistema reducido con entrada cero
antes planteadas son: todos los para´metros son por definicio´n positivos, las tasas de degradacio´n (δx)
son menores a uno y el te´rmino α es del orden de 10−6. Los valores se muestran expl´ıcitamente en el
anexo B.1, debido a que los s´ımbolos ocupan ma´s espacio del que se dispone aqu´ı.
Z˙ =


−δ3 − v 0 0 −
αηARNmTR
δ3
−
β1
(
ηARNmTR
δ3K
)n
nδ3(
1+
(
ηARNmTR
δ3K
)n)2
ηARNmTR
−δ1 0 0
0 γ −δ2 0
−δ3 − v 0 0 −δTet −
αηARNmTR
δ3

Z +


0
0
0
ζ

U (3.22)
Antes de pasar al ana´lisis de controlabilidad, es importante mostrar los puntos de equilibrio cuando
la entrada del sistema es diferente de cero. Dado que el objetivo del proceso es la produccio´n gra-
dual de prote´ınas, considerar la entrada cero no es suficiente. En la etapa de produccio´n, el sistema
interactuara´ con estados de entrada nula y otros en donde e´sta sea no nula. Si el sistema resulta no
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Figura 3.7: Respuesta del modelo ante una u´nica dosificacio´n suministrada en t = 10h
estabilizable cuando la entrada sea diferente de cero, no se podra´ establecer una estrategia de control
viable para guiar el sistema a la produccio´n deseada. Los puntos de equilibrio cuando la entrada es
diferente de cero se muestran en la tabla 3.6. Al analizar los puntos mostrados en la tabla, vemos
que para las variables TR, ARNmGFP y GFP , el te´rmino que incluye la entrada se encuentra en
el denominador, lo que nos indica que un aumento en la entrada disminuira´ el valor de la variable.
Para la tetraciclina la entrada u influye de forma proporcional, pero, siempre que u sea acotada Tet
tambie´n lo sera´. Este resultado es coherente con lo que se esperaba ya que la entrada al sistema u es,
justamente, la dosificacio´n de tetraciclina.
Variable Valor en Estado Estacionario
TR δTet
ηARNmTR+νTotTR
δ3δTet+νδTet+ζuα
ARNmGFP
β1
δ1
(
1+
(
δTet(ηARNmTR+νTotTR)
k(δ3δTet+νδTet+ζuα)
)n)
GFP γβ1
δ1
(
1+
(
δTet(ηARNmTR+νTotTR)
k(δ3δTet+νδTet+ζuα)
)n
δ2
)
Tet ζuδTet
Tabla 3.6: Puntos de equilibrio del sistema reducido con entrada constante, diferente de cero
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3.8 Ana´lisis de Controlabilidad
De manera similar a la explicada anteriormente, en la ecuacio´n (3.16) se plantea la matriz de con-
trolabilidad con el sistema linealizado. La nueva matriz C es de 4 × 4. En el anexo C se muestra la
matriz simbo´lica y se demuestra que solamente cuando TR es cero el sistema deja de ser controlable,
es decir, se muestra que el sistema es controlable para todo X fuera del punto TR = 0. Debido a
las caracter´ısticas del modelo el estado TR = 0 no es un punto de equilibrio, por lo cual cuando el
sistema alcance esa condicio´n, ra´pidamente cambiara´ de estado. Dado que el rango de la nueva matriz
de controlabilidad resulta ser cuatro, el nuevo sistema es completamente controlable; es decir, cada
variable de estado del proceso se puede intervenir para llegar a un punto objetivo en un tiempo finito,
usando alguna sen˜al de control.
Con el fin de mostrar ejemplos nume´ricos de la matriz de controlabilidad, se escogen al azar dos
valores para la sen˜al de entrada y se evalu´a la matriz C para estos valores. Las matrices nume´ricas
obtenidas para el punto de equilibrio con u = 0 y con u = 0,9, es decir, en ausencia de dosis y con una
dosis de 9000 molec/cel; se muestran en las ecuaciones 3.23 y 3.24, respectivamente. Para evaluar el
sistema se utilizaron los para´metros citados en la tabla 3.3.
C |u=0 =


0 −29,9758 3,6476 −0,4391
0 0 0,000002 −,0000004
0 0 0 0,00004
10000 −43,5659 3,7068 −0,4441

 (3.23)
C |u=0,9 =


0 −0,5218 3,5177 −23,7087
0 0 0,0037 −0,0254
0 0 0 0,0746
10000 −14,1120 3,5369 −23,7135

 (3.24)
3.9 Ana´lisis de Sensibilidad
El ana´lisis de sensibilidad nos permite examinar co´mo el cambio de un para´metro afecta la respuesta
del modelo. Gracias a e´l, identificaremos que para´metros son ma´s cr´ıticos y por lo tanto, cua´les deben
ser prioritarios en la identificacio´n en el laboratorio.
Para examinar la sensibilidad de los para´metros de este sistema frente a cada una de las variables,
se opto´ por un me´todo basado en la creacio´n de un nuevo sistema de ecuaciones diferenciales. En
este nuevo sistema, a las ecuaciones diferenciales originales del modelo se le adicionara´n otras, que
representan la variacio´n en el tiempo de una salida debido al cambio de un para´metro.
Teorema
Sea un sistema no lineal descrito de la forma x˙ = f (t, x, λ) con f (t, x, λ) continuo en (t, x, λ) y con
primeras derivadas parciales con respecto a λ y x continuas para todo (t, x, λ). Diferenciando con
respecto a t se puede ver que xλ (t, λ) satisface la ecuacio´n diferencial vista en (3.25) con W y V
definidos como se ve en la ecuacio´n (3.26) [19].
∂
∂txλ (t, λ) =W (t, λ)xλ (t, λ) + V (t, λ) , xλ (t0, λ) = 0 (3.25)
W (t, λ) = ∂f(t,x,λ)∂x |x=x(t,λ) , V (t, λ) =
∂f(t,x,λ)
∂λ |x=x(t,λ) (3.26)
Sea S(t) = xλ (t, λ0) entonces, con λ lo suficientemente cerca a λ0, S(t) es la solucio´n u´nica del
sistema descrito en (3.27). Esta funcio´n S(t) se conoce como funcio´n de sensibilidad y la ecuacio´n
(3.27) como ecuacio´n de sensibilidad.
S˙(t) =W (t, λ)S(t) + V (t, λ) , S (t0) = 0 (3.27)
Las funciones de sensibilidad nos brindan estimaciones de primer orden sobre el efecto de la varia-
cio´n de los para´metros en la solucio´n del sistema.
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Metodolog´ıa Empleada
El procedimiento realizado para hallar la funcio´n de sensibilidad del sistema fue el siguiente: Primero
se evaluaron las matrices V y W de los jacobianos del sistema. Segundo, se creo un sistema extendido
de la forma descrita en 3.28. Finalmente, se resolvio´ el sistema extendido para hallar la funcio´n de
sensibilidad y la solucio´n nominal del sistema al mismo tiempo.
x˙ = f (t, x, λ) , x(t0) = x0
x˙λ =
[
∂f(t,x,λ)
∂x
]
xλ +
[
∂f(t,x,λ)
∂λ
]
, xλ (t0) = 0
(3.28)
Es importante especificar que cada funcio´n de sensibilidad representa las estimaciones del efecto
del cambio en un para´metro, contra una variable, para una trayectoria determinada. Esto quiere decir,
que la sensibilidad encontrada dependera´ de las condiciones iniciales y de la entrada para la cual se
resuelva el sistema extendido.
Para el caso que nos atan˜e, las variables tomadas fueron TR, mGFP , GFP y Tet. Los para´metros
a evaluar fueron δ1, δ2, δ3, δTet, γ, α, β1, K, n, η, ν y ζ. Este conjunto de doce para´metros y cuatro
variables da origen a 48 nuevas ecuaciones que nos brindara´n la dina´mica total de la sensibilidad para
este modelo. El sistema de 52 ecuaciones, las cuatro originales ma´s las cuarenta y ocho nuevas, se
presenta en el anexo D.
A continuacio´n, se presentan los resultados del ana´lisis de sensibilidad para cuatro trayectorias
definidas.
1. Paso del estado de produccio´n basal de GFP a uno donde la produccio´n sea cercana a la ma´xima.
Para este caso las condiciones iniciales del sistema son TR = TRTot = 2,997576×10
3, mGFP =
1,442649 × 10−3, GFP = 14,986398 y Tet = 0, las cuales corresponden al punto de equilibrio
con entrada cero. Adema´s la entrada del sistema se define como u = 0,9. La trayectoria asociada
a este caso se muestra en 3.8.
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Figura 3.8: Trayectoria 1: Paso a Produccio´n. (a)Tetraciclina (azul) (b). Prote´ına verde Fluorescente
(rojo)
Tras evaluar el sistema extendido para las condiciones ya explicadas, encontramos las gra´ficas
de sensibilidad. A modo de representacio´n gra´fica mostraremos un esquema de barras donde en
el eje x se tendra´n las variables, en el eje y, los para´metros y finalmente en el eje z, la integral
en el tiempo de la sensibilidad evaluada en la trayectoria descrita. Dicho esquema se presenta
en la figura 3.9.
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Figura 3.9: Sensibilidad de las variables con referencia a los para´metros del modelo para la trayectoria
1
De la figura 3.9 deducimos que en el paso a produccio´n de prote´ına, los para´metros ma´s sensibles
son la tasa de interaccio´n del represor con la tetraciclina α y las tasas de degradacio´n de las
mole´culas. Entre las u´ltimas, la ma´s determinante resulta ser la asociada a la tetraciclina δTet.
2. Estado constante de produccio´n
Para este caso las condiciones iniciales del sistema son TR = 52,182676, mGFP = 3,579701,
GFP = 3,71863 × 104 y Tet = 6,622421 × 106, las cuales corresponden al punto de equilibrio
con entrada u = 0,9. Para este caso la entrada se mantiene en u = 0,9.
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Figura 3.10: Trayectoria 2: Produccio´n constante. (a)Tetraciclina (azul) (b). Prote´ına verde Fluores-
cente (rojo)
Tras evaluar el sistema extendido para la trayectoria mostrada en 3.10, encontramos el esquema
de barras presentado en 3.11. Ah´ı los ejes son tal y como se definieron anteriormente.
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Figura 3.11: Sensibilidad hallada de las variables con referencia a los para´metros del modelo para la
trayectoria 2. Produccio´n Constante
En la figura 3.11 podemos ver que en la produccio´n constante de prote´ına, los para´metros ma´s
sensibles son la tasa de interaccio´n del represor con la tetraciclina α y las tasas de degradacio´n de
las mole´culas. Dentro de las u´ltimas la ma´s determinante resulta ser la asociada a la tetraciclina
δTet. Esta gra´fica resulta muy similar a la anterior.
3. Paso de Produccio´n a cese de produccio´n de GFP
Para este caso las condiciones iniciales del sistema son TR = 52,182676, mGFP = 3,579701,
GFP = 3,71863 × 104 y Tet = 6,622421 × 106, las cuales corresponden al punto de equilibrio
con u=0.9. Para este caso se define la entrada cero. La trayectoria de la prote´ına asociada a este
caso se muestra en la figura 3.12.
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Figura 3.12: Trayectoria 3: Cese de Produccio´n. (a).Tetraciclina (azul) (b). Prote´ına verde Fluorescente
(rojo)
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Tras evaluar el sistema extendido para las condiciones asociadas a esta tercera trayectoria,
encontramos el esquema de barras presentado en la figura 3.13. De nuevo los ejes son tal y como
se definieron anteriormente.
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Figura 3.13: Sensibilidad hallada de las variables con referencia a los para´metros del modelo para la
trayectoria 3. Cese de produccio´n
De la figura 3.9 podemos ver que en el paso a produccio´n de prote´ına, los para´metros ma´s
sensibles son la tasa de interaccio´n del represor con la tetraciclina α y las tasas de degradacio´n
de las mole´culas. Entre las u´ltimas, la ma´s determinante resulta ser la asociada a la tetraciclina
δTet. La diferencia de los resultados encontrados en esta trayectoria con respecto al primer y
segundo caso, es que la integral de la sensibilidad para α es aproximadamente 15 veces menor. En
este caso la sensibilidad con respecto a la tasa de degradacio´n de la tetraciclina es ma´s notoria.
4. Sen˜al de Entrada no constante
Para este caso las condiciones iniciales del sistema son TR = TRTot = 2,997576×10
3, mGFP =
1,442649 × 10−3, GFP = 14,986398 y Tet = 0, las cuales corresponden al punto de equilibrio
con u=0. Para este caso se define la entrada como dos pulsos en el t = 7900 y t = 16000, el resto
del tiempo es cero. La trayectoria de la prote´ına asociada a este caso se muestra en la figura
3.14.
Tras evaluar el sistema extendido para las condiciones asociadas a esta u´ltima trayectoria, en-
contramos el esquema de barras presentado en la figura 3.15. De nuevo los ejes son tal y como
se definieron anteriormente.
De la figura 3.15 podemos ver que en el caso de incluir el paso a produccio´n y luego el cese de
produccio´n de la prote´ına, los para´metros ma´s sensibles son la tasa de interaccio´n del represor
con la tetraciclina α y las tasas de degradacio´n de las mole´culas. Entre las u´ltimas, la ma´s
determinante resulta ser la asociada a la tetraciclina δTet. En este caso, α afecta de manera ma´s
significativa el comportamiento del represor de tetraciclina TR en vez de la salida del sistema,
a diferencia de los casos anteriores.
Al revisar los resultados obtenidos para las trayectorias 1, 2, 3 y 4; presentados en las figuras 3.9,
3.11 y 3.12 se determina que la fase experimental deber´ıa concentrarse en medir principalmente cuatro
de los trece para´metros del modelo. Entre los para´metros a medir estar´ıan: la tasa de interaccio´n entre
el represor y la tetraciclina α, la tasa de degradacio´n de la tetraciclina δTet, la tasa de degradacio´n
del ARNmGFP δ1 y de la prote´ına verde fluorescente δ2.
A modo de resumen a continuacio´n se presenta una tabla donde se expone el valor de la integral
en el tiempo de la funcio´n de sensibilidad para cada uno de los para´metros, en cada una de las
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Figura 3.14: Trayectoria 4: Sen˜al de entrada no constante. (a).Tetraciclina (azul) (b). Prote´ına verde
Fluorescente (rojo)
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Figura 3.15: Sensibilidad hallada de las variables con referencia a los para´metros del modelo para la
trayectoria 4. Entrada no constante
trayectorias, con respecto a la salida del sistema. La tabla 3.7 muestra como α es el para´metro ma´s
determinante, seguido por δTet, entre otros.
Es importante decir aqu´ı que se creo´ una herramienta bajo MATLAB (R) que permitiera hacer el
ana´lisis de sensibilidad de forma automa´tica, para cualquier sistema. La idea al hacer esta herramienta
fue que no solo ayudara en este trabajo sino que tambie´n pudiera ser utilizada por los otros miembros
del grupo de investigacio´n para correr estos ana´lisis en los sistemas en los se esta´ trabajando.
3.10 Resumen
En este cap´ıtulo se mostro´ el modelo desarrollado para emular la dina´mica del proceso de silenciamiento
ge´nico gradual. Para llegar al modelo final, primero se expusieron las variables consideradas dentro del
mismo, seccio´n 3.1 y se definieron los para´metro a utilizar. El modelo hallado se mostro´ en la seccio´n
3.3 y tras realizar algunos ana´lisis, seccio´n 3.5, se determino´ que aunque el modelo era estable, no era
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Para´metro Paso a produccio´n Produccio´n continua Cese de produccio´n Entrada no constante
δ3 9,986568× 10
7 1,008708× 108 6,954901× 106 4,212235× 106
α 2,045968× 1014 2,1394592× 1014 5,470592× 1012 1,302477× 1011
ηTR 6,150485× 105 6,419734× 105 1,788175× 104 1,775406× 103
δ1 1,983055× 10
9 2,089073× 109 4,940942× 107 2,073996× 106
β1 1,375528× 10
8 1,447936× 108 3,317306× 106 1,437557× 105
δ2 6,944008× 10
10 7,526234× 1010 3,784379× 109 7,431643× 107
γ 6,877642× 106 7,245046× 106 1,712290× 105 7,189945× 103
δTet 1,452230× 10
11 1,514766× 1011 2,396264× 109 6,289712× 107
k 6,949487× 106 7,263804× 106 1,933623× 105 9,582238× 103
n 5,982439× 107 6,035280× 107 3,497876× 106 5,462708× 105
ν 1,743789× 109 1,823493× 109 4,664699× 107 1,109681× 106
ζ 2,045994× 104 2,058597× 104 0 13,057437
Tabla 3.7: Valor absoluto de la integral de la funcio´n de sensibilidad que representa la variacio´n en la
salida GFP ante la variacio´n de cada para´metro. Se presenta el valor de la sensibilidad para las cuatro
trayectorias evaluadas en este trabajo.
del todo controlable. Una nueva formulacio´n que remplazaba una de las variables de estado por su
equivalente algebraico se presento´ en la seccio´n 3.6 y se presento´ la respuesta de este nuevo modelo
en tres escenarios diferentes. Por u´ltimo, los ana´lisis de estabilidad, controlabilidad y sensibilidad del
nuevo modelo se presentaron en las secciones 3.7, 3.8 y 3.9, respectivamente.
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Cap´ıtulo 4
Control del Modelo de expresio´n ge´nica y
produccio´n de prote´ınas
En este cap´ıtulo se expondra´n los controles disen˜ados para regular el nivel de produccio´n de prote´ınas
y se vera´n los resultados alcanzados al implementar las leyes de control en el modelo. En los disen˜os
se tuvieron en cuenta las limitaciones inherentes al proceso, las cuales se expondra´n en la seccio´n
4.2. En la seccio´n 4.3 se disen˜o´ e implemento´ un control tipo PID. Se utilizaron diferentes me´todos
para sintonizar las ganancias del controlador. Finalmente, en la seccio´n 4.4 se disen˜o´ un control por
linealizacio´n entrada estado y realimentacio´n de estados.
4.1 Introduccio´n
La implementacio´n de un controlador a un sistema busca llevar el sistema de un estado actual cual-
quiera a un estado deseado. En el disen˜o de controladores existen muchas cosas a tener en cuenta. No
todos los sistemas son controlables y au´n aquellos que son controlables pueden resultar serlo solo en
las cercan´ıas de un punto de equilibrio. El modelo desarrollado en este trabajo resulta ser controlable
siempre que se cumpla la condicio´n TR 6= 0, ana´lisis desarrollado en el anexo C, como el punto TR = 0
no es un punto de equilibrio del sistema, las trayectorias no llevara´n el sistema a este punto y si llegase
a caer en el migrar´ıa ra´pidamente hacia un punto de equilibrio.
La ley de control mostrada en este cap´ıtulo sera´ implementada posteriormente en el laboratorio de
parasitolog´ıa con el fin de lograr la expresio´n graduada de genes y la produccio´n de prote´ınas asociada
a esta. Debido a que se pretende implementar esta sen˜al se establecieron algunas restricciones sobre
las cuales se desarrollo´ el control. Estas restricciones se muestran en la seccio´n siguiente.
4.2 Restricciones del control
A la hora de disen˜ar los controladores se tuvieron en cuenta tres restricciones:
• La forma de intervenir el sistema es mediante la dosificacio´n de tetraciclina, esta podra´ ser
an˜adida pero no sustra´ıda del proceso, por ende, la sen˜al de control debe ser siempre mayor o
igual a cero.
• Dado que lo que se desea es lograr diferentes niveles de expresio´n del gen, sera´ ma´s importante
lograr un bajo error en estado estacionario, ma´s que una respuesta ra´pida.
• Debido a que la sen˜al de control representa experimentalmente la adicio´n de un “reactivo”, se
debe procurar minimizar el gasto del mismo.
Una vez claras las restricciones se procedio´ a disen˜ar los controladores.
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4.3 Control PID
El primer control implementado al modelo fue un control tipo PID. En la primera prueba los para´me-
tros del PID se sintonizaron mediante el me´todo de Ziegler - Nichols explicado en la seccio´n 2.3. Para
poder utilizar las reglas desarrolladas por estos autores primero fue necesario caracterizar el sistema.
Tras hallar los para´metros K, T y τ se obtiene la funcio´n de transferencia que se presenta en la
ecuacio´n (4.1).
P (s) =
43276,82
1 + s900
e−700t (4.1)
La respuesta del modelo comparada con la respuesta simplificada se muestra en la gra´fica 4.1.
La respuesta en estado estacionario del modelo y de la funcio´n aproximada es muy parecida, aunque
se nota gran diferencia en la dina´mica de subida de ambas. Esta diferencia se le atribuye a la gran
simplificacio´n de la funcio´n con respecto al modelo. Aunque esta simplificacio´n permite encontrar los
para´metros, hace que estos no sean tan exactos y se deba hacer un ajuste manual de controlador al
probarlo directamente con el modelo real.
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Figura 4.1: En azul respuesta del modelo. En rojo respuesta de la funcio´n simplificada de Ziegler
Nichols
Con el fin de simular el modelo se implemento´ un modelo en Matlab Simulink (R). El modelo
implementado se muestra en 4.2. En la parte izquierda de la gra´fica se puede ver que la sen˜al de
referencia se creo´ mediante la suma de funciones escalo´n de diferentes amplitudes. Se adiciono´ un
bloque de saturacio´n que representa una limitacio´n que se tiene en la pra´ctica, la tetraciclina solo
puede ser adicionada al sistema, pero no retirada.
Figura 4.2: Esquema de la implementacio´n en Simulink
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Al sintonizar los para´metros del PID con el me´todo Ziegler Nichols resultan las siguientes ganancias:
kp = 3,5651×10
−5, ki = 2,5465×10
−8 y kd = 0,0125. Con estos para´metros la respuesta alcanzada por
el sistema se muestra en la figura 4.3. Se puede apreciar que la respuesta del sistema en lazo cerrado
es buena, aunque no se logra eliminar del todo el error en estado estacionario. Se puede afirmar que la
aproximacio´n hecha por Ziegler y Nichols nos acerca bastante a la respuesta que se desea del sistema.
El problema que se tiene con esta respuesta es que la sen˜al de control que se ve en la figura 4.3 parte
(b) no tiene ninguna clase de l´ımite o cota superior, por tal razo´n, se ve como si la respuesta del
controlador fueran dos grandes picos en t = 16,6h y t = 166h. Si se mira ma´s de cerca la respuesta,
tal y como se presenta en la figura 4.4 vemos como la sen˜al de control es diferente de cero para todo
t a pesar de lo que se ve´ıa en la figura 4.3.
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Figura 4.3: Respuesta en lazo cerrado del sistema con control PID. Sintonizacio´n de para´metros por
el me´todo de Ziegler y Nichols. En Rojo referencia, en Azul respuesta del modelo.
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Figura 4.4: Sen˜al de control del sistema con control PID. Sintonizacio´n de para´metros por el me´todo
de Ziegler y Nichols. En Rojo referencia, en Azul sen˜al de control. Ampliacio´n en el eje y, para
ymax=40000 mole´culas / ce´lula.
En busca de un mejor control se evaluaron los criterios de Lo´pez para la seleccio´n de las ganancias
del controlador. En la tabla 2.2 se mostraron las constantes necesarias para calcular los para´metros,
dependiendo del criterio utilizado. Los valores hallados se presentan en la tabla 4.1 y las simulaciones
del modelo con estos valores se presentan en las figuras 4.5, 4.6 y 4.7. Aunque las respuestas obtenidas
con cada uno de estos me´todos es similar, se ve que la respuesta alcanzada al utilizar las ganancias
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kp ki kd
IAE 4.1794×10−5 6.3280×10−8 0.0106
ITAE 3.9782×10−5 5.7603×10−8 0.0083
ISE 4.3805×10−5 8.3631×10−8 0.0133
Tabla 4.1: Ganancias del controlador PID halladas por el me´todo Lo´pez
sintonizadas por el criterio ITAE es ma´s cercana a lo deseable, ya que las oscilaciones que presenta
no son tan fuertes como en los otros casos. Au´n as´ı, la respuesta alcanzada por el sistema al utilizar
los criterios hallados por Lo´pez fue muy inferior a la alcanzada al utilizar la sintonizacio´n de Ziegler
- Nichols.
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Figura 4.5: Respuesta en lazo cerrado del sistema con control PID. Sintonizacio´n de para´metros por
el me´todo Lo´pez, IAE. En Rojo referencia, en Azul respuesta del modelo.
En las figuras 4.5, 4.6 y 4.7 se ve un feno´meno similar al presentado con la sen˜al de control del
Ziegler - Nichols. Estas sen˜ales parecen dos u´nicos impulsos de magnitud diferente. Una ampliacio´n
de la sen˜al de control mostrara´ si realmente son dos u´nicos pulsos o si la sen˜al de control es diferente
a cero en los puntos entre 16,6h < t < 166h. Para el PID ITAE se muestra la ampliacio´n en la figura
4.8, ah´ı es evidente que en este caso, debido al sobrepaso de la salida, la sen˜al de control en t 6= 16,6h
y t 6= 166h es mucho menor que en el caso del PID sintonizado por el me´todo de Ziegler y Nichols y
mostrado en la figura 4.4.
Los me´todos de sintonizacio´n de para´metros fueron disen˜ados para brindar un punto de referencia
desde el cual, mediante un ajuste manual se pueda alcanzar una mejor respuesta. La necesidad de este
ajuste surge del hecho de utilizar una aproximacio´n sencilla del sistema para determinar los valores
de las ganancias del controlador. Aunque el ajuste puede hacerse de forma manual, existen diferentes
me´todos de optimizacio´n que nos brinda Matlab (R) que pueden ayudar en esta tarea. Para realizar la
optimizacio´n en este caso se utilizo´ la herramienta Signal Constraint del Toolbox Simulink Response
Optimization de Matlab (R). Mediante el uso de esta herramienta se pueden an˜adir restricciones a una
sen˜al de modo que su comportamiento sea el deseado. La sen˜al a restringir fue la sen˜al de salida y el
objetivo que la respuesta fuera cercana a la referencia, no se le dio´ mayor peso al tiempo de respuesta
pero s´ı al error en estado estable, que se quer´ıa fuera mı´nimo. Los para´metros a modificar con el fin de
lograr la respuesta deseada fueron las ganancias del controlador. Las restricciones gra´ficas impuestas
al sistema se muestran en la figura 4.9.
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Figura 4.6: Respuesta en lazo cerrado del sistema con control PID. Sintonizacio´n de para´metros por
el me´todo Lo´pez, ITAE. En Rojo referencia, en Azul respuesta del modelo.
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Figura 4.7: Respuesta en lazo cerrado del sistema con control PID. Sintonizacio´n de para´metros por
el me´todo Lo´pez, ISE. En Rojo referencia, en Azul respuesta del modelo.
Se tomaron como punto inicial para la optimizacio´n los para´metros hallados por cada uno de los
me´todos mencionados anteriormente. Los nuevos valores de las ganancias y el valor de la funcio´n
de optimizacio´n para el error de seguimiento de referencia para cada uno de los controladores antes
mencionados se muestra en la tabla 4.2. La columna f(error) hace referencia al valor mı´nimo obtenido
de la funcio´n objetivo.
La optimizacio´n tiene dos fases. En la primera fase se intenta cumplir con las restricciones puestas
a la sen˜al, es decir, se desea que la salida se encuentre entre la zona blanca de la figura 4.9. La
fase dos empieza una vez terminada la primera fase. En la segunda fase se busca minimizar el error
por seguimiento de referencia de la sen˜al. Para la optimizacio´n realizada se determino´ el nu´mero de
iteraciones ma´ximo como cien. El me´todo de optimizacio´n utilizado fue Simplex Search, el cual utiliza
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Figura 4.8: Sen˜al de control del sistema con control PID. Sintonizacio´n de para´metros por el me´todo
Lo´pez, ITAE. En Rojo referencia, en Azul sen˜al de control. Ampliacio´n en el eje y, para ymax=40000
mole´culas / ce´lula.
Figura 4.9: Restricciones gra´ficas impuestas a la respuesta deseada por parte del sistema.
la funcio´n fminsearch. La tolerancia de los para´metros a variar y de la funcio´n objetivo se definio´ como
0,0001. Los para´metros seleccionados para la optimizacio´n fueron las ganancias del controlador. Las
gra´ficas correspondientes al sistema con los nuevos para´metros optimizados para cada uno de los casos
se presentan en las figuras 4.10, 4.11, 4.12 y 4.13.
La respuesta alcanzada tras la optimizacio´n de las ganancias del PID cuando el punto inicial
fueron los para´metros hallados por el me´todo de Ziegler - Nichols se ve en la figura 4.10. En este caso
disminuye el error en estado estacionario, pero ciertamente no es tan evidente gra´ficamente debido a
que el resultado inicial ya estaba bastante cerca de lo deseado. Las nuevas respuestas alcanzadas tras
la optimizacio´n de los controladores PID sintonizados por los me´todos ISE, IAE e ITAE si cambiaron
radicalmente. Las nuevas respuestas se acercan ma´s a lo deseado, disminuyen las oscilaciones pero
aumenta bastante lo requerido en la sen˜al de control, lo cual segu´n se expuso en las restricciones, no
es deseable, porque la cantidad de actuador que se tiene es limitada.
De nuevo se quiere aclarar si la sen˜al de control consta de tan solo dos impulsos, como pudiera
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Me´todo Inicial kp ki kd f(error)
Z-N 6.9554×10−5 2.8956×10−8 0.0322 62.6223
IAE 7.5284×10−5 3.0903×10−8 0.0373 62.5898
ITAE 7.3438×10−5 3.0694×10−8 0.0363 62.6576
ISE 6.0446×10−5 3.0274×10−8 0.0226 62.4837
Tabla 4.2: Ganancias del controlador halladas luego de la optimizacio´n
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Figura 4.10: Respuesta en lazo cerrado del sistema con control PID tras optimizacio´n. Punto inicial
de la optimizacio´n: para´metros hallados por el me´todo de Ziegler y Nichols. En Rojo referencia, en
Azul respuesta del modelo.
parecer en la gra´fica, o si es la gran magnitud de estos pulsos lo que no permite ver toda la sen˜al. Para
el caso del control PID Z-N la sen˜al de control ampliada se muestra en la figura 4.14, parte (a), para
el control IAE en la parte (b), para el ITAE en la parte (c) y finalmente para el ISE en la parte (d).
La figura 4.14 nos muestra como las sen˜ales de control son parecidas, es decir, su comportamiento sin
tener en cuenta los picos es similar. Lo anterior, se debe a que en este caso la optimizacio´n redujo los
grandes sobrepicos que presentaba la salida del sistema al utilizar el control IAE, ITAE e ISE.
4.4 Control por linealizacio´n Entrada - Estado y Realimentacio´n de
Estados
A continuacio´n se presenta el disen˜o del controlador por linealizacio´n entrada estado y realimentacio´n
de estados. La principal ventaja de implementar un controlador de este tipo en que la dina´mica en
lazo cerrado del sistema resulta lineal, lo cual es bastante deseable. Tal y como se dijo en la seccio´n
2.3 la linealizacio´n lograda al implementar este control no es la linealizacio´n aproximada que se logra
con el jacobiano sino una linealizacio´n exacta del sistema, la cual se consigue al cancelar ya sea por
adicio´n o divisio´n las no linealidades del modelo.
Como se describio´ en la seccio´n 2.3 para disen˜ar un control de este tipo el sistema debe presentar
una estructura espec´ıfica. En la ecuacio´n (4.2) se presenta nuevamente el modelo del sistema, pero, para
facilitar la notacio´n se remplazaron los nombres de las variables de la siguiente forma: el represor TR
se designo´ como x1, el ARN mensajero de la prote´ına verde fluorescente ARNmGFP se designo´ como
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Figura 4.11: Respuesta en lazo cerrado del sistema con control PID tras optimizacio´n. Punto inicial de
la optimizacio´n: para´metros hallados por el me´todo Lo´pez, IAE. En Rojo referencia, en Azul respuesta
del modelo.
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Figura 4.12: Respuesta en lazo cerrado del sistema con control PID tras optimizacio´n. Punto inicial
de la optimizacio´n: para´metros hallados por el me´todo Lo´pez, ITAE. En Rojo referencia, en Azul
respuesta del modelo.
x2, la prote´ına verde fluorescente GFP se designo´ como x3 y la tetraciclina (Tet) como x4. Adema´s
se estructuro´ de la forma x˙ = f(x) + g(x)u


x˙1
x˙2
x˙3
x˙4

 =


−δ3x1 − α · x1 · x4 + ηARNmTR + ν (TotTR − x1)
−δ1x2 +
β1
1+( x1K )
n
−δ2x3 + γx2
−δtetx4 − α · x1 · x4 + (δ3 + ν) (TotTR − x1)




x1
x2
x3
x4

+


0
0
0
ζ

u (4.2)
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Figura 4.13: Respuesta en lazo cerrado del sistema con control PID tras optimizacio´n. Punto inicial de
la optimizacio´n: para´metros hallados por el me´todo Lo´pez, ISE. En Rojo referencia, en Azul respuesta
del modelo.
Para poder cancelar las no linealidades, todas deben estar en la misma ecuacio´n en la que esta´ la
sen˜al de control u, es decir, el sistema debe tener la estructura mostrada en la ecuacio´n (2.18). Como
se puede ver en la ecuacio´n (4.2), en este modelo las alinealidades se encuentran repartidas en varias
ecuaciones. Se debe entonces encontrar una transformacio´n que permita dejar todas las alinealidades
juntas en una sola ecuacio´n y que su estructura permita la cancelacio´n mediante sustraccio´n o divisio´n
con la sen˜al u.
Una posibilidad planteada por Khalil en [19] se basa en el uso de derivadas parciales como me´todo
de encontrar una transformacio´n que nos permita cumplir con la estructura necesaria para la linea-
lizacio´n exacta. Se denotara´ una transformacio´n mediante la letra T . La idea es llevar el sistema a
la forma mostrada en la ecuacio´n (2.18), se plantean igualdades que permitan lograr la transforma-
cio´n, las cuales se muestran en la ecuacio´n (4.3). Utilizando derivadas parciales podemos encontrar
las transformaciones exactas, de la forma que se muestra en la ecuacio´n (4.4).
AcT (x)−Bcσ (x)
−1
ω (x) =


T2 (x)
...
Tn (x)
−ω (x) /σ (x)

 , y que Bcσ (x)−1 =


0
...
0
1/σ (x)

 (4.3)
∂T1
∂x
f (x) = T2 (x) ,
∂T1
∂x
g (x) = 0,
∂T2
∂x
f (x) = T3 (x) ,
∂T2
∂x
g (x) = 0,
...
... (4.4)
∂Tn−1
∂x
f (x) = Tn (x) ,
∂Tn−1
∂x
g (x) = 0,
∂Tn
∂x
f (x) =
−ω (x)
σ (x)
,
∂Tn
∂x
g (x) =
1
σ (x)
,
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Figura 4.14: Sen˜al de control del sistema con control PID. En Rojo referencia, en Azul sen˜al de control.
Ampliacio´n en el eje y, para ymax=40000 mole´culas / ce´lula. (a) Z-N (b) IAE (c) ITAE (d) ISE
Las ecuaciones de la derecha en (4.4) nos dicen que so´lo el te´rmino Tn tendra´ conexio´n con la
sen˜al de control u. Las ecuaciones de la izquierda, por otra parte, muestran que las componentes T2
a Tn son funciones de la primera componente T1. Se debe encontrar una funcio´n T1 que satisfaga las
relaciones mostradas en la ecuacio´n (4.4). De la relacio´n para Tn podemos obtener los valores de ω (x)
y σ (x), los cuales quedan como se muestra en la ecuacio´n (4.5).
σ (x) =
1
(∂Tn/∂x) (g (x))
, ω (x) = −
(∂Tn/∂x) (f (x))
(∂Tn/∂x) (g (x))
, (4.5)
A continuacio´n se describe el procedimiento realizado para hallar la transformacio´n adecuada.
Como se deben cumplir las igualdades descritas en la ecuacio´n (4.4), planteamos las ecuaciones para
nuestro sistema. Primero con respecto a g (x) vemos las ecuaciones de la (4.6) a la (4.9).
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[
∂T1
∂x1
∂T1
∂x2
∂T1
∂x3
∂T1
∂x4
]
0
0
0
ζ

 = 0 (4.6)
[
∂T2
∂x1
∂T2
∂x2
∂T2
∂x3
∂T2
∂x4
]
0
0
0
ζ

 = 0 (4.7)
[
∂T3
∂x1
∂T3
∂x2
∂T3
∂x3
∂T3
∂x4
]
0
0
0
ζ

 = 0 (4.8)
[
∂T4
∂x1
∂T4
∂x2
∂T4
∂x3
∂T4
∂x4
]
0
0
0
ζ

 6= 0 (4.9)
Ahora teniendo en cuenta lo que se planteo´ en las ecuaciones anteriores, se intenta definir la
transformacio´n T1, para ello primero se plantea la ecuacio´n para T2. En la ecuacio´n (4.10) se incluyo´ el
resultado obtenido en la ecuacio´n (4.6).
T2 (x) =
[
∂T1
∂x1
∂T1
∂x2
∂T1
∂x3
0
]


−δ3x1 − α · x1 · x4 + ηARNmTR + ν (TotTR − x1)
−δ1x2 +
β1
1+( x1K )
n
−δ2x3 + γx2
−δtetx4 − α · x1 · x4 + (δ3 + ν) (TotTR − x1)

 (4.10)
T2 (x) =
∂T1
∂x1
(−δ3x1 − α · x1 · x4 + ηARNmTR + ν (TotTR − x1))
+
∂T1
∂x2
(
−δ1x2 +
β1
1 +
(
x1
K
)n
)
+
∂T1
∂x3
(−δ2x3 + γx2) (4.11)
Ahora ya que de la ecuacio´n (4.7) sabemos que ∂T2/∂x4 debe ser igual a cero, remplazamos este
valor para obtener lo que se muestra en la ecuacio´n (4.12).
∂T2
∂x4
=
∂T1
∂x1
(−α · x1) = 0 (4.12)
Debido a que el para´metro α es diferente de cero y que x1 es una variable de estado que solamente
se hace cero cuando x4 tiende a infinito, la u´nica forma para que se cumpla la igualdad planteada en
la ecuacio´n (4.12) es que el te´rmino ∂T1/∂x1 sea cero. Lo anterior nos indica que la transformacio´n
T1 no depende de x1. Si aplicamos este resultado en la ecuacio´n (4.11) se produce lo que se muestra
en la ecuacio´n (4.13).
T2 (x) =
∂T1
∂x2
(
−δ1x2 +
β1
1 +
(
x1
K
)n
)
+
∂T1
∂x3
(−δ2x3 + γx2) (4.13)
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A continuacio´n se plantea la ecuacio´n para T3, para ello se deriva la ecuacio´n (4.13) con respecto
a las variables x1, x2, x3 y x4, el resultado obtenido se muestra en (4.14).
T3 (x) =
∂T2
∂x1
(−δ3x1 − α · x1 · x4 + ηARNmTR + ν (TotTR − x1))
+
(
−δ1
∂T1
∂x2
+ γ
∂T1
∂x3
)(
−δ1x2 +
β1
1 +
(
x1
K
)n
)
+
(
−δ2
∂T1
∂x3
)
(−δ2x3 + γx2) (4.14)
Ahora dado que se sabe de la ecuacio´n (4.8) que la derivada de T3 con respecto a x4 es cero,
remplazamos este valor para obtener lo que se muestra en la ecuacio´n (4.15).
∂T3
∂x4
=
∂T2
∂x1
(−α · x1) = 0 (4.15)
Debido a las razones explicadas anteriormente, que el para´metro α es diferente de cero y que x1 es
una variable de estado que solamente es nula cuando x4 →∞, la u´nica forma para que se cumpla la
igualdad planteada en la ecuacio´n (4.15) es que el te´rmino ∂T2/∂x1 sea cero. Lo anterior nos indica
que la transformacio´n T2 no depende de x1. Si derivamos T2 con respecto a x1 e igualamos a cero
podr´ıamos hallar alguna relacio´n que nos diera ma´s luces sobre cu´al puede ser la transformacio´n T1.
∂T2
∂x1
=
∂T1
∂x2
β1(−1)
(
1 +
(x1
K
)n)−2 ( n
K
xn−11
)
= 0 (4.16)
Debido a que los para´metros son diferentes de cero y que x1 es generalmente diferente a cero
tambie´n, la u´nica forma de que la igualdad mostrada en la ecuacio´n (4.16) se cumpla, es que ∂T1/∂x2
sea cero. Remplazando esto en la ecuacio´n (4.14) hallamos lo mostrado en la ecuacio´n (4.17).
T3 (x) =
(
γ
∂T1
∂x3
)(
−δ1x2 +
β1
1 +
(
x1
K
)n
)
+
(
−δ2
∂T1
∂x3
)
(−δ2x3 + γx2) (4.17)
En (4.18) se plantea la ecuacio´n para T4. Esta se halla al derivar T3 con respecto a las variables
x1, x2, x3 y x4.
T4 (x) =
(
−γ
∂T1
∂x3
β1
n
K
xn−11
(
1 +
(x1
K
)n)−2)
(−δ3x1 − α · x1 · x4 + ηARNmTR + ν (TotTR − x1))
+
(
−γδ1
∂T1
∂x3
+ γ
∂T2
∂x3
)(
−δ1x2 +
β1
1 +
(
x1
K
)n
)
+
(
∂T3
∂x3
)
(−δ2x3 + γx2) (4.18)
A continuacio´n se deriva T4 con respecto a x4, el resultado se muestra en la ecuacio´n (4.19).
∂T4
∂x4
=
(
−γ
∂T1
∂x3
β1
n
K
xn−11
(
1 +
(x1
K
)n)−2)
(−α · x1) = 0 (4.19)
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Ahora de la ecuacio´n (4.9) se sabe que la derivada de T4 con respecto a x4 debe ser diferente
de cero, esto implica que para todo x la derivada parcial de T1 con respecto a x3 debe ser diferente
de cero. Se plantea T1 = x3, se utiliza este resultado en la ecuacio´n (4.13) y se obtiene el resultado
mostrado en la ecuacio´n (4.20).
T2 = −δ2x3 + γx2 (4.20)
Derivando la ecuacio´n (4.20) con respecto al vector x se obtiene la ecuacio´n para T3 la cual se
muestra en la ecuacio´n (4.21).
T3 = γ
(
−δ1x2 +
β1
1 +
(
x1
K
)n
)
− δ2 (−δ2x3 + γx2) (4.21)
Finalmente se obtiene la ecuacio´n para T4 derivando la ecuacio´n (4.21) con respecto a x, el resultado
se muestra en (4.22).
T4 =
(
−γβ1
n
K
xn−11
(
1 +
(x1
K
)n)−2)
(−δ3x1 − α · x1 · x4 + ηARNmTR + ν (TotTR − x1))
+γ (−δ1 − δ2)
(
−δ1x2 +
β1
1 +
(
x1
K
)n
)
+δ22 (−δ2x3 + γx2) (4.22)
El utilizar este me´todo para definir las variables de transformacio´n nos dara´ una ventaja a la hora
de formar nuevamente nuestro sistema. Si notamos las nuevas variables de transformacio´n zi = Ti se
obtiene el sistema mostrado en la ecuacio´n (4.23).
z˙1 = z2
z˙2 = z3
z˙3 = z4
z˙4 =
−ω(x)
σ(x) +
1
σ(x)u
y = z1
(4.23)
En donde ω (x) y σ (x) se definen como se indica en las ecuaciones (4.25) y (4.24), respectivamente.
σ (x) =
1
∂T4/∂x4
=
(
γβ1
n
K
xn−11
(
1 +
(x1
K
)n)−2)
(α · x1) (4.24)
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ω (x) =
∂T4/∂xf (x)
∂T4/∂x4
=
(
γβ1
n
K
xn−11
(
1 +
(x1
K
)n)−2)
(α · x1)(
2 γ β1 (x1
n)
2
n2
−δ3 x1 − αx1 x4 + ηARNmGFP + νTotTR − νx1(
1 +
(
x1
k
)n)3
(x1kn)
2
+γβ1x
n
1 (1− n)
(−δ3 x1 − αx1 x4 + ηARNmGFP + νTotTR − νx1)(
1 + x1
n
kn
)2
x21 (k
n)
− (γ + 1) (β1x
n
1n)
(−δ3 − αx4 − ν)(
1 + x1
n
kn
)2
x1kn
)
(−δ3 x1 − αx1 x4 + ηARNmGFP + νTotTR − νx1)
+
(
(γ δ1 + δ2 γ) δ1 + δ2
2γ
)(
−δ1 x2 + β1
(
1 +
x1
n
kn
)−1)
− δ32 (−δ2x3 + γx2)
+γβ1x
n
1nα
(−δTet x4 − αx1 x4 − (δ3 + ν)x1 + (δ3 + ν)TotTR)(
1 + x1
n
kn
)2
kn
(4.25)
Una vez encontrado el sistema que presenta la estructura necesaria, es decir, un sistema en el cual
todas las alinealidades se encuentran en la misma ecuacio´n que la sen˜al u, se debe determinar la ley
de control necesaria para cancelar las alinealidades. A continuacio´n en la ecuacio´n (4.26) se define la
ley de control.
u = ω (x) + σ (x) (k1z1 + k2z2 + k3z3 + k4z4 + vr) (4.26)
Utilizando esta ley se logra que el sistema en lazo cerrado presente una dina´mica lineal, tal y como
se ve en la ecuacio´n (4.27).
z˙1 = z2
z˙2 = z3
z˙3 = z4
z˙4 = −k1z1 − k2z2 − k3z3 − k4z4 + vr
y = z2 + z
3
1
(4.27)
Ahora se debe seleccionar una sen˜al de referencia vr adecuada que haga que el error del sistema en
lazo cerrado tienda a cero. Se decidio´ trabajar con los valores de referencia de cada uno de los estados
de modo que al ser restados con el valor real se hiciera la realimentacio´n del error, en vez del estado.
La sen˜al vr se definio´ como se indica en la ecuacio´n (4.28).
vr = k1zr1 + k2zr2 + k3zr3 + k4zr4 + z˙r4 (4.28)
Como nuestro sistema solo tiene una sen˜al de referencia que ser´ıa zr1 las otras sen˜ales se crearon
a partir de la misma al remplazar el valor actual de zr1 en el punto de equilibrio del sistema. Como
se presento´ en la ecuacio´n (3.6) el punto de equilibrio del sistema depende de la sen˜al de entrada al
mismo, si despejamos u del valor en estado estacionario de GFP obtendremos la u deseada en ese
instante y al remplazarla en los otros puntos estacionarios se encuentra el valor deseado para cada una
de las variables. Una vez se tienen los valores deseados para las variables originales, estos se remplazan
segu´n corresponda para obtener los valores deseados de las nuevas variables zi.
Este disen˜o se implemento´ en Simulink (R), segu´n el esquema mostrado en la figura 4.15. Fue
necesario an˜adir un estimador de Kalman para proveer los valores necesarios para evaluar la sen˜al de
control u, esto debido a que solamente la GFP puede ser medida en el sistema. Utilizando la funcio´n
lqe de Matlab (R) encontramos la matriz L que hace que el filtro estacionario de Kalman, mostrado
en la ecuacio´n (4.29), produzca una o´ptima estimacio´n de estados, utilizando la variable medida y.
x˙e = Axe +Bu+ L(y − Cxe −Du) (4.29)
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Figura 4.15: Esquema de la implementacio´n en Simulink
Los valores determinados para la matriz del observador fueron L = [1,32890,87800,31170,0338]. La
respuesta de las variables del sistema comparada con la salida dada por el estimador de Kalman se
muestra en la figura 4.16. Una vez se ten´ıan todos los estados del sistema, a la salida del observador,
se prosiguio´ a hallar las matriz de ganancias K, para la realimentacio´n de estados. Los valores de
las ganancias de realimentacio´n se hallaron por ubicacio´n de polos. Se deseaba que la funcio´n de
transferencia en lazo cerrado quedara de la forma (s+1)(s+2)(s+3)(s+1/2), con esto los valores de
las ganancias fueron k4 = 13/2, k3 = 14, k2 = 23/2 y k1 = 3. La seleccio´n de los polos se baso´ en el
deseo de que una respuesta ra´pida y sin oscilaciones. Se seleccionaron polos reales que disminuyeran
las oscilaciones y no tan cercanos al cero para que la respuesta del sistema no fuera lenta. Debido a
la funcio´n utilizada para obtener los valores de referencia de las variables zi la sen˜al de control debe
ser acotada en su parte superior a 50. El resultado de la simulacio´n se muestra en la figura 4.17
Otro me´todo utilizado para encontrar los valores de las ganancias de realimentacio´n fue el disen˜o
de un regulador cuadra´tico Lineal (LQR, por sus siglas en ingle´s). Se calculo´ la matriz de ganancias
o´ptimas K tal que la ley de realimentacio´n de estados u = −Kx minimice la funcio´n de costo descrita
en la ecuacio´n (4.30)
J =
∫
x′Qx+ u′Ru+ 2x′Nudt (4.30)
Se tomo´ la matriz Q = I y R = 1 como primera prueba. La matriz N se igualo´ a cero. Este
procedimiento retorno´ los siguientes valores para las ganancias k1 = 0,999, k2 = 37,326, k3 = 497,923
y k4 = 2116,627. Al simular con estos valores el resultado obtenido se muestra en la figura 4.18
Como se puede apreciar en las figuras 4.17 y 4.18 la falta de prediccio´n del control hace que la
respuesta del sistema se exceda del valor pedido, esta razo´n junto al deseo de minimizar el gasto
de tetraciclina nos lleva a generar una nueva restriccio´n al control. Se selecciona como dosis inicial
10000 mole´culas y se restringira´ la sen˜al de control de modo que var´ıe entre cero y este valor ma´ximo.
Recordemos que la entrada neta al sistema es ζu tal y como se ilustro´ en la ecuacio´n (3.6). La
dosificacio´n esta´ representada en el para´metro ζ = 10000 por ende se limita el valor superior de la sen˜al
de control a uno lo que representar´ıa la dosis completa. Los resultados para todos los controladores al
implementar esta nueva restriccio´n se mostrara´n en el cap´ıtulo siguiente.
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Figura 4.16: Respuesta del estimador de estados comparada con la respuesta del modelo. En Rojo
estado real del sistema, en Azul respuesta del estimador. Respuestas normalizadas para facilitar su
visualizacio´n.
4.5 Resumen
En este cap´ıtulo se mostro´ el disen˜o de varios tipos de controladores y las respuestas obtenidas al
implementar estos controladores en el modelo expuesto en el cap´ıtulo anterior. Se determino´ que para
los propo´sitos del sistema el mejor desempen˜o lo presento´ el controlador PID sintonizado mediante el
me´todo Ziegler - Nichols, el cual aunque no presenta una respuesta ra´pida, alcanza el valor deseado
en estado estacionario con un error leve y adema´s no presenta oscilaciones como si lo hacen los otros
controladores. en el cap´ıtulo siguiente se vera´ la respuesta alcanzada por los controladores disen˜ados
en este cap´ıtulo al implementar restricciones adicionales en la sen˜al de control.
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Figura 4.17: Respuesta en lazo cerrado del sistema con control por Linealizacio´n exacta. Seleccio´n de
ganancias por ubicacio´n de polos. En Rojo referencia, en Azul respuesta del modelo.
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Figura 4.18: Respuesta en lazo cerrado del sistema con control por Linealizacio´n exacta. Seleccio´n de
ganancias por minimizacio´n LQR. En Rojo referencia, en Azul respuesta del modelo.
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Cap´ıtulo 5
Restricciones adicionales en la sen˜al de
Control
En el cap´ıtulo anterior se disen˜aron dos tipos de controlador uno PID y uno por linealizacio´n con
realimentacio´n de estados y la sen˜al de control se limito´ a valores mayores o iguales a cero. Debido a
la limitacio´n que se tiene en el recurso que que utiliza como actuador, se desea plantear una restriccio´n
adicional a la sen˜al de control: un l´ımite superior. En este cap´ıtulo primero se vera´n los resultados
obtenidos al limitar la sen˜al de control entre valores de cero y uno, seccio´n 5.1. A continuacio´n en la
seccio´n 5.2 se vera´ que ocurre con la respuesta del sistema al implementar una restriccio´n temporal
en la sen˜al de control acotada inferior y superiormente, dicho en otras palabras, se implementa un
tiempo de espera entre las dosificaciones.
5.1 Sen˜al de Control limitada a valores entre cero y uno
Como se expreso´ en la seccio´n 4.2 debido a que la sen˜al de control representa la dosificacio´n de un
antibio´tico, se desea minimizar el gasto del mismo. Se define como dosis ma´xima inicial 10000 mole´culas
por ce´lula. La seleccio´n de este valor es basada en el deseo de ahorro del mismo y se tomara´ solamente
como punto de inicio. Si al evaluar el sistema con esta restriccio´n se encuentra que una dosis de 10000
mole´culas por ce´lula no es suficiente este valor sera´ cambiado. Tal y como se expreso´ anteriormente,
cuando u es igual a uno, se representara´ una dosis ma´xima de tetraciclina. Si no se limita u de la
forma mencionada, se tendr´ıa que adicionar al sistema dosis mayores a las estipuladas, lo cual podr´ıa
no ser conveniente, ya que la cantidad de recurso actuador que se tiene es limitada.
Los resultados obtenidos para los controladores antes disen˜ados al adicionar esta nueva restriccio´n
y tras correr la optimizacio´n mostrada en la figura 4.9, se ilustran a continuacio´n. Para los vectores
de realimentacio´n de estados antes utilizados, los nuevos resultados se muestran en la figura 5.1
para el me´todo de asignacio´n de polos y en 5.2 para el LQR. Como se aprecia en las figuras, para
0 ≤ u ≤ 1, la respuesta del sistema mejoro´ bastante en cuanto a los sobrepasos, se alcanzan los
valores en estado estacionario, pero el sistema resulta muy lento. La salida obtenida con el control
LQR, mostrada en la figura 5.2, presenta un sobrepico significativo, razo´n por la cual no cumplio´ con
las restricciones propuestas para la salida. Los valores hallados para las ganancias de realimentacio´n
en este caso se exponen en la tabla 5.1 junto al valor mı´nimo encontrado para la funcio´n objetivo
de la minimizacio´n para el caso en que se cumplieron las restricciones propuestas, es decir, para las
ganancias de realimentacio´n halladas por ubicacio´n de polos.
Para los controladores tipo PID la restriccio´n se implemento´ y dio como resultado lo que se evi-
dencia en las figuras 5.3, 5.4 y 5.5. En estos casos la respuesta desmejoro´ con respecto a la anterior
debido a la presencia de leves sobrepicos y se nota de igual forma que el sistema resulto´ muy lento.
Los valores hallados tras optimizar las ganancias kp, ki y kd para cada uno de los me´todos antes
mencionados, se ilustran en la tabla 5.2. No se presenta la respuesta del sistema para la optimizacio´n
a partir de los para´metros hallados por el me´todo ISE debido a que no se logro´ una respuesta que
cumpliera con las restricciones presentadas en la figura 4.9.
55
0 50 100 150 200 250 300 350
0
1
2
3
4
x 104 (a) Producción de proteina verde fluorescente
M
ol
éc
ul
as
/c
él
ul
a
0 50 100 150 200 250 300 350
0
5000
10000
(b) Señal de Control
M
ol
éc
ul
as
/c
él
ul
a
Tiempo (horas)
Figura 5.1: Respuesta en lazo cerrado del sistema con control por Linealizacio´n exacta. Seleccio´n de
ganancias por ubicacio´n de polos. En Rojo referencia, en Azul respuesta del modelo. Sen˜al de control
limitada de 0 a 1.
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Figura 5.2: Respuesta en lazo cerrado del sistema con control por Linealizacio´n exacta. Seleccio´n de
ganancias por minimizacio´n LQR. En Rojo referencia, en Azul respuesta del modelo. Sen˜al de control
limitada de 0 a 1.
Como puede verse en las respuestas mostradas en las figuras 5.3, 5.4 y 5.5, el sistema tarda casi 50
horas en llegar al nivel de produccio´n especificado, lo que no es deseable. Au´n cuando se especifico´ que
el tiempo no ser´ıa un para´metro fundamental, se desea probar si se puede aumentar la velocidad
de respuesta al aumentar la dosificacio´n; ya que la relacio´n entre la cantidad de prote´ına obtenida
y la cantidad de tetraciclina dosificada s´ı es una prioridad dentro de este experimento. La solucio´n
propuesta ante este feno´meno fue duplicar la dosis permitida, es decir, redefinir ζ = 20000. Los
resultados obtenidos con este cambio para los controladores por linealizacio´n se muestra en las figuras
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Figura 5.3: Respuesta en lazo cerrado del sistema con control PID tras restringir u a valores entre 0
y 1. Optimizacio´n a partir de los para´metros hallados por el me´todo de Ziegler y Nichols. En Rojo
referencia, en Azul respuesta del modelo.
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Figura 5.4: Respuesta en lazo cerrado del sistema con control PID tras restringir u a valores entre 0 y
1. Optimizacio´n a partir de los para´metros hallados por el me´todo IAE. En Rojo referencia, en Azul
respuesta del modelo.
5.6 y 5.7. En la figura 5.6 se ve una respuesta suave con un bajo error en estado estacionario y con un
tiempo de asentamiento bastante menor. Se puede concluir que el aumento en la dosificacio´n favorece
en este caso la respuesta del sistema, pues recorta el tiempo de subida sin adicionar sobrepicos.
Para los controladores tipo PID los resultados alcanzados al duplicar la dosificacio´n permitida se
presentan en las gra´ficas 5.8 y 5.11, para el me´todo de sintonizacio´n de Ziegler - Nichols y para el
me´todo ISE, respectivamente. Los valores hallados para las ganancias tras correr la optimizacio´n bajo
la restriccio´n 0 ≤ u ≤ 1 con ζ = 20000 para el control PID se muestran en la tabla 5.4. Se puede
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Figura 5.5: Respuesta en lazo cerrado del sistema con control PID tras restringir u a valores entre 0 y
1. Optimizacio´n a partir de los para´metros hallados por el me´todo ITAE. En Rojo referencia, en Azul
respuesta del modelo.
k1 k2 k3 k4 f(e)
Polos 0.088 12.7878 14.1289 6.5424 65.6301
LQR 1.0 41.1 493.0 2058.0 NaN
Tabla 5.1: Ganancias del controlador por realimentacio´n de estados, cuando la sen˜al de control se
limita a valores entre 0 ≤ u ≤ 1
kp ki kd f(error)
Z-N 1.2903×10−4 1.9271×10−8 0.0173 65.7238
IAE 1.6426×10−4 1.9300×10−8 0.0192 65.7235
ITAE 1.8061×10−4 1.9312×10−8 0.0256 65.7253
Tabla 5.2: Ganancias del controlador PID para la sen˜al de control restringida entre 0 ≤ u ≤ 1
ver que el duplicar la cantidad dosificada disminuye el error con respecto a la referencia sin aumentar
demasiado los sobrepicos. En general la respuesta vista tras cambiar ζ fue favorable.
Se percibe que la respuesta del sistema fue ma´s ra´pida, tal y como se esperaba. Con el fin de mostrar
gra´ficamente que´ tanto aumento la velocidad del sistema, se exponen comparativamente en un mismo
eje las respuestas obtenidas para el controlador PID IAE al considerar ζ = 10000 y ζ = 20000. La
respuesta obtenida se muestra en la figura 5.12.
5.2 Restriccio´n temporal en las Dosificaciones
A pesar de que con la restriccio´n de u ≤ 1 para ζ = 20000 se logran buenos resultados con el
control del sistema, una vez aplicada esta sen˜al en la pra´ctica, ser´ıa muy dif´ıcil hacer una dosificacio´n
continua sobre las ce´lulas. Este razonamiento nos llevo´ a plantear otra situacio´n que deb´ıa ser simulada.
¿Que´ ocurrir´ıa con el sistema si la decisio´n de dosificar o no dosificar se tomara cada 20 minutos? cada
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k1 k2 k3 k4 f(error)
Polos 0.0908 12.7107 14.7569 7.0597 61.2831
LQR 0.9995 37.3261 522.8187 2116.6
Tabla 5.3: Ganancias del controlador por realimentacio´n de estados, cuando la sen˜al de control se
limita a valores entre 0 ≤ u ≤ 1. ζ = 20000
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Figura 5.6: Respuesta en lazo cerrado del sistema con control por Linealizacio´n exacta. Optimizacio´n
a partir de los para´metros hallados por ubicacio´n de polos. En Rojo referencia, en Azul respuesta del
modelo. Dosis de 20000 mole´culas.
kp ki kd f(error)
Z-N 6.4417×10−4 4.3256×10−8 0.0771 61.3844
IAE 8.4161×10−5 3.2196×10−8 0.0310 62.2119
ITAE 8.1407×10−5 3.2044×10−8 0.0299 62.2404
ISE 8.5820×10−4 4.4005×10−8 0.1033 61.3862
Tabla 5.4: Ganancias del controlador PID para la sen˜al de control restringida entre 0 ≤ u ≤ 1.
ζ = 20000
40? La respuesta a estas inquietudes se muestra a continuacio´n.
En primer lugar se probo´ que pasa al intentar reducir la cantidad de dosificaciones a una cada
veinte minutos. Se decidio´ reducir las opciones de control a dos valores u = 0 y u = 1, es decir, se
podra´ dosificar una dosis completa al sistema o no adicionar nada. Para cada tipo de controlador
hallado se probo´ limitar la sen˜al de control de modo que cada 20 minutos se decida si hay o no
dosificacio´n y el resto del tiempo la entrada sea cero. Se denomino´ este tiempo de espera como tesp.La
mejor salida obtenida para cada uno de los controles disen˜ados junto a la sen˜al de control obtenida,
se mostrara´ a continuacio´n.
En la figura 5.13 se muestra la respuesta alcanzada por el sistema al utilizar los para´metros
obtenidos de la optimizacio´n hecha a los valores Ziegler - Nichols. En 5.14 se hace un acercamiento a
la sen˜al de control cuando se cambia la referencia del sistema. Se puede apreciar en la gra´fica que la
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Figura 5.7: Respuesta en lazo cerrado del sistema con control por Linealizacio´n exacta. Optimizacio´n
a partir de los para´metros hallados por minimizacio´n LQR. En Rojo referencia, en Azul respuesta del
modelo. Dosis de 20000 mole´culas.
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Figura 5.8: Respuesta en lazo cerrado del sistema con control PID tras cambiar ζ = 20000. Optimi-
zacio´n a partir de los para´metros hallados por el me´todo Ziegler Nichols. En Rojo referencia, en Azul
respuesta del modelo.
respuesta alcanzada es bastante similar a la que se lograba cuando no se hab´ıa impuesto la restriccio´n
temporal. Esta respuesta se acerca bastante a los valores en estado estable y solo presenta un sobrepico
pequen˜o que no sobrepasa lo permitido para la respuesta, pero el error de seguimiento de la referencia
aumenta de f(e) = 61,3844 en ausencia de la restriccio´n temporal a f(e) = 65,757 cuando e´sta se
implementa.
Para los me´todos IAE e ITAE no se encontro´ una respuesta que cumpliera con las restricciones
propuestas en la figura 4.9. Lo anterior se puede evidenciar en la figura 5.15 donde los valores de
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Figura 5.9: Respuesta en lazo cerrado del sistema con control PID tras cambiar ζ = 20000. Optimi-
zacio´n a partir de los para´metros hallados por el me´todo IAE. En Rojo referencia, en Azul respuesta
del modelo.
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Figura 5.10: Respuesta en lazo cerrado del sistema con control PID tras cambiar ζ = 20000. Optimi-
zacio´n a partir de los para´metros hallados por el me´todo ITAE. En Rojo referencia, en Azul respuesta
del modelo.
estado estacionario no se siguen y los sobrepasos son mayores al 20%.
Al utilizar los valores de ganancias dados por el criterio ISE como punto de partida para la
optimizacio´n se alcanzo´ la respuesta que se ve en la figura 5.16. En esta figura vemos que se presenta
error en estado estacionario del 1.97% pero los sobrepicos son pequen˜os. lka ampliacio´n de la sen˜al de
control que logra la salida mostrada en la figura 5.16 se muestra en la figura 5.17.
Se probo´ tambie´n la restriccio´n temporal para el control por linealizacio´n entrada-estado, el re-
sultado obtenido utilizando las ganancias descritas en la tabla 5.3 se muestran en las figuras 5.18
y 5.20. Para el sistema con el control sintonizado por ubicacio´n de polos la respuesta alcanzada es
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Figura 5.11: Respuesta en lazo cerrado del sistema con control PID tras cambiar ζ = 20000. Optimi-
zacio´n a partir de los para´metros hallados por el me´todo ISE. En Rojo referencia, en Azul respuesta
del modelo.
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Figura 5.12: Respuesta en lazo cerrado del sistema con control PID. Optimizacio´n a partir de los
para´metros hallados por el criterio IAE. En rojo referencia, en verde respuesta para ζ = 10000, en
azul respuesta para ζ = 20000
bastante suave y sigue muy bien la referencia en estado estacionario. Para el caso de la sintonizacio´n
por me´todo LQR no se logra satisfacer las restricciones de la salida pues se presenta un sobrepico
del 16%. La ampliacio´n de la ley de control obtenida en el casos donde la optimizacio´n fue exitosa
se muestra en detalle en la figura 5.19. All´ı vemos que se pasa de dosificar 1 o 2 veces en una hora
cuando la referencia yr es yr = 1,731× 10
4 a dosificar tres veces por hora cuando la referencia cambia
a yr = 3,03× 10
4.
Intentando llegar au´n ma´s lejos se cambio´ el tiempo entre dosificaciones a tesp = 40min. Tras
probar con ζ = 20000 se determino´ que la dosificacio´n no era suficiente para lograr una respuesta
satisfactoria del sistema, tal y como se ve en la figura 5.21. Se determino´ cambiar el valor de ζ de
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Figura 5.13: Respuesta en lazo cerrado del sistema con control PID. Sen˜al de control limitada a valores
de uno o cero, ζ = 20000 y tesp = 20min. Optimizacio´n hallada en base al criterio Ziegler - Nichols.
kp = 7,4184 × 10
−4, ki = 3,4744 × 10
−8 y kd = 0,0814. Error con respecto a la sen˜al de referencia:
65,757
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Figura 5.14: Sen˜al de control para ζ = 20000 y tesp = 20min. Optimizacio´n hallada en base al criterio
Ziegler - Nichols. Ampliacio´n en 160h < t < 170h
modo que se alcance la respuesta esperada. El nuevo valor de la dosificacio´n fue de ζ = 40000. Aunque
este valor puede parecer muy alto, ya que es cuatro veces la dosis inicial, el hecho de solo suministrar
esta dosificacio´n al sistema cada cuarenta minutos hace que el consumo neto de tetraciclina sea el
mismo que en el caso anterior, y menor que cuando no se hab´ıa implementado la restriccio´n temporal.
Los resultados logrados para las ganancias del controlador sintonizadas a partir del me´todo Ziegler -
Nichols se muestran en la figura 5.22 y si se desea dar una mirada ma´s cercana a la sen˜al de control
se puede ver en la figura 5.23.
La figura 5.22 muestra que se puede lograr una sen˜al de control que permita producir la cantidad
deseada de prote´ına sin necesidad de una dosificacio´n continua. Esta estrategia de dosificaciones cada
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Figura 5.15: Respuesta en lazo cerrado del sistema con control PID. Sen˜al de control limitada a valores
de uno o cero, ζ = 20000 y tesp = 20min. Respuesta hallada en base al criterio ITAE
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Figura 5.16: Respuesta en lazo cerrado del sistema con control PID. Sen˜al de control limitada a valores
de uno o cero, ζ = 20000 y tesp = 20min. Respuesta hallada en base al criterio ISE
cuarenta minutos es fa´cilmente implementable en el laboratorio, lo cual la hace una sen˜al ma´s deseable.
Los controles IAE e ITAE no alcanzaron una optimizacio´n exitosa, como muestra de ello en la
figura 5.24 se ve la respuesta del sistema al utilizar el controlador PID sintonizado por el me´todo IAE.
Con los valores hallados al optimizar las ganancias del controlador tomando como punto de partida
el criterio ISE se llego´ a la respuesta mostrada en la figura 5.25. Los para´metros finales que retorno´ la
optimizacio´n fueron kp = 9,5272×10
−4, ki = 3,8944×10
−8 y kd = 0,1069. El valor mı´nimo conseguido
para la funcio´n objetivo del error con respecto a la sen˜al de referencia fue 65,7158. Una ampliacio´n de
la sen˜al de control obtenida se muestra en la figura 5.26.
Para los controles disen˜ados con la linealizacio´n entrada-estado los resultados alcanzados se mues-
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Figura 5.17: Respuesta en lazo cerrado del sistema con control PID. Sen˜al de control limitada a valores
de uno o cero, ζ = 20000 y tesp = 20min. Respuesta hallada en base al criterio ISE. Ampliacio´n en
155h < t < 178h.
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Figura 5.18: Respuesta en lazo cerrado del sistema con control por linealizacio´n. Sen˜al de control
limitada a valores de uno o cero, ζ = 20000 y tesp = 20min. Optimizacio´n hallada en base a las
ganancias obtenidas por el me´todo de ubicacio´n de polos.
tran a continuacio´n. Al utilizar los valores de ganancias hallados por ubicacio´n de polos se logra una
respuesta que cumple con las restricciones especificadas en la figura 4.9 esta respuesta se muestra en
la figura 5.27 y en 5.28 se muestra la sen˜al de control ampliada para 155 < t < 178.
Al utilizar los valores hallados por la sintonizacio´n LQR no se logro´ una respuesta que cumpliera
con las restricciones. La respuesta alcanzada se muestra en 5.29.
Para poder analizar cu´al de las estrategias de control ser´ıa la seleccionada para una posterior
implementacio´n en el laboratorio, se presentan a continuacio´n una serie de tablas donde se comparan
algunos ı´ndices de desempen˜o medidos en cada una de las respuestas. Primero debido a que los
sobrepicos son una de las caracter´ısticas que se consideraron definitivas en este caso, en la tabla 5.5
se muestra cual fue la medida del sobrepico en cada una de las respuestas. Este ı´ndice de desempen˜o
se midio´ cuando la referencia era igual a yr = 3,8957× 10
4.
La tabla 5.5 claramente muestra como estrategias de sintonizacio´n como IAE y ITAE presentan
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Figura 5.19: Sen˜al de control para ζ = 20000 y tesp = 20min. Optimizacio´n hallada en base a las
ganancias obtenidas por el me´todo de ubicacio´n de polos. Ampliacio´n en 155h < t < 178h
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Figura 5.20: Respuesta en lazo cerrado del sistema con control por linealizacio´n. Sen˜al de control
limitada a valores de uno o cero, ζ = 20000 y tesp = 20min. Optimizacio´n hallada en base a las
ganancias obtenidas por el me´todo LQR.
los sobrepicos ma´s altos para cada una de los escenarios probados. Se puede ver tambie´n como el
control por linealizacio´n exacta y realimentacio´n de estados presenta un mayor sobrepico en el caso
en que la sen˜al de control no presenta restricciones en su l´ımite superior, pero, en todos los dema´s
casos, esta estrategia presento´ el menor sobrepico, e incluso, cuando se adicionaron las restricciones
temporales, no llego´ a sobrepasar la referencia. Es de resaltar que el PID optimizado a partir de los
valores hallados por las fo´rmulas de Ziegler y Nichols jama´s presento´ un sobrepico mayor al 2,3%,
siendo el me´todo ma´s estable en lo que a esta caracter´ıstica se refiere.
Como segundo criterio a evaluar se tiene el error en estado estacionario. La tabla 5.6 muestra los
valores medidos para cada uno de los controles en los escenarios considerados. La tabla indica que el
me´todo ITAE, dentro de los controladores PID, es el que en la mayor´ıa de los casos tiene el menor
error de estado estacionario. Para el caso de 0 ≤ u ≤ 1 con ζ = 10000 y con ζ = 20000 el mejor
resultado lo presenta el me´todo de linealizacio´n exacta optimizado a partir de las ganancias halladas
por ubicacio´n de polos. este me´todo fue tambie´n el que presento´ menor error en estado estacionario
cuando la limitacio´n temporal era tesp = 20.
Aunque la tabla 5.6 muestra que los controles PID IAE e ITAE presentan errores de estado estacio-
nario bajos; debido a que su tiempo de establecimiento es bastante alto, en las respuestas mostradas
en figuras como la 5.15 o 5.24 no se alcanza a ver que el control llegue a un estado estacionario. Para
poder determinar el tiempo de asentamiento se caracterizaron todos los controladores con una sen˜al
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Figura 5.21: Respuesta en lazo cerrado del sistema con control PID. Sen˜al de control limitada a valores
de uno o cero, ζ = 20000 y tesp = 40min.
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Figura 5.22: Respuesta en lazo cerrado del sistema con control PID. Sen˜al de control limitada a valores
de uno o cero, ζ = 40000 y tesp = 40min. Optimizacio´n hallada en base al criterio Ziegler - Nichols.
kp = 7,6921 × 10
−4, ki = 3,6077 × 10
−8 y kd = 0,0903. Error con respecto a la sen˜al de referencia:
65,5723
escalo´n de amplitud yr = 3,8957 × 10
4. Los tiempos de asentamiento encontrados se exponen en la
tabla 5.7. Esta tabla nos permite ver que el control cuyo tiempo de establecimiento es menor para la
mayor´ıa de las situaciones analizadas es el control por linealizacio´n exacta optimizado a partir de las
ganancias encontradas por ubicacio´n de polos.
Al evaluar este criterio ya podemos darnos una idea de cual es el mejor controlador, que resulta ser el
de linealizacio´n exacta y realimentacio´n. La respuesta encontrada al utilizar este controlador presenta
bajos sobrepicos, tiene un error en estado estacionario bajo y adema´s su tiempo de establecimiento es
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Figura 5.23: Sen˜al de control para ζ = 40000 y tesp = 40min. Optimizacio´n hallada en base al criterio
Ziegler - Nichols. Ampliacio´n en 160h < t < 170h
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Figura 5.24: Respuesta en lazo cerrado del sistema con control PID. Sen˜al de control limitada a valores
de uno o cero, ζ = 40000 y tesp = 40min. Punto de partida de la optimizacio´n: ganancias encontradas
por el me´todo IAE.
relativamente corto. Si se compara el desempen˜o de los otros controladores se vera´ que algunos como
el PID ITAE o el PID IAE presentan el mejor desempen˜o en lo que al error en estado estacionario se
refiere, pero, presentan desempen˜os muy pobres en cuanto a sobrepicos y tiempo de asentamiento. El
control PID optimizado a partir de las ganancias halladas por el me´todo de Ziegler y Nichols no ha
sido el ma´s sobresaliente bajo ningu´n ı´ndice de desempen˜o, pero, si miramos el conjunto de ı´ndices
evaluados, presenta una buena respuesta: no presenta sobrepicos mayores al 2.3%, en cuanto al error
en estado estacionario no es el de peor desempen˜o y su error nunca es mayor al 1.42% y su tiempo
de establecimiento es relativamente constante.
Una medida que podr´ıa ayudar a confirmar la superioridad de los controladores PID Z-N y li-
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Figura 5.25: Respuesta en lazo cerrado del sistema con control PID. Sen˜al de control limitada a valores
de uno o cero, ζ = 40000 y tesp = 40min. Optimizacio´n hallada en base al criterio ISE.
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Figura 5.26: Sen˜al de control para ζ = 40000 y tesp = 40min. Optimizacio´n hallada en base al criterio
ISE. Ampliacio´n en 155h < t < 178h.
nealizacio´n con realimentacio´n por ubicacio´n de polos, es el error por seguimiento de referencia. A
continuacio´n la tabla 5.8 resume el valor de la funcio´n objetivo de la optimizacio´n, la cual era el objeto
de minimizacio´n del algoritmo fminsearch. Esta funcio´n esta´ relacionada con el error de seguimiento
de referencia.
Finalmente en la figura 5.30 se comparan las respuestas obtenidas con los controladores PID Z-N,
PID ISE y por linealizacio´n y ubicacio´n de polos. En esta simulacio´n se utilizo´ tesp=40min y ζ = 40000
mole´culas por ce´lula.
La figura 5.30 confirma lo que se hab´ıa predicho en base a los ı´ndices de desempen˜o tomados.
El control por linealizacio´n exacta y realimentacio´n de estados optimizado utilizando como punto de
partida la ubicacio´n de polos, presenta una respuesta mejor que los otros controladores. Este control
muestra gran ventaja en comparacio´n con los otros bajo el ı´ndice del error en estado estacionario y
una respuesta muy similar desde el punto de vista del tiempo de subida. Este factor es fa´cilmente
verificable en la figura 5.30.
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Restriccio´n Z-N IAE ITAE ISE Polos
0 ≤ u ≤ inf ζ = 10000 — 14.53 15.04 19.56 41.02
0 ≤ u ≤ 1 ζ = 10000 1.00 10.10 10.07 11.105 0.4
0 ≤ u ≤ 1 ζ = 20000 2.20 10.02 10.02 1.89 0.01
0 ≤ u ≤ 1 ζ = 20000 tesp = 20min 2.19 10.58 10.61 3.12 —
0 ≤ u ≤ 1 ζ = 40000 tesp = 40min 2.23 10.62 10.64 3.15 —
Tabla 5.5: Sobrepico medido en cada una de las estrategias utilizadas, ordenados para las diferentes
restricciones analizadas. Los datos se presentan en porcentaje.
Restriccio´n Z-N IAE ITAE ISE Polos
0 ≤ u ≤ inf ζ = 10000 1.79 ×10−7 2.58×10−7 1.70×10−7 1.5915×10−5 1.62
0 ≤ u ≤ 1 ζ = 10000 0.18 0.18 0.18 11.05 1.39×10−2
0 ≤ u ≤ 1 ζ = 20000 0.19 8.004×10−2 7.61 ×10−2 0.2 1.39×10−2
0 ≤ u ≤ 1 ζ = 20000 tesp = 20min 1.31 0.90 0.89 1.97 0.49
0 ≤ u ≤ 1 ζ = 40000 tesp = 40min 1.42 0.36 3.009×10−2 2.05 1.14
Tabla 5.6: Errores en estado estacionario medido para cada una de las estrategias utilizadas, organizado
para las diferentes restricciones analizadas. El error se presenta en forma porcentual.
Restriccio´n Z-N IAE ITAE ISE Polos
0 ≤ u ≤ inf ζ = 10000 3690 3843 2862 4228 1458
0 ≤ u ≤ 1 ζ = 10000 2578 2577 2579 3953 2553
0 ≤ u ≤ 1 ζ = 20000 1002 1980 1989 1000 1017
0 ≤ u ≤ 1 ζ = 20000 tesp = 20min 2656 10191 8245 2704 2547
0 ≤ u ≤ 1 ζ = 40000 tesp = 40min 2656 8276 8817 3350 2470
Tabla 5.7: Tiempo de establecimiento medido para cada una de las estrategias utilizadas, organizado
para las diferentes restricciones analizadas. El tiempo esta medido en segundos.
Restriccio´n Z-N IAE ITAE ISE Polos
0 ≤ u ≤ inf ζ = 10000 62.6223 62.5898 62.6576 62.4837 —
0 ≤ u ≤ 1 ζ = 10000 65.7238 65.7235 65.7253 — 65.6301
0 ≤ u ≤ 1 ζ = 20000 61.3844 62.2119 62.2404 61.3862 61.2831
0 ≤ u ≤ 1 ζ = 20000 tesp = 20min 65.757 — — 65.7503 65.6564
0 ≤ u ≤ 1 ζ = 40000 tesp = 40min 65.5723 — — 65.567 65.5354
Tabla 5.8: Valor mı´nimo alcanzado para la funcio´n objetivo al optimizar para minimizar el error de
seguimiento de referencia. Se muestran los valores hallados para las diferentes restricciones analizadas.
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Figura 5.27: Respuesta en lazo cerrado del sistema con control por linealizacio´n. Sen˜al de control
limitada a valores de uno o cero, ζ = 40000 y tesp = 40min. Optimizacio´n hallada en base a las
ganancias obtenidas por el me´todo de ubicacio´n de polos.
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Figura 5.28: Sen˜al de control para ζ = 40000 y tesp = 40min. Optimizacio´n hallada en base a las
ganancias obtenidas por el me´todo de ubicacio´n de polos. Ampliacio´n en 155h < t < 178h
5.3 Resumen
En este cap´ıtulo se alcanzaron respuestas que satisfac´ıan las restricciones propuestas para la salida,
au´n cuando se limito´ la sen˜al de control a valores entre cero y uno en la seccio´n 5.1. La dosis ma´xima
vario´ de las 10000 mole´culas por ce´lula planteadas inicialmente a 20000 mole´culas por ce´lula, esto con el
fin de hacer al sistema ligeramente ma´s ra´pido. En la seccio´n 5.2 se establecio´ una limitacio´n temporal
a la sen˜al de control, que f´ısicamente representara´ el tiempo que existira´ entre las dosificaciones.
Primero se planteo un tiempo entre dosificaciones de veinte minutos y se alcanzaron buenos resultados
con el control PID sintonizado por el me´todo Ziegler - Nichols y con el control por linealizacio´n y
realimentacio´n de estados cuando las ganancias se determinaron por ubicacio´n de polos. Para los otros
controladores no se logro´ una respuesta que cumpliera con las restricciones al adicionar esta nueva
limitacio´n. Finalmente se evaluo´ el sistema con un tiempo de espera entre dosificaciones de cuarenta
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Figura 5.29: Respuesta en lazo cerrado del sistema con control por linealizacio´n. Sen˜al de control
limitada a valores de uno o cero, ζ = 40000 y tesp = 40min. Optimizacio´n hallada en base a las
ganancias obtenidas por el me´todo LQR.
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Figura 5.30: Respuesta en lazo cerrado del sistema con distintos controladores. Salida del sistema
obtenida al utilizar cada controlador. En magenta el control por linealizacio´n y realimentacio´n de
estados. En azul el PID Z-N. En rojo punteado el PID ISE. En gris se presenta la sen˜al de referencia.
Sen˜al de control limitada a valores de uno o cero, ζ = 40000 y tesp = 40min.
minutos. Para este caso se debio´ duplicar la dosis ma´xima del sistema a 40000 mole´culas, debido a
que con la dosis anterior de 20000 mole´culas no era suficiente. Los controles que a pesar de esta nueva
limitacio´n cumplieron con las restricciones propuestas fueron los nombrados anteriormente, el PID
sintonizado por Ziegler - Nichols y el de linealizacio´n con realimentacio´n sintonizado por ubicacio´n de
polos.
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Cap´ıtulo 6
Conclusiones y Trabajo Futuro
6.1 Resumen
Se presento´ una propuesta de modelo y ley de control para regular el nivel de expresio´n ge´nica en
una linea de macro´fagos gene´ticamente manipulados. El modelo desarrollado se baso´ en la interaccio´n
de cuatro poblaciones moleculares el represor de tetraciclina, el ARN mensajero de la prote´ına verde
fluorescente GFP, la prote´ına verde fluorescente y la tetraciclina. Se utilizo´ la metodolog´ıa de modelo
por compartimentos para expresar la dina´mica y se utilizaron la ley de accio´n de masas y la ecuacio´n
de Hill para describir las interacciones entre los compartimentos.
Al modelo desarrollado se le realizaron una serie de ana´lisis que permitieran establecer su estabi-
lidad, controlabilidad y la sensibilidad de la respuesta del mismo ante variaciones en los para´metros.
En cuanto a la estabilidad el ana´lisis mostro´ que el modelo es estable, es decir que para una entrada
acotada u, la salida del mismo sera´ acotada. El ana´lisis de controlabilidad mostro´ que el sistema es
completamente controlable bajo la condicio´n TR 6= 0. Esta condicio´n solo se presenta en el caso que
u→∞ por lo que podemos decir que en general para una entrada acotada, el sistema es controlable.
El ana´lisis de sensibilidad permitio´ establecer que para´metros son los ma´s determinantes en la
respuesta del modelo. Los resultados alcanzados con este ana´lisis se pueden llevar directamente al
laboratorio en donde mediante experimentos se puede intentar medir estos para´metros. Si estas me-
diciones se realizan, la respuesta del modelo sera´ mucho ma´s fiel con respecto al sistema original.
Una vez se determino´ que el sistema era estable y controlable, se disen˜o´ un controlador que brindara
un esquema de dosificacio´n con el cual intervenir el proceso de modo que se logre el nivel de expresio´n
deseado del gen. Se probaron varios controladores y el que resulto´ ma´s adecuado, debido a su bajo
error en estado estacionario y a la ausencia de oscilaciones, fue el control disen˜ado por linealizacio´n
exacta entrada - estado cuyas ganancias fueron encontradas al optimizar para la respuesta deseada
las ganancias obtenidas por el disen˜o por ubicacio´n de polos. Esta ley de control se probo´ bajo una
variedad de limitaciones y demostro´ tener el menor error con respecto a la referencia cuando se
agregaban restricciones temporales en el esquema de dosificacio´n.
6.2 Conclusiones
Las conclusiones obtenidas en esta tesis se enumeran para cada cap´ıtulo a continuacio´n:
Modelado Matema´tico de los procesos de Transcripcio´n y Traduccio´n
• El modelo desarrollado emula el comportamiento reportado en la literatura para procesos con
dina´mica similar a la aqu´ı estudiada.
• Se logro´ modelar el efecto represor del TR sobre el ARNmGFP de forma adecuada, la respuesta
alcanzada al implementar el mecanismo de represio´n es similar en cuanto a comportamiento a
lo que se conoce puede ser la respuesta real. Se crea un nivel mı´nimo de produccio´n (nivel basal)
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en ausencia de entrada, u = 0 y se alcanza un limite ma´ximo cuando u es constante y diferente
de cero (saturacio´n).
• El proceso puede modelarse considerando la interaccio´n de cuatro variables, en vez de cinco, sin
pe´rdida de dina´mica, debido a que una de las variables puede hallarse algebraicamente a partir
de las otras.
• El sistema resulta estable cerca del punto de equilibrio siempre que se cumpla la condicio´n
que la tasa de separacio´n de mole´culas sea mayor que la tasa de degradacio´n de la tetraciclina
ν > δTet, tal y como lo demuestran los valores propios de la matriz, los cuales son todos negativos
al cumplirse esta condicio´n.
• El sistema resulta controlable siempre que el represor de tetraciclina sea diferente de cero TR 6= 0.
Esta variable solo se hace cero cuando la entrada tiende a infinito u→∞, por lo cual se puede
concluir que para una entrada acotada el sistema sera´ controlable.
• Los experimentos del laboratorio podr´ıan considerar la medicio´n de la tasa de interaccio´n entre
el represor y la tetraciclina α y las tasas de degradacio´n de las mole´culas. Esto se debe a que la
variacio´n en estos para´metros afecta de manera ma´s significativa la respuesta del sistema.
• La tasa de degradacio´n de la tetraciclina δTet es el segundo para´metro que ma´s afecta la respuesta
del sistema. La integral de la funcio´n de sensibilidad para este para´metro dio´ aproximadamente
tres ordenes menor que la del para´metro α.
• Las tasas de degradacio´n del ARNmGFP y del GFP tambie´n son para´metros determinantes en
la variacio´n de la salida del modelo.
Control del Modelo de expresio´n ge´nica y produccio´n de prote´ınas
• La sintonizacio´n de ganancias del controlador tipo PID por el me´todo Ziegler - Nichols re-
sulto´ ser bastante adecuada. La respuesta lograda por este me´todo era suave, su error en estado
estacionario era pequen˜o y no presentaba oscilaciones.
• Se logro´ encontrar una transformacio´n que permitio´ que la dina´mica del sistema en lazo cerrado
fuera lineal, usando una ley de realimentacio´n no lineal. Esta transformacio´n permite que se pue-
dan disen˜ar controladores lineales para el proceso lo que ampl´ıa enormemente las posibilidades
de control.
• Si la sen˜al de control no se acota superiormente los controles disen˜ados por linealizacio´n entrada
estado y realimentacio´n de ganancias generan una salida poco deseable, debido a que presentan
muchos sobrepicos.
• Si se adiciona a la sen˜al de control una saturacio´n superior, como tiene que suceder en cualquier
implementacio´n real, el control que presenta un menor error de seguimiento a la referencia y que
cumple con las condiciones establecidas en tiempo y sobrepicos es el control por linealizacio´n
exacta entrada - estado y realimentacio´n de estados sintonizado por el me´todo de localizacio´n
de polos.
Restricciones adicionales en la sen˜al de Control
• Al adicionar restricciones temporales en la sen˜al de control los u´nicos controladores que cumplie-
ron con las restricciones establecidas fueron el controlador tipo PID sintonizado por el me´todo
de Ziegler - Nichols, el PID sintonizado bajo el criterio ISE y el controlador por linealizacio´n y
realimentacio´n de estados sintonizado por ubicacio´n de polos.
• El controlador por linealizacio´n y realimentacio´n de estados sintonizado por ubicacio´n de polos
resulta ser la mejor opcio´n al adicionar restricciones temporales. Su respuesta es suave y el error
en estado estacionario es el ma´s bajo.
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• El controlador PID sintonizado por Ziegler - Nichols y que se optimizo´ posteriormente, fue
el u´nico que cumplio´ con las restricciones impuestas a la sen˜al de salida para todos los casos
evaluados de limitaciones en la sen˜al de control.
• Se puede establecer un esquema de dosificacio´n con limitacio´n en la dosis y en la frecuencia con
que esta se suministra y au´n as´ı conseguir una expresio´n gradual que permita la produccio´n de
diferentes niveles de prote´ına.
6.3 Aportes Originales
Este modelo propone un esquema de dosificacio´n que permita lograr diferentes niveles de expresio´n
de prote´ınas. Aunque el modelo se desarrollo´ para aplicacio´n a un caso particular, la linea celular
desarrollada en el laboratorio de parasitolog´ıa de la Universidad Nacional de Colombia, este modelo
puede aplicarse a cualquier caso donde se desea lograr una expresio´n gradual de un gen de prueba. El
enfoque utilizado para realizar este modelo, segu´n nuestro conocimiento actual no hab´ıa sido utilizado
antes para definir la interaccio´n de las poblaciones descritas en este trabajo. El modelo desarrollado
constituye un logro original, pero no es el u´nico:
• Para el ana´lisis de sensibilidad realizado en el cap´ıtulo tres se desarrollo´ una herramienta que
calcula automa´ticamente la sensibilidad de la salida de cualquier sistema con respecto a sus
para´metros por el me´todo explicado en el mismo cap´ıtulo. La herramienta desarrollada se puso
a disposicio´n del grupo de investigacio´n con el fin de acelerar este ana´lisis en los otros trabajos
que se esta´n desarrollando en este momento.
• Se encontro´ una transformacio´n que permite convertir el sistema altamente no lineal en uno
lineal, al utilizar una ley de control no lineal, sin pe´rdida alguna de la dina´mica. Esta trans-
formacio´n da nuevas luces sobre una posible metodolog´ıa a seguir en el modelado de sistemas
biolo´gicos, que permitir´ıa ampliar las herramientas que pueden utilizarse en el ana´lisis de los
mismos sin perder la esencia del problema o su complejidad.
• Se realizo´ una propuesta de modificacio´n en el esquema de control que adema´s de limitar la
magnitud de la sen˜al de control, incorpora tambie´n restricciones de tipo temporal, de modo que
la forma de actuar sobre el sistema se adapte de mejor manera a las limitaciones del experimento
y permita una implementacio´n ma´s sencilla.
6.4 Trabajo Futuro
A partir de los resultados obtenidos con el desarrollo de este trabajo se visualiza la posibilidad de
proponer algunos trabajos de experimentacio´n e implementacio´n:
• Dados los hallazgos de este trabajo, ser´ıa deseable que la fase experimental que se realizara´ en el
laboratorio de parasitolog´ıa considere la medicio´n de los para´metros cuya variacio´n afecta ma´s
la salida del sistema, de este modo sera´ ma´s sencillo sintonizar la respuesta del modelo para que
emule el proceso real.
• Una vez obtenidos los resultados de los experimentos se debera´n identificar los para´metros del
modelo que no puedan medirse directamente.
• Es interesante realizar un tratamiento previo de los datos para mejorar el resultado de la iden-
tificacio´n.
• Se propondra´ el disen˜o de un controlador robusto una vez sean medidos experimentalmente
algunos para´metros y tras la identificacio´n de los otros.
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Ape´ndice A
Vector que genera el espacio nulo asociado a la matriz de
controlabilidad del Sistema original
null(C) =


δTetδ1δ2(δ3 + ν + αTet)
αTRδ1δ2 + δ3δ1δ2 + νδ1δ2 + δTetδ1δ2 + αTetδTetδ1 + αTetδTetδ2 + δTetδ3δ1 + δTetδ3δ2 + δTetνδ1 + δTetνδ2 + αTetδ1δ2
δ1αTR + δ1αTet + αTetδTet + δ1δTet + δ1ν + δ1δ3 + δTetδ3 + δ3δ2 + νδ2 + αTetδ2 + δTetδ2 + δTetν + δ1δ2 + αTRδ2
δ3 + αTet + ν + δTet + αTR + δ1 + δ2
1

 (A.1)
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Ape´ndice B
Valores Propios Asociados al sistema reducido para u constante
EIG(A) =


−δ1
−δ2
−1/2 δ3δTet+(ζ)uα+νδTet+δTet
2+δTetαTotTR−R
δTet
−1/2 δ3δTet+(ζ)uα+νδTet+δTet
2+δTetαTotTR+R
δTet

 (B.1)
R =
√
δ3
Tet
(−2δ3 − 2ν + 2αTotTR) + δ
2
Tet
(
δ23 + ν
2 + 2ναTotTR + 2δ3ν + α
2TotTR
2 + 2δ3αTotTR
)
+ 2ζu
(
δ3δTetα + ανδTet − αδTet
2 + α2δTetTotTR
)
+ δTet
4 + ζ2u2α2
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Ape´ndice C
Controlabilidad para el sistema reducido
A continuacio´n se muestra la matriz de controlabilidad en la ecuacio´n (C.1).
C =


0 −αtrζ −αtr (−δ3 − αtet− ν)− αtr (−δtet − αtr) ζ
(
(−δ3 − αtet− ν) (−αtr (−δ3 − αtet− ν)− αtr(−δtet − αtr))− αtr
(
−αtr(−δ3 − αtet− ν) + (−δtet − αtr)
2
))
∗ ζ
0 0
β1
(
tr
k
)n
nαζ(
1+
(
tr
k
)n)2

−β1n(tr/k)n(−αtr(−δ3−αtet−ν)−αtr(−δtet−αtr))(
(1+(tr/k)n)2
)
tr
−
δ1β1(tr/k)
nnα(
1+
(
tr
k
)n)2

 ∗ ζ
0 0 0
β1γ
(
tr
k
)n
nαζ(
1+
(
tr
k
)n)2
ζ (−δtet − αtr) ζ
(
−αtr (−δ3 − αtet− ν) +− (δtet − αtr)
2
)
ζ ((−δ3 − αtet− ν)(−αtr(−δ3 − αtet− ν)− αtr(−δtet − αtr)) + (−δtet − αtr)(−αtr(−δ3 − αtet− ν) + (−δtet − αtr)
2))ζ


(C.1)
Para definir un sistema descrito por las matrices A y B como completamente controlable, basta con que la matriz de Controlabilidad C sea de
rango completo, esto se conoce como la condicio´n de Controlabilidad de Kalman [24].
Para comprobar el rango de la matriz C se utiliza el me´todo de los determinantes. Este me´todo permite calcular el rango de una matriz basado
solamente en ca´lculos de determinantes. el procedimiento a seguir se describe a continuacio´n.
1. El primer paso es encontrar un menor de orden uno cuyo determinante sea diferente de cero. Si no se encuentra ninguno el rango de la matriz
es cero. Si se encuentra alguno se pasa al paso 2.
2. Se agrega al menor de orden uno una fila y una columna de modo que sea un menor de orden dos. Se deben probar filas y columnas hasta que
se encuentre un menor de orden dos cuyo determinante sea diferente de cero. si no se encuentra el rango de la matriz es uno. si se encuentra
se pasa al paso 3.
3. Se le adiciona al menor de orden dos una fila y una columna de modo que se forme un menor de orden tres. Si el determinante de este menor es
diferente de cero, se pasa al paso 4. De lo contrario se deben cambiar la fila y/o columna adicionada hasta conseguir un menor cuyo determinante
sea no nulo. si no se encuentra el rango de la matriz es tres.
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4. Se halla el determinante de la matriz completa si este resulta no nulo, la matriz es de rango cuatro, es decir, en este caso de rango completo.
A continuacio´n se llevara´ a cabo lo propuesto anteriormente. Se debe recordar que todos los para´metros se consideran positivos y no nulos.
Primero se selecciona un menor de orden uno diferente de cero. Se toma el te´rmino C(4, 2) que corresponde a (−δtet − αtr) ζ, en este te´rmino debido
a que tr no puede tomar valores negativos sabemos que el determinante sera´ siempre diferente de cero.
Ahora se le adiciona a este menor los terminos correspondientes a la tercera fila y la cuarta columna. El menor seleccionado se muestra en la
ecuacio´n (C.2) junto a su determinante. Este determinante sera´ diferente de cero siempre que tr sea diferente de cero.
∣∣∣∣∣∣∣
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)n
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1+
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k
)n)2
(−δtet − αtr) ζ ((−δ3 − αtet− ν)(−αtr(−δ3 − αtet− ν)− αtr(−δtet − αtr)) + (−δtet − αtr)(−αtr(−δ3 − αtet− ν) + (−δtet − αtr)
2))ζ
∣∣∣∣∣∣∣
=
−γβ1
(
tr
k
)n
nαζ2(−δTet − αtr)(
1 +
(
tr
k
)n)2 (C.2)
Al menor mostrado en la ecuacio´n (C.2) se le adicionan los te´rminos correspondientes a la columna tres y a la fila dos. El menor de orden tres y
su determinante se muestran en la ecuacio´n (C.3). La condicio´n para que el determinante sea diferente de cero es nuevamente que tr sea no nula.
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Finalmente calculamos el determinante de la matriz C el cual se muestra en la ecuacio´n (C.4). De nuevo vemos que la u´nica condicio´n necesaria
para que el determinante sea no nulo, es que la variable tr sea no nula. El ana´lisis aqu´ı mostrado nos dice que el sistema es controlable en cualquier
punto excluyendo tr = 0.
|C| =
ζ4α3trβ21
(
tr
k
)2n
n2γ(
1 +
(
tr
k
)n)4 (C.4)
si se tiene en cuenta que la condicio´n tr = 0 solo se da cuando la entrada u→∞ podemos decir que para una entrada acotada el sistema sera´ controlable.
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Ape´ndice D
Sistema extendido utilizado para el ca´lculo
de las funciones de sensibilidad
x˙1 = −δ3x1 − αx1x4 + ηARNmTR + ν(trss− x1) (D.1)
x˙2 = −δ1x2 + β1/(1 + (x1/k)
n) (D.2)
x˙3 = −δ2x3 + γx2 (D.3)
x˙4 = −δTet ∗ x4 + zeta ∗ u− α ∗ x1 ∗ x4 + (δ3 + ν) ∗ (trss− x1) (D.4)
x˙λ1 = (−δ3 − αx4 − ν)xλ1 − αx1xλ4 − x1 (D.5)
x˙λ2 = −β1/(1 + (x1/k)
n)2(x1/k)
nn/x1xλ1 − δ1xλ2 (D.6)
x˙λ3 = γxλ2 − δ2xλ3 (D.7)
x˙λ4 = (−δ3 − αx4 − ν)xλ1 + (−δTet − αx1)xλ4 + trss− x1 (D.8)
x˙λ5 = (−δ3 − αx4 − ν)xλ5 − αx1xλ8 − x1x4 (D.9)
x˙λ6 = −β1/(1 + (x1/k)
n)2(x1/k)
nn/x1xλ5 − δ1xλ6 (D.10)
x˙λ7 = γxλ6 − δ2xλ7 (D.11)
x˙λ8 = (−δ3 − αx4 − ν)xλ5 + (−δTet − αx1)xλ8 − x1x4 (D.12)
x˙λ9 = (−δ3 − αx4 − ν)xλ9 − αx1xλ12 + 1 (D.13)
x˙λ10 = −β1/(1 + (x1/k)
n)2(x1/k)
nn/x1xλ9 − δ1xλ10 (D.14)
x˙λ11 = γxλ10 − δ2xλ11 (D.15)
x˙λ12 = (−δ3 − αx4 − ν)xλ9 + (−δTet − αx1)xλ12 (D.16)
x˙λ13 = (−δ3 − αx4 − ν)xλ13 − αx1xλ16 (D.17)
x˙λ14 = −β1/(1 + (x1/k)
n)2(x1/k)
nn/x1xλ13 − δ1xλ14 − x2 (D.18)
x˙λ15 = γxλ14 − δ2xλ15 (D.19)
x˙λ16 = (−δ3 − αx4 − ν)xλ13 + (−δTet − αx1)xλ16 (D.20)
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x˙λ17 = (−δ3 − αx4 − ν)xλ17 − αx1xλ20 (D.21)
x˙λ18 = −β1/(1 + (x1/k)
n)2(x1/k)
nn/x1xλ17 − δ1xλ18 + 1/(1 + (x1/k)
n) (D.22)
x˙λ19 = γxλ18 − δ2xλ19 (D.23)
x˙λ20 = (−δ3 − αx4 − ν)xλ17 + (−δTet − αx1)xλ20 (D.24)
x˙λ21 = (−δ3 − αx4 − ν)xλ21 − αx1xλ24 (D.25)
x˙λ22 = −β1/(1 + (x1/k)
n)2(x1/k)
nn/x1xλ21 − δ1xλ22 (D.26)
x˙λ23 = γxλ22 − δ2xλ23 − x3 (D.27)
x˙λ24 = (−δ3 − αx4 − ν)xλ21 + (−δTet − αx1)xλ24 (D.28)
x˙λ25 = (−δ3 − αx4 − ν)xλ25 − αx1xλ28 (D.29)
x˙λ26 = −β1/(1 + (x1/k)
n)2(x1/k)
nn/x1xλ25 − δ1xλ26 (D.30)
x˙λ27 = γxλ26 − δ2xλ27 + x2 (D.31)
x˙λ28 = (−δ3 − αx4 − ν)xλ25 + (−δTet − αx1)xλ28 (D.32)
x˙λ29 = (−δ3 − αx4 − ν)xλ29 − αx1xλ32 (D.33)
x˙λ30 = −β1/(1 + (x1/k)
n)2(x1/k)
nn/x1xλ29 − δ1xλ30 (D.34)
x˙λ31 = γxλ30 − δ2xλ31 (D.35)
x˙λ32 = (−δ3 − αx4 − ν)xλ29 + (−δTet − αx1)xλ32 − x4 (D.36)
x˙λ33 = (−δ3 − αx4 − ν)xλ33 − αx1xλ36 (D.37)
x˙λ34 = −β1/(1 + (x1/k)
n)2(x1/k)
nn/x1xλ33 − δ1xλ34 + β1/(1 + (x1/k)
n)2(x1/k)
nn/k (D.38)
x˙λ35 = γxλ34 − δ2xλ35 (D.39)
x˙λ36 = (−δ3 − αx4 − ν)xλ33 + (−δTet − αx1)xλ36 (D.40)
x˙λ37 = (−δ3 − αx4 − ν)xλ37 − αx1xλ40 (D.41)
x˙λ38 = −β1/(1 + (x1/k)
n)2(x1/k)
nn/x1xλ37 − δ1xλ38 − β1/(1 + (x1/k)
n)2(x1/k)
nlog(x1/k)(D.42)
x˙λ39 = γxλ38 − δ2xλ39 (D.43)
x˙λ40 = (−δ3 − αx4 − ν)xλ37 + (−δTet − αx1)xλ40 (D.44)
x˙λ41 = (−δ3 − αx4 − ν)xλ41 − αx1xλ44 + trss− x1 (D.45)
x˙λ42 = −β1/(1 + (x1/k)
n)2(x1/k)
nn/x1xλ41 − δ1xλ42 (D.46)
x˙λ43 = γxλ42 − δ2xλ43 (D.47)
x˙λ44 = (−δ3 − αx4 − ν)xλ41 + (−δTet − αx1)xλ44 + trss− x1 (D.48)
x˙λ45 = (−δ3 − αx4 − ν)xλ45 − αx1xλ48 (D.49)
x˙λ46 = −β1/(1 + (x1/k)
n)2(x1/k)
nn/x1xλ45 − δ1xλ46 (D.50)
x˙λ47 = γxλ46 − δ2xλ47 (D.51)
x˙λ48 = (−δ3 − αx4 − ν)xλ45 + (−δTet − αx1)xλ48 + u (D.52)
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