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ABSTRACT 
The CPGU, Cost Per Good Unit, function makes use of GERT network 
techniques to model production systems where repair loops complicate 
analysis. The stochastic nature of the times for completion of 
activities and recycling product requires an analytical approach to 
analyze production systems. The CPGU provides a measurement criterion 
to generate a loaded cost per good unit. Using this functional re-
presentation of a production system, the relative cost of individual 
or sets of activities and the cost of defective product can be 
analyzed. The CPGU also provides a measurement criterion to which 
sensitivity analysis can be applied. Branch sensitivity is composed 
of two classes for analysis: single variable and multivariable. 
Single variable sensitivity analysis specifies a list of branches 
which have the greatest impact on the cost function. Multivariable 
sensitivity analysis examines the interaction effect of two or more 
branch variables. A significant development demonstrates that, for 
networks composed of branches whose random variables have the most 
commonly used distribution functions, the interaction effect on the 
CPGU function is zero. 
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Introduction 
CHAPTER I 
INTRODUCTION 
Network modeling techniques for the analysis of production 
systems have proven to be a valuable tool in Industrial Engineering 
and Operations Research. Networks and their graphical represen-
tations provide a visual aid to demonstrate the complicated 
relationships between network elements, and therefore, can be used 
to represent the production flow of any product. GERT, Graphical 
-
Evaluation and Review Technique, combines the network evaluation 
- - -
technique with stochastic branch parameters to form a useful method 
for analyzing production process flows. Up until this point, GERT 
and subsequent related developments have remained general due to its 
inherent versatility. This thesis attempts to develop a specific 
criterion for measuring production process systems. It also 
develops many significant uses for the analytical function measuring 
process flow. 
The function, which is composed of loading the cost of junk 
product on the cost of good units, gives an overall cost criterion 
for production systems. Some of the elementary uses of this function 
a.re developed in this thesis and are the following: 
1. Evaluating Process Flow Changes -- Changes in the con-
figuration of the flow leads to changes in the cost 
function. The function can be re-evaluated to give a new 
cost value. 
2 
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2. Evaluating the Cost Relationship of a Set of Branches to 
the Total Cost -- Since each branch is described by a 
probability and a random variable, the cost impact on the 
measurement function is not apparent. This technique allows 
measurements to be made on how much cost each branch or a 
group of branches loads on the cost for a good unit function. 
3. Evaluating the Potential of R/D Projects -- R/D projects 
aimed at improving manufacturing processes must be cost justified. Often a particular set of processes are sus-
pected of needing imprc;,vement. The meas_urement function 
evaluating cost of branches provides an upper bound which 
an R/D project may impact. 
4. Evaluating Sensitive Process Steps for Defective Product --
In many production flows, product testing determines that 
a unit is no longer repairable. These testing points load 
the cost functions differently and evaluating these points 
may indicate a need for process flow changes. 
5. Evaluating the Function's Sensitivity to Branch Parameters --
Sensitivity analysis gives indications to the parameter or 
parameters which most influence the product cost. 
The developments in this thesis make GERT a more useful tool in 
dealing with the problems involved with manufacturing applications. 
These developments are user oriented and provide information that an 
engineering manager may request in his analysis of a process flow. 
References are made to a computer program written to calculate the 
analytic function; however, the program is not documented in this 
thesis. This program is documented in a Western Electric memorandum. 
Production process flow improvement can be categorized into two 
areas. The first type of change involves topological considerations, 
i.e., reconnecting or eliminating the branches of a network to affect 
the system alteration. The second type requires changing the values 
of the branch parameters to affect system improvement. This thesis 
attempts to formulate some general techniques for systems improve-
3 
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ments. Topological changes require familarity with the product. 
All permutations of branch configurations are not feasible in terms 
of producing the unit. In fact, the set of feasible permutations of 
all branches for any manufacturing process is quite small. To 
determine this set requires a knowledge of the manufacturing steps. 
This specific knowledge eliminates its adaptability to a general 
technique for systems improvement. Sensitivity analysis can point 
to specific branches where topological changes may lead to systems 
improvement. Sensitivity analysis may also distinguish particular 
branch parameters which are most influential in the cost function. 
Since all branches in a network may be treated alike, sensitivity 
analysis lends itself towards a general network improvement 
technique. 
Topological changes can be evaluated on an individual basis by 
allowing the production manager to integrate the effect of various 
alternatives on the total production system. The GERT cost function 
calculations must be run enumerating all possible alternative 
feasible networks. The functional value of each network indicates 
its net cost. 
Chapter Descriptions 
Chapter II of this thesis provides the necessary GERT background 
required to widerstand the developments. The GERT background pre-
sentation was not intended to be a detailed discussion, but it re-
viewed the portions of GERT relating to this thesis. The latter 
sections of Chapter II review the most recent developments of GERT 
4 
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and network sensitivity analysis. 
Chapter III develops the cost modeling function used throughout 
this thesis. It also describes some of the useful derivatives of 
GERT developed in this thesis. Among these are the analysis of 
defective product and the analysis of sets of branches. 
Chapter IV develops the concepts involved with sensitivity 
analysis and discusses the potential uses for this technique in terms 
of network improvement. Sensitivity analysis requires extensive 
computer calculations. The latter sections contain a mathematical 
development which eliminates higher order sensitivity studies for 
most practical applications. 
Chapter V summarizes the thesis and draws conclusions from the 
developments. It also discusses recommendations for further study. 
5 
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CHAPI1ER II 
HISTORICAL AND TECHNICAL BACKGROUND 
Development of Graphical Evaluation and Review Technique 
The development of GERT (Graphical Evaluation and Review 
Technique) began with W.W. Happ [10], A. A. Pritsker [10, 11, 18], 
and G. E. Whitehouse [11, 17, 18] during the mid 1960's. GERT is an 
analytical approach to the characterization and solution of stochastic 
networks. The basis of GERT analysis uses electrical engineering net-
work theory to provide the fundamental calculation tool to relate 
the individual branches in a stochastic network. The term stochastic 
network arises out of the stochastic nature of the parameters 
describing each branch or activity in the network. In this thesis 
GERT networks will be used to describe production systems although 
applications for GERT networks have been applied to problems ranging 
from Management of Research and Development projects to Inventory, 
Reliability and Queueing problems. GERT networks consist of a set of 
logical nodes defining logical operations and branches connecting 
the nodes with associated transmittance parameters. The logical nodes 
contain an input half and an output half which are defined in 
Table 2.1 [19]. The various combinations of input and output sides 
comprise six GERT node symbols and are illustrated in Table 2.2. In 
this thesis, the exclusive-or input and probabilistic output type of 
node, represented by Figure 2.1, is the only one dealt with. The 
start nodes and end nodes of a network are shown in Figure 2.2. 
6 
Name 
EXCLUSIVE-OR 
INCLUSIVE-OR 
AND 
Name 
DETERMINISTIC 
PROBABILISTIC 
TABLE 2.1 
INPUT SIDE OF LOGICAL NODES 
Symbol Characteristic 
The realization of any branch 
leading into the node causes the node 
to be realized; however, one and 
only one of the branches leading 
into this node can be realized at a 
given time. 
The realiz·ation of any branch 
leading into the node causes the 
node to be realized. The time of 
realization is the smallest of the 
completion times of the activities 
leading in·to the INCLUSIVE-OR node. 
The node will be realized only if 
all the branches leading into the 
node are realized. The time of 
realization is therefore the largest 
of the completion times of the 
activities leading into the .AND node. 
OUTPUT SIDE OF LOGICAL NODES 
Symbol 
7 
Characteristic 
All branches emanating from the 
node are taken if the node is · 
realized, i.e., all branches 
emanating from this node have a p 
parameter equal to 1. 
Exactly one branch emanating from 
the node is ta.ken if the node is 
realized. 
" 
·, 
INPUT NODES 
(X) 
Exclusive-or Sink Node 
Inclusive-or Sink Node 
And Sink Node 
~·~··-·~ 
TABLE ~ .• 2 
GERT· NODE SYMBOLS 
OUTPUT NODES 
Deterministic Source Node 
Exclusive-or input and 
Deterministic output node 
Inclusive-or input and 
Deterministic output node 
And input and Deterministic 
output node 
•' . - ,.· '"': .... _,,, .. 
Probabilistic Source Node 
Exclusive-or input and 
Probab·ilistic output node 
Inclusive-or input and 
Probabilistic output node 
.And input and Probabilistic 
output node 
-..,,, 
Q 
.o:-: • 
-EJcc.l_usive-Or Input ,. Probabilistt.ci -Ou.tput Node 
.F:IGURE .2.J~-
-~.i 
·sTART. ·NODE 
.P. 
Node p .. , f.j(t) J.J ]. 
• ]. 
Components Q'f'. Bran.ch. Transmittance 
r:tqPRE :~:.·3 
·9 
Node 
j 
-~ .. , .... -·· ' 
The branches in a GERT network are arcs or lines connecting 
the output side of a node to the input side of the next node." An 
arrow on the branch indicates the direction of product flow for the 
production system GERT network. Transmittance parameters of the 
algebraic form (pij' fij(t)) accompanying each branch in the network 
is a function of two variables. ( See Figure 2. 3. ) ~'he f'irst variable 
in the transmittance parameter, pij' is the probability of taking 
the branch joining node i to node j. The second variable, fij(t), 
represents a function of the time or cost required to traverse the 
branch. Probabilities have the characteristic of being a multipli-
cative variable whereas the time or cost variables accumulate by an 
additive process. 
Fl·ow graph theory uses transmittance parameters that are multi-
plicative to develop a function describing an entire flow graph. 
GERT extends flow graph theory to develop a similar function de-
scribing an entire network where the transmittance parameter is a 
function of two variables. To resolve the problem of incorporating 
an additive with a multiplicative variable, GERT performs a trans-
formation to the·tim.e/cost that allows it to be treated as a multi-
plicative variable. A number of transformations can accomplish the 
desired modification, however, the moment generating function (MGF) 
enabled the originators of GERT to treat time/cost as a random 
variable. The selection of the proper MGF specifies the distribution 
of time/cost. Some of the types of distributions and their MGF's 
are shown in Table 2.3. The MGF transforms the time (t) into the 
10 
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TABLE 2.3 
PROBABILITY LAWS AND THEIR MOMENT GENERATING FUNCTION 
Distribution 
Binomial 
Exponential 
GaJDIDa 
Geometric 
Negative Binomial 
Nonnal 
Poisson 
Uniform 
Constant 
Probability Law 
p(x) - x=O, 1, -
' 
••• 
0 
' 
otherwise 
-ax f(x) - ae x>O 
-
' -
0 
' 
x<O 
f(x) a ( )b-1 ax = r (b) ax e , x~O 
0 , x<O 
x-1 p(x) = pq , x=l, 2, 3, ••• 
0 , otherwise 
n 
M(s) 
(pe s + q)n 
(1 - !.)-1 
a 
s pe 
s 1 - qe 
p(x) = X k q ,x=l,2,... p 
X 
0 , otherwise 
2 
f(x) - (l/cn12-r-r)e -(l/2 Hx-w/cr , 
-«x<oo 
-A X 
p(x) - e A , x=0,1,2,3, ••• - X 
0 
' 
otherwise 
/ 
/' 
/ 
f(x) - 1/ (b-a) a<x<b -
' 
0 
' 
otherwise 
p(x) = 1 
' 
X = t 
0 , otherwise 
11 
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1 - qe8 
e 
2 2 sµ+(l/2)s a 
A(e5-l) e . 
sa sb 
e 
- e 
(b - a) s 
ts 
e 
' 
't 
,,; 
c;; 
I 
" 
!. 
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,. 
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~ 
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frequency domain (s) where Mij(s) is the MGF of time t from nodes i 
to j. Pritsker and Happ (15] define the transmittance, Wij(s), as 
the product of the conditional probability pij and the MGF of the 
time to traverse the branch Mij(s). 
Figure 2.4 illustrates the basic element of a GERT network. This 
transformation technique corresponds directly to the use of transfer 
functions, H(s), in electrical engineering network theory. 
In order to relate the individual branch transmittances in a 
large network to the topological configuration of branches, GERT 
again extracts technology from electrical engineering. Mason's rule 
expresses the network transmittance from start node a to end node b 
in a closed form expression Wab(s). 
n 
+~ 
. ni (i)(s) 
L w 1 (-1)1 LW1ic p 
Wab (s) 12=1 i=l k=l - (2.2) - m nj (j)(s) 
1 + LC-l)j E WL 
j=l v=l V 
n = number of different paths through the network from a to b 
p - index of paths through the network from a to b -
w product of transmittances of the branches in the p th path --p through the network where there are n paths 
highest order set of loops not touching the th path m - p -p 
• index of the order of loops not touching the p th ·path 1 --
th n. = number of loops of order i not touching the p path 1 
12 
,' ...• ,-,,\.,:,,,,,·, ,., 
II 
i 
(~ 
~ 
t,-J 
w 
W •• (s) 
W-Generating Function Transmittance 
FIGURE 2.4 
---'.'~,-~·c.,. 
'• .. 
th k = index of loops of order i not touching the p path 
W (i)(s) = product of transmittances of branches in the kth 
Lk loop of order i 
j = index of order of the loop in the network 
m = highest order set of loopsin the network 
nj = number of loops of order j in the network 
v = index of loops of order j in the network 
W (j)(s) 
L 
V 
-
-
product of transmittances of branches in the vth 
loop of order j in the network 
Whitehouse [19] defines the following terms along with giving 
examples to clarify their meaning. 
1. A path is a series of branches which join two nodes (generally a start and end node of a network) and do not 
pass through any node more than once. 
2. A loop is a series of branches which lead from a node and 
eventually returns to the node without passing through any 
other node more than once. 
3. A first order loop is any loop. 
4. A nth_order loop is n non-touching first order loops. 
5. The value £!.~path is equal to the product of transmittances 
of the bran:ches in the set of nodes constituting the path. 
6. The value of ~ nth -order loop is equal to the product of the 
transmittances for then non-touching loops. 
7. Non-touching loops are sets of loops not having common nodes. 
8. Loops not touching the pth path are loops not having common 
nodes with a given path p. 
For examples to· illustrate these definitions, refer to Whitehouse [19i_ 
The Wab(s) represents the product of.the probability of realizing 
end node b from start node a and the MGF of the time to traverse the 
network from a to b. For s=O, all MGF' s , Mab ( s) , become equal to one 
14 
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and for general nodes a and b 
For the start node and end node, a and b respectively, the proba-
bility of going from a to b, p ab, has the following form, 
pb=Wb(s) a a 0 S- . 
(2.3) 
The MGF equals the quotient of the transmittance of the network, 
Wab(s), divided by the probability pab' 
Taking advantage of the properties of MGF's, note 
d 
a;M(s) = E(t) 
s=O 
and 
n 
d M(s) = E(tll) 
dsn s=O 
(2. 4) 
(2.5) 
(2. 6) 
The nth derivative of the MGF, evaluated at s equal to O, will yield 
th the expected value of then power oft. Using the properties of 
moment generating functions the frequency domains can be converted 
to obtain the expected value and variance in the time domain. 
Var(t) = E(t2 ) - E(t)2 (2. 7) 
-
d2 
2 M(s) ds s=O 
2 
d 
- - M(s) 
ds s=O 
(2. 8) 
15 
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Some networks possess more than one input and/or more than one 
output node. These networks are called multiple input and qutput 
networks. In this case the, Wab' transmittance function can be 
generated for all input/output combinations. Thus, for a 2 input 
and 3 output network, 6 transmittance functions characterize the 
total system. Productions systems modeled by GERT in this thesis are 
multiple input/output networks. 
Development of Exclusive-Or Program 
. 
For complicated topological arrangements of branches, the 
Mason's Rule relationship of an input/output configuration may be 
difficult to generate by hand. The application of Mason's Rule, 
however, is a mechanical exercise. Computer algorithms have been 
generated to evaluate the input/output transmittance function for 
networks and, in particular, Ishmael and Pritsker [6,7] have docu-
mented a computer program for evaluating GERT Exclusive-Or networks. 
The original GERT Exclusive-Or program was written by 
A. B. Nelson in conjunction with Pritsker for the Rand Corporation 
in 1965. The program, written in Fortran, was modified and docu-
mented by Ishmael and Pritsker in 1968. 
The input to the program consisted of information concerning 
each branch: start node and end node for the branch, probability of 
realizing the branch, and data about the moment generating function 
of the random variable associated with the branch. From the input 
information the program determines the start and end nodes and all 
paths and loops of the network. The program also determines the 
I 
16 
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1) probability of transversal, 2) the mean time of traversal, and 
,. \ 
3) the second moment of the time of traversal associated with each 
path and loop. The analysis discussing the calculations made in the 
GERT program is presented in Appendix A. 
Table 2.4 lists the distributions acceptable to the GERT 
Exclusive-Or program. The functional representations of the MGF, 
mean and second moment are also tabulated for acceptable distri-
butions. 
Application of GERT to Large Networks 
Following the initial work done on GERT and the Exclusive-Or 
program, much has been done to investigate networks using the other 
node configurations. The most general system for dealing with the 
various nodes is GERTS, Graphical Evaluation and Review Technique 
Simulation described by Whitehouse [19]. GERTS will not be examined 
in this study although many of the analysis principles presented can 
be applied. 
Frank S. Settles [13] produced the methods for structural 
economic modeling which required a solution technique to accommodate 
the often required large GERT networks. He focused on the costs 
associated with a production system through a batch product shop and 
developed a staged network technique for handling large systems. In 
addition, Settles formalized the approach for applying GERT to pro-
duction modeling. The methods of analysis discussed are familiar 
to those who have attempted production system modeling. 
17 
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TABLE 2 •. 4. 
DISTRIBUTIONS ACCEPTABLE TO GERT PROGRAM 
Type of' 
~(s) Second Input Distribution Mean Moment Variables 
Binomial · s n 
np(np+l-p) wE(o) ;n,p (B) _(pe +1-p) np 
Discrete 
st1 st2 
plTl+p2T2+ .•. 2 2 ple +p2e + ... 
wE(o);pl,Tl,p2,T2; (D) pl Tl +p2T2 +. •. 
pl +p2+ ••• pl+p2+ ••• pl +p2+ ••• 
Exponential (E) (1 - )-1 s/a . 1/a 2./a2 wE(o); l/a 
Gamma (1 - s/a)-b b/a b(b+l) wE(o) ;1/a,b (GA) 2 
a 
Geometric s 2-E 12e 1/p 
_wE(o);p (GE) s s 2 1-e +pe p 
Negative ( E 'r r(l-p) r(l-P) (l+r-rE 
Binomial s s p 2 wE(o) ;r ,P (NB) \1-e +pe J p 
. 
Normal 1 2 2 2 2 -
wE(o) ;m,cr (NO) e(sm+ 2 s a m m + O' 
Poisson A(e 8 -l) A A(l+A) wE(o);A (P) e 
Uniform sa sb 
a+b a2+ab+b2 wE(o);a,b (U) e -e (a-b) 2 3 
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Past Developments in Sensitivity Analysis 
Once a system has been modeled the obvious question becomes how 
to optimize the manufacture of the unit. Basically, two options for 
optimization exist; first, changes to the topological structure of 
the network can be made, second, the parameters of the individual 
branches can be changed. The first option requires the implemen-
tation of many constraints. For some operations the product 
necessitates an order in which the unit must be assembled. Feasible 
topological changes are bound by this restr~ction and by an intimate 
techno~gical knowledge of the manufacturability of the product. 
~ 
Therefore, this ·type of optimization option would be difficult to 
generalize in an algorithm for all production systems. However, the 
approach of this thesis provides a tool for evaluating the results 
of topological changes. 
The second optimization option involves sensitivity analysis of 
the GERT model. Developments related to GERT sensitivity are made 
by T. W. Hill [5] and G. V. S. Raju [12]. 
No formal work has been done in techniques for topological 
(~~ation. This is due to the lack of generality involved in 
the various systems which can be modeled; thus this mode of optimi-
zation lacks the formal criteria necessary to optimize. 
Past authors have discussed some criteria for sensitivity 
optimization. To reduce cost remains the objective; however, the 
topology equation for closed flow graphs has been used as the 
criteria. Systems cost is a function of the topology equation, but 
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it is neither directly related to nor simply proportional to the 
cost. Another criteria used in sensitivity has been to reduce 
variance and range in system performance. The philosophy for this 
criteria is to improve the system by introducing stability. Cumu-
lative yield has been offered as a system criteria. This criteria 
ignores the cost of generating high yields. 
Hill's work used the concept of a closed flow graph and the 
topology equation as the basis for developing his concepts of 
sensitivity. His objective was to develop a method for obtaining 
sensitivity information and to demonstrate the utilization o~ 
this information to achieve a desired system performance. The 
topology equation used for this purpose was 
n 
H = ~ (-l)i H. = 0 
1 
i=O 
For Ha linear function of P, a set of parameters, the equation 
could be written as 
H(P) = H(P) + P H(P') = 0 
where H(P) = the sum of all terms devoid of P.and P H(P') = the sum 
o~ all terms containing P. 
All graphs were required to be closed, i.e., to have a branch 
from the end node returning to the start node. The transmittance 
associated with this branch had the value equal to the inverse of 
the transmittance from start to end. The requirements of a closed 
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system were extended from flow graph theory presented in 
Whitehouse [19]. The topology equation given by Hill is not the 
same form as the function given by Mason's Rule but can be manipu-
lated to give the same result. 
Three types of general sensitivity functions were defined: 
Type R, Type G, and Type S. These were all applied to the H 
topology equation to attain improvements with respect to: 
1. 
2. 
2 Attainment of some predetermined value ofµ or a. 
A cost or profit criterion which might be a function of 
time. 
3. Securing some predetermined probability of success, p, in 
a multiple output network. 
4. Stabilization of ·the performance measures when the system 
components are subject to unknown fluctuations. 
The performance criteria used by Hill was the topology equation 
and his attempt was aimed at minimizing system sensitivity. 
Hill did not develop a perform.a.nee criteria which is usable in 
the evaluation of production systems. His aim was to develop a 
general sensitivity approach for networks. This work in sensitivity 
also dealt with single variable sensitivity analysis. All of Hill's 
sensitivity equations were applied to the topology equation H. 
The sensitivity of the H function cannot be directly related to net~ 
work cost; thus, the topology equation is not a sufficient criteria 
for measuring system perform.a.nee. All equations developed pertain 
to one variable sensitivity. 
Raju dealt more directly with sensitivity analysis as a method 
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of detailing the changes in a performance measure as a function of 
the changes in multiple parameters of a network. The discussion 
was developed for a generalized performance measure of multiparameter 
sensitivity analysis. The equation, 
n 
= l: 
i=l 
x. 
1 
-y 
ay 
ax. 
1 
-x. 
1 ' 
related the fractional change in the performance measure y to the 
fractional change in any or all of the parameters where x. was the 
1 
parameter changed. In his development of sensitivity analysis Raju 
discusses the mathematical aspects of possible sensitivity equations; 
however, he does not develop any specific criteria for measuring 
system performance. The result is that his approach remains too 
general for application to production systems. 
In contrast to Hill and Raju, this thesis deals directly with 
the problems of evaluation and sensitivity analysis for production 
systems. For those products studied a specific performance criteria 
is developed. The mathematical development of this performance 
( 
' 
criteria enables the user to evaluate either the time, cost, or 
yield required by the process. The main criterion is the cost in 
time or dollars for production of a good unit. The developments are 
made for single and multi.-variable sensitivity analysis. Tests are 
developed to determine possible interactions of parameters. 
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CHAPTER III 
\ 
ANALYSIS TECHNIQUES USING THE COST PER GOOD UNIT MODEL 
Cost Per Good Unit Model 
The modeling of production systems via the GERT approach can 
take many forms. The form adopted in this discussion takes a 
• 
simplified form of the multiple input/output model. Production 
systems invariably have a starting point to which labor and material 
are applied. Only two output results will be considered, i.e., good 
(acceptable) product and scrap product where material and labor 
additions are terminated as soon as it is determined that repair 
cannot correct problems. 
In a complex production system scrapped product may proceed 
directly to the scrapping node from any point in the system. 
Continuous application of labor and materials results in termination 
at the good node. The GERT approach reduces the complex production 
system to the simplified model in Figure 3.1. 
The two branches have associated transmittance parameters 
described by the probability of taking the branch (p or p ) , mean ss sg 
time required to traverse the branch 
time to traverse the branch (a 2 or 
ss 
leaving any node sum to 1, 
P + p = 1 ss sg ' 
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(µ or 
ss 
. 2) a • 
sg 
µ ) and variance of sg' 
Since the probabilities 
(3.1) 
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P is the probability that a unit started will be scrapped and p ss sg 
is the overall yield of· the system. These probabilities are com-
pletely deterministic by applying Mason's Rule. Two independent 
times, t and t , are random variables associated with each branch. ss sg · 
The total time required by each start is the weighted sum of times 
going to scrap and good nodes. 
t - p t + p t total - ss ss sg sg (3. 2) 
The two times, t and t , are functions of the same subset of the 
. ss sg 
random variables but they are not functions of one another. The 
time used to produce a good unit is ttotal divided by the yield of 
the system p • 
sg 
CPGU = E 
where 
ttotal 
Psg 
-
-
TI t + P t TI t 
~ss ss sg sg = ~ss ss 
Psg Psg 
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+ t 
sg 
+ t 
sg (3.3) 
(3. 4) 
Thus, CPGU is the expected value of the cost in time or money to 
produce a good unit. The variance can be. calculated as follows for 
t and t as independent random variables. ss sg 
PSS 
--t + t p ss .sg 
.sg 
Var(CPGU) = Var = Var 
Var (t ) + Var (t ) 
ss sg 
PSS 
--t p. ss 
sg 
where Var (t ) = 
' ss 
a 
2 
and Var (t ) = 
ss sg a sg 
2 
+ Var ( t 8 g) 
(3.5) 
The resulting statistic, CPGU, characterizes the efficiency of 
the production system and will be used in all further analysis as 
the criterion for optimization and sensitivity. From Chapter II 
we know that 
s=O s=O 
2 
and 
- ( 3.6) 
s=O s=O 
thus 
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Var(CPGU) = 
W (s) 
ss 
W (s) 
sg 
s=O 
s=O 
d2 
2 M (s) ds sg 
Advantages of GERT and the CPGU Criterion 
d 
- - M (s) ds ss + 
(3.7) 
In many complex systems, interactions and relationships 
pictorially represented are more easily understood. Flow graphs 
have become the medium for representing organizational structures, 
information flow within an organization, computer systems, control 
systems, and product flow in a manufacturing line. PERT deals with 
providing a visual representation to aid making calculations in-
. 
valved with networks describing scheduling problems. GERT uses a 
flow graph representation to make statistical measurements on 
stochastic systems describing a production line. 
Flow graphs, PERT charts, and GERT networks enable visualization 
of the complex relationships between units in a system. In the 
production system the units are the various process steps involved 
in manufacturing a good product. The relationships between units 
represent the paths through production which the product may take. 
The parameters defining the relationships were described in 
chapter II. GERT provides an analytical tool for ma.king calculations 
relating the branches and network relationships. 
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The GERT procedure makes it possible to analyze complex 
production systems and problems with an objective analytical method. 
Production of a unit of product involves the combination of numerous 
tasks, each performing a specific function. To· determine the 
capabilities and limitations of a system requires the understanding 
of the interconnection of these tasks and their effect on each other. 
Traditional accounting techniques assume that production lines 
are straight line operations where each operation either passes 
product on to the next operation upon completing its task or scraps 
the product. In this cost measurement method the yields of the 
product line are maintained by multiplying the individual operation's 
yield at each step. The costs are accumulated by adding the cost of 
each operation in serial order. If there are repair operations where 
defective product is repaired and placed back into product flow, 
then the traditional cost measurement technique cannot handle these 
operations with the straight line flow assun;i.ption. The repair 
operations can be visually represented in flow graphs by loops. 
In the traditional accounting techniques, the repair loops required 
making assumptions on how many times the unit would travel through 
the loop. These assumptions limited the effectiveness of the cost 
accounting. The advantage of GERT as a cost measurement tool is 
that it evaluates the cost analytically as the flow graph represents 
product flow. 
The technical discussion of GERT up to this point has dealt 
with probability and time for the branch transmittance parameters. 
28 
Since the only requirement on time as a unit was its additivity 
property, cost in dollars could have been used as easily as the 
stochastic branch transmittance parameter. This is merely an 
isomorphic transformation of units from time to cost or multipli-
cation of the parameter by a conversion constant.· Viewing GERT 
networks in terms of cost makes it an alternative cost accounting 
tool for production systems. 
GERT can prove a valuable tool to designing a product line. 
The attempt of this thesis is to develop a system which uses an 
analytical objective approach in evaluating and optimizing a pro-
duction system. 
The costs of manufacturing systems are generally broken down 
into three areas: 
1. Labor - cost of labor wages required for manufacturing 
product 
2. Load - composed of the cost components required to 
depreciate machinery and tools used in per-
forming work and indirect overhead such as 
lighting, floor space, etc. 
3. Material - cost of materials 
At any point in a product flow the cost of the product can be con-
sidered as the value added of these three component costs. Each 
operation in the assembly of a llllit adds the value of materials, 
labor time and overhead costs required to perform the operation. 
The most thorough application of the GERT approach would re-
quire including labor, load, and material as costs for each process 
step. Details concerning the wage level required by each operation 
29 
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and the depreciated amount for the equipment used at each operation 
would be necessary. The trade-offs between automating an operation 
by substituting costly machinery and low wage employees can be 
studied. This indeed is a major problem of the managers of manu-
facturing systems. 
Appendix B contains the output of a typical analysis of a 
production system. The first page echoes the input data for the 
system. Each line represents one branch within the network and is 
specified by the node number from which the branch is going (second 
\ 
column). The third column gives an option provided the user to 
collect costs on sets of branches. The remaining_ col11mns specify 
the type of distribution and the parameters. This notation is 
adopted from Pritsker and is described in Appendix A. 
The second page of Appendix B ·gives the simplified model 
representation discussed in the previous section. The start nodes 
and completion nodes are given along with the probability for 
traversing the branch, the mean, the variance, and standard deviation 
of the random variable ( time or cost ) • 
Analysis of Defective Product 
The value added concept of manufacturing systems aids the 
recognition of key process steps. One type of problem often dis-
cussed by production people is where scrap is being made in a process 
flow. Yield information at each operation describes the amount of 
product drop out and could be multiplied by the cost of product to 
determine the cost of scrap for each operation. 
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Often a proc.ess flow design cont&J a test to determine 
whether produ~t ei_nptiJ-d be scrapped or allowed to continue being 
processed. 'l'h~ cost or value of product at test may determine 
.. 
whether· de·fec.tive product sho\ll4 .. be recyc-led, that is , repaired and 
·retested. G.ERT provides a calculatic>n technique which can 
determine the c:o.sts at various points iri a complicated process·. floit.: 
Sound dec·is·ion$· :pased. on an analysis o:f' t·be· ·.co.st.a. increase :process. 
flow perfor1XJ.an:Ge-. 
Using· the. ,CPGU criter·i·on. S:crappage can be analyzed to' ·ae·cide 
i:t'· a re_cycling ;polipy :r.iee-d l;>~· ~plemented. ·The CPGU crit·er.ion c··an 
als"C> .·pe. :-g;f:led- to: an~lyze variou-s. -alternative ·recycling poliqies ~-
S.cr.~pped: :product load-s co·st- on the value of good product .and thus, 
cre:at;e:s a trade-off be~weJ;~n. wh~_t.her the value of product at test 
exceeq:§ ·tp.e cost of rep·ai:r· .ati-d recycle: .. 
siderations. may .r:equire G,El?{'J:' c·~·c-lUa:t.ion:s: to .analyze t:heir· 
GERTI br·anc:hes.- .can b.e .cr-eat __ eq..: t.o· ::re.pr~.s.e:p;t·>"various. prob·abilities· o.t· 
·_·.·_.·.·· ... _,·t····· even S:• 
'I1he sys:.tem me.asuring :proce·ss 'f\l.Qlv-$. can. y.i:~ld valuable infor-
ma.t·f:ort ·by evaluating the cost ,lo~(le·_d. :Qn ··the cc>"st per good unit of 
:el3-¢11 scrapping point. The. :c.cJst loade·d by each scrapping point is 
.. ·a fuzrction of -the costs and yi·e1g."$.: of operations leading · to the 
,dec:isio.p po.iI.1t:_. ·GERT enumerates e·a.ch path going to the scrap nodes 
:and. can: c-:alcul.a.t.e· the probability of reaching t.lle :p.pq:e along with the 
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mean time associated with the realization of the node. The product 
of the probability and mean time provides ·the cost loaded on the 
GPGU for the given path. 
In a process flow many scrapping decisions are generally made. 
Providing the costs loaded on the CPGU for each scrapping point gives 
valuable information about the process flow. Ordering these costs 
in descending order and noting their position in the flow aids the 
analysis of process flows. 
Analysis of Sets of Branches 
In complex networks the costs which each activity contributes 
to the total cost of the product cannot be determined from calcu-
lations made using straight line flow assumptions. GERT can be 
utilized to determine these costs by manipulating the network para-
meters. The method used to ma,ke these calculations is to create a 
dummy network whose time parameters are all zero except for the 
branch whose cost is desired. Since the probability parameters 
maintain their values, the GERT calculation of cost will accumulate 
no value added for branches whose time parameters are zero. 
From this technique the cost loaded on the system from a 
particular branch can be evaluated. The individual costs of each 
branch can be calculated and are given as a percentage of the total 
CPGU. Unusually high percentages for individual branches indicate 
critical. operation steps. The costs are a fwiction of process 
yields and stochastic times. 
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This technique also allows the analysis of loading costs on 
groups of operations. For example, an analysis of a process flow 
may require the loaded cost of all repair operations to determine 
if repair should be eliminated. This technique gives the tool for 
evaluating the proportion of the CPGU attributable to any individual 
or group of operations. 
Example of Technique 
. 
The preceding sections des·cribe three types of measurement 
tools useful in analyzing production systems. To more clearly 
illustrate these techniques a simple network will be used to demon-
strate their utility. Figure 3.2 represents a simple network where 
the nodes are numbered 1 thru 7 and the branches are lettered A 
thru G. The branch parameters are indicated beside the arrow 
designating product flow direction and have MGF which are discrete. 
Table 3 .1 lists the important information taken from the drawing. 
Node 1 is the start node, node 7 is the end node for good product, 
and nodes 3 and 4 are end nodes for defective product. 
This network represents a production system where activities 
represented by branches A and Care production steps. Nodes 2 and 
"" 5 are decision steps charged with the responsibility of determining 
whether or not the product must be scrapped. Node 6 is a testing 
step to insure the product's quality. If the product fails the 
test it is sent through branch E to be repaired. If the unit is 
repaired successfully, it is sent back to the testing node. 
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Branch 
Designation 
A 
B 
C 
D 
E 
F 
G 
Table 3.1 
Probability 
1.0 
0.1 
0.9 
0.1 
0.2 
0.9 
o.B 
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Type of 
MGF 
D 
D 
D 
D 
D 
D 
D 
Value of Parameter 
in Dollars 
1.0 
1.0 
1.5 
3.0 
2.0 
3.0 
2.0 
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The CPGU model combines all scrap nodes into one node. There-
fore, nodes 3 and 4 become the same node. Upon ~alting the calcu-
lations, the CPGU cost becomes 
CPGU = $6.04 • 
Two sets of branches require costing. The first set, {E} where 
branch Eis the only element, contributes $.50 to the total CPGU. 
The second set, {C,F} where branches C and Fare elements, load 
$2. 21 to the cp·au. Therefore branch E is 
t6: ~~ = 8. 28% 
of the cost of the product and branches C and Fare 
$2.21 
....-$6-. o-4 = 36.6% 
of the product cost. The technique allows any combination of 
branches to be analyzed as a set or any number of sets. 
The defective product analysis technique allows the user to 
determine the cost contribution each scrapping point is making to 
the CPGU. Using the calculation technique we find that product 
~a1ting the path A, B costs $.20 whereas product taking the path A, 
C, E, F, D costs $.19. Although the cost of performing operation D 
is much greater than operation B, the total cost contribution is 
1 only slightly less due to the network configuration. 
The CPGU mechanism provides a criteria for measuring performance 
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of a production system. Understanding of manufacturing systems can 
be simplified by analysis of the CPGU model. The mathematical basis 
of CPGU allows the investigation of stochastic and probabilistic 
networks to be resolved by one function of random variables. The 
technique uses-GERT as a graphical tool for representing product 
flow in a probabilistic manner. Along with the characterization of 
the system we can analyze the process flow in relationship to where 
junk is most costly and analyze any number of branches or groups of 
branches for their effect on good product cost. 
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CHAPTER IV 
SENSITIVITY ANALYSIS 
Introduction to Sensitivity Analysis 
The Cost per Good Unit model has been established as the 
criterion for measuring production system process flow. The inves-
tigations of sensitivity analysis involving GERT networks prior to 
this thesis have dealt with general networks. Criteria for sensi-
tivity analysis and thei·r conclusion have remained general as a 
result. In this chapter the CPGU model forms the basis and 
criterion for investigating the sensitivity of pro·duction systems 
relative to its parameters. 
The parameters comprising a network can be broken down to 
include the set of characteristic elements describing each 
branch, i.e., Pab' the probability of traversing the branch 
node a to node b, and the variables describing a particular 
distribution function of the random variable associated with 
-branch. The CPGU uses these branch parameters to form an 
analytical function expressing the loaded cost per good unit. 
The CPGU is a linear combination of the expected values of t 
ss 
and t having the following form sg 
CPGU = E 
w 
ss(s) I 
s=O d M (x1 , ••• ,x ,s) - W (s) as ss n 
sg 
s=O 
t 
total 
Psg 
S:Q 
-
- ( 4.1 ) 
s=O 
where x1 , .•• ,xn are the parameters describing the 
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distribution functions associated with each branch in the network. 
The distribution parameters of a given branch are the mean 
and variance. The set x1 , ... , xn represent all individual branch 
means and variances. Depending upon the topological configuration 
of the network, M and M will be functions of a subset of ss sg 
• • • ' X • n 
This subset will be defined·· by Mason's Rule for 
M and M , respectively. ss sg 
In functional notation, CPGU can be represented by 
CPGU = f(x1 , ... ' X , s) n 
= f ( x1 , . . . , x n ) 
s=O 
• (4. 2 ) 
The functional representation allows the investigation of sensi-
tivity of the CPGU criterion to perturbations in the set of branch 
distribution parameters x1 , • • • ' X • n Two general types of effects 
can be distinguished, i.e., single variable and multi variable. 
Single variable sensitivity analysis measures the effect to 
the CPGU of perturbations in individual branch parameters. Multi-
variable sensitivity analysis determines the interaction effects on 
the CPGU of perturbations in a subset of two or more branch para-
meters. These broad classifications are discussed separately in 
the following sections. 
Single Variable Sensitivity Analysis 
In complex network configurations the effects of small 
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improvements to branch parameters are not intuitively obvious. 
Improvements to the time:cost distribution parameters imply 
reducing the variable x. in the set x1 , ..• , x., ... , x by some l. .. l. n 
perturbation h.. Let f be defined as the CPGU with no variables l. 
perturbed, • l.. e. ' 
f = CPGU = f ( x1 , ... , xn) , 
let 
f(x. - h.) = f(x1 , ..• , x. - h., ... , x ), 1 1 1 1 n 
and let 
a. = f - f( x. - h. ) • 
1 1 1 
(4.3) 
By allowing each of the n para.meters to be perturbed 
individually, a n x 1 dimensional vector of 6 . 's can be generated. 
1 
Examining the magnitudes of elements in the vector provides an 
insight into the branch which has the greatest influence on the 
CPGU. 
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t:,.f - t:,. • (4.4) -
l. 
• 
• 
• 
6n 
In a practical application the largest t:,. • , max fl. , implies 
1 1 
that the branch operation associated with the i th parameter has the 
greatest potential in achieving a cost reduction in the CPGU. For 
an engineering or shop manager the max t:,.. operation. influences the 
1 
loaded cot of product most and should be further analyzed to 
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investigate its cost reduction potential. This analysis by no 
means indicates that engineering effort should be charged with 
reducing cost at the max~i operation. This anB4Ysis does provide 
a shopping list where a manager can justify further cost reduction 
by balancing the yearly cost savings against development cost 
required to produce significant gains in effectiveness. 
Ordering the elements of the ~- vector by magnitude yields 1 
the shopping list. As a practical matter the manager must limit 
the number of operations investigated by his own time constraints. 
From equations 4.4, we can examine the percent change inf 
due to the perturbations x., 
J. 
/lf 
f 
-
-
~l 
f 
• 
• 
• fl . l. 
f 
• 
• 
• 
~n 
f' 
(4.5) 
The elements in this vector indicate the relative magnitude that 
the CPGU is effected by x .. 
l. 
Since the CPGU is a polynomial expression in x. ' l. the region 
surrounding the nominal values of x. are of interest. Using the 1 
left-handed derivative, 
df 
d.x. 
1 
-
-
Lim 
h. • 0 1 
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f, - f ( X.. - h. ) 
. · 1 1 , 
h. 
J. 
r 
' 
.. 
the following form can be evaluated. 
df 
dxl 
• 
• 
• 
Vf(x1 , • • • ' X ) - df -n dx. 
1 
• 
• 
• 
df 
dx 
n 
This form is the gradient of the function f(x1 , ••. , xn). 
Different values of h. indicate the region around the nominal 
1 
(4.6) 
value of x. where fl . is valid. f is a monotonically increasing l. 1 
function in x. where the slope off must be evaluated in some 1 
region around x. nominal. Testing different values of h. shows the l. l. 
span where the slope off is accurate. 
As a practical matter h. is set at some percentage of the 1 
nominal value of x.. Thus, each of the derivatives in the gradient 1 
vector are evaluated relative to the magnitude of x .. 
1 
h. = ax. 
l. 1 
for i = 1, .•• , n and 
where O <a< 1 
Single variable sensitivity analysis isolates the effects of 
individual branch para.meters on the cost criterion of production 
systems. The objective is to provide a shopping list from which 
further analysis in the cost trade-off can be studied. The trade-
off analysis must be conducted by persons familiar with the likeli-
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hood of success, the engineering effort, and cost required to 
improve operations. A generalized algorithm cannot be developed 
for this analysis due to its intimate relationship with the 
specific product, manufacturing process, and availability of 
resource. 
Multivariable Effects of Branch Distribution Parameters 
Multivariable effects arising from the branch distribution 
para.meters are complicated by interactions between two or more 
variables affecting the CPGU. Multivariable sensitivity analysis 
isolates gains in cost reduction effort which can be made by 
orchestrating the cost improvement in more than one variable. 
The complexity of the functional relationship of the CPGU to the 
set of x. provides the possibility that the effect of individual l 
variables, reduced in concert, may improve the cost more than the 
sum of the individual effects. In other words, the whole effect of 
a multi variable cost reduction may be greater than the sum of its 
individual parts by the interaction effects of the perturbed 
variables. 
Some definitions are in order before proceeding. Let 
f(~ ,xj) be f(xl, •.. ,xi, .•. ,xj, .•• ,x0 ) where xi and xj are the 
two variables in f which are being analyzed. 
f(~,xj) specifies the two variables for which sensitivity is 
being studied. 
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xj , ••. , ~ ) = f 
2 d 
The above expression generalizes the notation for sensitivity 
analysis of ..d variables. The supersubscript of x specifies the 
index number of the set of variables being analyzed. There are 
dterms in the set (x. , x. , ... , ~) whose sensitivity effects 1 1 J2 a 
will be determined. f evaluated with only x. perturbed is 
1 
f(x. - h., x.) for two variables and this can be extended to 1 1 J 
d variables f(x. - h. , x. , ••• , x. ) • For two variables the 1 1 1 1 J2 .l{d 
sensitivity variable manipulation can be specified in two dimen-
sions in the following table • 
• • 
- h 1, J x. x. 
.1 
.1 .i 
x. f(x., X •) f(x. , x. - h.) 1 1 J 1 J J 
x. - h. f(x. - h 
. ' 
X •) f(x. - h. ' x. - h.) 1 1 1 1 J 1 1 J J 
Table 4.l 
This table displays the functional values of f for the 
different combinations of perturbations in i and j • Subtracting 
the elements in Table 4.1 from f the following elements of 
Table 4.2 result. 
x. x.-h. J J J 
x. f - f(xi, x.) = 0 f - f(x., x.-hj) = 4. 1 J 1 J J 
x.-h. f - f(x.-h., x.) - 4. f - f(x.-h., x.-hj) =~ij. -1 1 1 1 J 1 1 1 J 
Table 4.2 
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4 i and ~ j are defined exactly as they were in single 
valuable sensitivity analysis. ~ ij is the effect on f when xi 
and xj are perturbed. By defining 
E -A -A-A ij - "ij ui "j 
' 
(4.7) 
the effect of the interaction term can be measured by evaluating 
the E ij' s. E ij is the pure interaction due to perturbations 
in x. and x.. Subtracting the indi vi.dual effects of variables 1 J 
i and j from the overall effect of perturbing both i and j 
simultaneously gives a measure the possible interactions between 
i and j. 
An n x n matrix of pure interactions can be formed by 
evaluating n2 number of E ij terms • Some of the properties 
, 
• 
• 
• 
E 
22 
• • • 
E 1n 
• 
• 
• 
E Ill 
. . . '• r E nn 
Pure Interaction Matrix 
of this matrix may be stated. The matrix is symmetric, 
E ij = . E ji for i and j = 1, •.• , n. 
The elements along the main diagonal are equal to zero, 
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E. = 0 for all i = j 1j • 
These two obvious properties reduce the number of calcUlations 
from n2 to n(~-l). 
By examining the n x n matrix of interactions the max E ij 
can be chosen. Variables xi and xj reduced together will yield a 
cost reduction in addition to the individual gains made by 
affecting the operations associated with i and j. Again as in 
single variable sensitivity analysis the ordering of E ij provides 
a shopping list from which a manager familiar with the process can 
further investigate the cost reduction potential. 
Let E · = 1 
n 
L j=l E •• 1J , for all i = 1, . . . , n . (4.8) 
E. gives a measure of the ith variable's total potential pure J. 
interaction with all other variables. The set of E i can be 
ordered by magnitude to select operations in a production process 
where application of engineering effort may yield cost reductions. 
This operation selection criterion mey be used if an immediate cost 
reduction of one operation will be followed by manysubsequent 
improvements on all other operations. 
The multivariable interaction effects have been developed for 
two variables. Extending Tables 4.1 and 4. 2 to d variable inter-
actions requires an d dimension space represnetation. For d 
variables entering the interaction term, define 
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( 4.9) 
= f(x1, ... ,x )- ffx1, ... ,x. -hi , ••• ,xj -hj ,•••,Xit -h_ , ••• ,Xii) n 1 1 1 2 2 d -Kd 
where d variables of the set n are perturbed. 
Each subscript indicates the n1nnber of the variable entering 
interaction. Each supersubscript indicates the index of the 
variable entering interaction. It follows that 
E i j k where E has d subscripts 
1 2· •• d 
is the pure interaction effect of d variables entering. 
Ford variables entering, 
4--~ -···-fl 1 j k • (4.10) 
There are d subscripts on E and the left most fl. 4 i through 
fl k are singly subscripted 4 terms. For example, if three 
variables are being examined for their interaction effects, then 
-
- 4 j - fl k • (4.11) 
Extending the ith variable's total potential pure,~nteraction 
E i requires the use of d - 1 s11IDUJations·~· 
E. 
1 
n 
= l: 
j=l 
• • • , for all i=l, ••• , n . (4.12 ) 
In the above expression there are d - 1 s11mmation signs on the 
variable 
• 
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In the last two sections on single and multi variable sensiti-
vity analysis three criteria have been presented for selection of 
operations in a production process cost reduction. These three 
criteria are the formation of shopping li·sts of parameters which 
must be further analyzed to demonstrate their cost reduction 
potential. The first technique, max ll i, analyzes the effect of 
each individual parameter on the total cost of the product. The 
second, ~ax E. • k , measures the pure interaction effects 1 1' J2· .. d 
of d variables entering the interaction term by enumerating all 
combinations of the d variables. Finally, the third technique, 
max E i, measwes the total interaction potenti~al of each of n 
variables. These .. criteria provide an engineering manager a useful 
tool in deploying his engineering and budget resources in obtaining 
cost reductions on existing manufacturing systems. 
Reduction of Multivariable Calculations 
The techniques for evaluating network cost reduction potential 
using multivariable sensjtivity analysis requires extensive calcu-
lations. Computer time for a simple two variable sensitivity 
require n(n-l) + n CPGU calculations to evaluate the functional 2 
value of all permutations of variables. For large numbers of 
variables, n, and higher order sensitivities, the exhaustive 
computer searches for maximum E and E are impracti~al. Some 
technique is necessary to reduce the calculations and to explain 
the interactions causing multi variable se.ilsi ti vity. 
The results of the following two theerems reduce significantly 
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the networks where multivariable sensitivity analysis yields an 
interaction term. The first theorem involves demonstrating that 
the interaction terms of a class of functions having a particular 
property are zero. The second theorem specifies that under a set 
of conditions perturbing the parameters of the CPGU model produce 
interaction terms equal to zero. 
Theorem 1: If f(x1 , ... , xn) is analytic at c1 , ••• , c and the n 
f(x1 , ... , X , r. ... ' X ' r. • • • ' X ) n ]. J 
for all i and j combinations where r. and r. are in the set 
l J 
i 1 j 2 •.. kd, then the pure interaction term, E. j k = O, where 1 1 2··· d 
kd is the dth element entering the interaction effect. 
Proof: tet x be the vector x1 , ... , xn. If f(x1 , ... , xn) is 
analytical at c1 , ... , 
expansion for 
c , then the multi variable Taylor series 
n J-
( h ) = f(-x) + ( ~~) f x1-h1 , ..• ,x.-h. , ••• ,x -1 1 n n 
n 
L + ••• + ---ml 
i=l 
00 
-h. c) 
l d ~-
1 
a 
ox. ]. 
m 
.The T~lor series expansion for 
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m 
f ( x) + • • • as m -+ 00 
r(x) • 
( 4 .13 ) 
( 4.14 ) 
'·:,;:j ;;'. i, ··,_,, .\.: . :·,, '.,, "' ,i . · .. ,\. ,.; ·_.; .• :' 
•, 
\ 
' \ 
.~.' 
?. f{;x:1. · - h , • • • , X.:. - h. , •• • , X -. h ). - ··.·· .. · l 1 1 -~ ~ 
tor· a.l.l hJ -+ O .except hi 
.. 
CX) m 
f(x1,• .. ,xi-l'xi-hi,xi+l'" .. ,~)=L 
m=O 
l 
m! 
h. ~ f(X) 
1 
0 f-(x . ..;h-. ·)=f(x) + h. 
.. 1 .. ;i 1 0 x. 
and 
(h. )m 
1 +--
m! 
00 
1 
h 2 
r(x) .. + J.. 
2! 
m 
_a_ r(x) 
m d x. 
1 
d 
L 
i=l 
ox. 
1 
2 
0 
__ r(x) + ••• 
~ ~.2 
ox. 
1 
+ ••.• 
m 
r(x) 
·< 
( ·4:.15 ): 
. . 
where d of the x. variables are being perturbed, where 1 
r.· ·is·.;,a :d1ufaay s·.ub:s'.crlpt representing which xi from x1 , 
·perturbed, and where r takes on i, j, ... , k. 
From .g.e:f'in_itfon :tn ·e.quation 4.9 
00 d 
-L 1 L 4. - h 1j2. •:•ka -1 m! r. ox 
m=l i=l 1 r. 
1 
:50 
... ' 
m 
r(x) 
X are 
n 
( 4.18) 
·~·"' 
.. , l,. --. '.• ., ' 
.ana:,. 
00 (h. )m 
- ]. fl . - f(x)-f(x.-h.) -
-]. ]. 1 ml 
m=l 
. fo~ all i = 1, .. ~- :,n 
f.r.om.. .4 •.. 10 
00 
+ 
m=l 
CX) 
+ 
m=l 
CX) 
m=l 
CX) 
E -
. . .. ·• . k -
00 
1 
m! 
1 
ml 
1 
m! 
1 
ml 
1 
m! 
h. 
J2 
-
d 
L 
i=l 
0 
ox. 
J2 
0 
0~ 
1 
h 
r. 
h 
r. 
]. 
m 
m 
m 
0 
a 
ox. 
1 
0 
dX 
r. 
1 
f(i) + 
-f(x) + 
f(i) 
m 
+ 
m 
-f(x) 
m 
r(i) + 
. ·•· .. ··f: 
~ h. dX. 1 1 J.2 d ~x ].l 
m=l i=l 1 r. 11 
m 
+ h. 
J2 0 xj 
+ ••• + 
d 
~d 0~ 
d 
]. 
m 
f(x) 
+ 
s11mmation with r ta.king ~n t_'he values :Form= 
2 
1 the first term of the 
' i ,j ' ... ,k beco;mes 
5::1. 
• 
. ~ .. , 
.. 
---- h d x. j2 
11 
0 
-~-- + h. 
0 x. J2 
11 
- ... - ~ 
d 
+ ••• + ~ 
d 
a 
---+ ~~ 
d 
c)~ = 0 
d 
For m = 2 the second term in the s11mmation becomes 
ox 
r. 
1 
2 
2 
••• + ~ 
2 
Expanding the summat,ion squared and canceling like terms, 
only the mixed partials remain, 
2 
0 
• 1. e. , 
h • h 
r. ·r. c)x ax for all combinations of i and j 
1 J r. r. 
1 J ( 4. 22 ) 
.. 
The • of expansion 
d 0 m I: hr. form~ 3 - ox • 
. 1 1 r. 1= 1 
d 1 · · th 11· ke hm. an cance ing · w1
1 
terms leaves higher order 
mixed partials. 
All higher order mixed partials of the form, 
' an 
" 
",. 
"" 
' " "' "" ' 
, where n =n +n +n and 3 ~ n 
n n n 
0 
~- ~ xj .... d ~ 1 2 d 
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' 
can be put into the following form, 
' on -2 
• 
02 
" "' "" ~x. ~ xj n -1 n -1 n 
. 
1 1 2 
a~ dxj ... d 
~d 1 2 
For all 
a2 
0 the mixed partials for all orders -OX dX -
r. r. 
1 J 
remaining terms of equation 4.21 are equal to zero. 
02 Thus, for all combinations of i and j _a_x _ o_x __ = 0 
, r. r. 
1 J 
then • 
Q. E. D. 
• 
• the in 
' 
Theorem 1 demonstrates that for a class of functions, where 
the second order mixed partials are zero, the pure interaction, 
Eilj2 ... kd , disappears for any number of variables, d, entering. 
It remains to demonstrate the effect of this relationship on the 
multivariable sensitivity analysis of the CPGU model. Theorem 2 
describes a network function where the products of the MGF's 
associated with each branch can be expressed as an exponential 
of a power series. The expected value in the time/cost domain of 
the Mason's Rule network transmittance is a function, f(x1 , .•. ,xn). 
The claim is that all second order mixed partials of this function, 
l 
_) 
f(x1 , •.• ,xn), are zero. From these two theorems we deduce that the 
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pure interaction, E • j . • •k 
1 1 2 d 
, is zero for all networks whose 
branch MGF' s are expressible in terms of an exponential of a power 
• series. 
Lemma 1 demonstrates a relationship required by Theorem 2. 
In words, it says that any product combination of any exponential 
of a power series is an exponential of a power series. 
Lemm.a 1: If a function, F( x1 , .. . ,xn ,s) , can be expressed as 
an exponential of a power series, 
F(x1 , ••. ,xn,s) 
CX) 
E 
i=O 
= e 
+ ••• + a .x) i n1 n s 
( 4. 23 ) 
where a .. are constant coefficients, then products of all functions Jl 
of this type can be expressed in the same form. 
00 ' . ' ' . Proof: E (alixl T ··· + a .. X. + .•• + a .x )s1 n1 n 
e 
= e 
... 
Let i=O = e 
00 " L ( ali xl + • • • + 
F2(x1 , ... ,xn,s) = e 
i=O 
J1 J 
" 
aj.x. 
1 J 
" . 
+ ••• +a .x )s1 
ni n 
00 00 
' ' ' i ~ " " " . L ( a1 . x1+ ••• +a .. x. + ••• +a . x ) s + LJ ( a1 .x1+ ••• +a .. x. + ••. +a . x ) s 1i=O 1 .. J1 J ni n i=O J J1 J , ni n 
00 
' ' ' " " " i L ( a1 . x1+ ••• +a .. x . + ••• +a . x + a1 . x1+ ••• +a .. x. + ••• a . x ) s i=O 1 J1 J ni n 1 J1 J n1 n 
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,j 
·, 
,; 
00 
= e i~ 
' " Since a and aj
1. for all j=l, ••• ,n are constants define ji 
' " aji = aji+aji for all j=l, .•. ,n 
00 
Fl ( X , • • • , X , 8 ) • 
l: (a1 .x. + .•• +aj .xj+ ••• a .x )si ) 1=0 1 1 1 n1 n F tx1 , ... ,x ,s =e 1 n 2 n 
( 4.24 ) 
Q. E. D. 
If all the branch transmittances 
are exponentials whose argument is the 
functi~ns in a G~ network 
form E (a1 .x1+ ••• +a .x )si , . 0 1 n1 n 1= 
then all products of the transmittance f1lllctions will have the same 
form. Examjning equation 2.2, the expression for Mason's Rule, WP 
is the product of all branch tra.nsmi ttances in the p th path; W (i) ~ is the product of all branch transmittances in the kth loop of 
order i not touching the pth path; and w1 (j) is the product of 
all branch transmittances in the vth loop v of order j. WP, w1 ( i) , 
k 
and w1 (j) are all products of branch transmittance functions 
V 
within a network. From Lemma 2 WP, W1if (i), and w1 (j), will have 
. V 
(X) 
the.same form, ];0 (a1ix1+ .•• +9ni~) si , as the branch tra.nsmit-
e 
tances providing all branches are restricted to that form. 
Therefore, the products functions, WP, w1:k(i), and w1v(j), will 
have the following form, 
(X) 
L 
W _ K i=O P - le 
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w (i) 
~ 
co 
E 
i=O 
= K e 2 
where gli' g2i' and g3i are linear combinations of 
xi and K1 , K2 , K3 are constants. 
(4.25) 
Lemma 2 demonstrates an additional relationship required by 
Theorem 2. 
Lemma 2: The GERr W-generating function, W(x1 , .•• ,xn,s) , 
. 
evaluated at s = 0 is not a function of x1 , ... ,x. , ... ,x where 1 n 
x. for i=l, .•• ,n are the individual branch time/cost domain trans-l 
mi ttance parameters and where the branch transmittances can be put 
in the form specified by equation 4.23. That is, 
s=O 
Proof: W(x1 , ••• ,xn,s) is the functional representation of 
Mason's Rule. It is a function of products and sums of branch 
transmittances of the form, 
p . . • M. • ( x1 , . . . , x , s ) • lJ 1J n 
The p .. is a constant and M . . (x1 , ... ,x ,s) is the MGF of s where 1J 1J n 
x1 , ••• ,x are the distribution parameters. . n 
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From equation 4.23 
Thus 
and 
constant 
CX) 
F( x1 , ••• ,xn, s) 
L (a1 .x1+ ••• +a .x )si 
. 0 1 ni n 1.= 
= e 
0 
= e = 1 
s=O 
M. . ( x1 , . . . , x , s ) ., = 1 l.J n s=O 
will only be related to the 
s=O 
s=O 
= w .. 1J 
Q. E. D. 
s=O 
The following theorem states the desired relationship for the 
CPGU Model. 
Theorem 2: If 
for W ab defined in Chapter II , equation 2. 2 
(j) 
WL 
V 
are all specified by equation 
0 X. dX l. • 
. J 
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where 
s=O 
s=O 
and W W ( i) and 
p' ~ '{_ 
4.23, then 
(4.26) 
~·' . : .\ 
t, ,I 
for all i,j=l, ••• n 
Proof: In effect we must show that 
• 
Now 
dX. d X. 
1 J 
Mab= 
n W L p 
p=l 
s=O 
m 
.P 
l+ x"' ( ) L.J -1 
i=l 
, 
= 0 
( 4. 27 ) 
n. t w (i) 
k=l 1it 
m n. 
J 
1 +}: (-l)j }: w1 (j) 
s=O j=l v=l V 
For a network to be described by Mason's Rule the topology 
equation, 
m 
1 +L (-l)j 
j=l 
Therefore, Mab exists and 
m 
n. 
J 
L 
v=l 
n. l+L J (-1)j L 
j=l v=l 
# 0 
2 
is a constant. 
s=O 
Now the derivative of a quotient is 
du dz 
-d u ds da 
-
-
- 2 ds z z 
• 
# 0 • 
The denominator of Mab is defined so the derivative exists. 
The numerator, u, is a sum of products W p 
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W (i) 
·1x • 
( 4.28) 
.i 
:.\ 
t 
:~ 
·, 
By Lemma 1 WP • W1:ir (i) will have the form 
00 
.L ( ali x1 ... +aln~ )si 
Ke1 =0 for constant K. 
The denominator, z, is a sum of WL {j) terms which also has the 
V 
above form. 
Let n 
u = :E WP 
p=l 
m n. p J. 
1 + :E (-l)i :E 
i=l k=l 
n. 
m J 
z = l+ ~(-l)j :E 
j=l v=l 
T 
a.ndax = alixl+ •.. +anixn • 
From Lemma 2 
u = constant 
s=O 
z = constant 
s=O 
The derivative of an arbitrary term in u is 
d = d w w (i) 
ds ui ds P • \ 
T 
= K --ax 
T 
+ax 
T 
-- 2 s+ax s + { . . . _, 
The derivative of an arbitrary term in z is 
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w (i) 
1it 
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( 4.29) 
( 4. 30 ) 
( 4. 31) 
( 4. 32 ) 
. i ' . ,·) ' ··-'· . 
d 
zj - d WL 
(j) 
-ds ds 
V 
co T 
T T T L (a X )si 
- K' -,- + a'x s - ax + a'x s2 + ••• i=O e . ( 4.33) 
d u 
-ds z 
is equal to the sum of individual terms · 
s=O 
evaluated at zero. 
Two sets of terms exist in the numerator 
1.) 
2. ) 
z du 
ds 
-u dz 
ds 
Evaluating an arbitrary term from the first group at s = O, 
du du. 
z i - ]. 
- z • 
ds ds 
s=O s=O s=O 
oo T 
T T E caix )si T 
K1[aix -- ... ]e i=O K{aix - + a.x s + -- -1 
s=O 
for K1 a lumped constant K1 = z + K 
s=O 
Evaluating an arbitrary term from the seconii: group at s = O 
dz 
- u __u.. 
ds 
s=O 
-
- -
-
- -
T T 
~['aj'X + 'ajX s + 
oo T 
~ (a'x )si 
] i=O J • • • e 
T 
K a'x 
2 j for K2 a lumped constant 
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( 4. 34 ) 
( 4. 35 ) 
: ; .- .- ; .;,.., : •'., -'·, ' ' 
S11mmi ng all terms in the numerator, lumping all constant ( into K") , 
and collecting coefficients, a, of the.x. 's, the 
1 
Now 
0 
OS 
s=O 
02 
K" ( a1"x1 + • • • + an"xn) = 0 dX. 0 X.i 
1. u 
Q. E. D. 
Applying this theorem to the CPGU we develop Corollary 1. 
( 4. 36) 
( 4. 37) 
Corollary 1: If a network is made up of branches whose time/cost 
domain transmittance parameters are specified by equation 4.25, then 
the multi variable sensitivity pure interaction term, E ••••• _ 
1 1J2 kd 
of the CPGU, 
µ ss + µ sg 
' 
is equal to zero. 
Proof: 
d 
µ. s s = o s Ms s ( xl ' • · • ,x n 's ) 
s=O 
d 
µ. s g = 0 s Ms g ( xl ' • • • ,x n 's ) 
02 
--- CPGU = d x. 0 x. 
1. J 
s=O 
ox. ax. 
1. J 
= K"(a1"x + •.• + a"x ) n n 
= 0 
Therefore, the pure interaction term Ei
1
j
2 
••• kd = 0, 
,· 
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From Corollary 1 the necessity to evaluate pure interaction 
term, E • • ••• k , and total interaction effect, E . , for a 1 1J2 d 1 
network whose branch MGF' s are of the form specified by equation 
4.25 is eliminated. Examining the list of MGF's in Table 2.3 note 
that the normal, constant, and pois son MGF' s fit the form specified 
in equation 4.25. For most applications the normal and constant 
are the only distribution functions required by a network in prod-
uction systems. Thus, the multivariable sensitivity interaction 
effects are non-existent for all practical purposes. 
Chapter III has defined a criterion :for measuring the cost of 
a product in a complex process flow, CPGU. This criterion is a 
function of the branch parameters where the process flow is 
described by the GERI' network method. Using this function, this 
thesis has defined three types of sensitivity tools which are 
useful to the analysis of cost reductions. The three sensitivity 
tools are 
analysis, 
a . , E • • ••• k , and E.. Single variable sensitivity 
1 11 J2 d 1 
~ . , evaluates the change in cost per good unit for 1 
perturbations in the branch time/cost domain parameters. Multi-
variable sensitivity analysis, E ••••• k and E. measures the 
1 1J2 d 1 
synergistic interaction effects of multiple variable perturbations 
on the CPGU f'unction. These effects are highly dependent upon the 
form of the distribution function in the time/cost domain for each 
branch. Most practical applications use only two MGF's in describ-
ing branch transmittances, normal and constant. For these two 
and the poisson, the synergistic interaction effects are zero. Thus9 
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for networks solely described by these distributions, the manager 
desiring to analyze cost reduction potential, does not require 
multivariable sensitivity analysts. 
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Conclusion From Study 
CHAPTER V 
THESIS SUMMARY 
The developments made in this thesis contribute to the GERT 
network systems analysis methods. The attempt was to use the 
available GERT tools to answer some basic systems-oriented questions 
which a production manager may pose. 
GERT was used to develop the CPGU model which provides a cost 
in time or money of a network representing the production system. 
The CPGU model is an analytical function using the basic network 
evaluation principles. This analytical function relates the 
topology of the network, the probabilities of each branch, and the 
MGF'.s for each branch to a loaded cost for the production system. 
I 
Improvements to the CPGU model translate to improving the 
topology of the network or the parameters of the branches. Improving 
topology must be left to the user familiar with the network and pro-
duct design. The CPGU model provides the user with a measurement 
tool to evaluate topolog.ical aJ. ternati ves. The parameters of the 
branches can be analyzed by examining the sensitivity of the CPGU 
criterion to the nominal branch values. A structure for this 
sensitivity analysis was designed and developed in this thesis using 
the CPGU criterion. 
Using some network manipulations the CPGU model can be used to 
evaluate the cost contribution for a set of branches and loaded 
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cost for process steps generating defective product. 
GERT can be made a more useful development to production 
systems designers and analysts. To be a viable tool for its users, 
GERT methods must be developed which answer specific questions about 
production systems. Several of these typical questions have 
prompted the further developme_nts made in this thesis. 
Recommendations for Further Study 
In the course of these developments many other areas for study 
arose. In n~rrowing the scope of this thesis the criterion for 
selecting the areas to be studied was purely to make developments 
which would answer a GERT user's immediate questions. In other 
words this thesis studied areas, in this author's opinion, where the 
most direct gains could be made in terms of answering practical 
questions. Some of the ~eas not attempted in any depth should be 
listed as poss-ible future study areas. 
First, some mathematical techniques should be applied to 
determine whether any other normally used MGF's may fit the form 
specified by equation 4.23. This would add to the list of MGF's 
where interaction sensitivity analysis is unnecessary. 
Second, the sensitivity effect of the variance of the CPGU can 
be studied paralleling the work done in this thesis for the expected 
value. Systems theory normally attempts to minimize the variance 
of the output to maintain stability. 
Third, sensitivity studies should be made analyzing the effects 
of perturbing the branch probability parameter. This is complicated 
somewhat by the constraint that all branch probabilities emanating 
from a node must sum to one. 
Finally, in an actual application the branch probability 
parameters may vary; thus the probabilities may have a distribution 
associated with their variations. Since time is a random variable 
and the branch probabilities are likely to be a random variable, 
some technique must be developed to treat both random variables in 
the branch W-generating function. Again, this problem is restricted 
by· the constraint on branch probabilities emanating from a node. 
The convolution of two random variables may be the technique re-
quired to.formulate the new W-generating function. 
The above areas of future study were investigations not included 
in this thesis. It is hoped that they provide stimulation to 
further develop GERT's use in the analysis of production systems. 
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APPENDIX A 
GERI' Exclusive-or Program 
Ishmael and Pritsker (6, 7) have developed a digital computer 
program written in FORI'RAN for analyzing GERI' networks that contain 
nodes of the EXCLUSIVE-OR, probabilistic type and branches which 
have both a probability and a time associated with them. 
associated with a branch can be a random variable. 
The time 
Input to the program includes appropriate problem identifi-
cation information and the branches of the network. Information 
concerning each branch includes the.start node and end node for 
the branch, the probability of realizing the branch, and data 
about the moment generating function (MGF) of the random variable 
associated with the branch. The MGF is described by a three-letter 
code and up to two parameters of the MGF. 
Given the above inputs, the program determines the source nodes, 
the sink nodes, the paths connecting the source nodes to the sink 
nodes , and the loops of the network. The st·andard output from the 
program includes: (1) appropriate problem identification headings; 
(2) the paths and loops of a network; (3) the probability of realiz-
ing a sink node from any source node; and (4) the mean and variance 
of the time to realize a sink node, given that the sink node is 
realized and given an initial source node. The option exists to 
print the loops and/or paths of a network. 
The program accepts the input information and determines the 
',,,' 
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source and sink nodes and all paths and loops of the network. In 
addition the program determines the following three values 
associated with a path or loop: 
1. probability of traversal; 
2. the mean time of traversal; and 
3. the~second moment of the time of traversal. 
These values are determined by the following methods. The W-function 
associated with a path or loop is the product of the W-function of 
the branches which make up the path or loop. Letting L represent a 
path or loop, we have 
Il W.(s). 
iE: L 1 
Now the probability associated with L is~ 
p = w (o) = II w. (o) = 
L L iE:L 1 
The expected time to traverse Lis given by 
1 
n w. (o) 
iE:L 1 
n 
iE:L 
n w. (s) 
i(:L 1 
M. ( s) 
1 
s 
n P, 
iE:L 1 
s=O 
= L "u 
iE:L 
s=O 
• 
The above says that the expected time to traversr-a~ath or loop is 
the sum of the expected times of the branches of )the path or loop. 
The complex analysis is given to 1~ the foundation for obtaining 
an equation for the second moment. From the W-function we have 
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s =O 
n W.(s) 
iE:L 1 . 
1 
w. ( s) 
l. 
- E 
i CL 
oW.(s) 
J. 
2 µ. • + 11 
2 
L µ21· 
i(: L 
dW. (s) 
1 
2 
-
a2w. (s) 
J. 
· s=O 
The computer· program computes p1 , µ 1_1 , and µ 21 for all 
paths and loops of the network, including loops which are products 
of nontouching loops. These values are then combined through the 
topological equation to obtain the output statistics desired. The 
equivalent W-function for one path, A, between the two nodes of 
interest is given by: 
A(s) 1 + 
1 + 
n. 
L (-l)i L1 w(i\s) 
i=l k=l 1ic · _., A( s) B( s) 
n. D(s) 
E (-l)j EJ w(j\s) 
j=l v=l 1v 
=~ 
nTsT 
where A(s) = product of the values of all branches in the path 
considered; 
W~) (s) = product of the values of i disjoint loops having no 
nodes in co:rmnon with path A; 
n. = the number of loops composed of i disjoint loops; ]. 
wij) (s) = product of the values of any j disjoint loops; 
V 
' ~· •< ,'I. ".' ' i.., ;,• ' . ' I ' ' ', • 
nj = the number of loops composed of j disjoint loops; 
and B(s), D(s) and N(s) are direct substitutions. If there is more 
than one path, then the W-functions associated with each path would 
be s11mmed. For convenience, consider the one path case. The output 
statistics can be computed from the following equations: 
D(s) 
and 
2 
D( s) ~ N(s) 
. o s 
1 
s=O 
D(s) ~ - N(s) d~~s) 
D2 ( s) 
s=O 
~..__.._: ·n( )oN( s) -N( ) o D. 
s ·· 8 os 8 ds· 
n3(s) 
In the above equations the value~ of 
' 
, etc. , 
evaluated at s=O are obtained from the previously compiled values 
of µ 11 , µ. 21 , etc. 
This author has modified this program to compute the CPGU, 
evaluate scrap cost of branches, evaluate the cost of any set of 
branches, and evaluate single variable sensitivities. The original 
program by Pri tsker and Ishmael is available through Lehigh 
University computing center. This appendix was adapted from 
Whitehouse [19]. 
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APPENDIX B 
"&Q'S.'QQQ'& 
"& Q .Q 'S. "CSl. 'S. Q 
Q Q Q Q "CSl. 'S. Q 
"&'S.Q'S.QQ'S. 
'S. 'S. "CS\ 'S. Q 'S. Q 
• • • • • • • 
'QQQ'S.'S.'&Q 
'&'9.Q'S.QQQ 
'&QQQ&Q'S. Q'S. "CS\ 'S. Q Q Q 
Q 'S. Q Q 'Q '& Q 
"\S\. 'S. 'S. '& '& 'S. "& 
• • • • • • • • 
'&'&"S'S.Q'S."& 
'& 'S. Q 'S. '& Q '& 
Q 'S. 'S. Q & '& \S\ 
'&'&'S.'&Q'&Q 
"& '& 'Q. '&Q'S.'& 
'&'S.'S.'S.'&'S.Q 
• • • • • • • 
\S).. Q 'S. 'S. Q '& \S).. 
'& '& 'S. '& Q '& Q 
QQQ'S.'S.'S"& 
'&'S.QQQ'QQ 
"& 'S. Q'S.Q'S.'& 
'5\ '& Q '& '& 'S. Q 
• • • • • • • 
\S).. 'S. Q 'Q Q 'S. 'S. 
Q 'S. Q '& Q Q 'S. 
Q 'S. Q 'S. Q 'S. "& 
'& 'S. 'Q'S.Q'S. Q 
Q Q 'Q 'S. '& '9. Q Q 'Q Q'S.Q'S. 'S. 
• • • • • • • 
'&Q'S.Q'S.'&'& 
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Q'QQQQ'S.'S. QQQQQ'S.'& 
Q Q "CS\ 'S. Q 'S. 'S. 
'S. 'S. I.{\ 'S. 'S. 'S. '& 
• • • • • • • 
r--1 r-f r--1 (Y") C\I (Y") C\J 
·, 
'S. 'S. Q '& Q '& 'S. 
'& 'S. 'Q '& '& 'S. 'S. 
'S. 'S. Q '&Q'S.'& 
'S. 'S. '& '9. '& 'S. '& 
'S. r-1 0\ r-1 C\I 0\ co 
• • • • • • • 
r--1 '& 'Q 'S. Q '& 'S. 
AAAAAAA 
ix? '& 'S. C\J '& r--1 (\J 'S. 
0 ~ (\J ...::t \0 ...:::t Lr\ \0 t-
~ 
~ rl C\J C\I Lr\ \0 Lr\ \0 
f:i 
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ENTRY EXIT PROBABILITY MEAN TIME 
l 4 ¢.l2l951E+¢0 ¢.3l8756E+0l 
THE WEIGHTED SUM EQUALS ¢.3887269 
l 7 ¢.878049E+¢¢ ¢.559756E+¢l 
THE WEIGHTED SUM EQUALS 4.914932 
THE TOTAL COST IN TIME OR MONEY EQUALS 5.3¢3659 
THE COST PER GOOD UNIT EQUALS 6.¢4¢278 
VARIANCE 
¢.762935E+¢1 
¢.669244E+¢1 
STD DEVIATION 
¢.276213E+0l 
¢.258698E+¢l 
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