A subtheory of a quantum field theory specifies von Neumann subalgebras A(O) (the 'observables' in the space-time region O) of the von Neumann algebras B(O) (the 'fields' localized in O). Every local algebra being a (type III 1 ) factor, the inclusion A(O) ⊂ B(O) is a subfactor. The assignment of these local subfactors to the space-time regions is called a 'net of subfactors'. The theory of subfactors is applied to such nets. In order to characterize the 'relative position' of the subtheory, and in particular to control the restriction and induction of superselection sectors, the canonical endomorphism is studied. The crucial observation is this: the canonical endomorphism of a local subfactor extends to an endomorphism of the field net, which in turn restricts to a localized endomorphism of the observable net. The method allows to characterize, and reconstruct, local extensions B of a given theory A in terms of the observables. Various non-trivial examples are given. Several results go beyond the quantum field theoretical application.
Introduction
A quantum field theory in the Haag-Kastler approach [1] is given by a net of von Neumann algebras. The net encodes the local structure of the observables of the theory, i.e., the notion of localization going along with every experimental operation. In this paper, we are mainly interested in a pair of such theories of which one extends the other in a local way, i.e., for every space-time region one has the inclusion of the corresponding local algebras.
The prototype is given by the fixpoints under a global inner symmetry group [2] , but our analysis is focussed on the case when there is no gauge group.
The case when there is a compact gauge group is the familiar situation in four-dimensional quantum field theory. In [2a] , Doplicher and Roberts have established, by means of a harmonic analysis for operator algebras, the existence in the field algebra of isometric 'charged intertwiners' for every superselection sector of the observables contained in the vacuum representation of the fields. These intertwiners implement the corresponding DHR endomorphisms [3] , and transform as irreducible tensors in the corresponding representation of the gauge group. By abstracting their specific properties within the field net, the same authors [2b] succeeded, by a new duality theory for compact groups, to reconstruct the gauge group along with the field net provided the superselection structure of the observables is given.
In the present article, we shall address the analogous questions when there is no gauge group, the typical situation in less than three space-time dimensions. Instead, we only need an appropriate conditional expectation which replaces the Haar average over the gauge group. We can again establish charged intertwiners which, however, do not implement the sectors nor obey any generalized linear transformation law. Yet, they admit a full-fledged harmonic analysis in the field algebra. Furthermore, we shall characterize those superselection sectors of the observables which are generated by a field algebra and show how to reconstruct the latter in terms of observable data only (provided the index is finite). Comparing with other approaches to generalized symmetries, we emphasize that our theory neither assumes nor predicts that the inclusion is given by a Hopf algebra.
In order to control the 'game of restriction and induction' between representations (superselection sectors [3] ) of the two theories at hand, we apply and generalize the theory of inclusions of von Neumann algebras, and of subfactors in particular, to isotonous and standard nets of inclusions resp. subfactors (for the precise definitions, see Sect. 3). In doing so, we assume the existence of a conditional expectation onto the subtheory which respects the local structure and preserves the vacuum state. This assumption is physically motivated by the observations that (a) the Haar average over a compact gauge group which commutes with the space-time symmetry provides a conditional expectation on the gauge invariants with the claimed properties, and that (b) Takesaki's results on conditional expectations [4] imply the existence of a conditional expectation which commutes with Poincaré symmetries, provided the modular conjugations w.r.t. wedge algebras of the larger theory in the vacuum state generate the Poincaré group [5] and preserve the subtheory. The latter properties can be verified in interesting models [6] .
Abstracting from quantum field theoretical nets, we consider nets of subfactors in a more general setting in Sect. 3. The basic result is that the existence of a 'standard' conditional expectation which respects the net structure and preserves a distinguished cyclic and separating vector state ω = Ω, ·Ω , guarantees the existence of simultaneous canonical endomorphisms for all subfactors in the net which extend a given subfactor in the net (Thm. 3.2.). For a directed net, this simultaneous canonical endomorphism extends to the C * algebra generated by the net, where it trivializes on a large subalgebra. The latter property amounts to a localization property in the quantum field theoretical context, which is responsible for the fact that the abstract restriction takes localized representations into localized representations (Cor. 3.8.). Conversely, however, the induction in general takes localized representations only into half-localized ones due to the possibility of braid statistics (Prop. 3.9.).
The index of the local subfactors in a net equipped with a conditional expectation as described before, is constant over the net and may be considered as the index of the net of subfactors. We treat the case of finite index in Sect. 4 . For finite index, one can set up a 'harmonic analysis' in terms of intertwiners for the non-trivial sectors of the smaller net, which are 'charged fields' in the quantum field theoretical setting, and which are irreducible tensor multiplets in the case of a finite group symmetry. Even if the larger net is local and hence the charged fields commute at space-like distance, the corresponding superselection sectors may, and will in low dimensions, have braid statistics [7] . Locality only implies (and actually is equivalent to) a specific eigenvalue equation (Cor. 4.4.) for the statistics operator.
We formulate a characterization for (local) field extensions of finite index of a given theory of observables (Thm. 4.8.) . This characterization is sufficiently explicit in terms of a pair of intertwiners between reducible DHR sectors of the observables, to be exploited for a classification program. We present a family of examples for the construction of local field extensions, which is of relevance for two-dimensional conformal quantum field theories.
The structure of subfactors of infinite index is much less controllable, much like infinite groups as compared with finite groups. We discuss in Sect. 5 a possible compactness criterium for nets of subfactors in order to 'stabilize' the structure, and formulate the expectation that this criterium be related to the split property [8] in quantum field theory. (The latter is known to ensure compactness of a group of gauge automorphisms.) This section, however, contains more speculations than results.
Review of infinite subfactors
In this section, we recall a number of important concepts and results from the theory of inclusions of von Neumann algebras and the index theory for subfactors, with special emphasis on the properly infinite case (comprising type III factors pertinent to quantum field theory). Although we don't give full proofs, we take care to point out the interrelations between the various concepts. For further details, we refer to the original literature [9, 10, 11, 12, 13, 14, 15, 16, 17, 18] or to a similar exposé in [19] . We attempt to introduce a consistent notation to be used throughout the paper. The advanced reader may skip most of this section which, apart from a new formula for the canonical endomorphism, Prop. 2.9., contains mainly well-known material.
A von Neumann algebra is a weakly closed algebra M of operators on a Hilbert space H. Throughout this paper, H is assumed to be separable. A von Neumann algebra M is a factor if its center is trivial: M ′ ∩ M = C1l. A factor is of type I if it admits a faithful trace with values in II N 0 ∪ {∞} on the projections of M . It is of type II if it has a trace taking continuous values in IR + ∪ {∞} on the projections. It is of type III if every non-zero projection p ∈ M is the range projection of an isometry in w ∈ M , i.e., w * w = 1l and ww * = p. Clearly, this property excludes the existence of a trace. In local quantum field theory, the local algebras of observables are (under very general physical assumptions [20] ) isomorphic to the unique approximately finite-dimensional type III 1 factor. A factor which contains any isometry w with range projection ww * < 1l is called infinite.
Every von Neumann algebra M has a direct integral decomposition into factors. If every factor in this decomposition is infinite, then M is called properly infinite; in other words: every central projection p of M strictly dominates another projection q < p such that there is a partial isometry w ∈ M with w * w = p and ww * = q.
An inclusion of von Neumann algebras is a pair N ⊂ M with common unit 1l. It is called a subfactor if both M and N are factors, and it is called properly infinite (or infinite or type III) if both M and N are properly infinite von Neumann algebras (or infinite or type III factors). A subfactor is irreducible if the relative commutant consists only of the scalars, i.e., N ′ ∩ M = C1l. If p is a non-trivial projection in the relative commutant, then the subfactor
2.1. Conditional expectations. [9, 10, 11, 12] A. Let N ⊂ M be a pair of von Neumann algebras with common unit. A conditional expectation ε: M → N of M onto N is a completely positive normalized (i.e., unit preserving) map with the bimodule property
A conditional expectation is called normal if it is weakly continuous. The set of faithful normal conditional expectations ε: M → N is denoted by C(M, N ). An arbitrary pair N ⊂ M may not possess any conditional expectation at all, i.e., the set C(M, N ) may be empty. If there is any normal conditional expectation for an irreducible inclusion, then it is unique, and it is faithful.
B.
Examples: An example of prominent interest is the following. Let a compact group G act faithfully on M ('gauge symmetry') and let N = M G be the fixpoints of this action ('gauge invariants'). A conditional expectation is given by the Haar average over the action of the symmetry group. Dual to this example is the case M = N ×G, the crossed product by the action of a discrete group G on N . Here, a conditional expectation is induced by the δ-function on G. Clearly, this construction becomes singular for continuous groups. In that case, C(M, N ) turns out to be empty. Provided G is locally compact, one obtains only an operator valued weight η: M → N , i.e., an unbounded (and unnormalized) positive map with dense domain in M + satisfying the same bimodule property as conditional expectations above [10] .
C. In general, the set of faithful normal operator valued weights η: M → N is called P (M, N ). Also P (M, N ) may be empty. Clearly, C(M, N ) ⊂ P (M, N ).
Associated with N ⊂ M is the inclusion of the commutants
Haagerup's work [10] , Connes [11] established a canonical bijection between P (M, N ) and
for the composition of two operator valued weights. This bijection will not, in general, relate C(M, N ) with C(N ′ , M ′ ). In fact, the latter may be empty while the former is not, or vice versa.
If 1l is in the domain of ε −1 , then ε −1 (1l) lies in the center of M due to the bimodule property. Therefore it is a scalar whenever M is a factor. Declaring ε −1 (1l) = ∞ when 1l is not in the domain of ε −1 , Kosaki [12] defines the index of ε to be the number
If the index is a finite number λ < ∞, then one can normalize ε −1 to obtain a conditional expectation between the commutants
If both M and N are factors and Ind(ε) < ∞, then ε ′−1 = λ(ε −1 ) −1 = λε, and therefore
Both our above examples yield Ind(ε) = |G| (provided the action of the symmetry group is outer).
The Jones extension. [13]
A. Let N ⊂ M be an inclusion of von Neumann algebras. Choose a unit cyclic vector Ω ∈ H such that the state ω = Ω, ·Ω on M is faithful and invariant under a faithful conditional expectation ε ∈ C(M, N ). Such vectors are obtained by the GNS construction from a state ω = ϕ•ε where ϕ is any faithful normal state on N .
The projection e N = [N Ω] on the subspace of H generated from Ω by N lies in N ′ . The von Neumann algebra
is called the Jones extension of M by N (w.r.t. ϕ•ε), and e N the corresponding Jones projection. As ε and ϕ vary, e N and M 1 change only by unitary conjugation.
B. In terms of the projection e N , the map m → ε(m) can be recovered as the unique element of N such that 
This implies Ind(ε) ≥ 1 because ε −1 is positive, and
Applying this formula for ε ′ ∈ C(N ′ , M ′ ) and η = ε ′−1 ∈ P (M, N ) to the corresponding implementing Jones projection e ≡ e M ′ ∈ M for the subfactor M ′ ⊂ N ′ , one gets the estimate η(n * en) = n * η(e)n = n * n ≥ n * en for n ∈ N , from which one infers the operator lower bound [14] for a conditional expectation of finite index: 
Indeed, the best lower bound (2.5) for a given conditional expectation was first introduced by Pimsner and Popa [14] to define the index.
2.4. The minimal index. [15, 16a, 17] A. Let again N ⊂ M be infinite-dimensional factors. When there is any conditional expectation ε ∈ C(M, N ) with finite index, then there is a unique conditional expectation, called the minimal conditional expectation ε 0 ∈ C(M, N ), which minimizes the index: 
where
, and the square root of the index is additive:
For irreducible subfactors of type II 1 , the minimal index coincides with the Jones index, but not for reducible ones since in general the trace preserving conditional expectation is different from the minimal conditional expectation.
B. The uniqueness of the minimal conditional expectation ε 0 implies that ε 0 •Ad u = ε 0 for every unitary u ∈ N ′ ∩ M . Therefore, ε 0 has the tracial property ε 0 (xm) = ε 0 (mx) for m ∈ M and x ∈ N ′ ∩ M , and it yields a trace state on the commutant N ′ ∩ M .
The canonical endomorphism.
[16] A. We turn now to the properly infinite case. Let N ⊂ M be an inclusion of properly infinite von Neumann algebras on the separable Hilbert space H. Then there exist vectors Φ ∈ H which are cyclic and separating for both M and N . Choosing any such vector, let j N = Ad J N and j M = Ad J M be the modular conjugations w.r.t. Φ and the respective algebra [4] . Then
maps M into a subalgebra of N . We call γ the canonical endomorphism associated with the subfactor, and denote by
the 'canonical extension resp. restriction'. Φ is again joint cyclic and separating for the new inclusions (2.9a) and (2.9b), giving rise to new canonical endomorphisms ̺ = j N 1 j N ∈ End(N ) and
. Since the modular conjugations w.r.t. an algebra and w.r.t. its commutant coincide, one infers that
The inclusions (2.9) are isomorphic since N = γ 1 (M 1 ) and
We call them 'dual' to the inclusion M ⊂ N , and call ̺ = γ| N resp. γ 1 the dual canonical endomorphisms.
B. The canonical extension and restriction are inverse to each other.
The dual inclusion N 1 ⊂ N is anti-isomorphic to the inclusion of the commutants,
of N ⊂ M under j M , and has the same Jones projection
If M is a factor and N ⊂ M has finite index, one defines the dual conditional expectations
If both M and N , and hence also M ′ , N ′ and M 1 are factors, we conclude from 2.1.C
C. Example: In a quantum field theory of a Lorentz covariant local Wightman field, let M = A(W) be the algebra of observables associated with a wedge region W = {x ∈ IR 4 :
x 1 > |x 0 |}, and N = A(W a ) the subalgebra associated with the wedge W a = {x+a : x ∈ W}
shifted by a vector a in the positive x 1 -direction. The vacuum vector is cyclic and separating for both N and M . Since the modular conjugation for wedge regions is (essentially) a reflection along the rim of the wedge [5] , one finds that the canonical endomorphism is just the translation by 2a, and N 1 = A(W 2a ) and M 1 = A(W −a ). This example is a self-dual subfactor.
D.
The canonical endomorphism γ is unique up to inner conjugation with a unitary in N (depending on the choice of the joint cyclic and separating vector Φ). The canonical extension coincides with the Jones extension w.r.t.
provided the latter is defined, i.e., provided there is a faithful conditional expectation ε ∈ C(M, N ). (See Sect. 2.6. how to recover the latter from γ.) In this case, let e N be the Jones projection w.r.t. the invariant state ϕ•ε where ϕ = Φ, ·Φ (cf. Sect. 2.2.A). Define the isometry v ′ ∈ N ′ by nΦ → nΩ where Ω ∈ e N H is the vector representative of the invariant
Consequently
is an isometry in M 1 with the same final projection v 1 v * 1 = j M (e N ) = e N , and
This yields another formula for the canonical endomorphism
Conditional expectations (resumed). [16b]
In the properly infinite case, conditional expectations and canonical endomorphisms can be described in terms of appropriate intertwiners. Let N ⊂ M be an infinite subfactor with a faithful normal conditional expec-
In particular, ̺ contains the identity id as a subsector; namely, the projection p = ww * reduces the subfactor
The isometry w induces the conditional expectation by the formula
Every map of the form ε w with w ∈ N an isometric intertwiner w: id → ̺ is a normal conditional expectation (possibly non-faithful if the subfactor is reducible), and every conditional expectation ε ∈ C(M, N ) is of the form ε w .
2.7. Infinite subfactors of finite index. [16b, 18] A. A normal conditional expectation ε ∈ C(M, N ) has finite index Ind(ε) = λ if and only if in addition to the isometric intertwiner w: id → ̺ in N which w induces ε, i.e., ε = ε w as in (2.13), there is a 'dual' isometric intertwiner v: id → γ in M such that
(2.14)
The isometry v induces the dual conditional expectation (cf. 2.5.B)
The range projection ww * saturates the Pimsner-Popa bound for the dual conditional ex-
1 , and vv * saturates the Pimsner-Popa bound for ε, as follows by direct computation using (2.14). The two isometries determine each other uniquely by
B. In terms of this pair of isometries, many of the previous more general results turn into explicit algebraic relations. First, we have already seen that the projections vv * and ww * saturate the Pimsner-Popa bounds for ε and δ.
Next, the range projection e = vv * ∈ M is the Jones projection for N 1 ⊂ N . Namely, any unit vector of the form Ψ = vΦ ∈ eH is cyclic for N provided Φ is cyclic for M . It gives rise to a state ψ = Ψ, ·Ψ on N which is invariant under Furthermore, one can compute the identity
which uniquely represents every m ∈ M in the form nv with n ∈ N . Hence, we have the pointwise equality
This yields another formula for the canonical endomorphism in terms of the conditional expectation, namely
C. The subfactor N ⊂ M is completely characterized by the triple (γ, v, w). Here γ ∈ End(M ), and the isometries v: id → γ and w: γ → γ 2 are considered as intertwiners in M which satisfy (2.14) and in addition
Namely, N is recovered as the image of the map ε w (cf. (2.13)) which turns out to be a conditional expectation in C(M, N ).
Subfactors given by endomorphisms. [16, 21]
A. Let M be an infinite factor and σ ∈ End(M ) be a unit-preserving injective endomorphism. Consider the subfactor
Whenever M and N are isomorphic, then N can be represented as N = σ(M ) where σ is composed by an isomorphism with the injection map N ֒→ M .
The inner equivalence class
conjugate to σ if both σσ andσσ contain the identity as a subsector, i.e., there are isometric intertwiners r: id →σσ andr: id → σσ in M . These intertwiners are unique up to a phase. In particular, the index of σ(M ) ⊂ M is finite (eq. (2.24) below).
If σ is reducible, thenσ is a conjugate if r andr exist such that in addition
holds. The conjugate is unique up to inner equivalence and depends only on the sector of σ. Clearly, σ is conjugate toσ iffσ is conjugate to σ.
Given the pair of isometries (2.22), the map
is completely positive and normal. It satisfies
and in particular φ•σ = id. Such maps are called left-inverses of σ. The map
. It satisfies the Pimsner-Popa bound with λ = d 2 which is saturated by the projectionrr * , by (2.22). Thus, the index is
Varying the pair r andr, one can minimize the scalar d. The corresponding left-inverse is called the (unique) standard left-inverse, [3, 21] and the corresponding conditional expectation coincides with the minimal conditional expectation. The minimal value of d is called
B. If σ and τ are endomorphisms of M , then an intertwiner x: σ → τ is an operator 
It follows from (2.7) that the dimension d(σ) is additive for direct sums. It is also multiplicative for composition of endomorphisms and invariant under conjugation. The multiplicativity of minimal conditional expectations is equivalent to the multiplicativity φ στ = φ τ •φ σ for standard left-inverses, and the trace property of minimal conditional expectations implies that intertwiners between endomorphisms x: σ → τ also intertwine the corresponding standard left-inverses according to
For general subfactors, one has [M :
, and therefore
C. For infinite index, there is a more general notion of conjugate endomorphisms. Namely, an endomorphism of M is equivalent to an M -bimodule, or to a 'correspondence' [22, 23] . Then the notion of a conjugate correspendence gives rise to a conjugate endomorphismσ (unique up to inner conjugation). It is found that every endomorphism conjugate to σ is of the form [16b] 
provided N is isomorphic to M , i.e., N = σ(M ) for some injective endomorphism σ of M (this is always the case after tensoring both M and N with the same appropriate auxiliary factor).σ in (2.27) is a conjugate of σ. For finite index, both notions of conjugates coincide. The identifications are given by
Note that the existence of an isometry r = σ −1 (w): id →σσ is guaranteed also for infinite index by Sect. 2.6, provided there is a conditional expectation ε ∈ C(M, σ(M )). Then (2.23) still defines a left-inverse, and ε φ = ε w . The dual isometryr will only exist for finite index.
2.9. Another formula for the canonical endomorphism. We have encountered in this section various formulae for the canonical endomorphism, eqs. (2.8), (2.12), (2.19), (2.27), useful in different situations. We want to conclude the section with another formula for the canonical endomorphism of an inclusion of properly infinite von Neumann algebras, which we shall use in the following section.
Proposition: Let N ⊂ M be an inclusion of properly infinite von Neumann algebras, ε: M → N a faithful normal conditional expectation, and e N ∈ N ′ the associated Jones projection. The canonical endomorphism γ: M → N is given by
is the isomorphism of M into N e N implemented by an isometry v 1 ∈ M 1 = M, e N with v 1 v * 1 = e N , and Ψ is the isomorphism of N with N e N given by
Every canonical endomorphism of M into N arises in this way.
e N = N e N , therefore Φ maps M into N e N , and γ given by (2.28) is well defined. By (2.12), the canonical endomorphism is given by 
and j N j M (u) = γ 1 (u) exhausts the unitaries of N , so all canonical endomorphisms are obtained by this perturbation.
Nets of subfactors
In the algebraic approach of Haag and Kastler [1] , a local quantum field theory is described by a net of von Neumann algebras, i.e., an assignment
of von Neumann algebras A(O) on a Hilbert space H to open bounded subsets O of Minkowski space. This assignment is supposed to preserve inclusions, and to be local in the sense that algebras associated with space-like separated regions commute with each other. Locality is often replaced by the stronger assumption of Haag duality [3] . We shall also assume additivity, i.e., the algebra of a union of regions is generated by the algebras of these regions.
One furthermore assumes the existence of a geometric action of the Poincaré group by automorphisms and a unique cyclic vector state ω = Ω, ·Ω invariant under the Poincaré group (the vacuum). Consequently, the Poincaré group is unitarily implemented on H. The spectrum condition postulates that the joint spectrum of the generators of the translations lies in the forward light-cone, i.e., the vacuum representation on H is a positive-energy representation. Then one has the Reeh-Schlieder property [24] that the vacuum vector Ω is cyclic and separating for every local algebra A(O), i.e., both A(O)Ω and A(O)
′ Ω are dense subspaces of H. As a consequence, the defining representation of local observables on H may be identified with the GNS representation associated with the state ω.
Next, we consider pairs of local quantum field theories such that one of them (B) extends the other (A) in the sense that
for every region O. Here, the subspace H 0 ⊂ H generated by A(O) from the vacuum vector will be a true subspace of H, with Ω cyclic and separating in H 0 for every A(O). (In particular, this subspace does not depend on O.) The standard example is a theory B of local fields on which a compact gauge group G of inner symmetries γ g acts (faithfully), and A is the net of local gauge invariants. If the vacuum state does not break the symmetry, i.e., ω•γ g = ω, then H carries the full spectrum of representations of the gauge group, and H 0 is the true subspace carrying the trivial representation of G.
The average over the gauge action with the Haar measure provides a normal conditional expectation ε for every pair of local von Neumann algebras associated with double cone regions. One should however bear in mind that for causally disconnected regions in general,
. E.g., if ψ i are two operators in B(O i ) which are odd under a Z Z 2 symmetry, then ψ 1 ψ 2 is even but not generated by invariants from A(O i ). For this reason, we consider only nets over the set K of double cones.
Abstracting from this very structureful situation, we make the following definitions.
Definition:
A net of von Neumann algebras over a partially ordered index set J is an assignment M : i → M i of von Neumann algebras on a Hilbert space to i ∈ J which preserves the order relation, i.e., M i ⊂ M k if i ≤ k (isotony). A net of inclusions (resp. of subfactors) consists of two nets N and M such that for every i ∈ J ,
is an inclusion of von Neumann algebras (resp. of subfactors). We simply write N ⊂ M.
The net
On directed nets, the consistency condition formulated in Def. 3.1. is equivalent to the a priori stronger property
(since both coincide with ε m when j, k ≤ m) and implies
Note that if N ⊂ M is a net of inclusions of infinite-dimensional von Neumann algebras, and ε a faithful normal conditional expectation of M onto N (in the obvious sense, i.e., for every i ∈ J separately), then every faithful normal state ϕ on N gives rise to a faithful normal state ω = ϕ•ε on M which is invariant under ε. (Here, a state on a net is understood as a consistent family of states in the obvious sense). In particular, N ⊂ M is standard with (H, Ω) the GNS construction from (M, ω) (cf. 2.2.A). The Jones projection e N for every single inclusion N i ⊂ M i of a standard net of inclusions does not depend on i ∈ J , by the very definition of standardness, and will be called the Jones projection of the net of inclusions.
Therefore, the field theoretical situation described in the beginning of this section is a standard net of subfactors A ⊂ B over the index set K = {double cones O}, equipped with a conditional expectation ε ∈ C(B, A) given by the gauge group average which is standard provided the vacuum state ω = Ω, ·Ω does not break the symmetry.
Our main interest in this paper is a pair of quantum field theories as just described, where, however, there is no gauge group, but still a standard conditional expectation ε ∈ C(B, A) consistent with restriction to subregions. The condition of unbroken symmetry in the vacuum state is replaced by the invariance property ω = ω•ε. We call this standard net of (approximately finite-dimensional type III 1 ) subfactors a quantum field theoretical net of subfactors.
A quantum field theoretical net indexed by the double-cones of Minkowski space is directed. On the contrary, 'chiral' theories over the conformal light-cone S 1 yield non-directed nets which require a special treatment [7b] .
We want to note that, at least in the quantum field theoretical context, the invariance property (i.e., standardness of ε) is not an independent condition. E.g., if the local subfactors are irreducible, then by the uniqueness of the conditional expectation, ε must commute with the Poincaré group. Then, if the vacuum state is the unique translation invariant state, it is automatically invariant under ε, too.
Let us also point out that the standard conditional expectation of a standard net of subfactors, if it exists, is implemented by the Jones projection, cf. Sect. 2.2.B. The attempt to define the conditional expectation by (2.3), however, will in the absence of Haag duality for the observables yield only a conditional expectation onto the dual net A d (O) which is larger than A(O). The failure of Haag duality explicitly discussed in [25] is precisely of this nature.
Our first result concerns a net over an index set of two elements. It applies to arbitrary pairs i ≤ k in larger index sets J , where it is found to act as a 'germ' for the subsequent results on directed nets. Let ε be a standard conditional expectation from M onto N , i.e.,ε ∈ C(M ,Ñ ) and ε = ε| M ∈ C(M, N ) preserve the vector state ω = Ω, ·Ω onM resp. M . Then every canonical endomorphism γ of M into N extends to a canonical endomorphismγ ofM intoÑ . The extension satisfiesγ
Proof: For γ a canonical endomorphism of M into N choose v 1 ∈ M 1 = M, e N as in Prop. 2.9. Then γ(m) is the unique element of N for which
SinceM 1 = M , e N , the same formula form ∈M andγ(m) ∈Ñ defines a canonical endomorphism ofM intoÑ . Moreover, x ∈ M ′ ∩Ñ commutes with M and with e N , hence
If the index set is directed, i.e., for j, k ∈ J there is m ∈ J with j, k ≤ m, we associate with a net M of von Neumann algebras the inductive limit C * algebra ( i∈J M i ) − and denote it by the same symbol M. The point is that, unlike the individual factors M i , the C * algebra can have a nontrivial representation theory. In quantum field theory, the vacuum representation is irreducible, in contrast to π 0 (M i ) having a huge commutant. There is a class of representations of particular physical interest, the DHR superselection sectors with finite statistics [3] which are given by localized endomorphisms with finite dimension (on the local factors) [16] . In the sequel, we are mainly interested in the induction and restriction of representations between two such C * algebras.
Corollary:
Let N ⊂ M be a directed standard net of subfactors (w.r.t. the vector Ω ∈ H) over a directed index set J , and ε ∈ C(M, N ) a standard conditional expectation. For every i ∈ J there is an endomorphism γ of the C * algebra M into N such that γ| M j is a canonical endomorphism of M j into N j whenever i ≤ j. Furthermore, γ acts trivially on M 3.5. Proposition: Let N ⊂ M be a directed standard net of subfactors with a standard conditional expectation ε. Let ϕ be a faithful locally normal state on N (i.e., normal on N i ) and ϕ•ε the induced state on M which is invariant under ε. The corresponding GNS representations are related by
Before we prove the proposition, we provide a lemma about the two-element net as in Thm. 3.2., and an immediate corollary. can be tested by multiplication with e N ∈Ñ ′ . Indeed, we get from (3.3)
which prove the lemma.
3.7. Corollary. Let N ⊂ M be a directed standard net of subfactors, γ and ̺ as in Prop. 3.4. There is an isometry w ∈ N i which is an intertwiner w: id → ̺, and which induces the conditional expectation ε ∈ C(M, N ) by the formula
This follows immediately from the lemma. Note that when we turn to quantum field theoretical nets, then the isometry w is a local observable in A(O).
Proof of Prop. 3.5.:
The unitary equivalence is given by the map
(densely defined and with dense range) between the respective GNS Hilbert spaces. It evidently intertwines the representations (3.7), and preserves the scalar products due to (3.8).
In particular, if ϕ = ω•σ is given by an endomorphism σ ∈ End(N ) relative to the cyclic state ω = Ω, ·Ω , i.e., π ϕ = π 0 •σ, we obtain the induced representation (π 0 •σ) ind ∼ π 0 •σγ.
We denote by
the mapping End(N ) → End(M) corresponding to the induction.
Let us now turn to quantum field theoretical nets of subfactors A ⊂ B indexed by the set of double-cones (or intervals), and in particular to aspects of localization. We assume the fields to be relatively local w.r. The situation is less simple with induction. Note that σ ind is not an extension of σ. Therefore, in order to formulate a statement parallel to Cor. 3.8. for induction, we look for an endomorphism σ ext of M which extends a given localized endomorphism σ of N such that
ext , and check whether σ ext can also be chosen localized. This will not be possible in general, even when the full power of locality is available, due to the possibility of braid statistics. The condition of Haag duality in the following implies locality and ensures the existence and uniqueness of statistics operators [3] . The extension (3.10) was previously proposed by J. Roberts.
Proposition:
Let A ⊂ B be a directed quantum field theoretical net of subfactors, both A and B satisfying Haag duality, γ ∈ End(B) and ̺ ∈ End O (A) as in Cor. 3.8. With every transportable localized endomorphism σ of A associate
where ε = ε(σ, ̺): σ̺ → ̺σ is a unitary statistics operator in A. Then σ ext extends σ and
σ ext is a wedge-localized endomorphism of B. It is localized in a double cone if and only if ε(σ, ̺)ε(̺, σ) = 1l.
Proof:
We have to check that σ ext is well-defined on b ∈ B(O). Increasing O, we may assume that ̺ and σ are also localized in O. We chooseÔ space-like from O and a unitary intertwiner u ∈ A transporting σ toσ localized inÔ such that ε(σ, ̺) = ̺(u * )u. Then on 
Note that if the monodromy ε(σ, ̺)ε(̺, σ) is a scalar, then it is trivial, since the isometry w ∈ A(O) intertwines w: id → ̺ (cf. Cor. 3.7.), thus ̺ contains the trivial (vacuum) endomorphism id as a subsector, and the monodromy must have the eigenvalue 1 corresponding to the vacuum. Note also that in the case of non-trivial monodromy one has two choices to define the extension σ ext , one localized in a right wedge and the other one localized in a left wedge, corresponding to the choice of the statistics operator.
We have established in this section the distinguished isometries w and v 1 associated with a net of subfactors. They are related by w = γ 1 (v 1 ). We have seen their respective roles for the description of induction and restriction in terms of the canonical endomorphism (cf. the proofs of Props. 3.4. and 3.5.). The former, as an intertwiner w: id → ̺, selects the vacuum subsector contained in ̺. The latter, as an operator H → H 0 , carries the vacuum representation of A contained in π 0 | A onto the corresponding subrepresentation of π 0 •̺. In the next section, we shall introduce the 'dual' isometry v ∈ B(O) which exists only in the case of finite index. This operator plays the role of a 'master' charged field carrying the superselection charge ̺, i.e., all the charges of A contained in the vacuum representation of B.
The case of finite index
We study standard nets of subfactors equipped with a standard conditional expectation. If the index set is directed, then we can show that the index is constant over the net.
We turn then to quantum field theoretical nets of subfactors of finite index. The finiteness of the index in particular implies a finite branching of the vacuum representation of the field algebra in restriction to the observables. The converse implication is also true provided all superselection sectors of the observables have finite statistics.
An interesting class of models is provided by current algebras over the circle (compactified light-cone). These are generated by local quantum fields in two-dimensional Minkowski conformal quantum field theories with a chiral symmetry, which due to the equations of motion depend on one chiral (light-cone) coordinate only. The nets of local von Neumann algebras are obtained as projective representations of the loop group over a given (compact, semi-simple) Lie group [6] . Then a Lie subgroup gives rise to a subtheory, and to a quantum field theoretical net of subfactors as described in the previous section. After removal of the compactification point 'at infinity', this net is even directed. The Kac characters for the positive energy representations of loop groups allow to control the branching of representations upon passage to subgroups, and it is well known that the branching is finite if and only if the pair of theories is a conformal embedding, i.e., possess the same stress-energy tensor.
Thus, the condition of finite index selects precisely the conformal embeddings within the class of chiral current algebra models. It goes, however, beyond the scope of this paper to treat specific models in detail. For rigorous model analysis, we refer to [6] , and for some instructive examples to [26] .
Let us now return to the two-element net of Thm. 3.2. We assume N ⊂ M to be a net of subfactors. By the Pimsner-Popa bound, the index can only decrease when the conditional expectation is restricted to a subalgebra, i.e., Ind(ε) ≤ Ind(ε). The following Lemma 'dual' to Lemma 3.6. implies the equality of indices.
Lemma. (Notations as in Thm. 3.2. and Lemma 3.6.) Assume in addition that
Ind(ε) = λ is finite. Then the isometric intertwiner v: id → γ which induces the conditional expectation dual to ε (cf. 2.7.A) is also an intertwiner v: id →γ and induces the conditional expectation dual toε. In particular, Ind(ε) = Ind(ε).
) is a scalar due to (2.14), we get from (3.3)
and applying the dual conditional expectationε 1 , we conclude that v is an intertwiner v: id →γ. By 2.7.A, v inducesε 1 . By Lemma 3.6., w: id →̺ inducesε. Then, since the index is algebraically characterized by (2.14), the statements follow.
Corollary.
The index is constant in a directed standard net of subfactors with a standard conditional expectation.
Let A ⊂ B be a directed quantum field theoretical net of subfactors, γ and ̺ as before. If the index λ = Ind(ε) is finite, then there is an isometric intertwiner v: id → γ in B(O) which satisfies the identities (2.14) with the isometric intertwiner w:
and γ is given on B by the formula
Furthermore, every element in B is of the form av with a ∈ A, namely
Proof: The first statement is immediate from the Lemma. The formulae follow from (2.14) by direct computation. Since the index is finite, the dimension of ̺ is finite, and ̺ ∈ End(A) can be only finitely
be the sector decomposition of ̺ with ̺ s irreducible and inequivalent, and N s finite multiplicities. We shall assume from now on that the local subfactors A(O) ⊂ B(O) are irreducible, thus the conditional expectation ε is unique and minimizes the index (cf. Sect. 2.5.). Then the multiplicity of id ≺ ̺ is 1, and the index is given (cf. Sect. 2.8.B) by:
Lemma:
There is an anti-isomorphism between the linear space of isometries w s : ̺ s → ̺ and the linear space of charged intertwiners ψ s for ̺ s , given by
Proof: By direct computation.
Except for a common scale, the map (4.7) takes isometries into isometries. In fact, we may compute ψ *
s is a minimal projection in the relative commutant ̺(A)
′ ∩ A, and we can apply formulae from Sects.
2.4.A, 2.7.A, and 2.8.B. The following conclusion is immediate. One may consider this expansion as a generalized 'harmonic analysis' which decomposes an arbitrary operator into 'irreducible tensor multiplets' with invariant (observable) coefficients.
Note that no transformation law has to be specified to make sense of this interpretation, nor will it in general exist.
Let us apply the expansion (4.10) to products of charged intertwiners. One obtains coefficients in A of the form T = ε(ψ s ψ t ψ * u ) which are intertwiners ̺ u → ̺ s ̺ t and can, in turn, be expanded into an orthonormal basis of such intertwiners with complex 'ClebschGordan' coefficients. We summarize:
4.7. Proposition. The charged intertwiners satisfy operator product expansions
where T e are a basis of observable intertwiners T e : ̺ u → ̺ s ̺ t , and only charges ̺ u contribute which are contained in ̺. The complex 'Clebsch-Gordan' coefficients are given by
These operator product expansions were used in [27] to compute correlation functions of charged fields as expansions into 'partial waves' which are determined by the subtheory A, while only the numerical Clebsch-Gordan expansion coefficients refer to the theory B and are in fact completely determined by the structure of a single local subfactor A(O) ⊂ B(O).
Let us next compute the isometry w 1 = γ(v), Cor. 4.4. We have γ(v) = λε(vvv * ), and with the previous expansion (4.9) of v, we obtain 4.8. Corollary.
where each term is an intertwinerT : ̺ → ̺ 2 . In particular, knowledge of w 1 determines the Clebsch-Gordan coefficients in Prop. 4.7.
The significance of the isometry w 1 is the following. As in 2.7.C, the triple (̺, w, w 1 ) uniquely characterizes the subfactor N 1 ⊂ N , and therefore by the canonical extension also N ⊂ M , provided w: id → ̺ and w 1 : ̺ → ̺ 2 are isometries satisfying the dual analogue of (2.14), In our present setting, the system (4.13) refers to the net of observables only, so the field nets which extend a given observable net can be characterized, and possibly classified, as solutions to (4.13) where for every candidate endomorphism ̺ of finite dimension, the isometries w and w 1 are elements of finite-dimensional spaces of intertwiners. Therefore, the system (4.13) involves only finitely many complex coefficients as unknowns.
Actually, one has to reconstruct the entire net B rather than only A(O) ⊂ B(O). The requirement that B is a local net imposes an additional condition. We have 4.9. Theorem. Let A be a local net of observables, ̺ a localized and transportable endomorphism of A with finite statistics, which contains id ≺ ̺ with multiplicity one, i.e., there is a unique (up to a phase) isometry w: id → ̺. one obtains a standard net with a standard conditional expectation. Since uva =̺(a)uv and̺ is localized inÔ, fields uv ∈ B(Ô) commute with observables a which are localized at space-like distance fromÔ. Finally, the locality of the net B requires that u 1 v and u 2 v commute ifÔ 1 andÔ 2 are at space-like distance. An argument similar to the one leading to (4.6) shows that this is equivalent to ε ̺ w 1 = w 1 .
Example: Consider a model with an irreducible superselection sector σ such that σ 2 ≃ id⊕σ.
(There are known models where σ is the only nontrivial sector.) Then ̺ = σ 2 satisfies all the requirements of Thm. 4.9., since σ is its own conjugate, and w = r and w 1 = σ(r) where r is the isometric intertwiner r: id → σ 2 . Thus the theorem provides a field algebra which accounts for the charged sector σ of the observables. The index of the extension is
is the statistical dimension of the sector σ. To be more specific: On the Hilbert space H = H 0 ⊕ H σ carrying the representation π 0 ⊕ π 0 •σ, the observables a ∈ A are embedded into the field algebra B by a ֒→ a 0 0 σ(a)
. In particular, we have w ∈ B(O) and w 1 ∈ B(O) if σ is localized in O. The field algebra is then generated by the observables and one further element v ∈ B(O), the charged intertwiner for ̺, cf. Cor. 4.4. It is explicitly given by
where t is an isometric intertwiner t: σ → σ 2 , and the endomorphism σ acts by
The canonical endomorphism is defined on the observables by γ(a) = ̺(a), and on v by γ(v) = w 1 . The reader is invited to check all the stated relations in terms of these informations, and to compute the charged intertwiner for the sector σ, ψ σ = d .11)). Note that the condition ε ̺ w 1 = w 1 cannot be satisfied with the superselection structure at hand, hence B is not a local net.
We give now an example for the construction of a local extension of a given local net, by solving the system (4.13), (4.6) . It is based on the following general result. 
is the canonical endomorphism of A into a subfactor
since the desired identities (4.13) then follow for w := u * ŵ and w 1 := ̺(u * )u * ŵ 1 u where u: ̺ →̺ is an isometry in A such that uu * = p. The derivation of (4.13) from (a) − (d) is straightforward.
Let us now constructŵ andŵ 1 . The former,ŵ := w 0 ⊗ j(w 0 ) with w 0 : id → σ as before, is uniquely determined up to a phase. Clearly,ŵ: id →̺ is an isometry satisfying (a). For the latter, choose a system of orthonormal bases of isometric intertwiners T e : ̺ u → ̺ t ̺ s for every triple s, t, u ∈ ∆, which are 'lifted' toT e := σ(w s )w t T e W * u : σ → σ 2 . Clearly,
is an intertwinerŵ 1 :̺ →̺ 2 which satisfies (a 1 ). It does not depend on the choice of the bases since a unitary basis change is absorbed due to the anti-linearity of j. SinceT * eT e ′ = δ ee ′ p u , we have
where N u st are the multiplicities of ̺ u in ̺ t ̺ s . Using Frobenius reciprocity, N u st = N t su , and the additivity of dimensions 2.8.B, the sum over t can be evaluated:
Then the sum over s gives λ = s d 2 s , and the sum over u finally gives the projection p = u p u ⊗ j(p u ). We conclude thatŵ * 1ŵ 1 = p as required. Let us now turn to (b). Due to orthogonality of the w s , only T e with ̺ t = id resp. ̺ s = id will contribute toŵ * ŵ 1 resp.̺(ŵ * )ŵ 1 . Without restriction we may assume that these T e = 1l, henceT e = w 0 p s resp.T e = σ(w 0 )p t . Since furthermore d(e) = 1 for these terms, one immediately obtains (b).
Comparing the two sides of (c) when the definition ofŵ 1 is inserted, one has to consider the change of intertwiner bases
where 
e )T h which both span the spaces of intertwiners T : ̺ v ̺ s → ̺ r ̺ u . In the inner product T, T ′ = φ u φ r (T ′ T * ), both sets of intertwiners are orthonormal. Namely, by (2.25),
With these formulae, the orthonormality of the above bases is straightforward. Hence, for every fixed set v, s, r, u, the change of basis is a unitary one, and the transition coefficients for the two tensor factors cancel each other due to the anti-linearity of j.
Similarly, for (d) one has to consider the change of bases
for the spaces of intertwiners T :
w are constant in these spaces, and both T h T g and ̺ r (T e )T f are orthonormal bases in the inner product T, T ′ = T * T ′ , the same argument as before applies to prove (d).
We observe a structural similarity of (4.14) with the canonical endomorphism of Ocneanu's
. Indeed, we conjecture that the asymptotic subfactor is covered by our proposition, where ∆ is the set of irreducible subsectors of γ n (n ∈ II N) of a finite depth subfactor. However, it is easy to find examples for (4.14) which do not describe an asymptotic subfactor.
Of physical interest is the situation when ∆ is a set of superselection sectors of a chiral quantum field theory A ch (given as a directed net over the set J ⊂ IR of intervals), e.g., all DHR sectors in a 'rational' such theory [29, 27] . One chooses an appropriate modular (CPT) conjugation j which maps the algebra of an interval onto the algebra of a reflected interval and takes DHR endomorphisms into conjugate DHR sectors [5, 30] . j is an anti-automorphism of M = A(J ) if the interval I is symmetric under the reflection. Thus, a variant of Prop. 4.10. (cf. the remarks following the proposition) applies.
In this situation, the calculation leading to Prop. 4.10. literally applies to the DHR endomorphisms ̺ s of A localized in the interval I, and therefore provides a triple (̺, w, w 1 ) as in Thm. 4.9. for the tensor product of two chiral theories A = A ch ⊗ A ch . This theory is naturally given as a net over the double cones O which are Cartesian products of two chiral light-cone intervals. The triple therefore gives rise, by Thm. 4.9., to a quantum field theoretical net of subfactors A ⊂ B where B is a two-dimensional Minkowski quantum field theory. Note that in the construction (4.14), j•̺ s •j −1 =̺ s yields the conjugate sectors.
A similar argument as in the proof of Prop. 4.10. involving unitary basis changes T e → ε(̺ t , ̺ s )T e shows thatŵ 1 is invariant under the statistics operator ε̺ = ε σ ⊗ j(ε σ ). The CP T symmetry shows that j(ε σ ) = ε * σ , and therefore ε̺ involves charge transporters in opposite light-like directions on the two chiral light-cones, i.e., in space-like directions in two dimensions. We conclude that ε ̺ := ̺(u * )u * ε̺u̺(u) (with u: ̺ →̺ as in the proof of Prop.
4.10.) is the two-dimensional statistics operator, and satisfies ε ̺ w 1 = w 1 . Therefore the net B is a local extension of A.
Comments on 'compact' subfactors
In the case of infinite index, much less can be done beyond the general analysis in Sect. 3 without further assumptions. In this article, we want to restrict ourselves to some comments only, and hope to return to the issue on another occasion. Let us concentrate on quantum field theoretical nets of subfactors.
It is well known that in four-dimensional theories [2b] the algebra of observables can be embedded as a net of subfactors into a local or graded local (fermionic) field algebra with a compact gauge group such that the observables are the fixpoints under the gauge symmetry. The (dual) canonical endomorphism ̺ in this case is the direct sum over all DHR superselection sectors of the observables with multiplicities equal to the statistical dimension, and in turn equal to the associated representation of the gauge group. The gauge group may well be an infinite compact group in which case ̺ is clearly an infinite direct sum and has infinite dimension although each of its irreducible subsectors has finite dimension.
Furthermore, the irreducible superselection sectors are implemented by charged intertwiners ψ s as in Sect. 4, although eq. (4.7) is meaningless since λ is infinite and the 'dual' isometry v does not exist.
It is therefore desirable to have a general theory for quantum field theoretical nets of subfactors of infinite index which establishes the existence of charged intertwiners as well as statements like Cor. 4.6., which do not refer to the index. On the other hand, it is known that in the abstract theory of subfactors there are counter examples [31] to these expectations, even when there is a conditional expectation. One needs therefore a criterium which 'stabilizes' the structure of the local subfactors (like compactness of the gauge group) and which can be physically motivated.
Let us describe the expected structure which is known to hold with compact gauge groups notwithstanding the index being infinite, along with some problems to be overcome in the general infinite index case. First, the commutant ̺(N ) ′ ∩ N of the dual canonical endomorphism ̺ should have the structure of an infinite direct sum of finite matrix rings (corresponding to irreducible subsectors ̺ s with finite multiplicities), and the minimal central projections should lie in the domain of the operator valued weight η = j N •ε −1 •j N ∈ P (N, N 1 ) (corresponding to finite dimension of ̺ s ). Furthermore, η should be invariant under j N 1 which takes the projection corresponding to a subsector into the projection corresponding to the conjugate subsector, in order to derive the expected values η(p s ) = d(̺ s ) = d(̺ s ) on the projections onto irreducible subsectors. Apparently, the conjugation invariance of η does not hold a priori [31] . Second, when the isometry v as in Sect. 4 does not exist, a natural formula to associate charged intertwiners ψ s with observable intertwiners w s : ̺ s → ̺ would be
If the index is finite, then these are equivalent to the anti-isomorphism (4.7) (except for a normalization). For infinite index, however, ww * s might not be in the domain of η even if η(ww * ) = 1 by definition, cf. eq. (2.4), and η(w s w * s ) = η(p s ) < ∞ by assumption.
Note that if the existence of a charged intertwiner can be established then it 'implements' the endomorphism ̺ s 'in the average', i.e., Let us tentatively call a subfactor which fulfils all the stated expectations, a subfactor 'of compact type'. The desired physical criterium which compels a quantum field theoretical net of subfactors to be 'of compact type' is expected to come from the split property [8] for the net B which is related to a 'tame' field content and a decent thermodynamical behaviour of the theory [32] . It is well known that the stability of the associated canonical intermediate type I factor under gauge automorphisms implies that the gauge group must be compact [8] , and therefore the net of subfactors associated with the gauge invariants is 'of compact type'. We may expect that a similar stability property holds for conditional expectations, and that therefore a quantum field theoretical net of subfactors with the split property is automatically 'of compact type' even in the absence of a gauge group.
The structure of subfactors with infinite index seems to be more stable when the depth of the inclusion is 2. For a general study of this situation (going along with a Kac-Hopf symmetry), see, e.g., [18, 33] and references therein. In [33] , an approximative substitute for the dual isometry v is constructed.
Conclusions
We have initiated a general theory of restriction and induction of superselection sectors between pairs of local quantum field theories A ⊂ B. Here, the local von Neumann algebras A(O) of 'observables' in the space-time region O are specified as subalgebras of the local von Neumann algebras B(O) by a conditional expectation which is consistent with restriction to subregions, and which preserves the vacuum state. The latter conditions are considered as an abstraction from the notion of an unbroken inner symmetry with respect to which the observables A are the invariants.
Our theory generalizes models with a compact gauge group [2] and confirms the results of previous specific model analysis (in the absence of a gauge group) [6, 26] , which in fact anticipated the general structures elaborated here. Our basic technical tool is the canonical endomorphism associated with a subfactor, which provides an alternative approach to the Jones extension more appropriate in the type III case.
Actually, the mathematical results are not restricted to the context of quantum field theories. We have formulated them without reference to locality properties, whenever the latter are irrelevant. In fact, our theory hinges on Thm. 3.2. concerning a net with only two elements, which plays a role as a 'germ' for the really interesting nets. Yet, due to the trivial representation theory of the individual factors, the results of Sect. 3 about representation theory are relevant only if the nets of von Neumann algebras do not possess a maximal element, but have a nontrivial inductive limit (as in quantum field theory).
Among our results for the quantum field theoretical application is a characterization of field algebras which extend (with finite index) a given local theory of observables, in terms of observable quantities only (Thm. 4.9.). We give examples for this characterization. Furthermore, we relate the charged intertwiners in the field algebra to basic quantities in the theory of subfactors, and derive operator product expansions for the former (Prop. 4.7.).
