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3D ENVIRONMENT FOR INTERACTING AND VIEWING PHOTOSPHERES 
ABSTRACT 
This disclosure presents a system and method for permitting users to interact with images as 
three-dimensional objects.  In that regard, an aspect of the system and method relates to displaying 
a world space to a user based on a three-dimensional model.  The world space includes a collection 
of spherical images upon which equirectangular images are projected.  When a user selects a sphere 
for increased interaction, the size of the sphere increases until it appears as if the user is inside of 
the sphere.  The user may then view and interact with a photosphere that corresponds with the 
equirectangular image projected on the sphere.  When the user is finished interacting with the 
image, the size of the sphere decreases until the user is once again viewing the sphere from the 
outside.  The spheres may be presented as short-lived ephemeral media.   
BRIEF DESCRIPTION OF THE DRAWINGS 
FIGURE 1 is a functional diagram of an example system in accordance with aspects of the 
disclosure. 
FIGURE 2 is a pictorial diagram of the example system of FIGURE 1. 
FIGURES 3-7 are screen shots in accordance with aspects of the disclosure. 
EXAMPLE SYSTEMS 
FIGURES 1 and 2 include an example system 100 in which the features described above 
may be implemented.  It should not be considered as limiting the scope of the disclosure or 
usefulness of the features described herein.  In this example, system 100 may include one or more 
computing devices 110, 120, 130, and 140 as well as storage system 150.  Each of computing 
devices 110 may contain one or more processors 112, memory 114 and other components typically 
present in general purpose computing devices.  Memory 114 of computing device 110 may store 
information accessible by the one or more processors 112, including instructions 116 that may be 
executed by the one or more processors 112.   
Memory 114 may also include data 118 that may be retrieved, manipulated or stored by the 
processor, including images. The images may be panoramic images or images having fields of view 
greater than 180 degrees, e.g., up to 360 degrees.  In addition, the panoramic image may be 
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spherical, or nearly spherical.  The memory may be of any non-transitory type capable of storing 
information accessible by the processor, such as a hard-drive, memory card, ROM, RAM, DVD, 
CD-ROM, write-capable, and read-only memories.   
The instructions 116 may be any set of instructions to be executed directly, such as machine 
code, or indirectly, such as scripts, by the one or more processors.  The instructions may be stored 
in object code format for direct processing by a processor, or in any other computing device 
language including scripts or source code modules that are interpreted on demand or compiled in 
advance.   
Data 118 may be retrieved, stored or modified by the one or more processors 112 in 
accordance with the instructions 116.  For instance, although the subject matter described herein is 
not limited by any particular data structure, the data may be stored in computer registers, in a 
relational database as a table having many different fields and records, or XML documents.  The 
data may also be formatted in any computing device-readable format such as, but not limited to, 
binary values, ASCII or Unicode.  Moreover, the data may comprise any information sufficient to 
identify the relevant information, such as numbers, descriptive text, proprietary codes, pointers, 
references to data stored in other memories such as at other network locations, or information that 
is used by a function to calculate the relevant data.   
The one or more processors 112 may be any conventional processors, such as a 
commercially available CPU.  Alternatively, the processors may be dedicated components such as 
an application specific integrated circuit ("ASIC") or other hardware-based processor.   
Although FIGURE 1 functionally illustrates the processor, memory, and other elements of 
computing device 110 as being within the same block, the processor, computer, computing device, 
or memory may actually comprise multiple processors, computers, computing devices, or memories 
that may or may not be stored within the same physical housing.  For example, the memory may be 
a hard drive or other storage media located in housings different from that of the computing devices 
110.  Accordingly, references to a processor, computer, computing device, or memory will be 
understood to include references to a collection of processors, computers, computing devices, or 
memories that may or may not operate in parallel.  Yet further, although some functions described 
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below are indicated as taking place on a single computing device having a single processor, various 
aspects of the subject matter described herein may be implemented by a plurality of computing 
devices, for example, communicating information over network 160. 
Each of the computing devices 110 may be at different nodes of a network 160 and capable 
of directly and indirectly communicating with other nodes of network 160.  Although only a few 
computing devices are depicted in FIGURES 1-2, it should be appreciated that a typical system 
may include a large number of connected computing devices, with each different computing device 
being at a different node of the network 160.  The network 160 and intervening nodes described 
herein may be interconnected using various protocols and systems, such that the network may be 
part of the Internet, World Wide Web, specific intranets, wide area networks, or local networks.  
The network may utilize standard communications protocols, such as Ethernet, WiFi and HTTP, 
protocols that are proprietary to one or more companies, and various combinations of the foregoing.  
As an example, each of the computing devices 110 may include web servers capable of 
communicating with storage system 150 as well as computing devices 120, 130, and 140 via the 
network.  For example, one or more of server computing devices 110 may use network 160 to 
transmit and present information to a user, such as user 220, 230, or 240, on a display, such as 
displays 122, 132, or 142 of computing devices 120, 130, or 140.  In this regard, computing devices 
120, 130, and 140 may be considered client computing devices.    
Each of the client computing devices may be configured similarly to the server computing 
devices 110, with one or more processors, memory and instructions as described above.  Each 
client computing device 120, 130 or 140 may be a personal computing device intended for use by a 
user 220, 230, 240, and have all of the components normally used in connection with a personal 
computing device such as a central processing unit (CPU), memory (e.g., RAM and internal hard 
drives) storing data and instructions, a display such as displays 122, 132, or 142 (e.g., a monitor 
having a screen, a touch-screen, a projector, a television, or other device that is operable to display 
information), and user input device 124 (e.g., a mouse, keyboard, touch screen or microphone).  
The client computing device may also include a camera 126 for capturing still images or recording 
video streams, speakers, a network interface device, and all of the components used for connecting 
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these elements to one another.  Although the client computing devices 120, 130 and 140 may each 
comprise a full-sized personal computing device, they may alternatively comprise mobile 
computing devices capable of wirelessly exchanging data with a server over a network such as the 
Internet.  By way of example only, client computing device 120 may be a mobile phone or a 
netbook that is capable of obtaining information via the Internet.   
As with memory 114, storage system 150 may be of any type of computerized storage 
capable of storing information accessible by the server computing devices 110.  In addition, storage 
system 150 may include a distributed storage system where data is stored on a plurality of different 
storage devices which may be physically located at the same or different geographic locations.    
Storage system 150 may store images.    As an example, user 230 may use user input 124 of 
client device 130 to request an image from server 110.  In response, as described above, the server 
may retrieve images and associated information from storage system 150, and send the retrieved 
information to the client device 130 over network 160.  When the client device 130 has received the 
information, the client device may generate a display such as those depicted in the examples of 
FIGURES 3-7.  The client device may also send information to server 110 for storage in the storage 
system 150.  The images may be retrieved or collected from various sources.   
EXAMPLE METHODS 
A 3D world space may be displayed to a user via an electronic display, e.g., via a virtual-
reality headset or a browser on a computer screen.  By way of example and as shown in Fig. 3, a 
3D model may be displayed to a user 220 via a computing device 120.  It may appear to the user 
220, for instance, that the user is located inside of a large room, globe or unbounded space.  The 
user’s view may be directed towards a pre-determined location in relation to the model. The center 
of the view may be displayed using a visual indicator such as reticle 330. 
The world space may include one or more spherical objects. For example, Fig. 3 depicts 
three spheres 341, 342, and 343 at three different locations relative to the model.  The initial sizes 
of the spheres relative to the model may be equal such that the farther a sphere is from the user’s 
location relative to the model, the smaller the sphere will appear on the user’s display screen.  The 
sizes of the spheres relative to the model may also be initially different.  
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The equirectangular image may be projected onto the outer surface of each sphere.   For 
instance, the outer surface of spheres 341, 342, and 343 may be textured with equirectangular 
images 351, 352, and 353, respectively.   
The user may change their view of the objects in the world space by changing their location 
and direction of view relative to the model.  By way of example, display 400 of Fig. 4 illustrates 
how the spheres may appear from a particular location and direction.  By actuating the user 
interface, the user may rotate their view to the right and downward relative to the model, thus 
causing the location of the spheres to move towards the upper left side of the display as shown in 
display 450.  
A sphere may be selected for increased interaction.  For example and as shown in display 
500 of Fig. 5, a user may select sphere 341 by using a user interface to change their location and 
direction relative to the model until reticle 330 is on the sphere, and then clicking a button.  A user 
may also select a sphere by moving within a threshold distance of the sphere’s outer surface or 
center.   
Upon selecting a sphere, the size of the sphere may gradually increase until it surrounds the 
user’s location relative to the model. By way of example, display 500 depicts the size of sphere 341 
prior to the user selecting the sphere.  Upon selecting sphere 341 and as shown in display 550, the 
size of the sphere 341 gradually increases.  
Once inside the sphere, the user may view a photosphere that corresponds with the texture 
of the sphere’s outer surface.  By way of example, the system may execute an application or routine 
for viewing photospheres, and the application or routine may use the equirectangular image 351 
projected onto sphere 341 as input.  Display 600 of Fig. 6 provides an example of how a 
photosphere 610 corresponding with equirectangular image 351 may be displayed to a user.  A user 
may view a different portion of the photosphere, as shown in display 650, by actuating the 
interface.  Aspects of the system may also texture the inside surface of sphere 341 with a projection 
of equirectangular image 351, in which case the user may view a different portion of the image by 
rotating their direction of view relative to the model.  
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The image may be displayed as short lived ephemeral media.  For instance, a user may be 
permitted to view a photosphere for a predetermined period of time. By way of example and as 
shown in display 600, when the user first starts viewing the photosphere, timer 630 may display the 
number “10” to indicate that the user has ten seconds to view the image.  Seven seconds later and 
as shown in display 650, timer 630 indicates that the user has three seconds left to view the image.    
Once the user is finished viewing the sphere, the size of the sphere may gradually decrease 
until it reaches to its original size and the user is once again located outside of the sphere (relative 
to the model).  Fig. 7 shows how sphere 341 may appear to the user in world space 320 after the 
sphere is done shrinking.  The rate at which the sphere changes size may depend on a variety of 
factors, e.g., the speed at which the photosphere was entered, what is surrounding the image in the 
photosphere, etc.  
When the size of the sphere is finished decreasing, the image associated with the sphere 
may switch to a different image, the texture of the sphere may indicate that the sphere is no longer 
available for selection, or the sphere may be removed from the model entirely.  The user may then 
select the same sphere or a different sphere.    
An aspect of the system may also project the ephemeral media as a video image.  As such, 
once the user is inside the sphere, the video may begin to play and continue to play for a 
predetermined period of time.  In another instance, parts of the video may be associated with audio 
components.  In such instances, the user may hear the audio associated with parts of the video as 
those parts of the video are played.       
These and other variations and combinations of the features discussed above can be utilized 
and, in that regard, the foregoing description of the embodiments should be taken by way of 
illustration rather than by way of limitation.  The provision of examples of (as well as clauses 
phrased as "such as," "e.g.", "including" and the like) are intended to illustrate only some of many 
possible aspects.   
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