We characterize Lyapunov diagonally stable real H-matrices and those real H-matrices which are Lyapunov diagonally semistable but not Lyapunov diagonally stable (called Lyapunov diagonally near-stable). The latter characterization is given in terms of the principal submatrix rank property defined here. We apply our results to the numerical abscissas of real matrices. One of our main tools is a slight strengthening of classical results of Ostrowski which we derive from a fundamental theorem of Wielandt . A matrix A E IR nn is said to be Lyapunov diagonally (semi)stable if there exists a positive diagonal matrix D, called a Lyapunoo scaling factor of A, such that AD + DAT is positive (semi)definite; see our previous paper [9] 
.
A matrix A E IR nn is said to be Lyapunov diagonally (semi)stable if there exists a positive diagonal matrix D, called a Lyapunoo scaling factor of A, such that AD + DAT is positive (semi)definite; see our previous paper [9] *The research of this author was supported in part by NSF grant DMS-8320189. 71:119-149 (1985) 119 120, DANIEL HERSHKOWITZ AND HANS SCHNEIDER for some introductory remarks on such matrices. As in [9] , it is also useful to call A E ~ nn Lyapunov diagonally near-stable if A is Lyapunov diagonally semistable but not Lyapunov diagonally stable.
LINEAR ALGEBRA AND ITS APPLICATIONS
It is well known that Lyapunov diagonally stable [Lyapunov diagonally semistable] matrices are P-matrices [Po-matrices], namely all their principal minors are positive [nonnegative] ; see e.g. [7] . The problem of characterizing Lyapunov diagonally (semi)stable matrices is hard, and has been solved only in some special cases, for example for acyclic matrices by Berman and Hershkowitz [3] . By a well-known result (Araki and Kondo [1] 
(For definition of the Frobenius normal form see (4.1).)
In this paper we discuss Lyapunov diagonally stable and Lyapunov diagonally near stable (and therefore Lyapunov diagonally semistable) real H-matrices. Since a Lyapunov diagonally semistable matrix has nonnegative diagonal elements, it is natural to introduce the following definition: DEFINITION 0.2. Let A ~ ~ nn. Then A is an H +-matrix if A is an H-matrix and a ii ~ 0, i = 1, .. " n.
It is easy to prove that an H +-matrix A whose comparison matrix is nonsingular is Lyapunov diagonally stable (see also [2] , [10, Chapter 10] , where such matrices are called H-matrices). Here we first characterize Lyapunov diagonally stable H +-matrices, and we then turn to the much harder characterization of Lyapunov diagonally near-stable H +-matrices, which is one of our main goals.
We now describe our paper in detail. One of our major tools is Theorem 2.6, which is a slight strengthening of classical results due to Ostrowski [12] on determinants of H-matrices. We devote Section 2 to deriving this theorem from a fundamental result of Wielandt's [15] on conditions for the equality of p(Q) and p(P) where P,Q E c nn and IQI ~ P, where R = IQI is defined by rij=lqijl, i,j=I, ... ,n.
In Section In Section 4 we remove the condition of irreducibility. We show that an H +-matrix A is Lyapunov diagonally stable if and only if A is nonsingular (Theorem 4.2). We introduce the main concepts of the paper, namely the principal sub matrix rank property and the weak principal submatrix rank property (Definition 4.3). We show that an H +-matrix A is Lyapunov diagonally semistable if and only if A has the principal submatrix rank property or, equivalently, the weak property (Theorem 4.14). Theorem 0.1 stated above now becomes a special case of Theorem 4.14. The rest of the section is devoted to a discussion of the implications in Theorem 4.14 in the case of general matrices, showing, in particular, that every Lyapunov diagonally semistable matrix has the weak principal submatrix rank property (Theorem 4.35).
In Section 5 we apply our results to the numerical abscissa a( A) of a real 
NOTATION AND DEFINITIONS
In this section we introduce some additional notation used in the sequel, as well as some definitions. NOTATION 1.1.
( n) = the set {1, 2, ... , n }, where n is a positive integer. lal = the cardinality of the set a. 
REMARK. Similar notation will be used also for complex matrices. DEFINITION l.3.
(i) A real n X n matrix A is said to be symmetric in sign if ajja jj ;;:' 0,
(ii) Let A, B E ~nn. The matrices A and B are said to be sign similar if there exists a real diagonal n X n matrix E such that I E I = 1 satisfying
(iii) A real n X n matrix A is said to be row diagonally dominant if
The matrix A is said to be column diagonally dominant if AT is row diagonally dominant.
(iv) A row diagonally dominant matrix A is said to be strictly row diagonally dominant if strict inequalities hold in (1.4), and similarly for strict column diagonal dominance.
(v) Let A = s1 -P, P ;;:. 0, s real, be a Z-matrix. The minimal eigenvalue of A is defined to be s -p( P).
REMARK l.5. Whenever we say "positive [semi]definite matrix" in this paper we mean "positive [semi]definite hermitian matrix".
ON RESULTS OF OSTROWSKI'S AND WIELANDT'S
Our basic tools are results on determinants essentially due to Ostrowski .. [12] ; see Satz I, Zusatz zu Satz I, and Satz V. Since in the sequel these results are applied in a form slightly different from that found in [12] , we shall derive them from a version of the Perron-Frobenius theorem which is due to ' Wielandt [15] . We begin by stating Wielandt's result, omitting an assumption of irreducibility where it is superfluous. THEOREM 
Proof. Since We prove the general case by induction. If n == 1, the result is trivial. Inductively, we assume that (2.7) holds provided that n < k. Now let n = k. Let t ;;;,. 0 be such that B' = B -tI is a singular M-matrix and let A' = A -tI. To prove the equivalence of (i), (ii), and (iii), again observe that (i) = (ii) and (ii) = (iii) are immediate. For the proof of (iii) = (i), note that by (2.8) '
and (2.9) det B = det A implies det B' = det A'. Hence (i) follows by the singular case.
•
IRREDUCIBLE H +-MATRICES
We begin with a known proposition which generalizes results of Tartar [14] 
156])
. Clearly, the same holds for EAD, and hence the matrix C = EAD + DATE is positive semidefinite, since it is diagonally dominant. Thus, the matrix E -1 CE -1 = ADE -1 + E -IDA is positive semidefinite, and so A is Lyapunov diagonally semistable.
In the case that M(A) is nonsingular then EM(A)D may be chosen to be strictly row and column diagonally dominant (e.g. [4, p. 136])
, and the rest of the proof follows as above.
We shall strengthen the second part of Proposition 3.1 in Theorem 4.2 by replacing the hypothesis that M(A) is nonsingular with the hypothesis that A is nonsingular. This is a weaker condition by Theorem 2.6.
The converse of Proposition 3.1 is false; namely, a Lyapunov diagonally semistable matrix is not necessarily an H +-mat rix, as demonstrated by the following example. Let
where a is any real number. Here A is even Lyapunov diagonally stable,
In the sequel we determine which H +-matrices are Lyapunov diagonally stable and which are not, but are Lyapunov diagonally semistable.
We start with two lemmas. •
The conditions M( A) ;;;0 B and the sign similarity of A and B will appear frequently in the sequel. We shall show the sign similarity of A and B is equivalent to the diagonal similarity of A and B under certain conditions. The next two lemmas an~ not used in subsequent proofs.
, n. If B is irreducible and D is a nonsingular diagonal matrix in IR nn such thatD-IBD=A, then IDI=cI.
Proof If IDI-=I= cI, then without loss of generality we may assume that Idd = Id 2 1 = ... = Idkl > Idk+11 ;;;old k + 2 l;;;o ... ;;;oldnl. Since B is irreducible,
• A lemma of the same flavor is the following. 
which is a contradiction.
• Similar results hold for complex matrices. 
Then either a jj = ejbjje j or a jj = -ejhjjej" Assume that for some i, j, i 1= j, we have a jj 1= ejbjjej" Then necessarily
Since B is an M-matrix, and A is symmetric in sign, we have Hence and by (3.9) this implies that (3.12) which is a contradiction to (3.11). Hence A = EBE.
• THEOREM 3. 
Proof. By Lemma 3.2, we have Sine B + BI" is a positive semidefinite Z-matrix, it is an M-matrix. Hence by Theorem 2.6 we obtain (3.14).
If B is irreducible then so is B + BI", since B is a Z-matrix. By Theorem 2.6, concitions (i), (iii), ane (v) are equivalent, as well as conditions (ii), (iv), and (vi). Conditions (v) and (vi) are equivalent by Lemma 3.8.
As a consequence of Theorem 3.13 we get PROPOSITION Proof. The first part of the proposition was already proved in Proposi-. tion 3.1. We give a simple second proof which uses the previous results. By [5] there exists a positive diagonal matrix D such that BD + DBI" is positive semidefinite and thus an M-matrix. We now apply Theorem 3.13 to BD and AD, and we obtain
Hence, A is Lyapunov diagonally semistable.
We now prove the equivalence of (i), (ii), and (iii).
(i) = (ii): Since A is Lyapunov diagonally near-stable, it follows from (3.17) that
Since B is irreducible, it follows from Theorem 3.13 that AD and BD are sign similar. Hence A and B are sign similar. Assume now that B is nonsingular. By [1] , the matrix D at the beginning of the proof may be chosen such that BD + DBT is positive definite, which is a contradiction to (3.18). Hence, B is singular.
( The matrix A is not Lyapunov diagonally semistable, since it does not satisfy the conditions of Theorem 4.12 of the next section. It is also easy to verify that A and M(A) are not sign similar. Those reducible H +-matrices which are Lyapunov diagonally semistable will be characterized in the next section.
As observed in [9] , the Lyapunov scaling factor of a Lyapunov diagonally stable matrix is not unique if the order is greater than 1. We now show that the Lyapunov scaling factor of a singular irreducible H +-matrix is unique (up to a positive scalar multiplication). 
Proof. Observe that M(A)
is an irreducible M-matrix. As such, it is well known that all the principal minors of M( A) of order less than n are positive. Our claim now follows from Theorem 2.6.
Recall that the null space of an n X n matrix A, denoted by N(A), is defined to be the set of all vectors x E C n such that Ax = O. Proof. [9] .
The lemma follows from Lemma 3.20 and from Corollary 5.5 of
•
The following Lemma is Lemma 6.6 of [9] . This lemma is going to be used several times in the sequel, and thus we quote it here.' • REMARK 3.24. Theorem 3.23 does not hold for reducible H +-matrices. By Theorem 6.20 of [9] the Lyapunov scaling factor of any reducible Lyapunov diagonally semistable matrix is not unique.
We conclude the section with a theorem which summarizes the results of this section. Proof. In view of Theorem 3.19, we just have to prove the equivalence of (iv), (v), (vi), and (vii) to any of (i), (ii), and (iii). •
REDUCIBLE H +-MATRICES
Let A be an n X n H + -matrix. Since Lyapunov diagonal stability and the property of being an H +-matdx are not affected by identical permutation of rows and columns, we may assume that A is in Frobenius normal form As mentioned in the previous section, a reducible H +-matrix is not necessarily Lyapunov diagonally semistable. In this section we determine which H +-matrices are Lyapunov diagonally semistable. We begin with a theorem which characterizes the Lyapunov diagonally stable matrices. THEOREM 
Let A be an H +-matrix. Then A is Lyapunov diagonally stable if and only if A is nonsingular.
Proof. Let the matrix A be given in the form (4.1). As shown in [3] , A is Lyapunov diagonally stable if and only if each A ii is Lyapunov diagonally stable. The assertion now follows from Theorem 3.19.
The characterization of Lyapunov diagonally semistable M-matrices contained in Theorem 0.1 does not hold for H +-matrices. For example consider the H +-matrix 1 1 o which is Lyapunov diagonally semistable, since A + AT is positive semidefinite. We shall, however, generalize the result of [2] to H +-matrices. for all nonempty sets a ~ < n ). Hence,
Because of the structure of B (4.8)
It follows from (4.7) and (4.8) that
In a similar way we prove that rankA[ ( n ) la] =rankA[a] .
• Similarly we have • LEMMA 
Let A be an n X n H +-matrix in Frobenius normal form (4.1). Then A has the principal submatrix rank property if and only if (4.4) holds for all sets a: such that A[ a:] is a singular A ii
Proof. By Lemma 3.20, it is clear that the singular irreducible principal sub matrices of A are the singular A; i' i = 1, ... , k. The lemma follows from Proposition 4.6.
• 
which implies the singularity of A + AT.
• We now complete the characterization of Lyapunov diagonally semistable H +-matrices. (ii) = (iv) by Lemma 4.10.
(ii) = (v): Let A have the principal submatrix rank property. We prove (v) by induction on the number k of irreducible diagonal blocks in the form (4.1). (also from Theorem 3.19).
Assume that the claim holds for k < m, and let k = m. We write A as Consider a principal submatrix C [ a] . If either any = 0 or a n [3 = 0 , then our claim follows from (4.20 Since the number of the subsets of (n > is finite, we can choose f small enough such that D is the required positive diagonal matrix.
(v) = (i): Obvious, since A is a Po-matrix.
• REMARK.
Using arguments similar to those in the first part of the proof of Theorem 4.14, one can prove the known results that a positive semidefinite matrix has the principal sub matrix rank property.
The following proposition is closely related to known results as in Lemma 5 of [13] . We give a proof for the sake of completeness. Proof. Since the principal submatrix rank property is invariant under multiplication by a nonsingular diagonal matrix, we may assume, without loss of generality, that the matrix D may be chosen to be the identity matrix (otherwise we apply our assertion for AD). By Lemma 4.22 the rank of A equals the maximum of the orders of nonsingular principal submatlices of A. Since the same holds for any principal sub matrix of A, it follows from the assumptions of the theorem that
for all f3 ~ (n > . 
Since, as is well known, for any square matrix X, = (iv) and (v) = (i), we have in general
These implications can be summarized by the following diagram: (4.38) . / ( i ) ,
We give three examples demonstrating that none of the other possible implications hold in general, not even for Po-matrices. Our examples involve nonsingular matrices. In order to have examples of singular matrices it is enough to add a zero row and a zero column to each of the matrices considered below. Observe that A has the principal submatrix rank property, since all its plincipal minors are positive. Assume that there exists a positive diagonal (i) The spectral abscissa a( A) of A E ~ n n is defined to be a{ A ) = max {Re A : A E spec{ A ) } .
(ii) The symmetric part of A, denoted by Re( A), is defined to be
The numerical abscissa of A is defined to be v{A) = a{Re{A)). Note that the symbol -was used more restrictively in [8] . In this section we apply the results of the previous sections to compare the numerical abscissas of matrices B diagonally similar to a given A E ~ n n to the spectral abscissas of A and IAI. It is easy to show that v(B) is in fact also the maximum of real parts of elements of the field of values V(B), where as usual V{B)= {X*BX:XEC n , x*x=l}.
This remark yields the well-known inequality a( A) ~ v( A) for A E ~ n n, and hence, since spec(D-IAD) = spec(A) for a nonsingular diagonal matrix D, it follows that
Further, since IAI ~ 0, it follows immediately from Perron-Frobenius that (5.4) a{IAI) is the spectral radius of IAI.
It is easy to refonnulate our results on Lyapunov diagonal stability in terms of diagonal similarity. We shall not do this in detail, but we furnish the required means in our next lemma. Let D be a positive diagonal matrix. is an H+-matrix, since a(IAD~ laiil, i = 1, ... , n.
(ii); follows from a(A) ~ a(IAI). Proof By Lemma 5.6(iii), (5.13) is equivalent to the existence of a Lyapunov scaling factor for H( A). The proposition now follows from Theorem 4.14.
• (ii) = (i): Trivial.
• Observe that it is necessary and sufficient for either of the equivalent conditions in Theorem S.lS to be satisfied that there should exist a block Au in the Frobenius normal form of A with a( A ii) = a( I A I). • We remark that the first equality in (S.12) does not imply the second. •
