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ABSTRACT 
A survey on the Hilbert space approach to existence, uniqueness and 
regularity of solutions of homogeneous elliptic boundary value problems 
is given. 
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PREFACE 
There are a large number of books in which a detailed exposition of 
the Hilbert space approach of boundary value problems for elliptic differ-
ential equations is given. In contrast with these books, some of which are 
listed at the end of this report, the aim of this report is to meet the 
needs of the applied mathematician, who is interested in the general idea 
of this approach of elliptic boundary value problems, and wishes to see the 
connection between the concepts involved without having to go into all of 
the details of the proofs. Therefore, in this survey nearly all proofs are 
omitted, although references are given. 
Sobolev spaces of functions defined in a region of lR.nare introduced 
in section 1. Replacing the original boundary value problem by the problem 
of finding a function satisfying an equation expressed in terms of a bi-
linear form defined on a Sobolev space is the subject of section 2. Section 
3 is devoted to the existence of a unique solution of this new problem, the 
so-called generalized boundary value problem. Section 4 deals with the reg-
ularity of solutions, i.e., with the question under which conditions a so-
lution of the generalized problem is a "classical" solution. Section 5 
shows us how other boundary conditions (Neumann, mixed) can be examined. 
In section 6 some remarks on·the regularity of solutions of boundary value 
problems in a domain with non-smooth boundaries (having "corners") are made. 

I. SOBOLEV SPACES 
The concept of the partial derivative of a function is generalized. 
Functions having generalized derivatives up to a certain order can be 
shown to form a Hilbert space, the so-called Sobolev space of that order. 
The further part of this section is concerned with the description of some 
properties of these spaces, among which the fact that Sobolev spaces can 
be imbedded in other spaces is of great importance. 
I.I. Standard notations. The usual notations will be employed. Throughout 
this report x = (xI, ••• ,xn) is a variable point in the real n-dimensional 
Euclidean space lR.n; the Euclidean length of xis lxl = (x2I+ ••• +x2)½; D. = 
PI P n i 
= a/ax., nP = DI ••• D n where pI, .•• ,p are non-negative integers and p = 
i n n 
= (pI,. •. ,pn), lpl = pI+ ••• +pn. Given an open set n in lR.n,we shall denote 
m by C (n), m=O,I,2, .•• , 00 , the set of all complete valued functions that are 
m -
continuous inn together with their first m derivatives, and by C (n) the 
set of functions that have this property uniformly inn. If the boundary 
an of n is "sufficiently" smooth -it will be explained later on more pre-
cisely which conditions should be imposed on an-, then Cm(Q) is exactly 
the set of functions of which the derivatives up to order m may be consid-
ered as continuous functions ·on n. The subset of Cm(n) of all functions ha-
m 
ving a compact support inn is denoted by c0 (n). 
00 
Now take m = 00 • The set c0 (n) can be regarded as a linear space. If 
' 00 
one additionally introduces a certain topology on c0(n), the topological 
vector space V(n) is obtained. A continuous linear functional on V(n) is 
00 
called a distribution inn. Elements of c0 (n) are usually denoted by~, 
and frequently the notation <f,~> is used when meaning that f is a distri-
bution inn. 
The norm of an element of the Hilbert space of square integrable func-
tions inn, L2(n), is defined as 
and the inner product as 
2 
Finally, let u be a function defined in Q; its restriction to a region 
QI c Q is usually denoted by uJQ. 
I 
1.2. Definitions. If the distributional derivative v = Dpu belongs to L2 (Q), 
it is said that vis the p-th weak d,erivative of u. Since in that case 
f v <f, dx 
111 
P def Ip I p Ip I f p 
= <D u,q,> = (-1) <u,D q,> = (-1) Q uD q, dx, 
one can also define the p-th weak derivative as the function v E L2 (Q) sat-
isfying 
Let m be a non-negative integer, and Q an open set in lRn. Then them-th 
m SoboZev space H (Q) by definition consists of all functions u having weak 
partial derivations up to order m. The scalar product of Hm(Q) is defined 
as 
(u,v) n = 
m, .. 
The norm associated with this scalar product is written as !lull ~· When 
m,36 
confusion is unlikely, the index Q is often suppressed. 
Notice that HO(Q) = L2 (Q). From the definitions it follows that 
if k ~ m ~ O, 
where the inc:lusions should be taken in the set theoretical sense. The fol-
lowing theorem is not hard to prove. 
m 1.3. Theorem. The space H (Q) as defined above is a Hilbert space in the 
norm II • llm Q" 
' 
Proof: See Wloka [1969], p. 2. D 
3 
1.4. Remark. An alternative definition for Hm(n) can be given in the fol-
lowing manner. Let cm*(n) denote the linear normed space of all functions 
u in Cm(n) having finite norm llullm,n· A sequence (~):=I is a Cauchy se-
. cm*(,...), 1.·f quence 1.n "' 
II nPu. - nPu II + o 
K i o,n as k,t+oo, 0 ~ lpl ~ m. 
where now nPuk means the derivative in a classical sens.e. Since L2(n) is a 
complete space, nP~ converges to a certain u(p) € L2(n). One is accustomed 
to call u(p) the p-th stPong derivative of u. Them-th Sobolev space is 
then defined to consist of all functions u € L2(n) for which there exists 
a Cauchy sequence (~) in cm*(n) such that II u-~llo,n + 0 ask+ 00 • 
For very general domains n, the two definitions are equivalent. Fried-
man [1969], p. 14 ff., gives a proof in case n is bounded, Agmon [1965], 
p. 11 ff., in case n satisfies a certain, easily fulfilled, condition. 
Note, that once this equivalence is established, Hm(n) can be seen as 
. m* < ) . 11 11 the completion of C n with respect to the norm • ,..., and even of 
m,u 
C00 'm*(n), by which we mean the linear normed space of all functions u of 
0() 
C (Q) with finite norm llull ,.... We shall be in need of a classification of m,~, 
the types of boundaries an open set in lR.n can have. First of all there is 
the rather general cone condition. Besides we have more specific smoothness 
conditions. 
I. 5. Definition. (See figure 1. 1). An open set n c lR.n is said to satisfy 
the cone condition if there exists a fixed spherical cone C with a certain 
opening and height, such that for each x €none can construct a cone C' 
with vertex x congruent to C that lies completely within n. 
C 
.c:::::::J 
Figure 1.1 
xi'··· ,xn-1 
Figure 1.2 
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l • 6. Definition. The boundary aQ of a domain Q c lR.n is said to be of class 
ck in the neighbou:t'hood of x 0 arl, if there exists set Qo (e.g. € an open a 
ball), with 0 E QO' such that each point X of oQ n Qo can be represented X 
in the form 
( l. l) 
and that 
(l.2) 
in QO n Q, both for some i, l~i~n, with h a k times continuously differ-
0 0 0 0 0 
entiable function. Note that, in particular, x. = h(x 1, ... ,x. 1,x. 1, ••• ,x ). 1 1- 1+ n 
In figure 1.2 the situation is shown for i = n. 
If his k times differentiable, and if the derivatives of order k are 
Lipschitz continuous, oQ is said to be of class Ck,l in the neighbourhood 
of X € oQ. 
X € 
If the boundary is of class Ck (Ck,l) in a neighbourhood of each 
orl, then one simply says that orl is of class ck (Ck,l). 
Clearly, the direction of the normal to the boundary is only defined 
in points x E 3Q in the neighbourhood of which 3Q is of class c 1• Further-
more, if 3Q is of class CO,l, Q has the cone property. 
We now wish to generalize the co~cept of zero values of the deriva-
tives taken along the normal to the boundary of a certain function defined 
on Q, To this end we first give a definition. 
1.7. Definition. H;(Q) is the completion of C~(Q) in Hm(Q). It is well-
known that %(Q) is dense in L2(rl), from which it follows that Hg(Q) = L2 (rl). 
Form~ I, H;(Q) is a real subset of Hm(Q). 
1.8. Lemma. Let x0 be a point on the boundary of a domain Q, and let orl be 
Lipschitz continuous in a neighbourhood of x0 • If u E H;(Q), if Dpu is con-
tinuous in a neighbourhood of x0 in Q, and if lpl ~ m-1, then Dpu vanishes 
at xo· 
Proof: See Agmon [1965], p. 106 ff. D 
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A direct consequence of this leIIDila is that if aQ is Lipschitz continu-
ous' 
m m-1 - p if u€H0 (Q) n C (Q), then Du= 0 for all p with lpl ~ m-1. 
1.9. LeIIDI1a. If Q is 
for lpl ~ m-1, then 
bounded and aQ of class Cm 
' m 
u € H0 (Q). 
Proof: See Agmon [1965], p. 130. D 
1.10. Definition. If aQ is of class c1, the normal to the boundary aQ ex-
m - p ists everywhere. In that case for functions u.€ C (Q) the property Du= 0 
at aQ for all. p with Ip I ~ m-1 is equivalent with aju/a) = 0 at aQ for 
j=O, ••• ,m-1, where a/av denotes the derivative along the inward normal to 
m 
aQ. LeIIDI1as 1.8 and 1.9 thus justify the following definition. If u € H0 (Q), 
then u is said to satisfy the homogeneous boundary conditions 
j=O, ••• ,m-1 
in the genePaZized sense. In the next section we shall see how the concept 
of generalized boundary conditions is used in connection with boundary value 
problems. 
Now consider the identity mapping Hk(Q) + Hm(Q), k > m ~ 0. It is eas-
ily seen that this mapping is ·continuous. This is a very simple example of 
an imbedding theorem. The following theorem, due to ReZZiah, states a 
stronger result. 
1, 11. Theorem. Let Q be a bounded domain in lR.n • Then the identity mapping 
I:Ht(Q) + H~(Q) is compact for any k > m ~ O. If the boundary of Q is Lip-
schitz continuous, the identity mapping Hk(Q) + Hm(Q) is also compact for 
k > m ~ 0. 
Proof: See Agmon [1965], p. 29 ff. and p. 99, Friedman [1969], p. 31. D 
Often we wish to bring them-th Sobolev norm of a function in connec-
tion with the traditional sup-norm. This is done by means of the next theo-
rem. 
1. 12. Theorem. Let Q be a bounded domain in lR.n satisfying the cone condi-
6 
tion. If u is a function 1n Cm(Q) n Hm(Q), and if m > n/2, then 
lu(x) I ::;:; cons t. 11 u 11 "' 
m,~G 
where the constant only depends on n and the opening and height of the cone. 
Proof: Friedman [1969], p. 22. D 
This section is concluded by an important imbedding theorem, that tells 
us in which cases a function having generalized derivatives can be consid-
ered as a function with classical derivatives. 
n 1. 13. Theorem. (SoboZev) Let Q c: JR be a bounded domain having the cone 
m property, and let u belong to H (Q) for some m. If k ~ 0 satisfies the in-
equality m > k~n/2, then u can be redefined on a set of measure zero in 
k 
such a way that it belongs to C (Q), One usually expresses this fact less 
rigorously by saying that form> k+n/2 Hm(Q) c: Ck(Q). 
Proof: Friedman [1969], p. 30, Agmon [1965], p. 32. D 
Let us introduce for u E Ck(Q) the norm 
lllulllk Q = l &up IDpu(x)I 
' Ip l::;:;k xEQ 
( I. 4) 
and the normed linear space C~(Q) consisting of all u in Ck(Q) with finite 
norm (1.4). From theorem 1. 12 it can be easily concluded that for m > k+n/2 
the mapping u 1-+ u defines a bounded imbedding of Hm(Q) into Ck(Q). Since 
* 0 I for bounded domains Q with boundary belonging to class C ' there holds 
k k -C (Q) = C (Q), theorem 1. 14 has the following corollary. 
* 
n I. 14. Corollary. Let Q c: JR be a bounded domain, and its boundary c)Q of 
class c0 ,I. If m > k+n/2, then Hm(Q) c: Ck(Q); moreover, the imbedding 
Hm(Q) ➔ Ck(Q) defined by the identity mapping is continuous. 
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2. THE GENERALIZED DIRICHLET PROBLEM 
The essential feature of Hilbert space methods for elliptic partial 
differential equations is to translate the boundary value problem into a 
so-called generalized problem of finding the solution of an equation in a 
Hilbert space expressed in terms of a bilinear form defined on that Hilbert 
space. Afterwards one then shows in which circumstances the solution of the 
generalized problem is also a solution to the problem originally stated. In 
this section we shall give a formulation for the Dirichlet problem for el-
liptic equations. In section 5 other boundary conditions are considered. 
2.1. Definition. The differential operator 
n n 
(2. I) L = -I D.(a .. (x)D.•) + l a.(x)D.• + a0 (x)·, 
.. I 1 1J J i"=I 1 1 1,J= 
where the coefficients a .. are real or complex valued, and, for the moment, 1J 
are supposed to be sufficiently smooth for the operator to exist, is called 
unifoPmZy stPongZy eZZiptia in an open set n c lR.n, if there exists a con-
stant E > 0 such that 
n n 
(2. 2) Re l 
i ,j=I 
a .• (xn·.~. ~ E 
1J 1 J I i=I 
for all~ E lR.nand x En. The constant Eis called the module of eZZipti-
aity. 
2.2.Dirichlet problem. We now give a description of the Dirichlet problem 
for a second order elliptic differential operator. Consider a bounded do-
main n c lR.nwith continuous boundary an. Let L be a uniformly strongly el-
liptic operator in n, and let f and g be given functions defined in n and 
on an respectively. The Dirichlet problem then consists of finding a func-
tion u satisfying 
(2.3) Lu= f inn, 
(2.4) u = g on an. 
8 
If a function u belongs to c2(Q), and satisfies (2.3), it is called a 
classical solution of the equation (2.3). A function u E c0 (n) is said to 
satisfy the boundary condition (2.4) in the classical sense. If u E c2(Q) 
n CO(Q) and if u satisfies (2.3) and (2.4), then one calls u a classical 
solution of the Dirichlet problem (2.3), (2.4). 
In this stage of the exposition we wish to consider homogeneous bound-
ary conditions only. This would be no loss of generality, if we had a theo-
rem establishing the existence of a (sufficiently smooth) function F defin-
ed on Q, satisfying (2.4) on a~, since in that case we could consider w = 
= u-F, being a solution of the Dirichlet problem with vanishing boundary 
conditions 
Lw = f <lef f - LF in Q, 
w = 0 on aQ. 
It can be proved that such a function exists if Q and aQ satisfy certain 
conditions. Friedman [1969] gives a proof for the simple case one obtains 
if one imposes rather strong conditions on aQ. A general theory is found 
in Lions and Magenes [1968], or Necas [1967]. Here, we merely postulate 
the existence of such a function F. 
2,3. Bilinear forms. We wish to discuss in a more or less heuristic fashion 
the introduction of bilinear forms in connection with elliptic differential 
equations. Let us consider the Dirichlet problem with homogeneous boundary 
data 
(2.3) Lu= f in Q, 
(2.5) u = 0 on aQ, 
co 
and let u be a classical solution of this problem. Then for all~€ c0 (Q) 
By integration in parts we obtain 
9 
n n ( -l D . a . . ( x) D . u , cj> ) 0 = i,j=l i 1J J l (a .. (x)D.u,D.cp) 0• i,j=l 1J J 1 
Hence, if u is a classical solution of equation (2.3), we have for all 
n n 
(2.6) l (a .. (x)D.u,D.cj>)o + l (a.(x)D.u,cj>)o + (ao(x),cj>), = (f,cl>)o 
i,j=l 1J J 1 i=l 1 1 
If we now define for u and v belonging to c1(n) the expression B(u,v) as 
n n 
(2. 7) B(u,v) = l (a .. (x)D.u,D.v) 0 + l (a.(x)D.u,v) 0 + (a0(x)u,v) 0 , i,j=l iJ J J i=l 1 1 
then we may write (2.6) as 
(2. 8) B(u,cj>) = (f,cj>)O,Q 00 for all cj> € c0 (Q), 
It is clear that B(u,v) is a bilinear expression. It is called the biZinear 
form associated with L. Observe that it can be defined under less restric-
tive conditions on the coefficients aij than is possible in the definition 
of the operator L. In fact a ... (x) € L2(Q) is already sufficient. Moreover, 
1J 
if one allows generalized derivatives, then B(u,v) can be defined for all 
1 
u,v € H (Q). In that case Lin (2.1) is not a differential operator in the 
classical sense; but L does of course·have a meaning in the distributional 
sense. 
The formaZ adjoint of Lis defined as 
n n 
(2.9) 1* = -I D.(:i .. (x)D.•) - l D.(:i.(x)•) + a0 (x)• • i ,j= I i 1J J i= I i i 
Assuming the coefficients a .. to be continuously differentiable, one easily 
1J 
obtains the equality 
(2.10) 
10 
The right hand side of (2.10) also exists if one takes for~ a function 
u E L2(n), the left hand side does not. This leads us to the concept of 
weak solution: a function u is called a weak solution of Lu= fin n, if 
u E L2 (no) for all no with no c n, and if 
'.l 
(2. 11) * (u,L ~)o,n = (f,~)o,n 
Here f is assumed to be square integrable. Some authors call u a strong so-
lution of the equation Lu= f, if u E H1(n0) for all n0 with n0 c n, and if 
(2.12) 
00 
where Bis the bilinear form associated with L. Since, by definition, c0 (n) 
is dense in H~(n), (2.12) remains true for all~ E H~(n). 
Now the following assertion can be easily proved: let a .. ,a. belong to 
1 0 1 1J 1 
C (n)~ a0 belong to C (n), and let u be a function in H (n0) for any n0 
with n0 c n, then u is a weak solution if and only if it is a strong solu-
tion. Therefore we are legitimated to forget the distinction between weak 
and strong in most cases, and to speak simply of generalized solutions of 
the equation Lu= f. 
In the preceding section we have already given a generalized notion of 
the boundary condition (2.4). Additionally, we introduce the following ter-
1 
minology. The problem of finding a function u E H0 (n), satisfying 
B(u,v) = (f,v)O,n 
where f E L2 (n) is a given function, is called the generalized problem for 
(2.3), (2.4), or the generalized Dirichlet problem for homogeneous boundary 
data. A solution of the generalized problem is called a generalized solu-
tion of the Dirichlet problem (2.3), (2.4). In this terminology we state 
the following theorem. 
2.4. Theorem. Let n be a bounded domain with continuous boundary, and let 
I 0 
a .. ,a. EC (n), a0 EC (n). If u is a generalized solution of the Dirichlet 1J 1 2 
problem for homogeneous boundary data, and if u EC (n) n c0 (n), then u is 
I I 
a classical solution. 
Proof: From 2.3 it easily follows that u is a classical solution of thee-
quation. That u satisfies the boundary condition (2.5) in the classical 
sense, is a consequence of theorem 1.10. D 
2.5. Example. Consider in Q c :m.n the Dirichlet problem 
-tm = f in n, 
u = 0 on an. 
2 2 ' I, p', "'\. n I~ t I 
where 6 is the Laplace operator Ei=I a /axi; -6 is 0 elliptic with elliptici-
ty module I. The bilinear form associated with -6 is the Dirichlet form 
(integral) 
(2.13) D(u,v) D.uD.v dx = 
1 1 
n 
l (D.u,D.v)o n' i= I 1 1 ,~6 
The generalized Dirichlet problem: find u E H~(Q) such that 
D(u,v) = (f,v)O,Q for all v € H~(Q) 
Now let n be bounded, and~ E c;(n). Then there exiats a cube C: {x I lxl < c} 
such that Q c C. One has 
X 
= f _: D ~(x 1, ••• ,x I'~ )d~ • n n- n n 
Applying the Cauchy-Schwarz inequality, one obtains 
Integration of this result with respect to x in the interval (-c,c) yields 
n 
dx ~ 4c2 fc 
n -c 
In ~(x1,···,x I'~ )I d~. n n- n n 
12 
Repeated integration with respect to the remaining n-1 variables leads to 
the result 
(2. 14) 
The above argument remains true if n is bounded in one direction, say x, 
n 
only. Combining (2.13) and (2.14) one finds 
(2. 15) KD(u, u) 2 2: llullo,n 1 for all u € H0(n), 
which is known as Poinaare's inequality. One also has 
(2. 16) 2 II u 11 1 n = , 
2 D(u,u) + llullo,n s (l+K)D(u,u) 
1 for all u E H0(n), from which it follows that D(u,u) may be used as a norm 
equivalent to llull 1• 
2. 6. Definition. Let V be a Hilbert space with norm 11 • IIV, and let B(u, v) 
be a bilinear form defined on V. If, for some positive constant 
Re B(u,u) . 2 2: const. llullv for all u E V, 
Bis called strongly coercive over V. 
1 In view of (2.16) D(u,v) is strongly coercive over H0(n). We shall de-
rive an inequality for bilinear forms which are associated to more general 
strongly elliptic operators. 
2.7. Theorem. Let L be the uniformly strongly elliptic differential opera-
tor inn c JR.0 of definition 2.1. Let further B be the bilinear form associ-
ated with L. Assume further that the coefficients a.(x) are uniformly 
l. 
bounded inn. Then there exist constants c > 0 and AO 2: 0 such that 
(2. 17) Re B(u,u) 
13 
1 for all u EH (n), where the constant c only depends on n, and AO only on 
n, E, and on sup { la.(x)I I x En, i=O, ••• ,n}. 
1 
Proof: Since the argument of the proof is both elementary and clarifying, 
we give it here. For simplicity we assume the coefficients and all functions 
occurring to be real. Using the uniformly strong ellipticity of L,we obtain 
n n 
B(u,u) = l (a .. D.u,D.u)o + l (a.D.u,u)o + (aou,u)o 
i,j=l 1J J 1 i=l 1 1 
where the positive constant c 1 is depending on the upperbound of ai(x), 
i=O,l, ••• ,n. As for arbitrary E > 0 
it follows 
B(u,u) 
By an adequate choice of E one obtains (2.17). 0 
Inequality (2.17) is a special case of the so-called Garding's ine-
quality. It expresses a somewhat weaker property than strong coercivity. 
In connection with this observation the following definition should be seen. 
2.8. Definition. Let H be a Hilbert space with norm 11 • IIH, and let V be a 
linear subspace of H that is dense in H. Suppose that Vin its turn has a 
norm 11 • llv in which it is a Hilbert space. Suppose further that llullH :s; 
:s; canst. llullv for all u E V. A bilinear form B(u,v) defined for u,v E V 
is said to be aoeraive over V, if there exist constants c 1 > 0 and c2 ~ 0 
such that 
(2.18) Re B(u,u) 
14 
for all u EV. 
Theorem 2.7 can be reformulated as follows: under the conditions given 
there B(u,v) is coercive over H1(Q), An important special case of an ellip-
tic operator Lis considered in the next theorem. 
2.9. Theorem. Let L be the strongly elliptic operator 
n 
L• = -I D.a .. (x)D.· + a0 (x)•, i,j=l 1 l.J J 
where a0 (x) satisfies for some a 0 , a0 (x) ~ a 0 > 0 for x E Q, The bilinear 
form associated with L, i.e. 
n 
B(u,v) = l (a .. D.u,D.v)o n + (aou,v)o,n 
i,j=I l.J J 1 '" •• 
I 1.s strongly coercive over H (Q). 
Proof: The result follows from 
Re B(u,u) ~ E □ 
We have given a number of coerciveness results for bilinear forms as-
sociated with second order elliptic equations. The existence theory in the 
next section is based on the coerciveness of bilinear forms. But before 
proceeding to the existence of solutions we wish to generalize the above 
results for higher order elliptic equations. 
2.10. Definition. The differential operator of order 2m 
(2.19) L = I 
Ip I , I q I $;m 
is said to be uniformly strongly elliptic in a domain Q c JR.n, if there ex-
ists a constant E > 0 such that 
Re I 
lpl=lql=m 
a (x)~p+q 
pq 
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n for all x En and~ E lR. Notice that in (2.19) not the most general 2m-
th order elliptic operator is defined. Nearly all authors restrict them-
selves to this type of operator. 
2.11. Dirichlet problem for higher order equations. Let n be a bounded do-
main in lR.n, with continuously differentiable boundary. The Dirichlet prob-
lem for the uniformly elliptic operators of order 2m 
(2.20) Lu= f in Q 
is obtained by requiring 
(2.21) ~ju/~vj = g. on ~n J·-o m I a a au, - , ••• ·, - , 
J 
where f and g., j=O, ••• ,m-1 are given functions. In the same way as for 
J 
second order elliptic equations we shall confine ourselves to the Dirich-
let problem with homogeneous boundary data. 
The introduction of bilinear forms is performed in the same fashion 
00 
as was done for second order operators. Let~ be any function in c0 (n), 
then a classical solution u of (2.20) satisfies 
Integrating the left hand side in parts, one finds 
(2.22) 
00 
for all~ E c0 (n). Allowing generalized derivatives, one can define for all 
u,v E Hm(Q) the bilinear form associated with L 
(2.23) B(u,v) = 
The concept of generalized solution of the equation Lu= f, in case L 
is a 2m-th order elliptic operator, shows no difference with the case of 
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second order equations. Exactly as one might expect, the operator 
* I., = I 
Jpl, JqJ:;;m 
is called the formal adjoint of L (note that L = 1* if the coefficients are 
real). If u E 12 (Q0) for all QO with QO c Q, and if 
(2.24) * (u,L ~)O,Q = (f,~)O,Q 
then u is called a weak solution. And, as expected, u is called a strong 
solution if u E Hm(Q0 ) for all QO with ~O c Q, and if 
where f is some given function belonging to 12 (Q). 
Just as in the second order case, one may overlook the distinction be-
tween weak and strong solution, because of the validity of the following 
assertion: l,et a belong to clql (Q) for all multi-indices pq, and let u 
pqm -
be a function of H (Q0 ) for any QO with QO c Q, then the concepts of weak 
and strong solutions are equivalent. 
Finally, the problem of finding a function u E H;(Q), such that 
(2.25) B(u,v) = (f,v)O,Q 
holds for all v E H;(Q), will be called the generalized Dirichlet problem 
with homogeneous boundary data for the equation Lu= f. Analogous to theo-
rem 2.4 one has: 
2.12. Theorem, Let Q be a bounded domain with continuously differentiable 
boundary, and let a (x) belong to both clPl(Q) and clql (Q). If u is a gen-pq 
eralized solution of the Dirichlet problem for the equation Lu= f with ho-
mogeneous boundary data, and if u E c2m(Q) n Cm-l(IT), then u is a classical 
solution. 
Proof: Combine the results of 2.11 and theorem 1. 10. Observe that the c 1 
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boundary is only needed to be able to define the normal to the boundary in 
every point of 3Q, D 
2.13. Example. Consider 1.n Q c lR.n the Dirichlet problem 
l:!.trn = f 
u = 3u/3v = 0 
inn, 
on 3Q, 
where I:!. is the Laplace operator; I:!.!:!. is called .the biharmonic differential 
operator. To show that !:!.I:!. is uniformly strongly elliptic, one must calcu-
late the sum 
I 
lpl=lql=2 
Since a = I for lpl=lql=2, p = q and only one p. in p = (pl''' 0 ,pn) is un-pq l. 
equal to zero, a = 2 for Jpl=lqJ=2, p = q and only two p., p. unequal pq l. J 
zero, and a = 0 otherwise, one finds pq 
I 
lpl=lql=2 
The bilinear :form associated with !:!.I:!. 1.s 
(2.26) B(u,v) = (l:!.u,l:!.v) 0 ,Q, 
which is defined for all u, v E H2 (Q). 
2 In order to prove the strong coercivity over H0 (n) of this bilinear 
form, we need an inequality that is derived by repetitive application of 
(2. 14) 
to 
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2 Because the last quantity 1.s equal to lltiull 0 , it is shown that 
(2. 27) 2 for all u E H0 (Q). 
The generalized Dirichlet problem with homogeneous boundary data 1.s to find 
a u E H;(Q) such that 
2 for all v E H0 (Q). 
The following theorem is merely a generalization of the argument estab-
lishing (2.27). 
2. 14. Theorem. Let L be a uniformly strongly elliptic operator with con-
stant coefficients in Q (Q bounded in at least one direction), in which no 
derivatives of order less than 2m occur, i.e. 
L•= I 
lpl=lql=m 
Then the bilinear form associated with L, 
B(u,v) = 
is strongly coercive over H~(Q). 
Proof: See also Agmon [1965], p. 80, or Friedman [1969], p. 34 ff. D 
The generalization of theorem 2.7 for higher order elliptic operators 
is far more difficult to prove. Here we just state the result. It is known 
as G~ding's inequality. 
n 2.15. Theorem. Let Q c JR be a bounded domain, and let the operator L given 
by (2. 19) satisfy the following conditions: 
(Ll) 
(L2) 
(L3) 
L is uniformly strongly elliptic in Q with a module of ellipticity E; 
the coefficients a (x) of Lare uniformly bounded in Q; pq 
the principal coefficients (lpl=lql=m) are uniformly continuous 1.n Q, 
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m Then the bilinear form B associated with Lis coercive over H0(n), i.e. 
there exist constants c > 0 and AO~ 0 such that 
(2.28) Re B(u,u) 
m for all u € H0(n). Here, c only depends on m and n, and AO on n,m,E, on the 
largest modulus of continuity of the principal coefficients and on 
sup { la (x) I I x € n, lpl, lql~m}. pq 
Proof: See Agmon [1965], p. 75 ff. and Friedman [1969], p. 34 ff. The pre-
ceding theorem is a first step of the proof of G~rding's inequality. D 
2.16. Remarks. Theorem 2.14 also applies to second order operators. Notice 
the difference between the theorem on coercivity above. In the second order 
case coercivity over H1(n) is proved, but for higher order equations one 
has a less strong result, namely coercivity over H~(n). Theorem 2.9, on a 
special second order operator, has no extension for·m > 1. Finally, we have 
seen that if the principal coefficients are constants, and the other zero, 
m the associated bilinear form is strongly coercive over H0 (n) for both m = 1 
and m > 1. 
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3. EXISTENCE OF SOLUTIONS 
The theory of existence of a solution of the generalized Dirichlet 
problem with homogeneous boundary data has its roots in two fundamental re-
sults, the Riesz representation theorem and the Fredholm alternative for 
compact operators in a Hilbert space, In this section first an extension 
of Riesz's theorem is given, known as the Lax-Milgram lemma, which is suf-
ficient in case the bilinear form considered is strongly coercive. If the 
bilinear form is coervice only, then the Fredholm alternative is needed to 
prove the existence of the solution. 
3. 1. Theorem (Lax-Milgrcon). Let B(u,v) be a bilinear form on a Hilbert 
space V with inner product ( •, • )V and norm 11 • II V' and assume that B is 
bounded on V, i.e. there is a constant k ~ 0 such that for all u,v EV 
IB(u,v)J :,; k llullv llvllv, 
and that Bis strongly coercive over V. Then every bounded linear function-
al F(v) on V can be represented in the form 
(3. 1) F(v) = B(u,v) 
for some u EV, which is uniquely determined by F. 
Proof: See Friedman [1969], p. 41. D 
This theorem is a generalization of the Riesz representation theorem 
and is in agreement with the remark made before, that a strongly coercive 
bilinear form resembles an inner product. 
3.2. Corollary. Applying the Riesz representation theorem to (3.1) we can 
define a mapping A:V ➔ V by 
B(u,v) = (Au,v)V. 
It can be shown that this mapping A is linear and bounded, that A is sur-
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-I jective, so that A has a bounded inverse A • See e.g. Friedman [1969], 
p. 41 ff. Consequently, there exists for each g EV a uniquely determined 
u EV solving the equation 
(Au,v)V = (g,v)v for all v € V, 
which is equivalent to 
Au= g 
considered as an abstract operator equation in the Hilbert space V. 
The following existence theorem is a direct consequence of the Lax-
Milgram theorem. 
3.3. Theorem. Assume that the uniformly strongly elliptic operator L has 
m 
an associated bilinear form that is strongly coercive over H0 (n). Then there 
exists a unique solution of the generalized Dirichlet problem with homogen-
eous boundary data 
(3.2) Lu= f 
(3.3) u = 0 
2 inn, f EL (n), 
on an. 
Proof: See also Friedman [1969], p. 43. H~(n) plays the role of V mentioned 
in 3.2, and (f,v)o,n the role of F(v) in theorem 3.1. D 
Possibly the following diagram can be of help in understanding the 
situation. The differential operator Lis an unbounded operator from the 
subset D = {v E H~(n)j Lv E L2(n)} onto L2 (n), whereas A is a bounded map-
ping from H~(n) onto itself; I is the bounded imbedding discussed at the 
end of section 2. The bounded mapping r* is defined by the equality (again 
the Riesz representation theorem is used) 
(z,Iv)O,n * = (I z,v) n, m,u 
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where z € 12(n), v € H~(n). Given a f € 12(n), the solution of the gener-
alized Dirichlet problem with homogeneous boundary data (3.2), (3.3) can 
then be expressed as u = Gf d~f A- 1r*f; from the definition it follows that 
G is bounded. 
3.4. Corollary. Assume that the operator L satisfies (LI), (12) and (13) of 
theorem 2.15, and let AO be the constant appearing in (2.28). Then the gen-
eralized Dirichlet problem with homogeneous boundary data for the equation 
(L+A)u = f has a unique solution for any A~ A0 • 
Proof: The bilinear form associated with L + A, i.e. 
m is strongly coercive over H0 (n). D 
What remains is the investigation of the generalized Dirichlet problem 
for L + A, with A< A0 , the case in which BA(u,v) is not strongly coercive 
over H~(n). Without loss of generality we assume A= O. First the Dirichlet 
problem for L + AO is considered in the same fashion as in theorem 3.3 and 
3.4. The mapping A mentioned in corollary 3.2 is now defined by 
BA (u,v) 
0 
= (Au,v) n• 
m,u 
-I The maps A and Gare introduced consistently with this definition. From 
theorem I.II we know that the identity mapping 
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is compact. Consequently, the composition 
is also compact, for G is a bounded mapping. Having a compact mapping of 
L2(n) into itself, we may apply the Riesz-Schander theory. The following 
theorem is based on this theory. For details see Agmon [1965], p. 102 ff., 
and Friedman [1969], p. 44 ff. 
3.5. Theorem. Let L satisfy the conditions (LI), (L2) and (L3) (see theorem 
2.15). Then the Fredholm alternative holds for the generalized Dirichlet 
problem with homogeneous boundary data. More precisely, if Bis the bilin-
ear form associated with L, then for any f E L2(n) either there exists a 
unique solution u E H;(n) of 
(3.4) B(u,v) = (f,v)O,n 
or the homogeneous equation 
(3.5) B(v,u) = 0 
m for all v E H0 (n), 
for all v E H;(n) 
has a finite number of linearly independent solutions u., j=l, ••• ,k, be-
J 
longing to H;(n), in which case there exists a solution of (3.4) if and 
only if 
j=l, ••• ,k; 
this solution is not unique. 
Proof: Apply the Fredholm alternative to the equation 
u - A0IGu = IGf, 
which is equivalent to (3.4), G being the operator defined in 3.4, 0 
3.6. Remark. It is easily seen that the complex conjugate of B(v,u) is the 
bilinear form associated with the adjoint L* of L. 
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4. REGULARITY OF SOLUTIONS 
Consider a solution u E Hm(Q) of the generalized Dirichlet problem. In 
regularity theory the question is dealt with, which conditions should be im-
posed on the bilinear form, such that u belongs to a higher order Sobolev 
space Hm+k(Q). This question is important for the following reason. Sobo-
lev's theorem shows that, given a non-negative integer k, for sufficiently 
large j the Sobolev space of order j is imbedded in the space of k times 
continuously differentiable functions Ck(Q). if a generalized solution is 
to be classical, it therefore has to belong to such a Sobolev space. 
Throughout this section L will be the differential ope'rator of order 
2m given in definition 2.10, and B the bilinear form associated with L. 
4. I. Global outline. We shall try to give the reader a global idea along 
which lines the argument of the regularity theory runs. For details one 
is referred to e.g. Friedman [1969], p. 47 ff. 
The regularity theory is divided into two parts, the first dealing 
with regularity of the solution in the interior of the domain Q, the second 
handling the regularity up to the boundary an. 
The steps to prove the regularity in the interior are the following. 
First we observe that the difference quotient with respect to xi, i=I, ••. ,n, 
( 4. I) k -I i u (x) = h (u(x+he) - u(x)), 
i 
where e = (o. 1, •.. ,o. ), o.k being the Kronecker delta, is well defined in i in i 
each subdomain Q' with Q' c Q, if h is smaller than the distance of Q' to 
k h 3Q. If u EH (Q), then of course u E k -H (Q') for any Q' with Q' c Q, Fur-
thermore, it can be shown that if u E Hk(Q), then lim II uh-D. u Ilk-I Q" and 
h➔O i ' 
also that if u E Hk(Q) and if for any subdomain Q' with Q' c St, lluhllk,Q' ::=:; 
::=:; c for all :sufficiently small h, where c is a constant independent of Q' 
and h, then D.u E Hk(Q) and IID.ullk n ::=:; c. 
i i ,·~ 
The next step to establish interior regularity of the solution is to 
prove that under certain assumptions for the bilinear form B associated 
with L, which will be specified below, the difference quotient uh of a 
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function u € Hm(n) satisfying 
B(u,v) = (f,v)O,Q for all v € H~(n) 
is uniformly bounded for sufficiently small h. By passing to the limit 
h ➔ 0 then by means of the result stated above it is proved that D.u € Hm(n), 
1 
i=l, ••• ,n, from which it follows that u € Hm+l(n). This line of reasoning 
can be repeated a number of times, depending on the properties of B. 
We now simply state the final results for· interior regularity. 
4.2. Definition. Let j be a non-negative integer. The bilinear form 
B(u,v) = 
is said to be j-smooth if the coefficients a (x), for lpl+j-m ~ O, lql ~ m, 
lpl+j-m - pq belong to C (n). 
If this assumption holds, then we denote by Ka bound on the first 
lpl+j-m derivatives of all coefficients a (x) inn where lpl+j-m ~ O, lql ~ m. pq 
4.3. Theorem. Let 1 ~ j ~ m. Assume that 
(LI) Lis uniformly strongly elliptic inn with ellipticity module E; 
(12) 
(S.) 
J 
the coefficients a (x) are uniformly bounded by a constant M; pq 
the bilinear form B associated ~ith Lis j-smooth. 
2 m Let further f € L (Q), and let u € H (Q) satisfy the equation 
( 4. 1) B(u,v) = (f,v)O,n m for all V € Ho(n). 
Then for any subdomain n' of n with n' c: n, u belongs to Hm+j(n'), and the 
inequality 
(4.2) llullm+' n' ~ c (llfllo n + llull n> J, , m, 
holds; here c is a constant depending only on E, M, K, n and n'. 
Proof: See Friedman [1969], p. 46 ff., or Agmon [1965], p. 51 ff. D 
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4.4. Theorem (regularity in the interior). Let the assumptions (LI), (12) 
k 
and (Sm+k) (i.e., Bis (m+k)-smooth) hold for some k ~ O, and let f EH (n). 
m 2m+k If u E H (n) satisfies equation (5. 1), then u E H (n') for any subdomain 
n' with Q' c n and 
( 4. 3) 
c depending only on E, M, K, n and n'. 
Proof: By induction on k, D 
Turning our attention to regularity up to the boundary, we first state 
the following lennna. 
4.5. Lennna. Let Bn(R) denote the half-ball {x E ]Rn I lxl < R, x > O}. Then 
+ n 
n n theorems 4.3 and 4.4 remain true for n = B+(R) and r.' = B+(r), where r < R. 
Proof: See Friedman [1969], p. 61 ff., or Agmon [1965], p. 103 ff. D 
This lennna gives us regularity up to the "flat" part of the boundary 
of the half-ball. The idea of the proof is that the partial derivatives 
with respect to x, DJu, can be expressed in terms of the other partial 
n n 
derivatives by making use of 'the fact that u satisfies equation (4. 1) in 
B~(R). Consequently, derivatives along the normal at the "flat" part of the 
boundary can be replaced by derivatives along the boundary; hence regulari-
ty up to the part of the boundary that coincides with ]Rn-I is established. 
Global :regularity for an arbitrary bounded region with sufficiently 
smooth boundary is proved in the following manner. Cover the boundary an 
by a finite number of open bounded regions n. in such a way that n. n n 
i i 
can be mapped one-to-one onto a half-ball Bn(Ri). According to definition 
+ 
1,6 these maps and their inverses are of the same differentiability as the 
boundary an. By taking a suitable open set n0 with QO c n, n is completely 
covered. Application of theorem 4.4 in n0 and of lennna 4.5 then entails 
the following theorem on global regularity. For details, again, see Fried-
man [1969]. In the proof the partition of unity is needed. 
4.6. Theorem. Let n be a bounded region with an of class c2m, and let as-
sumptions (LI), (L2) and (s.) hold for some j, 
2 m J f € L (Q), and let u € H0 (n) solve (4.1). Then 
inequality (4.2) holds with Q' replaced by n. 
1 s j s m. Let further 
m+j 
u belongs to H (Q), and 
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2m+k 
of class C , If, for some k ~ O, an is 
. lpl+k -
if f € Hk(Q), and if (Sm+k) 
holds, i.e. a (x) € C (Q) pq 
2m+k for all lpl,lqlsm, then u € H (Q), and 
inequality (4.3) is valid with Q' replaced by n. 
By combining theorem 4.4 and Sobolev's theorem, we have: 
n· 4.7. Theorem. Let Q be a bounded region in lR, and let L be a uniformly 
strongly elliptic operator in Q satisfying (LI) and (L2). Suppose further 
that for some k ~ O, but satisfying 2m+k > [n/2], the bilinear form Bas-
sociated with Lis (m+k)-smooth and the right hand side of the equation 
f € Hk(Q). Then the following assertion is true: 
If u is a generalized solution of the differential equation Lu= fin 
n, i.e. if u solves (4.1), then u belongs to ct(Q), where t = 2m+k-[n/2]-l. 
More precisely, u can then be redefined on a set of measure zero such that 
u € c1 (n). 
This theorem tells us in which case a generalized solution of the dif-
ferential equation is also a classical solution. What remains is the ques-
tion when a solution u satisfying the boundary conditions in the generalized 
sense (see definition 1.10) also satisfies these conditions in the classi-
m-1 -
cal sense, i.e. u € C (Q) for the D~richlet problem. The answer is given 
by the following theorem, which is a consequence of theorem 4.6 and Sobo-
lev's theorem. 
4.8. Theorem. Let n, L, B, f and k be as in the preceding theorem. Suppose 
2m+k . 
additionally, that Q has a boundary of class C • If u is a generalized 
solution of the Dirichlet problem, then it can be redefined on a subset of 
t -Q of measure zero such that u € C (Q), where t = 2m+k-[n/2]-l. 
00 -4.9. Remark. If, in particular, the coefficients of L belong to C (Q), if 
f € C00 (n) and if the boundary of Q is of class C00 , then the generalized so-
lution of the Dirichlet problem is infinitely differentiable inn. 
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5. OTHER BOUNDARY CONDITIONS 
So far only Dirichlet boundary conditions have been considered. In 
this section it is shown how some other boundary conditions are dealt with. 
As opposed to the Dirichlet problem, that allows a uniform treatment for 
equations of any order 2m, it is far more difficult to handle other bound-
ary conditions for equations of order 2m, m ~ 2, than for order 2. The rea-
son for this difference is to be found in the fact that in the case m = l 
the bilinear form associated with the elliptic differential operator, as 
given in section 2, is (strongly) coercive over H1(n), where in the case 
m ~ 2 this bilinear form is only coercive over the subspace H~(n) of Hm(n). 
Here we shall restrict ourselves to second order equations. 
Let L be the uniformly strongly elliptic operator of order 2 defined 
in (2.1) and B the bilinear form associated with L, given in (2.7). In this 
section we shall not bother about regularity, and assume that u E H1(n) and 
Lu E L2(n). The regularity theory of the preceding section is easily ap-
plied to the examples that follow. The following version of Green's identi-
ty is useful. 
5.1. Green's identity. For sufficiently smooth an, a .. (i,j=l, ••• ,n), 
1J 
a. (i=O, •.• ,lll), u and v the following equality holds~ 
1 
(5. l) I n ax. B(u,v) = (Lu,v) 0 n + l v a .. T D.u dcr, 
' an i·,j=l 1 J v J 
where dcr is a surface (line) element of an. 
l l 5.2. Remark. If Vis a closed subspace of H (Q), such that HO(n) c V, and 
if Bis a (strongly) coercive bilinear form over H1(n), it is also (strong-
ly) coercive over any such V, In the following examples we make different 
choices for V. An interpretation for these choices of V will be given for 
the problem of finding a u EV such that 
B(u,v) = (f,v)O,Q for all v E V 
holds. The unique existence of such a function u follows from the consider-
29 
ations made in section 3. 
5.3. Dirichlet problem. If we take in (5.1) u,v € V 1 = H0 (n), then we have 
B(u,v) = (Lu,v)O,n 1 for all v € H0 (n). 
Further, in accordance with section 3, there exists one u € H~(n) satisfy-
ing 
B(u,v) = (f,v)O,n 1 for all v € H0 (n). 
Consequently, for every f € L2 (n) there exists a uniquely determined gen-
eralized solution of 
(5.2) Lu= fin n, u = 0 on an. 
5.4. Neumann problem. Let V = H1(n), then from Green's identity it follows 
that 
n ax. 
l aiJ' ao1 DJ.u do = o 
i ,j= 1 
This identity can only hold if the expression 
def 
= 
n ax. 
L a .. T D.u = O. 
i,j=l iJ v J 
1 for all v € H (n). 
So for each f € L2(n) there is a unique generalized solution of the problem 
(5. 3) Lu= fin n au = 0 on an, 
' av L 
which is known as the Neumann problem. 
Notice that in the case that Lis the Laplace operator-~, au/avL = 
= au/av, the derivative taken along the normal to the boundary. 
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5.5. Mixed problem. Let a1n be an open subset of an, and let a2n = an\a 1n. 
Choose V to be the completion in H1(n) of the set of functions~ E C00 (Q) 
that are zero in a certain neighbourhood of a1n. Then V can be interpreted 
as the closed linear subspace of all functions H1(Q) that are zero on a1n, 
for which only a slight modification of lennna 1. 9 is needed. Application 
of the existence theory to B considered as a bilinear form on V yields the 
unique existence of a generalized solution of the mixed boundary value prob-
lem 
(5.4) 
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6. REGULARITY IN DOMAINS WITH NON-SMOOTH BOUNDARIES 
In section 4 global regularity of a solution has only been considered 
in the case that the domain n, in which regularity has to be demonstrated, 
fulfills rather strong smoothness requirements. The question of regularity 
of the solution of the Dirichlet problem for the equation Lu= fin a do-
main with "corners'~ of which the rectangle is an example, cannot be answer-
ed in a general manner. Different situations have to be studied in a separ-
ate way. The book of Necas [1967] is the only ·one among the books mentioned 
in the bibliography at the end of this report, which deals with this sub-
ject at some length. More or less as an illustration, two results for 2-
and 3-dimensional domains respectively, will be reproduced here, the for-
mulation of which is relatively simple, though the proofs are not. 
6. 1. Definition. A domain n c lR.n is said to satisfy the exterior cone con-
dition, if there exists a fixed cone C with a certain given opening, such 
that for each point xO E an one can place the cone with its top in xO and 
further completely outside n; see figure 6.1. 
A domain has the exterior baZZ property, if there exists a fixed ball 
B, such that for each xO E an the ball can be placed completely outside n 
with xO E aB, see figure 6.2.· 
C 
Figure 6.1 Figure 6.2 
Note that a domain in the plane having a Lipschitz continuous boundary 
satisfies the exterior cone condition. 
6.2. Theorem. Let n be a bounded domain in the plane m.2 having a Lipschitz 
continuous boundary. Let L be an elliptic operator of order 2m, satisfying 
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the conditions (LI), (L2) and (L3). Let also the coefficients of L satisfy 
the smoothness requirement 
for lpl-m+l ~ o, lql s m. 
If u E H;(n) is the solution of the generalized Dirichlet problem with 
2 m+l homogeneous boundary data for Lu= f, f EL (n), then u EH (n) and 
(6.2) llullm+I ,n s const. ( llf llo,n + llullm,n) 
where the constant is some positive number. 
Proof: See Ne~as [1967], p. 326 f. 0 
Ne~as does not state the result in the above form. We have chosen this 
formulation to make it consistent with theorem 4.6 and inequality (4.2). 
6.3. Corollary. Let the same Dirichlet problem be given as in theorem 6.2, 
but with (6.1) replaced by 
Ip I, lq Ism, 
and with f E H2 (n) instead of L2(n). Then the generalized solution of this 
Dirichlet problem can be redefined on a set of measure zero, such that u 
. 1 . 1 1 t. . cm- l (~) n c 2m(n) • is a c assica sou ion, i.e. u E a, a, 
2 0 -Proof: Note that if f EH (n), we may consider f to belong to C (n), ac-
cording to Sobolev's theorem (theorem 1.13). From theorem 4.4 it follows 
that u E H2m+2(n') for any subdomain n' of n with Q' c: n. Again as a con-
sequence of Sobolev' s theorem we find for domains in :JR.2 H2m+2( n') c: c2m(n') 
- 2m for all n' with n' c: n, thus u EC (n). From theorem 6.2 we infer that 
m-1 - . m+l m+l -
u E c (n), since H (n) c: c (n). □ 
6.4. Remark. If the bilinear form B associated with the differential opera-
tor Lis strongly coercive over H;(n), and if u is the solution of the gen-
eralized Dirichlet problem with homogeneous boundary data, then u satisfies 
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the inequalities 
cEllull! ~ Re B(u,u) = Re(f,u)o ~ llfllo llullo, 
where c is some positive constant. Consequently, llull is bounded from a-
m 
hove by c 1 llfll 0 , where c 1 is some positive constant. Substitution of this 
upperbound into (6.2) leads to a reformulation of the assertion of theorem 
6.2, namely 
(6.3) 11 u 11 m+ 1 , n ~ cons t. 11 f 11 0 , n • 
where the constant is a positive number. 
We now consider the case of a 3-dimensional domain. 
6.4. Theorem. Let Q be a bounded domain in :IR.3with a Lipschitz continuous 
boundary, andl satisfying the exterior ball condition. Let L be an elliptic 
operator inn, satisfying the same conditions as the operator Lin theorem 
6.2. Suppose, additionally, that L has real coefficients and that the hi-
m linear form associated with Lis strongly coercive. If u E H0 (ri) solves the 
2 k-1 -
equation Lu =• f, f E L (!it), in the generalized sense, then u E C (Q), and 
I sup lu(x)I ~ canst. llfll 0 ,Q. 
lpl~k-1 Q 
Proof: The proof is quite complicated, and involves concepts that have not 
been mentione:d in this report. See Necas [1967], Ch. 6 and 7. 0 
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