Abstract : In this paper, we propose using an ensemble Kalman filter (EnKF) and particle filters (PFs) to obtain superior state estimation accuracy for nonlinear continuous-discrete models. We discretize the Ito-type stochastic differential system model by means of the usual procedure and suppress the approximation error by using small discrete times. We then simply apply the EnKF and PFs originally developed for nonlinear discrete-time models to the discretized system models, yielding the non-Gaussian filtering algorithms. Since the nonlinear problems generally make the states non-Gaussian as time proceeds, these non-Gaussian filters are promising for improving estimation accuracy. Their filtering performance is evaluated using two benchmark simulation models and compared with the performance of existing Gaussian filters, such as extended and unscented Kalman filters, and with that estimated by using the recursive Cramér-Rao lower bounds.
Introduction
Filters are now essential in order to know unknown states of a system by sequentially processing the observations. The system and observation processes are mathematically described by either deterministic or probabilistic equations. In this paper, we focus on a probabilistic framework in which the state development is described by the Ito-type stochastic differential equation. The state observation is performed at discrete time intervals; that is, the observation process is described by a stochastic difference equation. This setting well agrees with physical systems for which the states are governed by ordinary differential equations and the states are observed at a certain time interval by using actual instruments.
The filter design problem for this setting has a long history, roughly starting from 1960s [1] , [2] , and because the problems are significantly important, having wide applications to real-world problems, more accurate and easy-to-use filters have been actively pursued in the filtering community [3] , [4] . However, well-studied filters have mostly relied on Gaussian assumptions for states. In other words, designing non-Gaussian filters is essential for filter practitioners to be able to obtain higher estimation accuracy. Therefore, we address this issue by simply applying representative non-Gaussian filters originally developed for discrete-time models to continuous-discrete models. To do so, we start by formulating the problem of interest in the next subsection.
Problem Formulation
In this paper, we address the filtering problem for the following continuous-discrete state-space model:
dx(t) = f (x(t))dt + dβ(t), dβ(t) ∼
x(0). We next describe a general approach to the filter design problem for the problem of interest [Eqs. (3) and (2)].
General Approach to Designing Filters
The filtering problem for the nonlinear continuous-discrete model is to obtain the best state estimate at time t k by using the observations from times t 1 to t k . Precisely speaking, we adopt the square state estimation error and focus on calculating an estimate that minimizes the estimation error. It is widely known that such an estimate is the conditional expectation expressed as follows:
E[x(t k )|Y 1:k ] Here, Y 1:k is the sequence of observations from time t 1 to t k . Since the conditional expectation is calculated as x(t k )p(x(t k )|Y 1:k )dx(t k ), the filtering problem can also be summarized as the estimation of the conditional probability density function (pdf) p(x(t k )|Y 1:k ), which is called the filtered state pdf. According to Bayes' theorem, the filtered state pdf is p(x(t k )|Y 1:k ) = p(y(t k )|x(t k ))p(x(t k )|Y 1:k−1 )
and thus the estimation of the filtered state pdf corresponds to the estimation of the conditional pdf p(x(t k )|Y 1:k−1 ), which is called the predicted state pdf. Here, the state transition pdf p(x(t k−1 + Δ)|x(t k−1 )) is N(x(t k−1 + Δ)|x(t k−1 ) + f (x(t k−1 ))Δ, QΔ), expressing the Gaussian distribution whose first and second moments are x(t k−1 ) + f (x(t k−1 ))Δ and QΔ, respectively. After estimating this predicted state pdf at time t k−1 + Δ, we next estimate the pdf at time t k−1 + 2Δ as follows:
Repeating this procedure from time t k−1 to time t k leads to the predicted state pdf p(x(t k )|Y 1:k−1 ) on the right side of Eq. (4). In other words, the long-term prediction between times t k−1 and t k provides the predicted state pdf, and based on the estimated pdf, the filtered state pdf is calculated according to Eq. (4). Therefore, our research objective is simply summarized as designing algorithms that actually calculate Eqs. (4) and (5).
The explanation so far serves as the introduction of this paper and aims to provide the research background, state the problem, and describe the general approach. Subsequent sections are organized as follows. Section 2 summarizes the existing solutions for the problem of interest, which are based on Gaussian assumptions for state pdfs. In Section 3, we propose nonGaussian solutions using non-Gaussian filters developed for discrete-time models. We then evaluate their filtering performance using two benchmark simulation models and compare the results with those for the Gaussian-filters in Section 4. And finally, Section 5 concludes this paper.
Gaussian Solutions
Well-studied algorithms for Eqs. (4) and (5) mostly impose Gaussian assumptions for the state pdfs. We first describe the extended Kalman filter (EKF) [1] in which the nonlinear system and observation models are linearized around the estimates of states. Then, if the initial state follows a Gaussian distribution, the subsequent predicted and filtered state pdfs all follow Gaussian distributions, making the algorithm simple and easy-to-use. We next explain the Gaussian filter (GF) [5] , [6] in which the predicted state pdf and predicted observation pdf are both assumed to follow Gaussian distributions. Then, the filtered state pdf also follows a Gaussian distribution, making the algorithm simple as well. Therefore, these algorithms are focused on the actual calculation for the first two moments of the Gaussian-assumed state pdfs.
EKF
Linearizing the nonlinear function in Eq. (3) around the current best estimate of the state (filtered state estimate at time t k−1 ) x(t k−1 ) makes Eq. (3) as follows:
Here, f (x(t k−1 )) is the Jacobian of the nonlinear function evaluated atx(t k−1 ). When the initial state follows a Gaussian distribution, applying the discrete-time Kalman filter to the above equation yields the following time update algorithm:
Here,x(t k−1 + Δ) andP(t k−1 + Δ) are the predicted state estimate and covariance matrix at time t k−1 + Δ.P(t k−1 ) is the estimation error covariance matrix for the filtered state estimatê x(t k−1 ). Taking Δ → 0 and re-expressing the algorithm in differential forms, we obtain the famous continuous-discrete EKF. The above algorithm is equivalent to the Euler approximation with discrete time Δ for the continuous-discrete EKF. After repeating the Euler approximation until time t k , the observation update based on Eqs. (2) and (4) is performed, which is exactly the same as for the discrete-time EKF. EKF is generally very fast, but the problem is its linearization error. When the nonlinearity is severe and the state estimation error covariance matrices remain relatively large during the filter execution, the GF in the next subsection is theoretically preferred.
GF
The GF assumes that the predicted state pdf and the predicted observation pdf are always Gaussian. Then, the filtered state pdf also becomes Gaussian. Here, the predicted observation pdf is as follows:
When the first two moments for the filtered state pdf at time t k−1 arex(t k−1 ) andP(t k−1 ), the first two moments for the predicted state pdf at time t k−1 + Δ becomē
Here, (·) and cov(·, ·) denote the expectation and covariance given Y 1:k−1 . We assumed thatx(t k−1 +Δ) =x(t k−1 )+ f (x(t k−1 ))Δ in Section 2.1 and this is the principal source of the error for the EKF compared with the GF. As in the EKF algorithm, taking Δ → 0 and re-expressing the GF algorithm in differential forms, we obtain the continuousdiscrete GF. The expectation and covariance are not analytically obtainable for general nonlinear functions and estimating them by using unscented transformations (UT) [7] , cubature points [8] , Gauss-Hermite rules [9] , and transformed UT [10] corresponds to the unscented Kalman filter (UKF) [11] , [12] , cubature Kalman filter [13] , Gauss-Hermite Kalman filter [9] , and transformed UKF [10] , respectively. Applying the statistical linearization technique to the covariance calculation corresponds to the statistically linearized Kalman filter [6] . Together with the EKF, these algorithms are based on the Gaussian assumptions for state pdfs and they are the current, well-studied continuous-discrete filters.
Consequently, when the true conditional state pdfs deviate from Gaussian distributions, which is generally the case for nonlinear continuous-discrete models, the state estimates of these filters become less trustworthy. For the non-Gaussian solutions, the next section describes non-Gaussian filters based on the ensemble Kalman filter (EnKF) [14] , bootstrap filter (BF) [14] , and extended Kalman particle filter (EKPF) [15] . We also propose a solution using EKPF with the importance selection recently proposed in [16] .
Non-Gaussian Solutions
The EKF and GF are based on the Gaussian assumptions for the filtered and predicted state pdfs. Thus, the filtering equations are designed for the actual calculation of the first two moments. Since the nonlinear functions in Eqs. (2) and (3) generally make the state pdf non-Gaussian, non-Gaussian filters are desired for obtaining higher state estimation accuracy. EnKF and PFs have been well-studied for discrete-time models and these filters directly estimate the non-Gaussian state pdfs. In short, the EnKF provides sub-optimal estimation results for state pdfs since its theoretical background is an approximation for the linear optimal filter [16] . The first two moments for the filtered state pdf estimated by the EnKF asymptotically agree with the state estimate and the estimation error covariance matrix by the linear optimal filter as the particle number becomes sufficiently large. On the other hand, the PFs asymptotically agree with the optimal estimation results for state pdfs when algorithmic problems such as particle degeneracy and impoverishment do not happen at all during the filter execution. However, these problems are generally inevitable; therefore, the PFs can not obtain the optimal state estimate either. Many techniques are therefore devised to alleviate these crucial problems in the PF framework and in this section, we consider the sequential importance sampling (SIS) and importance selection (IS) strategies.
In subsequent subsections, we first describe the EnKF algorithm for Eqs. (4) and (5) . Since the EnKF does not suffer from particle degeneracy and impoverishment problems, its filtering performance is generally more stable than that of the PF. Moreover, its filtering speed is much faster than the PF's. However, the state estimate is theoretically sub-optimal. We next describe two PF algorithms, BF and EKPF. The BF, called the Monte Carlo filter [4] , is the simplest PF implementation. The EKPF is a realization algorithm of the SIS, which is designed to be more robust to the aforementioned algorithmic problems while sacrificing filtering speed. Finally, we provide the EKPF with IS to robustify the algorithm further. All of the filters proposed in this section are numerically evaluated in the simulation studies in Section 4.
EnKF
The EnKF is a non-Gaussian filter in which the filtered and predicted state pdfs are approximated by using set of particles (called ensembles in the EnKF algorithm). Mathematically, the set is the Dirac's mixture and we suppose the following filtered state pdf:
Here, M is the total number of particles. Then, the predicted state pdf on the left side of Eq. (5) is approximated by
Here, p(x(t k−1 + Δ)|x (i) ) is the state transition pdf explained in Subsection 1.3, and we further approximate it by using one particle (realization) as shown below.
Here,x (i) (t k−1 + Δ) is the particle randomly sampled from
). Substituting Eq. (8) into Eq. (7) yields the predicted state pdf approximated by using M particles. Repeating this procedure as shown in Subsection 1.3 provides the estimate of the predicted state pdf at time t k .
The subsequent observation update is exactly the same as that for the EnKF for discrete-time models and the algorithm is summarized as follows:
Here, ω (i) (t k ) is the ith realization of the observation noise ω(t k ) and the filtered state pdf at time t k is then approximated by
Equations (7), (8), and (9) are the EnKF estimates for the predicted and filtered state pdfs in Eqs. (4) and (5). EnKF is stable and fast, but the state estimate is theoretically sub-optimal (it is the algorithm that approximates the linear optimal filter). Therefore, the PF algorithms, BF and EKPF, shown in the next subsections are alternative solutions to achieve higher estimation accuracy.
BF
The BF also uses Eqs. (7) and (8) for the estimation of predicted state pdf but the observation update is different from that of the EnKF. The BF directly estimates the right side of Eq. (4) using the predicted state pdf approximated by the set of M particles. The filtered state pdf becomes
where
Here, w (i) (t k ) is the weight for the ith particlex
, it is readily shown that the balance in weights among M particles is not theoretically guaranteed in the filter equation, and, indeed, it often happens that some particles obtain much larger weights than others. In that case, the filtered state pdf is essentially approximated by a number of particles smaller than M and the Monte Carlo approximation error becomes large and accumulates as the filter proceeds. This problem is called particle degeneracy, and to address this issue, particle re-sampling is performed based on the weights in Eq. (10) . However, the standard re-sampling procedure duplicates particles with large weights and thus, even though the imbalance in the weights is resolved, the filtered state pdf is approximated by the set of duplicated particles and the Monte Carlo approximation error does not vanish. In short, although the BF is designed to directly estimate the true conditional state pdfs [the left side of Eq. (4)], these algorithmic problems prevent the state estimates from becoming the optimal ones.
The EKPF explained in the next subsection alleviates these problems by introducing importance distributions that roughly approximate the true posterior state pdf. New particles are then sampled from these distributions. The corresponding weights are therefore believed to become larger on average than those for the BF since the particles are pushed towards the higher likelihood regions. Such importance sampling makes the algorithm more robust to particle degeneracy than the BF, while sacrificing filtering speed.
EKPF
We propose the EKPF algorithm for the continuous-discrete model. The EKPF uses Eq. (7) and calculates the predicted state pdf at time t k−1 + 2Δ as follows:
Here, N(
and it is the ith Gaussian-assumed distribution whose mean and covariance matrix are calculated by using the EKF algorithm in Subsection 2.1 withx
Performing the EKF time update M times completes the calculation of M Gaussian components on the right side of Eq. (11). Eq. (11) expresses that the predicted state pdf is approximated by the Gaussian mixture. Then, the predicted state pdf at time t k−1 +3Δ is estimated in the same way and we repeat this procedure until time t k .
The mean and covariance matrix for each Gaussian component develop following the EKF algorithm in Section 2.1. Therefore, the time update algorithm of EKPF is essentially the bank of M EKF equations started from different filtered state
The state estimation error covariance matrices all start from zero since the filtered state pdf is approximated by the Diracs' mixture [Eq. (6)]. After integrating the EKF equations from times t k−1 to t k , we obtain the right side of Eq. (11) and perform the EKF observation update for N(x(t k )) (i) , (i = 1, 2, . . . , M). We call the resulting filtered distributions importance distributions and denote them aŝ N(x(t k )) (i) , (i = 1, 2, . . . , M). Then, the filtered state pdf is approximated as follows:
Here,x (i) (t k ) is one particle randomly sampled from the ith importance distributionN(x(t k )) (i) . Since these distributions roughly approximate the true posterior state pdf using Gaussian assumptions, the particles sampled are pushed towards the higher likelihood regions and they likely obtain larger weights w (i) (t k ) (i = 1, 2, . . . , M) than those for the BF algorithm. The addition of importance distributions changes the weight calculation as shown in Eq. (12) .
In short, the BF is much faster than the EKPF but the state estimation accuracy is generally worse than the EKPF due to the aforementioned algorithmic problems. The EKPF is a realization algorithm for the SIS algorithm and as mentioned in this subsection, it is believed to be more robust to the particle degeneracy problem, though the estimation accuracy heavily depends on the choice of importance distributions. We choose 1, 2, . . . , M) for the importance distributions but the theoretically correct ones are non-Gaussian in general. This is the source of estimation errors in the EKPF algorithm. We recently proposed a more robust EKPF algorithm based on the IS technique for discrete-time models. The next subsection describes the algorithm especially designed to address the continuous-discrete models.
EKPF with IS
The purpose of this algorithm is to further robustify the EKPF against the particle degeneracy and impoverishment problems. The strategy is based on the multiple distribution estimation (MDE) as shown below.
Using Eq. (6), Eq. (13) becomes
and we use the following equations:
Here, N(x(t k )) (i) andN(x(t k )) (i) are the distributions estimated in the previous subsection. Then, Eq. (14) is calculated based on Eqs. (15) and (16), yielding the following MDE for the filtered state pdf at time t k :
Here, s (i) (t k ) is the weight for the ith Gaussian distribution N(x(t k )) (i) . Equations (15) and (16) are calculated by using the EKF; that is, the predicted observation pdf in Eq. (15) is Gaussian-assumed in the EKPF with the IS algorithm.
We next clarify the relationship between the MDE and EKPF. If we calculate Eq. (15) as follows and useN(x(t k )) (i) ≈ δ(x(t k )− x (i) (t k )), Eq. (17) becomes Eq. (12) .
Here, p(x(t k )|x (i) (t k−1 ), y(t k )) is called an optimal importance distribution and we replace it with the importance distributionN (x(t k )) (i) . In addition, the predicted pdf p(x(t k )|x (i) (t k−1 )) is also approximated by the N(x(t k )) (i) . Generally speaking, the true predicted pdf and optimal importance distribution are nonGaussian. Thus, the EKPF in Subsection 3.3 provides an approximation for the filtered state pdf. However, since new particles are sampled from these Gaussian-assumed importance distributions for which the latest observation is considered, the resulting weights are believed to become larger on average than those for the BF. Same approximation error exists for Eqs. (15) and (16) in the EKPF with the IS algorithm shown in this subsection; therefore, the estimation accuracy for the filtered state pdf is almost the same as that for the EKPF.
However, the primary difference between the EKPF-IS and EKPF occurs in the subsequent particle re-sampling procedure. The standard particle re-sampling duplicates particles with larger weights and the EKPF encounters some duplicated particles after the re-sampling. However, for Eq. (17), if we first select the Gaussian-assumed importance distributions according to the weights s (i) (t k ) (i = 1, 2, . . . , M) and then sample new particles from the selected distributions, the resulting particles are not duplicated at all since these distributions retain some covariances. Even if the same distributions are selected a few times, the sampled particles are different due to the covariances. Therefore, the MDE approach completely resolves the particle impoverishment problem and we expect that the filtering accuracy will be further improved as time proceeds by using the EKPF-IS algorithm.
To summarize, we propose non-Gaussian filters EnKF, BF, EKPF, and EKPF with IS algorithms for actually calculating Eqs. (4) and (5). The EnKF is fast but theoretically sub-optimal. The BF is the fastest among PFs but suffers from particle degeneracy and impoverishment problems. The EKPF is believed to be more robust to these problems, while sacrificing filtering speed. The EKPF with IS is designed to become more robust. Since these filters are non-Gaussian, for the continuousdiscrete problems whose true state pdfs become non-Gaussian, their performance is expected to be superior over that for Gaussian filters. We confirm this statement in the simulation studies provided in the next section.
Simulation Studies
We use two benchmark problems to evaluate the proposed non-Gaussian filters. These problems are called the equilibrium model [6] , [17] and the Van der Pol model [12] , [18] . The former includes the challenging nonlinearity in the observation model and that makes the posterior state pdfs bimodal. Therefore, the non-Gaussian filters proposed in this paper are expected to show superior filtering accuracy over Gaussian filters. For the second problem, the system model shows strong nonlinearity and the non-Gaussian filters are again expected to show better filtering accuracy than the non-Gaussian ones.
Model Descriptions and Simulation Procedures

Equilibrium models
We adopt two different models and the first equilibrium model [6] is expressed as follows: For this model, there are three equilibrium points, x(t) = −1, 0, and 1 and x(t) = −1, 1 are the stable ones. Although the system model is nonlinear in the state, once the state reaches stable equilibria, the state only fluctuates around these points. Thus, it becomes easier for the filter to estimate the states. These points are called operating modes. Therefore, if a filter fails to estimate the mode, the filtering accuracy is significantly lowered.
Since the squared state is observed with the additive noise ω(t k ), the posterior state pdfs become bimodal and the non-Gaussian filters are expected to show superior filtering accuracy for this model. Figure 1 shows samples of the state trajectory and observations. The X-axis means k. From this figure, we can see that the state rapidly reaches −1, which is one of the operating modes, and fluctuates around −1. The observations are always positive since the states squared are observed for this model.
We also investigate the following observation model [17] :
Since this observation model is linear in the state and the state rapidly reaches the operating modes as time proceeds, behaving like a stationary process, Gaussian filters such as EKF and UKF are expected to show satisfactory results for this case. Using this model, we confirm the difference in filtering performance between Gaussian and non-Gaussian filters. The simulation and observation-time interval for these models are 10s and 0.1s, respectively. Therefore, the total of 100 observations are filtered during the simulation. The continuous system model is discretized by the Euler-Maruyama method with discrete time of 0.01s to generate the simulation data. We performed 100 Monte Carlo runs and evaluated the following RMSE at time t k :
Here, x(t k , l) andx(t k , l) are the true state and filtered state estimate at time t k for the lth Monte Carlo run. Then, the RMSE is averaged over the whole simulation time, which is discussed later as a measure for the filtering accuracy. We also measure the filtering speed, defined as the average processing time required for filtering one observation. We only report the average processing time since the standard deviation is always very small, meaning that the processing time for each observation is almost identical for each filter. These computational costs are also provided in the next subsections. 
Van der Pol model
The Van der Pol model [12] , [18] is expressed as follows:
For this model, the state is a two-dimensional vector for which x 1 (t) is the voltage across a capacitance. The trajectory of the voltage shows an oscillation around zero; therefore, the model is also called a Van der Pol oscillator. The observation model is linear and the voltage corrupted by the noise ω(t k ) is observed. For this model, the system model always shows nonlinearity over the simulation time interval and the non-Gaussian filters are expected to show superior filtering accuracy over the Gaussian ones. Figure 2 shows samples of the state trajectory and observations. As in Fig. 1 , the X-axis means k and we can see that the voltage (first element of state) oscillates around zero and the noisy measurements are observed. Contrary to the state trajectory in Fig. 1 , the state development shows strong nonlinearity. Moreover, since the first element of the state is only observed, the filtering problem becomes more difficult than that for the problem 1.
The simulation and observation-time interval are 100s and 0.5s, respectively. Therefore, a total of 200 observations are filtered during the simulation. The system model is discretized by the Euler-Maruyama method with discrete time 0.025s to generate the simulation data. As for the previous two models, we performed 100 Monte Carlo runs and evaluated the following RMSE at time t k :
The average RMSEs and the computational costs are provided in the next subsections.
Cramér-Rao Lower Bounds
The optimal RMSEs can be estimated by using the Cramér-Rao lower bound (CRLB). Since the discretized system and observation models for the simulation problems are nonlinear, additive Gaussian noise types, their optimal lower bounds can be obtained following the recursive CRLB [19] , [20] developed for discrete-time models. These estimated CRLBs correspond to the theoretically attainable estimation error covariance matrices. By comparing these values with the estimation error covariance matrices for filters tested, we can understand how close our filters are to the optimal nonlinear filters for particular problems.
The CRLB at time t k is specified by the inverse of the Bayesian information matrixĴ(
That is, the CRLBs for the continuous-discrete models can be estimated by performing the long-term propagation of the Bayesian information matrices between the observation time intervals. The CRLBs for the equilibrium and Van der Pol models are then averaged over the simulation time intervals and they are compared with the average RMSEs by the filters tested in the next subsection.
Evaluation Results
Equilibrium models
We compared the performance of the following Gaussian and non-Gaussian filters:
• Gaussian filters: EKF, UKF
• Non-Gaussian filters: EnKF, BF, EKPF, EKPF-IS These filters were applied to the discretized system model with discrete time of 0.01s. The average RMSEs and filtering speeds for the first equilibrium model are shown in Table 1 .
From Table 1 , we can see that the non-Gaussian filters showed vastly superior filtering accuracy over that for the Gaussian filters. The EKPF-IS showed significantly better filtering accuracy for the very small number of particles N = 10. It also showed the best performance for N = 100. As the particle number becomes, such as N = 200, the difference between BF, EKPF, and EKPF-IS becomes negligible, indicating that the use of a large particle number may alleviate the particle degeneracy problem even in the simplest PF algorithm of BF. However the processing times required for filtering one observation are approximately larger than 0.1, which was the observation time interval. Thus, the setting of N = 200 is not appropriate for executing on-line in real time. The EnKF also showed improved filtering accuracy over EKF and UKF, but the results are not comparable to those for the EKPF-IS, although the filtering speeds are higher than for the other non-Gaussian filters. The average CRLB estimated for this problem was 0.04. Therefore, we found that the non-Gaussian filters such as BF, EKPF, and EKPF-IS were close to the optimal estimation performance. The RMSEs for EKF, UKF, and EnKF were significantly larger than 0.04, indicating that non-Gaussian estimation techniques are essential for this particular problem, especially for the problem in which the state squared is observed.
As for the processing times, we also confirmed that the EKPF-IS was slightly faster than EKPF. Since the weight calculation for the EKPF-IS is simple compared with that for the EKPF, the filtering speed is improved. Although the average RMSE for N = 50 increases, we confirmed that those for N = 49 and N = 51 were about 0.08. Therefore, these results clearly support the effectiveness of the EKPF-IS over EKPF. From these simulation results, we confirm that for the problems showing non-Gaussian posterior state pdfs, the use of non-Gaussian filters is very effective for obtaining superior filtered state estimates.
The average RMSEs and filtering speeds for the second equilibrium model are shown in Table 2 . Since the nonlinearity is not severe for this model, the EKF and UKF showed the best filtering performance. Although the filtering accuracy for the non-Gaussian filters approaches that for the EKF and UKF as the particle number increases, the processing times also increase. The estimated average CRLB was 0.07. Contrary to the former problem, the Gaussian filters such as EKF and UKF were close to the optimal estimation performance. Therefore, for the problem of this kind, we confirm that the use of Gaussian filters such as EKF and UKF is preferred. The overall results for these equilibrium models demonstrate that the effective filter to actually use depends on the problem and that analyzing the model before the filter execution is necessary for achieving satisfactory filtering performance.
Van der Pol model
The same filters in the previous subsection were also tested for this model and they were applied to the discretized system model with discrete time of 0.005s, which is smaller than the 0.025s used for simulating data. The average RMSEs and filtering speeds are shown in Table 3 . From the results in Table 3 , we can confirm that the performance of the non-Gaussian filters EKPF-IS and BF become superior over the EKF and UKF as the N becomes large. As mentioned in Subsection 4.1.2, the model shows strong nonlinearity in the system model and this is the reason the non-Gaussian filters were better than the Gaussian ones. When the particle numbers used are small, such as N = 10, for the non-Gaussian filters, the UKF showed the best filtering performance.
The estimated average CRLB was 0.58. Therefore, although the average RMSEs are improved as N becomes large for nonGaussian filters, the values are not close to the optimal ones. The primary reason for this is due to the strong nonlinearity in the system model and that the first element of the state corrupted by the noise is only observed for this problem. As for the BF and EKPF-IS, the latter was slightly better. However, due to the small discretization time of 0.005s used for the filters, we can not use N larger than 100 since the processing times exceed the observation time 0.5s. The average RMSEs may be lowered further by using larger particle numbers and we next decrease the discretization time to make it possible to use larger particle numbers for the non-Gaussian filters. We also evaluated the filtering performance when the filters were applied to the discretized system model with discrete time of 0.025s, which is exactly the same as the 0.025s for simulating data. The evaluation results are shown in Table 4 . From Table 4 , as the N becomes large, we can see that the filtering accuracy for the non-Gaussian filters is ameliorated further but the improvement becomes slight. The difference between BF and EKPF-IS becomes negligible and due to the relatively large observation noise, we can expect that the particle degeneracy was not severe during the filter execution, making the BF applicable to this problem. The best average RMSE of 1.066 is still significantly larger than the average CRLB of 0.58 and decreasing the difference becomes one of the primary objectives for filter researchers. It is clearly shown that for a small N such as 10, the EKPF-IS is preferred. We also confirmed that the EKPF-IS showed the improved filtering performance over that for the EKPF. As for the EnKF, since it is theoretically sub-optimal, the results are worse than those for the BF and EKPF-IS. However, the calculation costs are lighter, and this is the obvious advantage of the EnKF algorithm.
We also found that increasing the discretization times from 0.005s to 0.025s does not greatly lower the filtering accuracy. Although it is hard to set appropriate discretization times, the use of the other discretization schemes such as Heun [6] , [21] may improve the performance of the non-Gaussian filters, especially for the processing times. This makes it possible to use larger particle numbers and may greatly contribute for improving the filtering accuracy of the non-Gaussian filters.
For the EKPF and EKPF with IS, we can also employ more accurate GFs mentioned in Subsection 2.2 such as UKF, cubature Kalman filter, Gauss-Hermite Kalman filter, and transformed UKF. However, the computational costs are considerably increased since the algorithms are essentially banks of the GFs. Our primary motive was to develop practical nonGaussian filters and the choice of the EKF, which is the fastest GF, was essential from this aspect.
The overall results show the effectiveness of the nonGaussian filters. However, as shown in the results for the second equilibrium model (Table 2) , even though the system model is nonlinear in the state, the Gaussian filters show satisfactory results and the non-Gaussian filters are not necessary. We can therefore conclude that the best filter to use for a particular problem highly depends on the problem model. This indicates that the state trajectory should be analyzed prior to the filter execution to select the filter to use.
Conclusion
To address the filtering problems for nonlinear continuousdiscrete models, we proposed using the EnKF and PFs (BF, EKPF, and EKPF-IS) originally developed for nonlinear discrete-time models to the discretized system models and described the non-Gaussian filtering algorithms. Their filtering performance was evaluated using two benchmark problems and the overall simulation results showed the effectiveness of the proposed filters over the existing Gaussian filters such as EKF and UKF. The state trajectory should be analyzed before the filter execution to choose the best filter to use in practice.
