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Abstract
We show that the s-dimensional packing measure P s(S) of the Sierpinski gasket S; where s = log 3
log 2
is
the similarity dimension of S; satises 1:6677  P s(S)  1:6713.
The formula presented in Theorem 6 enables the achievement of the above measure bounds for this
non-totally disconnected set as it shows that the symmetries of the Sierpinski gasket can be exploited
to simplify the density characterization of P s obtained in [33] for self-similar sets satisfying the so-called
Open Set Condition. Thanks to the reduction obtained in Theorem 6 we are able to handle the problem
of computability of P s(S) with a suitable algorithm.
Keywords: Sierpinski gasket, packing measure, computability of fractal measures, algorithm, self-similar sets.
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1 Introduction
The aim of this paper is to determine upper and lower bounds for the packing measure P s(S) of the Sierpinski
gasket. There are several results on bounds for the exact value of the Hausdor¤ measure of the Sierpinski
gasket (see the main contributions in [32]), but as far as we know there are no such results for the exact value
of the packing measure of the Sierpinski gasket.
In this introduction we give an overview of the main properties of the Sierpinski gasket and packing
measures, and we discuss the issues involved in the computation of the packing measure of the Sierpinski
gasket.
1.1 The Sierpinski gasket. Hutchinson and Markov operators
The Sierpinski gasket (see gure 1) or Sierpinski triangle, is one most popular mathematical and simplest
geometrical objects having a fractal nature. Its particularly simple structure makes it a natural setting
for testing and developing various mathematical and physical ideas, such as problems of fractal geometry,
harmonic analysis, random walks and PDEs on fractals, networks, number theory, etc.; see [1],[3]-[6], chap-
ter 12 of [7],[8], [11], [13], [19]-[23],[35],[39] and the references therein. Its pattern of construction seems
to occur naturally to the human mind, at least in artistic contexts. Designs resembling a Sierpinski gas-
ket appear in the 13th century in the oor mosaic of the central nave of the Roman Basilica of Santa Maria
in Cosmedin and also in several churches, as an isolated Sierpinski gasket up to its third stage of construction.
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The Sierpinski gasket was rst described as a mathematical object by W. Sierpinski in 1915. It can be
thought as a subset of the plane and as a mass distribution. As a subset of the plane its construction begins
with a set 	 = ff0;f1;f2g of three contracting similitudes of the plane, with contraction ratios ri := 1=2;
i 2M := f0; 1; 2g; given by
f0(x; y) =
1
2
(x; y); (1)
f1(x; y) =
1
2
(x; y) + (
1
2
; 0);
f2(x; y) =
1
2
(x; y) +
1
2
(
1
2
;
p
3
2
):
The Hutchinson operator F , dened by
F (A) = f0 (A) [ f1 (A) [ f2(A); A  R2;
is useful in the analysis of the Sierpinski gasket as a set. It is a contracting operator on the space H(R2) of
non-empty compact subsets of R2 endowed with the Hausdor¤ metric. The Sierpinski gasket S is the unique
xed point of F; i.e., it is the unique non-empty compact set admitting the self-similar decomposition
F (S) = S = f0 (S) [ f1 (S) [ f2(S): (2)
The set S is known as the invariant set or attractor of 	.
That the Hutchinson operator is contracting means that, starting from any compact set, for instance, the
set of three vertices A1 = fz0; z1; z2g, there holds
lim
k!1
F k(A1) = S;
where F k = F F  ::: F is the kth iterate of F and the limit is with respect to the Hausdor¤ metric. Thus
the Sierpinski gasket can be built with any desired level of detail by iterating the Hutchinson operator.
The Sierpinski gasket can be though also as a mass distribution S supported on S; called the invariant
or natural measure on S. The Markov operator M, dened on the set P of Borel probability measures on
R2 by
M() =
1
3
X
i2M
  f 1i ;  2 P (3)
can be used to construct S : M is a contracting operator on P endowed with a suitable metric. Its kth
iterate Mk satises
Mk() =

1
3
k X
i2Mk
  f 1i w! S ; (4)
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M(S) = S ;
for any  2 P; where fi := fi1 fi2  :::fik for i = i1i2 : : : ik 2Mk: Here w! stands for the weak convergence.
The natural measure S is the unique xed point of the Markov operator M: Henceforth we shall write 
for the invariant measure S .
1.2 The packing measure
The packing and Hausdor¤ measures are the most popular metric measures used in describing the geometric
properties of fractal sets. Given a subset A  Rn, the s-dimensional Hausdor¤measure detects the minimum
s-volume of countable coverings of A. The dual concept of s-dimensional packing measure detects the
maximum s-volume that can be covered by disjoint balls with centers in A.
Packing measures were introduced by Tricot [40][41] , Taylor and Tricot [37][38], and Sullivan [36],
as natural metric measures for analyzing Brownian paths and limit sets of Kleinian groups. Recall that a
two-stage denition is needed for general Euclidean sets (see, for example,[29] or [30]). The situation for
compact subsets is more manageable. The packing measure of a compact set A  Rn with nite packing
premeasure is dened as
P s(A) = lim
!0
P s (A)
where
P s (A) = sup
( 1X
i=1
jBijs : jBij  ; i = 1; 2; 3; : : :
)
is a non-decreasing set function with respect to  and the supremum is taken over all countable -packings
based in A, i.e., all countable collections of disjoint Euclidean balls with centers in A and with diameters
smaller than  (see [10]). From now on, given a subset A 2 Rn, jAj stands for its diameter. The s-packing
measures of a set A  Rn have, like the Hausdor¤ measures, a threshold value DimP (A); called the packing
dimension of A; such that P s(A) = 0 for s > DimP (A) and P s(A) =1 for s < DimP (A).
In the case of self-similar sets, such as the Sierpinski gasket, the self-similarity can be used to express
P s in terms of density functions. This facilitates addressing the computability problem algorithmically (see
[24][28], [33] and [42]). Before such computational approaches were developed, the packing measure was
known only for some particular cases of totally disconnected self-similar sets [2],[12], [17], [15].
In this paper we follow the computational approach in order to study the packing measure of the Sierpinski
gasket. In particular, in [33], M. Morán obtained the following formula for the packing measure of self-similar
sets that, as is the case for the Sierpinski gasket, satisfy the so-called open set condition, OSC in the sequel
(see Section 1.3).
The open Euclidean ball centered at x and with radius d is denoted by B(x; d):
Theorem 1 ([33]) Let E be the invariant set of the system ff0; :::; fN 1g of similarities satisfying the OSC
for the set O with Hausdor¤ dimension dimHE = s and let  be the normalized Hausdor¤ measure on E.
Then
P s(E) = supf (2d)
s
(B(x; d))
: x 2 E and B(x; d)  Og: (5)
Although, in general, this does not mean that the packing measure of E can be computed easily, we shall
see in Theorem 6 that, in the particular case of the Sierpinski gasket, (5) can be reduced to obtain a formula
suitable for constructing an algorithm for approximating the value of its packing measure.
The idea behind this theorem is as follows. On the one hand, it can be proved that the inverse s-density,
hs(B) := jBj
s
(B) , of any closed ball B centered at E provides a lower bound for P
s(E). The proof is based
on a construction of a suitable packing fBigi2N by balls centered at E and obtained as images of B under
compositions of the similarities in ff0; :::; fN 1g. This construction can be done so the mentioned packing is
also a -almost all covering of E, i.e.,
P
i2N (Bi) = 1 and h
s(Bi) = h
s(B) for every i 2 N. These properties
lead to
P s(E) 
X
i2N
(2jBij)s = hs(B)
X
i2N
(Bi) = h
s(B):
On the other hand, if there exists a ball B maximizing (5), the standard method mentioned above can
be used to construct an optimal packing from B. The exact value of P s(E) is then given by hs(B).
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1.3 Computability of the packing measures of self-similar sets and the open set
condition
The existence of an optimal ball is a crucial requirement for the computability of P s(E). This requirement
is fullled in the case of totally disconnected self-similar sets (see [33], [42], [24], [27], and [28]). For these
fractals the minimum gap c between the constituent parts, fi(E); of E determines a lower bound for the radii
of the balls B(x; d) whose densities (2d)
s
(B(x;d)) are to be maximized.
The numerical method used for the computation of P s(E) is based on a discretization of the fractal, and
the stage of construction required for that purpose depends on the smallest radii to be explored, so that if c
is small the computation of P s(E) requires so many iterations that it becomes too costly computationally.
The Sierpinski gasket is an example of a self-similar set that it is connected (so the above result does not
apply in this case), but it satises the open set condition. This means that there exists an open set that will
be, in our analysis, the rhombus R in gure 2(b), satisfying fi (R) \ fj (R) = ?; i 6= j; and F (R)  R. It
is known [14], [30], that the packing dimension of S; DimP (S); coincides with the Hausdor¤ dimension and
with the similarity dimension, s = log 3log 2 : Moreover, it can be shown in this case (see Remark 3) that both the
packing and the Hausdor¤ measures are multiples of the natural measure , i.e. there exist constants CP
and CH such that for any Borel set A  S,
P s(A) = CP (A) ;
Hs(A) = CH (A) ;
where Hs denotes the Hausdor¤ measure. The unknown constants CP and CH are of course P s(S) and
Hs(S), respectively. Knowledge of these constants makes the computation of the measures P s(A) and Hs(A)
trivial for open subsets A  S (see Remark 2). Therefore, since arbitrary subsets of S can be approximated
by open sets, the knowledge of P s(S) and Hs(S) solves the problems of computing the packing and Hausdor¤
measures on S.
Remark 2 Any open set A  S can be written as a countable union of -disjoint cylinders. From the
knowledge of which cylinders in generation k are contained in such a union, we can determine the value of
(A) with arbitrary accuracy.
We show below that in the particular case of the Sierpinski gasket, the constant CP can actually be
computed with some specied precision. The Sierpinski gasket does not fulll the strong separation condition
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(totally disconnected case). The system of similarities 	 can be seen as the limit case, when r tends to 1=2,
of systems 	r of three homotheties, having the same xed points as 	; but with contraction ratios r < 1=2.
However, as r tends to 1=2 and the gap between the three copies under the similarities in 	r goes to zero, the
computational time grows at a fatal rate, and the method used in the references mentioned above becomes
useless (see Section 4.3 for further discussion). In fact linear self-similar sets and the n-dimensional unit
cubes are the unique class of self-similar sets satisfying the OSC whose packing measure is known (see [9],
[10] and [31]).
Thus new ideas are required for the computation of CP = P s(S). In this note it is shown that the
existence of internal symmetries and homotheties in S allows a reduction of the range of the radii of the
balls to be explored that is similar to the reduction obtained in the totally disconnected case. As a matter
of fact, with the results of this paper in hand, the packing measure of the attractors Sr of the systems 	r
with r less than but close to 1=2 is more di¢ cult to compute than is P s(S) itself. The group generated by
the symmetries with respect to the altitudes of the equilateral triangle T with vertices in the xed points of
the similitudes in 	 and the homotheties with xed points at the midpoints of the sides of T and contraction
ratio 1=2 can be used to compute P s(S) approximately.
It should be remarked that the computation of the packing measure of a self-similar set E satisfying the
OSC is, in general, out of reach computationally. The computation of CH = Hs(S) and Hs(E) is in general
a problem still harder than that of the computation of P s(S) and P s(E), respectively. See [44] and [45] for
some of the known cases. In particular the computation of Hs(E) for a general connected self-similar set E
(with the exception of the unit n -dimensional cube) is also out of reach (see [16], [18] and [43] ).
2 The packing measure of the Sierpinski gasket
2.1 Code space and the overlapping set
Iterating the basic identity (2) we obtain
F k(S) =
[
i2Mk
fi(S); k 2 N;
where fi := fi1  fi2  :::  fik for i = i1i2 : : : ik 2 Mk. Thus, when k increases, the Sierpinski gasket
decomposes into small, similar, copies of itself, fi(S); i 2Mk, called cylinder sets of the kth generation.
Given A  R2 and i 2Mk, we write Ai = fi(A), so the cylinder sets of the kth generation are denoted by
Si. For x 2 S and k 2 N, there exists an ixjk := ix1 ix2 :::ixk such that x 2 Sixjk ; Sixjk+1  Sixjk ; and x = \1k=1Sijk .
The mapping  :M1 ! S dened by
(i) = \1k=1Sijk ; i 2M1;
gives a natural codication, through the codes in M1, of the points in S. The codes are unique except for a
countable subset O  S called the overlapping set. We shall briey examine this set, as it plays a role in our
numerical procedure. Observe that x 2 Si \Sj 6= ? for i; j 2M with i 6= j implies x 2 O(1) (see gure 2(a)),
which is the set of the midpoints of the sides of the equilateral triangle T . This is the primary overlapping
set, namely, the set of points each with two codes in M1 di¤ering in their rst entries. In particular, if
we adopt the convention
_
i = iiiii    2 M1 (so the xed point zi of fi satises (
_
i ) = zi; i 2 M), then
(0
_
1 ) = (1
_
0 ), (0
_
2 ) = (2
_
0 ), and (1
_
2 ) = (2
_
1 ) . Analogously, the nary overlapping set, O(n), that is,
the set of points with two codes di¤ering in their nth entries, can be written as
O(n) = Fn 1(O(1)) =
n
(i  0_1 ); (i  0_2 ); (i  1_2 ) : i 2Mn 1
o
;
where the symbol  denotes concatenation of sequences, i.e., i  0_1 = i1i2:::in 1011111 : : :
Remark 3 Let k 2 N; i = i1i2:::ik 2 Mk; and ri := kj=1rij where rij is the contraction ratio of the
similitude fij ; ij 2M: By (4), the identity
(fi(S)) = (Si) =M
k((Si)) =
1
3k
=
1
2sk
= rsi = r
s
i(S); (6)
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shows that  scales on cylinder sets as P s and Hs restricted to S do, so these measures are all multiples.
Consequently,
(A) =
Hs(A \ S)
Hs(S) : (7)
The boundary of the open ball B(x; d) will be denoted by @B(x; d) =

y 2 R2 : jx  yj = d	 ; where jx yj
is the Euclidean distance between x and y:
2.2 The packing measure of the Sierpinski gasket as a maximum
The main result of this section characterizes the packing measure of the Sierpinski gasket through a reduction
of the set of candidates for optimal balls given in (5). This simplication will be used in Section 3 to obtain
bounds on the value of P s(S). The actual values of these bounds, given in Section 3, will be computed by
the algorithm described in Section 4.1. Lemma 4 collects some basic facts needed in the proof of Theorem 6.
Lemma 4 The following statements are true.
i) If B(x; d)  fi(R) for some i 2M; then
(2d)s
(B(x; d))
=
(4d)s
(B(f 1i (x); 2d))
: (8)
ii) If g : R2 ! R2 is an isometry such that g(S) = S, then
(B(x; d)) = (g(B(x; d))): (9)
Proof.
i) If B(x; d)  fi(R) then, by the scaling property of the Hausdor¤ measure,
(B(x; d)) =
Hs(B(x; d) \ S)
Hs(S) =
Hs(B(x; d) \ Si)
Hs(S) =
=
 
1
2
sHs(f 1i (B(x; d) \ S))
Hs(S) =

1
2
s
(B(f 1i (x); 2d));
which implies (8).
ii) If g : R2 ! R2 is an isometry such that g(S) = S; then
(g(B(x; d))) =
Hs(g(B(x; d)) \ S)
Hs(S) =
Hs(g(B(x; d)) \ g(S))
Hs(S) = (B(x; d)):
Lemma 4 shows two basic senses in which the density of a given ball is invariant. This invariance (see
Denition 5) together with the geometry of the Sierpinski gasket, will be used in the proof of Theorem 6 to
remove sets of balls with repeated densities from (5).
Denition 5 Given B(x; d)  R; we say that B(x0; d0) is density equivalent to B(x; d) if B(x0; d0)  R and
(2d)s
(B(x; d))
=
(2d0)s
(B(x0; d0))
:
Theorem 6 Let S be the attractor of the system 	 = ff0;f1;f2g given in (1). Then
P s(S) = maxf (2d)
s
(B(x; d))
: x 2 S01; d 
p
3
16
; and B(x; d)  Rg: (10)
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Proof. Our starting point is the characterization of the packing measure given in (5) with O = R; that is,
P s(S) = supf (2d)
s
(B(x; d))
: x 2 S and B(x; d)  Rg: (11)
First, we show that (11) can be simplied to
P s(S) = supf (2d)
s
(B(x; d))
: x 2 S0 and B(x; d)  Rg: (12)
This reduction is valid because any ball contained in R and centered in S1 [ S2 is density equivalent to
another ball centered in S0 (see Denition 5). This can be checked by noting that, on the one hand, any ball
centeres in S2 and contained R can be reected across the altitude h1 of the triangle T: On the other hand,
any ball centered in S1 and contained in R can be reected across the altitude h2 of the triangle T (see gure
2). This yields, by (9), to density equivalent balls centered in S0. This concludes the proof of (12) as it shows
that any ball centered in S1 [ S2 and contained in R is density equivalent to another ball centered in S0.
Next we show that (12) can be further reduced to
P s(S) = supf (2d)
s
(B(x; d))
: x 2 S01 and B(x; d)  Rg: (13)
Let B(x; d)  R with x 2 S0. We divide the proof into three cases: x 2 S0i; i = 0; 1; 2. If x 2 S00, then
B(x; d)  f0(R) and, hence, (8) implies that B(f 10 (x); 2d) is density equivalent to B(x; d): Observe that the
previous argument can be repeated until f 10 (x) 2 S01 [ S02. Now, if x 2 S02; then h0(S02) = S01; where h0
is the reection across the altitude of T through z0: Thus, by (9), B(x; d) is density equivalent to B(h0(x); d)
(see gure 2(a)). This concludes the proof of (13).
Finally, we show that any ball with radius smaller than
p
3=16 can be removed from the set of balls given in
(13). To this end, let B(x; d)  R with d < p3=16 and let x 2 S01. It su¢ ces to show the existence of a ball
density equivalent to B(x; d) with center in S01 and radius equal to 2d:
Consider the following three cases: x 2 S01i; i = 0; 1; 2:
If x 2 S010, then B(x; d)  f0(R) and therefore B(x; d)  R is density equivalent to B(h2  f 10 (x); 2d) with
h2  f 10 (x) 2 S01; where h2 is the reection across the altitude h2 of T (see gure 2(a)).
If x 2 S012, then B(~(x); d))  f2(R) where ~ : R2 ! R2 is the rotation of 240 degrees around the orthocen-
ter of T with ~(x) 2 S201 (see gure 3). Therefore, B(f 12  ~(x); 2d)) is density equivalent to B(x; d) with
f 12  ~(x) 2 S01.
Now, if x 2 S011, let L(x) = 2x  ( 12 ; 0) be the similarity with center z = S0 \S1 and scale factor 2. Then, as
d <
p
3=16; B(x; d)\S = B(x; d)\(S01[S10). Moreover, L(S01) = S0, L(S10) = S1, and B(L(x); 2d)\S2 = ;
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(see gure 4). Therefore, by (7) and the scaling property of the Hausdor¤ measure, we have that
(2d)s
(B(x; d))
=
Hs(S)(2d)s
Hs(B(x; d) \ S) =
Hs(S)(2d)s 
1
2
sHs(L(B(x; d) \ (S01 [ S10))) =
=
Hs(S)(4d)s
Hs(B(L(x); 2d) \ (S0 [ S1)) =
(4d)s
(B(L(x); 2d))
:
This concludes the proof of the theorem as it proves that B(x; d) is density equivalent to B(L(x); 2d) with
L(x) 2 S01:
3 Bounds for the packing measure
In this section we show that a suitable discrete version of (10) can be used to estimate the value of P s(S).
The aim is to construct two sequences, fP supk g1k=1 and

P infk
	1
k=1
, of discrete densities (see (15) and (16)),
bounding the value of the density maximizing (10).
The discretization is made using a sequence fAkg1k=1 of points such that [1k=1Ak = S, where A is the
closure of A, and a sequence fkg1k=1 of discrete probability measures, such that k is supported on Ak,
converging weakly to .
The sequences fAkg and fkg are dened as follows. Let A1 = fz0; z1; z2g, where zi = fi(zi) is the xed
point of the similitude fi; i = 0; 1; 2. For k > 1; Ak := F k 1(A1) and k is the measure supported on Ak
and dened by
k := M
k 1(1) =
1
3k 1
X
i2Mk
1  f 1i
=
1
3k
X
i2Mk
1
3
 
fi(z0) + fi(z1) + fi(z2)

;
where 1 :=
1
3 (z0 + z1 + z2) and x is the unit mass at x.
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Note that A2 = A1 [O(1) and
Ak = F
k 2(A2) = F k 2(A1 [O(1))
= Ak 1 [O(k 1) = A1 [
k 1[
j=1
O(j); k = 2; 3; : : :
The discrete measures fi(zj); i 2Mk; j 2M; occurring in (14) appear exactly twice at the overlap points
in O(p); p = 1; : : : ; k   1;
fi(zj) = (i1i2:::ip 1ip 
_
j ) = (i1i2:::ip 1j 
_
ip); ip 6= j;
and only once for the points zi = fi1i2:::ik(zi); ij = i 2M; j = 1; 2; : : : ; k   1; in A1. Thus we can write
k =
1
3k
(z0 + z1 + z2) +
2
3k
X
x2Ak A1
x:
If A1 \A = ? then
k(A) =
2
3k
X
x2Ak
x(A): (14)
The sequences

P infk
	1
k=1
and fP supk g1k=1 are dened by
P supk := maxf
(2r)s
k(B(x; r))
: r = jx  yj; x 2 Ak \ S01; (15)
y 2 AknS2; and
p
3
16
  22 k  r < d(x; @R)g
and
P infk :=
(2rk)
s
k(B(xk; rk + 2
 k))
; (16)
where, for every k  1; B(xk; rk) denotes the ball maximizing (15) and d(x; @R) := inffjx  yj : y 2 @Rg:
Theorem 7 For every k  6,
P infk  P s(S)  KkP supk ; (17)
where
Kk =

1  2
6 k
p
3
 s
(18)
and the bounds P supk and P
inf
k are given by (15) and (16), respectively.
Proof. Let k  6, and let B(xk; rk) be a ball of maximal density in the sense of (15).
The inequality P infk  P s(S) is immediate because B(xk; rk + 2 k) contains every cylinder set of generation
k intersecting B(xk; rk) and hence
(B(xk; rk))  k(B(xk; rk + 2 k)): (19)
Moreover, as B(xk; rk)  R, (5) and (19) imply
P s(S)  (2rk)
s
(B(xk; rk))
 (2rk)
s
k(B(xk; rk + 2
 k))
:
We turn now to proving the inequality P s(S)  KkP supk . Let B(x; d)  R be such that
P s(S) =
(2d)s
(B(x; d))
(20)
with x 2 S01; d 
p
3=16, and B(x; d) \ S2 = ; (see Theorem 6).
We show rst that, if there exist y 2 Ak \ S01 and z 2 AknS2 such that
r := jy   zj 2 [d  22 k; d  21 k]; (21)
9
B(y; r)  B(x; d)  R; (22)
and
k(B(y; r))  (B(x; d)); (23)
then P s(S)  KkP supk . Note that d  22 k  0 for every d 
p
3=16 and k  6.
Suppose that (21) and (22) hold. Then (15) implies that
P supk 
(2r)s
k(B(y; r))
: (24)
Now, (20), (23), (24), and (21) yield
P s(S) =
(2d)s
(B(x; d))
 d
s(2r)s
rsk(B(y; r))
 (d
r
)sP supk 

d
d  22 k
s
P supk


1  2
2 k
d
 s
P supk  KkP supk ;
where Kk is given by (18).
Next, we show the existence of y 2 Ak \ S01 and z 2 AknS2 satisfying (21), (22), and (23). We denote by Tk
the set of equilateral triangles having side length 2 k and containing the cylinder sets of generation k. That
is, for all k  1,
Tk := F (Tk 1);
with T0 := T being the equilateral triangle of side length one and vertices the three xed points of the
similarities in 	. Note that the three vertices of a triangle in Tk 1 belong to Ak. Now, x belongs to a certain
cylinder set of generation k contained in S01. Let y be the unique vertex of such a cylinder set belonging to
Ak. The distance of a point in a cylinder set to one of its vertices cannot exceed its diameter, hence
jx  yj  2 k:
Thus, for every 0 < t  d  21 k,
B(y; t)  B(y; t+ 2 k)  B(x; d)  R; (25)
whence,
k(B(y; t))  (B(y; t+ 2 k))  (B(x; d));
which proves (23) and (22), provided that (21) holds.
To conclude the proof there remains to show (21). In order to do so, let Lk be the set formed by the edges
of the triangles in Tk 1 . Note that Lk is a polygonal curve with vertices in Ak and connected by edges of
length 2 k+1. Let z0 2 Ak \ B(y; d   2 k+1)c. That Ak \ B(y; d   21 k)c is nonempty is true because it
contains the set A1 comprising the three vertices of T0; since a ball B(x; d)  R cannot contain any point
in A1. Consider now the polygonal curve contained in Lk; beginning in y and ending in z0. Denote by L
the rst side of such a polygonal curve that intersects @B(y; d   21 k). Let z 2 Ak be the endpoint of L
contained in B(y; d  21 k) and set
r := jy   zj  d  21 k   21 k = d  22 k:
Observe that the existence of z 6= y such that z 2 Ak \ B(y; d   21 k) is guaranteed since d   22 k > 0 for
k  6.
Finally, z 2 Ak n S2 because z 2 B(y; d  21 k)  B(x; d) and B(x; d) \ S2 = ;. This concludes the proof of
(21).
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4 The algorithm
In this section we describe an algorithm for computing the values P supk and P
inf
k given in Theorem 7 and,
hence, for obtaining numerical estimates of the packing measure of the Sierpinski gasket (see Section 4.3).
The corresponding pseudocode is given in Section 4.2.
4.1 Description of the algorithm
In general terms, the algorithm is based on searching for a ball, B(x; d)  R, of maximal density (2d)sk(B(x;d)) ,
where k = kmax and d = jx  yj, with kmax being the largest integer permitted by the computational capacity
available (kmax = 15 in our case) and x; y 2 Ak. To this end the distances from each x 2 Ak \ S01 to each
point y in AknS2 are computed. These distances will serve to compute the term (2d)s in the density of
B(x; d) and also to compute k(B(x; d)). By (14), this last computation essentially amounts to counting the
points of AknS2 in B(x; jx  yj). If the distances jx  yj, y 2 AknS2, are sorted in increasing order, then
the position of jx  yj in the resulting list essentially gives the value of k(B(x; jx  yj)); we give the details
below. We then take the ball of maximum density at x and let x vary over Ak \ S01; thereby nding the
value of P supk . Once P
sup
k is known, the selected ball giving the optimal density in (15) is used to determine
the lower bound according to (16).
We now give some details of the computation of the measures k(B(x; d)). Let x 2 Ak \ S01. The set of
balls centered at x needed to compute P supk (see (15)) can be indexed by the set D(x) of endpoints z 2 AknS2
of their radii,
D(x) := fz 2 AknS2 : d0  jz   xj  d(x; @R)g; (26)
where d0 :=
p
3
16   22 k. Let
Ux := #fz : z 2 AknS2 and jz   xj < d0g;
nD(x) := Ux +#D(x);
and consider an ordering fzjgUx<jnD(x) of the set D(x) such that the sequence of distances
eD(x) := fjzj   xjgUx<jnD(x)
be nondecreasing. Now, to compute k(B(x; edj)) with edj := jzj   xj 2 eD(x); we have to take into account
that B(x; edj) is an open ball, and the points of AknS2 in its boundary must be removed. Then, by (14), for
any j; Ux < j  nD(x);
k(B(x;
edj)) = 2tx(j)
3k
; (27)
where
tx(j) = minfl : edl = edj ; edl 2 eD(x)g   1:
Having obtained
P (k; x; edj) := (2edj)s
k(B(x;
edj)) ; (28)
for each edj 2 eD(x); we calculate
P (k; x) := maxfP (k; x; edj) : Ux < j  nD(x)g: (29)
Repeating the same procedure for any x 2 Ak \ S01, we get
P supk := maxx2Ak\S01
P (k; x); (30)
the upper bound, KkP
sup
k , for P
s(S) as well as the center and the radius of a ball giving the optimal density
(denoted by z, d, and B(z; d), respectively). Finally, P infk is calculated using that k(B(z
; d +2 k)) =
2
3k
 
#
 
B(z; d + 2 k) \Ak

:
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4.2 Pseudocode
Next, we give pseudocode for the algorithm computing the upper and lower bounds of P s(S) (see (15) and
(16)). All the calculations are made using double-precision arithmetic.
1. Initialization.
 Fix k = kmax and dene s := ln 3ln 2 and d0 :=
p
3
16   22 k:
 Set Pk = 0 and Kk = (1  26 kp3 ) s.
2. Generation of AknS2 and storage of the indices of the points in Ak \ S01.
2.1 Generate the sequence AknS2 = fzigni=1 where n := #AknS2.
2.2 Dene nS01 := #(Ak \ S01) and store the sequence of indices, fIS01(j)g1jnS01 ; of the points in
Ak \ S01; that is
IS01(p) = j if zj is the pth point of Ak belonging to S01:
3. Computation of P supk .
For each i = 1; : : : ; nS01 :
3.1 Compute and order the distances corresponding to the ith point of Ak \ S01 in the following way.
Let
i := IS01(i)
be index of the ith point of Ak \ S01. Compute the distances fjzj   zi j ; 1  j  ng and store
both the value
Uzi := #fjzj   zi j : jzj   zi j < d0; 1  j  ng
and the sequence of distances corresponding to the points in
D(zi) := fzj : d0  jzj   zi j < d(zi ; @R); 1  j  ng:
Set nD(zi ) := Uzi + #nD(zi ) and consider the sequence fsjgUzi<jnD(zi ) of points in D(zi)
sorted so that the sequence of distances eD(zi) := fedj := jsj   zi jgUzi<jnD(zi ) is nondecreasing.
Obtain the corresponding set of indices fI(j)gUzi<jnD(zi ) induced by the previous ordering, that
is, sj = zI(j).
3.2 Use the sequence eD(zi) to compute the following items:
 For each edj 2 eD(zi); j = Uzi + 1; : : : ; nD(zi ); dene
h :=
(2edj)s
k(B(zi ;
edj)) ;
where
k(B(zi ;
edj)) = 2tzi (j)
3k
and
tzi (j) := minfl : edl 2 eD(zi); edl = edjg   1:
If h > Pk, set
Pk = h; IC = i
; and IR = I(j): (31)
Observe that (31) is used to store the indices IC and IR of the points that characterize the ball
B(zIC ; d) with d = jzIR   zIC j corresponding to the current Pk.
4. Bounds for P s(S).
 Set P supk = Pk and compute the upper bound KkP supk for P s(S).
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 Once the ball B(z; d), with z = zIC and d = jzIR   zIC j has been selected among those giving
the value of P supk , use it to compute the lower bound for P
s(S),
P infk =
(2d)s
k(B(z
; d + 2 k))
;
where k(B(z
; d + 2 k)) = 2
3k
(#(B(z; d + 2 k) \Ak)).
It is important to note that, although for simplicity on the description of the pseudocode, the required
computations are done for a xed iteration k, the design of the algorithm permits simultaneous computation
of all the items needed on each iteration k = 3; :::; kmax. Moreover, a decrease in computing time and memory
space is possible since most of the distances that have been stored and sorted at k = kmax can be used for
any k < kmax.
4.3 Numerical results
The computer codes have been written in Fortran 90 and run on the HPC of the Complutense University of
Madrid (see www.campusmoncloa.es/es/infraestructuras/eolo for technical description).
Table 1 shows the algorithms output from the sixth to the fteenth iteration.
Theorem 7 together with the output of the algorithm for k = 15 gives
1:667728055374  P s(S)  1:671258613367 (32)
and a 100% condence interval of length less than 0:003531. Moreover, in every iteration in the range
k = 6; :::; 15, the selected ball, B(zIC(k); d(k)); is centered in zIC(k) = (0:5; 0) and the radius d(k) varies
slightly from the ninth iteration on. In this sense we observe stability in the results which indicates that a
good approximation to the optimal ball giving the maximum value in (10) should be B((0:5; 0); 0:1605):
The pattern observed in the optimal balls found algorithmically as a function of k raises the problem
of whether it exists a nite k at which the k density of the selected ball equals to P
s(S), in which case
the exact value of P s(S) can be computed. We say that a self-similar set with this characteristic enjoys
the nite time computability property (see examples in [28]). Certain conditions are required for the nite
time computability property to hold. Firstly, the optimal ball B giving P s(S) should be centered in Ak for
a reasonably large k depending on the constrains imposed by the available computing capacity. Moreover,
Ak \@B should be nonempty. These two conditions imply that the optimal ball can be found in nite time,
however they do not guarantee that the exact value of P s(S) can be computed in nite time. Observe that
estimating the exact value of (B) might require an innite process unless B can be written as a nite
union of kth generation cylinder sets. In this case, (B) = j(B
) and P supj = P
s(S) for j  k: The results
showed in Table 1 indicate that S does not enjoy this property.
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Regarding the bounds for P s(S), notice that the number of xed decimal places in the column of Table
1 corresponding to P infk varies from two (in every iteration in the range k = 11; :::; 14) to three (from the
fourteenth iteration on). The stability behavior for KkP
sup
k is, however, worse than the one observed for the
lower bound. This is mainly caused by the slow convergence to one of the term Kk (see g 5).
Due to the fact that the values of P supk are stabilized around 1:668 from the twelfth iteration on, and since
the lower and upper bounds are arbitrarily close to P supk for k su¢ ciently large, we can conjecture that
P s(S)  1:668: (33)
More precise estimates for P s(S) would require either a signicant increment of kmax (which at the
moment is out of reach due to the memory and computational time requirements) or a renement of the
upper bound for P s(S):
Finally, a comparison of the current results (see (32) and (33)) with those obtained in [28] for the totally
disconnected case leads to the open problem of the continuous dependence of the packing measure on the
values of the contraction ratios. More precisely, let Sr be the totally disconnected Sierpinski attractor with
contraction ratio r < 0:5 and let P s(r)(Sr) be the corresponding packing measure of Sr with s(r) :=
  log 3
log(r) .
Approximate values of P s(r)(Sr) as well as the corresponding upper and lower bounds can be found in [28]
for a wide range of values of r < 0:5. An interesting question is to know whether the estimates of P s(r)(Sr)
given in [28] together with those of P s(S) obtained here support the conjecture of Qiu (see [34]) which implies
that P s(r)(Sr) is continuous as a function of r at r = 0:5:
If r < 0:5, a continuous behavior of P s(r) is supported by the estimate values obtained in [28] (see
Figure 1 in [28]). This fact is in concordance with Qiu´s result (see [34]) which establishes the continuity
of the packing measure function of general self-similar sets satisfying the strong separation condition and,
in particular, implies the continuity of P s(r)(Sr) for r < 0:5: However, the estimate of P s(S) obtained in
this note (see (33)) is about half the approximate value corresponding to P s(r)(Sr) for r  0:5 (see [28]),
which indicates that Qius conjecture might be false. The relation P s(S)  12P s(r)(Sr) for r  0:5 might be
caused by the di¤erences between the selected balls on each case. More precisely, the selected optimal ball
for P s(r)(Sr) is density equivalent to another one centered in (r; 0) and with radius less than 1  2r, that is,
the distance separating the rst generation cylinders sets. The case r = 0:5 is di¤erent as such an optimal
ball is centered at (0:5; 0); intersects two rst generation cylinder sets and its measure is about twice the
measure of the optimal ball corresponding to the disconnected case.
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