A globally convergent algorithm for facility location on a sphere  by Xue, G.-L.
Computers Math. Applic. Vol. 27, No. 6, pp. 37-50, 1994 
Copyright@1994 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 
0898-1221(94)EOO14-B 
089~1221/94-$6.00 + 0.00 
A Globally Convergent Algorithm for 
Facility Location on a Sphere 
G.-L. XUE* 
Department of Computer Science and Electrical Engineering 
The University of Vermont 
Burlington, VT 05405, U.S.A. 
xue@emba.uvm.edu 
(Received and accepted August 1993) 
Abstract-In this paper, we study the problem of facility location on a sphere. This is a general- 
ization of the planar Euclidean facility location problem. This problem was first studied by Katz and 
Cooper and by Drezner and Wesolowsky where Weiszfeld-like algorithms were proposed. However, 
convergence has never been proved. In this paper, we first prove a hull property of the problem, i.e., 
every global minimizer is in the spherical convex hull of the existing facilities. We then study the 
relationship between the spherical facility location problem and a planar Euclidean facility location 
problem corresponding to each approximate solution to the spherical facility location problem. Op- 
timality conditions for the spherical facility location problem are established in terms of optimality 
conditions for the corresponding planar Euclidean facility location problem and a gradient algorithm 
is proposed to solve the spherical facility location problem. We prove that our algorithm always 
converges to a global minimizer of the spherical facility location problem. Computational results are 
also given. 
Keywords-Spherical facility location, Optimality conditions, Gradient algorithms, Global con- 
vergence, Open problems, Iterative algorithms without line search. 
1. INTRODUCTION 
Let al,az,...,a, be m points on the 3-dimensional sphere S = {x 1 2 E R3, 11x11 = l}, where 
I I l II is the 2-norm. Let cj, j = 1,2, . . . , m, be given positive numbers. We want to find a point 
x E S that, minimizes the summation of weighted geodesic distances from x to all of the m given 
points, i.e., 
~3 f(x) = 2 cj cos-l (a;x) . 
j=l 
This is called facility location on a sphere or the spherical facility location problem. Notice that 
cosV1 (a?x) is the geodesic distance or great circle distance between x and aj. We will 
call the shorter portion of the great circle passing through two points pl and p2 on S the great 
circle segment connecting pl and ~2. We will also use p& to denote the great circle segment 
connecting pl and pz and use d(pl,pz) to denote the arc length of prpp2. 
In (l), the objective function f(x) is defined only on S. For convenience, we extend the domain 
of f(x) to all x E W3 such that x # 0. For any nonzero x E W 3, the function value at x is defined 
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to be f (&) . With this extension, the objective function can be written as 
(2) 
In the spherical facility location problem (1)) al, a2 , . . . , a, represent the locations of m existing 
facilities on the surface of the earth; cj represent the importance of the jth existing facility; 
z represents the location of a new facility on the surface of the earth; the objective function f(z) 
is the summation of weighted geodesic distances from the new facility to each existing facility. 
Our goal is to find an optimal location for the new facility, i.e., to minimize f(z) subject to z E S. 
Facility location problems trace back to a problem proposed by Fermat early in the 17th century. 
At the end of his celebrated essay on maxima and minima, in which he presented precalculus 
rules for finding tangents to a variety of curves, he threw out the challenge: 
Let he who does not approve of my method attempt the solution of the following problem: 
Given three points in the plane, find a fourth point such that the sum of its distances to 
the three given points is a minimum! 
Later, the Fermat problem was generated to m points in the Euclidean space with positive weights 
which we call the Euclidean single facility location (ESFL) problem, and the problem of locating 
n new facilities in the Euclidean space with respect to the existing facilities which we call the 
Euclidean multifacility location (EMFL) problem. 
Weiszfeld [l] was the first to give a simple closed form iterative algorithm for solving the ESFL 
problem. Later, it was proved by numerous authors [2-41 that the algorithm converges globally. 
Katz [5] proved that the rate of convergence is linear when the solution is not an existing facility 
and that the rate of convergence could be linear, sublinear, or superlinear when the solution is 
an existing facility. In [6,7] the ESFL problem subject to convex constraints was studied and the 
problem in general spaces was studied in [8]. 
Miehle [9] was the first to propose an extension of the Weiszfeld’s algorithm for ESFL to solve 
EMFL problems. Ostresh [lo] proved that Miehle’s algorithm is a descent one. However, Miehle’s 
algorithm may converge to a nonoptimal point [11,12]. Eyster, White and Wierwille [13] proposed 
a hyperboloid approximation procedure (HAP) for solving the perturbed EMFL problem. After 
many years of efforts [3,14], the global convergence of the HAP has been proved in [15]. Besides 
first-order methods, second-order methods for solving the EMFL problem were also proposed. 
In 1982, Calamai and Conn proposed a projected Newton algorithm [16]. In 1983, Overton [17] 
proposed a projected Newton algorithm and proved that the algorithm has a quadratic rate of 
convergence provided the sequence of points generated by the algorithm converges to a strong 
minimizer plus some other conditions. In 1987, Calamai and Conn [18] proved that their projected 
Newton algorithm converges globally and quadratically under a nondegeneracy assumption and 
a strong minimizer assumption. 
As pointed out by Katz and Cooper [19], for facility location on the surface of the earth when 
the existing facilities are widely separated, the classical Euclidean facility location model is no 
longer a suitable model. A more realistic model should replace the Euclidean distance with the 
geodesic distance. Therefore, they proposed to study spherical location problems. There has 
been a large literature on facility location problems [20]. For more details, see the books by 
Francis, McGinnis and White [21] and by Love, Morris and Wesolowsky [22]. 
In Section 2, we will list some known spherical convexity results which will be used in later 
sections. We will also prove a hull property of the spherical facility location problem, i.e., any 
global minimizer of the spherical facility location problem must lie within the spherical convex 
hull of the existing facilities. In Section 3, the gradient and directional derivative of the objective 
function are studied. Optimality conditions for the spherical facility location problem are given 
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in terms of the optimality conditions for an Euclidean facility location problem corresponding 
to the current approximate solution to the spherical facility location problem. In Section 4, we 
present a gradient algorithm for solving the spherical facility location problem and prove that 
our algorithm always converges to a global minimizer of the spherical facility location problem. 
Computational experiences are reported in Section 5. In Section 6, we prove a property of the 
Katz-Cooper algorithm which says that each step of the Katz-Cooper algorithm is equivalent 
to taking one step of the Weiszfeld algorithm for the corresponding Euclidean facility location 
problem. Conclusions are given in Section 7. 
2. SPHERICAL CONVEXITY AND HULL PROPERTY 
In the first half of this section, we will present some definitions and properties on spherical 
convexity. Most of these materials were studied by Drenzer and Wesolowsky [23]. They are listed 
here without proof for later use. In the second half of this section, we will prove a hull property 
of the spherical facility location problem, i.e., every global minimizer of the problem must lie 
within the spherical convex hull of the existing facilities. 
DEFINITION 2.1. A spherical circle with a given center and radius is defined on a sphere 
by the locus of all points whose geodesic distance from the center is equal to that radius. A circle 
divides the sphere into two parts; a point is said to be within a circle only if the point and the 
center of the circle is included in the same part. 
DEFINITION 2.2. A spherical convex set is defined on the surface of a sphere as a set where 
for any two points of the set, the whole great circle segment connecting them is included in the 
set. The spherical convex hull of a set of points on a sphere is defined to be the smallest 
spherical convex set which contains the set of given points. 
DEFINITION 2.3. Let p(rl, ~2, X) be the point on the great circle segment between r1 and rp such 
that the distance between r1 and p(rl, ~2, A) is Xd(rl, 7-p) for any number X E [0, 11. 
DEFINITION 2.4. f(r) is called a spherical convex function on a spherical convex set D on 
a sphere if for every 0 5 X 5 1 and rl, r2 E D, we have 
f(p(rl, r2, A)) 5 (1 - Wf(rd + Wr2). (3) 
f(r) is called a strictly spherical convex function if the inequality (3) is strict when r1 # r2 
and X E (0,l). 
THEOREM 2.1. [23] The points within a circle on S with radius less than or equal to ; form 
a spherical convex set. The geodesic distance from a given point r on S is a spherical convex 
function within a circle of radius 4 and center r. Every local minimizer of a spherical convex 
function on a spherical convex set is also a global minimizer. 
THEOREM 2.2. [23] If all of the existing facilities are included within a circle of radius 4, then 
the objective function f(x) is a spherical convex function within that circle. Furthermore, if all 
of the existing facilities do not lie on a great circle segment, then the objective function is strictly 
spherical convex. 
REMARK 2.1. Drezner and Wesolowsky [23] only proved the spherical convexity of the objective 
function. However, the proof of Theorem 2 in [23] also proves the strictly spherical convexity of 
the objective function under the conditions of Theorem 2.2. 
In the rest of this paper, we will assume that all of the existing facilities of the spherical facility 
location problem are included within a circle of radius 2. For convenience, we will assume that 
the center of the circle is (0, 0,l). Therefore, all of the existing facilities are above the xy-plane. 
Next, we will show that every global minimizer of (1) must lie within the spherical convex hull 
of the existing facilities. 
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THEOREM 2.3. Suppose that aJJ of the existing faciJities are incJud~ within a cifcle of center 
(0, 0,l) and radius 4. Then every global minimizer of (1) must Jie within the sphericrtl convex 
huJJ of the existing f~J~ti~. 
PROOF. Let T = (~1, ~2, ~3) be a global minimizer of (1). We claim that 73 > 0. To prove this, 
let us suppose that rg < 0 and define s = (81, ~2, -73). Since all of the existing facilities are 
above the x9-plane, the geodesic distance between s and a2 is smaller than the geodesic distance 
between F and aj for all j. Therefore, F(s) < F(F) which contradicts the assumption that Y is a 
global minimizer of (1). 
In the rest of the proof, we will assume that T is on or above the xy-plane. If T is in the spherical 
convex hull of the existing facifities, we are done. Now suppose that T is not in the spherical 
convex hull of the existing facilities. We claim that there must be at least one existing facility, 
say aj, whose geodesic distance from T is no more than $. This is true because otherwise the point 
(0, 0,1) will have an objective function value less than F(F), contradicting the assumption that T 
is a global minimizer. Let s be the orthogonal projection of F onto the convex cone generated by 
the existing facilities [24]. It follows from the above claim that s could not be the zero vector. 
We will show that F(s) < F(F). 
Let the origin be denoted ss o. Let V- be the plane passing through s and orthogonal to the 
line segment OS. Let a$ be the intersection of the ray oaj with 7 for j = 1,2,. . . , m. We want to 
show that for any j, 
Lroai > Lsoa:. (41 
Since aj is above the xy-plane and T is on or above the xyplane, a: must be also above the 
xy-plane and s must be also on or above the xy-plane. Therefore, both angles in inequality (4) 
are in the range of 10, K). Therefore, we only need to prove 
cos(Lsoai) > cos(Lroag). (51 
Since s is the projection of r onto a convex cone and that a; is a point in that cone, we know 
from convex analysis f24] that Lrsa$ 2 90’. Therefore, (~a$)~ 2 (rsj2 + (a$~)~. 
Figure 1, The projection s of T has a better function value than T. 
Since (Figure 1) cos(lsou$) = os/oai, cos(Lroa’j) = ((or)’ + (~aj)~ - ~~~~)~~/~2 -OT), we only 
need to prove 
2 a 0~ a OS 2 (orf2 f (oaj)2 - (va>)“. (6) 
Again, from Figure 1, we have (oT-)~ = (05)~ f (FS)~ and (ou~)~ = (OS)’ + (a5s)2. Therefore, 
inequality (6) is true and the theorem is proved. 8 
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3. DIFFERENTIABILITY AND OPTIMALITY CONDITIONS 
The differentiability and optimality conditions for problem (1) have been studied by Katz and 
Cooper [19] and by Drezner and Wesolowsky [23]. In this section, we will derive optimality 
conditions for the spherical facility location problem in terms of the optimality conditions for the 
corresponding Euclidean facility location problem. 
Let x be a point on 5’ which does not coincide with any of the existing facilities, then F(x) is 
differentiable at 2, with gradient given by 
VF(x) = Fcj 
-1 II+j - ~T~jM141) 
j=l JI - (wl141)T~j>2 11412 
If x coincides with one of the existing facilities, say at, then F(x) is not differentiable at x. In 
this case, for any nonzero vector d, the directional derivative F’(at; d) of F(x) at point at in 
direction d is given by (see the Appendix) 
at - (ajlaTaj> 
F'(utid'=d~j=~~tc'~~~t-(~j,~~~j)~~ 
+ct J-iJiiGF. (8) 
Notice that all of the m points (x,ll$)Taj, j = 1,2,. . . , m lie on the plane which is tangent 
to S at point x. For any given x E S, define 
a’ = (X/Ijzj)Taj ’ j=1,2 m. ,‘a*, 
Then we have a planar Euclidean facility location problem defined on the plane as follows. 
min3,(y) = eCjliV_a,Z((. (10) 
j=l 
If x does not coincide with any of the a?‘~, then 3,(y) is differentiable at x with gradient given 
03,(X) = F&j x - a’ . 
j=l lb - qll 
If x coincides with a:, then 3Z(y) is not differentiable at x. In this case, for any nonzero 
vector d, the directional derivative 3L(at; d) of 3c(y) at point at in direction d is given by 
(11) 
3;(at;d) = dT fl: 
j=l,j#t 
cj llz 1 zll + ctlldll* (12) 
For this planar Euclidean facility location problem, we have (e.g., [22]) the following optimality 
conditions. 
THEOREM 3.1. An existing facility at is a global minimizer of (IO) if and only if 
(13) 
A smooth point x is a global minimizer of (10) if and only if 
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In what follows, we will prove that the above conditions are also the optimality conditions for 
the spherical facility location problem. 
THEOREM 3.2. An existing facility at is a global minimizer of (1) if and only if 
A smooth point x is a global minimizer of (1) if and only if 
(15) 
PROOF. Let us consider the nonsmooth case first. Suppose that 
(17) 2 9 ,,I: I ;$g,, > ct. 
j=l,j#t !I 
Let d = - CyCI,j_+t cj 
at - (aj/aTaj> 
llat - (ajlGaj)ll. 
Then a:d = 0 because d is on the plane with at as its 
normal vector. Therefore, it follows from (8) that 
F’(at; d) = dT 2 cj ,,zl I [:;$a;;,‘,, + ctlldll = lldll (ct - lldll) < 0. (18) 
j=l,j#t 
This means that d is a descent direction of F(x) at point at. Therefore, at could not be a local 
minimizer. This proves that (15) is a necessary condition for at to be a minimizer of (1). 
Now we want to prove that (15) is also a sufficient condition for at to be a global minimizer 
of (1). Suppose that at is not a global minimizer of (15). Then there exists a point y within the 
spherical convex hull of the existing facilities such that f(y) < f(at). Since f(x) is spherically 
convex, every point on a:y (except at) has a function value smaller than f(at). Therefore, we may 
assume that a:y # 0 without loss of generality. Define jj = (y/aTy). Then F(g) = F(y) < F(at). 
For any X E (0, l), define iJ(at, y,X) = p(at, y,X)/arp(at,y,X). Let a = cos-‘(ary). Then for 
any X E (0, l), we have 
= F(Xat, Y, A>) = fb(at, Y, 4) (19) 
I (1 - W(at) + V(Y) = Ftat) + W’(g) - F(4). 
This implies that F’(at; d) I F(g) - F(at) < 0, where d = B - at. Since aTd = 0, it follows 
from (8) and (15) that F’(at; d) 2 0. This contradiction proves that (15) is a sufficient condition 
for at to be a global minimizer of (1). 
Let us now consider the smooth case. It is clear that (16) is a necessary condition for CC to be 
a minimizer of (1) since the gradient must be zero at a minimizer. 
We want to prove that (16) is also a sufficient condition for x to be a global minimizer of (1). 
Suppose that x is not a global minimizer of (1). Then there exists a point y within the spherical 
convex hull of the existing facilities such that f(y) < f(z). As in the previous case, we may 
assume that xTy # 0 without loss of generality. Define g = y/zTy. Then F(g) = F(y) < F(x). 
For any X E (0, l), define p(z, y, X) = p(x, y, X)/xTp(z, y, X). Let CY = cos-‘(zTy). Then for any 
X E (0, l), we have 
x + wwv 
- 
t=dQ) 
= F(iJ(x, Y, 4) = f(p(z, Y, 4) (20) 
I (I- A)ftx) + U(Y) = J’(x) + V(B) - F(x)). 
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This implies that F’(z; d) I F(g) - F(s) < 0, where d = g - 2. However, F’(at; d) must be zero 
since VF(z) = 0. This contradiction completes the proof of the theorem. 1 
In planar Euclidean facility location problems, we know that if all of the existing facilities lie 
in a straight line, then at least one of the existing facilities is an optimal solution. The following 
theorem is an analogue of this fact in the spherical facility location problem. 
THEOREM 3.3. If all of the existing facilities lie on a great circle of length less than or equal to 
4, then one of the existing facilities is a global minimizer of the problem. 
PROOF. As a corollary to Theorem 2.3, there is a global minimizer on the spherical convex hull 
of the existing facilities. In this case, however, the spherical convex hull of the existing facilities is 
the great circle segment passing through all the existing facilities and having two of the existing 
facilities as ends. Straightening this great circle segment into a straight line segment, the spherical 
facility location problem is transformed into a equivalent 1D Euclidean facility location problem. 
Let the existing facilities be ordered (from one end to the other on the great circle segment) 
asar,az ,..., a,. Find the integer t such that 
t-1 cY<~~CjS~cj. (21) 
j=l pl j=l 
Then at is a global minimizer of the spherical facility location problem. I 
4. ALGORITHM AND CONVERGENCE 
In this section, we will present an algorithm for solving the spherical facility location problem. 
The algorithm first tries to see if any of the existing facilities is a global minimizer of the problem. 
If none of them is, the algorithm proceeds to generate a sequence of descent search directions and 
iteration points with strictly decreasing function values. Global convergence of the algorithm is 
also proved. 
ALGORITHM 4.1. 
Step 1. Find an existing facility at such that f(at) 5 f(oj) for all j = 1,2,. . . , m. Check the 
optimality condition for at. If at is an optimal solution, stop. 
Step 2. Let d = - Cjm,l,jZt cj(at - aT”)/]]at -a;“]]. F in a small step size (Y > 0 such d 
that the point at + ad lies in the convex hull of aqt, j = 1,2,3,. . . , m, and that 
z1 = at + crd/llat + adll has a function value less than f(at). Let k = 1. 
Step 3. Compute a;* for j = 1,2,. . . , m. Compute dk = - Cy==, cj(z” - aTk)/]]s” - a?* I]. If 
d” = 0, stop; otherwise compute ok = cj”=, cj,iZk _ a;k II. 
Step 4. Set zk+’ = xk + akdk/llxk + akdkll. If f(z”+‘) I f(xk) - 0.1ak]]dk]12, then replace k 
with k + 1 and goto step 3; otherwise, replace ok with 0.5~~” and goto Step 4. 
REMARK 4.1. Steps 1 and 2 are used to eliminate nonsmooth points from further consideration. 
Let at be an existing facility whose function value is minimum among all the existing facilities. If 
at satisfies the optimality condition (15), then it is also a global minimizer of the problem. If at 
does not satisfy the optimality condition (15), then the optimal solution of the problem must be 
a smooth point and d computed in Step 2 is a descent direction of f(z) at point at. Therefore, 
the starting point x1 does exist and can be computed using an inexact line search like the one 
proposed in [25]. Step 3 computes the search direction dk, which is the negative of the gradient. 
If dk = 0, then xk satisfies the optimality condition (16) and is therefore a global minimizer. If 
d” # 0, then it is a descent direction and an inexact line search [25] is carried out in Step 4. It 
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is clear from the description of the algorithm that the whole iteration sequence {x”} lie in the 
spherical convex hull of the existing facilities. 
In the rest of this section, we will prove global convergence of the algorithm. In Lemma 4.1, we 
will prove that when the algorithm stops after a finite number of iterations, it stops at a global 
minimizer; if the algorithm does not stop after a finite number of iterations, then the spherical 
facility location problem has a strictly spherical convex objective function, and therefore, has only 
one local minimizer (also a global minimizer) which is inside of the spherical convex hull of the 
existing facilities. Lemma 4.2 proves that every accumulation point of the infinite sequence gener- 
ated by the algorithm is a global minimizer of the spherical facility location problem. Combining 
the results of the two lemmas, the global convergence theorem is obtained. 
LEMMA 4.1. If Algorithm 4.1 stops at xk after a finite number of iterations, then xk is a global 
minimizer of the problem. If the algorithm generates an infinite sequence {xk}, then the objection 
function (1) is strictly spherical convex, and therefore, the problem has only one local minimizer 
(also a global minimizer) which is inside of the spherical convex hull of the existing faciIities. 
PROOF. If the algorithm stops in Step 1, then at must satisfy the optimality condition (15). 
Therefore, it is a nonsmooth global minimizer. If the algorithm stops in Step 3, then dk must 
be zero. In this case, xk satisfies the optimality condition (16). Therefore, it is a smooth global 
minimizer. 
If the algorithm generates an infinite sequence, then it follows from Theorem 3.3 that all of 
the existing facilities do not lie on a great circle segment. It then follows from Theorem 2.2 that 
the objective function (1) is strictly spherical convex. Therefore, the spherical facility location 
problem has only one local minimizer (also a global minimizer) which is inside of the spherical 
convex hull of the existing facilities. This completes the proof of the lemma. I 
In the rest of the proof, we will assume that the algorithm generates an infinite sequence {x”}. 
It is clear from Lemma 4.1 that we only need to prove accumulation point convergence of the 
algorithm, i.e., every accumulation point of {xk} is a global minimizer of the problem. 
LEMMA 4.2. Let ?C be an accumulation point of {x’}, i.e., there is a subsequence {xkt} which 
converges to ?E. Then Z is a global minimizer of the spherical facility location problem. 
PROOF. Assume that z is not a global minimizer. We will see a contradiction. 
Let Z = -Cj”==lcj(~-u~)/(lZ--~ll. S ince z is not a global minimizer, z # 0. Therefore, 
there exists a positive number E 5 such that for all Q E (O,E], we have 
F@ + cY$ 5 F(Z) - 0.244~2 < F(Z) - O.lcr~~;i~~? (22) 
From the definition, we can easily prove that {d”“} converges to ;i and that C3m,1 ‘j 
llxkt - aykt 1) 
converges to {Cy=, cj/llZ - aTII>. It th en follows from the continuity of F(o) at z that there 
exist integers T and 1 such that, for t 2 T, we have 
’ 
kt A 1 1 
= 3 c?‘, cj/llxkt _ qkt 11 ’ (‘,% 
and that 
F(xk” + pktdkt) < F(z) - O.lp”” Ildk” j12. 
Therefore, for t 2 T, we have akt 2 p”t and that 
(24) 
~(x:“‘+l) 5 F(x”“) - O.lpkt jldkt/j2< (25) 
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Since {f(&)} is strictly decreasing and that F(z) is continuous at 5, the sequence {f(z?)} 
converges to f(z). Taking limit in (25) when t approaches 03, we get, 
(26) 
This is a contradiction and the lemma is proved. 
Combining the two lemmas, we have proved the following theorem. 
I 
THEOREM 4.1. Algorithm 4.1 either stops at a global minimizer after a finite number of it- 
erations; or generates an infinite sequence {x”} which converges to a global minimizer of the 
problem. I 
5. COMPUTATIONAL EXPERIENCE 
In this section, computational experiences with randomly generated test problems are reported. 
In the implementation, we have skipped Steps 1 and 2 of the algorithm and instead started from a 
randomly generated starting point, within the spherical convex hull of the existing facilities. Also, 
instead of working on the unit sphere, we have scaled the problem to a sphere of radius 100. The 
algorithm is scaled accordingly. The tolerance for the stopping rules is set to 0.0001 for both the 
smooth solution and the nonsmooth solution. The algorithm was coded in F77 and implemented 
on a SUN spare station. 
In the first example, 20 existing facilities were generated randomly on the sphere and the 
weights were randomly generated in the range of (0,50). The data of this example are presented 
in Table 1. The computational result for this example is presented in Table 2. It takes only 0.1 
second on the spare station. 
Table 1. Data for Example 1. 
j - 
01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
aji ajz aj3 9 
11.9472 68.6294 71.7445 0.0004 
64.1042 13.7732 75.5046 26.6384 
64.5830 26.4982 71.6022 33.9648 
31.3250 48.4404 81.6840 41.5483 
1.4133 70.3890 71.0168 33.5575 
52.3136 44.8641 72.4603 20.8743 
67.5622 11.7916 72.7757 42.3083 
42.4400 55.0978 71.8546 20.8000 
4.4998 69.7835 71.4843 13.1226 
42.5885 55.7987 71.2231 31.6319 
56.0900 41.2539 71.7777 12.3519 
7.8076 67.8472 73.0465 32.5759 
34.5160 60.6224 71.6490 13.6355 
42.5769 55.6421 71.3524 11.8887 
49.6205 50.2590 70.7943 24.3259 
48.8773 50.0174 71.4791 45.2327 
61.9993 33.4040 70.9948 49.3321 
10.1102 68.6413 72.0150 47.3882 
60.5060 35.0758 71.4753 13.8541 
4.5250 68.8010 72.4289 1 47.0490 
x: 4 4 
61.3027 7.7592 78.6243 
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Table 2. Computational result for Example 1. 
n x; x; 2: f WI IPf b”)II 
1 61.3027 7.7592 78.6243 28519.99554604 499.76515232 
2 55.0513 34.1291 76.1877 18153.18107835 253.69995498 
3 51.3447 42.6345 74.4716 16156.24610044 174.47865325 
4 48.4197 46.7356 73.9684 15426.28138564 112.46255066 
5 46.7637 p8.9692 73.5879 15182.36625727 56.54890960 
6 46.0170 49.9831 73.3766 15128.84910148 29.70671920 
7 45.4934 50.4134 73.4087 15111.76356976 21.26866584 
8 45.0710 50.6718 73.4913 15102.40762220 15.99834105 
9 44.7434 50.8664 73.5571 15096.99890008 11.94200568 
10 44.4979 51.0199 73.5997 15093.95614810 8.82163978 
11 44.3177 51.1395 73.6254 15092.28950221 6.45811396 
12 44.1872 51.2307 73.6403 15091.39548012 4.69329122 
13 44.0934 51.2991 73.6490 15090.92340374 3.39122706 
14 44.0263 51.3496 73.6540 15090.67699965 2.43972449 
15 43.9783 51.3866 73.6568 15090.54944844 1.74949311 
16 43.9442 51.4134 73.6585 15090.48379856 1.25154291 
17 43.9199 51.4327 73.6595 15090.45013454 0.89376600 
18 43.9026 51.4466 73.6601 15090.43290859 0.63746415 
19 43.8904 51.4565 73.6605 15090.42410033 0.45424977 
20 43.8816 51.4636 73.6607 15090.41959370 0.32348327 
21 43.8754 51.4687 73.6609 15090.41728348 0.23025407 
22 43.8710 51.4723 73.6610 15090.41609511 0.16383957 
23 43.8678 51.4749 73.6610 15090.41548059 0.11655411 
24 43.8656 51.4767 73.6611 15090.41516044 0.08290165 
25 43.8640 51.4781 73.6611 15090.41499195 0.05895853 
26 43.8629 51.4790 73.6611 15090.41490208 0.04192692 
27 43.8621 51.4796 73.6611 15090.41485333 0.02981350 
28 43.8615 51.4801 73.6611 15090.41482633 0.02119894 
29 43.8611 51.4804 73.6612 15090.41481100 0.01507308 
30 43.8608 51.4807 73.6612 15090.41480206 0.01071717 
31 43.8606 51.4809 73.6612 15090.41479670 0.00761994 
32 43.8605 51.4810 73.6612 15090.41479339 0.00541775 
33 43.8604 51.4811 73.6612 15090.41479128 0.00385196 
34 43.8603 51.4811 73.6612 15090.41478992 0.00273869 
35 43.8602 51.4812 73.6612 15090.41478901 0.00194716 
36 43.8602 51.4812 73.6612 15090.41478840 0.00138439 
37 43.8602 51.4812 73.6612 15090.41478798 0.00098428 
38 43.8602 51.4812 73.6612 15090.41478769 0.00069980 
39 43.8602 51.4812 73.6612 15090.41478749 0.00049754 
40 43.8601 51.4813 73.6612 15090.41478735 0.00035374 
41 43.8601 51.4813 73.6612 15090.41478725 0.00025150 
42 43.8601 51.4813 73.6612 15090.41478718 0.00017881 
43 43.8601 51.4813 73.6612 15090.41478713 0.00012713 
44 43.8601 51.4813 73.6612 15090.41478709 0.00009039 
In the second example, 80 existing facilities were generated randomly on the sphere and the 
weights were randomly generated in the range of (0,50). This time we have set all the weights 
to 1.0. The computational result for this example is presented in Table 3. The CPU time used 
is 0.5 seconds on the spare station. 
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Table 3. Computational result for Example 2. 
47 
- 
n 
- 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
- 
2: 
62.5287 
60.5673 
57.6266 
55.2743 
53.5209 
51.5158 
50.1649 
49.2398 
48.2854 
47.5063 
46.9149 
46.4124 
45.9825 
45.6272 
45.3447 
45.1347 
45.0025 
44.9399 
44.9020 
44.8697 
44.8428 
44.8211 
44.8038 
44.7899 
44.7787 
44.7697 
44.7625 
44.7566 
44.7518 
44.7479 
44.7448 
44.7422 
44.7401 
44.7384 
44.7370 
44.7359 
44.7349 
44.7342 
44.7336 
44.7331 
44.7327 
44.7323 
44.7320 
44.7318 
44.7316 
44.7315 
44.7314 
44.7313 
44.7312 
44.7311 
xi? x? 
31.1916 71.5349 
33.4438 72.2020 
37.4083 72.6622 
40.3973 72.8890 
42.5878 72.9506 
44.7455 73.1024 
46.3890 73.0174 
47.3802 73.0106 
48.3564 73.0081 
49.2397 72.9288 
49.8867 72.8719 
50.3706 72.8607 
50.7743 72.8531 
51.1254 72.8310 
51.4251 72.7964 
51.6690 72.7542 
51.8485 72.7084 
51.9531 72.6724 
52.0028 72.6603 
52.0306 72.6603 
52.0509 72.6624 
52.0674 72.6640 
52.0810 72.6649 
52.0923 72.6654 
52.1017 72.6655 
52.1093 72.6656 
52.1157 72.6655 
52.1208 72.6654 
52.1251 72.6654 
52.1285 72.6653 
52.1314 72.6652 
52.1337 72.6651 
52.1356 72.6650 
52.1371 72.6650 
52.1384 72.6649 
52.1394 72.6649 
52.1403 72.6648 
52.1410 72.6648 
52.1415 72.6648 
52.1420 72.6648 
52.1424 72.6647 
52.1427 72.6647 
52.1429 72.6647 
52.1431 72.6647 
52.1433 72.6647 
52.1434 72.6647 
52.1435 72.6647 
52.1436 72.6647 
52.1437 72.6647 
52.1438 72.6647 
2394.95488215 45.91593360 
2264.50710556 39.38907738 
2094.61216606 28.54749916 
1998.04452869 21.13166965 
1945.14246407 17.68902343 
1896.95975429 14.23412971 
1869.60373568 11.82673759 
1856.04144956 9.15938911 
1844.34892486 7.83454131 
1836.15204138 6.00728573 
1831.43749648 4.79821921 
1828.33946268 4.11382874 
1826.05975264 3.62452071 
1824.35338257 3.20178880 
1823.11533570 2.78530082 
1822.29058808 2.28017694 
1821.85560944 1.49483579 
1821.71203458 0.77385389 
1821.67048450 0.50109565 
1821.64983104 0.38310699 
1821.63691531 0.30185441 
1821.62857151 0.24027789 
1821.62311103 0.19256201 
1821.61949755 0.15506141 
1821.61708278 0.12528953 
1821.61545470 0.10148359 
1821.61434779 0.08235048 
1821.61358894 0.06691576 
1821.61306428 0.05443034 
1821.61269832 0.04430986 
1821.61244068 0.03609354 
1821.61225753 0.02941508 
1821.61212601 0.02398157 
1821.61203057 0.01955771 
1821.61196057 0.01595381 
1821.61190868 0.01301655 
1821.61186981 0.01062173 
1821.61184041 0.00866862 
1821.61181795 0.00707537 
1821.61180064 0.00577543 
1821.61178720 0.00471464 
1821.61177668 0.00384891 
1821.61176839 0.00314228 
1821.61176183 0.00256548 
1821.61175661 0.00209461 
1821.61175243 0.00171021 
1821.61174908 0.00139639 
1821.61174639 0.00114016 
1821.61174422 0.00093097 
1821.61174246 0.00076016 
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Table 3. (Continued). 
n x; x2n 2: 
51 44.7311 52.1438 72.6647 ~ 1821.61174104 0.00062070 
52 44.7310 52.1439 72.6647 1821.61173988 0.00050683 
53 44.7310 52.1439 72.6647 1821.61173895 0.00041385 
54 44.7310 52.1439 72.6647 1821.61173819 0.00033793 
55 44.7309 52.1439 72.6647 1821.61173757 0.00027594 
56 44.7309 52.1440 72.6647 1821.61173706 0.00022532 
57 44.7309 52.1440 72.6647 1821.61173665 0.00018399 
58 44.7309 52.1440 72.6647 1821.61173632 0.00015024 
59 44.7309 52.1440 72.6647 1821.61173604 0.00012268 
60 44.7309 52.1440 72.6647 1821.61173582 0.00010017 
61 44.7309 52.1440 72.6647 1821.61173564 0.00008180 
6. A NOTE ON THE KATZ-COOPER ALGORITHM 
I f WI Wf W)ll 
In [19], Katz and Cooper proposed the following closed form iteration formula for solving the 
spherical facility location problem. Starting from a point z1 on the sphere S, a sequence {z”} is 
generated in the following way. 
(27) 
They conjectured that (27) is a descent algorithm and that it converges to the optimal solution 
of the spherical facility location problem. To the best of the author’s knowledge, the Katz- 
Cooper conjecture is still unsolved. In what follows, we would like to point out a similarity 
between formula (27) and the Weiszfeld algorithm [l]. 
Recall that corresponding to any x ‘, there is a Euclidean facility location problem: 
Taking y = zk as the current iteration point 
algorithm, we get the next iteration point: 
for (28) and applying one step of the Weiszfeld’s 
m 
Cja xk I - 
y’ = & llxk - a;” 11. 
(28) 
j=l 
(29) 
The y+ point is not on the sphere S in general. Let z H’ be the intersection of the line segment 
between the origin and y+ with the plane passing through xk with normal xk. Then it can be 
verified that xk+r is given exactly by formula (27). 
In all of our computational experiment, the step size ale is always the one computed in Step 3 
of the algorithm. Therefore, all of our computational results are exactly that of the Katz-Copper 
algorithm (27). The above relationship, together with our computational experience and that 
of Katz and Cooper [19], strongly support the conjecture that formula (27) is a descent and 
convergent algorithm. 
7. CONCLUSIONS 
The spherical facility location model studied by Katz and Cooper [19] and by Drezner and 
Wesolowsky [23] is a more realistic model than the Euclidean planar facility location model, 
especially for large regional facility location problems. We have presented a gradient algorithm 
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for solving the spherical facility location problem and proved a global convergence theorem for 
the algorithm as well as a hull property for the spherical facility location problem. 
Possible future research directions include extending the method used in this paper to study 
the spherical multifacility location problems and applying second-order methods to solve the 
spherical facility location problem. 
APPENDIX 
DIRECTIONAL DERIVATIVE OF F(Z) AT A NONSMOOTH POINT 
Let a be a point on S. Let d be a nonzero vector in lR3. Define 
f(a) = cos-l (aT,,:E,,) (30) 
for all cx > 0. Then we have 
f’(a) = 
-1 craTdlla + ad1j2 - dT(u + ad)aT(u + ad) 
Jl - (aT(u + cxd)/llu + odjl)2 lb + a413 
-1 aaTdllu + cudl12 - dT(a + crd)aT(a + ad) 
= Jlla + adj12 - (aT(u + ad))2 lb + 4l2 
= Jlla + adl12 T(uT(u + cxd))2 
l141211al12 - (aTd2 
Ila + cdl2 
1 l141211al12 - (aTdj2 
= ,//lldl12 - (aTd)2 lla + a4l2 
= dl1412 - (aTdJ2 
lla + adJj2 ’ (31 
Letting (Y approaches to zero from the positive side in the above equation, we can see that the 
directional derivative of the function COS-~ 
( > 
aT& at point a in direction d is Jlldl12 - (uTd)2. 
Separating the nondifferentiable term from the differentiable terms in F(z), the directional de- 
rivative (8) can be then easily obtained. 
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