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Abstract
In this paper we consider the problem of solving geo-
metric reconstruction problems with the L∞-norm. Previ-
ous work has shown that globally optimal solutions can be
computed reliably for a series of such problems. The meth-
ods for computing the solutions have relied on the property
of quasiconvexity. For quasiconvex problems, checking if
there exists a solution below a certain objective value can
be posed as a convex feasibility problem. To solve the L∞-
problem one typically employs a bisection algorithm, gen-
erating a sequence of convex problems. In this paper we
present more efficient ways of computing the solutions.
We derive necessary and sufficient conditions for a
global optimum. A key property is that of pseudoconvex-
ity, which is a stronger condition than quasiconvexity. The
results open up the possibility of using local optimization
methods for more efficient computations. We present two
such algorithms. The first one is an interior point method
that uses the KKT conditions and the second one is simi-
lar to the bisection method in the sense it solves a sequence
of SOCP problems. Results are presented and compared to
the standard bisection algorithm on real data for various
problems and scenarios with improved performance.
1. Introduction
Many geometrical computer vision problems may be for-
mulated as optimization problems. For example, solving a
multiview triangulation problem can be done by minimiz-
ing the L2-reprojection error. In general this is a hard non-
convex problem if the number of views is more than two
[5]. Since closed form solutions are only avaliable in spe-
cial cases, optimization problems are often solved using it-
erative methods such as bundle adjustment. The success of
this type of local methods rely on good initialization meth-
ods. However, the initialization techniques frequently used
optimize some algebraic cost function which, on one hand,
simplifies the problem, but, on the other hand, has no geo-
Geometric L∞-problem References
− Multiview triangulation [4, 6, 7, 3]
− Camera resectioning [6, 7]
− Homography estimation [6, 7]
− Structure and motion recovery with
known camera orientation
[4, 6, 7]
− Reconstruction by using a reference
plane
[6]
− Camera motion recovery [10]
− Outlier detection [11, 9]
− Reconstruction with covariance-based
uncertainty
[10, 8]
Table 1. List of different geometric reconstruction problems that
can be solved globally with the L∞-norm.
metrical or statistical meaning. When significant measure-
ment noise is present such estimates may be far from the
global optimum.
To remedy this problem, the use of L∞-optimization was
introduced in [4]. It was shown that many geometric vision
problems have a single local optimum if the L2-norm is re-
placed by the L∞-norm. This work has been extended in
several directions and there is now a large class of problems
that can be solved globally using L∞-optimization, see Ta-
ble 1. They have all been shown to have a single local opti-
mum when using the L∞-norm.
In [6, 7] it was shown that these problems are exam-
ples of quasiconvex optimization problems. A bisection-
algorithm based on second order cone programs (SOCP)
for solving this type of problems was also introduced. Let
fi(x) be quasiconvex functions. The algorithm works by
checking if there is an x satisfying fi(x) ≤ µ for all i for
a fixed µ. A bisection is then performed on the parameter
µ. Thus to solve the original problem we are led to solve
a sequence of SOCPs. A particular problem when running
the bisection algorithm is that it is not possible to specify
a starting point for the SOCP. Even though a good solution
might be available from a previously solved SOCP, this so-
lution will in general not lie on the so called central-path.
1
This is however required for for good convergence of the
interior-point-method used to solve the SOCP. Hence much
would be gained if it was possible to let µ vary, and not have
to restart the optimization each time µ is changed.
In [4] the µ was allowed to vary during the optimization,
hence the problem was solved using a single program. Al-
though this program is not convex, it was observed that this
worked well for moderate scale problems. Still convergence
to the global minimum was not proven. In [3], an alterna-
tive optimization technique based on interval analysis was
proposed for solving the multiview triangulation problem.
However, the optimization technique does not exploit the
convexity properties of the problem and it may be ineffi-
cient. For the multiview triangulation problems reported in
[3], the execution times are in the order of several seconds
which is considerably slower than the bisection algorithm
[6, 7].
In this paper we show that we are not limited to keep-
ing µ fixed. We show that the functions involved in L∞-
problems are not just quasiconvex but actually pseudocon-
vex which is a stronger condition. This allows us to derive
necessary and sufficient conditions for a global optimum,
which opens up the possibility of using local optimization
algorithms as the ones used in [4]. We show that these al-
gorithms are more efficient than the bisection algorithm in
terms of execution times. For large scale algorithms we pro-
pose an algorithm that is similar to the bisection algorithm
in that it solves a sequence of SOCPs. However rather than
fixing µ we will approximate the original program using a
SOCP.
2. Theoretical background
In this section we formulate the L∞-problem and briefly
review some concepts from optimization which will be
needed in Sections 3 and 4.
2.1. Problem formulation
The problems in geometric computer vision that we will
be considering in this paper may be written in the following
minimax form:
min
x
max
i
|| [ aT
i1
x+b1,a
T
i2
x+b2 ] ||2
aT
i3
x+b3
(1)
s.t. aTi3x+ b3 > 0, i = 1, . . . ,m (2)
where aij ∈ Rn and bj ∈ R for j = 1, 2, 3. The dimen-
sion of the problem depends on the particular application,
starting from n = 3 for the (basic) multiview triangulation
problem.
If we consider the individual (residual) functions
|| [ aT
i1
x+b1,a
T
i2
x+b2 ] ||2
aT
i3
x+b3
, i = 1, . . . ,m, as the components of
an m-vector, then the problem may be thought of as mini-
mizing the L∞-norm of this (residual) vector.
2.2. Various types of convexity
Next we recapitulate on some of the different types of
convexity and their properties. This is well-known in the
optimization literature, cf. [1]. When we discuss properties
of different function classes we need to distinguish between
the following three types of points.
Definition 2.1. x¯ is a stationary point if ∇f(x¯) = 0.
Definition 2.2. x¯ is a local minimum if there exists ǫ > 0
such that f(x) ≥ f(x¯) for all x with ||x− x¯|| ≤ ǫ.
Definition 2.3. x¯ is a strict local minimum if there exists
ǫ > 0 such that f(x) > f(x¯) for all x with ||x− x¯|| ≤ ǫ.
For a differentiable function we always have that strict
local minimum ⇒ local minimum ⇒ ∇f(x¯) = 0. The re-
versed implications are, however, not true in general.
Definition 2.4. A function f is called quasiconvex if its sub-
level sets Sµ(f) = {x; f(x) ≤ µ } are convex.
In [6, 7] it was shown that the objective functions in a
variety of structure and motion problems are quasiconvex.
Quasiconvex functions have the property that any strict lo-
cal minimum is also a global minimum. They may however
have several local minima and stationary points. Thus a lo-
cal decent algorithm may not converge to the desired global
optimum. Instead it is natural to use the property of convex
sublevel sets as a basis for a bisection algorithm. For a fixed
µ, finding a solution x¯ such that f(x¯) ≤ µ can be turned into
a convex feasibility problem. See [6, 7] for further details.
In [11] the notion of strict quasiconvexity was intro-
duced.
Definition 2.5. A function f is called strictly quasiconvex if
f is continuous quasiconvex and its sublevel sets Sµ(f) =
{x; f(x) ≤ µ } fulfills the additional property
⋃
µ¯<µ
Sµ¯(f) = intSµ(f). (3)
Strictly quasiconvex functions have the property that any
local minimum is a global minimum. They may however
still have additional stationary points. As an example con-
sider the function f(x) = x3 on the set −1 ≤ x ≤ 1 (see
Figure 1). The gradient vanishes at x = 0 but the global
optimum is clearly in x = −1.
Note that there is also a class of functions that are re-
ferred to as strongly quasiconvex in the literature. To fur-
ther complicate things the notions of strongly and strictly
quasiconvex are sometimes interchanged.
One of the goals is to show that for all of the problems
considered in Table 1, we are able to use local search algo-
rithms rather than the bisection algorithm. In these types of
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Figure 1. The function f(x) = x3,−1 ≤ x ≤ 1, is strictly quasi-
convex but still has a stationary point in x = 0.
algorithms, improving or descent directions are often deter-
mined using gradients and possibly Hessians. Therefore it
is crucial that the gradients do not vanish anywhere except
in the global optimum, that is, there can be no stationary
points except for the global minimum. As we have seen
this is not necessary true for quasiconvex (or even strictly
quasiconvex) functions. Therefore we are led to study the
following class of functions.
Definition 2.6. f is called pseudoconvex if f is differen-
tiable and whenever ∇f(x¯)(x − x¯) ≥ 0 we also have that
f(x) ≥ f(x¯).
A pseudoconvex function is always quasiconvex (see
[1]), but not necessarily the other way around. Pseudocon-
vex functions also have the following nice property:
Lemma 2.7. Suppose f is pseudoconvex, then ∇f(x¯) = 0
if and only if f(x) ≥ f(x¯) for all x.
Proof. If ∇f(x¯) = 0 then ∇f(x¯)(x− x¯) = 0 for all x and
by definition f(x) ≥ f(x¯).
If f(x) ≥ f(x¯) for all x then x is a global (and hence local)
minimum and therefore ∇f(x) = 0. ⊓⊔
Thus for a pseudoconvex function any stationary point is
a global minimum. This is a useful property since it ensures
that the gradient does not vanish anywhere except in the
optimum, making it possible to solve using, for instance,
a steepest decent algorithm. For further details on various
convexity issues, see e.g. [1, 2].
2.3. Constrained optimization
When minimizing an unconstrained differentiable func-
tion f , one is interested in solving the equations ∇f(x) =
0. In the constrained case the corresponding equations are
the KKT conditions (see [2, 1]). The KKT conditions play
an important role in optimization. Many algorithms, such
as interior point methods or sequential quadratic program-
ming, are conceived as methods for solving the KKT con-
ditions. Consider the constrained optimization problem
min f(x) (4)
s.t. fi(x) ≤ 0, i = 1, ...,m. (5)
The KKT conditions for this problem are
∇f(x) +
m∑
j=1
λj∇fj(x) = 0 (6)
λifi(x) = 0 (7)
fi(x) ≤ 0 (8)
λi ≥ 0, i = 1, . . . ,m. (9)
In the general nonconvex case there may be many solutions
to these equations. However in Section 3 we will show that
only the global optimum solves them for the class of prob-
lems in Table 1.
3. Theoretical results
In this section we will derive our main results. We will
first show that the objective function considered in (1) is
in fact pseudoconvex. Then we proceed to derive necessary
and sufficient conditions for global optima of a function that
is a maximum of pseudoconvex functions.
Note that for a minimax problem of the form (1), one
may equivalently consider the squared residual functions.
Therefore, let
f(x) =
(aT1 x+ b1)
2 + (aT2 x+ b2)
2
(aT3 x+ b3)
2
, (10)
where aj ∈ Rn and bj ∈ R. Here f(x) can be written as a
quotient w(x)
v(x) between the convex function
w(x) =
(aT1 x+ b1)
2 + (aT2 x+ b2)
2
aT3 x+ b3
(11)
and the linear (and hence concave) function
v(x) = aT3 x+ b3. (12)
on the set {x | v(x) > 0 }. In the next lemma we show that
any such function is pseudoconvex on this domain.
Lemma 3.8. If w : S 7→ R is convex and v : S 7→ R
is concave then f(x) = w(x)
v(x) is pseudoconvex on S =
{x | v(x) > 0}.
Proof. Since w is convex and w concave we have
w(x)− w(x¯) ≥ ∇w(x¯)(x− x¯) (13)
v(x)− v(x¯) ≤ ∇v(x¯)(x− x¯). (14)
The gradient of f is given by
∇f(x) =
1
v(x)
(
∇w(x)−
w(x)
v(x)
∇v(x)
)
. (15)
Setting
∇f(x¯)(x− x¯) ≥ 0 (16)
and since v(x) > 0 we have
(
∇w(x¯)−
w(x¯)
v(x¯)
∇v(x¯)
)
(x− x¯) ≥ 0. (17)
Inserting (13) and (14) yields
0 ≤ w(x)− w(x¯)−
w(x¯)
v(x¯)
(v(x)− v(x¯)) (18)
⇔
w(x¯)
v(x¯)
≤
w(x)
v(x)
⇔ f(x¯) ≤ f(x). (19)
⊓⊔
Thus, from Definition 2.6, f(x) is pseudoconvex on the
set {x | aT3 x + b3 > 0 }. Now recall that we wish to min-
imize f(x) = maxi fi(x), where each fi is pseudoconvex.
It does not make sense to say that pseudoconvexity is pre-
served under the max-operation, since the resulting function
is in general not differentiable everywhere. However we are
able to use pseudoconvexity to derive optimality conditions
for the max-function.
Theorem 3.9. x∗ solves µ∗ = infx∈S f(x), where S =
{x; vi(x) > 0 ∀i }, if and only if there exists λ∗i such that
m∑
j=1
λ∗j∇fj(x
∗) = 0 (20)
where λ∗i ≥ 0 if fi(x∗) = µ∗ and λ∗i = 0 if fi(x∗) < µ∗
for i = 1, . . . ,m and∑j λ∗j = 1.
Proof. If fi(x∗) < µ∗ then there is a neighborhood such
that fi(x) < µ∗ since fi is continuous. Hence we may
disregard the functions where fi(x∗) < µ∗ and assume that
all fi(x∗) = µ∗.
First we show that if x∗ is a local minimizer then (20)
is fulfilled. If x∗ is a local minimizer, then for all direc-
tions d there is an i such that ∇fi(x∗)T d ≥ 0, or equiva-
lently the system ∇fi(x∗)T d < 0 for all i has no solution.
Let A be the matrix with rows ∇fi(x∗)T . Then the system
∇fi(x
∗)T d < 0 for all i can be written
Ad < 0 (21)
and the system (20) can be written
ATλ∗ = 0, λ∗ ≥ 0,
∑
j
λ∗j = 1. (22)
By Gordan’s theorem (which is a Farkas type theorem, see
[1]) precisely one of these systems has a solution, and there-
fore (20) has a solution.
Next assume that there exists an x¯ such that f(x∗) >
f(x¯). We will show that the system
∑
j
λ∗j∇fj(x
∗) = 0
∑
j
λ∗j = 1
λ∗i ≥ 0 for i = 1, . . . ,m (23)
has no solution. Since f is quasiconvex (fi are pseudocon-
vex and thereby quasiconvex) the direction d = x¯− x∗ is a
decent direction. Therefore ∇fi(x∗)T d ≤ 0 for all i. Now
assume that ∇fi(x∗)T d = 0 for some i. Then we have
f(x¯) ≥ fi(x¯) ≥ fi(x
∗) = µ∗, (24)
since fi is pseudoconvex, which contradicts f(x∗) > f(x¯).
Therefore we must have that∇fi(x∗)T d < 0 for all i. Now
since all of the λ∗i are nonnegative and sum to one, we have
dT
∑
i
λi∇fi(x
∗) < 0 (25)
and therefore the system (23) has no solution. ⊓⊔
Note that pseudoconvexity is used in the second part of
the theorem. In fact, for general functions these conditions
are necessary but not sufficient for a global minimum, for
the sufficiency part we require pseudoconvexity.
The interpretation of the optimality conditions is that if
none of the gradients vanish, then in each direction d there
is an i such that ∇fi(x)T d ≥ 0, that is in each direction at
least one of the functions fi does not decrease. This theo-
rem shows that a steepest descent algorithm that follows the
gradient (or subgradient where the function is not differen-
tiable) would find the global minimum, since the gradients
does not vanish anywhere except for the optimum. Such
a method only uses first order derivatives, we would how-
ever like to employ higher order methods like interior point
methods since these are in general more effective. There-
fore we rewrite the problem as follows:
P1 : min µ
s.t. fi(x)− µ2 ≤ 0
x ∈ S, µ ≥ 0, (26)
This gives us a constrained problem where all functions are
twice differentiable. The KKT conditions for this problem
are (
0
1
)
+
∑
j
λj
(
∇fj(x
∗)
−2µ∗
)
= 0 (27)
fi(x
∗)− (µ∗)2 ≤ 0 (28)
λi ≥ 0 (29)
λi(fi(x
∗)− (µ∗)2) = 0. (30)
Corollary 3.10. The KKT conditions (27)-(30) are both
necessary and sufficient for a global optimum in problem
(26).
Proof. The KKT conditions are always necessary and suf-
ficient for stationary points. By condition (30) we know
that λi is zero if fi(x∗) < µ∗. By Theorem 3.9 the system
(23) has a solution if and only if x∗ is a global optimum
of minx∈S f(x). We see that if µ∗ > 0 then (27) and (29)
have a solution if and only if (23) has a solution. Since
minx∈S f(x) is equivalent to problem (26), it follows that
(x∗, µ∗) is a global optimum for this problem. If µ = 0
then the result is trivial since then ∇fi(x) = 0 for all i. ⊓⊔
To avoid working with functions containing quotients we
rewrite our problem again. Let
gi(x) = (a
T
i1x+ bi1)
2 + (aTi2x+ bi1)
2 (31)
hi(x) = (a
T
i3x+ bi3)
2 (32)
hi(x, µ) = µ
2hi(x). (33)
An equivalent problem is
P2 : min µ
s.t. gi(x)− hi(x, µ) ≤ 0
x ∈ S, µ ≥ 0. (34)
Note that for a fixed µ this is the SOCP used in the bisection
algorithm where we have squared the cone conditions in
order to be able to take derivatives. The KKT conditions for
this problem are
(
0
1
)
+
∑
j
γj
(
∇gj(x
∗)−∇xhj(x
∗, µ∗)
−2µ∗hj(x
∗)
)
= 0 (35)
gi(x
∗)− hi(x
∗, µ∗) ≤ 0 (36)
γi ≥ 0 (37)
γi(gi(x
∗)− hi(x
∗, µ∗)) = 0. (38)
Corollary 3.11. The KKT conditions (35)-(38) are both
necessary and sufficient for a global optimum in prob-
lem (34).
Proof. We have
∇fi(x) =
1
hi(x)
(
∇gi(x)−
gi(x)
hi(x)
∇hi(x)
)
. (39)
Let γi = λihi(x) . We see that since hi(x) is positive for
x ∈ S, it follows that (36) - (38) is equivalent to (28) - (30).
For equation (35) we see that if γi is nonzero then µ2 =
gi(x)
hi(x)
and therefore the two KKT systems are equivalent.
⊓⊔
4. Algorithms
We present two algorithms for solving our L∞-
problems. They are both based on interior-point methods
which solve the KKT conditions of the system. The first
one is a standard solver for nonconvex problems. Using this
solver we may formulate the program such that µ is allowed
two vary and thus solves the problem with one program.
This is in contrast with the bisection method which solves
a sequence of programs for fixed µ. A particular problem
with the bisection algorithm is it is not possible to spec-
ify a starting point when using the existing interior-point-
methods. This is because it may not lie on the so called
central-path, which is resulting in slow convergence. Hence
much could be gained by, letting µ vary, and not have toe
restart the optimization procedure each time mu is changed.
In the second algorithm we use SeDuMi to solve a se-
quence of SOCP that approximates the original problem.
4.1. A Primal dual interior point algorithm for the
pseudoconvex system.
In this section we briefly review the LOQO-algorithm
[13] which is a state-of-the-art optimization algorithm that
we will use for solving moderate scale geometric recon-
struction problems. In fact, in [4] this algorithm was also
tested. It was observed to work well, however convergence
was not proved. Since quasiconvexity is not enough to
prove convergence, to our knowledge this has not been pur-
sued further. LOQO is an interior point algorithm for gen-
eral nonconvex problems. As most interior point methods it
searches for a solution to the KKT-conditions. For a general
nonconvex problem the solution is not necessary the global
minima since there may be more than one KKT-point, how-
ever in our case we know that there is only one. Recall that
our problem is
P2 : min µ
s.t. gi(x)− hi(x, µ) ≤ 0
x ∈ S, µ ≥ 0. (40)
LOQO starts by adding slack variables wi ≥ 0 such that
the inequality constraints are replaced by the equality con-
straints gi(x) − hi(x, µ) − w = 0. The constraints w ≥ 0
are eliminated by adding a logarithmic penalty term to the
objective function.
PLOQO : min µ+ ν
∑m
j=1 log(wj)
s.t. gi(x)− hi(x, µ)− wi = 0. (41)
The first order conditions for this problem are
(
0
1
)
+
∑
j
γj
(
∇gj(x
∗)−∇xhj(x
∗, µ∗)
−2µ∗hj(x
∗)
)
= 0 (42)
ν + wiγi = 0 (43)
gi(x)− hi(x, µ)− wi = 0. (44)
LOQO uses Newton’s method to solve these equations. It
can be shown that as ν tends to zero this gives a solution to
the KKT conditions for our problem. And by the theory in
section 3 we know that this gives us the global optimum.
4.2. Solving the KKT condition via a sequence of
SOCP
Although the algorithm presented in the previous section
is much more efficient than the bisection algorithm of [6]
for moderate scale problems (see Section 5) we have found
that for large problems it converges very slowly. Therefore
we also present an algorithm that solves the KKT conditions
via a sequence of SOCPs.
It resembles the bisection algorithm, in that it solves a se-
quence of SOCPs. The difference is that instead of fixing µ
to get a cone program we will make a simple approximation
of the condition gi(x) − hi(x, µ) ≤ 0 with a cone condi-
tion such that the KKT-conditions of the resulting program
approximates the KKT-conditions of the original program.
Recall that in the bisection algorithm we solve feasibility
problems of the type
Pµ : find x
s.t. gi(x)− hi(x, µ) ≤ 0
x ∈ S, µ ≥ 0 (45)
for a sequence of fixed µ = {µl}. Here µ is fixed since we
want hi(x, µ) to be an affine function squared. Recall that
hi(x, µ) = (µ(a
T
i3x + bi3))
2
. However instead of fixing µ
we may choose to approximate µ(aTi3x + bi3) with its 1st
order Taylor expansion around a point (xl, µl). The Taylor
expansion can be written
µ(aTi3x+ bi3) ≈ µl(a
T
i3x+ bi3) + ∆µ(a
T
i3xl + bi3), (46)
where ∆µ = µ − µl. Note that if the second term is disre-
garded we get Pµ. Let
hil(x, µ) = (µl(a
T
i3x+ bi3) + ∆µ(a
T
i3xl + bi3))
2 (47)
and consider the program
P˜µ : min µ
s.t. gi(x)− hil(x, µ) ≤ 0
x ∈ S, µ ≥ 0. (48)
The first order conditions of this program are
(
0
1
)
+
∑
j
λj
(
∇gj(x
∗)−∇xhjl(x
∗, µ∗)
−∂µhjl(x
∗, µ∗)
)
= 0 (49)
gi(x
∗)− hil(x
∗, µ∗) ≤ 0 (50)
λi ≥ 0 (51)
λi(gi(x
∗)− hil(x
∗, µ∗)) = 0. (52)
It is reasonable to assume that this program approximates
problem P2 well in a neighborhood around (xl, µl). There-
fore we define the sequence {xl, µl} as follows. For a
given (xl, µl) we let xl+1 be the solution of the program
(48). To ensure that (xl+1, µl+1) is feasible in P2 we put
µl+1 = maxifi(xl+1). Note that {µl} is a descending se-
quence with µl ≥ 0 for all l.
We will see that if µl+1 = µl then xl+1, µl also solves
problem (34). We have that
hil(x, µl) = hi(x, µl) (53)
∇xhil(x, µl) = ∇xhi(x, µl). (54)
Since both xl and xl+1 are feasible we have
∂µhil(xl+1, µl) > 0. By rescaling the dual variables
it is now easy to see that since the system (49)-(52) is
solvable with (xl+1, µl) then so is (35)-(38).
5. Experimental results
In this section we compare the proposed algorithms with
the state of the art, which is the bisection algorithm. For
the moderate scale problems we tested the algorithms on
randomly generated instances of the triangulation, resection
and homography problems of different sizes. The reported
execution times are the total time spent in the optimization
routines, that is, we do not include the time spent setting up
the problem.
All the experiments have been carried out on a standard
PC P4 3.0 GHz machine. For solving SOCP problems, we
use the publicly available SeDuMi [12]. Both SeDuMi and
LOQO are considered to be state-of-the-art optimization
software and they are both optimized for efficiency. Still,
we are aware of that the reported results dependent on the
actual implementations, but it gives an indication of which
approach is most efficient. Another measure of time com-
plexity is the number of Newton iterations each method has
to solve. Even though the Newton iterations are not equiv-
alent for the different approaches, it gives, again, an indica-
tion of which scheme is preferred. This measure is mostly
relevant for large-scale problems.
To achieve approximately the same accuracy for the dif-
ferent algorithms we chose the following termination cri-
teria. For the bisection algorithm we used the difference
between the upper and lower bounds. When the difference
is less than 10−4 the algorithm terminates. LOQO uses a
threshold on the duality gap as termination criteria. The
threshold was set to 10−4. For the SOCP algorithm we used
∆µ ≤ 10−4 as termination criteria. For each size we mea-
sured the average execution time for solving 100 instances
of the problem. The results are shown in Table 2.
bisection SOCP-approx. LOQO
Triangulation:
5 cameras 1.23 .195 .00281
10 cameras 1.38 .207 .00358
20 cameras 1.29 .223 .00645
30 cameras 1.36 .234 .00969
Homography:
10 points 1.05 .363 .00816
20 points 1.17 .373 .0128
30 points 1.22 .377 .0193
Resectioning:
10 points .823 .327 .0128
20 points .994 .345 .0287
30 points 1.04 .349 .0418
Table 2. Average execution times (s) for 100 random instances of
each problem.
For the large scale test we used the known rotation prob-
lem. Here we assume that the orientations of the cameras
are known. The objective is to determine the 3D structure
(in terms of 3D points) and the positions of the cameras. We
have tested the SOCP-algorithm on two sequences. The first
one is a sequence of 15 images of a flower and a chair (see
Figure 2), and the second one is the well known dinosaur
sequence (see Figure 3). For large scale problems, we have
noticed that the LOQO algorithm sometimes stops prema-
turely, without converging to the global optimum. We be-
lieve that this is due to bad numerical conditioning. There-
fore no experiments are reported with LOQO for these test
scenarios.
The obtained reconstructions are shown in Figures 2and
3. Figure 4 shows the convergence of the SOCP-algorithm.
For compairison we have also plotted the upper (dashed
line) and lower bound (dotted line) of the bisection algo-
rithm at each iteration. For both sequences the SOCP al-
gorithm converges after 4 iterations. In contrast the bisec-
tion algorithm takes 15 iterations to achieve an accuracy of
10−4. However, comparing the number of SOCPs solved is
not completely fair since each SOCP solved by the bisection
algorithm is slighty simpler. Therefore we also calculated
the total number of Newton steps taken during the optimiza-
tion. Table 3 shows the measured execution times and the
total number of Newton steps.
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Figure 2. Three images from the flower sequence, and the recon-
structed structure and motion.
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Figure 3. Three images form the dino sequence, and the recon-
structed structure and motion.
6. Conclusions
We have analyzed a class of L∞-problems for which re-
liable global solutions can be computed. We have shown
several important convexity properties for these problems
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Figure 4. Convergence of the bisection and the SOCP algorithms
for the flower sequence (top) and the dinosaur sequence (bottom).
bisection SOCP-approx.
Flower sequence:
Execution times (s) 47.4 16.6
Newton iterations 261 87
Dinosaur sequence:
Execution times (s) 34.0 15.9
Newton iterations 215 70
Table 3. Measured execution times (s) and total number of Newton
iterations for computing the structure and motion of the flower and
dinosaur sequences.
- including pseudoconvexity and necessary/sufficient con-
ditions for a global minimum. Based on these results, it
should be possible to design more efficient algorithms for
multiview geometry problems. We have presented two al-
gorithms for efficient optimization for this class of prob-
lems. Comparison to the state-of-the-art bisection algo-
rithm shows considerable improvements both in terms of
execution times and the total number of Newton iterations
required.
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