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Maximization of the path information entropy is a clear prescription for constructing models in
non-equilibrium statistical mechanics. Here it is shown that, following this prescription under the
assumption of arbitrary instantaneous constraints on position and velocity, a Lagrangian emerges
which determines the most probable trajectory. Deviations from the probability maximum can be
consistently described as slices in time by a Hamiltonian, according to a nonlinear Langevin equation
and its associated Fokker-Planck equation. The connections unveiled between the maximization of
path entropy and the Langevin/Fokker-Planck equations imply that missing information about the
phase space coordinate never decreases in time, a purely information-theoretical version of the
Second Law of Thermodynamics. All of these results are independent of any physical assumptions,
and thus valid for any generalized coordinate as a function of time, or any other parameter. This
reinforces the view that the Second Law is a fundamental property of plausible inference.
I. INTRODUCTION
Jaynes’ principle of path entropy maximization (also
known as the maximum caliber principle, or MaxCal
for short) [18] is a clear prescription for the construc-
tion of dynamical models, both in nonequilibrium sta-
tistical mechanics [19, 20] as well as for any dynamical
process [21, 22].
In this work, we derive consequences of the validity of
the maximum caliber principle for the problem of esti-
mating the trajectory of a coordinate, for instance, the
position of a particle as a function of time. This frame-
work will allow us to describe either classical mechanical
systems under uncertainty (e.g. under the influence of
random forces) or stochastic signals such as time series.
Position and time are familiar concepts to us, but the re-
sults of this work apply for inferences about any quantity
q(s) parameterized by a continuous index s, for instance,
in geometrical problems under uncertainty.
In the context of classical mechanics it is unavoidable
to connect the maximum caliber formalism, in which the
probability of paths is proportional to the exponential of
an action, P [x()] ∝ exp(A[x()]), with Feynman’s path
integral formalism in quantum mechanics [23]. A related
attempt to bridge path integrals and classical mechanics
is found in Ref. [24], although in this case the probabil-
ity distribution is explicitly constructed to suppress non-
classical paths. Connections between thermodynamics
and dynamical systems (although without invoking the
idea of probabilities of paths) is found in Ref. [25] and
Ref. [26].
The aim of this work is twofold: in the first place, it is
interesting to explore to what extent the structure of the
dynamical framework of classical (in the sense of non-
quantum) physics is already contained in the simple idea
of maximization of path entropy. However, the results of
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this work may also result in powerful tools applicable to
the continuous maximum caliber formalism.
II. THE MAXIMUM CALIBER PRINCIPLE
Suppose for an unknown coordinate x described as a
function of time t we only know the expectation of a
function f(x, x˙; t) (over the distribution of possible tra-
jectories x(t)) as a function of time F (t), that is,
〈
f(x, x˙; t)
〉
I
= F (t), (1)
for every instant in the interval [ti, tf ]. According to
the maximum caliber principle, the optimal assigment of
probability for the trajectories maximizes
S = −
∫
Dx()P [x()|I] ln
P [x()|I]
P [x()|I0]
. (2)
where I denotes all the given information about the prob-
lem, in particular the constraint in Eq. 1, and I0 is the
complete ignorance state. The path probability P [x()|I0]
is the a priori measure needed for a consistent definition
of entropy in continuous systems. Imposing this con-
straint we can write the resulting probability as
P [x()|I] =
1
Z[λ()]
P [x()|I0] exp
(
−
∫ tf
ti
dtλ(t)f(x(t), x˙(t); t)
)
(3)
where λ is a Lagrange multiplier function. In the follow-
ing we will assume, for simplicity of the analysis, that
the prior measure P [x()|I0] is flat. If this is not the case,
it can be absorbed as an extra term in the action A[x()],
to be defined below.
If we define a Lagrangian
L(x, x˙; t) = αλ(t)f(x, x˙; t), (4)
2we can rewrite Eq. 3 as
P [x()|I] =
1
Z[λ()]
exp(−
1
α
A[x()]), (5)
where the functional A is the action, defined as
A[x()] =
∫ tf
ti
dtL(x(t), x˙(t); t), (6)
and the constant α, with dimensions of action, is ex-
tracted only to ensure the exponent in Eq. 5 is adimen-
sional. Eq. 5 is analogous to the probability amplitude
assigned to a trajectory in the Feynman path integral
formalism [23] (except the exponent here is real-valued),
with α being a constant analogous to Planck’s constant.
We see that the most probable path is automatically pre-
scribed by the principle of minimum action, and thus is
a solution of the Euler-Lagrange equation
∂L
∂x
=
d
dt
∂L
∂x˙
. (7)
It is also immediately clear from this formalism that
geometric constraints of the form gk(x(t); t) = 0 will only
add terms to the Lagrangian, as prescribed by classical
mechanics [27],
L(x, x˙; t) = αλ(t)f(x, x˙; t) +
∑
k
µk(t)gk(x(t); t) (8)
= αλ(t)
[
f(x, x˙; t) +
∑
k
µ˜k(t)gk(x(t); t)
]
,
where the µ˜k = µk/(αλ) are (rescaled) Lagrange multi-
pliers. Thus, from the point of view of maximum caliber,
there is no conceptual distinction between the original
Lagrangian and the terms from holonomic constraints:
the entire Lagrangian always arises from constraints.
A striking example of this loss of distinction occurs
when the quantity F which is known and imposed
as a constraint is the instantaneous joint probability
P (x(t), x˙(t)|I). This constraint can be written as
〈
δ(x(t)− x)δ(x˙(t)− x˙)
〉
I
= P (x(t), x˙(t)|I), (9)
i.e., the constraining function f(x, x˙; t) is the product of
delta functions. If the probability in the right hand side
is known for all x and x˙ in the state space (x, x˙) where the
probability is non-zero, the Lagrange multiplier function
will now depend on (x, x˙, t) and the (normalized) action
is
A
α
=
∫ tf
ti
dt
∫
dxdx˙λ(x, x˙; t)δ(x(t) − x)δ(x˙(t)− x˙)
=
∫ tf
ti
dtλ(x(t), x˙(t); t),(10)
i.e. the Lagrange multiplier function itself becomes the
Lagrangian. This means, although in principle the La-
grangian arising from Eq. 4 is arbitrary (determined
by the choice of constraining function), a particular La-
grangian is singled out, the Lagrange multiplier of the
probability.
III. EXPECTATION OF FUNCTIONALS
In order to obtain additional relations for expectation
values of arbitrary functionals over the distribution given
by Eq. 3, we apply the finite difference method [28]
and map the continuous dynamical problem into a max-
imum entropy problem with finite number of degrees of
freedom by discretizing time, that is, replacing the con-
tinuous trajectory x(t) by a vector of N components,
~x = (x1, . . . , xN ). Eq. 3 then reduces to a maximum
entropy solution
P (~x|I) =
1
Z
exp
(
−
1
α
A(~x)
)
. (11)
with the action now replaced by a scalar field A(~x), given
by
A(~x) = ∆t
N∑
j=1
Lj(xj , (xj+1 − xj)/∆t). (12)
There is a connection between expectation values pro-
vided by the conjugate variables theorem [29],
〈
∇ · ~v(~x)
〉
I
=
1
α
〈
~v · ∇A(~x)
〉
I
. (13)
Let us choose ~v = eˆkW (~x) where eˆk the unit vector in
along the k-th coordinate and the trial field W is of the
form
W (~x) = ∆t
N∑
j=1
ωj(xj , (xj+1 − xj)/∆t). (14)
Then,
〈 ∂
∂xk
W (~x)
〉
I
=
1
α
〈
W
∂
∂xk
A(~x)
〉
I
. (15)
Now, for both functionalsW (~x) and A(~x) we have [28],
∂
∆t∂xk
→
δ
δx(t)
, (16)
and the functional version of the conjugate variables
theorem is given by
3〈 δW
δx(t)
〉
I
=
1
α
〈
W [x(t)]
δA
∂x(t)
〉
I
, (17)
with W [x()] a trial functional with the form
W [x()] =
∫ tf
ti
dtω(x(t), x˙(t); t). (18)
This is the equivalent of the identity (7.30) in Ref. [23]
for the quantum mechanical path integrals.
By explicitly replacing the Lagrangian L and the trial
function ω, we can compactly write Eq. 17 as
〈
Eˆtω
〉
I
=
1
α
〈
W [x()]EˆtL
〉
I
, (19)
where we have introduced the operator Eˆt as
EˆtG(x, x˙; t) =
(
∂
∂x
−
d
dt
∂
∂x˙
)
G(x, x˙; t). (20)
Choosing W [x()] = 1 tells us that
〈
EˆtL
〉
I
= 0 (21)
for all instants t, i.e., the Euler-Lagrange equation is
valid in expectation over the ensemble of trajectories,
not only for the most probable one. This suggests treat-
ing EˆtL itself as a random variable with zero expecta-
tion for the purpose of constructing a Langevin equation.
However, we need to establish the predicted correlation〈
EˆtL · Eˆt′L
〉
I
of the quantity EˆtL. Now we use ω = Eˆt′L
in Eq. 19 to show that
〈
EˆtL·Eˆt′L
〉
I
=
〈
Eˆt(Eˆt′L)
〉
I
=
1
α
〈 δ2A
δx(t)δx(t′)
〉
I
. (22)
As the action has the form in Eq. 6, its second func-
tional derivative is
δ2A
δx(t)δx(t′)
=
δ
δx(t′)
[
∂L
∂x
−
d
dt
∂L
∂x˙
] ∣∣∣
t
=
∂
∂x′
(
∂L
∂x
−
d
dt
∂L
∂x˙
)
−
d
dt′
∂
∂x˙′
(
∂L
∂x
−
d
dt
∂L
∂x˙
)
(23)
and this is only non-zero for t = t′, thus in all generality
we can write it as
〈
EˆtL · Eˆt′L
〉
I
= 2R(t)δ(t− t′) (24)
with R(t) a function of time to be determined. Here we
note that, by taking the limit t→ t′ in Eq. 24, it follows
that R(t) cannot be negative. From Eqs. 21 and 24, we
now formally write the stochastic differential equation
(SDE),
EˆtL =
∂L
∂x
−
d
dt
∂L
∂x˙
=
√
2R(t)ξ(t) (25)
with ξ(t) an unbiased, uncorrelated “noise”,〈
ξ(t)
〉
I
= 0 (26)〈
ξ(t)ξ(t′)
〉
I
= δ(t− t′). (27)
It is crucial to note at this point that R(t) does not
necessarily represent a “random” physical influence: as
the probability interpretation when using the maximum
entropy and maximum caliber principles is unavoidably
Bayesian, R(t) represents inaccesible or hidden informa-
tion. Without this uncertainty, the system follows the
trajectory which minimizes the action (Eq. 25 reduces
to the Euler-Lagrange equation, Eq. 7).
Eq. 25 is, in general, a second-order SDE, but we can
obtain a system of two first-order SDEs by expressing it
in canonical form [28]. For this we define the Hamiltonian
H corresponding to the Lagrangian L as the Legendre
transformation
H(x, p) = px˙− L(x, x˙; t) = αλ(t)
(
x˙
∂f
∂x˙
− f
)∣∣∣
x,p
, (28)
together with the momentum p = ∂L/∂x˙. Now we have
defined a phase space (x, p) and by virtue of the Legen-
dre transformation the following relations hold, indepen-
dently of the form of the Lagrangian,
∂H
∂x
= −
∂L
∂x
(29)
∂H
∂p
= x˙. (30)
By introducing the Poisson brackets
{F,G} =
∂F
∂x
∂G
∂p
−
∂F
∂p
∂G
∂x
(31)
we see that the required system of first-order SDEs is a
nonlinear Langevin equation in phase space,
Γ˙i = {Γi,H}+Rij(t)ξj(t), (32)
where we have used the Einstein summation convention,
~Γ = (x, p) and the only non-zero component of the uncer-
tainty matrix Rij is R22(t) =
√
2R(t) with ξ2(t) = ξ(t).
Eqs. 25 and 32 give a strong theoretical basis to the
use of the Langevin formalism, independent of physical
4considerations. Most importantly, they support the as-
sumption of uncorrelated noise common in the literature
for non-physical Langevin forces [30] as an inevitable re-
quirement if the problem consists only of instantaneous
information about position and velocity. Assuming any
other kind of noise will be inconsistent with the informa-
tion one has by means of Eq. 1.
IV. TIME EVOLUTION OF THE PHASE SPACE
PROBABILITY
We can obtain the time evolution of the probability
distribution in phase space, P (~Γ(t)|I) = P , by means of
the Kramers-Moyal expansion [31],
∂tP =
∞∑
n=1
(−1)n
n!
∂nj1,...,jn
(
D
(n)
j1,...,jn
(~Γ; t)P
)
, (33)
where we again used the Einstein summation convention.
If we truncate this expansion at n = 2, one is left with a
Fokker-Planck equation,
∂tP + ∂i(D
(1)
i P ) =
1
2
∂2ij(D
(2)
ij P ), (34)
with coefficients
D
(1)
i = lim
ǫ→0
1
ǫ
〈
∆Γi
〉
~Γ
= {Γi,H}, (35)
D
(2)
ij = lim
ǫ→0
1
2ǫ
〈
∆Γi∆Γj
〉
~Γ
= Rik(t)Rjk(t), (36)
where ∆Γi = Γi(t+ ǫ)−Γi(t). Therefore we can analyze
the time evolution of the phase space probability P by
solving
∂P
∂t
+ {P,H} = R(t)
∂2P
∂p2
. (37)
This is a Boltzmann transport equation with collision
term proportional to the uncertainty R(t). Note that,
for an arbitrary Hamiltonian, in the case of complete
certainty (R(t) → 0) we recover the Liouville equation.
It is useful to write Eq. 37 in logarithmic form, namely,
∂
∂t
lnP + {lnP,H} = R(t)
[
∂2
∂p2
lnP + (
∂
∂p
lnP )2
]
.
(38)
Multiplying by an arbitrary function G(x, p; t) and tak-
ing expectation over P we have
〈
G
∂
∂t
lnP
〉
I,t
+
〈
G{lnP,H}
〉
I,t
= (39)
R(t)
〈
G
[
∂2
∂p2
lnP + (
∂
∂p
lnP )2
]〉
I,t
FIXME
Here we apply the general “fluctuation-dissipation” re-
lation for an arbitrary parameter α of a distribution P ,
∂
∂α
〈
G
〉
I,α
=
〈∂G
∂α
〉
I,α
+
〈
G
∂
∂α
lnP
〉
I,α
(40)
with α = t, and the conjugate variables theorem [29], as
〈 ∂G
∂Γi
〉
I
= −
〈
G
∂
∂Γi
lnP
〉
I
(41)
After some algebraic manipulations and repeated use
of Eq. 40 and 41 to eliminate lnP , we obtain a classical
(non-quantum) analog of the Ehrenfest theorem [32],
d
dt
〈
G
〉
I,t
=
〈∂G
∂t
〉
I,t
+
〈
{G,H}
〉
I,t
+R(t)
〈∂2G
∂p2
〉
I,t
.
(42)
which gives us the time evolution of an arbitrary phase
space function G, and also provides us with a direct way
to compute R(t) from time-dependent averages.
An important remark we address here is the fact that
the expectation values over trajectories are completely
described by the Lagrangian (Eq. 19), while the instan-
taneous properties, representing the system as succesive
“slices” in time, are in turn described by the Hamiltonian
(Eq. 42).
V. SECOND LAW OF THERMODYNAMICS
Replacing G = lnP in Eq. 42 and taking into account
that, because of Eq. 40 and Eq. 41, 〈∂t lnP 〉I,t = 0 and
〈{lnP,H}〉I,t = 0, we see that
dS
dt
= R(t)
〈
(
∂
∂p
lnP )2
〉
I,t
≥ 0, (43)
with S(t) = −〈lnP 〉I,t the information entropy of the
distribution P at time t. Therefore, missing information
about the location in phase space never decreases with
time, and its increase is solely due to the uncertainty. In
other words, irreversibility is equivalent to uncertainty
over the trajectory followed by the system, whatever its
origin (e.g. sensibility to initial conditions, external driv-
ing).
VI. CONCLUDING REMARKS
In summary, we have explored the consequences of
constructing a maximum caliber dynamical model using
only instantaneous information about position and ve-
locity. In the first place, the problem of prediction of
5the most probable trajectory reduces to standard clas-
sical mechanics, complete with a Lagrangian, a phase
space and a Hamiltonian. For the description of devia-
tions around the most probable trajectory, the formalism
naturally leads to a nonlinear Langevin equation with
uncorrelated noise in phase space, and its corresponding
Fokker-Planck equation. This Fokker-Planck equation is
completely determined by the Hamiltonian of the prob-
lem.
Given the striking resemblance of Eqs. 5, 17 and 42 to
real-valued versions of the Feynman path integral formu-
lation of quantum mechanics and the Ehrenfest theorem,
respectively, it remains to be seen if the idea of path en-
tropy maximization could lead to their quantum mechan-
ical (complex-valued) versions under suitable constraints,
as well as its connection with Nelson’s stochastic mechan-
ics [33, 34].
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