T
oday's hearing aids are frequently fitted using prescriptive formulae. Wearer satisfaction is assumed when the frequency-gain response of the hearing aid matches the target frequency-gain response prescribed by a specific formula. Although this approach simplifies hearing aid fitting, there are several reasons to suspect that this approach may have some shortcomings in ensuring an optimal fit for all hearing aid wearers. It is especially important now to consider alternative and/or supplemental approaches to prescriptive fitting, as programmable hearing aids with features like multiple memories and compression circuitry are increasing in popularity.
Limitations of Prescriptive Formulae
Prescriptive fitting is a group-based, threshold-based approach that attempts to amplify quiet, conversational speech linearly to within the listener's audible range (Skinner, 1988) . The accuracy of the prescription depends on the accuracy with which threshold measurements are made and the extent to which the listener is a typical, average individual. Unfortunately, these requirements are not always met. Threshold measurements are known to vary from 4 to 9 dB upon retest (Byrne & Dillon, 1981; Skinner & Miller, 1983) and individual ear canal characteristics may vary substantially to alter the accuracy of a group-based formula in meeting an individual target (Gilman, Dirks, & Stern, 1981) .
There is increasing evidence to suggest that an on-target prescribed frequency-gain response may not be the most preferred frequency-gain response available in a hearing aid. Kuk and Pape (1992) showed that as many as 80% of subjects with hearing loss, when given a chance to choose their preferred frequency-gain setting, selected ones that were different from the National Acoustic Laboratories' (NAL-R, Byrne & Dillon, 1986) recommendation. This general finding was also noted by Byrne and Cotton (1988) , although they reported that only about 20% of subjects showed this alternate preference. The advent of programmable hearing aids with multiple memories and compression circuitry presents another challenge to the use of prescriptive formulae. The availability of multiple memories allows the use of different electroacoustic settings in each memory. This is reasonable given the data of several researchers that show hearing aid wearers prefer different frequency-gain responses on their hearing aids as the listening condition or response criterion changes (Byrne, 1986; Kuk, 1990; Tecca & Goldstein, 1984) . None of the prescriptive formulae allow prescription of frequency-gain responses for conditions like listening in noise, listening to music, or listening to one's spouse. Additionally, because these formulae were developed based on linear amplification, their appropriateness to prescribe settings on nonlinear devices (e.g., compression or adaptive frequency-gain response aids) may be questionable. Some methods to ensure optimal fitting in these situations are needed. The solution may be found, paradoxically, with programmable hearing aids through the use of paired comparison judgments.
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The paired comparison technique can be potentially useful as a means to enhance the prescriptive fitting of hearing aids. Unfortunately, there are no guidelines to suggest how this technique can be used most reliably and efficiently in the clinic. This article reviews how one can apply binomial probability theory to calculate the likelihood of acceptable outcomes in paired comparison judgments. In addition, an approach designed to maximize the efficiency of this technique is proposed.
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What is the Paired Comparison Technique?
The paired comparison technique is simply a method of comparing several objects presented two at a time. When adapted to hearing aid fittings, these 'objects' could be different frequency-gain responses, compression settings, distortion values, or simply different hearing aids. For illustrative purposes, we will confine the present discussion to frequency-gain response comparisons. During a paired comparison trial, speech is shaped by two frequency-gain responses. The listener listens alternately to the processed stimuli and chooses the frequency-gain response that best shapes the acoustic stimuli to meet the criterion, such as clarity. Because of the inherent variability in listener judgments, the same frequency-gain responses are usually compared a number of times to decide on the preferred frequency-gain response.
Advantages of Paired Comparison Judgments
The application of paired comparison judgments to hearing aid fitting is not new. Zerlin (1962) was credited as the first to report on its application to hearing aids. Hearing aid processed speech samples were recorded on tape, and these samples were presented in pairs for judgment. The delay between presentations was limited to fractions of a second. This requirement of rapid comparisons limited the use of this technique to research applications. Programmable hearing aids, because of their capability to allow rapid switching of frequency-gain responses, now enable the clinical use of this technique.
Despite limited clinical application, research on paired comparison during the past 15 years suggests that this technique has major advantages over traditional approaches to hearing aid fitting. It is more sensitive than speech recognition tests in differentiating among different amplification systems (Punch, 1978; Punch & Howard, 1978; Studebaker & Sherbecoe, 1988; Studebaker, White, & Hoffnung, 1978; Tecca & Goldstein, 1984; Witter & Goldstein, 1971; Zerlin, 1962) . This technique yields results that are as reliable as, if not more reliable than, speech recognition tests (Kuk & Pape, 1992; Punch & Beck, 1980; Punch & Parker, 1981; Schwartz, Walden, & Prosek, 1979; Studebaker, Bisset, & Van Ort, 1980; Studebaker, White, & Hoffnung, 1978; Zerlin, 1962) . Hearing aid frequency-gain responses that are ranked higher using paired comparison judgments of intelligibility are also ranked higher in speech recognition scores (Neuman, Levitt, Mills, & Schwander, 1987; Studebaker, Bisset, & Van Ort, 1980; Studebaker, White, & Hoffnung, 1978) . Kuk & Pape (1993) and Kuk (1994a) also reported higher hearing aid satisfaction for frequency-gain responses selected using paired comparison judgment than those prescribed with the NAL-R formula. These characteristics, along with the ability to judge different attributes (e.g., hollowness) and different test conditions efficiently, argue that this technique has great clinical potential for individualized tailoring of optimal hearing aid settings. The use of paired comparisons has the potential to be highly efficient, in that each comparison typically takes less than 30 seconds. Interested readers are referred to Kuk (1994b) for a more detailed review of this technique.
Ensuring Reliability in Paired Comparison Judgments
This article focuses on an approach to ensure the reliability of outcomes in paired comparison judgments. A reliable outcome is necessary so that the same decision is made when the same frequency-gain responses are compared at different times. In general, reliability of comparisons increases with increasing numbers of comparisons and more stringent criteria. On the other hand, increasing the number of comparisons is more time consuming and may not always be clinically practical. Furthermore, a point of diminishing returns may be reached whereby further increases in the number of comparisons may not increase the reliability of the results. It is desirable to determine the optimal number of comparisons (and acceptance criteria) for maximum reliability and efficiency.
This goal can be easily accomplished by comparing the probability or likelihood that a particular outcome occurs with the probability of random occurrence. If the outcome has a probability of occurrence similar to the probability of random occurrence, one will not be able to draw any conclusions relative to the preference between the two frequency-gain responses. On the other hand, if the probability of occurrence associated with the particular outcome is significantly different from the probability of random occurrence, the outcome may be viewed as having higher reliability. We will review the calculation of probabilities and indicate how binomial probability theory can be applied to paired comparison judgments for maximum reliability. This theory has been elegantly used to explain variability seen in speech recognition test scores (Raffin & Thornton, 1980; Thornton & Raffin, 1978) .
Definition of a Binomial Experiment
A binomial experiment is one in which the outcome of each of M identical, independent comparisons or trials is limited to one of two possibilities. A familiar example is the coin toss experiment where the outcome of each toss is limited to either the head or the tail. In a binomial experiment, the probability of choosing a particular outcome is assumed to be constant across trials. If one assumes that the probability of choosing the first alternative (e.g., heads) on a single trial is p, the probability of choosing the second alternative (e.g., tails) is 1 -p, or q. In an unbiased experiment (i.e., the coin is not weighted to the head or tail), the probability of choosing one alternative (e.g., heads) is equivalent to that of choosing the other alternative (e.g., tails). Because there are two possible alternatives, the probability of randomly choosing either one in an unbiased experiment will be 0.5. In a binomial experiment, one is interested in the probability of choosing a particular alternative N times in M trials (Mendenhall, 1967) .
Paired Comparison as a Binomial Variable
The outcome of a paired comparison trial is similar to that of a binomial experiment. In that regard, two frequency-gain responses (F1 and F2) are compared, and the listener is forced to choose either F1 or F2 as the preference, or outcome. One can determine the significance of the choice by calculating the probability associated with the outcome. To make that determination, one compares the two frequency-gain responses M times, and records the number of times that one frequency-gain response is preferred over the other. The probability associated with the specific number of wins is calculated. A frequency-gain response is significantly preferred over the other if the probability associated with the outcome is significantly different from random probability (i.e., p = 0.5). Otherwise, no difference in preference can be concluded.
Probability Calculation
Let us illustrate how to calculate the probability associated with a particular outcome when two frequencygain responses (F1 and F2) are compared three times (M = 3). We will assume that the probability of F1 being chosen on a single trial is p and the probability of F2 being chosen is 1 -p, or q. Because there is no reason to suspect that the listener will favor one particular frequency-gain response over the other before the comparison (otherwise, there is no need to compare), we will treat the comparison as an unbiased comparison. In this case, the probability of choosing F1 (P[F1] ) is the same as the probability of choosing F2 (P[F2] ). In both cases, this probability is equal to 0.5. The probability that F1 is chosen N times can be calculated by summing the probabilities of all possible sequences in which F1 has appeared N times. These sequences are called events (E). Because F1 and F2 are independent outcomes, the probability associated with each event is the product of the probabilities of all occurrences described in that event. The possible events that result from comparing F1 and F2 three times, the number of times in which F1 is selected (i.e., N), along with the probabilities for each event, are summarized in Table 1 .
There are eight possible events (E) that can occur when F1 and F2 are compared three times. For example, F1 can be selected in all three comparisons (i.e., E1) or it may be selected in two of the three comparisons. The sequence in which F1 is selected twice can be described by events E2, E3, and E5.
As stated earlier, the probability of a particular event is the product of the probabilities of each individual occurrence. Because the probability of F1 being selected on a single trial is p, the probability of event E1 is p x p x p, or p 3 . When the value of p equals 0.5, this corresponds to a probability of occurrence of 0.125. By this calculation, the probability associated with each of these eight events is 0.125.
Because there is more than one event in which F1 can be selected twice, the probabilities of all events in which F1 is selected twice must be summed in order to reflect the total likelihood of F1 being selected twice. In this case, the sum of the probabilities associated with events E2 (P[E2] = 0.125), E3 (P[E3] = 0.125), and E5 (P[E5] = 0.125) is 0.375. In other words, there is a 37.5% chance that F1 will be selected twice in three comparisons if the order in which F1 is selected is inconsequential, and if F1 and F2 have the same probability of occurrence. The binomial probability distribution when F1 is selected from zero to three times is summarized in Table 2 .
Without going into detailed derivation, the formula to calculate the probability that F1 (or F2) is chosen N times in M comparisons can be written as:
where P[F1 = N/M] represents the probability that F1 is selected N times in M comparisons, and m C n is defined as the number of ways in which m objects can be arranged when n are taken at a time. The formula for m C n is :
and where m! or m-factorial is defined as :
As an example, the number of ways to arrange five objects when two are chosen at a time is: 5 C 2 = 5!/(5 -2)! 2! = 5 x 4 x 3 x 2 x 1/(3 x 2 x 1) (2 x 1) = 10 A common practice in paired comparison is to set a criterion number of comparisons (i.e., N) in which one frequency-gain response, e.g., F1, must be chosen in M comparisons in order for it to be significantly preferred over F2. In the previous example, one may compare F1 and F2 three times and accept the frequency-gain response that wins two of the three comparisons as the winner. Although not stated explicitly, one would also accept F1 as the winner if it wins all three comparisons should one continue the comparison after the listener has indicated preference for F1 in two consecutive comparisons. This suggests that the criterion must be interpreted as F1 winning at least N comparisons in M trials in order to meet the N wins out of M comparisons criterion. Returning to Table 1 , the events that would meet the criterion of at least two wins will include E1 (N = 3), E2 (N = 2), E3 (N = 2) and E5 (N = 2). The sum of these probabilities is 0.5. By the same token, the probability that F1 is selected at least once in three comparisons is the sum of the probability that F1 is selected three times (p = 0.125), two times (p = 0.375) and once (p = 0.375), or 0.875. In general terms, such relationships can be expressed as:
where P(F1 ≥ N/M) represents the probability that F1 is selected at least N times in M comparisons. Figure 1 shows the probability that a frequency-gain response (e.g., F1) is chosen at least N times in up to 10 comparisons (assuming p = q = 0.5). As an illustration of its use, let us assume that F1 and F2 are compared 10 times. The probability associated with each win condition is described by the rightmost curve in Figure 1 . It shows that the probability of a specific outcome decreases as the criterion becomes more stringent, i.e., as N increases. For example, there is a 99.9% probability that F1 is chosen at least once in 10 comparisons [P(F1) ≥ 1/10 = 0.999]. This probability decreases to 62% when the criterion is tightened to five wins in 10 comparisons, and to 5.5% when the criterion is set to eight wins in 10 comparisons. A high probability suggests that the criterion can be met easily. Unfortunately, it also suggests that the chance is high of falsely accepting that F1 is more preferable than F2. In this example, a criterion of one win in 10 comparisons is associated with a 99.9% chance that the preference of F1 over F2 is erroneous. Indeed, if F1 only wins one out of 10 comparisons, it suggests that F2 would have won nine of the 10 comparisons. The probability of such occurrence by chance for F2 is 0.01, or 1%. Consequently, the entries in Figure 1 not only reflect the likelihood that one frequency-gain response is selected at least N times, but also indicate the likelihood of error of the decision to favor one frequency-gain response over the other. Figure 1 can be used to estimate the likelihood of error in accepting the result of paired comparisons when one frequency-gain response wins over the other frequencygain response in N of M comparisons. One simply reads off the probability associated with a particular outcome. For example, if F1 and F2 are compared five times, and if F1 wins three of the five comparisons, one knows from Figure 1 that the probability of that occurrence is 0.5, a chance performance. This suggests that one would have a 50% chance of obtaining that outcome. Considering that chance performance is 50% also, it indicates a high chance of error (i.e., 50%) if one accepts the outcome of F1 being more preferable than F2, and vice versa. On the other hand, the probability of selecting F1 in four of the five comparisons is 0.19. This suggests only a 19% chance that F1 is chosen randomly if it wins four of the five comparisons. Even though there are no fixed rules for acceptable probability, the general rule is that the smaller the probability, the less the likelihood of error. Knowing the probability of occurrence (and error) associated with certain outcomes increases one's confidence in making a clinical decision. Figure 1 also allows one to predetermine the minimum number of comparisons and the number of wins necessary for significant preference. For example, let us assume that one cannot tolerate more than 20% error in the selection. If one draws a horizontal line in Figure 1 where a probability of 0.2 is indicated, one sees that it intersects all curves for M ≥ 3. This suggests that in order to reach that level of confidence, one has to compare F1 and F2 at least three times. If one further draws a perpendicular line from the intersection point to the X-axis, one can determine the minimum number of times that the winning frequency-gain response (i.e., F1) has to be selected in order to reach that probability. For example, when M = 3, one of the frequency-gain responses has to be selected three times in order for the error rate to be less than 20%. Consequently, one may preset a criterion of three wins out of three comparisons to indicate a significant difference in preference between F1 and F2. If neither of the frequency-gain responses meets the criterion, they will be regarded as statistically similar.
Utility of Cumulative Probability Distribution Curve
Human responses are subject to variability. Although a subject may truly prefer one frequency-gain response over another, fluctuation in response behaviors during the comparisons may occur and result in a failure to meet the preset criterion. A wrong conclusion relative to the difference between the two frequency-gain responses will result. This is likely when only a small number of comparisons are made and the subject must select the same frequency-gain response in all comparisons, e.g., three out of three. However, if one examines Figure 1 , it is realized that other win-comparison criteria could also yield the same or lower error probability as the "three wins out of three comparisons" condition. The advantage is that these criteria are more tolerant of random behavior in subject responses. The disadvantage is that they require more comparisons. For example, the criteria of six wins out of eight comparisons or seven wins out of 10 comparisons will meet the preset criterion probability of 0.2. This suggests that one may be flexible in the number of comparisons in a paired comparison trial. An efficient strategy for performing paired comparisons may involve setting criterion probability and terminating further paired comparisons once the fewest number of wins to meet the criterion probability is reached. Using the example where p = 0.2, one can terminate further comparisons when one frequency-gain response wins all three comparisons, or when the same frequency-gain response wins four of five comparisons, six of eight comparisons, or seven of 10 comparisons. This approach would ensure a valid comparison while maintaining maximum efficiency.
A foreseeable problem with the use of fixed criterion probability is the endless number of comparisons that may be necessary to meet the criterion. This could be the case if the criterion is too stringent, if the subjects cannot discriminate any difference between the comparison frequency-gain responses, and/or if subjects are inconsistent in their judgments. To circumvent such difficulties, one needs to ensure that the comparison frequency-gain responses are discriminable. A simple way to achieve discriminability is to ask subjects if the two frequency-gain responses are different (not which is more preferable) before the comparison. In addition, one may limit the number of comparisons to avoid extended trials. One may discontinue further comparisons if subjects fail to meet the preset criterion probability once the maximum number of comparisons is reached. In that case, the two frequencygain responses will be viewed as perceptually similar.
Although we have used the criterion of p = 0.2 as an example, this significance level is by no means mandatory in all applications. As mentioned in the earlier sections, a more stringent criterion (e.g., p = 0.05) would ensure the reliability of the outcome, but would prolong the duration of the evaluation. A looser criterion may shorten evaluation time but increase the likelihood of erroneous outcome. For example, a criterion of p = 0.05 would require at least five wins out of five comparisons or at least six wins out of seven comparisons, whereas a criterion of p = 0.4 would require only two wins out of two comparisons or three wins out of four comparisons. Assuming that each comparison takes 30 seconds to complete, the more stringent criteria would require at least 2-1/2 minutes to complete and the less stringent criterion (p = 0.4) would require at least one minute to complete. Although this time may not seem too long, it would increase as more frequency-gain responses are compared. The "optimal" significance level and/or maximum number of comparisons must be made based on an assessment of the consequence of error, the time available for evaluation, the number of frequency-gain responses to compare, and not on some fixed arbitrary values (e.g., p = 0.05 is frequently used in most statistical analysis). For example, if paired comparison is used to evaluate whether one form of signal processing is superior to another in a research design and the result would have widespread implications, a more stringent criterion (e.g., p ≤ 0.05) may be required. However, if paired comparison is used clinically to select a preferred electroacoustic setting on a programmable hearing aid, one may loosen the criteria to perhaps p = 0.3 or 0.4. The rationale is that any errors that occur will likely affect only one individual and such errors can be corrected easily through reprogramming of the device. Perhaps a more stringent criterion will be used during the reprogramming. For clinical purposes, we found an upper limit of 5 trials and a criterion (or significance level) of p ≤ 0.35 to yield repeatable results. Figure 1 is generated under the assumption that responses F1 and F2 are selected with equal probability (i.e., p = q = 0.5). While generally appropriate in the context of a round-robin tournament strategy, for example, this assumption may be violated in some designs where biases are intentionally introduced. For example, in a single-or double-elimination design, frequency-gain responses are paired by the experimenter so that a frequency-gain response with a high probability of being selected is paired with one with a lower probability of being selected in the earlier rounds. In a modified simplex design, "edge effects" may interfere to violate the assumption of equal probability (J. Punch, personal communication, 1994) .
While the application of Figure 1 in these situations would be inappropriate, the use of binomial probability theory may still be effective in determining the significance of the outcome. In such cases, suitably chosen p and q values can be substituted into the appropriate equations. Additional effort is needed to determine the optimal p and q values for these situations.
In summary, binomial probability theory can be applied to paired comparison judgments to determine the number of comparisons needed and the acceptability of outcomes for a reliable comparison. In addition, it can be used to increase the efficiency with which such judgments are made. Although not mandatory, interfacing programmable hearing aids to a personal computer would greatly facilitate application of this technique.
