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FRE´CHET BARYCENTERS IN THE MONGE–KANTOROVICH
SPACES
ALEXEY KROSHNIN1,2
Abstract. We consider the space P(X) of probability measures on arbitrary
Radon space X endowed with a transportation cost J(µ, ν) generated by a
nonnegative continuous cost function. For a probability distribution on P(X)
we formulate a notion of average with respect to this transportation cost,
called here the Fre´chet barycenter, prove a version of the law of large num-
bers for Fre´chet barycenters, and discuss the structure of P(X) related to the
transportation cost J .
1. Introduction
In this paper we consider averaging in the space P(X) of measures over a Radon
space X , using a transport optimization procedure to define a suitable concept of
a “typical element”, which extends the notion of Fre´chet mean. For the first time
a construction of this kind was introduced by M. Agueh and G. Carlier in [1]: a
Wasserstein barycenter of a family of measures on the Euclidean space Rd is defined
as the Fre´chet mean using the 2-Wasserstein distance W2 on P(R
d), which is given
by minimization of the mean-square displacement. In [1], the authors establish
existence, uniqueness, and regularity results for the Wasserstein barycenter and,
when d = 1, provide an explicit formula for the Wasserstein barycenter in terms of
quantile functions of the measures involved.
Here we take a general Radon space X (e.g. Polish space) and a general trans-
portation cost
J(µ, ν) = inf
{∫
c(x, y) dγ(x, y) : γ ∈ P(X ×X), πx#γ = µ, π
y
#γ = ν
}
≥ 0,
where c(·, ·) ≥ 0 is a continuous cost function that satisfies c(x, y) = 0 iff x = y.
Since J(µ, ν) = 0 iff µ = ν, this cost quantifies separation between measures µ
and ν in P(X) but does not necessarily satisfy the triangle inequality. Although
J(·, ·) is not a metric, it generates a transportation topology on X , and the space
X endowed with this topology is divided into equivalence classes each of which is
a Radon space (in particular, the classes are separable and metrizable).
Let a measure ν be fixed and µ be a random element of P(X) with distribution
Pµ. We introduce a notion of Fre´chet typical element of Pµ with respect to J(·, ·),
which we propose to call the Fre´chet barycenter of Pµ. It is defined as any measure ν
for which the expected cost
EJ(µ, ν) =
∫
P(X)
J(µ, ν) dPµ
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attains its minimum over P(X). Rigorous definitions of such a distribution and
an integral are formulated in Section 4. Suppose EJ(µ, ·) is not identically equal
to +∞ on P(X). Then there exists a Fre´chet barycenter of Pµ. This averaging
appears to be quite reasonable. Namely, if distributions Pn converge to P with
respect to the transportation cost in P
(
P(X)
)
corresponding to J(·, ·) as cost func-
tion, then barycenters of Pn also converge in some sense to the barycenter of P .
For instance, this result implies a law of large numbers for Fre´chet barycenters.
The paper is organized as follows. In Section 2 we introduce some standard def-
initions and notation and consider properties of the space of probability measures
on X with respect to the topology induced by the Monge–Kantorovich transporta-
tion cost J(·, ·). In Section 3 we consider the particular case of X = Rd and
c(x, y) = g(x− y), where g(·) ≥ 0 is a convex function. Then we define in Section 4
the generalized barycenter of distribution on P(X) for general X . The central re-
sult of this paper is proved in Subsection 4.2: the convergence of barycenters of
distributions Pn is established provided Pn themselves converge to some distribu-
tion P .
2. The Monge–Kantorovich space
2.1. Notations. For a measurable space X denote the space of probability mea-
sures on X by P(X). In particular, if the space X is topological, we assume it is
endowed with the standard Borel σ-algebra B(X).
For two measurable spaces X , Y , a measurable map T : X → Y induces a map
T# : P(X) → P(Y ) given by T#µ(A) := µ
(
T−1(A)
)
for any measurable A ⊂ Y .
Recall that for any integrable function f∫
Y
f(y) d(T#µ) =
∫
X
f(T (x)) dµ.
For a measure µ on X and an integrable function f : X → R define the measure
f⌊µ as
(f⌊µ)(A) :=
∫
A
f(x) dµ
for any measurable A ⊂ Y . Moreover, for any measurable set B define B⌊µ :=
χB⌊µ, where χB(·) is the characteristic function of B.
We will often drop the argument of function and the symbol of domain of inte-
gration if there is no risk of confusion.
2.2. The transport functional. Let (X, ρ) be a Radon space, i.e. a separable
metric space such that for every Borel probability measure µ ∈ P(X) and ǫ > 0
there exists a compact set Dµǫ for which µ(X \ D
µ
ǫ ) < ǫ [2, def. 5.1.4]. E.g., any
Polish space is a Radon space.
Fix a measurable nonnegative function c : X ×X → [0,∞) and call it the cost
function. Assume c(·, ·) is continuous and consistent in the sense that c(x, xn)→ 0
iff c(xn, x) → 0 iff xn → x for any x ∈ X , {xn}n∈N ⊂ X (cf. discussion after
Assumption 2.18). In particular, c(x, y) = 0 iff x = y.
For two measures µ, ν ∈ P(X) define the set of transport plans taking µ to ν as
Π(µ, ν) :=
{
γ ∈ P(X ×X) : πx#γ = µ, π
y
#γ = ν
}
,
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where πx and πy are projections of X×X to the first and second factor respectively.
Observe that Π(µ, ν) is always nonempty because it contains the direct product
measure µ⊗ ν.
The transportation cost of a transport plan γ is defined as
K(γ) :=
∫
R×R
c(x, y) dγ.
It is easy to obtain that K(·) is lower semicontinuous with respect to the weak
convergence of measures. The Monge–Kantorovich problem for given µ, ν ∈ P(X)
consists in minimizing the transportation cost K(γ) over all γ ∈ Π(µ, ν). Accord-
ingly, the Monge–Kantorovich distance (or transportation functional) between µ
and ν is the infimum of transportation costs:
J(µ, ν) := inf
γ∈Π(µ,ν)
K(γ).
A transport plan γ∗ is called optimal if K(·) attains its minimum over Π(µ, ν) at γ∗.
Theorem 2.1. For any µ, ν ∈ P(X) there exists an optimal transport plan.
Proof. Let J(µ, ν) < ∞ and {γn}n∈N ⊂ Π(µ, ν) be a minimizing sequence for
K(·). Observe that µ and ν are tight measures as X is a Radon space, hence
the set of transport plans Π(µ, ν) is also tight. Indeed, for any ǫ > 0 there exist
such compact sets Dǫµ, D
ǫ
ν that µ(X \ D
ǫ
µ) < ǫ/2 and ν(X \ D
ǫ
ν) < ǫ/2; then
Dǫ := Dǫµ ×D
ǫ
ν ⊂ X ×X is compact and for any γ ∈ Π(µ, ν) it holds
γ(X×X \Dǫ) ≤ γ
(
X× (X \Dǫν)
)
+γ
(
(X \Dǫµ)×X
)
= ν(X \Dǫν)+µ(X \D
ǫ
µ) < ǫ.
Then by Prokhorov’s theorem one can choose a weakly convergent subsequence
γnk ⇀ γ
∗ ∈ Π(µ, ν). Since K(·) is lower semicontinuous with respect to the weak
convergence,
K(γ∗) ≤ lim infK(γnk) = inf
γ∈Π(µ,ν)
K(γ) := J(µ, ν),
i.e. γ∗ is an optimal transport plan from µ to ν. 
Corollary 2.2. J(µ, ν) = 0 iff µ = ν.
Let us recall some properties of the transportation functional J(·, ·) (see e.g.
[2; 3; 4]).
Lemma 2.3. The functional J(·, ·) is convex, i.e. for any measures µ0, ν0, µ1, ν1 ∈
P(X) and t ∈ [0, 1] it holds
J(µt, νt) ≤ (1− t)J(µ0, ν0) + tJ(µ1, ν1),
where µt := (1− t)µ0 + tµ1, νt := (1− t)ν0 + tν1.
Proof. Let γs be an optimal transport plan from µs to νs, s ∈ {0, 1}. Then γt :=
(1− t)γ0 + tγ1 ∈ Π(µt, νt) hence
J(µt, νt) ≤ K(γt) = (1− t)K(γ0) + tK(γ1) = (1− t)J(µ0, ν0) + tJ(µ1, ν1). 
Corollary 2.4. Fix µ0, µ1 ∈ P(X). Then for any 0 ≤ t < t′ ≤ 1
J(µt, µt′) ≤ (t
′ − t)J(µ0, µ1).
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Proof. From the convexity of J(·, ·) it follows
J(µt, µt′) ≤
1− t′
1− t
J(µt, µt) +
t′ − t
1− t
J(µt, µ1)
≤
t′ − t
1− t
(
(1− t)J(µ0, µ1) + tJ(µ1, µ1)
)
= (t′ − t)J(µ0, µ1). 
Lemma 2.5. The functional J(·, ·) is lower semicontinuous with respect to the weak
convergence of measures.
Proof. Let µn ⇀ µ, νn ⇀ ν and γn ∈ Π(µn, νn) be an optimal transport plan
from µn to νn. Notice that {µn}n∈N and {νn}n∈N weakly converge so they are
tight [2, p. 108] and {γn}n∈N is the same. Consider subsequence whose lower limit
lim inf J(µn, νn) ∈ [0,∞] is attained. It contains a weakly convergent subsequence
γnk ⇀ γ˜ ∈ Π(µ, ν). So, due to the lower semicontinuity of K(·) one can obtain
J(µ, ν) ≤ K(γ˜) ≤ lim infK(γnk) = lim J(µnk , νnk) = lim inf J(µn, νn).
Corollary 2.6. J(·, ·) is measurable with respect to the product of Borel σ-algebras
Bw
(
P(X)
)
× Bw
(
P(X)
)
induced by the topology of weak convergence.
Theorem 2.7. Let {νn}n∈N be a sequence of measures from P(X) such that
J(ν∗, νn)→ 0 (or J(νn, ν∗)→ 0) for some ν∗ ∈ P(X); then νn ⇀ ν∗.
Proof. Assume {νn}n∈N fails to converge to ν∗. Then there exists a closed set
F ⊂ X such that lim sup νn(F ) > ν∗(F ). Let 3ǫ := lim νn(F )− ν∗(F ) > 0 without
relabelling. Consider the following open neighbourhood of F :
Fr :=
{
x ∈ X : inf
y∈F
c(x, y) < r
}
⊃ F, r > 0.
For any r > 0 set Fr is open due to continuity of c(·, ·). One can obtain that for
any x /∈ F there exist an “open ball” Bcr(x) :=
{
y ∈ X : c(x, y) < r
}
such that
Bcr(x) ∩ F = ∅. Therefore
⋂
r>0 Fr = F and ν
∗(F ) = limr→0 ν
∗(Fr). Let r0 > 0 be
such that ν∗(Fr0) < ν
∗(F ) + ǫ. As νn(F ) > ν
∗(F ) + 2ǫ starting from some n,
γn
(
(X \ Fr0)× F
)
= νn(F )− γn(Fr0 × F ) ≥ νn(F )− ν
∗(Fr0) > ǫ,
where γn ∈ Π(ν∗, νn) is an optimal transport plan. Consequently,
J(ν∗, νn) = K(γn) ≥ γn
(
(X \ Fr0)× F
)
inf
{
c(x, y) : x /∈ Fr0 , y ∈ F
}
≥ ǫr0
and lim inf J(ν∗, νn) ≥ ǫr0 > 0, which contradicts the condition of the theorem. 
As we have seen, convergence with respect to the transportation functional im-
plies the weak convergence. Actually, the converse also holds under some additional
assumptions.
Theorem 2.8. Let νn ⇀ ν
∗ and supp νn ⊂ F for all n, where F ⊂ X is a closed
set such that supx,y∈F c(x, y) <∞. Then lim J(νn, ν
∗) = lim J(ν∗, νn) = 0.
Proof. Fix ǫ > 0. Due to separability of X and continuity of c(·, ·) one can cover X
with a countable union of closed balls {Bri(xi)}i∈N such that c(x, y) < ǫ whenever
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x, y ∈ B2ri(xi) for all i. Fixm ∈ N such that ν
∗
(
X \
⋃m
i=1Bri(xi)
)
< ǫ and consider
continuous functions fi(·) : X → [0, 1], 0 ≤ i ≤ m which satisfy
m∑
i=0
fi(x) ≡ 1;
f0(x) = 0, x ∈ Bri(xi), 1 ≤ i ≤ m;
fi(x) = 0, x /∈ B2ri(xi), 1 ≤ i ≤ m.
Without loss of generality
∫
fi dν
∗ > 0 for all i. Define measures
λin :=
(fi⌊νn)⊗ (fi⌊ν∗)
max{
∫
fi dνn,
∫
fi dν∗}
, 1 ≤ i ≤ m, n ∈ N;
νˆn := νn −
m∑
i=1
πx#λ
i
n =
(
1−
m∑
i=1
∫
fi dν
∗
max{
∫
fi dνn,
∫
fi dν∗}
fi
)
⌊νn ≥ f0⌊νn ≥ 0;
νˆ∗n := ν
∗ −
m∑
i=1
πy#λ
i
n =
(
1−
m∑
i=1
∫
fi dνn
max{
∫
fi dνn,
∫
fi dν∗}
fi
)
⌊ν∗ ≥ f0⌊ν
∗ ≥ 0.
Since νn ⇀ ν
∗
νˆn(X) = νˆ
∗
n(X) =
∫ (
1−
m∑
i=1
∫
fi dνn
max{
∫
fi dνn,
∫
fi dν∗}
fi
)
dν∗
→
∫ (
1−
m∑
i=1
fi
)
dν∗ =
∫
f0 dν
∗ ≤ ν∗
(
X \
m⋃
i=1
Bri(xi)
)
< ǫ.
Consider the following transport plans:
γn :=
νˆn ⊗ νˆ∗n
νˆn(X)
+
m∑
i=1
λin ∈ Π(νn, ν
∗), n ∈ N.
From supp νn ⊂ F it follows supp ν∗ ⊂ F and supp γn ⊂ F × F . Define M :=
supx,y∈F c(x, y) <∞. suppλ
i
n ⊂ B2ri(xi)×B2ri(xi) by the definition of functions
fi(·). Now one can obtain that
lim sup J(νn, ν
∗) ≤ lim supK(γn) ≤ lim sup
(
M
νˆn(X)νˆ
∗
n(X)
νˆn(X)
+ ǫ
m∑
i=1
λin(X ×X)
)
≤M lim sup νˆ∗n(X) + ǫ ≤ (1 +M)ǫ.
It proves J(νn, ν
∗) → 0 because of the arbitrary choice of ǫ. In the same way one
can show that J(ν∗, νn)→ 0. 
2.3. Topology induced by the transportation functional. Assume that the
following weak triangle inequalities holds for the cost function c(·, ·).
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Assumption 2.9. There exist constants A,B ≥ 0 such that the following set of
inequalities holds for all x, y, z ∈ X :
c(x, y) ≤ A+B
(
c(x, z) + c(y, z)
)
,
c(x, y) ≤ A+B
(
c(x, z) + c(z, y)
)
,
c(x, y) ≤ A+B
(
c(z, x) + c(y, z)
)
,
c(x, y) ≤ A+B
(
c(z, x) + c(z, y)
)
.
This assumption holds for a wide class of functions, e.g. for c(x, y) = ρp(x, y),
where ρ(·, ·) is a metric on X and p > 0.
Let us now show that the Monge–Kantorovich distance “inherits” the inequalities
for the cost function.
Lemma 2.10. For all µ, ν, λ ∈ P(X)
J(µ, ν) ≤ A+B
(
J(µ, λ) + J(ν, λ)
)
,
J(µ, ν) ≤ A+B
(
J(µ, λ) + J(λ, ν)
)
,
J(µ, ν) ≤ A+B
(
J(λ, µ) + J(ν, λ)
)
,
J(µ, ν) ≤ A+B
(
J(λ, µ) + J(λ, ν)
)
.
Proof. Consider measures µ, ν, λ ∈ P(X) and optimal plans γ1 ∈ Π(µ, λ), γ2 ∈
Π(ν, λ). By disintegration theorem [2, Theorem 5.3.1] there exists a measure σ ∈
Π(µ, ν, λ) such that πx,z# σ = γ1 and π
y,z
# σ = γ2 [2, Lemma 5.3.2]. Now, applying
the weak triangle inequality, one can obtain
J(µ, ν) ≤ K(πx,y# σ) =
∫
c(x, y) dσ ≤
∫ (
A+B
(
c(x, z) + c(y, z)
))
dσ
= A+B
(
K(γ1) +K(γ2)
)
= A+B
(
J(µ, λ) + J(ν, λ)
)
.
The other inequalities might be proved similarly. 
Notice that if c(·, ·) is a metric on X , then J(·, ·) is a metric on P(X) (which may
make the value +∞). Moreover, it is an inner metric, even if X is a disconnected
space. Indeed, if J(µ, ν) <∞, then the curve given by [0, 1] ∋ t 7→ (1 − t)µ+ tν is
a minimizing geodesic connecting µ to ν due to Corollary 2.4.
Lemma 2.11. Let D ⊂ X be a compact set. Then for any ǫ > 0 there exist an
open neighbourhood Uǫ(D) ⊃ D and a constant BDǫ such that
c(x, y) ≤ ǫ+ c(x, z) +BDǫ c(y, z),
c(x, y) ≤ ǫ+ c(z, y) +BDǫ c(z, x)
for all x, y, z ∈ Uǫ(D).
Proof. Fix ǫ > 0. As c(·, ·) is continuous, it is uniformly continuous on D × D,
hence there exists an open set V ∈ X ×X such that (y, y) ∈ V for all y ∈ D and
c(x, y) < c(x, z)+ ǫ/2 for all x ∈ X , (y, z) ∈ V . Define M := maxx,y∈D c(x, y) <∞
and
δ := min
(y,z)∈D2\V
c(y, z) > 0
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which is positive due to compactness of D. If (y, z) ∈ D2 \ V then c(x, y) ≤ M ≤
M
δ c(y, z) for all x. Consequently,
(1) c(x, y) ≤ ǫ/2 + c(x, z) +
M
δ
c(y, z)
for all x, y, z ∈ D. Denote Mδ by B
D
ǫ .
Due to continuity of c(·, ·) one can choose an open neighbourhood W of D3 such
that for all x, y, z ∈ W there exist x′, y′, z′ ∈ D for which |c(x, y) − c(x′, y′)| < γ,
|c(x, z) − c(x′, z′)| < γ and |c(y, z) − c(y′, z′)| < γ where γ := ǫ/
(
6(1 + BDǫ )
)
. As
D3 is compact, ρ(D3, X3 \W ) > 0 and there exists such neighbourhood Uǫ(D) that(
Uǫ(D)
)3
⊂W . Now, applying inequality (1) and the definion of W one can obtain
that
c(x, y) ≤ γ + c(x′, y′) ≤ γ + ǫ/2 + c(x′, z′) +BDǫ c(y
′, z′)
≤ γ(2 +BDǫ ) + ǫ/2 + c(x, z) +B
D
ǫ c(y, z) ≤ ǫ+ c(x, z) +B
D
ǫ c(y, z)
for all x, y, z ∈ Uǫ(D). The second inequality can be treated in the same way. 
Lemma 2.12 (continuity). Take two sequences {µn}n∈N, {νn}n∈N such that
J(µ∗, µn) → 0 and J(ν∗, νn) → 0 for some measures µ∗, ν∗ ∈ P(X). Then
J(µn, νn)→ J(µ∗, ν∗).
Proof. Let γ1n ∈ Π(µ
∗, µn), γ
2 ∈ Π(µ∗, ν∗), γ3n ∈ Π(ν
∗, νn) be optimal transport
plans. Consider measures σn ∈ P(X4) such that (πx2 × πx1)#σn = γ1n, (π
x2 ×
πx3)#σn = γ
2 and (πx3 × πx4)#σn = γ3n. Since the sequences are tight one can fix
ǫ > 0 and a compact set D such that µn(X \D), µ∗(X \D), νn(X \D), ν∗(X \D)
and
∫
X2\D2
c(x2, x3) dγ
2 are less than ǫ. Obviously
J(µn, νn) ≤ K
(
(πx1 × πx4)#σn
)
=
∫
c(x1, x4) dσn.
Consider the set Y := Uǫ(D) × D
2 × Uǫ(D). Now one can obtain due to
Lemma 2.11 that
∫
Y
c(x1, x4) dσn ≤
∫
Y
(
ǫ+BDǫ c(x2, x1) + (1 + ǫ)c(x2, x4)
)
dσn
≤
∫
Y
(
ǫ+BDǫ c(x2, x1) + (1 + ǫ)ǫ+ (1 + ǫ)B
D
ǫ c(x3, x4) + (1 + ǫ)
2c(x2, x3)
)
dσn
≤ ǫ+BDǫ K(γ
1
n) + (1 + ǫ)ǫ+ (1 + ǫ)B
D
ǫ K(γ
3
n) + (1 + ǫ)
2K(γ2)
= ǫ+BDǫ J(µ
∗, µn) + (1 + ǫ)ǫ + (1 + ǫ)B
D
ǫ J(ν
∗, νn) + (1 + ǫ)
2J(µ∗, ν∗)
−−−−→
n→∞
ǫ+ (1 + ǫ)ǫ+ (1 + ǫ)2J(µ∗, ν∗)→ J(µ∗, ν∗) as ǫ→ 0.
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The remaining term may be bounded by Assumption 2.9 in the following way:
∫
X4\Y
c(x1, x4) dσn ≤
∫
X4\Y
(
A+Bc(x2, x1) +Bc(x2, x4)
)
dσn
≤
∫
X4\Y
(
A+Bc(x2, x1) +AB +B
2c(x2, x3) +B
2c(x3, x4)
)
dσn
≤ (A+AB)σn(X
4 \ Y ) +BJ(µ∗, µn) +B
2
∫
X4\Y
c(x2, x3) dσn +B
2J(ν∗, νn)
≤ 4(A+AB)ǫ +BJ(µ∗, µn) +B
2J(ν∗, νn) +B
2
∫
X4\Y
c(x2, x3) dσn.
Notice that X4 \Y =
[
X× (X2 \D2)×X
]
∪
[(
X \Uǫ(D)
)
×D2×X
]
∪
[
X×D2×(
X \ Uǫ(D)
)]
.
∫
X×(X2\D2)×X
c(x2, x3) dσn =
∫
X2\D2
c(x2, x3) dγ
2 < ǫ.
Moreover, since J(µ∗, µn) → 0 and J(ν∗, νn) → 0, γ1n ⇀ (x × x)#µ
∗ and γ3n ⇀
(x × x)#ν∗, so σn ⇀ (πx × πx × πy × πy)#γ2. Since
(
X \ Uǫ(D)
)
×D2 ×X is a
closed set and c(x2, x3) is continuous and bounded on it we have that
lim sup
∫
(
X\Uǫ(D)
)
×D2×X
c(x2, x3) dσn ≤
∫
(
D∩X\Uǫ(D)
)
×D
c(x, y) dγ2 = 0,
as D ∩X \ Uǫ(D) = ∅. In the same way one can obtain that
lim sup
∫
X×D2×
(
X\Uǫ(D)
) c(x2, x3) dσn = 0.
Thus J(µn, νn)→ J(µ
∗, ν∗). 
Corollary 2.13 (topology). The balls BJr (µ) :=
{
ν ∈ P(X) : J(µ, ν) < r
}
form
a basis of a topology τJ on P(X), and J(·, ·) is continuous with respect to this
topology.
Let us denote convergence of a sequence {νn}n∈N to ν∗ in the topology τJ (the
transportation convergence) by νn
J
−→ ν∗. It is equivalent to J(νn, ν∗) → 0 and
J(ν∗, νn)→ 0. If X is a compact space, it follows from Theorems 2.7 and 2.8 that
weak convergence of measures is equivalent to the transportation convergence. But
in this case the space P(X) with the topology of weak convergence is compact itself,
and so is
(
P(X), τJ
)
. Notice that if X is not compact, P(X) is neither compact
nor locally compact.
Lemma 2.14. Let {µn}n∈N, {νn}n∈N, {λn}n∈N be tight sequences such that
J(µn, νn)→ 0 and J(νn, λn)→ 0; then J(νn, µn)→ 0 and J(µn, λn)→ 0.
Proof. Fix ǫ > 0 and a compact set D ⊂ X such that µn(D), νn(D) and λn(D)
are greater than 1 − ǫ. Consider again measures σn such that π
x,y
# σn = γ
1
n and
πy,z# σn = γ
2
n where γ
1
n and γ
2
n are optimal transport plans from µn to νn and from
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νn to λn, respectively. Due to Assumption 2.9 and Lemma 2.11 one can obtain that
J(µn, λn) ≤ K
(
(πx × πz)#σn
)
=
∫
c(x, z) dσn
≤
∫
D3
(
ǫ+ (1 + ǫ)c(x, y) +BDǫ c(y, z)
)
dσn +
∫
X3\D3
(
A+Bc(x, y) +Bc(y, z)
)
dσn
≤ ǫ + (1 + ǫ)J(µn, νn) +B
D
ǫ J(νn, λn) + 3ǫA+BJ(µn, νn) +BJ(νn, λn)
→ ǫ+ 3ǫA→ 0 as ǫ→ 0.
Thus J(µn, λn)→ 0. Similarly,
J(νn, µn) ≤ K
(
(πy × πx)#γ
1
n
)
=
∫
c(y, x) dγ1n
≤
∫
D3
(
ǫ +BDǫ c(x, y)
)
dγ1n +
∫
X3\D3
(
A+Bc(x, y)
)
dγ1n
≤ ǫ+BDǫ J(µn, νn) + 2ǫA+BJ(µn, νn)→ ǫ+ 2ǫA,
therefore J(νn, µn)→ 0. 
Let the relation µ ∼ ν be defined as J(µ, ν) < ∞. Then it is an equivalence
on P(X) and splits the space into equivalence classes E(µ) :=
{
ν ∈ P(X) :
J(µ, ν) < ∞
}
. Notice that every equivalence class is path-connected, even if X
is disconnected, since curve [0, 1] ∋ t 7→ (1− t)µ+ tν is continuous by Corollary 2.4,
whenever J(µ, ν) <∞.
Consider the following useful construction: fix some point x0 ∈ X and for given
R > 0 take a continuous function fR : X × X → [0, 1] such that fR(x, y) = 1 for
x, y ∈ BcR(x0) and fR(x, y) = 0 if x /∈ B
c
R+1(x0) or y /∈ B
c
R+1(x0). Let us take
measures µ, ν, γ ∈ Π(µ, ν) and consider λ := fR⌊γ. Define
γ˜ := γ − λ+ (πy × πy)#λ
and ν˜ := (πx)#γ˜. So γ˜ ∈ Π(ν˜, ν) and J(ν˜, ν) ≤ K(γ˜) = K(γ) − K(λ) = K(γ) −
K ′(γ) where K ′(γ) = K ′R(γ) := K(fR⌊γ).
Now consider a weakly convergent sequence of plans Π(µ, νn) ∋ γn ⇀ γ∗ ∈
Π(µ, ν∗). One has γ˜n ⇀ γ˜
∗ hence ν˜n ⇀ ν˜
∗. But on the complement of the ball
BcR+1(x0) all the measures ν˜ coincide with µ, consequently, ν˜n
J
−→ ν˜∗ by Theo-
rem 2.8.
Theorems 2.7 and 2.8 state some results about the relation between transporta-
tion convergence and weak convergence. The following theorem gives the necessary
and sufficient condition of convergence in the topology τJ .
Theorem 2.15 (criterion of the transportation convergence). Take measures ν∗
and {νn}n∈N ⊂ P(X). The following conditions are equivalent:
(1) νn
J
−→ ν∗;
(2) νn ⇀ ν
∗ and J(µ, νn)→ J(µ, ν
∗) for any µ ∈ P(X);
(3) νn ⇀ ν
∗ and J(µ, νn)→ J(µ, ν∗) <∞ for some µ ∈ E(ν∗).
Proof. Obviously, 1) ⇒ 2) ⇒ 3). Let us show that 3) ⇒ 1). Without loss of
generality assume that J(µ, νn) < ∞ for all n. Let γn ∈ Π(µ, νn) be an optimal
transport plan. Since the sequence {γn}n∈N is tight, one can extract a subsequence
γn ⇀ γˆ ∈ Π(µ, ν
∗) (without relabelling). Fix ǫ > 0 and an R > 0 such that
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K ′(γˆ) = K ′R(γˆ) > K(γˆ) − ǫ. Using the construction above get transport plans
Π(ν˜n, νn) ∋ γ˜n ⇀ γ˜ ∈ Π(ν˜∗, ν∗). Therefore J(ν˜n, ν˜∗) → 0, J(ν˜∗, ν∗) ≤ K(γ˜) =
K(γˆ)−K ′(γˆ) < ǫ and
J(ν˜n, νn) ≤ K(γ˜n) = K(γn)−K
′(γn) = J(µ, νn)−K
′(γn)
→ J(µ, ν∗)−K ′(γˆ) ≤ K(γˆ)−K ′(γˆ) < ǫ.
So, one can construct such sequences {ν˜n}n∈N, {ν˜∗n}n∈N that
lim J(ν˜n, νn) = lim J(ν˜n, ν˜
∗
n) = lim J(ν˜
∗
n, ν
∗) = 0.
All the sequences are tight hence J(νn, ν
∗)→ 0 by Lemma 2.14. 
Remark 2.16. Obviously, the arguments of J(·, ·) can be simultaneously swapped
in each of the conditions (2)–(3) without violating the theorem.
Let us now show that, under Assumption 2.9 and local compactness of X , any
class E(µ0) endowed with the transportation topology is a Radon space. In order
to prove this, we show that
(
E(µ0), τJ
)
is separable, metrizable, and that any
probability measure on this space is tight.
Lemma 2.17. Take an arbitrary measure µ0 ∈ P(X). The equivalence class E(µ0)
endowed with the topology τJ is separable.
Proof. Let Sµ0 be a countable family of measures of type ν :=
(
X \Bm(x0)
)
⌊µ0 +
α
∑n
i=1 piδxi where m,n ∈ N, pi ∈ Q+, xi belong to some countable dense subset of
X and α is a normalizing constant. Fix measure µ ∈ C(µ0), ǫ > 0 and such R > 0
that
∫
BR(x0)×BR(x0)
c(x, y) dγ > K(γ)−ǫ, where γ is an optimal transport plan from
µ0 to µ. Thus K
′(γ) := K(fR⌊γ) > K(γ)− ǫ and J(µ˜, µ) ≤ K(γ)−K ′(γ) < ǫ. But
µ˜ obviously lie in the weak closure of Sµ0 , so there exists a sequence Sµ0 ∋ νn
J
−→ µ˜
and lim J(νn, µ) = J(µ˜, ν) < ǫ. Consequently, Sµ0 is a dense set in E(µ0). 
The following assumption about local compactness of the space X allows us to
obtain weak local compactness of P(X).
Assumption 2.18. For some (and therefore for any) x0 ∈ X any “closed ball”
B
c
r(x0) :=
{
y ∈ X : c(x0, y) ≤ r
}
is compact.
Notice that under this assumption from c(x, y) = 0 iff x = y it follows that
c(x, xn) → 0 iff c(xn, x) → 0 iff xn → x. Moreover, X is locally-compact and
therefore separability of the space implies that it is a Radon space.
Lemma 2.19. Let a sequence {νn}n∈N be such that lim supJ(µ, νn) <∞ for some
µ ∈ P(X); then the sequence is tight.
Proof. Fix ǫ > 0 and a ball B
c
r(x0) such that µ
(
X \B
c
r(x0)
)
< ǫ/2. Consider R > r
and any measure λR such that λR
(
X \BcR(x0)
)
≥ ǫ. Then
J(µ, λR) ≥
ǫ
2
inf
{
c(x, y) : x ∈ B
c
r(x0), y /∈ B
c
R(x0)
}
→∞ as R→∞.
But lim sup J(µ, νn) < ∞ and therefore one can find such a compact ball B
c
Rǫ(x0)
that νn(X \B
c
Rǫ(x0)) < ǫ for all n, i.e. {νn}n∈N is a tight sequence. 
Corollary 2.20. Any “closed ball” B
J
r (µ) :=
{
ν ∈ P(X) : J(µ, ν) ≤ r
}
is weakly
compact.
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Proof. Consider any sequence {νn}n∈N ⊂ B
J
r (µ). It is tight by the Lemma 2.19 and
hence there is weakly convergent subsequence νnk ⇀ ν
∗. By lemma 2.5 J(µ, ν∗) ≤
lim inf J(µ, νnk) ≤ r thus ν
∗ ∈ B
J
r (µ). 
Lemma 2.21. For any µ0 ∈ P(X) the space
(
E(µ0), τJ
)
is metrizable.
Proof. Let us use Tykhonoff’s formulation of Urysohn’s theorem which states that
a regular second-countable topological space is metrizable.
Clearly the T1 axiom holds for
(
E(ν0), τJ
)
, i.e., all one-point sets in
(
E(ν0), τJ
)
are closed. Moreover, the closure of a ball BJr (ν) is embedded in B
J
r (ν), thus for
any measure ν ∈ E(ν0) and a ball BJr (ν) we have ν ∈ B
J
r/2(ν) ⊂ B
J
r/2(ν) ⊂ B
J
r (ν),
which implies that
(
E(ν0), τJ
)
is regular.
Now let us obtain that B :=
{
BJr (µ) : µ ∈ S, r ∈ Q+
}
, where S is a dense set
in
(
E(ν0), τJ
)
, is a countable basis for τJ . Indeed, it follows from Lemmas 2.14
and 2.19 that for any measure ν and ball BJr (ν) one can find a ball B ∈ B such that
ν ∈ B and B ⊂ BJr (ν). It now follows from Urysohn’s theorem that
(
E(ν0), τJ
)
is
metrizable. 
Let us show that space P(X) is “complete” with respect to the Monge–Kantorovich
distance.
Lemma 2.22. Let {νn}n∈N ⊂ P(X) be a sequence such that J(νn, νm) → 0 as
n ≥ m→∞; then νn
J
−→ ν∗ for some ν∗ ∈ P(X).
Proof. Since {νn}n∈N is a tight sequence by Lemma 2.19 there exists a subsequence
νnk ⇀ ν
∗ ∈ P(X). Assume νnk fails to converge to ν
∗; then one can choose such
ǫ > 0, N ∈ N that J(ν∗, νN ) > ǫ and J(νn, νN ) < ǫ for n ≥ N . But from weak
lower semicontinuity of J(·, ·) it holds ǫ ≥ lim inf J(νnk , νN ) ≥ J(ν
∗, νN ) > ǫ what
leads to a contradiction. Thereby νn
J
−→ ν∗. 
Now it is enough to show that any Borel probability measure over E(µ0) is tight
in order to prove that
(
E(µ0), τJ
)
is a Radon space. Let us adapt to our case the
proof for Polish space from [5, Theorem 7.1.7].
Theorem 2.23. For any µ0 ∈ P(X) the class E(µ0) endowed with the transporta-
tion topology τJ is a Radon space.
Lemma 2.24 (compactness in τJ). Let a closed set H ⊂ E(µ0) be totally bounded
with respect to the transportation cost J(·, ·), i.e. for any ǫ > 0 let there exist
measures µǫ1, . . . , µ
ǫ
n such that H ⊂
⋃n
i=1B
J
ǫ (µ
ǫ
i); then H is compact in the trans-
portation topology.
Proof. Consider an arbitrary sequence {νn}n∈N ⊂ H. Using Cantor’s diagonal
argument and conditions of the lemma one can find a sequence of measures {µn}n∈N
and a subsequence of {νn}n∈N such that (without relabelling) J(µn, νk) < 1/n for
all k ≥ n. Then {νn}n∈N and {µn}n∈N are tight by Lemma 2.19 and therefore
J(νn, νm)→ 0 as m,n→∞ by Lemma 2.14. Now it follows from Lemma 2.22 that
there exists ν∗ ∈ H such that νn
J
−→ ν∗. 
Now one can prove Theorem 2.23 in the same way as [5, Theorem 7.1.7]. The only
necessary change regards the criterion of compactness in τJ , which is considered in
Lemma 2.24.
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3. The case of Rd
Now consider the locally compact Polish space X = Rd with Euclidean metric
and take c(x, y) = g(x−y), where the function g(·) is convex, g(0) = 0 and g(x) > 0
whenever x 6= 0. Obviously, this cost function is continuous and consistent in the
sense that c(x, xn) → 0 iff c(xn, x) → 0 iff xn → x. Moreover, the space and the
cost function satisfy Assumption 2.18.
Let us assume the following inequality holds:
(2) B := sup
x,y
g(x+ y)
g(x) + g(y)
<∞.
Notice that B ≥ 1 due to convexity of the function g(·).
Theorem 3.1. Let inequality (2) hold. Then there exists q ≥ 1 such that g1/q(·)
satisfies the triangle inequality:
g1/q(x+ y) ≤ g1/q(x) + g1/q(y)
for any x, y ∈ Rd
Proof. Consider points x, y ∈ Rd such that g(y) = ξg(x), ξ ≤ 1. Due to convexity
of g(·) one can obtain that for any n ≥ 1 it holds
g(x+ y) ≤
n− 1
n
g(x) +
1
n
g(x+ ny) ≤ g(x) +
B
n
(
g(x) + g(ny)
)
.
Consider n = 2k; it follows from inequality 2 that g(2ky) ≤ (2B)kg(y) and therefore
g(x+ y) ≤ g(x) + 2−kBg(x) +Bk+1g(y) = g(x)
(
1 +B(2−k + ξBk)
)
.
Take k := ⌊− ln ξln 2B ⌋; then
2−k + ξBk ≤ 2
ln ξ
ln 2+lnB+1 + ξB−
ln ξ
ln 2+lnB = 3ξ1/q0 ,
where q0 :=
ln 2B
ln 2 ≥ 1. Thus g(x + y) ≤ g(x)
(
1 + 3Bξ1/q0
)
. Since ξ ≤ 1 one can
obtain that for q = max{3B, q0} it holds
g1/q(x+ y) ≤ g1/q(x)
(
1 + 3Bξ1/q0
)1/q
≤ g1/q(x)
(
1 +
3B
q
ξ1/q0
)
≤ g1/q(x)(1 + ξ1/q) = g1/q(x) + g1/q(y)
for all x, y ∈ Rd. 
Corollary 3.2. For all µ, ν, λ ∈ P(Rd)
J1/q(µ, ν) ≤ J1/q(µ, λ) + J1/q(λ, ν).
Proof. Let us take measures µ, ν, λ ∈ P(Rd) and optimal transport plans γ1 ∈
Π(µ, λ), γ2 ∈ Π(λ, ν). Similarly to the proof of Lemma 2.10 consider a measure
σ ∈ Π(µ, λ, ν) such that πx,y# σ = γ1, π
y,z
# σ = γ2. Applying Theorem 3.1 and the
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Minkowski inequality one can obtain that
J1/q(µ, ν) ≤ K1/q(πx,z# σ)
=
(∫ (
g1/q(x− z)
)q
dσ
)1/q
≤
(∫ (
g1/q(x− y) + g1/q(y − z)
)q
dσ
)1/q
≤
(∫
g(x− y) dσ
)1/q
+
(∫
g(y − z) dσ
)1/q
= K1/q(γ1) +K
1/q(γ2)
= J1/q(µ, λ) + J1/q(λ, ν). 
Corollary 3.3. The function ρ(µ, ν) := max{J1/q(µ, ν), J1/q(ν, µ)} ∈ [0,∞] is a
metric on P(Rd) (which may make the value +∞).
As we have seen, under assumption (2)
(
P(X), J
)
is similar to a q-Wasserstein
space for some degree q.
Now consider Assumption 2.9 in the Euclidean case. Obviously, one can rewrite
it as
g(±x± y) ≤ A+B
(
g(x) + g(y)
)
.
Theorem 3.4. Under Assumption 2.9 for any ǫ > 0 there exist qǫ ≥ 1, Cǫ > 0
such that for all x, y ∈ Rd it holds(
g(±x± y) + ǫ
)1/qǫ
≤
(
g(x) + ǫ
)1/qǫ
+
(
g(y) + ǫ
)1/qǫ
,
g(x± y) ≤ ǫ+ (1 + ǫ)g(x) + Cǫg(y).
Proof. Fix ǫ > 0. Consider r > 0 such that g(x) ≤ ǫ, ‖x‖ ≤ r. Since g(x) = 0 iff
x = 0 define ar := inf‖x‖≥r g(x) > 0. If ‖x+ y‖ > r then ‖x‖ > r/2 or ‖y‖ > r/2
therefore
g(x+y) ≤ A+B
(
g(x)+g(y)
)
≤
A
ar/2
(
g(x)+g(y)
)
+B
(
g(x)+g(y)
)
=
( A
ar/2
+B
)(
g(x)+g(y)
)
.
Consequently, there exists Dr =
A
ar/2
+B ≥ 1 such that
g(±x± y) ≤ max{ǫ,Dr
(
g(x) + g(y)
)
}
for all x, y ∈ Rd. In particular,
g(±x± y) + ǫ ≤ Dr
(
g(x) + ǫ+ g(y) + ǫ
)
and one can prove the first inequality in the same way as in Theorem 3.1.
In order to prove the second inequality, let us choose k ∈ N, r > 0 such that
2−kB < ǫ,
2−kA <
ǫ
2
,
2−kBg(x) <
ǫ
2
as ‖x‖ ≤ 2kr.
Then similarly to the proof of Theorem 3.1 one can show that
g(x+ y) ≤ (1 + 2−kB)g(x) + 2−kBg(2ky) + 2−kA
≤ (1 + ǫ)g(x) +
ǫ
2
+ max{
ǫ
2
, DkrBg(y)} ≤ ǫ+ (1 + ǫ)g(x) + Cǫg(y),
where Cǫ := D
k
rB. 
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Corollary 3.5. For any ǫ > 0 and measures µ, ν, λ ∈ P(Rd) the following inequal-
ities hold: (
J(µ, ν) + ǫ
)1/qǫ ≤ (J(µ, λ) + ǫ)1/qǫ + (J(λ, ν) + ǫ)1/qǫ ,
J(µ, ν) ≤ ǫ+ (1 + ǫ)J(µ, λ) + CǫJ(λ, ν),
J(µ, ν) ≤ ǫ+ (1 + ǫ)J(λ, ν) + CǫJ(µ, λ).
The proof of Corollary 3.5 is completely similar to the proofs of Lemma 2.10 and
Corollary 3.2.
4. Fre´chet barycenters
As we have obtained in sec. 2, the space of probability measures endowed with the
transportation topology has some good properties. In this section the barycenter of
measures will be defined, i.e. some kind of averaging w.r.t. the transportation struc-
ture of the space. It generalizes the construction from [1], where the 2-Wasserstein
space is considered. The barycenter will be shown to be “upper semicontinuous”
in some sense and statistically consistent. Analogous results for measures over R
and a convex cost function were proved in [6].
4.1. Generalized averaging in P(X). Let the space P(X) be endowed with the
Borel σ-algebra B(τw) induced by the topology of weak convergence τw. This σ-
algebra is weaker than B(τJ), induced by the transportation topology. However, as
we will see later, they are equivalent for defining an averaging in P(X).
Definition 4.1. Take G ⊂ P(X) and consider a finite set µ1, µ2, . . . , µn of measures
in P(X) and positive weights λ1 > 0, λ2 > 0, . . . , λn > 0. The constrained Fre´chet
barycenter barG(µi, λi)1≤i≤n ∈ P(X) (or just the Fre´chet barycenter if G = P(X))
with respect to the transportation functional J(·, ·) is a measure that minimizes∑
1≤i≤n
λiJ(µi, ν)
over ν ∈ G. By BarG(µi, λi)1≤i≤n ∈ P(X) we denote the set of all Fre´chet barycen-
ters of (µi, λi)1≤i≤n over G.
Definition 4.2. Take G ⊂ P(X) and let µ be a random element of P(X) dis-
tributed according to a law Pµ. Consider the problem of minimizing EJ(µ, ν)
over G and denote its solution by barG(Pµ). We call the measure barG(Pµ) the
constrained Fre´chet barycenter of the distribution Pµ over the set G. Respectively,
BarG(Pµ) is the set of all Fre´chet barycenters of Pµ over G.
Obviously, Definition 4.1 is a particular case of Definition 4.2 hence one can con-
sider distribution P :=
∑n
i=1 λiδµi ∈ P
(
P(X)
)
such that BarG(P ) = BarG(µi, λi)1≤i≤n.
Under Assumptions 2.9 and 2.18 the constrained Fre´chet barycenter over a weakly
closed set always exists.
Theorem 4.3. Take a weakly closed set G ⊂ P(X) and distribution P ∈ P
(
P(X)
)
such that infν∈G
∫
J(µ, ν) dP (µ) < ∞; then there exists the Fre´chet barycenter
of P over G. Moreover, any minimizing sequence {νn}n∈N ⊂ G, i.e. such that∫
J(µ, νn) dP (µ) → infν∈G
∫
J(µ, ν) dP (µ), is precompact in the topology τJ and
every its partial limit is the barycenter of the distribution. In particular, BarG(P )
is compact.
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Proof. Fix ǫ > 0 and such a ball B = B
c
r(x0) that µ(X \B) < ǫ/2 for all measures
from some set U ⊂ P(X), P (U) > 1/2. Consider any R > r and measure λR such
that λR
(
X \BcR(x0)
)
≥ ǫ. One can obtain that∫
J(µ, λR) dP (µ) ≥
1
2
ǫ
2
inf
{
c(x, y) : x ∈ B, y /∈ BcR(x0)
}
→∞ as R→∞.
But lim
∫
J(µ, νn) dP (µ) = infν∈G
∫
J(µ, ν) dP (µ) < ∞, consequently, {νn}n∈N is
a tight sequence (similarly to Lemma 2.19) and there exists weakly convergent
subsequence νnk ⇀ ν
∗ ∈ G.
By Fatou’s lemma and lower semicontinuity of J(·, ·)
∫
J(µ, ν∗) dP (µ) ≤
∫
lim inf J(µ, νnk) dP (µ)
≤ lim inf
∫
J(µ, νnk) dP (µ) = inf
ν∈G
∫
J(µ, ν) dP (µ) <∞.
Thus ν∗ ∈ BarG(P ). Moreover, J(µ, ν∗) = lim inf J(µ, νnk) for P -a.e. µ, so by
Theorem 2.15 there is a subsequence νnk
J
−→ ν∗ (without relabelling). 
In particular, notice that barG(µi, λi)1≤i≤n ∈ P(X) exists iff all the µi lie in the
same equivalence class. For barG(P ) to exist it is necessary but not sufficient that
suppP ⊂ E(µ) for some µ, i.e. P
(
E(µ)
)
= 1. Notice that since E(µ) and every ball
BJr (ν) are measurable w.r.t. B(τw), the restriction of B(τw) to E(µ) coincides with
B(τJ), as the restriction of τJ on E(µ) has a countable basis of balls. Therefore,
it is enough to consider the space P(X) endowed with B(τw) instead of stronger
σ-algebra B(τJ).
Consider the case when G is a convex set. Due to convexity of J(·, ·) by Lemma 2.3,
BarG(P ) is convex too. Moreover, if X = R
d and c(x, y) = g(x − y), where g(·) is
strictly convex, then J(µ, ·) is also strictly convex, whenever µ is absolutely con-
tinuous w.r.t. the Lebesgue measure L. It follows from the fact that in this case
for any ν ∼ µ there exists a unique optimal transport plan from µ to ν of form
γ = (id×T )#µ, where T is an optimal transport map [see 3, Section 1.3]. Therefore,
there exists a unique barycenter barG(P ), whenever P
(
{µ : µ≪ L}
)
> 0.
4.2. Consistency of barycenters. Let us fix some measure µ0 ∈ P(X) and con-
sider distributions on E(µ0). One can define the Monge–Kantorovich distance
between them with J(·, ·) as a cost function:
J (P, P ′) := inf
F∈Π(P,P ′)
∫
J(µ, ν) dF (µ, ν), P, P ′ ∈ P
(
P(X))
)
.
As E(µ0) endowed with the topology τJ is a Radon space, and J(·, ·) as a cost
function satisfies Assumption 2.9 and other conditions, all the results from section 2
hold except for those which need Assumption 2.18.
Now let us show that convergence of distributions with respect to J (·, ·) implies
the transportation convergence of its barycenters. This result is similar to [7, The-
orem 2] in case of the Wasserstein spaces. Also, we will obtain the law of large
numbers for empirical barycenters proved in [8, Theorem 6.1] for 2-Wasserstein
space and measures with compact support.
Firstly, consider the equivalence class containing delta-measures, i.e. E(δx0) =
{ν ∈ P(X) :
∫
c(x, x0) dν(x) < ∞} for some (and therefore, for any) x0. For this
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class the following analogue of Prokhorov’s theorem holds. Let us denote BcR(x0)
just by BR.
Lemma 4.4. A family of measures H ⊂ E(δx0) is precompact in the transportation
topology iff for any ǫ > 0 there exist Rǫ > 0 such that
∫
X\BRǫ
c(x, x0) dν(x) < ǫ for
all ν ∈ H.
Proof. (1) Let the property from the lemma conditions hold. Consider an ar-
bitrary sequence {νn}n∈N ⊂ H. Obviously, H is tight, hence there exists
a weakly convergent subsequence νn ⇀ ν
∗ ∈ E(δx0) (without relabelling).
By Lemma 2.5 J(ν∗, δx0) ≤ lim inf J(νn, δx0). On the other hand, for any
ǫ > 0 one can obtain that
lim sup J(νn, δx0) = lim sup
(∫
BRǫ
c(x, x0) dνn(x) +
∫
X\BRǫ
c(x, x0) dνn(x)
)
≤
∫
BRǫ
c(x, x0) dν
∗(x) + ǫ ≤ J(ν∗, δx0) + ǫ.
Therefore lim J(νn, δx0) = J(ν
∗, δx0) and νn
J
−→ ν∗ by Theorem 2.15. Con-
sequently, H is precompact in τJ .
(2) Now let us assume that there exist an ǫ > 0 and a sequence {νn}n∈N ⊂ H
such that
∫
X\Bn
c(x, x0) dνn(x) > ǫ. Let a subsequence νnk weakly converge
to some measure ν∗ ∈ E(δx0). Then for any R > 0 it holds
lim inf J(νnk , δx0) = lim inf
(∫
X\BR
c(x, x0) dνnk(x) +
∫
BR
c(x, x0) dνnk(x)
)
≥ ǫ+
∫
BR
c(x, x0) dν
∗(x).
Hence J(ν∗, δx0) ≤ lim inf J(νnk , δx0) − ǫ and νn 6
J
−→ ν∗ by Theorem 2.15.
Therefore H is not precompact in the transportation topology.

Theorem 4.5. Take a weakly closed set G ⊂ P(X) and a sequence {Pn}n∈N ⊂
P
(
E(δx0)
)
such that Pn
J
−→ P for some distribution P . Let there exist the con-
strained Fre´chet barycenter of P over G. Then there exist barycenters νn ∈ BarG(Pn)
beginning from some n0, the sequence {νn}n≥n0 is precompact and every its partial
limit is the constrained barycenter of P . In particular, if ν∗ := barG(P ) is unique,
then νn
J
−→ ν∗.
Remark 4.6. One can rewrite the statement of the theorem as follows: let the
distribution P have a constrained Fre´chet barycenter over G; then for any ǫ > 0
there exists δ > 0 such that
BarG(P
′) ⊂ Uǫ
(
BarG(P )
)
as J (P, P ′) < δ,
where Uδ
(
BarG(P )
)
:=
⋃
µ∈BarG(P )
BJǫ (µ) is an open neighbourhood of BarG(P ).
Proof. Obviously, for any µ0 ∈ E(δx0) it holds lim sup J(νn, µ0) < ∞ therefore
{νn}n∈N is tight. Let νn ⇀ ν
∗ ∈ G without relabelling. Assume that there is no
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subsequence convergent to ν∗ in τJ . Then by Lemma 4.4 one can assume without
loss of generality that for some ǫ0 > 0 and any R > 0
lim inf
∫
X\BR
c(x, x0) dνn(x) > ǫ0B.
For any R > 0 fix continuous function fR : X → [0, 1] such that fR(x) = 1, x ∈ BR
and fR(x) = 0, x /∈ BR+1. For given R and measure ν let us define measure
ν˜ = ν˜R := fR⌊ν +
(
1 − (fR⌊ν)(X)
)
δx0 similarly to one in section 2.3. Notice that
ν˜n
J
−→ ν˜∗ for any R and ν˜∗
J
−→ ν∗ as R→∞.
Consider an arbitrary measure µ ∈ E(δx0). Due to Lemma 4.4,
sup
µ′∈BJ
δ
(µ)
∫
X\Br
c(x, x0) dµ
′(x)→ 0, as r →∞, δ → 0.
Now one can choose r, R, δ > 0 and n0 ∈ N such that for any n ≥ n0 and for any
µ′ ∈ BJδ (µ) the following inequalities hold:
J(µ′, ν∗) < J(µ′, ν˜n) +
ǫ0
4
,∫
X\BR+1
c(y, x0) dνn(y) > ǫ0B,
∫
X\Br
c(x, x0) dµ
′(x) <
ǫ0
8
,
rνn
(
X \BR
)
<
ǫ0
8
,
νn
(
X \BR+1
)
< ǫ0
B
8A
.
Let us denote by γνnµ′ an optimal transport plan from µ
′ to νn. Then
J(µ′, ν˜n) ≤
∫
X×BR+1
c(x, y) dγνnµ′ (x, y) +
∫
X×(X\BR)
c(x, x0) dγ
νn
µ′ (x, y).
One can obtain that
∫
X×(X\BR)
c(x, x0) dγ
νn
µ′ (x, y) ≤
∫
Br×(X\BR)
c(x, x0) dγ
νn
µ′ +
∫
(X\Br)×X
c(x, x0) dγ
νn
µ′
≤ rνn(X \BR) +
∫
X\Br
c(x, x0) dµ
′ ≤
ǫ0
4
,
hence
J(µ′, ν˜n) ≤
∫
X×BR+1
c(x, y) dγνnµ′ (x, y) +
ǫ0
4
.
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On the other hand,
J(µ′, νn) =
∫
X×BR+1
c(x, y) dγνnµ′ (x, y) +
∫
X×(X\BR+1)
c(x, y) dγνnµ′ (x, y)
≥
∫
X×BR+1
c(x, x0) dγ
νn
µ′ +
∫
X×(X\BR+1)
( 1
B
c(y, x0)− c(x, x0)−
A
B
)
dγνnµ′
=
∫
X×BR+1
c(x, x0) dγ
νn
µ′ +
1
B
∫
X\BR+1
c(y, x0) dνn
−
∫
X×(X\BR+1)
c(x, x0) dγ
νn
µ′ −
A
B
νn(X \BR+1)
≥
∫
X×BR+1
c(x, x0) dγ
νn
µ′ + ǫ0 −
ǫ0
4
−
ǫ0
8
=
∫
X×BR+1
c(x, x0) dγ
νn
µ′ +
5ǫ0
8
.
Therefore J(µ′, ν˜n) ≤ J(µ′, νn)− 3ǫ0/8 and
J(µ′, ν∗) < J(µ′, ν˜n) +
ǫ0
4
≤ J(µ′, νn)−
ǫ0
8
for all µ′ ∈ BJδ (µ). Thus for any k ∈ N there exists an open set Uk ⊂ B
J
k (ν
∗) such
that for all µ ∈ Uk
J(µ, νn) ≥ J(µ, ν
∗) +
ǫ0
8
, n ≥ k,
and
⋃∞
k=1 Uk = E(δx0). Now one can obtain that for any k
lim inf
∫
J(µ, νn) dPn ≥ lim inf
∫
Uk
J(µ, νn) dPn
≥ lim inf
(∫
Uk
J(µ, ν∗) dPn +
ǫ0
8
Pn(Uk)
)
≥
∫
Uk
J(µ, ν∗) dP +
ǫ0
8
P (Uk).
But since
⋃∞
k=1 Uk = E(δx0)
lim inf
∫
J(µ, νn) dPn ≥
∫
J(µ, ν∗) dP +
ǫ0
8
,
what contradicts to the fact that∫
J(µ, νn) dPn ≤
∫
J(µ, ν∗) dPn →
∫
J(µ, ν∗) dP.
Consequently, there exists a convergent subsequence of barycenters νnk
J
−→ ν∗.
Let us show that ν∗ is the constrained barycenter of P . Indeed, consider any
ν ∈ G. Continuity of the transportation distance implies∫
J(µ, ν∗) dP = lim
∫
J(µ, νnk) dPnk ≤ lim
∫
J(µ, ν) dPnk =
∫
J(µ, ν) dP,
thus, ν∗ ∈ BarG(P ). 
Remark 4.7. Although set-valued map P 7→ BarG(P ) is in some sense “upper semi-
continuous”, in general case there no exists a continuous function P 7→ barG(P ),
even for G = P(X).
Corollary 4.8 (upper semicontinuity of empirical barycenters). Take the sequences
of measures {µni }n∈N ⊂ P(X) and weights {α
n
i }n∈N ⊂ [0,+∞) such that µ
n
i
J
−→ µi,
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αni → αi for 1 ≤ i ≤ m. Then, if all µi ∈ E(δx0), the sequence of Fre´chet barycen-
ters {barG(µni , α
n
i )1≤i≤m}n∈N is precompact and every its partial limit belongs to
BarG(µi, αi)1≤i≤m.
Proof. Let us consider Pn :=
∑
i α
n
i δµni , P :=
∑
i αiδµi , so Bar(µ
n
i , α
n
i )1≤i≤m =
BarG(Pn) and Bar(µi, αi)1≤i≤m = BarG(P ). Notice that J(µ
n
i , µj) → J(µi, µj)
and maxi,j J(µi, µj) <∞ hence
J (Pn, P ) ≤
m∑
i=1
min{αni , αi}J(µ
n
i , µi) + max
i,j
J(µni , µj)
m∑
i=1
|αni − αi| → 0.
This shows that the conditions of Theorem 4.5 hold. 
Corollary 4.9 (law of large numbers). Let {µn}n∈N ∈ E(δx0) be a sequence of
i.i.d. random elements with distribution Pµ such that there exists barG(Pµ), and
µn ∈ BarG(µi, 1/n)1≤i≤n be a measurable choice of empirical Fre´chet barycenters.
Then the sequence {µn}n∈N is precompact a.s. and every its partial limit is the
barycenter of the distribution Pµ.
Proof. Let us consider empirical measures Pn :=
1
n
∑n
i=1 δµi . Obviously, the em-
pirical barycenter νn := barG(µi, 1/n)1≤i≤n = barG(Pn). By the law of large
numbers
J (Pn, δν∗) =
1
n
∑
i
J(µi, ν
∗)→ EJ(µ, ν∗) = J (Pµ, ν
∗) <∞ a.s.,
and Pn ⇀ Pµ since the topology of weak convergence in P
(
E(δx0)
)
has a countable
basis due to separability of E(δx0). Then by Theorem 2.15 Pn
J
−→ Pµ almost surely,
i.e. the conditions of the theorem hold. 
Actually, the results just proved also hold for an arbitrary equivalence class under
some additional assumption: let for any ǫ > 0 there exist constants Aǫ, Cǫ > 0 such
that
c(x, y) ≤ Aǫ + (1 + ǫ)c(x, z) + Cǫc(y, z),
c(x, y) ≤ Aǫ + (1 + ǫ)c(z, y) + Cǫc(z, x),
for all x, y, z ∈ X . This condition is stronger than that in Assumption 2.9, but they
coincide i.e. in Euclidean case with convex cost function considered in section 3
(Corollary 3.5). Under such an assumption Theorem 4.5 holds for any equivalence
class E(µ0).
Notice that all the statements in this section also hold for the space P(X) instead
of P
(
P(X)
)
because one can identify a point x ∈ X with a Dirac measure δx ∈
P(X) so that J(δx, δy) = c(x, y) for all x, y ∈ X .
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