Support vector machine (SVM) regression is a new tool for the approximation of a data set comprising of two or more sources of data of the same type but with di erent noise levels. These types of data set occur frequently in metrology, e.g., when measurements from coordinate measuring machines (CMMs) of di ering precisions are merged. More generally, these data sets are found in a variety of problems of \data fusion," the collective name given to situations in which we wish to combine data obtained from multiple and/or di erent sources. Therefore, SVM regression has potential applications in a number of metrology and data fusion problems. In this paper, we introduce the topic of SVM regression and discuss the generic types of data fusion problems that it can solve. We show that SVM regression in its most common form can be formulated mathematically as a quadratic programming problem. Furthermore, we consider how SVM regression can be extended to solve more general problems, as well as discussing when it is appropriate to use these general techniques.
Introduction
Data fusion is a relatively new but important eld which involves combining data from a number of di erent sources. It is used in a wide variety of problems, such as image processing, robotics, command and control systems, and air bag systems. Data fusion encompasses a number of diverse problem areas, such as combining measurements of di erent physical quantities, combining partial data sets, and combining data of the same type but of di erent noise levels. The latter of these occurs frequently in metrology applications which involve the approximation of a data set by a curve or surface. For example, we may wish to approximate a set of data measured in the surface of a cylinder of an automotive engine. In practice, approximately 95% of the measured data are very accurate, while the remaining 5% are contaminated by a large level of noise and are known as outliers.
In this paper, we discuss in detail a new tool for the approximation of data with di erent levels of noise, namely that of support vector machine (SVM) regression. The SVM was largely developed at the Bell Laboratory of AT&T by Vapnik and colleagues. 1 As well as its role in approximation theory, it can also be used to solve pattern recognition 2 and signal processing problems. 3 In its most common form, SVM regression can be thought of as somewhat akin to the approximation of a set of data in a mixture of the`1-and`1-norms. Data whose errors are less than some speci ed value are treated as exact, while the`1 loss function is applied to data whose errors are greater than . In data fusion, often more measurements are taken than would be the case in other metrology problems, and so there are generally more outliers. SVM regression is ideally suited to detecting these points. Additionally, an important feature of SVM regression is that it can be extended in a straightforward manner to a wide variety of other measures of error. As a result, SVM regression is a useful new technique for approximation problems that occur in data fusion applications. 
It is di cult to solve explicitly problem (3), and so we introduce a set of slack variables = f( i ; i )g m i=1 . We then solve instead the equivalent optimization 
where the parameter C = =2 is a constant. This constant has been introduced so as to maintain consistency with the standard support vector machine notation (see, for example, Vapnik 1 ). Note that problem (4) is convex, and so it has a unique solution. However, it is a non-linear problem in the variables ( ; c; b).
Interpretation of Support Vector Machine Regression
The aim of SVM regression is to nd a function f(x) which minimizes the functional H(f). If we ignore for the moment the regularization term in H(f), then the functional is de ned solely in terms of the epsilon-insensitive loss function. In this special case, the nature of the epsilon-insensitive loss function means that H(f) is minimized by nding an approximant for which the target values fy i g m i=1 lie within a distance , i.e., jy i ? f(x i )j ; for i = 1; : : : ; m:
In practice, there may be more than one function which has this property, and so it is necessary to introduce a regularization term in order to obtain a wellde ned approximation problem. This regularization term is generally chosen to be kck 2 2 in SVM regression.
The tacit assumption made above is that there actually exists a function for which all of the data lie within a distance . In practice, this may not be the case, and thus the slack variables have been introduced to ensure that the optimization problem is feasible, i.e, a solution exists. Geometrically, the slack variables measure to what extent constraint (5) is violated. In SVM regression, data which do not satisfy constraint (5) are commonly known as support vectors, since the remaining data do not actually contribute to the functional H(f).
Quadratic programming
We now proceed to show how the constrained optimization problem (4) 
Suppose that there exists a kernel function K(x i ; x j ) which can be written as the dot product of the non-linear mappings (x i ) and (x j ), so that K(x i ; x j ) =< (x i ); (x j )> : (11) Then, upon substitution of equations (7), (8), (9), (10) and (11) into equation (6), we obtain the following QP problem: A number of methods have been proposed for solving problem (12) . Vapnik 1 describes a chunking algorithm, which exploits the fact that the parameters ( i ; i ) are guaranteed to be zero unless the datum x i is a support vector.
This property can be seen from the Kuhn-Tucker conditions. Alternatively, Platt 5 describes the sequential minimal optimization (SMO) algorithm. This method solves problem (12) by minimizing a sequence of problems with respect to two parameters only. Although SMO was originally developed to solve SVM pattern recognition problems, Smola and Sch olkopf 6 show in detail how it can be extended to the SVM regression problem. Finally, problem (12) can also be solved by using a primal-dual path-following algorithm such as the one discussed by Vanderbei. 7 Again, Smola and Sch olkopf 6 discuss how this approach can be applied to the particular case of SVM regression. An appealing feature of the path-following algorithm is that it can be extended in a straightforward manner to optimization problems that are more general than the QP problem. It can then be used to solve SVM regression problems when measures of error other than the epsilon-insensitive loss function are used.
Kernel Functions
In practice, it is unsatisfactory to use equation (1) to represent the SVM approximant. This is because in general the function (x) maps x into a high dimensional space (possibly in nite). As a result, if the SVM approximant is written in terms of this function, then the computational storage requirements can become extremely large. Instead, we substitute equation (9) 
The function f(x) is now written in terms of the kernel function K(x i ; x).
This kernel function is one-dimensional, and thus the storage requirements are substantially reduced.
An important issue in SVM regression is to establish whether or not a kernel function can be written as a dot product. This issue is resolved by Mercer's condition, 8 Table 1 gives a short list of some admissible kernels that are commonly used in SVM regression. Note that the Gaussian and inverse multiquadric functions are often used in radial basis function (RBF) approximation. In RBF approximation it is necessary to select a set of centres, and these correspond to the support vectors in SVM regression. Note that the trigonometric polynomial kernel is a one-dimensional kernel: multi-dimensional kernels can be constructed by using tensor products of one-dimensional kernels. The statistical motivation for SVM regression lies within its role in regression estimation, which we discuss in more detail here. Suppose that two sets of variables, vector x 2 X < d and scalar y 2 Y <, are connected by a probabilistic relationship, i.e, each vector x determines a probability distribution on a corresponding number y. We assume that there exists an unknown probability distribution P(x; y) de ned over the set X Y . The data set f(x i ; y i ) 2 X Y g m i=1 can then be viewed as a set of examples of the probabilistic relationship, which are obtained by sampling m times the set X Y according to P(x; y). In a statistical sense, the role of regression is to provide a function f 0 , say, which estimates a value of y given a value of x.
In the standard approach to determining the function f 0 , we wish to minimize the risk functional
where V (y; f(x)) is a loss function which measures the error that is made when f(x) predicts y. Unfortunately, the probability density P(x; y) is unknown, and so it is impossible to nd f 0 . Instead, the integral is replaced by the so-called empirical risk functional
One way of approximating f 0 is then to minimize R emp (f). However, in practice this approach can have bad generalization properties, particularly if the data are sparsely distributed. Therefore, we introduce a regularization term, which is typically kck 2 2 in SVM regression, and seek instead the function which minimizes the regularized risk functional R reg (f) = R emp (f) + kck 2 2 :
(13) The regularized risk functional adopted in SVM regression is closely related to that used in regularization, namely where the prime denotes derivative with respect to x. The right hand side comprises two terms, namely a discrete sum of approximations and a continuous, smoothing integral C that is scaled by . The constant is a smoothing parameter that is unknown. Its value should be determined so that only a minimal amount of smoothing takes place. It is common in practice for a very small, optimal value of to emerge which, nevertheless, may provide a substantial improvement over setting to be zero.
There is a substantial literature on xing the value of . A variety of techniques whose bases are in statistical models have been proposed, such as the cross-validation method 9 and the generalized cross-validation method. 10 These algorithms have two loops. In the inner loop expression (14) is minimized with respect to a set of coe cients c for a xed value of , while in the outer loop an optimal value of is determined for a particular vector c. This problem leads to the solution of a set linear algebraic equations, whose terms are obtained by di erentiating equation (14) with respect to c. A detailed exposition for linear systems is given by Bennell. 11 There is signi cant linear algebraic detail involved in the e cient minimization of equation (14), and e cient computational savings can be obtained by adopting a suitable choice of basis and suitable applications of transformations.
In summary, the SVM regression problem is obtained by making the following simpli cations/modi cations to equation (14): 1. Simplify C to be a discrete sum 3. Replace the`2 loss function in D by the epsilon-insensitive loss function| this is done so as to cope with outliers and to simplify the algorithm.
Support Vector Machine Regression for General Loss Functions
We have so far considered SVM regression only in the case where we wish to minimize a functional de ned in terms of the epsilon-insensitive loss function. However, depending upon the type of noise in the measurement data, this choice of loss function may not be appropriate. Furthermore, in many data fusion problems the di erent data measurements within each of the major data groups are corrupted by di erent levels or even types of noise. Therefore, in this section we discuss SVM regression for general loss functions, as well as describing under which circumstances a particular measure of error should be chosen.
In order to minimize equation (13), it is necessary to specify an explicit form for the loss function V (y; f(x)). The choice of V (y; f(x)) should be related to the noise in the example data f(x i ; y i )g m i=1 . This is because the role of the loss function is to measure the error that is made by the function f(x) in approximating a value y, and the function itself is based on the example data. An important aspect that arises is the choice of an appropriate loss function given the type of noise in the data. For example, the epsilon-insensitive loss function should be used when the data are corrupted by noise that is uniformally distributed for errors that are less in magnitude than a value , but the noise is arbitrarily distributed otherwise. 12 Table 2 shows some examples of the types of the noise that can occur during a measurement process, along with the loss function that should be used in such a case. We have chosen this form due to its similarity to the epsilon-insensitive loss function and also because it is quite general. For instance, all of the loss functions shown in Table 2 can be represented in this form. It is important to note that we have introduced an additional generality in the loss function (15). Speci cally, the value i which determines whether or not a datum x i has a non-zero loss function is allowed to vary for each datum. This is di erent from the epsilon-insensitive loss function, where each value i was equal to a constant value. The fact that each value i is allowed to vary is a useful property of SVM regression, since in data fusion the precision of the measurements can often di er. This is a general non-linear constrained optimization problem which is convex provided that f(x) is convex. 12 It can be solved by using generalizations of the algorithms discussed in Section 3 for solving SVM regression for the epsiloninsensitive loss function. These generalizations are described in detail by Smola Sch olkopf. 6 6 Numerical Examples
In this section, we illustrate SVM regression with some simple numerical examples. In the rst example, we use SVM regression to approximate a data set consisting of 129 data points that nominally lie on a sine wave. There are 4 data points that are outliers, while the remaining data have a uniformally distributed error. Therefore, we approximate the data by using SVM regression with the epsilon-insensitive loss function. Figure 1 shows the curves that are achieved if a trigonometric polynomial of degree one is used to approximate the data when is set to be either 0; 0:1; 0:2, or 0:5. In each example, is set to be 0:0001, and the solid line represents the approximant in each gure. The dashed lines represent what we call the epsilon-tube. Those data that lie within a distance of the approximant are contained within the epsilon-tube, whereas data outside of the epsilon-tube are support vectors. We can see from Figure 1 that it important to choose an appropriate value of for the epsilon-insensitive loss function, since it is clear that setting to be 0:2 or larger results in a poor approximant.
In the second example, we use SVM regression to approximate a threedimensional set of data by a Gaussian surface. The data and the approximant are shown in Figure 2 . There are 240 data points and the data nominally lie on the surface sin(x) + cos(y). As in the previous example, we minimize a functional that is based on the epsilon-insensitive loss function. The value of is set to be 0:0001, and is set to be 0:1. 
Conclusions
There are a wide range of metrology and data fusion problems in which it is necessary to approximate a set of data by a curve or surface. Often, di erent data may have di erent levels and/or types of noise. In this case, standard techniques such as least squares approximation are inappropriate, and instead it is necessary to adopt an alternative approach. In this paper, we have discussed SVM regression, which is particularly suited to approximating data sets with inconsistent noise types and levels. In its most common form, SVM regression involves minimizing a functional that is written in terms of the epsilon-insensitive loss function. As a result, SVM regression is appropriate for approximating data sets corrupted by a mixture of uniform and arbitrary noise. In this case, SVM regression can be formulated as a QP problem. However, we have also shown that it is straightforward to extend SVM regression to general loss functions. Here, SVM regression can be formulated as a general constrained optimization problem that is similar to the QP problem obtained for the epsilon-insensitive loss function. Due to the exibility of SVM regression, it has the potential to be applied to a variety of metrology and data fusion problems.
