Abstract In this paper, we estimate, model and forecast Realized Range Volatility, a new realized measure and estimator of the quadratic variation of financial prices. This estimator was early introduced in the literature and it is based on the high-low range observed at high frequency during the day. We consider the impact of the microstructure noise in high frequency data and correct our estimations, following a known procedure. Then, we model the Realized Range accounting for the wellknown stylized effects present in financial data. We consider an HAR model with asymmetric effects with respect to the volatility and the return, and GARCH and GJR-GARCH specifications for the variance equation. Moreover, we also consider a non Gaussian distribution for the innovations. The analysis of the forecast performance during the different periods suggests that including the HAR components in the model improve the point forecasting accuracy while the introduction of asymmetric effects only leads to minor improvements.
Introduction
In the last years, realized volatility measures, constructed from high frequency financial data and modeled with standard time series techniques, have shown to perform much better than traditional generalized autoregressive conditional heteroskedasticity (GARCH) and stochastic volatility models, when forecasting conditional second order moments. Most of the works that forecast volatility through realized measure, have concentrated on the Realized Variance (RV ) introduced by Andersen et al. (2001) and Barndorff-Nielsen and Shephard (2002) . The RV is based on the continuous time price theory and it is defined as a function of the sum of squared intraday returns. Basically, the RV is a highly efficient and unbiased estimator of the quadratic variation and converges to it when the intraday period goes to zero. Later on, Martens and van Dijk (2007) and Christensen and Podolskij (2007) introduced the Realized Range Volatility (RRV ), another realized estimator consistent for the quadratic variation. The RRV is based on the difference between the minimum and maximum prices observed during a certain time interval. This new estimator tries to exploit the higher efficiency of the range relatively to that of the squared daily close-to-close return in the estimation of quadratic variation.
When dealing with high frequency financial market data, the asymptotic properties of the simple estimators are highly affected by the microstructure noise (non continuous trading, infrequent trade, bid ask bounce). As a result, an important part of the literature has presented different corrections to restore the efficiency of realized estimators for the volatility. These studies aimed at improving over the first generation of models, whose purpose was to construct estimates of realized variances by using series at a moderate frequency (see Andersen et al. (2003) ). Some of the corrections presented to the RV are the Two Time Scale Estimator (TTSE), the sub-sampling method of Zhang et al. (2005) , the generalization introduced by Zhang (2006) . We also mention the approach for identifying the optimal sampling frequency by Bandi and Russell (2008) , through a minimization of the MSE. Furthermore, kernel estimation was introduced by Hansen and Lunde (2006) , while Barndorff-Nielsen et al. (2008) provide a generalization of this approach. Differently, Martens and van Dijk (2007) proposed a correction for the RRV based on scaling the range with the daily range and Christensen et al. (2009) presented another approach based on an adjustment by a constant which has to be estimated by simulation methods.
With the availability of new observable series for the volatility, many authors have applied traditional discrete time series models for their forecast (and implicitly for the forecast of returns volatility). Financial data are characterized by a series of well-known stylized facts. Being able to capture them, will result in a more accurate prevision of our variable of interest. These stylized facts are also observable over realized variance series and require appropriate modeling strategies. The presence of long-memory in volatility, documented in several studies, has been modeled through different specification: Andersen et al. (2003) introduced an ARFIMA model, and their forecasts for the RV generally dominate those obtained through GARCH models; Corsi (2009) presented the Heterogenous autoregressive (HAR) model, that reproduces the hyperbolic decay of the autocorrelation function by including the sums of RV over different horizons in order to capture the time strategies of the agents in the market. The second model has the advantage to be much simpler to estimate. Additionally, asymmetric, leverage effects, and fat tails should also be taken into account. Martens et al. (2009) specified a flexible unrestricted highorder AR model. They also considered leverage effects, days of the week effects and macroeconomics announcement. Differently, Corsi et al. (2008) presented a HAR model and they introduced two important extensions specifying a GARCH component modeling the volatility of volatility and assuming non Gaussian errors. Their results suggested an improvement in the accuracy in the point forecasting and a better density forecast.
In this work, we model and forecast volatility through the Realized Range Volatility. Our main objective is to study the prediction performance of the range as a proxy of the volatility. An accurate forecast of financial variability should have important implication in asset and derivative pricing, asset allocation, and risk management. Moreover, we try to fill a gap in the literature comparing the performance of the realized range with the more common realized volatility. In the first part of this paper we construct and analyze the realized range series, correct it from the microstructure noise following Martens and van Dijk (2007) . In the second part, we implement time series techniques to model and capture the stylized facts within the volatility equation to gain in forecasting accuracy. In details, we consider an HAR model, we introduce leverage effects with respect to the return and the volatility, and a GARCH a GJR-GARCH specification for the volatility of volatility. Furthermore, in order to capture the statistical feature of the residuals of our model, we also consider a Normal Inverse Gaussian (NIG) distribution. The remainder of this paper is structured as follows. In section 2, we present the data and the correction procedure. In section 3, we present the model and we discuss the results for the estimation and forecast in section 4. Finally, section 5 presents the results and futures steps.
Data and correction procedure
Under the assumption that there are no market frictions and there is continuous trading, the RRV is five time more efficient than RV . In the reality, there are evidences against these assumptions and realized estimator became inconsistent and unbiased. Hence, a corrected version for the RRV should restore the efficiency of this estimator over the RV . In this paper, we follow Martens and van Dijk (2007) that proposed a correction based on scaling the range with the daily range. Basically, the scaling bias correction is not difficult to implement it does not require the availability of tick by tick data. The idea of Martens and van Dijk (2007) is based on the fact that the daily range is almost not contaminated by market frictions. The simulation results of Martens and van Dijk (2007) confirm the theory that the range is more efficient than the RV and in the presence of market frictions the scaling correction removes the bias and restores the efficiency of the Realized Range estimator over the Realized Volatility. The RRV is defined as
where p hg t,∆ and p lo t,∆ are the high and low prices for day t, λ is a scaling factor and ∆ indicates the sampling frequency. Therefore, the scaled RRV is defined as:
where q is the number of previous trading days used to compute the scaling factor. If the trading intensity and the spread do not change, q must be set as large as possible. However, in the reality only recent history should be taking into consideration.
Our database consists in more than seven year of 1 minute high, low, open and close prices for 16 stocks quoted on the NYSE. Because of space limitation, we concentrate on the analysis and present the detailed results for Procter & Gamble Company. However, similar conclusions emerge from the other series. The original sample covers the period from January 2, 2003 to March 30, 2010, from 09:30 trough 16:00 and a total of 1887 trading days. We constructed the series for the range for the one, five, thirty minutes and daily sampling frequency. We correct them on one, two and three previous months (i.e. 22, 44 or 66 days). The results of the corrections show that, after scaling, the volatility stabilized across the different sampling frequencies and scaled factors. Finally, we choose to sample every five minutes and to correct with the 66 previous days, the same election of the authors. A statistical analysis of the return and volatility series confirms the presence of the stylized facts vastly documented in the literature. The distribution of the returns exhibit excess of kurtosis while the square returns presents a slow decay in the autocorrelation function. The long-memory pattern in the hyperbolic and slowly decay of the ACF is much more pronounced for the RRV series.
Models for the observed volatility sequences
Different models have been presented to capture the stylized facts that financial series exhibit. Based on the statistical features briefly mentioned before, we consider the HAR model of Corsi (2009) to capture the long-memory pattern. We account for asymmetric effects with respect to the volatility and the returns. Moreover, following Corsi et al. (2008) we also include a GARCH specification to account for heteroskedasticity in observed volatility sequences and a standardized Normal Inverse Gaussian (NIG) distribution to deal with the observed skewness of the residuals. Finally, to account for asymmetric effects in the variance equation or Volatility of the Volatility we consider a GJR specification.
We thus estimate the following model:
where h t is the log RRV scaled,t , h (t−1:t− j) is the HAR component defined as
with j = 5 and 22 in order to capture the weekly and monthly component. I s (h t−1 ) is an indicator for RRV scaled,t−1 bigger than the mean over s = 5, 10, 22, 44 and 66 previous days and the unconditional mean (um) up to t − 1.These variables capture the asymmetric effects with respect to the volatility. R = ln(p cl t /p cl t−1 ) is the return, with p cl the closure price for the day t and I(R t−1 ) is an indicator for negative returns in t − 1, that captures the asymmetric effects with regard to the lagged return. u t = √ σ t ε t is the error term. The full specification for σ t is a GJR-GARCH to account for the asymmetric effect in the volatility of the volatility, where I(u t−1 ) is an indicator for u t−1 < 0. Finally, we have 21 model specifications for the mean equation, three variance equations and two distributions for the residuals. In total, 126 models are considered. The estimation and forecast analysis is carried out for different horizons.
Estimation and forecast results
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troduce a non Gaussian distribution. As we said, the estimated parameters of the mean equation for the models with NIG distribution are similar to the models with Normal distribution. However, the introduction of this flexible distribution results in an improvement of the fitness of the models compared to the Gaussian distribution. The estimated parameters of the NIG distribution (α NIG and β NIG ) capture the right skewness and excess of kurtosis displayed in the residuals. We have analyzed the results for the out-of-sample forecast in two different periods. In particular, we study the accuracy of the our models for the full sample (1067 observations) and during the financial crisis, from September 15, 2008 to July 30, 2009 .
For the full sample forecast, the model that performs better, based on the MAE and RMSE, is the autoregressive with HAR components, lagged and asymmetry over the return, with constant variance and Normal distribution. Other models that include asymmetric effects with respect to the volatility over the five previous days and the unconditional mean perform similarly. Models with different specifications for the variance and distribution for the innovation perform as the models with constant variance. Although, GARCH and GJR improve the goodness of fitness in the estimation, they do not have impact in the forecast. The Diebold-Mariano tests suggest that models with symmetric effects with respect to the volatility and the returns perform as HAR models. For the full sample the introduction of the HAR components seem to be the most important variable. Statistically, there is no difference between the performance of models with alternative variables, variance specifications or distributions. This result is confirmed by the Model confidence set, an approach to recursively eliminate the models that worst perform. In particular, only the AR(1) models (with different variance specification and distribution) are excluded for the set of best models.
During the financial crisis, the model that perform better is the autoregressive with HAR component with lagged return and asymmetric effect over the returns and the unconditional mean volatility. The results of the Diebold Mariano Test, based on the Qlike loss function, display some evidence in favor of models with asymmetric effects with respect to the volatility and the returns. However, the results of the Model confidence set approach are similar to the ones of the full sample. The set of best models include the HAR component of Corsi (2009) with different distribution and variance specifications.
Conclusions and future steps
In this paper, we have modeled and forecasted price variation through the Realized Range Volatility introduced by Martens and van Dijk (2007) and Christensen and Podolskij (2007) . We have estimated the series for different sampling frequencies and corrected them with the scaling procedure of Martens and van Dijk (2007) . After the corrections, the volatility stabilizes across different sampling frequencies and scaling factors which suggest that the bias caused by the microstructure friction was removed, restoring the efficiency of the estimator. We have considered a model which approximates long memory, has asymmetric effects with respect to the return and the volatility in the mean equation, and includes GARCH and GJR-GARCH specifications for the variance equation (which models the volatility of the volatility). A non Gaussian distribution was also considered for the innovations.
The results suggest that the HAR model with the asymmetric effect with respect to the volatility and returns is the one that better fit the data. The analysis of the forecast performances of the different models provides similar results for the two considered periods, the full sample and the financial crisis. The introduction of asymmetric effects improves the point forecasting performance. However, following the different evaluation approaches adopted, there is no evidence to state that these models perform statistically better than the simple HAR. As we expected, models with GARCH and GJR-GARCH specifications and different distributions for the innovations do not lead to more accurate point forecasts than models with constant variance.
In our opinion, the HAR components are able to capture most of the variability during the out-of-sample prevision. Then, in order to improve this performance, the introduction of financial and macroeconomics variables should be considered.
Other future steps are the possible correction for jumps in the volatility series and an economic analysis of the performances of the models forecast.
