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Abstract
Jack polynomials in superspace, orthogonal with respect to a “combinatorial” scalar product, are con-
structed. They are shown to coincide with the Jack polynomials in superspace, orthogonal with respect to
an “analytical” scalar product, introduced in [P. Desrosiers, L. Lapointe, P. Mathieu, Jack polynomials in
superspace, Comm. Math. Phys. 242 (2003) 331–360] as eigenfunctions of a supersymmetric quantum me-
chanical many-body problem. The results of this article rely on generalizing (to include an extra parameter)
the theory of classical symmetric functions in superspace developed recently in [P. Desrosiers, L. Lapointe,
P. Mathieu, Classical symmetric functions in superspace, J. Algebraic Combin. 24 (2006) 209–238].
© 2006 Elsevier Inc. All rights reserved.
MSC: primary 05E05; secondary 81Q60, 33D52
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1. Introduction
Jack polynomials, Jλ(x;1/β), are symmetric functions of commutative indeterminates x =
(x1, . . . , xN) that generalize the elementary (β = ∞), monomial (β = 0), Schur (β = 1), and
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studied in algebraic combinatorics, in particular by Kadell [10], Macdonald [13,14], Stanley [21],
and Knop and Sahi [11].
The standard definition of the (monic) Jack polynomials is the following [14]: they are the
unique functions such that
(1) Jλ = mλ +
∑
μ<λ
cλμ(β)mμ and (2) 〈〈Jλ|Jμ〉〉β ∝ δλ,μ, (1.1)
where λ and μ stand for partitions of size not larger than N , mλ is the monomial symmetric
function, and μ < λ means that the latter partition is larger than the former in the dominance
ordering. The scalar product involved in (2) is of a combinatorial nature. On the basis of power-
sum symmetric functions, it is defined as
〈〈pλ|pμ〉〉β := β−(λ)zλδλ,μ, where zλ =
∏
i
imimi ! if λ =
(
1m12m2 · · ·). (1.2)
However, alternative characterizations of the Jack polynomials exist. For instance, when the
indeterminate xj is a complex number lying on the unit circle and β is a nonnegative real number,
one can introduce another scalar product [13]:
〈
f (x)
∣∣g(x)〉
β,N
=
∏
1jN
1
2π i
∮
dxj
xj
∏
1k,lN
k =l
(
1 − xk
xl
)β
f (x)g(x), (1.3)
where the bar denotes the complex conjugation. Then, it can be shown that Jack polynomials are
the unique symmetric functions that satisfy
(1) Jλ = mλ +
∑
μ<λ
cλμ(β)mμ and (2′) 〈Jλ|Jμ〉β,N ∝ δλ,μ. (1.4)
This analytical scalar product is rooted in the characterization of the Jack polynomials in terms of
an eigenvalue problem; that is, as the common eigenfunctions of N independent and commuting
differential operators that are self-adjoint with respect to the scalar product (1.3). These operators
are in fact the conserved quantities of a well-known N -body problem in quantum mechanics,
the trigonometric Calogero–Moser–Sutherland model. Every orthogonal and symmetric wave
function of this model is proportional to a particular Jack polynomial [7,12].
In this work, we provide an extension to the theory of classical symmetric functions in su-
perspace [6] that leads to a definition of Jack polynomials in superspace similar to (1.1). By
superspace, we refer to a collection of variables (x, θ) = (x1, . . . , xN , θ1, . . . , θN), called respec-
tively bosonic and fermionic (or anticommuting or Grassmannian), and obeying the relations
xixj = xjxi, xiθj = θj xi and θiθj = −θj θi
(⇒ θ2i = 0). (1.5)
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to be symmetric if it is invariant under the simultaneous interchange of xi ↔ xj and θi ↔ θj for
any i, j . Symmetric polynomials in superspace are naturally indexed by superpartitions [3],
Λ := (Λa;Λs)= (Λ1, . . . ,Λm;Λm+1, . . . ,ΛN), (1.6)
where Λa is a partition with distinct parts (one of them possibly equal to zero), and Λs is an
ordinary partition. Every symmetric polynomial in x and θ can be written as a linear combination
of the following monomial functions [3]:
mΛ =
∑′
σ∈SN
θσ(1) · · · θσ(m)xΛσ(1)1 · · ·x
Λσ(m)
m x
Λσ(m+1)
m+1 · · ·x
Λσ(N)
N , (1.7)
where the prime indicates that the summation is restricted to distinct terms. Power sums with m
fermions are given by [6]
pΛ := p˜Λ1 · · · p˜ΛmpΛm+1 · · ·pΛN with pn := m(n) and p˜k := m(k;0). (1.8)
In the article, we define a simple extension of the combinatorial scalar product (1.2):
〈〈pΛ|pΩ 〉〉β := (−1)m(m−1)/2zΛ(β)δΛ,Ω, zΛ(β) := β−(Λ)zΛs (1.9)
where Λ is of the form (1.6) and where (Λ) is the length of Λ (given by the length of Λs
plus m).
Jack polynomials in superspace were presented in [5] as the orthogonal eigenfunctions of a su-
persymmetric generalization of the quantum mechanical N -body problem previously mentioned
[2,20]. In this case, the analytical scalar product reads [3]
〈
A(x, θ)
∣∣B(x, θ)〉
β,N
=
∏
1jN
1
2π i
∮
dxj
xj
∫
dθj θj
∏
1k,lN
k =l
(
1 − xk
xl
)β
A(x, θ)B(x, θ), (1.10)
where the “bar conjugation” is defined such that x¯j = 1/xj and (θi1 · · · θim)θi1 · · · θim = 1. Our
main result here is that these Jack polynomials in superspace are also orthogonal with respect to
the scalar product (1.9); i.e., the two scalar products are compatible. The following theorem is an
alternative formulation of this statement.
Theorem 1. There exists a unique family of functions {JΛ: ∑i Λi < N} such that
(1) JΛ = mΛ +
∑
Ω<Λ
cΛΩ(β)mΛ,
(2) 〈〈JΛ|JΩ 〉〉β ∝ δΛ,Ω ∀Λ,Ω or (2′) 〈JΛ|JΩ 〉β,N ∝ δΛ,Ω ∀Λ,Ω,
where the ordering involved in the triangular decomposition is the Bruhat ordering on superpar-
tition that will be defined in the next section.
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functions in superspace developed in [6]. We obtain a one-parameter deformation of the latter
construction in Section 3. Section 4 is essentially a review of relevant results concerning our
previous (analytical) construction of Jack polynomials in superspace. It is shown in Section 5 that
these polynomials are also orthogonal with respect to the product (1.9). Direct non-trivial limiting
cases (i.e., special values of the free parameter or particular superpartitions) of this connection
are presented in Section 6. This section also contains a discussion of a duality transformation on
the Jack superpolynomials, as well as a conjectured expression for their normalization constant.
We present, as a concluding remark (Section 7), a precise conjecture concerning the existence of
Macdonald polynomials in superspace.
In this work, we have relied heavily on the seminal paper [21], and on Section VI.10 of [14],
without always giving these references complete credit in the bulk of the paper.
Remark 2. The terms “superanalogs of Jack polynomials,” “super-Jack polynomials” and “Jack
superpolynomials” have also been used in the literature for somewhat different polynomials.
In [18], superanalogs of Jack polynomials designated the eigenfunctions of the CMS Hamil-
tonian constructed from the root system of the Lie superalgebra su(m,N −m) (recall that to any
root system corresponds a CMS model [15]). The same objects are called super-Jack polyno-
mials in [19]. But we stress that such a Hamiltonian does not contain anticommuting variables,
so that the resulting eigenfunctions are quite different from our Jack superpolynomials. Notice
also that in [3,4], we used the term “Jack superpolynomials” for eigenfunctions of the super-
symmetric extension of the trigonometric Calogero–Moser–Sutherland model that decompose
triangularly in the monomial basis. However, these are not orthogonal. The construction of or-
thogonal Jack superpolynomials was presented in [5] and from now on, when we refer to “Jack
superpolynomials,” or equivalently, “Jack polynomials in superspace,” we refer to the orthogonal
ones.
2. Notation and background
Λ  (n|m) indicates that the superpartition Λ = (Λ1, . . . ,Λm;Λm+1, . . . ,ΛN) is of bosonic
degree n = |Λ| = Λ1 + · · · + ΛN and of fermionic degree m = Λ respectively (observe that
the bosonic and fermionic degree refer to the respective degrees in x and θ of mΛ). To every
superpartition Λ, we can associate a unique partition Λ∗ obtained by deleting the semicolon and
reordering the parts in non-increasing order. A superpartition Λ = (Λa;Λs) can be viewed as the
partition Λ∗ in which every part of Λa is circled. If a part Λaj = b is equal to at least one part
of Λs , then we circle the leftmost b appearing in Λ∗. We shall use C[Λ] to denote this special
notation.
To each Λ, we associate the diagram, denoted by D[Λ], obtained by first drawing the Ferrers’
diagram associated to C[Λ], that is, by drawing a diagram with C[Λ]1 boxes in the first row,
C[Λ]2 boxes in the second row and so forth, all rows being left justified. If, in addition, the
integer C[Λ]j = b is circled, then we add a circle at the end of the b boxes in the j th row.
This representation offers a very natural way to define a conjugation operation. The conjugate
of a superpartition Λ, denoted by Λ′, is obtained by interchanging the rows and the columns
in the diagram D[Λ]. We can thus write D[Λ′] = (D[Λ])t where t stands for the transposition
operation. For instance, we have
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([3,0;4,3])= ⇒ D([3,0;4,3])t = (2.1)
meaning that (3,0;4,3)′ = (3,1;3,3).
We now formulate the Bruhat ordering on superpartitions. Recall that two partitions λ and
μ of n are such that λ dominates μ iff λ1 + · · · + λi  μ1 + · · · + μi for all i. The Bruhat
ordering on superpartitions of (n|m) can then be described most simply as: ΛΩ iff Λ∗ > Ω∗
or Λ∗ = Ω∗ and sh(D[Λ]) sh(D[Ω]), where sh(D[Λ]) is the shape (including circles) of the
diagram D[Λ] (see [6] for the connection between this ordering and the usual Bruhat ordering
on superpartitions). With this definition, it is then obvious that ΛΩ iff Ω ′ Λ′.
We denote by PS∞ the ring of symmetric functions in superspace with coefficients in Q.
A basis for its subspace of homogeneous degree (n|m) is given by {mΛ}Λ(n|m) (now considered
to be functions of an infinite number of variables). In this ring, the elementary en, homoge-
neous hn, and power sum pn symmetric functions possess fermionic counterparts which are
obtained trough the following generating functions:
E(t, τ ) :=
∞∑
n=0
tn(en + τ e˜n) =
∞∏
i=1
(1 + txi + τθi), (2.2)
H(t, τ ) :=
∞∑
n=0
tn(hn + τ h˜n) =
∞∏
i=1
1
1 − txi − τθi , (2.3)
P(t, τ ) :=
∑
n1
(
tnpn + τntn−1p˜n−1
)= ∞∑
i=1
txi + τθi
1 − txi − τθi , (2.4)
where τ is an anticommuting parameter (τ 2 = 0). To be more explicit, this leads to
e˜n = m(0;1n), h˜n =
∑
Λ(n|1)
(Λ1 + 1)mΛ, p˜n = m(n;0). (2.5)
This construction furnishes three multiplicative bases fΛ ofPS∞ ,
fΛ := f˜Λ1 · · · f˜ΛmfΛm+1 · · ·fΛN , (2.6)
where f is either e,h or p.
With (y1, y2, . . . , φ1, φ2, . . .) representing another set of bosonic and fermionic variables
(with the additional understanding that φiθj = −θjφi ), the generalized Cauchy formula is shown
to satisfy
∏
(1 − xiyj − θiφj )−1 =
∑←−−−−−−−
mΛ(x, θ)
−−−−−−−→
hΛ(y,φ) =
∑
z−1Λ
←−−−−−−−
pΛ(x, θ)
−−−−−−−→
pΛ(y,φ), (2.7)i,j Λ Λ
366 P. Desrosiers et al. / Advances in Mathematics 212 (2007) 361–388where
zΛ := zΛs =
∏
i
imimi ! if Λs =
(
1m12m2 · · ·). (2.8)
The arrows are used to encode signs resulting from reordering the fermionic variables: if the
fermionic degree of a polynomial f in superspace is m, then ←−f = (−1)m(m−1)/2f and −→f = f .
3. One-parameter deformation of the scalar product and the homogeneous basis
LetPS∞(β) denote the ring of symmetric functions in superspace with coefficients in Q(β),
i.e., rational functions in β . We first introduce the mapping,
〈〈·|·〉〉β :PS∞(β)×PS∞(β) −→ Q(β) (3.1)
defined by (1.9). This bilinear form can easily be shown to be a scalar product (using an argument
similar to the one given in [6] in the case β = 1).
We next introduce an endomorphism that generalizes the involution ωˆ of [6], and which ex-
tends a known endomorphism in symmetric function theory. It is defined on the power sums
as:
ωˆα(pn) = (−1)n−1αpn and ωˆα(p˜n) = (−1)nαp˜n, (3.2)
where α is some unspecified parameter. This implies
ωˆα(pΛ) = ωΛ(α)pΛ with ωΛ(α) := α(Λ)(−1)|Λ|−Λ+(Λ). (3.3)
Notice that ωˆ1 ≡ ωˆ. This homomorphism is still self-adjoint, but it is now neither an involution
(ωˆ−1α = ωˆα−1 ) nor an isometry (‖ωˆαpΛ‖2 = zΛ(β/α2)). Note also that
zΛ(β)ωΛ(β) = zΛωΛ and zΛ(β)−1ωΛ
(
β−1
)= z−1Λ ωΛ. (3.4)
We now extend the Cauchy kernel introduced in (2.7).
Theorem 3. One has
Kβ(x, θ;y,φ) :=
∏
i,j
1
(1 − xiyj − θiφj )β =
∑
Λ
zΛ(β)
−1←−−−−−−−pΛ(x, θ)
−−−−−−−→
pΛ(y,φ). (3.5)
Proof. Starting from
∏
i,j
1
(1 − xiyj − θiφj )β = exp
{
β
∑
i,j
ln
[
(1 − xiyj − θiφj )−1
]}
, (3.6)
the above identity can be obtained straightforwardly by proceeding as in the proof of [6,
Theorem 33]. 
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K(−x,−θ;y,φ)−β =
∏
i,j
(1 + xiyj + θiφj )β =
∑
Λ
zΛ(β)
−1ωΛ
←−−−−−−−
pΛ(x, θ)
−−−−−−−→
pΛ(y,φ), (3.7)
which is obtained by using
pΛ(−x,−θ) = (−1)|Λ|+ΛpΛ(x, θ) and zΛ(−β) = (−1)(Λ)zΛ(β). (3.8)
Notice also the simple relation between the kernel K of [6] (equal to Kβ at β = 1) and its
β-deformation
Kβ(x, θ;y,φ) = ωˆβK(−x,−θ;y,φ)−1, (3.9)
where it is understood that ωˆβ acts either on (x, θ) or on (y,φ).
Corollary 5. Kβ(x, θ;y,φ) is a reproducing kernel in the space of symmetric superfunctions
with rational coefficients in β:
〈〈
Kβ(x, θ;y,φ)∣∣f (x, θ)〉〉
β
= f (y,φ), for all f ∈PS∞(β). (3.10)
Paralleling the construction of the function gn in Section VI.10 of [14], we now introduce
a β-deformation of the bosonic and fermionic complete homogeneous symmetric functions, re-
spectively denoted as gn(x) and g˜n(x, θ) (the β-dependence being implicit). Their generating
function is
G(t, τ ;β) :=
∑
n0
tn
[
gn(x)+ τ g˜n(x, θ)
]=∏
i1
1
(1 − txi − τθi)β . (3.11)
Clearly, gn = hn and g˜n = h˜n when β = 1. As usual, we define
gΛ := g˜Λ1 · · · g˜ΛmgΛm+1 · · ·gΛN . (3.12)
Proposition 6. One has Kβ(x, θ;y,φ) =∑Λ ←−−−−−−−mΛ(x, θ)−−−−−−−→gΛ(y,φ).
Proof. The proof is similar to that of [6, Proposition 38]. 
Corollary 7. One has
gn =
∑
Λ(n|0)
zΛ(β)
−1pΛ and g˜n =
∑
Λ(n|1)
zΛ(β)
−1pΛ. (3.13)
Proof. On the one hand,
G(t,0;β) =
∑
tngn(x) = Kβ(x,0;y,0)
∣∣
y=(t,0,0,...). (3.14)n0
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∑
n0
tngn =
∑
λ
t |λ|zλ(β)−1pλ ⇒ gn =
∑
λn
zλ(β)
−1pλ. (3.15)
On the other hand,
∂τG(t, τ ;β) =
∑
n0
tng˜n(x, θ) = Kβ(x, θ;y,φ)
∣∣
y=(t,0,0,...)
φ=(−τ,0,0,...)
. (3.16)
Hence
∑
n0
tng˜n =
∑
Λ,Λ=1
t |Λ|zΛ(β)−1pΛ ⇒ g˜n =
∑
Λ(n|1)
zΛ(β)
−1pΛ, (3.17)
as claimed. 
Applying ωβ−1 on Eq. (3.13), simplifying with the help of (3.4), and then using [6]
en =
∑
Λ(n|0)
z−1Λ ωΛpΛ and e˜n =
∑
Λ(n|1)
z−1Λ ωΛpΛ, (3.18)
we get
ωˆβ−1(gn) = en and ωˆβ−1(g˜n) = e˜n. (3.19)
Or equivalently,
gn = ωˆβ(en) and g˜n = ωˆβ(e˜n). (3.20)
Lemma 8. Let {uΛ} and {vΛ} be two bases ofPS∞ . Then
Kβ(x, θ;y,φ) =
∑
Λ
←−−−−−−−
uΛ(x, θ)
−−−−−−−→
vΛ(y,φ) ⇐⇒ 〈〈←−uΛ|−→vΛ〉〉β = δΛ,Ω. (3.21)
Proof. The proof is identical to the one when the θi variables are not present (see [14,
(I.4.6)]). 
This immediately implies the following.
Corollary 9. The set {gΛ}Λ constitutes a basis ofPS∞(β) dual to that of the monomial basis in
superspace; that is,
〈〈←−gΛ|−−→mΩ 〉〉β = δΛ,Ω. (3.22)
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finite number of variables. Therefore, we also let
〈〈·|·〉〉β,N :PSN (β)×PSN (β) −→ Q(β) (3.23)
where PSN is the restriction of PS∞ to N variables, defined by requiring that the bases
{gΛ}(Λ)N and {mΛ}(Λ)N be dual to each other:
〈〈←−gΛ|−−→mΩ 〉〉β,N := δΛ,Ω, (3.24)
whenever (Λ) and (Ω) are not larger than N . From this definition, it is thus obvious that
〈〈
f
(N)
1
∣∣f (N)2 〉〉β,N = 〈〈f1|f2〉〉β (3.25)
if f1 and f2 are elements of the ring of symmetric functions in superspace of bosonic degrees
smaller than N , and if f (N)1 and f
(N)
2 are their respective restriction to N variables. This is
because f1 and f (N)1 (respectively f2 and f (N)2 ) then have the same expansion in terms of the g
and m bases. Note that with this definition, we have that
Kβ,N =
∑
(Λ)N
gΛ(x, θ)mΛ(y,φ), (3.26)
where Kβ,N is the restriction of Kβ to N variables and where (x, θ) and (y,φ) stand respectively
for (x1, . . . , xN , θ1, . . . , θN) and (y1, . . . , yN ,φ1, . . . , φN).
We complete this section by displaying a relationship between the g-basis elements and the
bases of monomials and homogeneous polynomials.
Proposition 10. Let nΛ! := nΛs (1)!nΛs (2)! · · · , where nΛs (i) is the multiplicity of i in Λs , and(
β
n
)
:= (β)n
n! , (β)n := β(β − 1) · · · (β − n+ 1). (3.27)
Then
gn =
∑
Λ(n|0)
∏
i
(
β +Λi − 1
Λi
)
mΛ =
∑
Λ(n|0)
(β)(Λ)
nΛ! hΛ, (3.28)
g˜n =
∑
Λ(n|1)
(β +Λ1)
∏
i
(
β +Λi − 1
Λi
)
mΛ =
∑
Λ(n|1)
(β)(Λ)
nΛ! hΛ. (3.29)
Proof. We start with the generating function (3.11). The product on the right-hand side can also
be written as
∏
i1
∑
k0
(−1)k
(−β
k
)
(txi + τθi)k
=
∏[∑(β + k − 1
k
)
(txi)
k + τθi
∑
k
(
β + k − 1
k
)
(txi)
k−1
]
. (3.30)i1 k0 k1
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G(t, τ ;β) =
∑
n0
tn
[∑
λn
∏
i
(
β + λi − 1
λi
)
mλ + τ
∑
Λ(n|1)
(β +Λ1)
∏
i
(
β +Λi − 1
Λi
)
mΛ
]
(3.31)
and the first equality in the two formulas (3.28) and (3.29) are seen to hold.
To prove the remaining two formulas, we use the generating function of the homogeneous
symmetric functions and proceed as follows:
∏
i
(1 − txi − τθi)−β =
(
1 +
∑
m1
tmhm + τ
∑
n0
tnh˜n
)β
=
∑
k0
(
β
k
)(∑
m1
tmhm + τ
∑
n0
tnh˜n
)k
=
∑
n0
∑
λn
tn
(β)(λ)
nλ! hλ + τ
∑
m0
∑
λm
tm
(β)(λ)+1
λ! hλ
∑
n0
tnh˜n
=
∑
n0
tn
[ ∑
Λ(n|0)
(β)(Λ)
nΛ! hΛ + τ
∑
Λ(n|1)
(β)(Λ)
nΛs ! hΛ
]
(3.32)
from which the desired expressions can be obtained. 
4. Jack polynomials in superspace: Analytical characterization
We review the main properties of Jack superpolynomials as they were defined in [5]. The
section is completed with the presentation of a technical lemma to be used in Section 6. All the
results of this section are independent of those of Section 3.
First, we define a scalar product inP , the ring of polynomials in superspace in N variables.
Given
Δ(x) =
∏
1j<kN
[
xj − xk
xjxk
]
, (4.1)
〈·|·〉β,N is defined (for β a positive integer) on the basis elements ofP as
〈
θI x
λ
∣∣θJ xμ〉β,N =
{
C.T.[Δβ(x¯)Δβ(x)x¯μxλ] if I = J,
0 otherwise,
(4.2)
where x¯i = 1/xi , and where C.T.[E] stands for the constant term of the expression E. (This is
another form of the scalar product (1.10). More precisely, the latter is the analytic deformation of
the former for all values of β .) This gives our first characterization of the Jack superpolynomials.
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(1) JΛ = mΛ +
∑
Ω<Λ
cΛΩ(β)mΛ and (2′) 〈JΛ|JΩ 〉β,N ∝ δΛ,Ω.
In order to present the other characterizations, we need to introduce the Dunkl–Cherednik
operators (see [1] for instance):
Dj := xj ∂xj + β
∑
k<j
Ojk + β
∑
k>j
Ojk − β(j − 1), (4.3)
where
Ojk =
⎧⎨
⎩
xj
xj−xk (1 −Kjk), k < j,
xk
xj−xk (1 −Kjk), k > j.
(4.4)
Here Kjk is the operator that exchanges the variables xj and xk :
Kjkf (xj , xk, θj , θk) = f (xk, xj , θj , θk). (4.5)
The Dunkl–Cherednik operators can be used to define two families of operators that preserve the
elements of homogeneous degree (n|m) ofPSN :
Hr :=
N∑
j=1
Drj and Is :=
1
(N − 1)!
∑
σ∈SN
Kσ
(
θ1∂θ1Ds1
)K−1σ , (4.6)
for r ∈ {1,2,3, . . . ,N} and s ∈ {0,1,2, . . . ,N − 1} and where Kσ is built out of the operators
Kjk that exchange xj ↔ xk and θj ↔ θk simultaneously:
Ki,i+1 := κi,i+1Ki,i+1 where κij f (xi, xj , θi, θj ) = f (xi, xj , θj , θi). (4.7)
The operators Hr and Is are mutually commuting when restricted toPSN ; that is,
[Hr ,Hs]f = [Hr ,Is]f = [Ir ,Is]f = 0 ∀r, s, (4.8)
where f represents an arbitrary polynomial inPSN . Since they are also symmetric with respect
to the scalar product 〈·|·〉β and have, when considered as a whole, a non-degenerate spectrum,
they provide our second characterization of the Jack superpolynomials.
Proposition 12. [5] The Jack superpolynomials {JΛ}Λ are the unique common eigenfunctions of
the 2N operators Hr and Is , for r ∈ {1,2,3, . . . ,N} and s ∈ {0,1,2, . . . ,N − 1}.
We will now define two operators that play a special role in our study:
H :=H2 + β(N − 1)H1 − cst and I := I1, (4.9)
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explicit form of H is simply
H=
∑
i
(xi∂xi )
2 + β
∑
i<j
xi + xj
xi − xj (xi∂xi − xj ∂xj )− 2β
∑
i<j
xixj
(xi − xj )2 (1 − κij ). (4.10)
The operatorH is the Hamiltonian of the supersymmetric form of the trigonometric Calogero–
Moser–Sutherland model (see Section 1); it can be written in terms of two fermionic operators
Q and Q† as
H=QQ† +Q†Q, (4.11)
where
Q :=
∑
i
θixi∂xi and Q† =
∑
i
∂θi
(
xi∂xi + β
∑
j =i
xi + xj
xi − xj
)
, (4.12)
so that Q2 = (Q†)2 = 0. Physically, Q is seen as creating fermions while Q† annihilates them.
A state (superfunction) which is annihilated by the fermionic operators is called supersymmetric.
In the case of polynomials in superspace, the only supersymmetric state is the identity.
Remark 13. The Hamiltonian H has an elegant differential geometric interpretation as a
Laplace–Beltrami operator. To understand this assertion, consider first the real Euclidean
space TN , where T = [0,2π). Then, set xj = eitj for tj ∈ T, and identify the Grassmannian
variable θi with the differential form dti . This allows us to rewrite the scalar product (1.10) as a
Hodge–de Rham product involving complex differential forms; that is,
〈
A(t, θ)
∣∣B(t, θ)〉
β,N
∼
∫
TN
A(t, dt)∧ ∗B(t, dt), (4.13)
where the bar denotes the complex conjugation and where the Hodge duality operator ∗ is for-
mally defined by
A(t, dt)∧ ∗B(t, dt) = Cβ,N
∏
i<j
sin2β
(
ti − tj
2
)∑
k
∑
i1<···<ik
Ai1,...,ikBi1,...,ik dt1 ∧ · · · ∧ dtN ,
(4.14)
for some constant Cβ,N . Hence, we find that the fermionic operators Q and Q† can be respec-
tively interpreted as the exterior derivative and its dual: Q∼ −id and Q† ∼ id∗. Thus
H= Δ := dd∗ + d∗d. (4.15)
In consequence, the Jack superpolynomials can be viewed as symmetric, homogeneous, and
orthogonal eigenforms of a Laplace–Beltrami operator. This illustrates the known connection
between supersymmetric quantum mechanics and differential geometry [8,22].
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requiring that it be a common eigenfunction ofH and I is sufficient to define it. This is our third
characterization of the Jack superpolynomials.
Theorem 14. [5] The Jack polynomials in superspace {JΛ}Λ form the unique basis ofPSN (β)
such that
H(β)JΛ = εΛ(β)JΛ, I(β)JΛ = Λ(β)JΛ and JΛ = mΛ +
∑
Ω<Λ
cΛΩ(β)mΩ. (4.16)
The eigenvalues are given explicitly by
εΛ(β) =
N∑
j=1
[(
Λ∗j
)2 + β(N + 1 − 2j)Λ∗j ], (4.17)
Λ(β) =
m∑
i=1
[
Λi − βm(m− 1)− β#Λ
]
, (4.18)
where #Λ denotes the number of pairs (i, j) such that Λi < Λj for 1  i  m and m + 1 
j N .
When no Grassmannian variables are involved, that is when Λ = 0, our characterizations of
the Jack superpolynomials specialize to known characterizations of the Jack polynomials that can
be found for instance in [21]. However, in the usual case there is a more common characterization
of the Jack polynomials in which the scalar product appearing in Proposition 11 is replaced by
the scalar product (1.9). As already announced, this more combinatorial characterization can be
extended to the supersymmetric case. But before turning to the analysis of the behavior of JΛ
with respect to the combinatorial scalar product, we present a lemma concerning properties of
the eigenvalues εΛ(β) and Λ(β).
Lemma 15. Let Λ  (n|m) and write λ = Λ∗. Let also εΛ(β) and Λ(β) be the eigenvalues
given in Theorem 14. Then
εΛ(β) = 2
∑
j
j
(
λ′j − βλj
)+ βn(N + 1)− n, (4.19)
Λ(β) =
∣∣Λa∣∣− β∣∣Λ′a∣∣− βm(m− 1)
2
. (4.20)
Proof. The first formula is known (see [21] for instance). As for the second one, we consider
#Λ =
m∑
i=1
#Λi , (4.21)
where #Λi denotes the number of parts in Λs bigger than Λi . But from the definition of the
conjugation, we easily find that
#Λi = Λ′m+1−i + 1 − i, (4.22)
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#Λ =
m∑
i=1
(
Λ′i + 1 − i
)= ∣∣Λ′a∣∣+ m(m− 1)
2
, (4.23)
from which the second formula follows. 
5. Combinatorial orthogonality of the Jack superpolynomials
In terms of the scalar product (1.9), we can directly check the self-adjointness of our
eigenvalue-problem defining operators, H and I .
Proposition 16. The operators H and I defined in (4.9) are, when N → ∞, self-adjoint (sym-
metric) with respect to the scalar product 〈〈·|·〉〉β defined in (1.9).
Proof. We first rewrite the limit as N → ∞ ofH and I in terms of power sums. Since these dif-
ferential operators are both of order two, it is sufficient to determine their action on the products
of the form pmpn, p˜mpn and p˜mp˜n. Direct computations give
H=
∑
n1
[
n2 + βn(N − n)](pn∂pn + p˜n∂p˜n)+ β ∑
n,m1
[
(m+ n)pmpn∂pm+n + 2mpnp˜m∂p˜n+m
]
+
∑
n,m1
mn[pm+n∂pn∂pm + 2p˜n+m∂p˜m∂pn ] (5.1)
and
I =
∑
n0
(1 − β)(np˜n∂p˜n)+
β
2
∑
m,n0
p˜mp˜n∂p˜m∂p˜n
+
∑
m0,n1
[np˜m+n∂p˜m∂pn + βpnp˜m∂p˜m+n ]. (5.2)
Note that these equations are valid when N is either infinite or finite. In the latter case, the sums
over the terms containing p˜m and pn are respectively restricted such that mN − 1 and nN .
Then, letting A⊥ denote the adjoint of a generic operator A with respect to the scalar product
(1.9), it is easy to check that
βp⊥n = n∂pn and βp˜⊥n = ∂p˜n . (5.3)
Hence, comparing the three previous equations, we obtain that H⊥ =H and I⊥ = I . For these
calculations, we observe that (ab)⊥ = b⊥a⊥, even when a and b are both fermionic. 
In order to demonstrate the orthogonality of the Jack superpolynomials with respect to the
scalar product (1.9), the most natural path consists in establishing the self-adjointness of all the
operatorsHn and In. But proceeding as for H and I above, by trying to reexpress them in terms
of pn, p˜n and their derivatives, seems hopeless. An indirect line of attack is mandatory.
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Cherednik operators defined in (4.3). The Di ’s commute among themselves:
[Di ,Dj ] = 0. (5.4)
They obey the Hecke relations (correcting a misprint in Eq. (25) of [5])
DiKi,i+1 −Ki,i+1Di+1 = β. (5.5)
We will also need the following commutation relations:
[Di , xi] = xi + β
(∑
j<i
xiKij +
∑
j>i
xjKij
)
, (5.6)
while if i = k,
[Di , xk] = −βxmax(i,k)Kik. (5.7)
The idea of the proof of the orthogonality is the following: in a first step, we show that the
conserved operators Hn and In are self-adjoint with respect to the scalar product (1.9) and then
we demonstrate that this implies the orthogonality of the JΛ’s. The self-adjointness property is
established via the kernel: showing that F = F⊥ is the same as showing that
F (x)Kβ,N = F (y)Kβ,N , (5.8)
where Kβ,N is the restriction of Kβ defined in Theorem 3 to N variables, and where F (x) (re-
spectively F (y)) stands for the operator F in the variable x (respectively y). In order to prove
this for our conserved operators Hn and In, we need to establish some results on the action of
symmetric monomials in the Dunkl–Cherednik operators acting on the following expression:
Ω˜ :=
N∏
i=1
1
(1 − xiyi)
N∏
i,j=1
1
(1 − xiyj )β , (5.9)
as well as some modification of Ω˜ . For that matter, we recall a result of Sahi [17]:
Proposition 17. The action of the Dunkl–Cherednik operatorsDj on Ω˜ defined by (5.9) satisfies:
D(x)j Ω˜ =D(y)j Ω˜. (5.10)
Before turning to the core of our argument, we establish the following lemma.
Lemma 18. Given a set J = {j1, . . . , j}, denote by xJ the product xj1 · · ·xj . Suppose xJ =
KσxI for some σ ∈ SN such that KσFKσ−1 = F . Then
1
xI
F (x)xI Ω˜ = 1
yI
F (y)yI Ω˜ ⇒ 1
xJ
F (x)xJ Ω˜ = 1
yJ
F (y)yJ Ω˜. (5.11)
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more precise, we have
1
xJ
F (x)xJ Ω˜ = K(x)σ
1
xI
F (x)xIK
(x)
σ−1Ω˜ = K(y)σ K(x)σ
1
xI
F (x)xI Ω˜ = K(y)σ K(x)σ
1
yI
F (y)yI Ω˜
= K(y)σ
1
yI
F (y)yIK
(y)
σ−1Ω˜ =
1
yJ
F (y)yJ Ω˜.  (5.12)
We are now ready to attack the main proposition.
Proposition 19. The mutually commuting operators Hn and In satisfy
H(x)n Kβ,N =H(y)n Kβ,N and I(x,θ)n Kβ,N = I(y,φ)n Kβ,N , (5.13)
with Kβ,N the restriction to N variables of the kernel Kβ defined in Theorem 3.
Proof. We first expand the kernel as follows:
Kβ,N = K0
∏
i,j
(
1 + β θiφj
(1 − xiyj )
)
(5.14)
= K0
{
1 + βe1
(
θiφj
(1 − xiyj )
)
+ · · · + βNeN
(
θiφj
(1 − xiyj )
)}
(5.15)
where K0 stands for Kβ,N(x, y,0,0), i.e.,
K0 :=
N∏
i,j=1
1
(1 − xiyj )β , (5.16)
and where e(ui,j ) is the elementary symmetric function e in the variables
ui,j := θiφj
(1 − xiyj ) , i, j = 1, . . . ,N. (5.17)
Note that, in these variables, the maximal possible elementary symmetric function is eN given
that θ2i = φ2i = 0. In the following, we will use the compact notation I− = {1, . . . , i − 1} and
I+ = {i, . . . ,N} (and similarly for J±), together with wI− = w1 · · ·wi−1 and wI+ = wi · · ·wN .
The action of the operators on Kβ can thus be decomposed into their action on each monomial
in this expansion. Now observe that K0 is invariant under the exchange of any two variables x or
any two variables y. Therefore, if an operator F is such that KσFK−1σ = F for all σ ∈ SN , and
such that
F (x,θ)vI−K0 = F (y,φ)vI−K0 with vi := ui,i (5.18)
for all i = 1, . . . ,N +1, then we immediately have by symmetry that F (x,θ)Kβ = F (y,φ)Kβ . We
will use this observation in the case of Hn and In.
P. Desrosiers et al. / Advances in Mathematics 212 (2007) 361–388 377We first consider the case F = Hn. Recall from (4.6) that Hn = pn(Di ) is such that
KσHnK−1σ =Hn (see [5]). Since Hn does not depend on the fermionic variables, we thus have
to prove from the previous observation that
H(x)n
1
(1 − xy)I− K0 =H
(y)
n
1
(1 − xy)I− K0, (5.19)
or equivalently
H(x)n (1 − xy)I+Ω˜ =H(y)n (1 − xy)I+Ω˜, (5.20)
for all i = 1, . . . ,N + 1 (the case i = N + 1 corresponds to the empty product).
The underlying symmetry of the problem implies the result will follow from showing
yJ+H(x)n xJ+Ω˜ = xJ+H(y)n yJ+Ω˜, (5.21)
for j  i, or equivalently,
1
xJ+
H(x)n xJ+Ω˜ =
1
yJ+
H(y)n yJ+Ω˜. (5.22)
This follows from Lemma 18 which assures us that all the different terms can be obtained from
these special ones.
Now, instead of analyzing the family Hn = pn(Di ), it will prove simpler to consider the
equivalent family en(Di ). We will first show the case eN(Di ); that is,
1
xJ+
D(x)1 · · ·D(x)N xJ+Ω˜ =
1
yJ+
D(y)1 · · ·D(y)N yJ+Ω˜. (5.23)
Let us concentrate on the left-hand side. We note that
1
xJ+
D(x)1 · · ·D(x)N xJ+Ω˜ =
1
xJ+
D(x)1 xJ+ · · ·
1
xJ+
D(x)N xJ+Ω˜. (5.24)
It thus suffices to study each term (xJ+)−1Dj xJ+ separately. In each case we find that
DkxJ+ = xJ+D˜k. (5.25)
The form of D˜ depends upon j and k. There are two cases:
k < j : D˜k =Dk − β
N∑
=j
K,k,
k  j : D˜k =Dk + 1 + β
j−1∑
K,k (5.26)
=1
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1
xJ+
D(x)1 · · ·D(x)N xJ+Ω˜ = D˜(x)1 · · · D˜(x)N Ω˜. (5.27)
Using Proposition 17 and K(x)ij Ω˜ = K(y)ij Ω˜ , the rightmost term D˜(x)N can thus be changed
into D˜(y)N . Since it commutes with the previous terms (i.e., it acts on the variables y while the
others act on x), we have
D˜(x)1 · · · D˜(x)N−1D˜(y)N Ω˜ = D˜(y)N D˜(x)1 · · · D˜(x)N−1Ω˜ = D˜(y)N D˜(y)N−1 · · · D˜(y)1 Ω˜
= 1
yJ+
D(y)N yJ+ · · ·
1
yJ+
D(y)1 yJ+Ω˜
= 1
yJ+
D(y)N · · ·D(y)1 yJ+Ω˜ =
1
yJ+
D(y)1 · · ·D(y)N yJ+Ω˜, (5.28)
which is the desired result.
At this point, we have only considered a single conserved operator, namely eN(Di ). But by
replacing Di with Di + t in eN(Di ), we obtain a generating function for all the operators en(Di ).
Since to prove
eN
(D(x)i + t)Kβ,N = eN (D(y)i + t)Kβ,N
simply amounts to replacing D˜i by D˜i + t in the previous argument, we have completed the proof
of H(x)n Kβ,N =H(y)n Kβ,N .
For the case of In, we start with the expression given in (4.6) which readily implies that
KσInK−1σ = In. Therefore, from the observation surrounding formula (5.18), and because the
derivative θ1∂θ1 annihilates the K0 term in the expansion of Kβ,N , we only need to show that
I(x,θ)n vI−K0 = I(y,φ)n vI−K0, (5.29)
for i = 2, . . . ,N +1. Up to an overall multiplicative factor, the only contributing part in In, when
acting on vI− , is
On :=Dn1 +K12Dn1K12 + · · · +K1,i−1Dn1K1,i−1. (5.30)
It thus suffices to show that
O(x)n (1 − xy)I+Ω˜ =O(y)n (1 − xy)I+Ω˜. (5.31)
Once more, we can use Lemma 18 since On commutes with Kk, for k,   i. Thus, we only
need to check that for j  i,
1 O(x)n xJ+Ω˜ =
1 O(y)n yJ+Ω˜. (5.32)xJ+ yJ+
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1
xJ+
[Dn1](x)xJ+Ω˜ = 1yJ+
[Dn1](y)yJ+Ω˜. (5.33)
The left-hand side takes the form
1
xJ+
[Dn1](x)xJ+Ω˜ =
{
1
xJ+
D(x)1 xJ+
}n
Ω˜. (5.34)
We then only have to evaluate (xJ+)−1D(x)1 xJ+ . The result is given by the first case in (5.26)
(since j > 1) . The proof is completed as follows:
{
1
xJ+
D(x)1 xJ+
}n
Ω˜ = [D˜(x)1 ]nΩ˜ = [D˜(y)1 ]nΩ˜ = 1yJ+
[Dn1](y)yJ+Ω˜.  (5.35)
As previously mentioned, the proposition has the following corollary.
Corollary 20. The operatorsHr and Is defined in (4.6) are self-adjoint (symmetric) with respect
to the scalar product 〈〈·|·〉〉β,N given in (3.24).
This immediately gives our main result.
Theorem 21. The Jack superpolynomials {JΛ}Λ are orthogonal with respect to the combinatorial
scalar product; that is,
〈〈JΛ|JΩ 〉〉β ∝ δΛ,Ω. (5.36)
Proof. The fact that in N variables 〈〈JΛ|JΩ 〉〉β,N ∝ δΛ,Ω is a consequence of Corollary 20 and
Proposition 12, which says that the Jack superpolynomials are the unique common eigenfunc-
tions of the 2N operators appearing in Corollary 20. Given that the expansion coefficients of the
Jack superpolynomials in terms of supermonomials do not depend on the number of variables N
[5], the theorem then follows from (3.25). 
Remark 22. That the Jack superpolynomials are orthogonal with respect to the analytical and
combinatorial scalar products is certainly remarkable given their rather different nature. Even
in the absence of fermionic variables, the orthogonality of the Jack polynomials with respect to
both scalar products is a highly non-trivial observation. In that case, one can provide a partial
rationale for the compatibility between the two scalar products, by noticing their equivalence in
the following two circumstances [10,14]:
〈f |g〉β=1,N = 〈〈f |g〉〉β=1,N (m = 0) (5.37)
(see, e.g., [14, VI.9, Remark 2]) and
lim
N→∞
〈f |g〉β,N
〈1|1〉 = 〈〈f |g〉〉β (m = 0) (5.38)β,N
380 P. Desrosiers et al. / Advances in Mathematics 212 (2007) 361–388(see, e.g., [14, VI.9, (9.9)]) for f , g, two arbitrary symmetric polynomials. In superspace, when
m = 0, this compatibility between the two products is even more remarkable since the limiting-
case equivalences (5.37) and (5.38) are simply lost. This is most easily seen by realizing that,
after integration over the fermionic variables, we obtain
〈pλp˜n|pμp˜r 〉β,N = 〈pλ|pμpr−n〉β,N , r > n, (5.39)
and thus the power sums cannot be orthogonal for any value of N and β . This shows that the
connection between the two scalar products is rather intricate.
Corollary 23. The following statements are direct consequences of the orthogonality property of
the Jack polynomials in superspace.
1. The Jack polynomials in superspace {JΛ}Λ form the unique basis ofPS∞ such that
1.1. JΛ = mΛ +∑Ω<Λ cΛΩ(β)mΛ (triangularity);
1.2. 〈〈JΛ|JΩ 〉〉β ∝ δΛ,Ω (orthogonality). (5.40)
2. Let Kβ be the reproducing kernel defined in Theorem 3. Then,
Kβ(x, θ;y,φ) =
∑
Λ∈SPar
jΛ(β)
−1←−−−−−−−JΛ(x, θ)
−−−−−−−→
JΛ(y,φ), (5.41)
where
jΛ(β) := 〈〈←−JΛ|−→JΛ〉〉β. (5.42)
3. Let {gΛ}Λ be the basis, defined in (3.12), dual to that of the monomials with respect to the
combinatorial scalar product. Then, the Jack superpolynomials expand upper triangularly
in this basis:
JΛ =
∑
ΩΛ
uΛΩ(β)gΩ, with uΛΛ(β) = 0. (5.43)
Proof. 1. We have seen that the Jack polynomials in superspace satisfy 1.1 and 1.2. To prove
unicity, suppose {J˜Λ}Λ satisfies 1.1 and 1.2. It was shown in [5] that the operators H and I
act triangularly on the monomial basis. Thus, H and I also act triangularly on the basis {J˜Λ}Λ.
Furthermore, from Proposition 16, they are self-adjoint with respect to the combinatorial scalar
product. Hence, we must conclude from the orthogonality of {J˜Λ}Λ that J˜Λ is an eigenfunction
of H and I , from which Theorem 14 implies that J˜Λ = JΛ.
2. The proof is similar to that of Lemma 8 (see also Section VI.2 of [14]).
3. Suppose that 〈〈JΛ|JΩ 〉〉β ∝ δΛ,Ω , and let JΛ =∑Ω∈S uΛΩgΩ , where S is some undefined
set. If Λ is not the smallest element of S , then there exists at least one element Γ of S that does
not dominate any other of its elements. In this case, we have
〈〈JΛ|JΓ 〉〉β =
∑
uΛΩ(β)
∑
cΓΔ(β)〈〈gΩ |mΔ〉〉β. (5.44)
Ω∈S ΔΓ
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is that of uΛΓ (β)cΓ Γ (β)〈〈gΓ ,mΓ 〉〉β = uΛΓ (β). Since this term is non-zero by supposition, we
have the contradiction 0 = 〈〈JΛ|JΓ 〉〉β = uΛΓ (β) = 0. 
Actually, it can be shown that all statements of Corollary 23 and Theorem 27 below are not
only consequences of Proposition 21 but are equivalent to it.
6. Further properties
6.1. Duality
In this subsection, we show that the homomorphism ωˆβ , defined in Eq. (3.2), has a simple
action on Jack superpolynomials. To avoid any confusion, we make explicit the β dependence
by writing J (1/β)Λ .
Remark 24. The rationale for this notation is to match the one used in [14] when m = 0:
J
(1/β)
Λ (x, θ) = J (1/β)Λs (x) = J (α)Λs (x),
where α = 1/β . (Similarly, in our previous works [3,5], we denoted J (1/β)Λ by JΛ(x, θ;1/β) to
keep our definition similar to the usual form introduced by Stanley [21] as Jλ(x;α) when m = 0.)
We stress however, that when we need to make explicit the β-dependence of jΛ,H and I , we
write jΛ(β), H(β) and I(β) respectively.
Proposition 25. One has
H(β)ωˆβJ (β)Λ = εΛ′(β)ωˆβJ (β)Λ and I(β)ωˆβJ (β)Λ = Λ′(β)ωˆβJ (β)Λ . (6.1)
Proof. Let us rewrite the special form of the operator H(β) appearing in the proof of Proposi-
tion 16 as
H(β) =
∑
n1
[
n2 + βn(N − n)]Aˆn + ∑
m,n1
(βBˆm,n + Cˆm,n), (6.2)
with
Aˆn = pn∂pn + p˜n∂p˜n ,
Bˆm,n = (m+ n)pmpn∂pm+n + 2mpnp˜m∂p˜n+m,
Cˆm,n = mn(pm+n∂pn∂pm + 2p˜n+m∂p˜m∂pn). (6.3)
From these definitions, we get
ωˆ1/βAˆn = Aˆnωˆ1/β, ωˆ1/βBˆm,n = − 1
β
Bˆm,nωˆ1/β and ωˆ1/βCˆm,n = −βCˆm,nωˆ1/β . (6.4)
These relations imply
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∑
n1
[
n2 + βn(N − n)]Aˆn − ∑
m,n1
(Bˆm,n + βCˆm,n)
= (1 + β)N
∑
n1
nAˆn − βH(1/β).
Now, considering
∑
n1 nAˆnmΛ = |Λ|mΛ and Lemma 15, we obtain
ωˆ1/βH(β)ωˆβJ (β)Λ = εΛ′(β)J (β)Λ (6.5)
as claimed. The relation involving I(β) is proved in a similar way. 
For the next theorem, we will need the following result from [6]:
Proposition 26. Let Λ be a superpartition and Λ′ its conjugate. Then
←−eΛ = mΛ′ +
∑
Ω<Λ′
NΩΛ mΩ, with NΩΛ ∈ Z. (6.6)
Theorem 27. The homomorphism ωˆβ is such that
ωˆ1/β
−−−−→
J
(1/β)
Λ = jΛ(β)
←−−−
J
(β)
Λ′ , (6.7)
with jΛ(β) defined in (5.42).
Proof. Let us first prove that ωˆβJ (β)Λ ∝ J (1/β)Λ′ . From the third point of Corollary 23, we know
that J (1/β)Λ =
∑
ΩΛ uΛΩ(β)gΩ . But Eq. (3.19) implies ωˆ1/βgΛ = eΛ. Hence,
ωˆ1/β
(
J
(1/β)
Λ
)= ∑
ΩΛ
uΛΩ(β)eΩ =
∑
ΩΛ
uΛΩ(β)
∑
ΓΩ ′
NΓΩ
←−−mΓ =
∑
ΓΛ′
vΛΓ (β)
←−−mΓ , (6.8)
where we have used (3.19), Proposition 26 and the fact that Ω Λ ⇔ Ω ′ Λ′. Further, since
NΛ
′
Λ = 1 and uΛΛ(β) = 0, we have vΛΛ′ = 0. Now, from Proposition 25, ωˆ1/β(J (1/β)Λ ) is an
eigenfunction of H(1/β) and I(1/β) with eigenvalues εΛ′(1/β) and Λ′(1/β) respectively. The
triangularity we just obtained ensures from Theorem 14, that ωˆ1/β(J (1/β)Λ ) is proportional to J (β)Λ′ .
Again from Proposition 26, we know that mΛ = (−1)m(m−1)/2eΛ′ + higher terms, so that
J
(1/β)
Λ = (−1)m(m−1)/2eΛ′ + higher terms. (6.9)
Moreover, from Eq. (3.19), we get
ωˆβJ
(1/β)
Λ = (−1)m(m−1)/2gΛ′ + higher terms. (6.10)
But the proportionality proved above implies
ωˆ1/β
−−−−→
J
(1/β)
Λ = AΛ(β)
←−−−
J
(β)
′ = AΛ(β)←−−mΛ′ + lower terms, (6.11)Λ
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(−1)m(m−1)/2jΛ(β) =
〈〈
J
(1/β)
Λ
∣∣J (1/β)Λ 〉〉β
= 〈〈ωˆβJ (1/β)Λ ∣∣ωˆ1/βJ (1/β)Λ 〉〉β
= 〈〈(−1)m(m−1)/2−−→gΛ′ ∣∣AΛ(β)←−−mΛ′ 〉〉β
= (−1)m(m−1)/2AΛ(β) (6.12)
as desired. 
6.2. Limiting cases
In Section 5, we have proved that the Jack superpolynomials are orthogonal with respect to the
combinatorial scalar product. This provides a direct link with the classical symmetric functions
in superspace. Other links, less general but more explicit, are presented in this section, from the
consideration of JΛ for special values of β or for particular superpartitions.
Proposition 28. For Λ = (n) or (n;0), one has (using the notation of Proposition 10):
J(n) = n!
(β + n− 1)n gn and J(n;0) =
n!
(β + n)n+1 g˜n. (6.13)
Proof. Since J(0;1n) = m(0;1n) = e˜n, we have on the one hand ωˆβ(J(0;1n)) = g˜n from (3.19). On
the other hand, from Proposition 25, ωˆβ(J(0;1n)) is an eigenfunction of H(β) and I(β) with
eigenvalues ε(n;0)(β) and (n;0)(β) respectively. Since (n;0) is the highest partition with one
fermion in the order on superpartitions, we have from Theorem 14, that there exists a unique
eigenfunction of H and I with such eigenvalues. We must thus conclude that g˜n is also propor-
tional to J(n;0). Looking at Proposition 10 and considering that the coefficient of m(n;0) in J(n;0)
needs to be equal to one, we obtain (β + n)n+1J(n;0) = n!g˜n. The relation between J(n) and gn is
well known and can be proved in a similar way. 
Corollary 29. For Λ = (n) or (n;0), the combinatorial norm of JΛ is
〈〈J(n)|J(n)〉〉β = n!
(β + n− 1)n and 〈〈J(n;0)|J(n;0)〉〉β =
n!
(β + n)n+1 . (6.14)
Proof. Using the previous proposition, we get
(n!)2〈〈gn|gn〉〉β = (β + n− 1)2n〈〈J(n)|J(n)〉〉β,
(n!)2〈〈g˜n|g˜n〉〉β = (β + n)2n+1〈〈J(n;0)|J(n;0)〉〉β. (6.15)
From Proposition 10, we know that
n!gn = (β + n− 1)nm(n) + · · · , n!g˜n = (β + n)n+1m(n;0) + · · · , (6.16)
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lary 9, we get
〈〈gn|gn〉〉β = (β + n− 1)n
n! , 〈〈g˜n|g˜n〉〉β =
(β + n)n+1
n! (6.17)
and the proof follows. 
Theorem 30. For β = 0,1, or β → ∞, the limiting expressions of J (1/β)Λ are
J
(1/β)
Λ −→
{
mΛ when β → 0,
←−−eΛ′ when β → ∞, (6.18)
and
J
(1)
(n) = hn and J (1)(n;0) =
1
n+ 1 h˜n. (6.19)
Proof. The case β → 0 is a direct consequence of Theorem 14, given that H(β) and I(β) act
diagonally on supermonomials in this limit. The second case is also obtained from the eigen-
value problem. Indeed, when β → ∞, β−1H(β) and β−1I(β) behave as first order differential
operators. Then, it is easy to get
[
lim
β→∞
H(β)
β
]
eΛ′ =
[
−2
∑
j
jλj + n(N − 1)
]
eΛ′ where λ = Λ∗ (6.20)
(Λ∗ being defined in Lemma 15) and
[
lim
β→∞
I(β)
β
]
eΛ′ =
[
−∣∣Λa∣∣− m(m− 1)
2
]
eΛ′ . (6.21)
These are the eigenvalues of JΛ in the limit where β → ∞ (cf. Lemma 15). The proportionality
constant between eΛ′ and JΛ is fixed by Proposition 26 and Theorem 14. We have thus
←−−eΛ′ = lim
β→∞
−−−−→
J
(1/β)
Λ . (6.22)
Finally, we note that the property concerning hn and h˜n is an immediate corollary of Proposi-
tion 28. 
6.3. Normalization
In this subsection, m˜Λ shall denote the augmented supermonomial:
m˜Λ = nΛ!mΛ, (6.23)
where nΛ! is defined in Proposition 10.
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is
Λmin :=
(
δm;1n,m
)
, (6.24)
where
δm := (m− 1,m− 2, . . . ,0), n,m := n− |δm| and |δm| = m(m− 1)2 . (6.25)
Now, let cminΛ (β) stand for the coefficient of m˜Λmin in the monomial expansion of J
(1/β)
Λ . We will
establish a relation between this coefficient and the norm of the Jack superpolynomials JΛ.
Proposition 31. The norm jΛ(β) defined in (5.42), with Λ  (n|m), is
jΛ(β) = β−m−n,m c
min
Λ (β)
cmin
Λ′ (1/β)
. (6.26)
Proof. One readily shows that
mΛmin = pΛmin + higher terms. (6.27)
Since mΛmin is the only supermonomial containing pΛmin , we can write
J
(1/β)
Λ = cminΛ (β)pΛmin + higher terms. (6.28)
Let us now apply ωˆ1/β on this expression. Using Eq. (3.3) we get
ωˆ1/βJ
(1/β)
Λ = β−m−n,m(−1)m(m−1)/2cminΛ (β)pΛmin + higher terms. (6.29)
But if we apply ωˆ1/β on J (1/β)Λ by using first Theorem 27 to write it as (−1)m(m−1)/2jΛ(β)J (β)Λ′
and expand J (β)
Λ′ using (6.28), we get instead
ωˆ1/βJ
(1/β)
Λ = jΛ(β)(−1)m(m−1)/2cminΛ′ (1/β)pΛmin + higher terms. (6.30)
Here we have used the fact that Λmin, being the smallest superpartition of degree (n|m) in the
ordering on superpartitions, labels the smallest supermonomial in both the decomposition of JΛ
and JΛ′ . The result follows from the comparison of the last two equations. 
The coefficient cminΛ (β) appears from computer experimentation to have a very simple form.
We will now introduce the notation needed to describe it. Recall (from the definition of conjuga-
tion in Section 2) that D[Λ] is the diagram used to represent Λ. Given a cell s in D[Λ], let aΛ(s)
be the number of cells (including the possible circle at the end of the row) to the right of s. Let
also Λ(s) be the number of cells (not including the possible circle at the bottom of the column)
below s. Finally, let Λ◦, be the set of cells of D[Λ] that do not appear at the same time in a row
containing a circle and in a column containing a circle.
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cminΛ (β) =
1∏
s∈Λ◦(aΛ(s)/β + Λ(s)+ 1)
(6.31)
with Λmin is defined in (6.24).
For instance, if Λ = (3,1,0;4,2,1), we can fill D[Λ] with the values (aΛ(s)/β + Λ(s) + 1)
corresponding to the cells s ∈ Λ◦. This gives (using γ = 1/β):
(6.32)
Therefore, in this case,
cminΛ (β) =
1
(3/β + 5)(2/β + 3)(1/β + 2)(1/β + 1)(1/β + 3) . (6.33)
Even though the Jack superpolynomials cannot be normalized to have positive coefficients
when expanded in terms of monomials, we nevertheless conjecture they satisfy the following
integrality property.
Conjecture 33. Let
J
(1/β)
Λ = cminΛ (β)
∑
ΩΛ
c˜ΛΩ(β)m˜Ω. (6.34)
Then c˜ΛΩ is a polynomial in 1/β with integral coefficients.
7. Outlook: Macdonald polynomials in superspace
In this work, we have highlighted the existence of a one-parameter (i.e., β) deformation of
the scalar product as the key tool for defining Jack superpolynomials combinatorially. However,
there also exists a two-parameter deformation (t and q) of the combinatorial scalar product.
Again, this has a natural lift to the superspace, namely
〈〈←−−pΛ|−−→pΩ 〉〉q,t := zΛ(q, t)δΛ,Ω, (7.1)
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zΛ(q, t) = zΛ
m∏
i=1
1 − qΛi+1
1 − tΛi+1
(Λ)∏
i=m+1
1 − qΛi
1 − tΛi , m = Λ. (7.2)
This reduces to the previous scalar product 〈〈·|·〉〉β when q = t1/β and t → 1. The generalized
form of the reproducing kernel reads
∏
i,j
(txiyj + tθiφj ;q)∞
(xiyj + θiφj ;q)∞ =
∑
Λ
zΛ(q, t)
−1←−−−−−−−pΛ(x, θ)
−−−−−−−→
pΛ(y,φ), (7.3)
with (a;q)∞ :=∏n0(1 − aqn).
Now, the scalar product (7.1) leads directly to a conjectured definition of Macdonald super-
polynomials.
Conjecture 34. In the space of symmetric superfunctions with rational coefficients in q and t ,
there exists a basis {MΛ}Λ, where MΛ = MΛ(x, θ;q, t), such that
(1) MΛ = mΛ +
∑
Ω<Λ
CΛΩ(q, t)mΛ and (2) 〈〈←−−MΛ|−−→MΩ 〉〉q,t ∝ δΛ,Ω. (7.4)
Note that in this context, the combinatorial construction cannot be compared with the analyt-
ical one since the corresponding supersymmetric eigenvalue problem has not been formulated
yet. In other words, the proper supersymmetric version of the Ruijsenaars–Schneider model [16]
is still missing.
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