Abstract -Transposition models have been widely used in the solar energy industry to simulate solar radiation on inclined PV panels. Following numerous studies comparing the performance of transposition models, this paper aims to understand the quantitative uncertainty in the state-of-the-art transposition models and the sources leading to the uncertainty. Our results show significant differences between two highly used isotropic transposition models with one substantially underestimating the diffuse plane-of-array (POA) irradiances when diffuse radiation is perfectly isotropic. In the empirical transposition models, the selection of empirical coefficients and land surface albedo can both result in uncertainty in the output. This study can be used as a guide for future development of physics-based transposition models.
I. INTRODUCTION
The increasing use of solar energy as an alternative to conventional energy sources has boosted the demand for precisely measuring solar radiation at the surface. Although solar radiation data from surface measurements [1] or satellite retrievals [2, 3] are routinely available on horizontal surfaces, transposition models are used to convert the horizontal values to plane-of-array (POA) irradiances on inclined surfaces [4] [5] [6] [7] [8] .
POA irradiance on an inclined surface has three contribution sources: direct sky radiation, diffuse sky radiation, and reflected radiation from the land surface. The current transposition models simulate the contribution from diffuse sky radiation by either following empirical equations correlating it to diffuse horizontal irradiance (DHI) (hereafter referred to as empirical model) [4, 6] or assuming the diffuse radiances are isotropic over the sky dome (hereafter referred to as isotropic model) [7, 8] . Compared to empirical models, isotropic models underestimate the strong forward scattering by clouds or aerosols [9] [10] [11] [12] and thus are likely to underestimate POA irradiance on 1-or 2-axis PV panels. However, the accuracy of empirical models may vary with localized atmospheric and land surface conditions. Moreover, rapid variation of meteorological or land surface conditions, e.g. a sudden snowfall, may lead to non-ignorable bias in empirical models that rely on long-term observations.
The uncertainties related to isotropic and empirical models can be substantially reduced by using a physics-based model which employs retrieved atmospheric and land surface properties to precisely simulate diffuse radiances in all possible directions and integrate them to form POA irradiance. Physics-based models have the added advantage that they can benefit from the rapid development of remote sensing technologies. As an example, the expansion of spectral channels with better temporal and spatial resolution such as the future Geostationary Operational Environmental Satellite R (GOES-R) will lead to remarkable improvements in aerosol and cloud products.
To evaluate the performance of the potential physics-based model, it is first important to quantitatively understand the uncertainties in the state-of-the-art transposition models. Despite numerous studies on the comparison between surface measurements and transposition models, the sources affecting model accuracy have not been fully explored. The purpose of this paper is evaluating the accuracy of an isotropic and an empirical model using surface measurements at the National Renewable Energy Laboratory (NREL) Solar Radiation Research Laboratory (SRRL). The reasons for uncertainty in those models are investigated and serve a guide in the development of physics-based models.
II. TRANSPOSITION MODELS
Almost all transposition models express POA irradiance on an inclined surface by (2b) where θ is solar zenith angle, φ is relative azimuth angle, and β is the tilt angle of PV panel.
A. Isotropic Model
The contribution of diffuse POA irradiance from the sky, sky u POAI , , can be given by the integration of radiances in the perpendicular direction to the tilted PV panel:
where I is radiance and Θ 1 denotes the upper limit of θ. Since the contribution of radiance to POA should be positive, the integration in Eq. (3) and this has been widely used to represent the solution from an isotropic model.
Badescu [8] (hereafter referred to as BA2002) suggested that LJ1963 is a solution of the isotropic model on the basis of a 2D geometry. He then derived the solution of Eq. (3) following the 3D geometry. From his derivation, the diffuse POA irradiance from the sky is 
B. Empirical Models
Compared to isotropic models, empirical models are based on regression functions relating long-term observations of POA irradiance to DHI at selected local stations. A wellknown empirical model was developed by Perez et al. [4] (hereafter referred to as PEREZ) where isotropic diffuse, circumsolar and horizon brightening radiation were considered with comprehensive sets of coefficients determined from various climatic environments. Details on PEREZ are not restated here as they have been introduced by Perez et al. [4] .
C. Surface Reflection Models
Following Eq.(3), the contribution from reflected solar radiation by land surface can be given by 
III. RESULTS
To evaluate the isotropic models, we model perfectly isotropic radiances by assuming I as a function of φ =0, 1, 2,…,360º and μ=0, 0.01, 0.02,…,1.0, where μ is the cosine value of θ. We then use a computer model to numerically compute the integrations in Eqs. (3 and 6) . Figure 1 compares the diffuse POA irradiances from LJ1963, BA2002, and the computer model when σ=0.2 and σ=0.8. It is seen that LJ1963 exactly matches the computer model for all surface conditions. However, the computer model suggests that BA2002 substantially underestimates diffuse POA irradiance. The underestimation becomes less significant for higher surface albedo as is shown in Fig.1(b) . To quantitatively understand the difference between transposition models and surface observations, we investigate 1-minute global horizontal irradiance (GHI), DNI, DHI, and surface albedo measurements at NREL. LJ1961 and PEREZ are combined with the surface measurements to simulate POA irradiance. The simulations are then compared with POA irradiance measured by a Kipp and Zonen CM 11 Pyranometer (CMP 11) and IMT solar reference cell (IMT) on a 1-axis tracker located at NREL. Figure 2 shows the difference of POA irradiances between PEREZ and measurements as well as LJ1961 simulation on 1/22/2015(a "winter" clear sky day) and 7/30/2015 (a "summer" clear sky day). PEREZ has 11 sets of coefficients based on measurements from various climatic environments. In the results of Fig. 2 , we select "France 1988" (dotted lines) and "Albuquerque 1988" (solid lines) for PEREZ. These two coefficients were chosen to represent the full range of performance in the winter simulation. It can be found that PEREZ simulation has better agreement to CMP11 measurements than those from IMT both in summer and winter. Compared to CMP11, on 1/22/2015 the absolute percent errors (APEs) of PEREZ associated with "France 1988" and "Albuquerque 1988" are 6.72% and 2.24%, respectively. On 7/30/2015, the APE for PEREZ associated with "France 1988" and "Albuquerque 1988" are 1.39% and 2.48%, respectively. This indicates that different sets of coefficients from PEREZ may introduce significantly different errors in the computation of POA irradiance though PEREZ with appropriate coefficients are found to perform better than isotropic models especially under cloudy skies [13] . Accurate coefficients for PEREZ are difficult to determine as they vary with time as can been seen from comparing Figure 2(a) and (b) where the "France 1988" model performs better in summer than the "Albuquerque 1988" model while the reverse happens in winter. Figures 3a and 3b compares the measurements and model simulations of 1-axis POA irradiances. The solid lines associated with LJ1961 and PEREZ are simulations using surface albedo measurements at NREL. The dashed lines are those from surface albedo based on a climatology using NASA's Modern-ERA Retrospective Analysis for Research and Applications (MERRA) data [14] . Figure 3c shows the surface albedo from measurements (red dots) and MERRA data (green lines) where the blue and yellow dots represent the measurements on 1/22/2015 (winter) and 7/30/2015 (summer), respectively. It can be concluded from Fig. 3 that surface albedo significantly impacts the estimation of POA irradiance. The uncertainty in POA irradiance is much greater in winter than summer due to the uncertainty in surface albedo data. Specifically, the underestimate of surface albedo from MERRA where the snow is missed, results in an underestimation of POA irradiance (dotted line) in the morning and afternoon when the high albedo of snow impacts the radiation reaching the POA measurements. Using the correct surface albedo (solid line) removes the error.
IV. CONCLUSIONS
This study diagnoses the uncertainty of transposition models simulating solar radiation on inclined surfaces. A computer model is used to imitate isotropic diffuse radiation in space and numerically compute POA irradiance. Comparison with isotropic models, LJ1963 and BA2002, suggests BA2002 substantially underestimates diffuse POA irradiance when diffuse radiation is perfectly isotropic. The underestimation is more pronounced for low surface albedo. The uncertainty in the transposition models is also evaluated using surface observations. Surface measurements of solar radiation on horizontal surfaces are used as inputs to an isotropic model, LJ1961, and an empirical model, PEREZ, to compute POA irradiances and compare with those measured by 1-axis CMP11 and IMT. Our results indicate the use of empirical coefficients in PEREZ model may lead to significantly different uncertainties in the simulation of POA irradiance. In addition, the use of more accurate surface albedo data can reduce the uncertainty of POA irradiance especially in winter. This study can be used as a guide to develop physics-based models and better evaluate photovoltaic (PV) performance.
