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Abstract
The theory of optional stopping is extended from stopping sets to general adapted random sets
called ‘clouds’ and ‘anti-clouds’, and a stopping theorem is proven for set-indexed martingales.
An application to set-indexed survival analysis is given when the data points are indexed by
sets and censored very generally by clouds. This type of censoring corresponds to 6ltering of
survival data on R+. A Nelson–Aalen estimator is de6ned, and shown to be consistent and
asymptotically unbiased.
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1. Introduction
This work is motivated by the problem of random censoring of spatial (or space-time)
survival data; i.e. data which is indexed by sets or multidimensional time points. The
6rst step in the development of a theory of random censoring in set-indexed survival
analysis was taken in Ivano' and Merzbach (2002); this was based on the theory
of set-indexed martingales developed in Ivano' and Merzbach (2000). However, as
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in the classical theory, there are many di'erent types of censoring. The 6rst one is
‘right-censoring’, which corresponds to a loss of information (usually caused by mor-
tality) before the end of the trial. The second one, called ‘left-truncation’, corresponds
to the situation in which there is no information available at the beginning of the trial,
and data may be lost before the 6rst observation is made. The third type is called
‘6ltering’ and results when a test subject is not under continuous observation, but only
when a suitable indicator process is switched on (cf. Andersen et al., 1993).
In this paper, we shall consider an extension of the 6ltering problem which is ap-
propriate for set-indexed survival data. Such data occur as spatial patterns consisting of
distinct features or objects. The pattern may be observed through a bounded window
which becomes bigger and bigger, and may be partially obscured by random sets that
we shall call ‘clouds’ (this terminology is suggested by the example of aerial photogra-
phy). In other words, the data are available only on the complement of the clouds. This
problem is an important generalization of the model treated in Ivano' and Merzbach
(2002), in which only an analogue of right-censoring was considered. In Ivano' and
Merzbach (2002), the data was observed inside a stopping set: a random set which
is a connected region with a speci6c geometric structure and measurability properties.
Here, we develop a much more general and realistic model of censoring; as will be
seen, it is a natural extension of the concept of stopping.
We remark here the theory of random sets is well developed; we refer the reader
to Matheron (1975), the seminal work of Matheron, and to Stoyan et al. (1995), a
more recent book on the subject. However, the classic de6nition of a random closed
set does not lend itself to the martingale framework. In brief, a stopped or censored
martingale can be regarded as the integral of a martingale over a random set, and so in
order for the stopped process to maintain the martingale property, the stochastic interval
generated by the random set must have a certain predictability property. For this to
hold, the measurability properties of the random set must be de6ned in a dynamic
manner. We shall see that our martingale framework allows us to do this in a very
natural way that is entirely consistent with Matheron’s de6nition of a random closed
set.
After a section giving the framework and de6nitions, this paper is divided into two
distinct parts. The 6rst and more theoretic part deals with the de6nition and properties
of general adapted random sets. Certain open adapted random sets are called ‘clouds’,
and the complement of a cloud is an ‘anti-cloud’. An anti-cloud is a geometric extension
of the concept of a stopping set introduced in Ivano' and Merzbach (2000, 2002), and
is well approximated by ‘pixels’ (this is essential for image analysis). We shall make
extensive use of the framework of Ivano' and Merzbach (2000) to handle the delicate
problems of measurability which arise in the context of a cloud and the resulting 6ltered
process. We shall then prove a new optional sampling theorem for martingales indexed
by a class of sets and 6ltered by a cloud.
The second part of the paper is the application of this theory to set-indexed survival
analysis with 6ltered data. As in Ivano' and Merzbach (2002), we will consider the
Nelson–Aalen estimator of the integrated hazard function and its asymptotic behaviour.
We refer the reader to Ivano' and Merzbach (2002) for numerous applications of
this approach to survival analysis.
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2. Framework and denitions
The framework is very close to that presented in Ivano' and Merzbach (2002);
further details may be found in Ivano' and Merzbach (2000). Let (T; d) be a locally
compact complete separable metric space and  a measure on B, the Borel sets of T .
We shall assume that  is 6nite on compact sets and it will be called the reference
measure. All processes will be indexed by a class A of compact connected subsets
of T .
In what follows, for any class of sets D, the class of 6nite (respectively, countable)
unions of sets from D will be denoted by D(u) (respectively, D(cu)). For D an
arbitrary subset of T , let TD be a countable dense subset of D. Also, recall that a
closed set D is a domain if D=D◦ (‘(·)’ and ‘(·)◦’ denote the closure and interior of
a set, respectively).
We assume that A is an indexing collection:
Denition 2.1. A nonempty class A of compact, connected subsets of T is called an
indexing collection if it satis6es the following:
1. ∅∈A, and for A∈A, A◦ = A if A = ∅ or T . In addition, there is an increasing
sequence (Bn) of domains in A(u) such that T =
⋃∞
n=1 B
◦
n . (Hence, for every
A∈A, there exists n= n(A) such that A ⊆ Bn.)
2. A is closed under arbitrary intersections and if A; B∈A are nonempty, then A∩B
is nonempty. Denote ∅′=⋂A∈A;A =∅ A. If (Ai) is an increasing sequence in A and
there exists n such that Ai ⊆ Bn for every i, then
⋃
i Ai ∈A. (Such a sequence
(Ai) is called bounded.)
3. The -algebra generated by A, (A) =B.
4. Separability from above
There exists an increasing sequence of countable subclasses An = {An1; An2; : : :}
of A closed under intersections and satisfying ∅; ∅′, Bi ∈An(u) ∀i (Bi is de6ned
in 1. above), and such that the class {A∈An :A ⊆ Bi} is 6nite for every n and
i. As well, there exists a sequence of functions gn :A→An(u) such that
(a) gn preserves arbitrary intersections and 6nite unions (i.e. gn(
⋂
A∈A′ A) =⋂
A∈A′ gn(A) for any A
′ ⊆A, and if ⋃ki=1 Ai =⋃mj=1 A′j, then ⋃ki=1 gn(Ai) =⋃m
j=1 gn(A
′
j)),
(b) for each A∈A, A ⊆ (gn(A))◦,
(c) gn(A) ⊆ gm(A) if n¿m,
(d) for each A∈A, A=⋂n gn(A),
(e) if A; A′ ∈A then for every n, gn(A) ∩ A′ ∈A, and if A′ ∈An then gn(A) ∩
A′ ∈An.
(f) gn(∅) = ∅ ∀n.
(Note: ‘⊂’ indicates strict inclusion.)
We note that our de6nition of an indexing collection is slightly more general than the
de6nition given in Ivano' and Merzbach (2000). As shown in Ivano' and Merzbach
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(2000), ∅′ = ∅ and since (A)=B, ∅′ is a single point. For t ∈T , let At=
⋂
A∈A : t∈A A.
Again, by 3 above it follows that s = t if and only if As = At , and so there is a natural
partial order induced on T by the indexing collection A: s6 t if and only if As ⊆ At .
Thus, since At = {s : s6 t}, as in Ivano' and Merzbach (2002) we shall refer to At as
the ‘past’ of t, and Et = {s : s¿ t} as the ‘future’ of t (Et is assumed to be closed).
In terms of this partial order, ∅′ is the minimal element of T .
We shall de6ne the semi-algebra C to be the class of all subsets of T of the form
C = A \ B; A∈A; B∈A(u):
C is closed under intersections and any set in C(u) may be expressed as a 6nite
disjoint union of sets in C. Note that if B=
⋃k
i=1 Ai ∈A(u), without loss of generality
we can require that for each i, Ai *
⋃
j =i Aj. Such a representation of B∈A(u) will
be called extremal. If C = A \ B; A∈A; B∈A(u), then the representation of C is
called extremal if that of B is. Unless otherwise stated, it will always be assumed that
all representations of sets in A(u) and C are extremal.
The following assumption about the structure of C will be required.
Assumption 2.2. For any B∈A(u), if C = A \ ⋃ki=1 Ai ∈C and if A ⊆ B, then there
exist sets D1; : : : ; Dm ∈A; Di ⊆ B; i=1; : : : ; m such that C=A\
⋃m
i=1 Di is an extremal
representation, and if A′ ∈A; A′ ⊆ B; A′ ∩ C = ∅, then A′ ⊆ ⋃mi=1 Di. This is called a
maximal representation of C in B.
For each sub-semilattice Ak , let C‘(Ak) denote the left-neighbourhoods of Ak :
that is, all nonempty sets of the form C =A \⋃A′∈Ak ;A*A′ A′; A∈Ak . Clearly, C‘(Ak)
partitions T , and as observed in Ivano' and Merzbach (2002), the sequence (C‘(Ak))k
is a dissecting system for T . If t ∈T , let Ck(t) be the set in C‘(Ak) containing t.
Next, in keeping with the notation already introduced, the class of (6nite) unions
of left-neighbourhoods of Ak is denoted by C‘(Ak)(u); the class of arbitrary (i.e.
countable) unions will be denoted by C‘(Ak)(cu).
We shall assume that the sub-semilattices Ak can be chosen to satisfy the
following:
Assumption 2.3. For each C ∈C‘(Ak), there exists a point tC − ∈T such that C ⊆
EtC−, and
lim
k→∞
sup
C∈C‘(Ak )
sup
t∈C
d(tC−; t)→ 0:
The point tC−acts as a lower bounds on the points in C: tC −6 t ∀t ∈C. Note that
Assumption 2.3 implies that
lim
k→∞
(
sup
t∈T
diam(Ck(t))
)
= 0
(‘diam(·)’ denotes the diameter of a set). In Ivano' and Merzbach (2002), the existence
of an upper bound was assumed as well, but this is not required here. In addition,
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although Assumption 2.3 seems very natural, we shall see at the end of Section 3 that
it is not satis6ed by an important class of examples. However, we will show that the
crucial stopping theorem (Theorem 3.12) remains valid under a weaker condition.
Numerous examples of topological spaces T and indexing collections A that do
satisfy the preceding assumptions may be found in Ivano' and Merzbach (2000). In
order to motivate our work, we repeat the following examples given in Ivano' and
Merzbach (2002):
Example 2.4. Our framework generalizes the usual multiparameter setting: if T =Rd+,
then the class A={[0; t] : t ∈Rd+} satis6es all the assumptions and in this instance, the
class C(u) consists of all 6nite unions of disjoint rectangles of the form (s; t]; s; t ∈Rd+.
More generally, we can allow A to consist of all the lower layers of Rd+: a set A is
a lower layer if [0; t] ⊆ A; ∀t ∈A. In both cases, it is easily seen that At = [0; t] and
Et = [t;∞).
Example 2.5. The following simple but very important generalization of the preceding
example is appropriate for modelling spatial data. We may let T be any subset of Rd
of the form [− a; b], a; b∈Rd+ and let A be the class of lower layers in T , as de6ned
above. Note that the partial order induced by the sets At = [0; t] is no longer the usual
partial order on Rd: we have that (s1; : : : ; sd) = s6 t = (t1; : : : ; td) if and only if s and
t lie in the same quadrant and |si|6 |ti|, i = 1; : : : ; d.
Now, let (;F; P) be any complete probability space. A 6ltration (indexed by A)
is a class of complete sub--6elds of F {FA :A∈A} which satis6es the following
conditions:
• ∀A; B∈A, FA ⊆FB, if A ⊆ B.
• Monotone outer-continuity: F∩Ai = ∩FAi for any decreasing sequence (Ai) in A.
• For consistency in what follows, if T ∈A, de6ne FT =F.
We may associate various -algebras with sets in A(u), and C(u). If B∈A(u),
then F0B =
∨
A∈A;A⊆BFA. The -algebras {F0B :B∈A(u)} are complete and increas-
ing, but not necessarily monotone outer-continuous. Thus, we de6ne for B∈A(u) :
FB =
⋂
nF
0
gn(B). Next, for C ∈C(u)\A, let GC =
⋂
A∈A;A∩C =∅FA and G
∗
C =∨
B∈A(u);B∩C=∅FB, and for A∈A; A = ∅, de6ne GA = G∗A =F∅. We note that (cf.
Ivano' and Merzbach (2000)) that GC ⊆ G∗C and {G(∗)C } is a decreasing family of
-6elds: if C ⊆ C′, then G(∗)C′ ⊆ G(∗)C . As shown in Ivano' and Merzbach (2000), if
A \ Dn = C (Dn ∈A(u)) is a maximal representation of C in Bn (Bn as de6ned in
De6nition 2.1), then G∗C =
∨
nFDn .
Denition 2.6.
• A (A-indexed) stochastic process X = {XA :A∈A} is a collection of random vari-
ables indexed by A, and is said to be adapted if XA is FA-measurable, for every
A∈A.
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• X is said to be integrable if E[|XA|]¡∞ ∀A∈A.
• A process X :A → R is increasing if for every !∈, the function X·(!) can be
extended to a 6nitely additive function on C satisfying X∅′(!) = 0 and XC(!)¿ 0;
∀C ∈C, and such that X·(!) is monotone outer-continuous (i.e. if (An) is a decreas-
ing sequence of sets in A(u) such that
⋂
n An ∈A(u), then limn XAn(!)=X⋂n An(!)).
(It is clear that any trajectory of an increasing process can be extended to a -6nite
measure on B. Note that an increasing process is not necessarily adapted.)
• An integrable process M={MA; A∈A} is called a strong martingale if it is adapted
and for any C ∈C, E[MC |G∗C] = 0. If the process M is not adapted, it will be called
a pseudo-strong martingale.
• A process MX is called a *-compensator of the process X if it is increasing and the
di'erence X − MX is a pseudo-strong martingale.
3. Adapted random sets
We begin with the de6nition of a stopping set, 6rst introduced in Ivano' and
Merzbach (2000):
Denition 3.1.  :→A(u) is a stopping set with respect to a 6ltration F if for any
A∈A; {! :A ⊆ (!)}∈FA, and {! : ∅= (!)}∈F∅.
Since T is separable, we observe that in fact  : → A(u) is a stopping set if
and only if for any t ∈T , {! : t ∈ (!)}∈FAt . This simple observation motivates the
following generalization to a far more general class of random sets taking their values
in B. We shall also consider random sets taking their values in the following subclasses
of B :K, the class of domains in T whose boundaries are not charged by , and L,
the class of open sets that are complements of sets in K.
Denition 3.2.
• A random set  :→ B is an adapted random set if for any t ∈T , {! : t ∈  (!)}∈
FAt .
• An adapted random set ! taking its values in L is a cloud.
• An adapted random set  taking its values in K is an anti-cloud.
Remark 3.3.
1. In order to indicate the underlying 6ltration F, we shall occasionally refer to
(anti-)clouds as ‘F’-(anti-)clouds.
2. Clouds and anti-clouds need not be connected. The complement of a cloud is an
anti-cloud, and vice versa.
3. The concept of anti-cloud is analogous to that of the stopping set. Our data points
will be observed only on anti-clouds in analogy to Ivano' and Merzbach (2002),
where the data points were observable on stopping sets.
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4. In contrast to the de6nition of a stopping set, in the case of adapted random sets,
{ = ∅}∈FT . Intuitively, this makes sense since a nonempty stopping set must
contain ∅′, whereas an adapted random set can occur anywhere in T .
5. Finite intersections and unions of adapted random sets are adapted random sets. In
particular, if  is an adapted random set and B∈B, then  ∩B is an adapted random
set.
6. Note that anti-clouds are not generally closed under intersection since the intersection
of domains may not be a domain. Likewise, for  an anti-cloud and A∈A, A ∩ 
is not necessarily an anti-cloud. Therefore, where necessary, care must be taken to
prove the necessary measurability results (cf. Theorem 3.8) for random sets of the
form A ∩ , rather than simply to prove the result for an arbitrary anti-cloud.
Below, we shall be making use of the following easily-veri6ed property of domains.
If D is a domain and if U is an open set such that U ∩ D = ∅, then U ∩ D◦ = ∅.
Lemma 3.4. Let  be an anti-cloud. For any B∈K, the following are in F:
• {! :B ⊆ (!)};
• {! : (!) ⊆ B};
• {! : (!) = B}.
Proof. {! :B ⊆ (!)}=⋂t∈B{t ∈ (!)}=⋂t∈TB{t ∈ (!)}∈F. The second equality
follows since if t ∈B ∩ c, then since B is a domain, U ∩ B◦ ∩ c = ∅ for any open
neighbourhood U of t. Since TB is dense in B, there then exists t′ ∈TB such that t′ ∈ .
Since  is a domain, a similar argument proves that {! : (!) ⊆ B}∈F. The 6nal
statement follows from the 6rst two.
A problem that needs to be addressed is the issue of measurability: given an ad-
ditive A-indexed process X and a anti-cloud , is XA∩(!) := XA∩(!)(!) (a) well
de6ned and (b) measurable as a map from (;F; P) to R? The 6rst question requires
that the trajectories of X be extendable to an additive set-function on sets of the form
A ∩ K , A∈A, K ∈K. For example, this is the case if X is a Gaussian process. In
our applications to survival analysis, X will always be the di'erence of increasing
processes; as noted before, by outer continuity it can be shown that each trajectory
can be extended to a -6nite measure on B (Ivano' and Merzbach (2000), Corol-
lary 1.4.11). Therefore, we will shall assume here that XA∩(!) is well de6ned. To
deal with the question of measurability, we need the following de6nitions for anti-
clouds.
Denition 3.5. Let  be an anti-cloud.
• +k ∈C‘(Ak)(u) is de6ned by
+k =
⋃
C∈C‘(Ak ); MC∩=∅
C:
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• −k ∈C‘(Ak)(u) is de6ned by
−k =
⋃
C∈C‘(Ak ); MC⊆◦
C:
• gk()∈C‘(Ak)(u) is de6ned by
gk() =
⋃
C∈C‘(Ak ); tC−∈
C:
Remark 3.6. We shall make use of the following equivalent de6nitions for +k and 
−
k .
If C ∈C‘(Ak) and (!) = ∅, then since there exists a (compact) set Bk (Bk as de6ned
in De6nition 2.1) such that (!) ∩ Bk = ∅ and C ⊆ B◦k , it is easily seen that
• C ⊆ +k if and only if C$ ∩  = ∅ ∀$¿ 0. (For any set C ⊆ T , C$ = {t ∈T :
d(t; C)¡$}.)
• C ⊆ −k if and only if C$ ⊆  for some $¿ 0.
Clearly −k ⊆ ◦ ⊆  ⊆ +k , but unfortunately, +k and −k are not adapted random
sets and cannot be used to prove the necessary stopping theorems. For this reason we
have introduced the set gk(); it is an adapted random set (see Lemma 3.11 below)
which also approximates  in some sense. Provided that X@ = 0 a.s., we will show
that XA∩gk () → XA∩ a.s. (Corollary 3.9).
First, we show how +k ; 
−
k and gk() approximate . In particular, 
◦ =
⋃
k 
−
k and
=
⋂
k 
+
k (Lemma 3.7). From this the measurability of XA∩ and XA∩@ (‘@(·)’ denotes
the boundary of a set) will follow (Theorem 3.8). We note that each of the random
sets +k ; 
−
k and gk() takes its values in C
‘(Ak)(cu), and so the left-neighbourhoods
of Ak provide a suitable model for pixels.
Lemma 3.7. If  is an anti-cloud, then
1. =
⋂
k 
+
k .
2. ◦ =
⋃
k 
−
k .
3. ◦ ⊆ lim inf k gk() ⊆ lim supk gk() ⊆ .
Proof. 1. Clearly,  ⊆ ⋂k +k . Conversely, if t ∈ c, then by Assumption 2.3, Ck(t) ⊆ c
for all k suPciently large. Thus, for all k suPciently large, t ∈ +k , and 1. follows.
2. By de6nition,
⋃
k 
−
k ⊆ ◦. Conversely, if t ∈ ◦, then by Assumption 2.3, Ck(t) ⊆
◦ for all k suPciently large. Thus, for all k suPciently large t ∈ −k , and 2 follows.
3. ◦ ⊆ ⋃n⋂k¿n gk() since if t ∈ ◦, then by Assumption 2.3 there exists n such
that Ck(t) ⊆ ◦ ∀k¿ n. A similar argument proves that c ⊆
⋃
n
⋂
k¿n(gk())
c, and
so
⋂
n
⋃
k¿n gk() ⊆ .
Theorem 3.8. Let X be an increasing process (or the di/erence of two increasing
processes) on A and suppose that  is an anti-cloud. Then for any A∈A, both XA∩
and XA∩@ are random variables.
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Proof. Because X·(!) can be extended to a (signed) measure on B, it follows from
Lemma 3.7 that XA∩(!)= limk XA∩+k (!), XA∩◦(!)= limk XA∩−k (!), and so measur-
ability of XA∩ and XA∩@ follow if it can be shown that XA∩+k and XA∩−k are random
variables, for each k. Now,
XA∩+k =
∑
C∈C‘(Ak )
I{C⊆+k }XA∩C; (1)
and
XA∩−k =
∑
C∈C‘(Ak )
I{C⊆−k }XA∩C; (2)
so it suPces to show that {! :C ⊆ +k (!)}∈F and {! :C ⊆ −k (!)}∈F for each
C ∈C‘(Ak).
We have
{! :C ⊆ +k (!)}=
⋂
n
{! :C1=n ∩ (!) = ∅}: (3)
But
{! :C1=n ∩ (!) = ∅}=
⋃
t∈C1=n
{! : t ∈ (!)}=
⋃
t∈TC1=n
{! : t ∈ (!)}; (4)
since if there exists t ∈  ∩ C1=n(!), then since (!) is a domain, ◦(!) ∩ C1=n = ∅
and there exists t′ ∈TC1=n ∩ ◦(!). Therefore, (3) and (4) prove measurability of (1).
Next,
{! :C ⊆ −k (!)}=
⋃
n
{! :C1=n ⊆ (!)} (5)
and
{! :C1=n ⊆ (!)}=
⋂
t∈C1=n
{! : t ∈ (!)}=
⋂
t∈TC1=n
{! : t ∈ (!)}; (6)
since if there exists t ∈C1=n ∩ c(!), then since C1=n ∩ c(!) is open, there exists
t′ ∈TC1=n ∩ c(!). Measurability of (2) follows from (5) and (6).
An immediate consequence of Theorem 3.8 is that if X is increasing, both X and
X@ are extended random variables: for Bn as in De6nition 2.1,
X = lim
n
XBn∩; X@ = limn XBn∩@:
If X =Y −W is the di'erence of increasing processes Y and W , X (respectively, X@)
is a well-de6ned random variable if at least one of Y and W (respectively, Y@ and
W@) is almost surely 6nite.
Corollary 3.9. Let X be an increasing process on A and suppose that  is an
anti-cloud. If P(X@ = 0) = 1, then for A∈A, XA∩ = limk XA∩gk () a.s.
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Note that we do not assume X@A = 0.
Proof. First we observe that A ∩ ◦ ⊆ A ∩ lim inf kgk() = lim inf kA ∩ gk(), and
lim supk A∩gk()=A∩ lim supkgk() ⊆ A∩. Now, XA∩=XA∩◦ a.s. since P(XA∩@=
0) = 1, and so lim inf XA∩gk () = lim supXA∩gk () = XA∩ a.s.
We shall discuss conditions under which E[X@] = 0 (and so P(X@ = 0) = 1) later
in the section. For now, we make note of the following.
Corollary 3.10. Let  be an anti-cloud.
1. If B∈C‘(Ak)(cu), then both {! :B= +k (!)} and {! :B= −k (!)} are in F.
2. If K is a compact set, then {! : (!) ∩ K = ∅}∈F.
Proof. (1) It was shown in the proof of Theorem 3.8 that {! :C ⊆ +k (!)}∈F and
{! :C ⊆ −k (!)}∈F for each C ∈C‘(Ak). The 6rst statement immediately follows.
2. By de6nition
{+k ∩ K = ∅}=
⋃
C∈C‘(Ak ); MC∩K =∅
{C ⊆ +k }
and as was shown in the proof of Theorem 3.8, {C ⊆ +k }∈F. Assumption 2.3
ensures that for any $¿ 0, +k ⊆ $ for all k suPciently large, and so  =
⋂
k 
+
k . It
then follows by compactness that {! : (!) ∩ K = ∅}=⋂k{+k ∩ K = ∅}∈F.
We observe that part 2 of Corollary 3.10 in fact implies that an anti-cloud is a
random closed set in the terminology of Stoyan et al. (1995); i.e. it is measurable
with respect to the ‘hitting’ -algebra H on the class of closed subsets of T ; for the
de6nition of H (see Matheron, 1975 or Stoyan et al., 1995).
As mentioned previously, the diPculty in using −k and 
+
k to approximate  is that,
despite the measurability property of part 1 of Corollary 3.10, they are not adapted
random sets, and so cannot be used to prove set-indexed stopping theorems. Thus, we
turn our attention to gk(). The following is analogous to Lemmas 1.5.6 and 2.1.5
of Ivano' and Merzbach (2000) for stopping sets; the results here are proven under
di'erent conditions.
Lemma 3.11. (1) If  is an anti-cloud, then gk() is an adapted random set taking
its values in C‘(Ak)(cu).
(2) If  is an adapted random set taking its values in C‘(Ak)(cu) and
(∅; ] := {(!; t)∈ × T : t ∈ (!)};
then
(∅; ] =
⋃
C∈C‘(Ak )
FC × C;
where FC ∈GC .
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Proof. (1) Adaptedness is a simple consequence of the de6nition of gk():
{! : t ∈ gk((!))}= {! :Ck(t) ⊆ gk((!))}= {! : tCk (t) − ∈ (!)}∈FAt ;
since tCk (t) − ∈At .
(2) Note that for C ∈C‘(Ak), FC = {! :C ⊆ (!)} = {! : t ∈ }∈FAt for every
t ∈C. Thus, FC ∈
⋂
t∈CFAt =
⋂
A∈A;A∩C =∅FA = GC .
We are now in a position to prove a sort of stopping theorem for the =ltered process
X A := X∩A when X@ = 0 a.s.
Theorem 3.12. Let  be an anti-cloud and X =Y −W , where Y and W are increasing
processes such that Y@ =W@ = 0 a.s.
1. If X is adapted, then the same is true of X .
2. If X is a pseudo-strong martingale, then the same is true of X .
3. If X is a strong martingale, then the same is true of X .
Proof. By Corollary 3.9, X A = limk Xgk ()∩A a.s. Trivially, X
 is the di'erence of in-
creasing processes and so each trajectory can be extended to a countably additive
function on B.
(1) From part (2) of Lemma 3.11, we have
Xgk ()∩A =
∑
C∈C‘(Ak )
IFCXC∩A =
∑
C∈C‘(Ak );C∩A =∅
IFCXC∩A;
where FC = {! : tC −∈ (!)}. If C ∩ A = ∅, then FC ∈GC ⊆FA. Next, since XC∩A is
FA-measurable, we may conclude by completeness that X

A ∈FA.
(2) and (3) Adaptedness in the strong martingale case follows from (1) above. It
remains to verify the pseudo-strong martingale property: for any C ∈C,
E[X C |G∗C] = 0: (7)
First assume that C ∈C‘(An)(u) for some n. Then by part (2) of Lemma 3.11, for
k¿ n,
X gk ()C =
∑
C′∈C‘(Ak );C′⊆C
IFC′XC′ (8)
and
E[X gk ()C |G∗C] =
∑
C′∈C‘(Ak );C′⊆C
E[IFC′E[XC′ |G∗C′ ]|G∗C] = 0: (9)
By additivity, X gk ()C →k X C a.s., and since X is the di'erence of increasing processes,
we may conclude that (7) follows by uniform integrability.
Next, we consider a general set C ∈C and assume without loss of generality that
C ⊂ B◦1 (Bk as de6ned in De6nition 2.1). If C = A \Dm is its maximal representation
in Bm, for n¿m, de6ne Cm(n) = gn(A) \ gn(Dm). By additivity and outer continuity,
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X C = limn X

Cm(n) for every m. Now, Cm(n)∈C‘(An)(u), and so by what has already
been proven it follows that
E[X Cm(n)|G∗Cm(n)] = 0:
Therefore, since G∗C =
∨
mFDm ,
E[X C |G∗C] = limm E[X

C |FDm ]
= lim
m
lim
n
E[X Cm(n)|FDm ]
= lim
m
lim
n
E[E[X Cm(n)|G∗Cm(n)]|FDm ]
= 0:
The second equality above follows by uniform integrability and the third because
FDm ⊆ Fgn(Dm) ⊆ G∗Cm(n). This completes the proof of (7) for general C ∈C, and
the theorem follows.
Comments: 1. We need to consider the condition P(X@=0)=1 for  an anti-cloud.
For X an integrable increasing process, it is enough to show that E[X@] = 0. In our
application to survival analysis, we will be considering the situation in which X and
 are independent (as de6ned in the next section). In this case, for X an integrable
increasing process, ,A := E[XA] de6nes a measure , on B, and intuitively it is clear
that E[X@]=E[,@]. If , is absolutely continuous with respect to the reference measure
, then E[X@] = E[,@] = 0, since  takes its values in K.
Formally, from Lemma 3.7 and monotone convergence, since @=
⋃
n(Bn ∩ @),
E[X@] = lim
n
lim
k
E[XBn∩+k ]− limn limk E[XBn∩−k ]:
But both +k and 
−
k have countably many possible values, since each belongs to
C‘(Ak)(cu). Therefore, Corollary 3.10 permits us to make an elementary calculation
that yields E[XBn∩+k |
+
k ] = ,Bn∩+k , E[XBn∩−k |
−
k ] = ,Bn∩−k ; thus, E[X@] = E[,@], as
required.
2. In view of the application to survival analysis, we have focussed our attention on
processes that are increasing or the di'erence of increasing processes. However, it is
clear that more general pseudo-strong martingales X can be considered. Provided that
X is uniformly integrable on compact sets, has sample paths which are outer continuous
with inner limits on the class of sets {D∩K :D∈A(u); K ∈K}, and P(X@=0)=1,
1 and 2 of Theorem 3.12 will continue to hold. For example, consider the case of
a set-indexed Brownian motion with variance measure - (cf. Ivano' and Merzbach
(2000), De6nition 3.4.2) and an independent anti-cloud . If both A and the possible
values of  are restricted to a Vapnik–C˜ervonenkis class, then X has a version with
continuous sample paths, is uniformly integrable, and P(X@ = 0) = 1 provided that -
is absolutely continuous with respect to .
Before concluding this section, we shall discuss an important example which does
not satisfy Assumption 2.3; regardless, we shall see that most of the results in this
section remain valid, and that this approach to censoring may still be applied.
B.G. Ivano/, E. Merzbach / Stochastic Processes and their Applications 111 (2004) 259–279 271
Example 3.13 (History of the world): This example (the ‘history of the world’)
models space–time data. Here, T = B(0; s0) (compact ball of radius s0 in R3),
A= {AR(a;b;c;d); s; 06 a¡b¡ 2/; −/6 c¡d6 /; s∈ [0; s0]}, where the set
AR(a;b;c;d); s := {(r cos 1 cos 2; r sin 1 cos 2; r sin 2); 1∈ [a; b]; 2∈ [c; d]; r ∈ [0; s]}
can be interpreted as the history of the region
R(a; b; c; d) = {(cos 1 cos 2; sin 1 cos 2; sin 2); 1∈ [a; b]; 2∈ [c; d]}
of the Earth from the beginning until time s. (Here 1 represents the longitude of the
generic point in the region R(a; b; c; d), while 2 is the latitude.) Hence, A can be
identi6ed with the history of the world up to time s0.
The diPculty with this example is that although A is an indexing collection, for
t = (x; s)∈T (x represents a point on the surface of the sphere, s the distance from
the origin), At consists of the ray connecting the origin to t. Therefore, ∅′= {(0; 0; 0)}
is the only lower bound for a set in C of the form (t; t′] × B, where B is any set on
the surface of the sphere containing more than one point. Therefore, we will modify
Assumption 2.3 as follows:
Assumption 3.14. For each C ∈C‘(Ak) such that C = ∅′, there exists a point tC−∈T
such that AtC− ∩ C = ∅, and
lim
k→∞
sup
C∈C‘(Ak )
sup
t∈C
d(tC−; t)→ 0:
Further, given a set A∈A, for sets C ∈C‘(Ak) such that A ∩ C = ∅, the point tC−
may be chosen so that tC − ∈A. By convention, let t∅′ −=∅′.
Just as before, Assumption 3.14 implies that
lim
k→∞
(
sup
t∈T
diam(Ck(t))
)
= 0:
As well, by de6nition we observe that FAtC− ⊆ G∗C . Note now, however, that the
collection {tC− : C ∈C‘(Ak); k = 1; 2; : : :} may depend on a set A; this dependence
is suppressed in the notation. Regardless of the choice of A, de6ning gk() exactly as
before, it is easily seen that Lemma 3.7 remains valid with exactly the same proof,
as does Corollary 3.9. However, Lemma 3.11 is no longer true: gk() is no longer
necessarily an adapted random set. We do have the following.
Lemma 3.15. If Assumption 3.14 obtains and  is an anti-cloud, then
(∅; gk()] =
⋃
C∈C‘(Ak )
FC × C;
where FC ∈G∗C .
Proof. For C ∈C‘(Ak), FC = {! :C ⊆ (!)}= {! : tC− ∈ }∈FAtC− ⊆ G∗C .
Despite the weaker measurability of (∅; gk()], Theorem 3.12 remains valid: for the
proof of part 1, 6xing A∈A, we choose the points tC− as in Assumption 3.14 and
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observe that if C ∩A = ∅, then FC = {! : tC −∈ (!)}∈FAtC− ⊆FA. For parts 2 and
3, the proof of the pseudo-strong martingale property is identical to that of Theorem
3.12, noting that (9) remains true, since by Lemma 3.15 FC′ ∈G∗C′ .
As Lemma 3.11 is not required in the sequel, we shall assume that our indexing
collection satis6es either Assumption 2.3 or 3.14.
4. An application to survival analysis
In this section, we will develop a Nelson–Aalen estimator for the integrated hazard
function in a general survival model in which the data points are elements of the set T
and are observable only on an anti-cloud. We shall see that the results of the previous
section allow us to follow closely the development in Ivano' and Merzbach (2002)
with appropriate modi6cations.
We begin with the model speci6cation, as presented in Ivano' and Merzbach (2002):
let Y : → T be a T -valued random variable, and denote by 4 = 4Y its distribution
function: 4(B) = P{Y ∈B}. The survival function associated with Y is S(t) = 4(Et).
We assume that 4 is absolutely continuous with respect to  and denote by 4′ the
Radon–Nikodym derivative of 4 with respect to  on the Borel sets of T .
Denition 4.1.
• For t ∈T , the hazard function of Y is h where
h(t) =
4′(t)
S(t)
:
If S(t) = 0, h(t) is de6ned to be zero.
• The integrated hazard function of Y is H where
HA =
∫
A
h(u)(du) for any A∈A:
Let N ={NA; A∈A}={I{Y∈A}; A∈A} be the single-jump process associated with
Y and FY={FYA ; A∈A(u)} its minimal 6ltration: FYA={NB :B∈A; B ⊆ A}∪{P0}
(P0 is the class of P-null sets). N is increasing, and it has a *-compensator:
Proposition 4.2 (Ivano' and Merzbach, 2002, Proposition 2.9). The process MN de=ned
by
MNA =
∫
A∩AY
4(Eu)−14(du) =
∫
A∩AY
h(u)(du) =
∫
A
I{Y∈Eu}h(u)(du)
is a *-compensator of the process N with respect to its minimal =ltration, where
AY (!) = AY (!).
Now, given a T -valued random variable Y whose associated single-jump process N
is adapted to a 6ltration F and an F-cloud ! with corresponding anti-cloud  = !c,
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Fig. 1. Filtering by a cloud ! in [− 1; 1]2.
the 6ltered jump process is N := I{Y∈∩} corresponds to observing occurrences of Y
only on the complement of the cloud: we may then say that N has been 6ltered by
the cloud !.
For the case in which T = [− 1; 1]2, this is illustrated in Fig. 1. Those values of Y
which can be observed are indicated with ‘•’ and those which are obscured by ! are
indicated with ‘◦’. Note that ! is not connected; in general,  need not be connected
either.
In what follows, if  : → K, let F denote the minimal (A-indexed) 6ltra-
tion with respect to which  is an anti-cloud. We will assume that  and Y are
independent:
Denition 4.3. Let Y be a T -valued random variable and let  be a random set taking
its values in K. Y and  are independent if FY is independent of F.
Lemma 4.4. Suppose that Y and  are independent and the =ltration F satis=es
FA =FYA ∨FA, ∀A∈A. If N is the single-jump process associated with Y, then
(N − MN ) is a pseudo-strong (F-)martingale.
Proof. By independence of Y and , it follows from Proposition 4.2 that N − MN is a
pseudo-strong (F-)martingale which is the di'erence of integrable increasing processes.
Next, we observe that for any Borel set B, E[NB]=P(Y ∈B)=4(B). Likewise, E[ MNB]=∫
B 4(Eu)h(u)(u). In both cases, the measure de6ned by the expectation is absolutely
continuous with respect to . By the discussion following Theorem 3.12, it follows
that E[N@] =E[ MN@] = 0, and so P((N − MN )@ =0)= 1. The lemma now follows from
Theorem 3.12.
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We can now de6ne the Nelson–Aalen estimator of the integrated hazard function
using 6ltered data. Lemma 4.4 allows us to follow the development in Ivano' and
Merzbach (2002); changes to proofs will be indicated as necessary. For further details,
refer to Ivano' and Merzbach (2002).
We shall assume that we are given a sequence of i.i.d. T -valued random variables
(Yi) with the same distribution as Y is given, as well as a sequence (i) of anti-clouds
independent of the Y ′i s. De6ne the following processes:
N (n)A =
n∑
i=1
I{Yi∈A};
Zn(t) =
n∑
i=1
I{Yi∈Et}I{t∈i};
MN (n)A =
∫
A
Zn(t)h(t)(dt):
By independence and Lemma 4.4, MN (n) is a *-compensator for N (n)

, where N (n)

A =∑n
i=1 I{Yi∈A∩i}, and the process
M (n): = N
(n)
: −
∫
:
Zn(t)h(t)(dt)
is a pseudo-strong martingale with respect to F, the minimal 6ltration generated by
the sequences (Yi) and (i). Since
N (n)

(dt) = Zn(t)h(t)(dt) +M (n)(dt)
regarding M (n) as noise, we are led to a set-indexed version of the Nelson–Aalen
estimator for HA:
Hˆ (n)A =
∫
A
N (n)

(dt)
Zn(t)
=
∑
{i:Yi∈A∩i}
(Zn(Yi))−1:
De6ne
Jn(t) = I{Zn(t)¿0}
and
H˜ (n)A =
∫
A
Jn(t)h(t)(dt):
Trivially, H˜ (n)A = HA if P(Jn(t) = 1 ∀t ∈A) = 1. We observe that since Et is closed,
N (n)

(dt)¿ 0 only if Jn(t) = 1. Thus,
Hˆ (n)A − H˜ (n)A =
∫
A
Jn(t)
Zn(t)
M (n)(dt): (10)
Proposition 4.5. Hˆ (n) − H˜ (n) is a pseudo-strong martingale.
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Proof. From (10), if follows that we must show that for every C ∈C and F ∈G∗C ,∫
F
∫
C
Jn(!; t)
Zn(!; t)
M (n)(!; dt)P(d!) = 0: (11)
This was a key result in Ivano' and Merzbach (2002), whose proof depended on the
fact that if  is a stopping set, then for any B∈A(u), I{t∈i∩B}= limk I{t∈gk (i)∩B}. As
this is not true for anti-clouds, we must proceed more carefully. From Lemma 3.7, we
have the following:
I{t∈0i∩B}6 lim infk
I{t∈gk (i)∩B}6 lim sup
k
I{t∈gk (i)∩B}6 I{t∈i∩B}: (12)
Taking Lemma 3.11 and (12) into account, and mimicking the argument in the
appendix of Ivano' and Merzbach (2002), it follows that (Jn(t)=Zn(t))I{t ∈C} is
a 6nite linear combination of random variables W1(t); : : : ; Wm(t) where for each j,
06Wj(t)6 1 and there exist events Hk;h ∈G∗Ck; h and B∈Ak(u) such that
Wj(!; t)¿ lim sup
k→∞
∑
Ck;h∈C‘(Ak );Ck;h⊆B
IHk; h×Ck; h(!; t) (13)
¿ lim inf
k→∞
∑
Ck;h∈C‘(Ak );Ck;h⊆B
IHk; h×Ck; h(!; t) (14)
¿Vj(!; t); (15)
where Vj(t) is a random variable such that 06Wj(t) − Vj(t)6 I{t∈@}. We are done
if it can be shown that∫
F
∫
C
Wj(!; t)M (n)(!; dt)P(d!) = 0; (16)
where FC ∈G∗C and (without loss of generality, since we may suitably augment Ak)
we may assume that C is a 6nite union of sets from C‘(Ak), for every k. Now, we
observe that (cf. proof of Lemma 4.4)∫
F
∫
C
(Wj(!; t)− Vj(!; t))|M (n)|(!; dt)P(d!)6E[N (n)@ ] + E[ MN (n)@ ] = 0: (17)
It is an immediate consequence of (13)–(15) and (17) that
(16) = lim
k→∞
∑
Ck;h∈C‘(Ak );Ck;h⊆B
∫
F
∫
C
IHk; h×Ck; hM
(n)(!; dt)P(d!)
= lim
k→∞
∑
Ck;h∈C‘(Ak );Ck;h⊆B
∫
Hk;h∩F
∫
Ck;h∩C
M (n)(!; dt)P(d!)
= lim
k→∞
∑
Ck;h∈C‘(Ak );Ck;h⊆C
∫
Hk;h∩F
M (n)Ck; h dP
= 0:
The last equality follows since {G∗C} is a decreasing family and so Hk;h ∩ F ∈G∗Ck; h
when Ck;h ⊆ C.
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At this point, we have required independence of the sequences (Yi) and (i), but
we have not needed to assume that 1; 2; : : : are independent. Henceforth, however, it
will be assumed that 1; 2; : : : are independent and independent of the Yi’s.
Proposition 4.6 (Ivano' and Merzbach (2002), Proposition 4.2): For C; D∈C,
Cov(M (n)C ;M
(n)
D )
= n
∫
C∩D
S(t)P(t ∈ )h(t)(dt)
+ n
∫ ∫
I(C;D)
4(Es ∩ Et)P(s; t ∈ )h(s)h(t)(ds)(dt); (18)
where I(C;D) = {(c; d)∈C × D : c∈Acd ∩ Ecd}= {(c; d)∈C × D :d∈Acc ∩ Ecc}.
The proof is exactly as in Ivano' and Merzbach (2002), with one very minor com-
ment required: in proving that for D∈C,
E
[∫
D
I{Y∈C∩Et∩}I{t∈}h(t)(dt)
]
=
∫
D
∫
C∩Et
P(s; t ∈ )4(Es ∩ Et)h(s)h(t)(ds)(dt);
(Eq. (14) of Ivano' and Merzbach, 2002), it is enough to observe that
E[I{Y∈C∩Et∩}I{t∈}] =
∫
C∩Et
P(s; t ∈ )4(ds):
Corollary 4.7. Let g be a continuous function on T. Then
∫
: g(t)M
(n)(dt) is a pseudo-
strong martingale and for C; D∈C,
Cov
(∫
C
g(s)M (n)(ds);
∫
D
g(t)M (n)(dt)
)
= n
[∫
C∩D
g2(t)S(t)P(t ∈ )h(t)(dt)
+
∫ ∫
I(C;D)
g(s)g(t)4(Es ∩ Et)P(s; t ∈ )h(s)h(t)(ds)(dt)
]
: (19)
This is basically Corollary 4.4 of Ivano' and Merzbach (2002), except that there it
was assumed that g is monotonic. This is not necessary, since g is bounded on compact
sets.
We are now in a position to consider the asymptotic properties of Hˆ (n).
Theorem 4.8. If P(A ⊆ )¿ 0, then Hˆ (n)A , the Nelson–Aalen estimator for HA, is
asymptotically unbiased.
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Proof. Exactly as in Ivano' and Merzbach (2002), the bias of Hˆ (n)A is
E[Hˆ (n)]A − HA =−
∫
A
P(Zn(t) = 0)h(t)(dt):
Since P(Zn(t) = 0)→ 0 for every t ∈A, by dominated convergence Hˆ (n) is asymptoti-
cally unbiased.
In Ivano' and Merzbach (2002), to prove consistency we were able to exploit the
fact that if  is a stopping set, then the process I{t∈} is monotonic in t in the partial
order on T . In addition, we made use of the fact that I{t∈} has sample paths in
an appropriate function space (i.e. the space of functions which are ‘continuous from
below with limits from above’). In general, neither of these properties remain true for
clouds, and so once again some care is required.
Accordingly, we will assume (as in Ivano' and Merzbach (2002)) that S and P(· ∈ )
are strictly positive continuous functions on T , and that for every A∈A, inf t∈AS(t)¿ 0
and P(A ⊆ )¿ 0. We will suppose that
lim
$→0
sup
t∈T
P(t ∈ (@)$) = 0: (20)
We continue to assume that the space (T; d) is a complete separable metric space.
Additionally, we will need to suppose that we can de6ne an appropriate function space
D(T ) on T closed under linear combinations, products and quotients (when de6ned)
which contains all continuous functions and functions of the form I{t∈B} for B∈A(u),
and which is equipped with a metric dD making ‘supt∈A | · |’ continuous on compact
sets A ⊆ T . We must also assume that uniform convergence on every A∈A implies
convergence in dD. This is the case if T = Rd or Rd+. In fact, we observe that our
notation is somewhat misleading in that for T =R, the paths of I{t62} (2∈R is 6xed)
are left-continuous with limits on the right, rather than the reverse. Nevertheless, this
space can be endowed with an analogue of the usual Skorokhod topology.
Note that although I{t∈} does not have sample paths in D(T ), it is reasonable to
assume that both I{t∈+k } and I{t∈−k } do, as does I{Y∈Et} = I{t∈AY}. For the sequence
(i; i=1; 2; : : :) of anti-clouds, let +i; k and 
−
i; k be de6ned as in De6nition 3.5. De6ne:
Zk+n (t) =
n∑
i=1
I{Yi∈Et}I{t∈+i; k};
Zk−n (t) =
n∑
i=1
I{Yi∈Et}I{t∈−i; k}
and observe that
Zk−n (t)6Zn(t)6Z
k+
n (t): (21)
Using the notation of Ivano' and Merzbach (2002), let
Dn(t) =
Zn(t)− E[Zn(t)]√
n
(22)
and de6ne Dk+n ; D
k−
n analogously, using Z
k+
n ; Z
k−
n .
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As the normalized sum of i.i.d D(T )-valued random variables, the sequences (Dk+n (·))
(respectively (Dk−n (·))) converges in 6nite-dimensional distribution to a Gaussian pro-
cess on T whose covariance structure is for s; t ∈T (cf. (8) of Ivano' and Merzbach
(2002)):
4(Es ∩ Et)P(s; t ∈ +k )− S(s)S(t)P(s∈ +k )P(t ∈ +k ); (23)
(respectively,
4(Es ∩ Et)P(s; t ∈ −k )− S(s)S(t)P(s∈ −k )P(t ∈ −k )): (24)
We must assume that in fact both sequences (Dk+n (·)) and (Dk−n (·)) converge in D(T )
and that the sample paths of the limiting Gaussian processes are almost surely bounded
on compact sets.
As a result, despite the fact that the sample paths of Zn(·) have no particular regu-
larity properties, we can still prove a uniform law of large numbers:
Lemma 4.9. For A∈A, as n→∞
sup
t∈A
∣∣∣∣Zn(t)n − S(t)P(t ∈ )
∣∣∣∣→P 0:
(‘→P’ denotes convergence in probability.)
Proof. Recalling (21),
sup
t∈A
∣∣∣∣Zn(t)n − S(t)P(t ∈ )
∣∣∣∣
6 sup
t∈A
∣∣∣∣Zn(t)n −
Zk−n (t)
n
∣∣∣∣
+sup
t∈A
∣∣∣∣Z
k−
n (t)
n
− S(t)P(t ∈ −k )
∣∣∣∣
+sup
t∈A
S(t)
∣∣P(t ∈ −k )− P(t ∈ )∣∣
6 sup
t∈A
∣∣∣∣Z
k+
n (t)
n
− Z
k−
n (t)
n
∣∣∣∣ (25)
+ sup
t∈A
∣∣∣∣Z
k−
n (t)
n
− S(t)P(t ∈ −k )
∣∣∣∣ (26)
+ sup
t∈A
(P(t ∈ +k )− P(t ∈ k−)): (27)
Because ‘supt∈A| · |’ is continuous, we have that both (supt∈A|Dk+n (t)|) and
(supt∈A|Dk−n (t)|) converge in distribution to 6nite random variables; therefore, as n→
∞,
sup
t∈A
∣∣∣∣Z
k+
n (t)
n
− S(t)P(t ∈ +k )
∣∣∣∣= 1√n supt∈A |D
k+
n (t)| →P 0
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and
sup
t∈A
∣∣∣∣Z
k−
n (t)
n
− S(t)P(t ∈ −k )
∣∣∣∣= 1√n supt∈A |D
k−
n (t)| →P 0:
It follows that for any $¿ 0,
lim
n→∞P
(
sup
t∈A
∣∣∣∣Z
k+
n (t)
n
− Z
k−
n (t)
n
∣∣∣∣¿$+ sup
t∈A
S(t)P(t ∈ +k \ −k )
)
= 0:
Fix <¿ 0. Assumption 2.3 (or 3.14) and (20) allow us to choose $ and k so that for
every t ∈A,
P(t ∈ +k \ −k )6P(t ∈ (@)$)¡
<
3
:
Combining these results with (25)–(27), we have
lim
n
P
(
sup
t∈A
∣∣∣∣Zn(t)n − S(t)P(t ∈ )
∣∣∣∣¿<
)
6 lim
n
P
(
sup
t∈A
∣∣∣∣Z
k+
n (t)
n
− Z
k−
n (t)
n
∣∣∣∣¿ <3
)
+ lim
n
P
(
sup
t∈A
∣∣∣∣Z
k−
n (t)
n
− S(t)P(t ∈ −k )
∣∣∣∣¿ <3
)
=0:
Comment: Provided that inf t∈A S(t)P(t ∈ )¿ 0, Lemma 4.9 implies that
sup
t∈A
∣∣∣∣ nZn(t) −
1
S(t)P(t ∈ )
∣∣∣∣→P 0: (28)
Theorem 4.10. Let A∈A. Assume that inf t∈A S(t) = inf t∈A 4(Et)¿ 0, that S is con-
tinuous, and that P(A ⊆ )¿ 0 and P(t ∈ ) is continuous in t. Then Hˆ (n)A is a
consistent estimator of HA.
Proof. Given Corollary 4.7, Lemma 4.9 and (28), the proof of consistency is the same
as that of Theorem 4.6 in Ivano' and Merzbach (2002).
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