This article focuses on the most common application scenarios for data collection and uploading in WSN (Wireless Sensor Networks). First, we measure the energy consumption of widely used hardware. According to the characteristics of transmission energy consumption, a MIP (mixed integer programming) model called FAT-WSN (fragmentation aggregation transmission WSN) is proposed to minimize the number of data fragments. Moreover, we propose an iterative solution for this MIP problem with elasticity and low complexity. The main optimization method for this model is to adjust topology and traffic distribution. It focuses on optimizing the number of data transfers without modifying any data and without introducing a compression calculation burden. Finally, simulation and small-scale real node verifications are performed for the FAT-WSN scheme. The experimental results show that FAT-WSN can effectively reduce the number of data transmission and reception, thereby reducing energy consumption and improving network life. Compared with the MinST model, JGDC (Jointly Gaussian Distributed Compress) model and AMREST (Approximately Maximum min-Residual Energy Steiner Tree) model, the network life can be increased by 10%-30% without extending the calculation time. INDEX TERMS Wireless sensor network, data convergence, maximum lifetime, energy efficient routing protocol.
I. INTRODUCTION
There are many types of data transmission in WSN (Wireless Sensor Networks), and multi-point to point transmission is the mainstream. Aiming at this mode, the main energy-saving methods include optimizing topology and routing to make energy consumption more uniform [1] , [2] , compressing and converging data packets to reduce the number of transmissions [3] , [4] , and so on. Unfortunately, data compression and aggregation often introduce other problems, such as the computational energy consumption of compression algorithms. Data aggregation can introduce excessive transmission delays and so on. In particular, some aggregation methods in the research of data compression require that the collected data have a high correlation [5] . A significant compression ratio can be obtained based on strong data correlation.
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In addition, the definition of sensor network life is also varied [6] . In practical application scenarios, not all the first node dead will determine the end of network life. These remaining limitations pose challenges to the energy-saving optimization of WSN.
The following is a general analysis of the current state-ofthe-art research, which leads to the motivation of this paper. The existing energy-saving research on WSN data aggregation mainly focuses on energy-aware routing scheduling and data compression. In energy-aware routing scheduling [17] , [23] , [24] , existing research still has limitations as follows. Most of them are to delay the death of the first node as the optimization goal, and pursuing the uniform energy consumption of the node is the method. However, some studies have realized that the cost of pursuing uniform energy consumption is great [18] , [23] , [24] . The reasons are as follows: there are at least 15 definitions of lifetime for different scenarios in the WSN studies [6] . The dominant categories are: the death of the first node and the death of a certain proportion. In real-world applications, some nodes are allowed to die in many scenarios, unless the criticality and importance of each node are equal and any death cannot be tolerated. Some existing researches have sacrificed the energy consumption of the whole network in pursuit of uniform energy consumption [23] , [24] . For the common needs in practical applications (allowing a certain percentage of deaths), it is negative optimization [18] . On the other hand, it does not reduce data traffic substantially, there is still some room for optimization. Based on previous research [18] , this paper firstly measured the energy consumption of data transmission and reception. According to the characteristics of ''no matter the size of the packet, the energy consumption is similar'' in the measured results, this paper takes ''filling the full frame'' as the main means to substantially reduce the number of data transmission and reception, and then obtain the energy saving effect. See Section II for details. In summary, this paper is aimed at optimizing the network lifetime by considering the life standard of ''allowing a certain proportion of the nodes to die'' which is rarely involved in the existing research. Node death refers to the node that cannot collect or transmit data due to energy exhaustion. Real experiments also verify that cross-layer routing optimization based on physical layer features can produce significant energy savings, see Section IV, Section V.
More importantly, related research on data compression generally requires a situation where the data collected by the nodes are highly correlated [28] , [29] . However, in practical applications, there are scenes in which the data collected by the sensors are weakly correlated, such as hydrological observation [27] , etc. It needs to be noted that the existing IoT (Internet of Things) architecture is developing rapidly, and the new LPWAN (Low-Power Wide-Area Network) long-distance single-hop topology is booming [26] . However, due to the ''SF (spreading factor) adjustment'' problem in LPWAN, many multi-hop tree-shaped LoRa architectures have emerged [25] , [30] , that is, ''big trees'' with several kilometers between nodes. Due to the large distance between the nodes in the ''big tree'', data may be poorly correlated, data compression solutions have limitations. The method proposed in this paper is based on the energy-saving idea of ''fuller packet'', and there is no requirement for data correlation. From this perspective, there are some advantages compared with the idea of data compression.
This article is based on our previous research [34] , which only targets tree-shaped WSN and does not include clustered networks. According to the energy consumption characteristics of data transmission, a model of sensor network named FAT-WSN (fragmentation aggregation transmission WSN) based on MIP is proposed from the perspective of routing planning and data fragmentation lossless convergence. Based on the latest research progress in the field of MIP [7] , a heuristic solution method with low complexity is presented.
Finally, the optimization scheme is verified by simulation and real nodes. The main optimization method of this paper is to adjust the topology and traffic distribution, which belongs to network layer. It does not modify or compress any data.
The model of this paper is mainly for the increasing data collection scenarios under inconvenient power supply in recent years. The scenarios include: field data collection [31] , the situation of energy-harvesting network is not charging, such as solar network at night [32] . Besides, in terms of network status, the network formation process of this paper is classified into two types, LSC (local synchronization convergence) and WSC (whole network synchronization convergence), which can be applied to different scenarios with high and low delay requirements. The multi-hop LORA mentioned in the third paragraph is also one of the future applicable scenarios of this model.
The rest of this paper is organized as follows. Section II analyzes the related researches and their limitations, measures some hardware, and presents the idea. Section III presents the FAT-WSN model and designs the solution algorithm. Section IV compares and analyzes the effectiveness and time complexity by experiments.
II. RELEVANT WORKS AND MOTIVATIONS
The related works can be divided into 3 main types, including hole avoidance, energy-aware routing and data aggregation ( Table 1 ). The technical characteristics of the energy hole avoidance are mainly to reduce the data forwarding workload of some busy nodes, and to strengthen the number of nodes deployed in the hotspot area in advance. The energy-saving routing and scheduling class mainly rely on node scheduling to make some nodes enter a sleep state. The research of data aggregation uses caching and compression in the data collection process. But there are still some limitations. The research on both the hole avoidance and the energy-aware routing is based on the node deployment, cluster head election, dormancy scheduling or traffic distribution. The essence of them is the VOLUME 7, 2019 ''intermediate node selection.'' However, it does not fundamentally reduce the total number of communications, so it can be further improved. In addition, the first two types of research (Table 1 ) mostly tends to pursue energy balance, and the death of the first node is regarded as the end of network life. It does not show how to optimize another definition of lifetime if node deployment conforms to the principle of ''internal compact and external looseness'' and allows a certain proportion of node deaths. Data aggregation research has to some extent compensated for the shortcomings of the above two types of research. It essentially reduces the number of communications in terms of aggregation or compression. However, there are still some problems. As an example, network-wide aggregation introduces large delays and thus lacks adaptability to urgent scenarios. Another example is that the nodes will consume more energy of the compression computation. The following analysis based on some actual measurements and a small example leads to the idea of this paper. As Fig. 1 , We used the high-precision power monitor (Monsoon FTA22) to measure the energy consumption of CC2530. Whether it is sending 1 byte or 127 bytes specified by MTU (Maximum Transmission Unit), the energy consumption is basically the same. Data reception energy consumption is 60% of data transmission. By further testing the case of longer data leading to fragmentation, a simple approximate relationship between energy consumption and data length can be summarized as follows:
Send : J s = 3.3×32.5×2.5n(unit : J ×10 −6 ), n = l/85
Receive : J r = 3.3 × 32.5 × 1.5n, l is data length
The above approximate expression is obtained by us through the actual measurement of the node based on the TI CC2530 chip. We also measured other chips, such as TI CC2538, NXP JN5179, and even some BLE4.0 (Bluetooth Low Energy) such as Nodic 51822, etc., and got a similar conclusion, only a small difference in electrical current consumption. In conclusion, energy consumption is not directly related to the absolute length of the data, but only related to the number of fragments. This phenomenon results from various factors of additional behavior related to data transceiving, such as the chip itself from sleep −→ wake up −→ TX or RX state switching time [8] , short IDLE time after transmission or reception, and the latency waiting for ACK (Acknowledgement). The proportion of energy consumed by real data transceiving itself is relatively small. Therefore, the above will occur. In view of the energy-consuming nature of hardware, it is necessary to introduce a simple data convergence and synchronization mechanism between the parent and child nodes [9] . That is, any node only needs to collect the data of several ''son'' nodes that are directly connected to it and then merge and send it to the upstream to save energy. Some current data convergence studies are similar ideas [9] .
Through the above actual test, the key is how to make each data transmission and reception of each node as close as possible to the MTU in the data convergence process, and the network energy consumption will be effectively reduced. Our previous work [18] tried to maximize the number of leaf nodes, that is, minimize the connected dominating set, so that more data convergence opportunities were generated. However, we found that the data fragmentation is still more in the experiment, and it can be further optimized.
Two simple examples are given to illustrate that different routing and traffic allocation strategies can result in significant differences in network lifetime. Also, network lifetime and data convergence are not necessarily positively correlated. According to Example 1 in Fig. 2 , each node periodically collects and uploads 30 bytes of data. The communication distance can only cover the adjacent layer. For simplicity, suppose that the MTU is 60 bytes. Assume that the energy consumption of a node sending data once is 1 unit, receiving once is 0.6 units. There are simple convergence mechanisms as literature [9] . For example, node 2 in case 2 of Fig. 2 unifies the data of nodes 3 and 4 and uploads them together. This consumes 2×0.6+1 units energy. The energy consumption of its own data upload and transmission is 1 unit (The reason for node 2's own data to be sent separately is to avoid excessive delays.). Therefore, the energy consumption of node 2 in 1 cycle is 3.2. The end of system life is assumed when half of the nodes in the network die or lose connectivity.
Example 1 case 1 (Fig. 2) : The data is uploaded evenly and is not converged. The initial energy of each node is 26. After 10 cycles, energy of all inner nodes has been depleted, and the outer nodes have been disconnected, which mark the end of the network life.
Example 1 case 2 ( Fig. 2 ): Data are collected and converged as much as possible. In this case, the parent node 2 uploaded the data of sub-nodes 3 and 4 together. As mentioned above, the data of node 2 itself would be transmitted separately to avoid excessive delay. In the eighth cycle, since the energy of node 2 is depleted, node 3 and 4 are connected to parent node 1 instead and work for another 5 cycles to the end. Although the first node died earlier than case 1, the network life of ''a certain percentage of deaths'' was longer than case 1. It is about 13 cycles. Unfortunately, not the data is more aggregated, the longer the network will last. As shown in Example 2 ( Fig. 3 ), the initial energy is set to 32. In case 1, the network life ended after 10 cycles due to death of node 1 and 2. In case 2, the degree of data convergence is more significant than in case 1, where node 1 receives and sends data for 3 times per cycle. The reason why node 1 sends one more time is that the total data of 3 child nodes exceeds MTU and needs to be fragmented. Therefore, the energy consumption is 4.8. After 6 cycles, node 1 is exhausted and the children are connected to node 2 to continue working. At this point, the residual energy of node 2 is 16.4. After 3 cycles, the lifetime of the network ends with the death of node 2, and the total lifetime is 9 cycles.
It can be seen that the network life is not necessarily longer when the data is more converged.
In summary, the relationship between network lifetime and data convergence is not a simple positive correlation. The essential influencing factor of network energy consumption is the number of times the data fragment is sent and received. That is, the more complete the data fragmentation (close to MTU), the higher the energy utilization per data transmission. The importance of this conclusion is that it provides a guiding role for network optimization. The optimization of this paper is based on this conclusion. Because too much data of simple ''child'' nodes are aggregated to the parent node, in the worst case, it may produce exactly one byte more than the integer n fragments. This will cause the parent node to perform a total of n + 1 data transmissions. If each node of the entire network generates such excess energy consumption in each acquisition cycle, it will adversely affect the life of the entire network. Therefore, the ideal situation is to complete the MTU fragmentation in the process of data aggregation, and try to reduce the number of small data fragments to maximize the energy saving effect. Based on this, a MIP model is proposed.
III. A DATA PIECES MINIMIZATION MODEL (FAT-WSN) A. BASIC INFORMATION ABOUT NODE COMMUNICATION
Before giving the model description, it is necessary to explain the basic situation of communication between nodes. We tested the basic communication conditions such as the distance and BER (bit error rate) of the real Zigbee nodes (Based on TI cc2530). Testing is carried out in the corridor and lobby of our teaching building. Due to the large amount of Wi-Fi, Bluetooth and other IoT wireless devices in the building, the overall electromagnetic environment is not such friendly. Fig. 4 shows the results of the relationship between the node distance and the SNR (signal to noise ratio), and Fig. 5 shows the relationship between the SNR and the BER. As shown in Fig. 4 and Fig. 5 , when the distance between nodes is less than 10 meters, the receiving power of the receiver is greater than -90dbm. At this time, the data transmission is relatively stable, and the BER is between 3%-14%. If the distance exceeds 10 meters, the receiving power will be lower than -90dbm, while the BER will significantly increase to 14%-67%. In this case, a large amount of data retransmission will occur, which is unacceptable to the network. Therefore, in our test environment which is inside the teaching building, it can be considered that the effective communication distance is within 10 meters. Some recent studies on the relationship between distance and SNR have given similar conclusions [33] . We also tested the new cc2538 chip, and its effective communication distance is slightly farther than cc2530, reaching about 15 meters.
Based on the above tests, before the network establishes the topology according to the algorithm of this paper, it is necessary to complete the node discovery and determine the rank value of each node. The sink node first sends a broadcast message carrying a rank value of 0. The nodes receiving the broadcast message identify their own rank values as 1 and continue to broadcast. In this way, all nodes in the network get the rank value and the set of potential parent nodes. A potential parent node set can only contain nodes whose rank value is smaller than its child node. Information about each potential parent set is reported to the sink node, and the sink node will record it in an adjacency matrix.
B. MODEL DESCRIPTION
When the node discovery is completed, we can build an optimization model and give the algorithm. The essence is to select the optimal parent node for each node, and finally form a data aggregation tree. From Section II, the number of data transmission and reception is the direct cause of energy consumption. In this section, a MIP model is established and an efficient solution method is proposed. The specific parameters are given in Table 2 :
The WSN containing one sink node (No.0) and N common nodes is represented as G(V , E). Each common node v periodically collects data with the size of d v , which are sent to the sink node in one or more hops. The physical meaning of n i is the number of transmissions, and the physical meaning of R(i) is the wasted power. Because the remainder is the empty part of the fragment. As we all know, WSN has a variety of application scenarios. Some scenarios or states are relatively urgent, such as disaster relief [19] , which have high requirements for the delay. In this case, the optimization cannot be at the expense of delay. However, there are still many other scenarios, and the nodes only need to periodically collect data stably, even if there are delays of several seconds or even tens of seconds. For the above two types of scenarios, the two modes of LSC and WSC will be discussed respectively. These modes are two options for network managers to face different scenarios.
1) LOCAL SYNCHRONOUS CONVERGENCE
LSC accounts for some proportions in existing research [20] , [21] . The basic feature is that each node sends the data of its directly connected ''one-hop'' child node (''son'' node) to the upstream one time. Data for ''grandchild'' nodes beyond one hop is forwarded immediately, not converged. The advantage of this type of convergence is that it does not introduce redundant delays or complex multi-level synchronization signaling and state machine maintenance. As shown in Fig. 6 , the node collects 10 units of data per cycle, and the data collected by nodes 8 and 9 of rank 3 is sent to the sink node through nodes 3 and 1. After obtaining the data of two children (8, 9) , node 3 merges and uploads to node 1 at one time. But node 1 shall uploads these data to sink immediately. In this mode, when the n th layer sends data, there is only data convergence and ephemeral buffering at the n − 1 layer. Therefore, each rank can be independently optimized. Based on Definition 1, the MIP model is established as follows:
(1)
j∈V sgn(x ij ) ≤ 1. Constraint (2a) is the upper bandwidth limit. Equation (3) is the flow equilibrium equation as traditional traffic engineering. d i is the data produced by node i itself. Equation (4) indicates that node i is connected to at least one parent node.
Equation (4) makes the model hard to solve. Therefore, we introduced l ij (0 or 1), which indicates whether node i sends data to node j. So that the model is converted to the following 0-1 MIP.
j∈V l ij ≤ 1.
2) WHOLE NETWORK SYNCHRONOUS CONVERGENCE WSC is also a common data convergence strategy in existing WSN research [9] , [22] . The data are gathered to forward as much as possible. As shown in Fig. 7 , after the node 3 collects the data of the nodes 8, 9 (20 units in total), it is handed over to the parent node 1 together with the data of its own 10 units. Node 1 also collects the data of node 3 and node 4, and then submits it together with its own data in the same way. That is the entire network is a bottom-up, sequential, synchronous transmission. Definition 2: SFI (single fragment insufficient) layer: In the case of WSC, any node in one layer, even if all the nodes in the lower layer are connected, the sum of the incoming traffic and the traffic collected by itself is still smaller than the capacity of a single fragment (MTU).
Since it is a case of whole network convergence, the SFI layer must be in the outermost layers of the topology. The number of SFI layers is determined by the amount of single data acquisition and the location of the nodes.
Theorem 1: In the case of WSC, the nodes at the SFI layer do not change the total number of transmissions and receptions regardless of how traffic is allocated.
The reason for the establishment of Theorem 1 is briefly explained below. At the SFI layer, the sum of the amount of data sent by all nodes is smaller than MTU, so the total number of transmissions and the total number of receptions are fixed regardless of the parent-child relationship. For example, the four nodes 3, 4, 8 and 9 of rank 2 and rank 3 in Fig. 7 send the data for four times and receive data for twice. Even if node 9 is connected to node 4, the number of times of transmission and reception of these four nodes will not be changed. It should be noted that the LSC does not conform to Theorem 1. Because in the case of LSC, each parent node immediately forwards and does not cache, so the initial stage of convergence will also significantly affect the number of subsequent transmission and reception. The objective function for the WSC case is given below:
The basic idea of (9) is the same as LSC. V obj represents a subset of nodes with potential optimization space. If we simply put all the nodes into V obj , there is a typical problem with ''minimax'' type optimization. For example, some nodes are in the SFI layer, and their optimization objective function values are poor and cannot be optimized, resulting in other nodes with large optimization space not being optimal. Therefore, an efficient algorithm is needed to kick nodes without optimization space out of V obj .
Algorithm 1 Iteration kick Out algorithm
Input:c i , d v , s; Output: all l ij 1. Initialise V obj ← V \V lack ;// A\B means set A-B 2. Call Algorithm 2 to solve (9); 3. Add the nodes with worse R(i) to V free ; 4. If(V free = ∅); V obj ← V obj \ V free ; V free ← ∅; Goto step 2; 5. Get all l ij , END Equation (5) and (9) of the above two data convergence cases are 0-1 MIPs problems, so they are NP-hard problems. For small-scale networks, it can be directly solved by VOLUME 7, 2019 commercial software that supports integer programming such as CPLEX and LINGO. However, for large-scale networks, the calculation time is too long. Therefore, this paper refers to the latest research-fast MIP algorithm framework AKS [7] to solve the FAT-WSN model.
C. SOLVING ALGORITHM
According to experiments, when the total number of nodes is greater than 30, it takes more than several hours to solve the problem with LINGO 11.0. This section refers to the latest MIP algorithm (AKS framework 2017) to design a fast solution algorithm for the above two models, namely the MPA (Minimize Packets Amount) algorithm (Algorithm 2). In order to facilitate the expression, a schematic diagram of the main idea is given, see Fig. 8 . First, the initial rank value are obtained according to common routing protocols such as RPL (IPv6 Routing Protocol for Low-Power and Lossy Networks), and set certain l ij to 0 which rank of node i is less than rank of node j. Then, the relaxation problem without integer constraint will be solved. Nonzero variables in solution are added to set K B and remaining variables are divided into sets B 1 to B Nb . It is found through experiments that when the elements of the set B are divided, the calculation results are better if using the same layer nodes in the same set. After that, all sets of K B m are calculated and adjusted iteratively. The algorithm terminates when all sets of B is conducted. Since the number of variables to be solved per iteration is small, the calculation speed is faster. See Algorithm 2 for details. 
Theorem 2:
The time complexity of MPA algorithm (Algorithm 2) is lower than that of branch-and-bound method.
Proof: The total number of nodes in the network is denoted by n. The number of elements in the core set K is denoted as N k . The time complexity of the branch-andbound algorithm is based on the number of integer variables. According to the number of l ij , the lower limit of its complexity is O(2 n 2 ).The number of N b in line 9 with the most execution times in Algorithm 2 is increasable. At worst, n 2 −N k is increased, and the complexity of MIP(K ) is O(2 N k ) . Therefore, the complexity of MPA algorithm is O((n 2 − N k )2 N k ) . Since 2 x > x, (x ≥ 0) and n 2 − N k ≥ 0, 2 n 2 /(n 2 − N k )2 N k = 2 n 2 −N k /n 2 − N k > 1. Therefore, the complexity of MPA is better than that of The implementation of this algorithm is done centrally by the central server. After the initial neighbor discovery is completed by the RPL protocol, the sink node submits the node adjacency matrix to the high performance server as an input to the algorithm. After the server completes the calculation, the data flow topology (a flow matrix) is obtained and the result is sent to the sink node. Thereafter, the sink node propagates the flow matrix downstream through the ''extended DIO message.'' The extra communication overhead introduced by this process is small and does not need to be performed multiple times if the topology is relatively stable. For details, please refer to our preliminary work [18] .
IV. SIMULATION EXPERIMENT
The basic scheme of the simulation is to use the Java (JDK9.0.1) and LINDO API 11.0 to solve the FAT-WSN model according to the MPA algorithm, and then input the result into NS2 to run and obtain the power consumption and lifetime. The total number of nodes ranges from 20 to 200. The initial energy of each node is 5Wh. The data collection cycle is 1 time per second, and the amount of data each time is 5 bytes. The energy consumption of sending and receiving data is based on the J s and J r of section II.
In addition, we compare FAT-WSN with three newer data aggregation models, MinST [9] , AMREST [23] , and JGD compress [28] (hereafter referred to as JGDC). Among them, MinST and AMREST are one of the most state-ofart energy-aware routing scheduling models. JGDC is a data compression model proposed at the end of 2018.
The data compression method of the JGDC model is special, so it is necessary to briefly introduce it. The mechanism works as follows: The working time of the WSN is divided into multiple periods, and each period is divided into a training phase and an operation phase. In the training phase, all nodes collect data simultaneously, and based on these data, an optimal monitoring group (a subset of all nodes) is obtained. Then enter the operation phase. In the operation phase, only a small number of nodes that are in the optimal monitoring group work, and the data of other nodes are estimated based on them. Once it is checked that the difference between the estimated value and the actual value is too large, the process will restart. Through the above methods, JGDC achieves the goal of reducing data traffic and saving energy. In the JGDC model, we used a set of artificially generated data sets according to the characteristics of the original [28] . The characteristic of this data set is that the farther the distance between two nodes is, the worse the correlation of data is. For example, the difference of data between node n and node m can be expressed as: K = P mn (d) × d mn , where d mn is the distance between node n and m. P mn (d) is the probability that node n is different from node m data.
A. BASIC OPTIMIZATION EFFECTS AND COMPARISON
The degree of convergence is defined as the (bytes of data collected by the entire network per cycle) ÷ (number of transmissions). As shown in Fig. 9 , in both modes, the degree of convergence is significantly affected by the number of nodes. As the number of nodes grows, FAT-WSN can increase the degree of convergence by 29.41%. This is because more nodes can lead to more data convergence opportunities. Moreover, the increase in the total number of layers will reduce the proportion of the SFI layer, and is also conducive to data convergence. In Fig. 9 , when the communication radius is increased to three times, the degree of convergence in the WSC and LSC modes is increased by 19.04% and 15.65%, respectively. This is because the parent node will be more selectable after the communication radius is increased, and the number of hops to the sink node will also decrease. The increase in the degree of convergence will inevitably lead to a reduction in network energy consumption. The average energy consumption of nodes decreases as the number of nodes increases, which is due to the increase in the degree of convergence. The greater the number of nodes, the higher the degree of convergence, and the advantage of energy consumption is more obvious. As shown in Fig. 10 , FAT-WSN is more efficient in the case of WSC. We simulated 20 to 200 nodes and found that the average power of WSC is 10.6% lower than MinST. Since MinST model is also based on WSC, the power consumption of the LSC is higher than that of MinST, but the delay is much lower. At the same time, as the number of nodes increases, the average power consumption of the AMREST model increases slightly. This is because as the number of nodes increases, the burden on a few nodes closer to the sink node becomes larger. In order to achieve the goal of uniform energy consumption, AMREST comes at the cost of increased hops. Let the data uplink path of some outer nodes bypass the multi-hop and reach the inner parent node with relatively light burden. Therefore, the total energy consumption of the AMREST network is greater, and the average power is greater. As can be seen from Fig. 10 , the average power of WSC is 48.9% lower than AMREST, and the average power of LSC is 11.9% lower than AMREST. In the simulation experiment of the JGDC model, we used 50 sets of data sets with different degrees of density and averaged the obtained results. As can be seen from Fig. 10 , the average power of WSC is 29.9% lower than JGDC, while the average power of LSC is 20.5% higher than JGDC. This is because the average power of the JGDC model is related to the density of the node distribution, regardless of the number of nodes. When the nodes are densely distributed, the data correlation between the nodes is strong, and the number of working nodes is small, so the average power is low and vice versa.
In addition to comparing the node average power, the following is a comparison of the network lifetime optimization. In order to avoid contingency, the number of nodes was fixed at 200, and the topology were changed for 100 experiments. The CDF (cumulative distribution function) was used as an indicator to compare with the MinST model. This experiment is for two typical life standards (Standard 1 is the first node death, Standard 2 is 30% node death) [6] . In Standard 1, we need to apply a simple equilibrium strategy after solving the FAT-WSN model. The basic idea is to take a long period of time as a cycle and exchange sub nodes whose parent nodes on heavy burden with the sub nodes whose parent on light burden, which can effectively avoid the occurrence of the black hole. Network energy optimization combined with this balancing strategy can extend network lifetime. Fig. 11-13 are basically consistent with the energy consumption comparison of Fig. 10 . However, the lifetime of WSC is longer than that of MinST, particularly, 20%-40% longer than MinST under Standard 2. Although the MinST model is based on data convergence as an energy-saving idea, it does not focus on planning the overall topological layout and traffic distribution of fragmentation, and only pursues uniform energy consumption and prolongs the death time of the first node. Therefore, the adaptability to other life standards is insufficient. Under Standard 1, the lifetime of the WSC model is 10% to 17% lower than the AMREST model, but under Standard 2, it is 20% to 45% higher than the AMREST model. Similar to MinST, AMREST transfers the load of nodes with little remaining energy to other nodes, and the generality of other life standards is also insufficient. Therefore, the AMREST model is stronger than the FAT-WSN model under Standard 1, but it is worse than the FAT-WSN model under Standard 2. The lifetime of the WSC model is 100% to 115% (Standard 1) and 90% to 125% (Standard 2) of the JGDC model. This is because the JGDC model relies heavily on the correlation of data, so when the nodes are relatively dense, the lifetime is longer than the FAT-WSN model and vice versa. Therefore, as can be seen from Fig. 12 and Fig. 13 , the overall performance of JGDC lifetime is stronger than LSC but not as good as WSC under the combined conditions of far and near. Due to this feature, in the new LPWAN architecture such as multi-hop LoRa, the distance between nodes is far, so FAT-WSN is more suitable than JGDC.
B. THE TIME EFFICIENCY AND TRADEOFF
This section evaluates the computational efficiency and optimization effects of the different N b of the MPA algorithm in Section III. This section still takes 100 experiments to change the topological distribution under 200 nodes and compares the CDF indicators. This experiment uses a dual CPU server (Intel Xeon E5-2670 2.60GHz), the operating system is Cen-tOS 6.4. The implementation of the MPA algorithm is based on Java (JDK 9.0.1), which uses the LINDO API 11.0. According to Algorithm 2, the larger the N b is selected, the closer the result is to the optimal one, and the better the optimization effect is. But the time complexity of the solution is also higher. From Fig. 14, in the case where the parameters N b are 10, 20, and 30, respectively, the running time is lower than the 45%, 62%, and 86% of the MinST algorithm by the probability of 100%. However, the difference in optimization effect is also obvious from Fig. 15 . When N b is 10, the optimized network energy consumption can be lower than the MinST model with a probability of approximately 40%. When N b is 30, the network energy consumption is less than 80% of the MinST model with probability 1. Fig. 16 shows the relationship between time complexity and optimization effect more intuitively. In Fig. 16 , when N b is 10, the MPA algorithm can complete the calculation of 200 nodes in only a few seconds, but the optimized power consumption is higher. When N b is 30, it takes 2.5 minutes to complete the solution. Therefore, considering the trade-off between the optimization effect and the computational cost, it is possible to select a turning point that tends to be gentle after the time complexity is rapidly decreased (like N b = 20 in Fig. 16 ).
C. REAL NODE EXPERIMENT
This section selected TI CC2530 chip for real experiments. As shown in Fig. 17 , there are 30 common nodes and 1 sink node. All nodes are distributed in an angular sector which is centered on the root node and has a central angle of approximately 80 degrees. Since the area of the outer portion of the sector is larger, in order to arrange the nodes evenly, the number of nodes deployed closer to the outside is more. According to the relationship of the distance between nodes and the SNR mentioned above, we let the distance be within the range of 7 to 10 meters. In practice, even if the node arrangement shape is irregular, as long as the distance meets the SNR requirement, its topology has no essential difference from the sector shape of Fig. 17 . Distance among nodes in practice is scaled up. In the case of the default antenna gain, subject to SNR, the farthest communication distance between nodes is approximately 10 meters. The ER14505 lithium battery is connected. The firmware burned in the nodes was Z-Stack 2.5.1 and Contiki 2.7, respectively, and the results were not significantly different. A simple periodic sleep mechanism is added to the routing and terminal nodes in Z-Stack. When no tasks are scheduled, the node can enter the micropower state. There are 5 layers of nodes. The data collection period is 1 time per second, and the amount of data generated by a single acquisition is 40 bytes. The Monsoon was used to monitor the power consumption of the nodes during the experiment. From Fig. 18-20 , the network lifetime (Standard 2) of the FAT-WSN in WSC mode is about 18.5% more than that of MinST. The network lifetime (Standard 2) of the LSC and WSC modes is about 0.8 and 1.3 times that of the MinST model. WSC's network lifetime (Standard 2) is 47.9% higher than AMREST. The network lifetime of LSC and WSC (Standard 2) is approximately 1.2 times and 1.5 times that of AMREST. WSC's network lifetime (Standard 2) is 28.3% higher than JGDC. The network lifetime of LSC and WSC (Standard 2) is approximately 0.91 and 1.29 times that of JGDC. The network lifetime advantage (compared to the other three models) in WSC mode is more significant than the simulation experiment. This is because the data transmission and reception of real nodes is not always successful. When the number of transmitted packets is large, errors or collisions may cause data to be retransmitted. The FAT-WSN model reduces the number of packets from the data stream level, so the probability of collisions is relatively low.
V. CONCLUSION AND PROSPECT
Based on the measurement of common WSN node transmission power consumption, this paper proposes a MIP-based network model FAT-WSN from the perspective of route planning and data fragmentation lossless convergence. The results show that FAT-WSN can increase the degree of data convergence, thereby reducing energy consumption and increasing network life. Compared to the same type of research-MinST, the network life can be increased by 10% (Standard 1) and 30% (Standard 2) without extending the calculation time. Compared with AMREST, its network lifetime is nearly 10% shorter than AMREST under Standard 1 and nearly 50% longer than AMREST under Standard 2. Compared with JGDC, its network lifetime is nearly15% longer than JGDC under Standard 1 and nearly 29% longer than JGDC under Standard 2.
The fragmentation strategy in this paper can be applied in data collection scenarios with inconvenient power supply, includes high and low latency requirements. For example, WSNs that are randomly deployed in the field, nighttime or cloudy days of solar networks cannot be recharged, or emerging multi-hop LPWAN networks. It has the optimization effect of reducing energy consumption and increasing network life. In addition, the strategy of this paper can also work with some other methods such as data compression, scheduling, cross-layer optimizations and so on. Some cooperation is simple, others may be complicated. When the methods contradict to each other, there need a discriminant mechanism. This is one of our future research points. In addition, further research is needed on the dynamic topology under frequent changes and the convergence method based on clustering-based hierarchical architecture.
