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ABSTRACT 
Let 9, denote the set of those n X n matrices expressible as a sum of k 
idempotent matrices. We study conditions for membership in Yj with “small” k. It is - 
shown that the nontrivial cases are those in which the trace t of a matrix A does not 
exceed 2~ - 2, where p is the rank of A. For A to belong to P;, it is sufficient that 
t (which is necessarily an integer at least equal to p) be greater than 2~ + 1 - k. 
In certain cases the results are shown to be sharp. For cyclic matrices and, more 
generally, for those with a low number of blocks in their rational canonical forms, 
improved results are obtained. Since the number of idempotent summands is often 
large, the problem of approximating a real or complex matrix by a member of Pj 
is also considered. It is shown, for example, that if the trace of A is an integer t 
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with p < t < n, then A is in the closure of 9a, while the smallest k with A EYE 
may be n. 
INTRODUCTION 
This paper is concerned with the decomposition of an n X n matrix over 
a field [F into a sum of idempotents. In a recent paper, Hartwig and Putcha 
[2] showed that a matrix A, over a field of characteristic zero, is a sum of 
idempotents if and only if the trace of A is an integer at least as large as the 
rank of A. We address the question of how many idempotents are needed to 
sum to a given A. It turns out that most interesting cases are covered by the 
inequality p Q tr A Q 2p - 2, where p denotes the rank of A. The structure 
of those matrices that are the sum of two or three idempotents is analyzed in 
some detail. 
For the real or complex fields we also study the question of approximating 
a given matrix by a sum of two or three idempotents. For example, every 
n X n matrix with trace n can be approximated arbitrarily closely by a sum of 
three idempotents. 
0. PRELIMINARIES 
We begin with some notation and a few observations. Let lF be a field of 
characteristic zero. Let A be an n X n matrix over [F. We will denote the 
trace of A by tr A, the rank of A by p(A), and the nullity of A by v(A). If 
E is an idempotent, then tr E = p(E). If A is represented as a block matrix 
consisting of zeros except for one row of blocks which contains the identity 
matrix in the diagonal block position, then A is an idempotent. If tr A = p(A), 
then A is a sum of idempotents with linearly independent ranges, and, in 
fact, any set of idempotents that add up to A have independent ranges [2]. 
In what follows we shall use matrices and linear operators interchange- 
ably. Thus when we talk of the range of a matrix we mean the range of the 
operator represented by it, i.e., the span of its columns. 
We shall denote by 5$ the set of all n X n matrices that can be 
expressed as the sum of k (or fewer) idempotents. Note that 5Yk is invari- 
ant under similarity for every k. Frequent use will be made of the following 
result of Fillmore [l]: Let A be a nonscalar n X n matrix, and let 6,, . . . , b, 
be arbitrary scalars adding up to tr A. Then A is similar to a matrix whose 
diagonal entries are equal to b,, . . . , b,. 
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1. THE CASE tr A = n 
Given an n X n matrix A which is the sum of idempotents, how can one 
determine the number of idempotents needed to sum to A? This question is 
not very interesting if we make no further restrictions. For example, if 1 
is the n X n identity and A = ml for an integer m, then A is the sum of m 
idempotents (and no fewer). One restriction that will eliminate scalar multi- 
ples of the identity from consideration is tr A = n. 
PROPOSITION 1.1. If A is an n X n matrix with trace n, then A E Yn. 
Proof. For a scalar A this is clear. If A is not a scalar, then by the result 
of Fillmore mentioned above it is similar to a matrix whose diagonal entries 
are all equal to 1. 
Assume that A is in this form. For 1 < i < n, let Ei be the matrix 
obtained from A by replacing all but the ith row with zeros. Each Ei 
is an idempotent (of rank one), since its diagonal entry is 1. Thus A = 
E, + .a. +E,. n 
The next result was motivated by the desire to find matrices belonging to 
Ym but not to 9m _ i, We start with a definition. 
DEFINITION. If T is a linear operator on [F”, we will denote by s(T) the 
size of the largest zero compression of T, i.e., the largest k such that T has a 
matrix 
0 x ( 1 Y z 
where the O-block is k X k. Because of the following result due to Sourour 
[4], we shall call s(T) the Sourour number of T. The notation [r] is used for 
the greatest integer not exceeding the real number r. 
THEOREM 1.2 (Sourour [4]>. Let T be a linear operator of IF”. Then s(T) 
is the minimum of the three integers. 
(i) v(T) + [ ~(T)/21, 
(ii) dim( N, + Rr), where NT = null space of T and R, = range of T, 
(iii) min{ p(T - AZ): h # 0). 
THEOREM 1.3. Let A be an operator on IF” with tr A = n. Let s be the 
Sourour number of A - I. Then A E Yn _ s + 1. If, in addition, A is invertible, 
then A E%-S+l \qcnP1j,S1. 
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Proo$ We can assume, by similarity, that (the matrix of) A - I has an 
s x s zero block and hence 
where I is the s X s identity and tr T = n - s. Thus we can also assume that 
all the diagonal entries of T equal 1 (by Fillmore [I]). Set 
andlet Ei, i = I,..., n - s, be the matrix obtained from A by replacing all 
entries with zero except for those in the (s + i)th row. Since each row has a 1 
in the diagonal position, Ei is an idempotent. So is F, and hence A is the 
sum of n - s + 1 idempotents. 
Now assume A is invertible, and suppose A = E, + .a* +E,, where each 
E, is idempotent. Since tr A = p(A) = n and 
trA= ctrEi= ;p(E,), 
i=l i=l 
we have that the ranges M, of the Ei are independent [2]. Thus [F” is the 
direct sum of the subspaces M,, . . . , M,. Writing the matrix of A relative to 
the decomposition M, @ -1. @ M,, we observe that Ei is the block matrix 
consisting of zeros except for the ith row of blocks which contains the 
identity of appropriate size in the diagonal block position. Thus A - I has 
zero blocks in these positions. If k Q [(n - l)s], then some zero block is 
larger than s X s, which contradicts the definition of s. Thus k > [(n - 1)/s], 
and Aisnotin5$n_ l)/.sl. H 
EXAMPLE. Given n, there exists an n X n matrix A E x,/z,- 1 with 
trA = n. 
Proof. Let A = diag(2,. . . ,2,2 - n). Then tr A = n. If n = 2, it 
is clear that A ~9~ \ ~7~. If n > 2, then A is invertible. We have that 
p((A - Z) - Z) = 1, so that min{ p( A - Z - AZ): A f 0) = 1, and hence 
the Sourour number s of A - Z is 1. By the preceding theorem A is in 
q-7+1 but not in qCn_ IJ,Yl, i.e., A ~~~ \Pn_,. a 
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Before starting the next general result, we need a technical lemma which 
will also be of use later. 
LEMMA 1.4. Let B be the (k + 1) X (ii + 1) companion matrix 
I 
0 0 *-. 
1 0 *-- 
0 1 *** 
. . 
. . 
(j ;, . . . 
Then B is similar to a block matrix 
0 x 
o ak 
w Y 
0 a0 
’ '1 
0 a2 
. . 
. . 
. . 
1 ak 
where the zero block in the (1, 1) position is [k/2] X [k/2] and where X and 
y are one-column blocks. 
Proof. Let {e,, e,, . . . , ek] be the basis relative to which an operator has 
the matrix B above. Let .Y be the span of ek, and 
&’ = span{ ei : i odd, i z k} and JY = span{ e, : i even, i # k} . 
Then the operator has the desired block form relative to J @ 2 @JY when k 
is odd, and relative to N @ X @.& when k is even. W 
THEOREM 1.5. Let A be an n X n matrix with trace n. Suppose A - I 
has m blocks in its rational canonical form [3]. Then A E pm+ 2. More 
precisely, suppose the i th block of th e rational canonical form of A - 1 is 
n, X ni, and suppose ti denotes the (n,, n,) entry in this block. If ti f 0 for 
all i, then A EP,,+~. Zf j elements of {tl, . . . . t,} are zero, j > 1, then 
A -&+3. 
Proof. Assume A - Z is in its rational canonical form: A - Z = B, @ 
.** EJ B,, where the ith block Bi is the companion matrix as described 
above, and where t, + -*- +t, = tr( A - I) = 0. (The possibility n, = 1, 
in which case Bj is the 1 X 1 matrix ti, is not overlooked.) 
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Applying Lemma 1.4 to each block Bi we can assume, after a similarity 
transformation, that 
I 
A=;;; 0 
x, vi 
i 1 tj + 1 2, ) i=l w, yi 1 
where the symbols I represent various identity matrices of the appropriate 
size as in Lemma 1.4. Rewriting the ith direct summand as Ej + Fj + Gi 
with 
we observe that Ei and F, are idempotents. Thus so are E = X @ Ei and 
F = C CB Fi. Now A = E + F + G with G = C @ Gi, and we need only 
express G as a sum of idempotents. A simple permutational similarity allows 
us to change G to 
where D = diag(t, + 1,. . . , t, + 1) and tr D = m. 
If D is scalar then D = I and ti = 0 for all i, so that H is an idempotent 
and A E Y3. Assume next that D is not scalar, so that at least one, and hence 
at least two, of the tj are nonzero. Let j be the number of zeros in 
It r,“‘, t,}. Assume, with no loss of generality, that t, = **. = tj = 0. Then 
D = I CB K, where I is the j X j identity. Since tr K = m - j, we use [l] 
again to get a matrix L, similar to K, whose diagonal entries are all 1. Thus 
H is similar to 
where the first summand on the right is an idempotent of rank j and the 
second is the sum of m - j idempotents of rank one (each of which has 
exactly one nonzero row with diagonal entry equal to 1). Hence A E Ym_ j + a. 
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In the special case j = 0, we have D = K, so that the idempotent of rank j 
in the argument above is absent and A E pm+ s. n 
COROLLARY 1.6. If A = I + N, where N is nilpotent, then A is in Y2. 
Proof. Let A, Ej, Fi, and Gj be in the form described in the preceding 
proof. Since ti and Xi (and Yi> are all zero in every direct summand, 
we observe that E, + Gi is an idempotent. So is E + G, and thus A = 
(E + G) + F ~2%~. W 
COROLLARY 1.7. Let A = 1 + B, and assume that the characteristic 
polynomial of every block in the rational canonical form of B satisfies 
p(x) = (- W’pGx), w h ere m is the size of the block (i.e., p has the same 
parity as m). Then A ~9~. 
Proof. Using the notation of Lemma 1.4, we note that ak = ak_2 = 
a k-4 = *.* = 0 for every block of B, so that the permutational similarity 
given in the lemma results in a zero column X. Thus the matrices Ei and Gi 
constructed in the proof of Theorem 1.5 have Xi = 0 and ti = 0. It follows 
that E + G is an idempotent, as in the preceding theorem, and A E y2. n 
COROLLARY 1.8. Zf A is a cyclic n X n matrix with trace n, then A E9s. 
If, in addition, the characteristic polynomial of A - Z has the parity of n, 
then A ~9~. 
Proof. The first assertion follows from Theorem 1.5 (with m = 1) and 
the second from Corollary 1.7. 
COROLLARY 1.9. If A is diagonalizable and the characteristic polynomial 
of A - I has the parity of n, then A ~9s. 
Proof. We can assume A - Z has the form 
B@(-B)@O, 
where the zero summand may of course be absent. But B @ (-B) is 
similar to 
182 
thus A is similar to 
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(i I :I+[; a a), 
which is in Y2. n 
COHOL,LARY 1.10. If erjey block in th e ru t ional canonical form of A - I 
has trace zero, then A E z3. 
Proof. Let E,, Fi, and Gi be as in the proof of Theorem 1.5. Since every 
ti is zero, Gi is an idempotent, so that G = C @ Gi is also an idempotent and 
A=E+F+GES?~. n 
Before stating a necessary condition for a given A to belong to 9??, we 
need a simple lemma. 
LEMMA 1.11. Zf the n x n m&-ix A has the block form 
0 B 
( 1 c 0 ’ 
where the zero blocks are square, then the characteristic polynomial of A has 
the same parity as n. 
Proof. First assume that the zero blocks are of the same size, so that n is 
even. Now the characteristic polynomial 
p(x) =det _“‘, iZ? =det 
( ) [( 
(: 
I,“, = p( -x) 
Thus p is an even function. 
p satisfies 
Next assume that the zero blocks are m x m and k x k respectively, 
where YIZ > k with no loss of generality. Then the nullity of C is at least 
m - k, so that A is similar to 
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where the second and third diagonal zero blocks are both k X k. Thus 
P(X) =r m-kPOW~ 
where p,(x) is even by the preceding paragraph. Hence the parity of p is 
the same as the parity of m - k, which equals that of n. n 
THEOREM 1.12. lf A is n X n matrix in 5$ with tr A = n, then the 
characteristic polynomial of A - I has the same parity as n. 
Proof. The case A E Y; is clear. So assume A = E, + E,, where E, 
and E, are nontrivial idempotents. Let M, be the range of Ei, i = 1,2, and 
let M = M, n M,. Let N, be a complement of M in M,, and let R be a 
complement of M, + M, in the space on which A acts. With respect to the 
direct-sum decomposition 
of the space, E, and E, have matrices 
0 0 0 0 and E, 
0 0 0 0 
Hence A - Z takes the form 
‘1 * 
E,+E,-Z= ; ‘*’ 
\o 0 
11 * 0 * 
=oooo 
\o 0 0 0 I 0 * I *’ 
* * \ 
* * 
0 *’ 
0 -1, 
where the 1 and -I blocks have the same size m [since tr( A - 1) = 01. 
Thus the characteristic polynomial p of A - I satisfies 
p(x) = (x - l)mq(x)(x + l)m = (x” - l)mq(x), 
where 9(x) is the characteristic polynomial of the central 2 X 2 block 
submatrix of E, + E, - I. Since 9 has the same parity as n - 2m by the 
lemma above, we conclude that the parity of p is that of n. n 
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The converse of this theorem is not true in general. For example, consider 
the 4 X 4 matrix 
which has trace 4 and even characteristic polynomial. Now suppose, if 
possible, that A = E, + E, with Ei idempotent. Since A is invertible and 
the ranks of E, and E, add up to 4, the ranges of these idempotents should 
be independent. Thus in the decomposition of the underlying space given in 
the proof of the theorem above we have M = 0 and R = 0. It follows that 
A - Z and (A - 1)’ are similar to 
(! t) and (7 2k) 
respectively. Since A - Z is invertible, so are X and Y, so that XY is similar 
to YX. This shows that (A - Z)2 is similar to a matrix of the form 2 @ Z, 
which is a contradiction, because the Jordan form of 
cannot coincide with that of Z @ Z. 
2. SOME RESULTS IN THE GENERAL CASE 
In order for an rr x n matrix to belong to some Ye, its trace should be 
an integer at least as large as its rank [2]. Most of what was done in the 
preceding section can be modified slightly to cover the cases where 
p(A) <trA<n. 
For example, if A is a matrix satisfying these inequalities, then A can be 
assumed to be in the form 
A” x 
i 1 0 0’ 
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where A,, is t X t and has trace t. Now if A,, can be expressed as a sum of k 
idempotents with independent ranges, then so can A. To see this write 
A, = E, + **- +E,, where the E, are idempotents whose (independent) 
ranges span a t-dimensional space which (necessarily) includes the range of 
X. Then express X = X, + ..a +X, where each Xi has its range contained in 
that of Ei. Thus Ei Xi = Xi, and 
where each summand on the right is idempotent. 
The two results that follow are now very easy to prove. 
PROPOSITION 2.1. lf the trace of an n X n matrix A is an integer with 
p(A) (t=trA<n, 
Proof. Use the block form for A given above, and note that the idem- 
potents Ei obtained from the proof of Proposition 1.1 (applied to A,) have 
independent ranges. n 
The following is an extension of the first part of Theorem 1.5; its second 
part can also be extended in a similar fashion. 
THEOREM 2.2. Let tr A = t be an integer with p(A) < t < n, and let R 
be an idempotent of rank t whose range contains that of A. If the restriction 
of A - R to the range of R has m blocks in its rational canonical form, then 
A E%+z. 
Proof. Expressing A as 
again, where A, is the restriction of A to the range of R, we observe that A, 
is the sum of m + 2 idempotents by Theorem 1.5. Furthermore, it is easy 
to verify that the idempotents obtained in the proof of that theorem have 
independent ranges. n 
Having disposed of the cases where trace is “small,” we suppose tr A > 
p( A). We need a lemma first. 
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LEMMA 2.3. Let D he the 2 x 2 diagonal matrix diag(a, h) with a # b. 
Given any h, there is an idempotent matrix E of rank one such that D - E 
has an eigenvalue A. Furthermore, in either of the following cases E can be 
chosen so that D - E is diagonalizable: 
(i) 2A # a + b - 1, 
(ii) a - b = + 1. 
Proof. For every x, the rank-one matrix 
is idempotent. It is easily verified that for x = (b - a)-‘(A - a)(h - b + 1) 
the resulting E forces D - E to have eigenvalues h and a + b - 1 - A, so 
the first assertion is proved. If (i) holds, then these eigenvalues are distinct 
and D - E = diadh, a + b - 1 - A). If (ii) holds but (i) does not, then 
assume, with no loss of generality, that a = b + 1, and use the idempotent 
F = diag(l, 0) instead of E. 
TIIEOREM 2.4. If A is an n x n matrix whose trace t is an integer 
satisfying 
2n - 2 < t < 2n, 
then A EYE. Furthermore, the four idempotents can be chosen so that the 
span of their ranges is n-dimensional. 
Proof. First consider the easier case of nonscalar A. We can assume, by 
Fillmore’s result, that the diagonal entries of A are 
CY) 2,2,. . . ) 2, p, 
where (Y and P are either 1 or 2 as required by the value of t. Then 
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and it is easy to see that each summand on the right belongs to Yz: if p = 2, 
the first summand is in P2 by Theorem 1.6; if /3 = 1, it is in Pz by the 
argument in the first paragraph of this section. This proof for the second 
summand is similar. Since the span of the ranges of these summands is 
n-dimensional, so is that of the four resulting idempotents. 
We now assume that A is scalar; thus it is one of the three matrices al 
with a = 2,(2n - l>/n,(2n - 2)/n. If a = 2, then A ~9~ cY~. Suppose 
a = (2n - 1)/n. 
Case 1. Assume n is even and n 2 4. (The result is trivial for n = 2.) 
Let 
A,=A- I 
2n - 1 
n/S 
El=@ n 
i=l 
0 
0 
n-l ’ 
n 1 
We will construct an idempotent E, such that 
1 3 
;, ;,..., ___ 
It will then follow that A, - E, is diagonalizable (with distinct eigenvalues) 
and the characteristic polynomial of A, - E, - Z is even. Thus A, - E, E 
ST2 by Corollary I.9 and 
A = E, + E, + (A, - E,) EP4. 
To construct E, we apply Lemma 2.3 to the 2 X 2 matrix D = diag((2n - 
D/n, (n - 1)/n) with successive values 
1 3 n-3 
-- 
n’n 
1*..> 
n 
of A, obtaining idempotents F,, . . . , Fn,*_ I such that 
2i-1 2(n-i)-1 
n 
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for i = l,..., n/2 - 1. Finally, let F,,, = 0, so that 
n-l 2n-1 
D - F,,,, = diag 
and observe that the idempotent 
n/2 
E, = @ Fi 
i=l 
has the promised property. 
Case 2. Assume n is odd and n 3 5. (For n = 1 or 3 the result is again 
trivial.) Let 
A,=A-E,= @ 
0 - 
We use Lemma 2.3 again with the same D and (n - 1)/2 values of 
n-2 *=’ q...,-- 
n’n n 
to obtain 2 X 2 idempotents Fi such that a( D - Fj> is as before for 
i = l,..., (n - 1)/2. Letting 
E, = 
we observe that 
i 
1 3 2n - 1 
a(A, -E,) = ;, ;,..., n 
and A, - E, E Yz by Corollary 1.9 again. Thus A E Pd. 
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We are left with the case of A = al, a = (2n - 2)/n. If n is even, say 
n = 2m, then a = (2m - 0/m and A = al, @ aZ, ~9~ by what we have 
proved so far. So assume n is odd. Let E, be as in case 2 above, so that 
A, = A - E, = 
2n - 2 
CB- 
[ 1 n * 
Apply Lemma 2.3 to the 2 X 2 direct summand D with 
n-3 
*=o,z ?,...,- 
n n n 
to obtain idempotents Fi such that 
D - Fi = diag 
2(i - 1) 2(n -i - 1) 
n ’ 
‘I 
for i = 1 , . . . , (n - 1)/2. Define E, as in case 
A, = A, - E, is, after a suitable permutation 
diagonal form, similar to 
n I 
2 above, and observe that 
of diagonal entries in its 
i 
2 
- 
[Ol@ n ,,“, 
O--- 
n 
n-l 
0 
n 
n+l 
0 - 
n 1. 
Each of these 2 X 2 direct summands has trace 2 and is therefore in Pa; so 
A, ~9~. n 
THEOREM 2.5. lf A is a matrix of rank p and integral trace t satisfying 
p<t<2p-2, 
then A ELZ~~+~_~. 
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Proof. First suppose S is not scalar. We can assume, with no loss of 
generality, that A has the form 
where A, and A, are square matrices of size m = t + 2 - p and k = 2p - 
2 - t respectively, and where tr A, = 2m - 2 and tr A, = k. Now the 
matrices 
add up to A. The first summand is in ph, because, by Theorem 2.4, 
A, = E, + *a. +E,, where the sum of the ranges of the Ei is m-dimensional. 
Hence X and Y can be expressed as 
X = i Ei Xi, Y= iE,Yi, 
i=l i= 1 
and thus 
Using a similar argument and Proposition 1.1, we see that the second 
summand above is in 5$. It follows that A E 9$ + 4. 
We now consider the case of scalar A = (t/n)&,. The hypothesis implies 
of course that n < t < 2n - 2. 
If t < 3n/2, this follows from Theorems 1.2 and 1.3. For let E = It_,, @ 
0 zn--t and B = A - E. Then s(B - I,> = t - n by Theorem 1.2, and it 
follows from Theorem 1.3 that B EL~?~,,_~+ r and A ~9’~~_~+~. So assume 
3n/2 < t. 
Case 1. Suppose n is odd. Put m = 2n - t, and let 
E = jc7’gz[, :‘I) @ [O], 
SUMS OF IDEMPOTENTS 
so that A - E equals 
191 
2n - m 
B= -I,-E= 
n 
0 - 
Our plan is to apply Lemma 2.3 to each 2 X 2 direct summand D. For the 
first k = (n - 1)/2 - ( m - 2) summands we use 
m 2m 
h = 0, - ) - , . . , , 
(k - 1)m 
n n n ’ 
and for the remaining m - 2 summands 
2n - 2m 
A= 
n 
(Note that k > 2, because 3n/2 < t.) Thus there are idempotents Fi such 
that D - Fj is similar to 
: 
(i - 1)m 
0 
n 
0 
2n - (i + l)m 
n 
f or i = 1, . . . , k, and to 
[ 
2n - 2m 
0 
n 
0 0 
for i = k + 1 , . . . , (n - 1)/2. We now let 
[(n-1)/2 \ 
F= @ Fk @ PI 
i=l I 
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and assume, with no loss of generality, that each D - F, has been replaced 
with the diagonal matrix similar to it. Thus B - F is a diagonal matrix whose 
diagonal entries can be rearranged to yield 
where 
n-l 
R= @ 
i=l 
im 
- 
n 
0 
2n - km 
2n-2m 
0 
s= I al 
n 
m-2 . n 
0 
2n - (k + l)m 
n 
Now each 2 X 2 direct summand in R has trace 2 and thus belongs to Yz. 
Hence R E Pz. Since S is a nonscalar m X m matrix with trace m, it belongs 
to q,,. Since m > 2, we conclude that B - F is in q,, and A E Ym +2, 
Case 2. Assume n is even. The idea of the proof is the same as in case 1. 
Let m be as before, and note that m = 2 can be treated by Theorem 2.4. So 
assume m > 2. Also note that for n = 2,4,6 we have t = 2n - m < 3n/2, 
but we have already reduced the problem to the case of t > 3n/2. Thus we 
may assume n 2 8. Let E be an idempotent of rank (n - 2)/2, so that 
A - E can be assumed to be in the form 
2n - m 
B= ----I,-E= 
n 
0 - 
2n - m 
0 
n 
@ 
I I 
2n-m ’ 
0 ~ 
n 
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Apply Lemma 2.3 to each of the nonscalar 2 X 2 direct summands D above: 
for the first k = (n - 2>/2 - m + 3 summands use 
m 2m 
A = 0, - ) - ) . . . ) 
(k - 1)m 
n n n ’ 
and for the remaining m - 3 summands A = (2n - 2m)/n. Thus we obtain 
idempotents F, such that D - F, is similar to a diagonal matrix of the form 
given in case 1. We then define 
and proceed exactly as in the preceding case. n 
EXAMPLE. For every n 
ProoJ. The matrix is in Y?+ r by the theorem above. Suppose, if 
possible, it is in Ym. Then it equals E, + *.. +E, with E, = E” and m < n. 
By splitting summands Ei of rank > 1 into smaller idempotents if necessary, 
we can assume m = n. Since the sum has trace n + 1, at least one Ei, say 
E,, has rank 1. Thus 
1 n+l n+1 n+l 
- , - , . . . , - 
n 
= -I, - E, EY~_~. 
n n n 
But A is invertible and s(A) = 1, so that, by Theorem 1.3, A E 9, \ Yn 1, 
which is a contradiction. n 
THEOREM 2.6. Zf A is an n X n matrix of rank p and integral trace t 
satisfying 
2p - 2 G t < 2n, 
then A EYE. 
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Proof. Let k = [(t + 2)/2]. S ince p Q k, we can assume A is in the 
form 
A” x 
i I 0 0’ 
where A, is k X k and satisfies the hypothesis of Theorem 2.4. Thus A •9~ 
by an argument similar to that given in the proof of the preceding result. n 
We are now in a position to put together reasonable upper bounds on k 
such that a given matrix A lies in 9$. 
THEOREM 2.7. Let A be an n X n matrix CJf rank p and integral trace t. 
Then: 
(i) A is in no 8 if t < p; it is in 9, if t = p; 
(ii> A ~~~~~~~~ ifp<t<2p-2; 
(iii) A EYE if 2p - 2 < t Q 2n; 
(iv) A E 9Z, if 2n < t < 3n; 
and, in general, A E F,,, ifkn<t<(k+l)n,k>2. 
Proof. We need only verify the last assertion, which is easy: since 
2n < tr[ A - (k - 2)~] G 3n, 
and since (k - 2)~ EY~_~, this assertion reduces to the special case (iv) 
above. To prove (iv), pick any idempotent E of rank t - 2n and observe that 
A - E has trace 2n and thus belongs to Yd by (iii), which is the preceding 
theorem. H 
For large n it is clear that the general bound cannot be improved by 
much. 
3. APPROXIMATION RESULTS 
In this section we will show, among other things, that a real or complex 
n X n matrix with trace n can be approximated arbitrarily closely by the sum 
of three idempotents. We will also characterize those matrices with trace n 
which can be approximated by sums of two idempotents. With just a little 
extra effort we can state these results in a form applicable to any subfield 1F of 
complex numbers. 
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We need the following lemma, whose proof is left to the reader and for 
which we couldn’t find an easy reference. It could be proved, e.g., by 
considering the Jordan form of a matrix when the underlying field is extended 
by the roots of its minimal polynomial. 
LEMMA 3.1. Assume p is an irreducible manic polynomial of degree m 
over 1F. Let A be an n X n matrix over [F with n = mt, and let pf be the 
minimal (and characteristic) polynomial of A. Then A is similar over IF to a 
generalized Jordan cell of the t X t block form 
1 T I 0 ... 0 
0 T I ... 0 
J(T,t) = 0 0 T ... 0 . . . . . . 
0 0 (j . . . + 
where T is an m X m matrix with minimal polynomial p, and I is the m X 
m identity. Furthermore, if the identity blocks are replaced with arbitrary 
nonzero scalar matrices e1 I, . . . , ck _ 1 I, ci E 1F, the resulting matrix is still 
similar to A. 
In what follows, l]Z’]] denotes the operator norm of T. (All other norms, 
e.g., the Euclidean norm, if it is preferred, are of course equivalent to this 
norm.) 
THEOREM 3.2. Let A be an n X n matrix over a subfield IF of complex 
numbers with tr A = n. Given E > 0, there is a member M of P3 over [F 
with (]A-M((<&. Furthermore, M can be chosen to have the same 
characteristic polynomial as A. 
Proof. First apply the primary decomposition theorem [3] to A: there is 
an invertible matrix T over IF such that T-‘AT is a direct sum of matrices Bi, 
i = l,..., r, with characteristic polynomial pkl, where the pi are distinct 
irreducible polynomials over 1F. Next let Ai be an invertible matrix such that 
R;‘B,R, is in the rational canonical form 
ci = Ci,i CB *.. CB ci ,s(i). 
Since each of the direct summands is cyclic with characteristic polynomial a 
power of pi, we can further assume, by Lemma 3.1, that it has the form given 
in that lemma. Thus there is a matrix T, with minimal characteristic polyno- 
mial pi and integers ti,l,. . . , t, scij such that 
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Let Z? = R, @ *.. @ R,, pick 6 > 0 with 
and denote by N, the matrix obtained from 
by replacing those Z-blocks located at positions 
(ti,l>ti,l + l)>(tj,,,tj,, + l),... 
with 61. Thus N, is also obtained from Ci when the 0 superdiagonal blocks 
are replaced with 61. It follows that N, has the same characteristic polyno- 
mial as Cj and is cyclic by the second part of Lemma 3.1. Observe that 
llCi - Nj 1) < 6. Since the minimal polynomials of the matrices N, are relatively 
prime, the matrix 
N = N, CD ... @ N, 
is also cyclic. It has the same characteristic polynomial as A, and in 
particular, tr N = tr A = n. Hence N ~9s by Corollary 1.8. Also, 
M = TRNK’T-l Eq3, 
and, denoting C, @ ... @ C, by C, 
I/A - MI1 =IITR(C - N)KIT-‘II 
G lITI1 . IIRII . IIR-‘II . IIT-’ * IIC - NII 
< E. n 
THEOREM 3.3. Let A be an n x n matrix over a subfield IF of complex 
numbers with tr A = n. Then A is in the closure of 2Y2 if and only if the 
characteristic polynomial of A has the parity of n. Zf this is the case, the 
approximating member of Y2 can be chosen to have the same characteristic 
polynomial as A. 
Proof. Let p be the characteristic polynomial of A. Assume p has the 
parity of n. As in the proof of the preceding theorem, we approximate A with 
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a matrix M which is cyclic and has characteristic polynomial p. It follows 
from Corollary 1.8 that M is in Y2 and A in its closure. 
To show the converse we use Theorem 1.12 together with the observation 
that the coefficients of the characteristic polynomial are continuous functions 
of the matrix. n 
Using arguments similar to those given in the preceding section, we can 
get the following result as a corollary. 
THEOREM 3.4. Let A be an n X n matrix of rank p and integral trace t. 
lf p < t < n, then A is in the closure of Y3. Zf, furthermore, the characteris- 
tic polynomial of A has the same parity as n, then A is in the closure of Yz. 
We leave it to the reader to formulate sufficient conditions for member- 
ship in the closure of 9, when the trace is large. 
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