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Abstract-ln the solution of a linear system of equations, the initial errors in the coefficients (e.g. due to 
experimental errors) and the errors of calculation involved in the solution (e.g. rounding errors) have a 
varying effect on the accuracy of the solution obtained. The concept of the conditioning of a matrix makes 
it possible to measure the extent to which a linear system is capable of being accurately solved. Here we 
consider the application of this idea to a study of the influence of errors in an identification problem. The 
experimental conditions are sought which will allow the most accurate possible identification of the 
unknown parameters from the results of the corresponding experiment. 
I. INTRODUCTION 
Certain apparently straightforward matrices may give rise to unexpected ifficulties in the 
solution of a linear system of equations. There is an example due to T. S. Wilson and quoted by 
Bodewig[l] and Todd[2]. Let the matrix M be 
10 7 8 7 
M= [ 75 6 5 
8 6 IO 9 
7 5 9 10 
Its determinant is unity and its reciprocal is 
I. (1) 
-6 10 -3 2 
If the linear system 
Mx=B, 
with B = (32,23,33,31), is solved, the result is 
x = (1, 1, 1, 1). 
However, the solution of the linear system 
(M+SM)(x + 6x)= B 
with. for instance. 
(3) 
(4) 
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is 
x + 6x = (-81, 137, -34, 22) 
which is a very large change 6x in comparison with SM. 
In such situations the matrix A is said to be badly conditioned; it transmits to the solution, 
in greatly magnified form, the errors in the coefficients of the linear system. This sensitivity of 
the solution to errors in the coefficients is very awkward, especially when the coefficients tand 
for experimental measurements that must necessarily involve errors often of considerable size. 
Such a situation occurs when a problem of identification of parameters from experimental 
results is reducible to the solution of a linear system. Whereas in general one can only make 
measurements and show that the matrix is badly conditioned, in an identification problem we 
can easily show that varying the experimental procedure (initial conditions, measurements 
made, external interactions, etc.) alters the matrix of the linear system, and hence its condition- 
ing, in a way that is often important. In such a case, therefore, we can contemplate seeking an 
experimental procedure that will lead to a linear system with the best possible conditioning. The 
identification of parameters will then be achieved with the best possible precision, since the 
effect of the experimental errors will be minimized. 
In this paper, we shah take as an example the problem of identifying the matrix A, of order 
n, from the time variation N(t) = (N,(t), . . ., N,(t)), which satisfies the differential equations 
dN(t)/dt = AN(t) + F(t), Vt E [0, T], 
(5) 
N(t,) = iv,, 
where F(t) = (F,(t), F,(t), . . ., F,,(t)) is a known input function. We shall also suppose here that 
all the eigenvalues of the matrix A are different. Such problems occur frequently, e.g. in 
compartment theory (pharmacokinetics, for example), in the study of industrial processes, and 
in the study of transformation systems under an internal or external field[3]. We shall define the 
conditioning of this identification problem and investigate in particular the influence of the 
experimental conditions thereon. 
2. CONDITIONING OF THE IDENTIFICATION PROBLEM 
2.1. The identificalion problem 
There are many methods of identifying the matrix A from experimental curves satisfying 
the differential system (5); c.f. for instance, [4-71. However, numerical investigations comparing 
results from the identification problem obtained by various methods how that the influence of 
experimental errors is independent, or almost independent, of the identification method used[8]. 
The good or bad conditioning is thus an intrinsic feature of the identification problem 
considered, and does not depend on the means used to solve it. This property enables us to 
define the conditioning of the identification problem by a particularly simple method which, 
although having several practical disadvantages (for instance, it requires a calculation of the 
derivatives of experimental curves), has the advantage of reducing the identification problem to 
the solution of linear equations. 
This method, described by Delattre[9] and others, consists in taking from the experimental 
curves, for n time values ti, tz,. . ., tn. the values of {Ni(ri), . . ., N.(ti)}i=, .. . . . n and of the 
derivatives {dN,(ti)/dr, . . ., dN.(ti)/dC}i,I....... These values together, when entered in the 
differential system (5), yield a linear system of n2 equations, in which the unknowns are now 
the n2 elements of the matrix A. In fact, a correct sorting of the resulting equations allows this 
system of n2 equations to be resolved into n linear systems of order n; if M denotes the 
‘measurement matrix’ defined by 
N2(tl) . . . Wd 
NZ(f2) . . . w2) 
(6) 
. . . ..f . . . 
N20.) . . . Ku,) I ’ 
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the ith row Ai of the matrix A is the solution of the linear system 
MX = Wi, 
with 
dN;\ri(t,)/dt - F,(t,) 
wi = dl\ri(td/dr - E(t.4 
141 
(7) 
(8) 
We can thus logically define the conditioning of the identification problem concerned as being 
that of the measurement matrix M. 
2.2. Measurement of the conditioning of the matrix M 
The need for a correct definition of the conditioning of a linear system has long been 
perceived by numerical analysts. It should be noted at once that there is no ‘natural’ definition 
of the conditioning. What we are seeking to define is a number giving an estimate of the 
maximum influence of the initial errors, mainly of experimental origin, on the solution of the 
linear system. As often happens in such maximization problems, there are two possibilities: 
either one seeks the accuracy of this maximization (which is in practice entirely relative, since 
the experimental errors are often themselves not accurately known), obtaining conditioning that 
is difhcult to calculate and handle; or one seeks a more manageable conditioning even if this 
corresponds to slightly less precise maximization. The definition of the conditioning also 
depends considerably on the norms used[lO]. This possible choice accounts for the different 
definitions of the conditioning offered by the main authors who have tackled this problem, in 
particular Turing [ 1 I], Lonseth [ 121, Todd [ 131, von Neumann and Goldstine [ 141 and 
Gastinel[ IO]. 
Here, we shall use Turing’s definition [ 1 I]: 
Cond. (M) = iN(M) - X(M-‘), (9) 
with 
NW = @, M:)“*, 
and n the order of the matrix M. 
We have chosen Turing’s definition for two reasons: it gives entirely satisfactory numerical 
results (c.f. section 3.1), and it allows an analysis of the influence of some of the experimental 
conditions on the value of the conditioning (cf. sections 3.2-4). Note that the possibility of such 
an investigation is exceptional, since the conditioning is usually defined by means of the 
eigenvalues of the matrix, and any analysis of the eigenvalues as functions of the matrix 
elements is well known to be dilIicult[lS]. 
2.3. Maximization of errors 
The calculations which lead to upper limits of the norm of errors in the solution according to 
the estimated experimental errors in the coefficients of the linear system offer no special 
problem and are described in detail elsewhere (in particular[2, lo]). We shall give only the result 
for the particular case studied here, which has been derived in [8]. Let /1.]/ be the Euclidean 
norm, defined for a vector x and a matrix A by 
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(12) 
If II&II, I(S&II, and IIsMJI are the norms of the errors in the vectors Ai and Bi and the matrix M, 
and if we assume also that 
II~MI 4 1mf-‘ll, (13) 
we obtain the following relation, valid for all i = 1,. . ., n: 
ws [w+w]Cond.(M). 
I I 
(14) 
If the norms of the relative errors in the matrix M and the vectors Br are assumed to be almost 
independent of the experimental conditions, we thus find that the maximum norms of the errors 
in the rows of the matrix A are proportional to the conditioning of the matrix M. Thus, the 
smaller this conditioning, the better the system will be conditioned. 
2.4. Effect of the experimental procedure on the conditioning 
The relation (14) shows that the maximum norm of errors in the matrix is proportional to the 
conditioning. It is therefore desirable to minimize the conditioning by means of the various 
possible actions on the system, in order to reduce the influence of the unavoidable rrors, 
chiefly experimental errors. 
In pharmacokinetics, for example, the problem is to understand as well as possible the 
metabolism of a drug in an organism. To decide the experimental procedure, we have to choose, 
among other things, the frequency of injection of the drug, the dose on each occasion, and the 
route of injection (oral, intravenous, etc.). Each procedure leads to a different conditioning. We 
must therefore seek, among all possible procedures, that which gives the smallest conditioning 
of the matrix M. Clearly this is possible only if we have an approximate knowledge of the 
system concerned, i.e. of the matrix A. The identification process may therefore by sum- 
marized as follows. 
(a) Approximate identification of the matrix A from the experimental results obtained with 
a simple procedure. The-conditioning is then generally very large. 
(b) Finding an experimental procedure whereby the conditioning can be minimized. 
(c) Fresh identification of the matrix A from the new experimental results. The effect of the 
experimental errors is then reduced to a minimum. 
In general, this technique gives remarkable results. An example will be shown in Section 4. 
3. EFFECT OF THE INITIAL CONDITIONS ON THE CONDITIONING 
The solution 
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The matrix A has been chosen arbitrarily: 
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A= 
-2.5 0.2 
2 I -0.2 . 
(15) 
The stages of the numerical test are as follows. 
(a) Choice of initial conditions No = (No,, NW). 
In reality, in order to be able to present he results in a simple manner, we have varied NW 
in the range [-I, +I] and defined 
No2 = X&XL (16) 
This enables us to cover all initial conditions that are mathematically possible, bearing in mind 
that the conditionings given by initial conditions kJV0 are the same for all k(# 0). Note also that 
ke are not restricted to cases where the initial conditions are positive (i.e. physically 
significant); the whole group of mathematical effects can thus be observed. 
(b) Calculation of time variation curves 
These were found by the very accurate Runge-Kutta method, the relative error being below 
10-6[16]. These curves give the matrix M with negligible rrors. 
(c) Simulation of experimental errors 
This consisted of simulation of experimental errors in the measurements, i.e. in the matrix 
M, using a sub-program for the generation of random numbers from the Gaussian law, such that 
ll6Mll/llMll= 10e4 for any initial conditions. 
(d) Identification of the matrix A 
This was done by solving the linear systems (7) and calculating the total error it, [ISAil] by 
comparison with the true matrix A defined by (15). 
(e) Calculation of the maximum total error from (14) 
Figure 1 gives a comparison of the theoretical maximum and the actual value of the total error 
ip, ]lSAi]], and leads to three conclusions: 
(1) The error maximum definition by (14) is a good one. 
(2) The conditioning varies considerably with the initial conditions (Fig. 1 is on a semi- 
logarithmic scale). 
-I- 
.!- 
/. 
AL 
0 
b 
Fig. 1. Comparison between theoretical maximum error (-) (14) and observed error (0) 
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(3) There appear to be two values of NOi for which the conditioning becomes infinite, i.e. for 
which no upper limit to the error in A can be given. 
3.2. Analysis of the conditioning 
In this section we shall look for an analytical expression for the conditioning as a function 
of the initial conditions. 
According to a classical result [17], 
JV(M) = (i$, Me)‘” = (trace M’M)‘12. (17) 
If @I. CL29 * * *, kn denote the eigenvalues of the matrix M’M, the conditioning defined by (9) can 
thus be written 
Cond. (M) = i ($, p,,)“’ ($, --!-)“2. (18) 
When F(t) = 0, the solution of the linear differential system (5) may be written 
N(t) = eAtNo. (19) 
If the eigenvalues of the matrix A are assumed to be all different, it may be represented as 
A = BAB-‘, (20) 
with 
B = [V,, V2,. . .t VA (22) 
where&(i=l,..., n)and Vi(i=l,..., n) are respectively the eigenvalues and eigenvectors of 
the matrix A. 
The relation (19) may therefore be written 
N(t) = BA(t)B-‘No, (23) 
with 
e*l’ 0 
A(t) = 
[ 1 e?y . 0 ‘&’ 
If we put 
aI 
a2 
a=B-‘N,,= : 
a, 
(24) 
(25) 
al 0 
a= 
[ I 112. . 0 . . a, 
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e*I’ 
&’ 
A(r)= : 
(26) 
it is clear that 
A( = ah(t). 
For any time of measurement ti,we therefore have from (23) 
N(ti) = BaA( 
With the notation 
6 = Nr,), A(h), . . ., A(r 
we have finally 
or 
M’ = Baa 
M’M = Ba&?aB’. 
(27) 
(28) 
(29) 
(30) 
(31) 
The matrix M’M has the same spectrum as T defined by 
T = B-‘MTMB = ai%‘aB’B. (32) 
For, if pi is the eigenvalue corresponding to the eigenvector Vi of the matrix M’M, it can be 
shown at once that pi is also an eigenvalue of the matrix T, and the corresponding eigenvector 
is B-‘Ui. 
The matrices 66’ and B’B are regularly positive definite; the matrix T can therefore be 
inverted if and only if a can be inverted, i.e. if none of the ai is zero. Then 
with 
T-’ = (BIB)-‘a-‘(&j’)-‘a-‘, (33) 
(34) 
We thus have the following results: from (32), the trace of T (which is equal to the trace of 
M’M) is a quadratic form in ai; from (33) with (34) the trace of T-’ (which is equal to the 
trace of (M’M)-‘1 is a quadratic form in l/ai. 
Hence, from (18) 
(35) 
where the coefficients {aii} and {pii} are independent of the initial conditions and are defined by 
Qii = [SS’li~[B’Bli~ = A(ti)A(ti)(Vi, Vj), (36) 
Bii = [(B’B)-‘l,[(SS’)-‘]ji, (37) 
where [.]ii denotes the ij element of a matrix. 
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This result is very useful in practice, since, when the coefficients {&ii} and {pii} have been 
calculated, it allows a very easy determination of the conditioning for any initial conditions N,, 
entered in formula (35) by means of the {ai} defined in (24). From (35). we can also easily 
determine the initial conditions leading to the smallest conditioning, by solving a non-linear 
system of n equations in n unknowns, when there is no constraint on the initial conditions, or 
by a conventional method for minimizing a function, when constraints are imposed on No. 
Note 2 
It is seen that the conditioning tends to infinity when one of the coefficients Ui tends to zero. 
This is the theoretical explanation of the peaks in Fig. 1. When one of the ei is zero, there is an 
infinity of solutions to the problem of identifying the matrix A. This is a general result, not 
dependent on the method of identification used; a more general proof is given in [8]. The matrix 
A is said to be unidentifiable[l8, 191. 
4. NUMERICAL EXAMPLE OF MINIMIZATION OF ERRORS 
Let us return to the numerical example in Section 3.1 and suppose that, having no a priori 
knowledge of the matrix A, we have sought o identify it by means of an experiment with the 
initial conditions 
No = ;*; I. (38) 
Using the simulation procedure (Section 3.1) and, in particular, again simulating the experimen- 
tal errors so that ]]&V]]/]]M]] = 10b4, we can solve the linear systems (7) and obtain the solution 
- 1.7372 0.0944 
1.5118 1 -0.1324’ 
(39) 
The errors with regard to the true matrix A defined by (15) are 
absolute C 0.7628 0.1056 0.4882 0.0676 I 
relative 
-43% =lll% 
~32% I ==51% * 
Note that these errors are large in comparison with the very small initial errors that we have 
imposed on the elements of the matrix M. The conditioning is given by (9) as 8323. 
From this matrix A’, we use (35) to calculate the approximate value of the conditioning as a 
function of the initial conditions. In Fig. 2, the result is compared with the error-free curve 
obtained from the true matrix A. There is a surprising similarity, despite the large differences 
between the two matrices. It is difficult to explain this very general effect. According to (81, the 
very high stability of the conditioning is apparently due to the particular features of the errors 
found in matrices identified from experimental curves. 
As a second test, we shall look for the initial conditions that give the lowest conditioning 
subject to the experimental constraints. If the only constraint is that the initial conditions are 
positive, we choose, on the basis of Fig. 2, the initial conditions 
No= ;. 1 
The conditioning is then 61, which is less than found in the first test by a factor of more than 
130. Again using the simulation procedure described in Section 3.1, we obtain a new matrix, 
A’= C -2.4959 0.1988 1.9992 I -0.1997 ’ 
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Fig. 2. Comparison of conditioning (- ) corresponding to the true matrix (IS) and conditioning (---) 
calculated from the matrix (39) obtained in the first test. 
and a comparison with the matrix A gives as the errors 
absolute 
0.0041 0.0013 
0.0008 0.0003 I 
relative 
=0.2% ~0.6% 
=0.04% I -0.2% . 
The improvement in accuracy is remarkable. (The total experimental error is the same in both 
cases.) 
5. CONCLUSION 
It has been shown in this paper how one can use the idea of the conditioning of a matrix to 
define the conditioning of an identification problem. By means of an example, we have 
illustrated the great importance of the experimental conditions as regards the effect of 
experimental errors on the uncertainty of the coefficients in the identified model. 
Most identification problems, however, do not reduce to the solution of linear systems, and 
further studies on the general concept of the conditioning of identification problems are 
desirable and necessary. 
The few results given here show clearly the advantages that might be derived from such 
investigations, especially as regards the speed and efficiency of procedures for model 
identification. It is to be regretted that, among the many publications on identification that 
appear each year, so few deal with this problem that is nevertheless a fundamental one, both in 
its theoretical aspects and in the many applications of it that may be expected. 
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