In this paper, we have considered the problem of optimal inspection times for the progressive interval type-I censoring scheme where uncertainty in the process is governed by the two-parameter Rayleigh distribution. Here, we also introduced some optimality criterion and determined the optimum inspection times, accordingly. The effect of the number of inspections and choice of optimally spaced inspection times based on the asymptotic relative efficiencies of the maximum likelihood estimates of the parameters are also investigated. Further, we have discussed the optimal progressive type-I interval censoring plan when the inspection times and the expected proportions of total failures in the experiment are under control.
Introduction
The Rayleigh distribution is recognized to be a very useful distribution in the lifetime analysis and operations research for its mathematical simplicity and statistical flexibility. It has numerous application in the diverse areas such as health, agriculture, biology, engineering, and other sciences. Rayleigh (1880) and Siddiqui (1962) have introduced this model and discussed its various captivating properties. The inferential problems regarding considered model have been discussed by Sinha and Howlader (1983) , Lalitha and Mishra (1996) and Abd-Elfattah, Hassan, and Ziedan (2006) . The probability density function of the Rayleigh distribution with parameters γ and σ is given by f (y) = y − γ σ 2 e − (y − γ) 2 2σ 2 ; y ∈ [γ, ∞); γ ∈ (−∞, ∞); σ ∈ (0, ∞)
and the distribution function is given by F (y) = 1 − e − (y − γ) 2 2σ 2 ; y ∈ [γ, ∞); γ ∈ (−∞, ∞); σ ∈ (0, ∞).
Mousa and Al-Sagheer (2005) have discussed Bayesian prediction whereas Wu, Chen, and Chen (2006) have performed Bayesian inference. Mousa and Al-sagheer (2006) have conducted statistical inference for progressive type-II censored data from the Rayleigh distribution. Seo and Kang (2007) obtained the approximate MLEs based on progressive type-II censored data and Kim and Han (2009) estimated the scale parameter under general progressive censoring. Recently, Dey and Dey (2014) estimates the parameters for Rayleigh distribution under progressively Type-II censoring with binomial removal and Abdel-Hamid and Al-Hussaini (2014) provided the Bayesian prediction analysis for Type-II progressive-censored data from the Rayleigh distribution under the progressive-stress model.
In life-testing experiments, many times, it is more economical and practical to gauge observations as progressive interval type-I (PITI) censored data than to record their actual measurements because exact observations may not be possible (e.g., in medical experiments) or may be very costly (e.g., engineering experiments which contain precious items). PITI censoring is a combination of interval Type-I censoring and progressive censoring, proposed by Aggarwala (2001) , which is having wide applications in clinical trials. For more details about PITI censoring readers may refer to Kaushik, Singh, and Singh (2015) , Kaushik, Pandey, Maurya, Singh, and Singh (2017) , Ng and Wang (2009), Chen and Lio (2010) , Lio, Chen, and Tsai (2011) , etc. In the PITI censored situations, a natural problem that may arise is to determine the associated inspection times appropriately before conducting the experiment to assess the parameter(s) of interest with the least possible reduction in efficiency as compared to the exactly observed situation. In this context, Lin, Chou, and Balakrishnan (2013) have developed some optimum inspection plan for log-normal distribution. For this purpose, they proposed the use of maximization of the determinant of the Fisher information matrix or minimization of the determinant of the variance-covariance matrix. A discussion on optimal grouping or monitoring times can be found in the works of Kulldorf (1961) based on the criterion of minimizing the asymptotic variance or maximizing the determinant of the expected Fisher information matrix of the maximum likelihood estimates (MLEs) of the parameters under the interval type-I censoring scheme. Further for related work on optimal inspections times for lifetime censored data one may refer to Lin, Wu, and Balakrishnan (2009) and Aggarwal (1984) . Our goal here is to determine the optimally spaced(OS) inspection times for the PITI censoring scheme concerning the two-parameter Rayleigh distribution by proposing some additional optimality criteria.
This paper is systematized into five sections. In section 2, we have described the Fisher's information matrix and variance-covariance matrix in case of Rayleigh distribution for a PITI censored sample. Section 3 devoted to the criteria for choosing the OS and the optimal equally spaced (OES) inspection times. In section 4, we have performed a numerical study and provided the discussion based on the results obtained thereof. The effect of the number of inspections and the choice of inspection times based on the asymptotic relative efficiencies (AREs) and relative entropy under the OS inspection scheme are assessed. In the same way, OES and EP inspection schemes are compared with the OS inspection scheme. Further, the optimal PITI censoring plan when the inspection times and the expected proportions of total failures in the experiment are pre-fixed have also been discussed. Finally, concluding remarks have been given in section 5.
Expected Fisher information matrix
Let us consider a PITI censored data D = (d 1 , d 2 , . . . , d m ) and R = (r 1 , r 2 , . . . , r m ) from Rayleigh distribution. It is necessary to mention here that the values R = (r 1 , r 2 , . . . , r m ) may be pre-specified as the proportion p 1 , p 2 , . . . , p m (with p m = 1) of the remaining live units consequently, the numbers of units remaining at times t 1 , t 2 , . . . , t m are random variables. Hence, the log-likelihood function for considered distribution under PITI censoring can be written as
To obtain the maximum likelihood estimates of parameters σ and γ, one requires to maximize Eq. (3) simultaneously with respect to σ and γ. It is noticed here that the simultaneous solution of likelihood equations is not achievable in explicit form. Therefore, one can use a suitable numerical method to obtain the maximum likelihood estimates of parameters. Further, the Fisher's information matrix of the likelihood is obtained as
where,
and
, and
l=0 r l . Therefore, the expected asymptotic variance-covariance matrix of the MLEs is
Optimal inspection plan
We have observed here that, generally the removals in the PITI censoring scheme are not in the control of the experimenter. Thus, we are left with optimization of the inspection plan only. That is t 1 , t 2 , . . . , t m are to be chosen in accordance with an optimality criterion. Some optimality criteria used in this context are given in the following subsections:
Optimality criterion based on the Fisher information matrix
This criterion was suggested by Lin et al. (2009) to obtain the optimal choices of inspection times. According to them, the inspection times t 1 , t 2 , . . . , t m are to be chosen so as to maximize the determinant of the Fisher information matrix given in Eq. (4) i.e.
Optimality criterion based on generalized asymptotic variance (GAV)
The determinant of the inverse of Fisher's information matrix is called as generalized asymptotic variance (see Bai, Kim, and Chun 1993) . Ismail (2015) has suggested the use of GAV as the criterion to plan the inspection times. Therefore, the inspection times t 1 , t 2 , . . . , t k are to be chosen such that GAV is minimized i.e.
Proposed optimality criterion based on Shannon entropy
Shannon entropy provides the amount of information contained in the observed likelihood. Consequently, we propose to use it for the optimal choice of the inspection time t 1 , t 2 , . . . , t m . Thus, the resulting criterion is to choose the inspection times t 1 , t 2 , . . . , t m which maximizing the Shannon entropy, i.e., the values of t 1 , t 2 , . . . , t m are to be determined by
where, H is the Shannon entropy for PITI censored data obtained in the following Eq. (12).
where n * 1 = n and n
3.4. Optimality criterion based on the variance of the estimate of some specific population characteristic
In many realistic circumstances, one may often be interested in some specific characteristics of the population which is a function of the parameters. Then one would be interested in minimization of the variance of the estimate of the characteristic under interest rather than minimization of the variance-covariance matrix of the estimate of the parameters. For example, one may be interested in getting a precise estimate of the population mean rather than the individual estimate of the parameters. The population mean µ for Rayleigh distribution is
Letμ be the MLE of mean lifetime. Then, our proposed criterion is to choose t 1 , t 2 , . . . t m so as to minimize var(μ) min
Following Kamakura and Yanagimoto (1989) and using the delta method, the asymptotic variance ofμ will be
The above-stated criteria can be used for the choice of the inspection plan to design the experiment. The t 1 < t 2 < · · · < t k obtained by using any of the aforesaid criteria will be called as optimal spaced (OS) inspection plan. However, if one is interested in keeping the inspection time equally spaced i.e. t i = it, i = 1, 2, . . . , m, where t to be chosen such that it maximizes the determinant of the Fisher information matrix i.e.
Such inspection plan may be called optimal equal spaced (OES) inspection plan. For optimization, we propose to use the Simulated Annealing algorithm (see Corana, Marchesi, Martini, and Ridella (1987) ). Further, we fix termination point t m at the 95% quantile of considered distribution and then we calculate the inspections time following the way that every interval having an equal probability of occurring an event called as equal-probability (EP) spaced inspection plan.
Numerical result and discussion
In this section, we explore the optimal choice for inspection times utilizing a numerical study. The numerical study has been performed using different values of the number of inspections m and sample size n based on the optimality criteria discussed in Sections 3.1, 3.2, 3.3 and 3.4, respectively. First, we computed the inspection times by using the transformation τ i = t i −γ σ . It is noted here that the optimal choice of τ i will become independent of population parameters (γ and σ) for all the considered criterion mentioned above. Given p 1 = · · · = p m−1 = 0, we compute the OS inspection times for each of the optimality criteria, in the form τ i 's for m = 2, 3, . . . , 10. The results are presented in Table 1 , where last three columns of this table show asymptotic relative efficiencies (AREs) of the estimates. Here, ARE is defined as the ratio of the asymptotic variance of parameters in the complete sample case to the that of in the PTIT censored case. Thus, we obtained the AREs of the MLEs of γ and σ as
, respectively. It may be noted that V 11 /σ 2 and V 22 /σ 2 are functions of τ i 's only (i.e. independent of γ and σ). Table 1 contains the optimal inspection times under considered criterion along with respective AREs. It is noted here that the ARE(μ) is highest for criterion discussed in section 3.4, ARE(γ) is highest for criterion described in Section 3.3 and ARE(σ) is highest for criterion given in Section 3.2 among others for all the considered choices of m. From an extensive numerical study, that we carried out here, it has been revealed that using any of these three optimality criteria will lead to similar results in terms of efficiency. Therefore, we shall primarily report the results based on the optimality criterion discussed in Section 3.3 in the subsequent paragraphs. Table 2 presents the optimal length of the inspection interval for choosing the OES inspection times when m = 2, 3, . . . , 9, 10, 15, 20 and p 1 = p 2 = · · · = p m−1 = 0. Similarly, results were also obtained for the estimation of the OS inspection plan under other censoring schemes.
From Tables 1 and 2 , we can see that as m increases the AREs increases under all the considered criterion and for large m AREs tend to 1. It is interesting to note here that for the estimation of γ the choice of optimum censoring time leads to consistently higher ARE than that for the estimation of σ in the considered cases. It may further be seen from the table that the performance of the estimates of γ and σ under PITI censoring will still be reasonably good if the number of inspections is chosen to be at least 5 and preferably 8 or more. For a comparison of the OS inspection scheme with the OES and EP inspection schemes based on ARE(γ), ARE(σ), ARE(µ) and Entropy respectively, we calculated the AREs, for different choices of m when p 1 = · · · = p m−1 = 0 and the results are summarized in Table 3 . It can The optimal length of the inspection interval in terms of τ = t − γ σ for OES inspection times using different optimality criterion when Table 3 : A comparison of the three inspection schemes based on asymptotic relative efficiencies and relative entropy P P P P P P P P P be seen easily from the table that the ARE for OS inspection plan is highest and for EP plan it is least in all the cases. The AREs for OES lies in between the AREs under OS and OES plans. Thus, on the basis of this, we may say that for the Rayleigh distribution, the OS inspection scheme is more suitable as it provides the maximum ARE as compared to other schemes irrespective of the parameter under deliberation.
To study the effect of variation in the values of m and n on the relative entropy we considered a number of values for m and n and taking an arbitrary choice for p i s as p 1 = p 2 = · · · = p m−1 = 0. The results obtained are presented in Table 4 . It may be seen from the table that the relative entropy increases as m or n increases, but the increment in relative entropy is higher due to increase in m as compared to that of increase in n.
We have noted above that AREs of the estimates for an optimum choice of the inspection time depends on the parameter to be estimated. Suppose that we are interested in the estimation of both parameters then neither the value of ARE(γ) nor the value of ARE(σ) can provide us the overall performance of the two estimates. Therefore, we need a single quantity to measure the over all performance of the estimates. Therefore, a convex combination of ARE(γ) and ARE(σ) is a simple way to assess the relative efficiency of the two estimates considered simultaneously. Some convex combinations of these two AREs, viz., λARE(γ) + (1 − λ)ARE(σ), λ ∈ [0, 1] are presented in Table 5 . The values of ARE(γ) and ARE(σ) are taken from Table 1 for those rows in which optimality criterion is discussed in subsection 3.3.
In earlier discussions, we have kept the fixed removals proportions p 1 = p 2 = · · · = p m−1 = 0 and our main interest was to discuss the optimal choice of inspection times for fixed removals. Moreover, the considered situation was corresponding to the removals which result in the minimum loss of information. At this stage, one may say that situations do arise where the experimenter can control the removals, for example in engineering experiments; although it is true that the removal of units is based on the practical necessity of saving test units or cost. However, one could fix the expected proportion of removals h based on time and cost of the experiment. As soon as h is fixed, the problem of optimum choice in PITI censoring scheme now reduces to the determination of the optimum inspection plan and optimal removal scheme (p 1 , p 2 , . . . , p m−1 , p m = 1) where the total proportion of failures h in the experiment is pre-fixed. In this situation, the optimality problem is max p 1 ,...,p m−1 ,t 1 ,<···<tm
subject to
This scheme is called as generalized optimal spaced (GOS) inspection scheme. Further, we have also studied the effect of removals if these occur in the experiment when inspection times are chosen from Table 1 . So, in this situation, the optimality problem will be max p 1 ,...,pm
subject to the constraint as given in Eq.(18). The optimum values of p i 's are computed and given in Table 6 , under the GOS, OS, OES, and EP inspection schemes for n = 200, m = 5, and h = 0.5, 0.6, 0.7, 0.8. The first row of the table shows that if the experimenter chooses to use five inspection times and wishes to save 50% of the n = 200 units put under test, then the optimal removal scheme will be 11.80%, 37.67%, 0%, 0%, and 100% removals of the live units at the five consecutive inspection times under GOS inspection scheme. It may be recalled that when we chose the optimum inspection times and studied the effect of variation in the values of p i s the least loss was observed when all p i s was zero except p m (= 1). However, from the Table 6 , we see that if we calculate the optimum value of inspection time and removal probability simultaneously then non zero p i s are observed in the solution. Evidently, the optimal censoring plan (i.e choice of inspection time and removal proportion simultaneously) will not be the same if different optimality criteria are used. The entries in the rows titled as OS, OES and EP provides the optimum values of removal proportions when the optimum inspection time is pre-calculated and fixed as per optimization criterion discussed in section 3. In this sense, it can be viewed as a result of two-step optimization where we optimize the inspection time at first and then we optimize removal proportion. The last column of Table  6 shows the relative efficiencies of selected inspection scheme with respect to GOS inspection scheme. The resulting relative efficiencies of the OES and OS inspection schemes are 92% for h = 0.5 and 95% for h = 0.2. But the relative efficiency of EP inspection plan is less than 80% in all the considered cases which, once again, reveals that the OS and OES inspection scheme are more efficient than the EP inspection scheme. It is also observed that as total removal proportion i.e. h decreases, the relative efficiency approaches to one.
Conclusion
In this paper, we have contemplated the problem of planning PITI censoring scheme for Rayleigh distribution. It is noted that the inspection times using optimality criterion that minimize Shannon entropy has either highest ARE or close to that relative efficiency which is the highest among all the considered criterion. Moreover, it is also observed that under the equal spacing situation, the Shannon entropy provides the smallest value for the spacing without compromising much in terms of ARE. Therefore, PITI censored plan for Rayleigh distribution must be constructed by using minimum Entropy criterion. In general, the use of the OS inspection scheme to construct the inspection plan reduces the required number of inspections significantly as compared to the EP/OES inspection for achieving the same level of relative efficiency. Thus, for Rayleigh distribution, the OS inspection scheme is more appealing. Moreover, as the choice of inspection times is crucial for the computation of the efficiency of an experiment, hence, the presented work may be productive for future research.
