This paper considers microeconometric evaluation by matching methods when selection in to the program under consideration is heterogeneous. Existing studies generally use parametric estimators of binary response models such as the probit and logit to estimate the propensity score, which allows for very limited forms of heterogeteity and imposes strong distributional assumptions on the error term that are often violated with the underlying data. We introduce an easy to implement matching strategy that incorporates semiparametric propensity scores that allow for very general forms of heterogeneity in response across observed covariates along the conditional willingness to participate in the treatment intervention distribution. Data from the NSW experiment, CPS and PSID are used to evaluate the performance of alternative matching estimators. We find significant evidence of heterogeneity and that the proposed algorithm generally exhibits lower bias and accurately captures the experimental treatment impact. A detailed examination of the average absolute bias errors between our procedure and matching algorithms based on parametric propensity scores indicate reductions between 6.2% and 706% of the experimental program impact.
Introduction
An increasing body of evidence has found that there is significant diversity and heterogeneity in response to a given policy. Heckman (2001) argues that this has profound consequences for economic theory and for economic practice. In particular, accounting for heterogeneity may improve the performance of non-experimental estimators. In this paper, we introduce and evaluate the performance of an easy to implement propensity score matching estimation strategy that explicitly accounts for heterogeneity in response across observed covariates along the conditional willingness to participate in the treatment intervention distribution.
Matching estimators evaluate the effects of a treatment intervention by comparing outcomes such as wages, employment, fertility or mortality for treated persons to those of similar persons in a comparison group. The use of the propensity score as a basis for matching treated and untreated individuals (and thus for evaluating the magnitude of treatment effects) is becoming increasingly common in clinical medicine, demographic and economic research. The propensity score is defined as the conditional probability of being treated given the individual's covariates and requires the assumption of selection on observables. 1 Existing studies use parametric estimators of binary response models, such as the probit and logit which imposes strong distributional assumptions on the underlying data. In particular, the dangers of misspecification may be severe if the error terms are not independent and identically distributed from their known parametric distributions. 2 Kordas (2002) outlines the benefits of using Manski's (1975 Manski's ( , 1985 binary regression quantiles to provide consistent estimates of the conditional probability at different points of the distribution. This estimator avoids the distributional restrictions embedded in the parametric approach and has the advantage that it is robust and can accommodate heteroskedasticity of unknown form. This property is extremely valuable in our setting as the estimator can accommodate problems of heterogeneity, self-selection and misclassification. Todd (1999) presents the only other study that we are aware of that considers matching using 1 The assumption of selection on observables requires that conditioning on the observed variables the assignment to treatment is random. Propensity score matching (Rosenbaum and Rubin (1983) ) estimators reduce the dimensionality of having to match participants and non participants on the set of conditioning variables (X) by matching solely on the basis estimated propensity scores (P (X)). 2 Horowitz (1993) demonstrates that misspecification of the conditional distribution of the residual in parametric binary response model is likely to be severe under heteroskedasticity and bimodality.
semiparametrically estimated propensity scores. She considers matching using the index estimated from both the semiparametric least squares estimator of Ichimura (1993) and the quasi maximum likelihood estimator of Klein and Spady (1993) . 3 Her Monte Carlo study demonstrates that the gains from using the semiparametric least squares procedure relative to parametric alternatives are greatest when either the systematic component of the model is misspecified or when the error distribution is highly asymmetric. Our approach offers several additional benefits for empirical researchers. First, this estimator does not require the researcher to select higher order or interaction terms to ensure balancing of the covariates across the treatment and non treatment groups. Recent work in economics (Dehejia and Wahba, 2002) has proposed the use of balancing tests to determine if additional higher order or interaction terms should be included in the estimates of the propensity scores but does not provide guidance on precisely which of these terms should be included. Second, the results from this estimator can also be used to calculate quantile treatment effects. Researchers can determine the average treatment effect on the treated at different points along the probability of participation distribution. Accounting for heterogeneity in the impact of the program across individuals provides a more complete picture of the effectiveness of the treatment employed.
To demonstrate the performance of our estimation strategy we use experimental data originally employed in LaLonde (1986) . This data has been used in a number of studies that have evaluated the performance of different non-experimental estimators including propensity score matching. While early evidence (Dehejia and Wahba (1999) ) found that propensity score matching estimators were able to replicate experimental treatment effects, more recent evidence calls these findings in question (Smith and Todd (2002) ) and indicate that accounting for permanent unobserved heterogeneity does lower the estimated bias with propensity score matching estimators. If accounting for heterogeneity is indeed a major source of bias then our estimation strategy will account for it. 4 3 These methods estimate a conditional mean and overcome the distributional restrictions embedded in the parametric approach but allows for only limited forms of heterogeneity. 4 Our strategy is unable to account for selection on unobservables that would result in an omitted variable bias problem.
Econometric Methods

Framework
Cross-sectional matching estimators compare outcomes for treatment (Y 1 ) and comparison group (Y 0 ) individuals measured at some time period after the program. We define D i = 1 indicate if person i received treatment and D i = 0 if not. The goal of any evaluation study is to estimate the causal effect of the treatment program. One parameter of interest is the effect of the treatment on the treated (AT T D=1 (X)), which can be defined conditional on some characteristics
. The propensity score reduces the dimension of the conditioning problem in matching by replacing an estimate of E(Y 0i |D = 0, X i ) with an estimate of E(Y 0i |D = 0, P (X i )); where P (X) = P r(D i = 1|X).
. Conditioning on the propensity score yields,
where Y 1i and Y 0i are the potential outcomes in two counterfactual situations. To derive equation 1 given the definition of P (X) requires that matching is to be performed over an area of common support ( 0 < Pr(D = 1|X) < 1) and a balancing hypothesis. D ⊥ X|P (X). The balancing hypothesis requires observations with the same propensity score to have the same distribution of observable and unobservable characteristics independent of treatment status. The ease of implementation of these estimators has resulted in a substantial increase in their application in economics and other fields. Implementation involves two steps. In the first step, the conditional probability of participating in the treatment intervention is estimated using either a probit or logit estimator. In the second step, the researcher uses a matching algorithm to construct the matched outcomes for the treated group. Algorithms differ in the distance metric they use to determine which individuals are suitable matches to the treated persons so they can be included in the comparison group of individuals. 5 Our approach differs by estimating this probability using the following semiparametric procedure. 5 See Smith and Todd (2002) for a comprehensive overview of alternative cross sectional matching algorithms.
Calculating the Propensity Score Semiparametrically
To avoid the distributional and other restrictions embedded in the parametric specification of Pr(D i = 1|X i ) we use Manski's (1975 Manski's ( , 1985 binary regression quantiles. Our use of binary regression quantiles is motivated from an estimation viewpoint as with heterogenous populations, a family of quantile estimates can provide a more complete picture of how covariates affect various conditional quantiles of the latent response variable underlying the observed binary indicator. Define the latent variable D * i and assume that we may write it's q-th conditional quantile function as linear index
where α(q) is the coefficient vector for the q-th conditional quantile. Using the equivariance property of quantile functions with respect to monotonic transformations we write the conditional quantile function of
This estimator is the binary response analogue to the linear quantile regression estimator introduced by Koenker and Bassett (1978) and offers a robust and efficient semiparametric alternative to commonly used parametric models. From an empirical point of view, their main advantage is their ability to model very general forms of population heterogeneity by allowing the coefficient vector (α(q)) to vary across the conditional quantiles of the dependent variable.
Estimates of the scaled coefficients α(q) such that ||α(q) = 1||, are obtained by solving the quantile regression problem
where ρ q (u) = (q − 1{u < 0}) · u, and S N (·) is the score function. Since S N is a multimodal step function of a, binary quantile regression estimators are solutions to difficult optimization problems. 6 The discontinuities of the objective function also affect the asymptotic behavior of the estimators that have been shown to converge at the slow N 1/3 rate to a non-gaussian random variable (Kim and Pollard, 1990) . To overcome these problems Horowitz 6 Optimization is performed using the simulated annealing algorithm. See Goffe et al. (1994) for details.
(1992) smoothed the median score function and derived a smoothed median estimator that is asymptotically normally distributed 7 . Kordas (2002) extended these results to show joint asymptotic normality of families of smoothed binary quantile estimates and showed how these smoothed estimates may be optimally combined for efficient estimation.
Our main objective is to use quantile estimates to derive semiparametric estimates of the propensity score, or equivalently, semiparametric estimates of the probability that a given individual receives treatment. To this effect the un-smoothed binary quantile estimates will suffice. Thus we only consider un-smoothed estimation. With these estimates we can compute the counterfactual outcome
Turning to the issue of computing probabilities from quantile estimates, note that the quantile regression model in (3) implies that if an individual's q-th conditional quantile X 0 i α(q) is (approximately) equal to zero, his conditional probability of receiving treatment is (approximately) equal to 1 − q, i.e.,
Given estimates of α(q) over a grid θ = {q 1 , q 2 , · · · , q M |q 1 < q 2 <, · · · < q M } of quantiles, this equation may be used to derive semiparametric interval probability estimates as follows. Let
be the smallest quantile in the grid for which i's index function is positive. Then an interval estimate of the conditional probability of
7 It easy to see that the score function may be rewritten as S N (a) is the score function and it
where the notation ∝ a means "proportional in a". Horowitz (1992) proposed replacing the indicator function by a smooth function J : R → [0, 1] (e.g. a distribution function) and defined the smoothed maximum score estimator as
where h N is a smoothing parameter that tends to zero as N becomes large. 
Matching using Semiparametric Propensity Scores
Since the estimated choice probabilities are discrete (interval probabilities) the average treatment effect on the treated (AT T D=1 (X)) is calculated using stratification matching. At each probability interval, we compute the difference in average outcomes of treated and controls, providing an estimates of a quantile treatment effect (AT T D=1 (X) q ),
where N 1 q and N 0 q number of treated and untreated individuals at quantile q respectively. The average treatment effect on the treated is computed using a weighted (by the number of treated) average of these quantile treatment effects as
where Q is the total number of quantiles estimated and N 1 is the total number of treated individuals that are matched. Assuming independence of outcomes across units, the variance of AT T D=1 (X) is given by
Bootstrapped standard errors could be calculated as well.
8 8 Notice that if a quantile contains numerous treated units and few controls it will increase the variance of the estimated mean effect of treatment on the treated. Quantiles with few treated and many controls work in an opposite manner but receive little weight in the calculation of the average treatment effect on the treated. In our empirical application we present bootstrapped standard errors since we are matching on the estimated and not the actual propensity score.
3 Returns to the NSW Job Training Program
Data
To evaluate the performance of our procedure we employ the same data used by LaLonde (1986), Heckman and Hotz (1989) , Wahba (1999,2002 ), Abadie and Imbens (2002) and Smith and Todd (2002) in our study to assist in any comparisons. This literature examines whether econometric (non-experimental) estimators recover impacts on post-intervention earnings that are similar to those produced from a randomized experiment. The experimental data is drawn from a labor training program known as the National Supported Work Demonstration program. Conducted during the 1970s, the National Supported Work Demonstration, looked at the effects of supported work on individuals with identified employment problems. Eligible applicants were assigned randomly to an experimental (participant) group, which could enroll in supported work, or to a control group, which was precluded from enrolling. Through close supervision, peer-group support, and graduated performance standards, supported work programs prepared participants to make the transition to unsubsidized employment after 12 to 18 months of program experience.
Since control and treated units were randomly assigned the experimental benchmark estimate of the treatment effect is simple to calculate. To evaluate the performance of nonexperimental estimators, treated and control units from the NSW experiment are combined with nonexperimental comparison units drawn from two national survey datasets; CPS and PSID. 9 Following Smith and
Todd (2002), we consider three experimental samples (LaLonde's full sample, the Dehejia and Wahba extract, an extract containing only subjects assigned in the first four months of the program) in addition to the survey data. Summary statistics for each sample employed in the study are presented in Appendix Table 1 . While there are no significant differences between the treated and control groups for each experimental sample therearesubstantial differences between these samples and the non experimental samples. The experimental sample contains more minorities particularly blacks, is younger, poorer educated, less likely to be married than the non experimental samples. Further, the earnings in all three years are substantially lower and the PSID subjects have the highest incomes. These substantial differences present challenges for any non experimental estimator.
Results
Propensity Score Estimates
We present matching estimates based on two alternative specifications of the propensity score, Pr(D = 1|X). As in Smith and Todd (2002) both the experimental treatment and control groups are included in estimating the propensity score for efficiency reasons. The first specification (henceforth referred to as specification one) is based on Wahba (1999,2002 ) includes higher order and interaction terms to satisfy balancing tests. 10 The second specification we consider omits these higher order and interaction terms from the estimating equation since in theory the inclusion of higher order and interaction terms should not affect estimates from binary regression quantiles as they are robust to heteroskedasticity of unknown form.
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While parametric binary response models do not allow for heterogeneity a concern exists to whether they are misspecified. We conducted simple likelihood ratio tests between the heteroskedastic logit and logit for specification one and two respectively and the null hypothesis of a homoskedastic residual is strongly rejected. 12 The importance of heterogeneity in response to covariates is illustrated in figure 1 . The figure demonstrates how the normalized quantile coefficient estimates vary across quantiles when using the early random assignment sample and PSID samples for specification 1. 13 Notice that black 10 Balancing tests determine whether a covariate adds information on the selection process conditional on the propensity score. A slightly different set of higher order and interaction terms are used for the specifications with the CPS and PSID samples. These specification were also used in Smith and Todd (2002) . See table 3 of their paper for the estimated coefficients and standard errors for a logistic regression. Note that the selection of variables to include in the estimation of the propensity score is very important since even small changes in the estimated probabilities can dramatically affect the magnitude of treatment effects in the matching stage and cause a substantial difference in the amount of bias present in the matching estimator. See Heckman, Ichimura, Smith and Todd (1998) for a discussion. 11 While, Wahba (1999, 2002) did not find evidence that the treatment effect estimated was sensitive to the inclusion of these terms, they stress the importance of variable selection to ensure that the balancing hypothesis is satisfied. 12 This assumption is rejected below the 5% level for all columns and specification with the exception of column 5 in specification 1 which is rehjected at the 15% level. 13 Note that to improve the performance of our estimation algorithm we rescaled the covariates so that the ratio of each covariates logit coefficient relative to the logit coefficient on the education parameter ranged between 1 and 10. This sample corresponds to column 6 in Smith and Todd (2002). Our estimation algorithm and software used in and hispanic individuals receive an increasing weight as we move from low towards higher quantiles, indicating that individuals higher in the willingness to participate distribution assign less importance to race (recall the probability interval is 1-q). Similarly and consistent with the summary statistics the coefficients on marital and dropout status become less important as individuals move higher in the willingness to participate distribution. The logit estimates seem to capture behavior fairly accurately at all but the extreme quantiles for many of the covariates. Table 1 presents estimates of the causal effect of the NSW Work Demonstration on earnings based on stratification matching with semiparametric propensity scores for specifications 1 and 2 in the top and bottom panel respectively. The outcome variable throughout the paper is earnings in calender year 1978. The rows differ solely in the number of bins that are employed and the lowest probability bin is excluded from the analysis. 15 For each specification, we find that the treatment impact is captured within a 95% bootstrapped confidence interval. The estimates are extremely accurate for each (even numbered column) experimental treatment sample matched with the PSID non experimental sample. The results with twenty bins are practically identical between specification 1 and 2. Further, the results do not appear to be very sensitive to the number of bins that are used to stratify the sample match. For certain subsamples the results improve with fewer bins while for other samples the results are not as positive. Yet, as the number of bins are reduced to five, the estimates in column 2 and 6 of Table 1 decrease by approximately 67%.
Treatment Effects
The bottom panel of table 1 demonstrates how the estimated treatment effect changes when the this study is available at http://acadfs01.whacad.wharton.upenn.edu/lehrers/software.htm. 14 A graphical examination of the average propensity score computed by logit for each individual assigned to a given 5% quantile was also conducted. Disagreements between parametric and semiparametric propensity scores become larger at higher quantiles as the parametric models under predict the probability of participation. The general pattern of over and under prediction in these figures provides further evidence of the restrictiveness of the parametric model which tend to extrapolate the behavior of individuals near the mean to individuals that belong in the tails of the willingness to participate distribution.. 15 We present results where this bin is included in the lower half of Table 1 . Table 2 presents evidence for why this bin should be excluded when conducting analysis using the CPS non experimental sample. Stratification matching estimates based on parametric propensity scores that correspond to Table 1 are presented in Appendix Table 2. lowest interval probability bin is included in the analysis. While it is a concern that after discarding individuals, the matched sample is no longer representative recall the evidence from table 1 that demonstrated how different these samples were. The addition of this quintile dramatically reduces the magnitude of the treatment effect for the columns using the CPS sample. Even if one were to calculate semiparametric propensity score between 1% and 5% as well as 95% to 99% and include all observations the results move the estimates closer to table1 but remain slightly smaller since a few treated individuals remain in the bin with the smallest probability.
In table 2 we present Hotelling T 2 tests for differences in means (i.e. balancing tests) for each covariate used to estimate the semiparametric propensity scores within each quintile probability interval. Each entry lists the number of covariates which failed the test at the 5% level. 16 Notice that there are significant failures at the lowest probability interval capturing the dissimilarities between the experimental and CPS non experimental samples. These differences help explain the large swing in the estimated treatment effect between the top and bottom panel of table 1.
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If the covariates are balanced, interpretation of the quantile treatment effects are clear. In figure  2 , we graph quantile treatment effects for the sample that corresponds to specification 2 and column 6 of table 1. Notice that the largest gains in the training program are received by those who had the highest and lowest probability of participation. Further, analysis indicates that the training program's success was due in part to those individuals characteristic of the experimental sample as well as those individuals who were observationally similar to the PSID sample that suffered low earnings in 1975. The training program had a negative impact for those subjects in the middle quantiles who tend to be either blacks or hispanics that had low earnings in 1974 but high earnings in 1975. This indicates that the supported work program had the largest benefits for individuals who had a permanent history of employment problems if the control group was drawn from the PSID.
Bias Estimates
Evaluation bias estimates are obtained by applying our matching algorithm to the randomized out control group and nonexperimental group. As neither group has received the intervention the difference in earnings between matched individuals from each experimental control group and non experimental sample should be zero. Table 3 presents direct estimates of the bias using stratification matching with semiparametric propensity scores. Notice that with the exception of column 4 of speciication one, the bias is of the order of a few hundred dollars and is less than 15% of the experimental treatment impact in columns 2, 3, 5 and 6 respectively. The inclusion of individuals in the lowest probability quantile has little effect on the bias unlike the treatment effects. This occurs since the majority of individuals from the experimental sample who are assigned to this probability interval were randomly assigned treatment.
The evaluation bias increases by approximately $200 in column 1-3 when the higher order and interaction terms are omitted from the estimating equation. Column 6 continues to exhibit low bias whereas column 5's bias is also reduced in absolute value. Once again and surprisingly we find a high degree of bias in the Dehejia and Wahba samples. This is striking and contrasts the findings of Smith and Todd (2002) who found that matching algorithms using parametric propensity scores provided low bias only for this subsample. In Appendix table 3 we present interval matching estimates for the bias using propensity scores estimated by a logit for each specification where the lowest probability bin is excluded and included respectively. The bias is significantly lower for this subsample (both columns 3 and 4, Dehejia and Wahba) as compared to the estimates presented in tables 3.
To uncover an explanation as to why the evaluation bias calculated using semiparametric propensity scores exceeded the estimate obtained using parametric propensity scores in column 4 of table 4 we conducted a more detailed examination of how the estimated bias differs across quantiles. Figure  3 presents a graph of the quantile bias effects at each interval for both parametric and semiparametric propensity scores for specification 1. Notice that in almost all quantiles the semiparametric procedure exhibits lower bias. 18 The results in table 3 (and Appendix Table 3 ) present a number of treated individuals weighted average of these quintile biases and suggest that the lower bias for the Dehejia and Wahba subsample is based in part on having the larger biases across quantiles cancel out.
To provide additional guidance for empirical researchers on the performance of propensity score matching algorithms we compare the average absolute bias error of our matching algorithm with a variety of different matching algorithms based on parametric propensity scores; described in Smith and Todd (2002) . 19 For each matched outcome we first calculate the absolute bias error
is calculated by the algorithm under investigation. The average absolute bias error is calculate by dividing the sum of these bias errors by the number of individuals in the treatment group who were successfully matched. We report the average absolute bias error and its standard error in table 4. For interval matching estimators this estimate is simply a weighted average of the absolute value of each quantile bias effect. For the parametric propensity score we match on the estimated propensity score for most of these estimator with the exception of kernel and local linear matching estimators where we match on the odds ratio due to the nature of the sample. 20 Notice that with one exception, the smallest average absolute bias error is attained using stratification matching with propensity scores calculated by binary regression quantiles. In general, bias error estimates obtained by stratification matching procedures are smaller than the nonparametric and distance metric algorithms. In general when using parametric propensity scores algorithms that use a larger distance produce smooth results; whereas narrow intervals produce larger bias errors on average. In part, this occurs since fewer individuals have matches as the distance shrinks. The results from specification 1 find that Kernel and local linear matching estimator exhibit significantly less bias error than nearest neighbor or caliper matching algorithms. Overall, it appears that using 20 bins produces estimates with the smallest mean squared error. The results suggest 19 We also compared our procedure to the Abadie and Imbens (2002) matching procedure which determines matched outcomes based on a weighting of distance between covariates and not the propensity score. Due to space constraints we do not report the results but we considered both homoskedastic and heteroskeedastic weighting matrices with one and four individuals matched and the results indicated larger absolute bias error than local linear matching with a bandwidth of 0.01. 20 Since the data are choice based with unknown sampling weights consistent estimates for the probability of program participation are generally not obtained. Heckman and Todd (1995) demonstrate that matching methods can be applied with the odds ratio to gain consistent estimates when the sample is choice based. Note failure to account for choice based samples should not affect nearest neighbor or stratification point estimates.
that adding the lowest probability quantile to the stratification matching algorithm increases bias up to an average of $500 and $670 per treated participant for specification 1 and 2 respectively. The increased average size of the bias error from parametric procedures ranges from slightly more than $55.00 to approximately $5200 for specification 1. As a percentage of the estimated treatment impact this range is equivalent 6.2% to 586.9%. For specification 2, stratification matching using parametric propensity scores does exhibit smaller bias error for column 3. 21 Of the remaining columns, the size of the average bias error ranges from $91 to $6250 or 10.3% to 706% of the experimental treatment impact per matched treated individual. While the semiparametric procedure yielded the smallest average absolute bias error in 11 of the 12 columns in Table 4 , the number is still large relative to the experimental impact. This casts doubt as to whether all observables were included in the estimation of the propensity score and is a potential cause for concern for empirical researchers interested in using these methods. 22 Stratification matching with parametric and semiparametric propensity scores yield similar average absolute bias error but wildly different treatment effects (Table 1 versus Appendix Table 2 ). In general if one excludes the lowest probability bin (0.0-0.05%) the procedures rarely placed individuals within the same interval. This is demonstrated by examining the scarcity of individuals lying on the prime diagonal of table 5 and the large number of individuals residing in the off diagonal elements. This table presents information on the horizontal rows of which bin the semiparametric procedure assigns and the columns provide the bins that the parametric procedure assigns. Notice that ignoring the lowest probability quantile, approximately 30% of all the observations fall in the same probability bin for the two methods. For all 12 subsamples the similarities range between 22%-43%.
Conclusions
In situations with nonexperimental data matching methods provide a means to estimate program impacts when the variables determining assignment to treatment are observed and the support of treatment and comparison groups overlap. In this paper, we demonstrate that potential gains 21 Since this column exhibits a significant number of quantiles with failures in the balancing tests (presented in table 5) further investigation is required to see whether these intervals present significantly larger estimated biases. 22 Further note that the average bias error for one nearest neighbor matching is extremely large which suggests that there are substantial differences even in the case where matched individuals should.be most alike.
can be achieved with stratification matching using propensity scores estimated by binary regression quantiles, a semiparametric estimation technique that does not make any distributional assumptions on unobservables and allows for general forms of heterogeneity in response to observed covariates. Since binary regression quantiles are robust to general forms of heteroskedasticity, the researcher only has to specify which covariates affect program participation in the estimating equation.
To examine the performance of stratification matching using semiparametric propensity scores calculated via binary regression quantiles we employ data used in several influential studies evaluating the performance of nonexperimental estimators. We find that our technique accurately captures the experimental treatment impact and generally exhibits lower bias than strategies employing parametric propensity scores. A detailed examination of the average absolute bias errors between our procedure and matching algorithms based on parametric propensity scores indicate reductions between 6.2% and 706% of the experimental program impact. These differences are due in part to misspecifaction and as a result fewer than 50% of the same individuals are assigned to the same probability bin with semiparametric and parametric propensity scores.
While previous work using semiparametric estimators did not find large gains relative to parametric procedures they only allowed for very restrictive forms of heterogeneity relative to binary regression quantiles. In conclusion, since the use of the propensity score as a basis for estimating treatment effects is becoming increasingly common in research in a variety of disciplines researchers should test for possible misspecification and if present, should consider the methods described in this paper to improve inference. Table 4 20 Note: Bootstrapped standard errors in parentheses. 1000 Bootstrap replications. DW exclusion drops all individuals in the treatment group with estimated propensity scores above the maximum propensity score in the control group and drops all control individuals whose estimated propensity score is less than the minimum propensity score of the treatment group. 
Appendix
