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1. The singular linear spaces
As a generalization of attenuated spaces, the concept of singular linear spaces was ﬁrstly intro-
duced in [30]. In this section we introduce singular linear spaces and some known applications.
Let Fq be a ﬁnite ﬁeld with q elements, where q is a prime power. For two non-negative integers
n and l, Fn+lq denotes the (n + l)-dimensional row vector space over Fq . The set of all (n + l) × (n + l)
nonsingular matrices over Fq of the form
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,
where T11 and T22 are nonsingular n × n and l × l matrices, respectively, forms a group under ma-
trix multiplication, called the singular general linear group of degree n + l over Fq and denoted by
GLn+l,n(Fq). If l = 0 (resp. n = 0), GLn,n(Fq) = GLn(Fq) (resp. GLl,0(Fq) = GLl(Fq)) is the general linear
group of degree n (resp. l). (See [25].)
Let P be an m-dimensional subspace of Fn+lq , denote also by P an m × (n + l) matrix of rank m
whose rows span the subspace P and call the matrix P a matrix representation of the subspace P .
There is an action of GLn+l,n(Fq) on Fn+lq deﬁned as follows
F
n+l
q × GLn+l,n(Fq) → Fn+lq ,(
(x1, . . . , xn, xn+1, . . . , xn+l), T
) → (x1, . . . , xn, xn+1, . . . , xn+l)T .
The above action induces an action on the set of subspaces of Fn+lq ; i.e., a subspace P is carried by
T ∈ GLn+l,n(Fq) to the subspace PT . The vector space Fn+lq together with the above group action, is
called the (n + l)-dimensional singular linear space over Fq .
For 1  i  n + l, let ei be the row vector in Fn+lq whose i-th coordinate is 1 and all other co-
ordinates are 0. Denote by E the l-dimensional subspace of Fn+lq generated by en+1, en+2, . . . , en+l .
An m-dimensional subspace P of Fn+lq is called a subspace of type (m,k) if dim(P ∩ E) = k. The col-
lection of all the subspaces of types (m,0) in Fn+lq , where 0  m  n, is the attenuated space.
(See [4].)
Let M(m,k;n+ l,n) denote the set of all the subspaces of type (m,k) of Fn+lq . By [30, Lemma 2.1],
M(m,k;n+l,n) forms an orbit under the action of GLn+l,n(Fq). Let Λ be the set of all orbits of the ac-
tion of GLn+l,n(Fq) on M(m,k;n+l,n)×M(m,k;n+l,n). Then the conﬁguration (M(m,k;n+l,n),Λ)
forms an association scheme. (See [2].) It is well known that (M(n,0;n+ l,n),Λ) is the bilinear forms
scheme. In [30], we computed all the intersection numbers of (M(m,0;n+ l,n),Λ). In [31], we deter-
mined all the orbitals of (GLn+l,n(Fq),M(m,k;n + l,n)), and computed all the intersection numbers
of the association scheme (M(m,k;n+ l,n),Λ), where k = 1 or k = l− 1. Huang and Weng [16] con-
structed a family of pooling designs from the subspaces in attenuated spaces. This paper makes the
theory of singular linear spaces and then tries to ﬁnd its applications.
This paper is organized as follows. In Section 2, two anzahl formulas of subspaces are given. In
Section 3, a family of Deza digraphs is constructed. In Section 4, we compute the parameters of a
family of quasi-strongly regular graphs. In the last two sections, we construct lattices and authentica-
tion codes, respectively.
2. Two anzahl formulas
Let M(m,k;n+ l,n) denote the set of all subspaces of type (m,k) in Fn+lq , and let N(m,k;n+ l,n)
denote the size of M(m,k;n + l,n).
Lemma 2.1. (See [30, Lemma 2.1].) M(m,k;n+ l,n) is non-empty if and only if 0 k l and 0m−k n.
Moreover, if M(m,k;n + l,n) is non-empty, then it forms an orbit of subspaces under GLn+l,n(Fq) and
N(m,k;n + l,n) = q(m−k)(l−k)
[
n
m − k
]
q
[
l
k
]
q
.
For a ﬁxed subspace P of type (m,k) in Fn+lq , let M(m1,k1;m,k;n + l,n) denote the set of all the
subspaces of type (m1,k1) contained in P , and let
N(m1,k1;m,k;n + l,n) =
∣∣M(m1,k1;m,k;n + l,n)∣∣.
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independent of the particular choice of the subspace P of type (m,k).
Lemma 2.2. M(m1,k1;m,k;n + l,n) is non-empty if and only if
0 k1  k l and 0m1 − k1 m − k n. (1)
Moreover, if M(m1,k1;m,k;n + l,n) is non-empty, then
N(m1,k1;m,k;n + l,n) = q(m1−k1)(k−k1)
[
m − k
m1 − k1
]
q
[
k
k1
]
q
. (2)
Proof. By the transitivity of GLn+l,n(Fq) on the set of subspaces of the same type, we may pick the
subspace P of type (m,k) as the form
P =
(
I(m−k) 0(m−k,n−m+k) 0 0
0 0 I(k) 0(k,l−k)
)
.
Clearly, M(m1,k1;m,k;n + l,n) is non-empty if and only if (1) holds.
Since the number of subspaces of type (m1,k1) in Fn+lq contained in P is equal to the number of
subspaces of type (m1,k1) in F
(m−k)+k
q , i.e.,
N(m1,k1;m,k;n + l,n) = N
(
m1,k1; (m − k) + k,m − k
)
,
by Lemma 2.1, (2) holds. 
For a ﬁxed subspace P of type (m1,k1) in Fn+lq , let M′(m1,k1;m,k;n + l,n) denote the set of all
the subspaces of type (m,k) containing P , and let
N ′(m1,k1;m,k;n + l,n) =
∣∣M′(m1,k1;m,k;n + l,n)∣∣.
By the transitivity of GLn+l,n(Fq) on the set of subspaces of the same type, N ′(m1,k1;m,k;n + l,n) is
independent of the particular choice of the subspace P of type (m1,k1).
Lemma 2.3. M′(m1,k1;m,k;n + l,n) is non-empty if and only if (1) holds. Moreover, if M′(m1,k1;m,k;
n + l,n) is non-empty, then
N ′(m1,k1;m,k;n + l,n) = q(l−k)(m−k−m1+k1)
[
n − (m1 − k1)
(m − k) − (m1 − k1)
]
q
[
l − k1
k − k1
]
q
. (3)
Proof. Let
M = {(P , Q ) ∣∣ P ∈ M(m1,k1;n + l,n), Q ∈ M(m,k;n + l,n), P ⊆ Q }.
We compute the size of M in the following two ways.
For a ﬁxed subspace P of type (m1,k1), there are N ′(m1,k1;m,k;n+ l,n) subspaces of type (m,k)
containing P . By Lemma 2.1
|M| = N ′(m1,k1;m,k;n + l,n)N(m1,k1;n + l,n). (4)
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contained in Q . By Lemma 2.1
|M| = N(m1,k1;m,k;n + l,n)N(m,k;n + l,n). (5)
Combining (4), (5) and (2), (3) holds. 
3. Deza digraphs
As a directed version of Deza graphs [5,6], Wang and Feng [26] introduced Deza digraphs. In this
section we construct a family of Deza digraphs from singular linear spaces.
A strongly connected regular digraph with valency k on s vertices is said to be an (s,k,b, c)-Deza
digraph if any two distinct vertices u and v have b or c common adjacent vertices.
Suppose A denotes the incidence matrix of the incidence structure (M(1,0;2n,n),M(2n − 1,
n − 1;2n,n)) as follows: P ∈ M(1,0;2n,n) is incident with L ∈ M(2n − 1,n − 1;2n,n) if and only if
P ⊆ L. By Lemma 2.1, A is a square matrix of order qn[n1]q.
By [32, Lemma 1.1], A is a matrix with zero diagonal entries by choosing a suitable order of rows
and columns. Now we prove that the digraph Γ with the adjacency matrix A is a Deza digraph, and
compute its parameters.
Theorem 3.1. The digraph Γ is a Deza digraph with parameters (qn
[n
1
]
q,q
n−1[n
1
]
q,q
n−2[n
1
]
q, q
n−1[n−1
1
]
q).
Proof. By Lemma 2.1 and Lemma 2.3,
k = qn−1
[
n
1
]
q
.
For any two subspaces P and Q of type (1,0), the subspace P + Q is of form (2,0) or (2,1). Hence,
by Lemma 2.3
b = N ′(2,0;2n − 1,n − 1;2n,n) = qn−2
[
n
1
]
q
,
c = N ′(2,1;2n − 1,n − 1;2n,n) = qn−1
[
n − 1
1
]
q
. 
Note that the Deza children of Γ are the lexicographic product from the complete graph on qn
[n
1
]
q
vertices to the coclique graph on ql vertices, and its complement.
4. Quasi-strongly regular graphs
As a generalization of strongly regular graphs [4] and Deza graphs [5,6], Goldberg [15] discussed
quasi-strongly regular graphs, and made the basic theory.
A quasi-strongly regular graph with parameters (v,k,a; c1, c2, . . . , cp) and grade p is a k-regular
graph Γ on v vertices such that any two adjacent vertices have a common neighbors, and any two
non-adjacent vertices have ci common neighbors for distinct c1, c2, . . . , cp . If p = 1, Γ is a strongly
regular graph. Quasi-strongly regular graphs with grade 2 play an important role in the study of this
family of graphs. In this section we shall construct such graphs.
For l  1, deﬁne a graph Γ with the vertex set M(2,0;n + l,n), and two vertices P and Q are
adjacent if and only if P + Q is a subspace of type (4,1). Note that Γ is a coclique with q2l vertices
when n = 2. So we suppose n 3 in the rest of this section.
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Proof. By Lemma 2.1 and [30, Lemma 3.1], Γ is symmetric. To prove the theorem it suﬃces to show
∂(P , Q ) = 2 for any two non-adjacent vertices P and Q of Γ . We distinguish the following four
cases:
Case 1: n = 3 and l = 1. Then P + Q is of type (3,0) or (3,1). If P + Q is of type (3,0), by
[30, Lemma 3.1] we may assume that
P =
(
1 0 0 0
0 1 0 0
)
, Q =
(
1 0 0 0
0 0 1 0
)
. (6)
Take
U =
(
1 0 0 1
0 1 1 0
)
.
Then ∂(P ,U ) = ∂(Q ,U ) = 1, which implies that ∂(P , Q ) = 2. If P + Q is of type (3,1), by
[30, Lemma 3.1] we may assume that
P =
(
1 0 0 0
0 1 0 0
)
, Q =
(
1 0 0 1
0 1 0 0
)
.
Take
U =
(
0 1 0 1
0 0 1 0
)
.
Then ∂(P ,U ) = ∂(Q ,U ) = 1, which implies that ∂(P , Q ) = 2.
Case 2: n = 3 and l 2. Then P + Q is of type (3,0), (3,1) or (4,2). If P + Q is of type (3,0) or (3,1),
similar to the proof of Case 1, we have ∂(P , Q ) = 2. If P + Q is of type (4,2), by [30, Lemma 3.1] we
may assume that
P =
(
1 0 0 0 0 0(1,l−2)
0 1 0 0 0 0
)
, Q =
(
1 0 0 1 0 0(1,l−2)
0 1 0 0 1 0
)
.
Take
U =
(
1 0 0 0 1 0(1,l−2)
0 1 1 0 0 0
)
.
Then ∂(P ,U ) = ∂(Q ,U ) = 1, which implies that ∂(P , Q ) = 2.
Case 3: n > 3 and l = 1. Then P + Q is of type (3,0), (3,1) or (4,0). If P + Q is of type (3,0) or (3,1),
similar to the proof of Case 2, we have ∂(P , Q ) = 2. If P + Q is of type (4,0), by [30, Lemma 3.1] we
may assume that
P =
(
1 0 0 0 0(1,n−4) 0
0 1 0 0 0 0
)
, Q =
(
0 0 1 0 0(1,n−4) 0
0 0 0 1 0 0
)
.
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U =
(
0 1 0 0 0(1,n−4) 1
0 0 1 0 0 1
)
.
Then ∂(P ,U ) = ∂(Q ,U ) = 1, which implies that ∂(P , Q ) = 2.
Case 4: n > 3 and l  2. Then P + Q is of type (3,0), (3,1), (4,2) or (4,0). Similar to the proof of
Cases 2 and 3, we have ∂(P , Q ) = 2.
Hence the desired result follows. 
Since a symmetric graph is quasi-strongly regular, by Theorem 4.1, Γ is a quasi-strongly regular
graph. Now we shall compute its parameters in the case n = 3 and l = 1.
Theorem 4.2. If n = 3 and l = 1, Γ is quasi-strongly regular with parameters
(
q2
(
q2 + q + 1),q2(q2 − 1),q(q − 1)(q2 − 2);q(q − 1)(q2 − 1),q2(q2 − q − 1)).
Proof. By Lemma 2.1, v = q2[31]q = q2(q2 +q+1). For a ﬁxed vertex P of Γ , the valency k of Γ is the
number of subspaces X ∈ M(2,0;3 + 1,3) satisfying P + X ∈ M(4,1;3 + 1,3). By [30, Lemma 2.1],
we may choose P as in (6). Then X has the matrix representation of the form
X =
(
x11 x12 1 0
x21 x22 0 1
)
, (7)
where (x21, x22) 	= (0,0). Therefore, the number of such subspaces X is k = q2(q2 − 1).
Let P and Q be two adjacent vertices of Γ . Then the parameter a is the number of subspaces
X ∈ M(2,0;3+ 1,3) such that both P + X and Q + X are of type (4,1). By [30, Lemma 3.1], we may
choose P as in (6), and
Q =
(
1 0 1 0
0 1 0 1
)
.
Then X has the matrix representation of the form (7), where
(x21, x22) 	= (0,0) and (1− x11)(1− x22) − x12x21 	= 0.
Note that the numbers of subspaces X of the form (7) are q(q−2)(q−1) and q2(q−1)2 corresponding
to x21 = 0 or not, respectively. We have
a = q(q − 2)(q − 1) + q2(q − 1)2 = q(q − 1)(q2 − 2).
Let P and Q be two non-adjacent vertices of Γ . Then P + Q is of type (3,0) or (3,1). Now
we count the number of subspaces X adjacent to both P and Q . If P + Q is of type (3,0), by
[30, Lemma 3.1] we may choose P and Q as in (6). Then X is of the form as in (7), where x12 	= 0
and (x21, x22) 	= (0,0). So the number c1 of such subspaces X is
c1 = q(q − 1)
(
q2 − 1).
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Q =
(
1 0 0 1
0 1 0 0
)
.
Then X is of the form as in (7), where x21 	= 1 and (x21, x22) 	= (0,0). So the number c2 of such
subspaces X is
c2 = q2
(
q2 − q − 1).
Hence, the desired result follows. 
When n > 3 or l > 1, similar to Theorem 4.2, the parameters of quasi-strongly regular graphs Γ
may be computed by zigzag argument.
5. Lattices
Huo, Liu and Wan [17–20] initiated the study of lattices generated by orbits of subspaces under
ﬁnite classical groups. Recently some follow-up papers have appeared. (See [9–13,21,27–29,33].) As
for terminology and deﬁnitions concerning lattices, the readers may consult [1,3].
Denote by L(m,k;n + l,n) the set of all intersections of subspaces in M(m,k;n + l,n). Assume
that the intersection of the empty set of subspaces is Fn+lq . Partially ordered by ordinary or reverse
inclusion, L(m,k;n + l,n) is a poset, denoted by LO (m,k;n + l,n) or LR(m,k;n + l,n), respectively.
For any two subspaces U ,W ∈ LO (m,k;n + l,n),
U ∧ W = U ∩ W ,
U ∨ W =
⋂{
P ∈ LO (m,k;n + l,n)
∣∣ P ⊇ U + W }.
Similarly, for any two subspaces U ,W ∈ LR(m,k;n + l,n),
U ∧ W =
⋂{
P ∈ LR(m,k;n + l,n)
∣∣ P ⊇ U + W },
U ∨ W = U ∩ W .
Therefore, both LO (m,k;n + l,n) and LR(m,k;n + l,n) are ﬁnite lattices.
Wang and Li [33] studied the lattices LO (m,0;n + l,n) and LR(m,0;n + l,n), and computed
their characteristic polynomials. In this section we discuss the lattices LO (m,k;n+ l,n) and LR(m,k;
n + l,n).
Lemma 5.1. Let 0 k < l, 0m − k n. Then L(m − 1,k − 1;n + l,n) ⊆ L(m,k;n + l,n).
Proof. If k = 0, then M(m − 1,k − 1;n + l,n) = ∅, the result is obvious. Now suppose k  1. For any
P ∈ M(m − 1,k − 1;n + l,n), by Lemma 2.3 the number of subspaces of type (m,k) containing P is
equal to
[
l − k + 1
1
]
q
 2,
which implies P ∈ L(m,k;n + l,n). Hence the desired result follows. 
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L(m,k;n + l,n).
Proof. The proof is similar to that of Lemma 5.1 and will be omitted. 
Theorem 5.3. Let 0  k1 , k  l, 0  m1 − k1 , m − k  n and m1,m < n + l. Then L(m1,k1;n + l,n) ⊆
L(m,k;n + l,n) if and only if
k1  k < l and 0 (m − k) − (m1 − k1) (8)
or
k1 = k = l and 0m −m1. (9)
Proof. First, suppose (8) holds. By Lemma 5.1, we have
L(m,k;n + l,n) ⊇ L(m − 1,k − 1;n + l,n) ⊇ · · · ⊇ L(m − k + k1,k1;n + l,n).
By Lemma 5.2,
L(m − k + k1,k1;n + l,n) ⊇ L(m − k + k1 − 1,k1;n + l,n) ⊇ · · · ⊇ L(m1,k1;n + l,n).
Therefore, L(m1,k1;n + l,n) ⊆ L(m,k;n + l,n).
Now suppose (9) holds. By Lemma 5.2, we have
L(m,k;n + l,n) ⊇ L(m − 1, l;n + l,n) ⊇ · · · ⊇ L(m1,k1;n + l,n).
Conversely, suppose that L(m1,k1;n + l,n) ⊆ L(m,k;n + l,n). Since
M(m1,k1;n + l,n) ⊆ L(m1,k1;n + l,n) ⊆ L(m,k;n + l,n),
for any Q ∈ M(m1,k1;n+ l,n), there exists P ∈ M(m,k;n+ l,n) such that Q ⊆ P . By Lemma 2.2, (8)
or (9) holds. 
Theorem 5.4. Let 0 k l, 0m − k n and m < n + l. Then:
(i) For m − k  n and k < l, L(m,k;n + l,n) consists of Fn+lq and all subspaces of type (m1,k1) with 0 
m1 − k1 m − k and 0 k1  k.
(ii) For m − l < n, L(m, l;n + l,n) consists of Fn+lq and all subspaces of type (m1, l) with lm1 m.
Proof. By Theorem 5.3, it is straightforward. 
Theorem 5.5. Let 1  m < n + l, 0  k  l and 0  m − k  n. Then the characteristic polynomial of
LR(m,k;n + l,n) is
χ
(LR(m,k;n + l,n), t)=
⎧⎨
⎩
tm+1 −∑kk1=0∑m−k+k1m1=k1 N(m1,k1;n + l,n)gm1(t), if k < l,
tm−l+1 −∑mm1=l
[ n
m1−l
]
q
gm1−l(t), if k = l,
where gr(t) =∏r−1i=0 (t − qi), g0(t) = 1.
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LU = {W ∈ L | W  U }.
Then LFn+lq = L. Since {0} is the unique maximal element and Fn+lq is the unique minimal element
in L, the characteristic polynomial of L is
χ(L, t) =
∑
U∈L
μ
(
F
n+l
q ,U
)
tm+1−rR (U ).
By the Möbius inversion formula
tm+1 =
∑
U∈L
χ
(LU , t).
By Theorem 5.4 and Lemma 2.1,
χ(L, t) = tm+1 −
∑
U∈L\{Fn+lq }
χ
(LU , t)
= tm+1 −
k∑
k1=0
m−k+k1∑
m1=k1
N(m1,k1;n + l,n)gm1(t).
Now let k = l. By Theorem 5.4, LR(m, l;n + l,n) is isomorphic to the lattice generated by all the
(m − l)-dimensional subspaces in Fn . Hence the desired result follows. 
6. Authentication codes
Authentication codes were invented in 1974 by Gilbert, MacWilliams and Sloane [14] for protect-
ing the integrity of information. For a survey of authentication codes, we recommend Simmons [22].
In 1992, Wan [23] constructed Cartesian authentication codes from the unitary space. For more in-
formation on constructions of Cartesian authentication codes, the reader may consult [7,8,24]. In this
section we construct a class of Cartesian authentication codes from singular linear spaces. Notation
and terminologies will be adopted from [7,23].
Theorem 6.1. Suppose 1  m < m0 < n,m1  n − m0 and P0 is a ﬁxed subspace of Fn+lq of type (m0,0).
Deﬁne the source states to be the m-dimensional subspaces contained in P0 , the encoding rules to be the
subspaces of type (m1,0) intersecting P0 at {0}, and the messages to be the subspaces of type (m + m1,0)
intersecting P0 at m-dimensional subspaces. Denote the set of source states, the set of encoding rules, and the
set of messages by S , E and M, respectively. Given any P ∈ S and any P1 ∈ E , P + P1 is a message into which
the source state P is encoded under the encoding rule P1 . The above construction is a Cartesian authentication
code, whose size parameters are
|S| =
[
m0
m
]
q
, |E| = qm1(m0+l)
[
n −m0
m1
]
q
, |M| = qm1(m0−m+l)
[
m0
m
]
q
[
n −m0
m1
]
q
.
Suppose the encoding rule is chosen according to a uniform probability distribution, and denote the proba-
bilities of a successful impersonation attack and a successful substitution attack by P I and PS , respectively.
Then
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qm1(m0+l−m)
[n−m0
m1
]
q
, PS = 1
qm1
, (10)
and P I is optimal.
Proof. Let P be a source state and P1 be an encoding rule. Since P ⊆ P0 and P ∩ P1 = {0}, P + P1 is
of type (m +m1,0). Since
dim
(
(P + P1) ∩ P0
)= dim(P + P1) + dim P0 − dim((P + P1) + P0)=m,
we have (P + P1) ∩ P0 = P . It follows that P + P1 is a message, and f is a map.
Next, let Q be a message and P = P0 ∩ Q . Then P is a source state. Let P1 be an m1-dimensional
subspace contained in Q such that P ∩ P1 = {0}. Then P1 ∩ P0 ⊆ Q ∩ P0 = P . Since P1 ∩ P0 ⊆ P1, we
obtain P1 ∩ P0 ⊆ P ∩ P1 = {0}; and so P1 ∩ P0 = {0}. It follows that P1 is an encoding rule, and f is
a surjective map.
Suppose that there is another source state P ′ encoded into the message Q . Then P ′ ⊆ P0 and
P ′ ⊆ Q ; and so P ′ ⊆ P0 ∩ Q = P , which implies that P = P ′ . Hence the source state P is uniquely
determined by Q .
By the transitivity of GLn+l,n(Fq) we may choose
P0 =
(
I(m0) 0(m0,n+l−m0)
)
.
By Lemma 2.2, |S| = [m0m ]q . Let P1 be an encoding rule. Then P1 has a matrix representation of form
P1 = ( A1 A2 A3 ) ,
where A2 is an m1 × (n − m0) matrix of rank m1, and A1, A3 are m1 × m0 and m1 × l matrices,
respectively. Then
|E| = qm1(m0+l)
[
n −m0
m1
]
q
.
Let Q be a message. Then Q ∩ P0 is a subspace of type (m,0) in Fn+lq contained in P0. Without loss
of generality, we may take Q ∩ P0 = ( I(m) 0(m,n+l−m) ). Then Q has a matrix representation of form
Q =
(
I(m) 0(m,m0−m) 0(m,n−m0) 0(m,l)
0 A1 A2 A3
)
,
where A2 is an m1 × (n−m0) matrix of rank m1, and A1, A3 are m1 × (m0 −m) and m1 × l matrices,
respectively. It follows that
|M| = qm1(m0−m+l)
[
m0
m
]
q
[
n −m0
m1
]
q
.
Let Q be a message. Without loss of generality, we may take
Q =
(
I(m) 0(m,m0−m) 0 0(m,n−m0−m1) 0(m,l)
0 0 I(m1) 0 0
)
.
Clearly, the number of encoding rules contained in Q is qmm1 .
K. Wang et al. / Finite Fields and Their Applications 17 (2011) 395–406 405Let Q , Q ′ be two distinct massages containing a common encoding rule P1, and let P , P ′ be the
unique source states contained in them, respectively. Then P = Q ∩ P0, P ′ = Q ′ ∩ P0 and
Q = P ⊕ P1, Q ′ = P ′ ⊕ P1,
where X ⊕ Y denotes the direct sum of X and Y .
We claim that Q ∩ Q ′ = (P ∩ P ′) ⊕ P1. For any w ∈ Q ∩ Q ′ , we have w = x+ z1 = x′ + z2, where
x ∈ P , x′ ∈ P ′ and z1, z2 ∈ P1. Since P + P ′ ⊆ P0, we obtain x− x′ = z2 − z1 ∈ P0 ∩ P1, which implies
z1 = z2 and x = x′ . It follows that w ∈ (P ∩ P ′) ⊕ P1. Hence our claim is valid.
Let dim(P ∩ P ′) = r. By Q 	= Q ′ , max{2m −m0,0}  r m − 1. We conclude that the set of en-
coding rules contained in both Q and Q ′ coincides with the set of m1-dimensional subspaces P1
contained in Q ∩ Q ′ such that P1 ∩ (P ∩ P ′) = {0}. Indeed, let P1 be the m1-dimensional subspace
contained in Q ∩ Q ′ such that P1 ∩ (P ∩ P ′) = {0}. Then
P1 ∩ P0 ⊆ Q ∩ Q ′ ∩ P0 ⊆ Q ∩ P0, Q ′ ∩ P0.
Therefore, P1 ∩ P0 ⊆ P1 ∩ (P ∩ P ′) = {0}, which implies that P1 is an encoding rule contained in
both Q and Q ′. Conversely, let P1 be an encoding rule contained in both Q and Q ′, that is, P1 is
an m1-dimensional subspace contained in both Q and Q ′ such that P1 ∩ P = {0} and P1 ∩ P ′ = {0}.
Then P1 is an m1-dimensional subspace contained in Q ∩ Q ′ such that P1 ∩ (P ∩ P ′) = {0}. Hence the
conclusion is valid.
Hence, the number of encoding rules contained in Q and Q ′ is qrm1 . Since
max{2m −m0,0} r m − 1,
(10) holds. Clearly, P I is optimal. 
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