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Stepsize control for mean-square numerical methods
for stochastic differential equations with small noise





A strategy for controlling the stepsize in the numerical integration of stochastic
differential equations (SDEs) is presented. It is based on estimating the p-th mean of
local errors. The strategy leads to deterministic stepsize sequences that are identical
for all paths. For the family of Euler schemes for SDEs with small noise we derive
computable estimates for the dominating term of the p-th mean of local errors
and show that the strategy becomes efficient for reasonable stepsizes. Numerical
experience is reported for test examples including scalar SDEs and a stochastic
circuit model.
1 Introduction
We consider Itô stochastic differential equations (SDEs) of the type






G(x(s), s)dw(s), t ∈ J , (1)
where J = [t0, T ] , f : IRn × J → IRn , G : IRn × J → IRn×m are continuous functions,
and, moreover, f has continuous derivatives with respect to x. w is an m-dimensional
Wiener process on a given probability space (Ω,F , P ) with a filtration (Ft)t∈J , and x0
is a given Ft0-measurable initial value, independent of the Wiener process. It is assumed
that there exists a pathwise unique, strong solution x(·).
We study mean-square and, more generally, p-th mean convergent numerical methods
for solving (1) based on time discretization. Our work is motivated by practical SDE
models in circuit simulation [23, 27] that do not satisfy the commutativity condition
for G and are large scale with respect to n and m, respectively. As function calls are
costly, we look at variable stepsize methods of low order and propose a new strategy for
selecting stepsizes. More precisely, we consider p-th mean convergent one-step methods
and present a stepsize control that is based on estimating the p-th mean of the local
discretization error and of the local error constants, respectively. As in the deterministic
case, the strategy is justified by the fact that p-th mean global errors can be estimated by
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the corresponding local ones provided that the method is stable. The proposed stepsize
control requires to determine an ensemble of approximate solution paths simultaneously
and uses stepsize sequences that are identical for all paths. Since the strategy is based on
estimating local error constants, we develop representations of local errors for the family
of Euler schemes in terms of multiple stochastic integrals. In case of small noise, a case of
particular interest in applications [27], all terms containing multiple stochastic integrals
become small such that they are negligible for realistic stepsizes that are not too small
relative to the smallness of the noise. For the dominating term we provide computable
estimates by using available local information. The stepsize strategy was implemented for
the implicit Euler method and extensively tested on a set of test examples. The choice
of the method allows us to study the effects of the stepsize selection on the accuracy, i.e.,
the global discretization error, and on the convergence behaviour of Newton’s method for
solving the implicit nonlinear equations simultaneously. In case of step rejections, the
method described in [18] is used to ensure that the correct Wiener paths are followed.
Our numerical experience of the stepsize strategy confirms its usefulness and potential
for SDEs with small noise, and also provides some information on its limitations. It
turns out that the stepsize control works successfully for ranges of stepsizes that lead to
reasonably accurate results, but still are not too small such that the asymptotic order
of convergence O(h 12 ) dominates the error. The latter phenomenon for SDEs with small
noise was experimentally observed in [1, 6].
Several variable stepsize strategies for SDEs were developed during the last few years.
Most of them are based on pathwise arguments and lead to pathwise different stepsize
sequences. Such approaches often require a separate convergence analysis, as the available
convergence theory for SDEs (e.g., in the mean square or weak sense) is based on properties
of certain expectations rather than paths which are typically non-smooth objects. The
strategies for pathwise controlling stepsizes differ for each approach. The classical paper
[7] proposes a pathwise strategy by comparing results of a given integration scheme with
those of a higher order method. Hence, at least the higher order method requires the
(approximate) computation of multiple Itô-integrals. The approaches in [17, 18] and
[4] are also based on a comparison of two Runge-Kutta schemes of different order. In
[14] conditions are provided that imply mean square convergence of the Euler-Maruyama
scheme with pathwise different stepsize sequences. A different approach was developed in
[11, 12, 22]. The authors obtain stepsize sequences that are (mean square and p-th mean)
optimal for asymptotically small stepsizes.
Our paper is organized as follows. In Section 2 we introduce the class of discretization
schemes that will be considered in this paper. We recall basic p-th mean stability results
and conditions for p-th mean convergence stated in terms of the p-th mean of the local
discretization error and of its rate of convergence as the stepsize tends to zero. Starting
from this observation we present, in Section 3, a strategy for selecting pathwise identical
stepsize sequences by estimating the p-th mean of the local error. For the special case of
integrating SDEs with small noise by the family of Euler schemes we provide computable
estimates for the local errors in Section 4. Finally, in Section 5 we report on numerical
experience of test runs of an implementation of the stepsize control for the implicit Euler
scheme.
2
2 Numerical stability, consistency and convergence
of discretization methods for SDEs
We consider the drift-implicit discretization scheme of the form
x = x−1 + ϕ(x−1, x; t−1, h) + ψ(x−1; t−1, h, It−1,h),  = 1, . . . , N, (2)
for solving (1) on the deterministic grid t0 < t1 < . . . < tN = T with stepsizes h :=
t − t−1,  = 1, . . . , N . Here, ϕ and ψ are functions defined on IRn × IRn × T and
IRn × T × IRmI with T := {(t, h) : t, t + h ∈ J , h ∈ IR+}, respectively, and mapping to









dwi1(sk)dwi2(sk−1) · · · dwik(s1),
where the indices i1, . . . , ik are in {0, 1, . . . , m}, k is bounded by a certain finite order
kmax, and dw0(s) corresponds to ds.
For example, the family of drift-implicit Euler schemes, sometimes also called stochastic
θ-methods, is of the form
x := x−1 + h(θf(x, t) + (1− θ)f(x−1, t−1)) + G(x−1, t−1)∆w ,  = 1, . . . , N, (3)
where θ ∈ [0, 1], and ∆w := w(t) − w(t−1) = (Ii;t−1,h)mi=1. Hence, one has kmax := 1,
mI := m, and
ϕ(z, x; t, h) := h(θf(x, t + h) + (1 − θ)f(z, t)),







where gj(z, t), j = 1, . . . , m, are the columns of the matrix G(z, t).
The family of drift-implicit Milstein schemes differs from the Euler schemes by an addi-
tional correction term for the stochastic part. The Milstein schemes are described by the
same function ϕ, and kmax := 2,mI := m + m
2, and




where ∆wt,h := w(t + h) − w(t) = (Ii;t,h)mi=1, and I(j);t,h := (Ij,i;t,h)mi=1.
For measuring errors in the discretization scheme we use the norm for p-th order integrable
random variables z ∈ Lp(Ω, IRn), i.e., ‖z‖Lp := (IE|z|p)1/p, where the exponent p ≥ 1
is properly chosen in the sense that the initial value x0 has a p-th order moment and
that it fits to the unknown statistical parameters of x(·), which have to be computed
approximately. We start our analysis by stating a result on p-th mean stability of (2),
which extends the fundamental result of Milstein [19, 20]. Its proof is given in [23, 27].
Theorem 2.1 Let p ≥ 1 and x0 have finite p-th mean. Assume that the scheme (2)
satisfies the following properties:
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• for all z, z̃, x, x̃ ∈ IRn, (t, h) ∈ T , h ≤ h1 we have
(A1) |ϕ(z, x; t, h) − ϕ(z̃, x̃; t, h)| ≤ h(L1|z − z̃| + L2|x − x̃|)
for some positive constants h1, L1, L2.
• for all (t, h) ∈ T , h ≤ h1, and Ft-measurable random vectors y, ỹ we have
(A2) IE(ψ(y; t, h, It,h) − ψ(ỹ; t, h, It,h)|Ft) = 0,
(A3) IE(|ψ(y; t, h, It,h) − ψ(ỹ; t, h, It,h)|p|Ft) ≤ h
p
2 Lp3|y − ỹ|p,
(A4) IE|ψ(0; t, h, It,h)|p < ∞,
for some constant L3 > 0.
Then there exist constants a ≥ 1, h0 > 0 and a stability constant S > 0 such that the fol-
lowing holds true for each grid {t0, t1, . . . , tN} having the property h := max=1,...,N h ≤ h0
and h · N ≤ a · (T − t0):
For all Ft0-measurable random vectors x∗0, x̃0 having finite p-th mean, for all  ∈ {1, . . . , N}
and Ft-measurable perturbations d∗ , d̃ having finite p-th mean, the perturbed discrete sys-
tem
x̃ = x̃−1 + ϕ(x̃−1, x̃; t−1, h) + ψ(x̃−1; t−1, h, It−1,h) + d̃,  = 1, . . . , N, (5)
has a unique solution {x̃}N=0, and the following estimates are valid for any two solu-




|x∗ − x̃|p ≤ Sp
(
















IE|x∗ − x̃|p ≤ Sp
(














where d := d
∗
 − d̃ is splitted such that d = s + r with IE(s|Ft−1) = 0.
Extracting the p-th root from (7) yields the stability inequality
max
=1,...,N
‖x∗ − x̃‖Lp ≤ S
(









The scheme (2) is called p-th mean stable if it satisfies the properties (6) and (7), respec-
tively, in the above result. Furthermore, it is called p-th mean consistent of order γ > 0
if the local discretization error l at step , i.e.,
l := x(t) − x(t−1) − ϕ(x(t−1), x(t); t−1, h) − ψ(x(t−1); t−1, h, It−1,h), (9)
satisfies the properties
‖l‖Lp ≤ c · h
γ+ 1
2
 and ‖IE(l|Ft−1)‖Lp ≤ c̄ · h
γ+1
 ,  = 1, . . . , N,
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with constants c, c̄ > 0 only depending on the SDE and its solution. Clearly, the local
discretization error arises by inserting the exact solution x(·) into the numerical scheme.
By the global errors e we denote the difference
e := x(t) − x
of the exact and approximate solution at time t. The discretization scheme (2) for (1) is




‖e‖Lp ≤ C · hγ , where h := max
=1,...,N
h ,
with a grid-independent constant C > 0 .
Theorem 2.2 If the discretization scheme (2) for (1) is p-th mean consistent with order
γ > 0 and the assumptions of Theorem 2.1 are satisfied, then (2) is p-th mean convergent
with order γ. For the difference of the solution x(t) at the discrete time-points and the
solution x̃ of the perturbed numerical scheme (5) we have the estimate
max
=1,...,N






where δ := ‖d̃‖Lp , δ̄ := ‖IE(d̃|Ft−1)‖Lp , with d̃ from (5).
Proof: The assertion follows by applying the triangle inequality
max
=1,...,N
‖x(t) − x̃‖Lp ≤ max
=1,...,N
‖x(t) − x‖Lp + max
=1,...,N
‖x − x̃‖Lp
and the stability estimate (6) once to x(t) related to the perturbations l and once again
to x̃ related to the perturbations d̃.
The p-th mean convergence follows as a special case of (10) for d̃ = 0. 
The general results immediately apply to well-known schemes for SDEs. We illustrate
this for the families of drift-implicit Euler and Milstein schemes. Both schemes fit into
the frame of (2). By checking the assumptions of Theorem 2.1 we observe that both are
p-th mean stable: (A1) follows from the Lipschitz continuity of the drift coefficient f ,
(A2) is satisfied due to the explicit, non-anticipative discretization of the diffusion term,
(A3) follows from the Lipschitz continuity of the diffusion coefficient G (and in case of
the Milstein scheme of the functions (gj)
′
x ·G), and (A4) is a more technical assumption,
which is satisfied since the function G(0, ·) (and the functions (gj)′x · G(0, ·)) is bounded
on the compact interval J . Summarizing we have:
Proposition 2.3 Let the functions f and G be Lipschitz-continuous with respect to x.
Then the Euler schemes (3) are p-th mean stable. If, in addition, the partial derivatives
(gj)
′
x, j = 1, . . . , m, exist and the functions (gj)
′
x ·G are Lipschitz continuous with respect
to x, then the Milstein schemes (4) are p-th mean stable.
From the literature (see e.g. [20]) it is known that the Euler schemes (3) are mean-
square consistent with order 1/2 if, in addition, the coefficients are Hölder continuous
with exponent 1/2 with respect to t. The Milstein schemes are mean-square consistent
with order 1 if the functions f and G are sufficiently smooth. Appealing to Theorem 2.2
then provides the known mean square convergence of the Euler schemes with order 1/2
and of the Milstein schemes with order 1.
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3 Stepsize control based on the p-th mean of local
errors
For the efficient numerical integration of applied nonlinear SDEs a reasonable stepsize
control is indispensable. The problem was addressed in a number of recent papers, e.g.
[3, 4, 7, 15, 17, 18]. Most of them suggest individual stepsize sequences for every path.
Our approach is rigorously based on the stability and convergence results presented in the
previous section. It leads to adaptive stepsize sequences that are uniform for all paths.
By means of the stability inequality (8) we know that the p-th mean of the global errors
e := x(t) − x can be estimated by a term that is proportional to the p-th mean of the
local errors l. Therefore, a natural approach consists in controlling the local error term
η := max{‖s‖Lp/h
1/2
 , ‖r‖Lp/h}, where l = s + r, IE(s|Ft−1) = 0, (11)
according to a given tolerance. In order to develop a strategy for variable stepsize selection,
computable estimates for η are needed that are based on some insight into its behaviour.
Clearly, we have η = O(hγ ) for a method that is p-th mean consistent with order γ.
However, for problems with small noise, η may even be dominated by a term κ · hγ̄ ,
where γ̄ ≥ γ and κ is a slowly varying factor, for an interesting range of stepsizes h that
cannot be considered asymptotically small (cf. Sect. 4).
Next, we present the outline of an algorithm for computing an ensemble of M approximate
paths {xi}N=1, i = 1, . . . , M , of x(·) simultaneously. We assume that, for an interesting
range of stepsizes h, the local error term η is dominated by
η ≤ κ · hγ̄ , κ = ‖k‖Lp, (12)
and that approximate realizations k̃i of k are available for each path i ∈ {1, . . . , M}.
Algorithm 3.1
Given initial values t0; x
1
0, . . . , x
M
0 , an initial stepsize h1 and a tolerance tol; set  := 1.







; t−1, h) + ψ(x
i
−1; t−1, h, I
i
) , i = 1, . . . , M,
for determining x1 , . . . , x
M
 .
2) Compute the approximate error constants k̃i, i = 1, . . . , M , and set









3) Propose a new stepsize hnew such that the tolerance multiplied by a safety factor,


















4) If η̃ ≤ tol, accept the step.
If t ≥ T , stop, else set  :=  + 1, h := hnew and go to 1).
If η̃ > tol, reject the step and repeat it with the smaller stepsize h := hnew.
Store the computed information of the Wiener path and compute intermediate
values according to the strategy in [17, 18].
In case of a scheme (2), which uses only the Wiener increments ∆w = w(t) − w(t−1),
the intermediate values of a Wiener path are computed as follows (cf. [17, 18]):
Let w be an m-dimensional Wiener process, ∆wh := w(t+h)−w(t) for some t ∈ IR+ and
each h > 0, and h = h1 + h2, h1 > 0, h2 > 0. Then the Wiener increments
∆wh1 = w(t + h1) − w(t) and ∆wh2 = w(t + h1 + h2) − w(t + h1),















ν, ν ∼ N(0, Im).
4 Local error estimates for the family of Euler
schemes for SDEs with small noise
There are important applications of SDEs with small noise, where the diffusion coeffi-
cients are orders of magnitude smaller than the drift coefficients. For such problems the
asymptotic order of convergence is too pessimistic for a reasonable range of stepsizes.
Special numerical methods are constructed in [21], taking into account the smallness of
the stochastic parts in such systems. Here, we will deal with the family of Euler schemes
and present an efficient stepsize control based on the p-th mean of local errors.
Following the lines of [21] we let the SDE with small noise be of the form






εG̃(x(s), s)dw(s), t ∈ J , (13)
where f : IRn ×J → IRn, G̃ : IRn ×J → IRn×m are functions satisfying the assumptions
introduced in Section 1 for f and G, and ε is a small parameter.
The family of drift-implicit Euler schemes with parameter θ ∈ [0, 1] for solving (13) on
the deterministic grid t0 < t1 < . . . < tN = T with stepsizes h := t − t−1,  = 1, . . . , N ,
has the form
x = x−1 + h
(
θf(x, t) + (1−θ)f(x−1, t−1)
)
+ εG̃(x−1, t−1)∆w,  = 1, . . . , N, (14)
where ∆w = w(t) − w(t−1) ∼ N(0, hIm).
In order to derive estimates for the local error l of (14), we first establish, similarly as
in [21], a representation of l in terms of certain multiple stochastic integrals obtained by
the Itô-Taylor expansion. The Lp-norm of these stochastic integrals is then characterized
in terms of O(hk/2 εq) for some k, q ∈ IN ∪ {0}. Finally, we discuss which terms are
dominating for interesting ranges of stepsizes and present computable estimates for the
dominating terms.
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4.1 Estimating local errors by Itô-Taylor expansion
In order to characterize the conditions on f and G̃ that are needed in the following, we
introduce the classes CL and C
s,s−1, s ∈ IN , of functions from IRn×J to IRn. The class CL
contains all continuous functions that are Lipschitz continuous with a uniform constant
with respect to the first variable. Cs,s−1 is the class of all functions having continuous
partial derivatives up to order s − 1 and, in addition, continuous partial derivatives of
order s with respect to the first variable.
Let x(·) be a solution of the SDE (13) and y be a function in C2,1. Then Itô’s formula
provides the expansion



















(yxg̃r)(x(s), s)dwr(s), t ∈ J . (15)
Following [21] we introduce m+1 operators Λ0 and Λr, r = 1, . . . , m, defined on C
2,1 and
C1,0, respectively, by







yxixj ĝrig̃rj , Λry = yxg̃r , r = 1, . . . , m.
Then the Itô formula (15) reads
y(x(t), t) − y(x0, t0) =
∫ t
t0





Λry(x(s), s)dwr(s), t ∈ J . (16)
For y ∈ CL and similarly as in Section 2 we denote multiple stochastic integrals over









y(x(sj), sj)dwi1(sj) . . . dwij−1(s2)dwij(s1),
where i1, . . . , ij take values in {0, . . . , m}, and dw0(s) is understood to mean ds. As the
function y has linear growth with respect to the first variable, the stochastic integrals are
well defined.
Lemma 4.1 For any p ≥ 1 such that x0 has finite p-th mean, any (t, h) ∈ T and ij ∈
{1, . . . , m}, j = 1, . . . , k, we have for any function y ∈ CL that
IE(Ii1...ik;t,h(y)|Ft) = 0 if ij = 0 for some j ∈ {1, . . . , k},
‖IE(Ii1,...,ik;t,h(y)|Ft)‖Lp ≤ ‖Ii1,...,ik;t,h(y)‖Lp = O(h
Pk
j=1 νj ), where νj =
{
1, ij = 0,
1
2
, ij = 0.
Proof: The first property is well known. The first estimate in the second assertion is due
to properties of the conditional expectation. For p = 2 the second part is proved in [20,
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Lemma 2.1]. For 1 ≤ p < 2 it is a consequence of the estimate ‖ · ‖Lp ≤ ‖ · ‖L2.





















= 1. Hence, for ‖I0,i2,...,ik;t,h(y)‖
p
Lp




For i1 = 0 we make use of estimates for the p-th mean of stochastic integrals (see [8,














Hence, in this case we obtain the order O(h p−22 +1) = O(h p2 ).
Repeating these arguments successively and using that the function y has linear growth
and, thus, that y(x(·), ·) has finite p-th mean completes the proof. 
Proposition 4.2 Assume that f ∈ C4,3 and g̃r ∈ C2,1, r = 1, . . . , m and that the func-
tions Λ0Λ0f , Λ0g̃r, ΛrΛ0f , Λrf and Λkg̃r, k, r = 1, . . . , m, belong to CL.
Then the local discretization error l (see (9)) of the family of drift-implicit Euler schemes
(14) at step  allows a decomposition
l = s + r with IE(s|Ft−1) = 0
and its two components r and s satisfy the estimates
‖r‖Lp/h = h|θ −
1
2
| ‖(Λ0f)t−1‖Lp + O(h2)
‖s‖Lp/h
1/2
 = εO(h) + ε2O(h
1/2
 ).
Proof: For y ∈ CL we make use of the following abbreviations
ys := y(x(s), s), Ii1...ij (y) = Ii1...ij ;t−1,h(y).
By reformulating the local error and by expanding all of its components at the pair
(x(t−1), t−1) using (16) and the smoothness properties f , g̃r ∈ C2,1, r = 1, . . . , m, we
obtain












































































































and, hence, a representation of the local error in terms of (multiple) stochastic integrals.
Next, we study the leading term I00(Λ0f) − θhI0(Λ0f) of this representation. Since Λ0f
belongs to C2,1, we may use the Itô formula (16) again and obtain








(ΛrΛ0f)sdwr(s)), τ ∈ [t−1, t]. (17)
The latter equation (17) is taken to compute the desired (multiple) stochastic integrals












I00(Λ0f) − θhI0(Λ0f) = h2(
1
2








Now, we split l = s + r, where s is composed by all integral terms with at least one
























Since all the functions Λ0Λ0f , Λ0g̃r, ΛrΛ0f , Λrf and Λkg̃r, k, r = 1, . . . , m, appearing as
integrands of multiple stochastic integrals satisfy the assumptions of Lemma 4.1, we may
use the lemma repeatedly and obtain
‖r‖Lp/h = h|θ −
1
2
| ‖(Λ0f)t−1‖Lp + O(h2),
‖s‖Lp/h
1/2




The previous result enables us to study the relation between ε and the stepsizes h. Unless




| ‖(Λ0f)t−1‖Lp = h|θ −
1
2
| ‖(ft + fxf)t−1‖Lp + ε2O(h).
It clearly dominates the terms of order εO(h) in ‖s‖Lp/h
1/2
 . We assume the remaining
terms of ‖s‖Lp/h
1/2






 << h‖(ft + fxf)t−1‖Lp. (18)
The latter condition is valid if
ε2h
1/2
 << h, i.e., ε
4 << h, (19)
provided that the values of the functions g̃rxg̃k, r, k = 1, . . . , m, and ft+fxf are moderate.




is dominated by ‖r‖Lp/h, which itself is dominated by h|θ − 12 |‖(Λ0f)t−1‖Lp or h|θ −
1
2
|‖(ft + fxf)t−1‖Lp. Hence, for θ = 12 we have
η ≈ η̄ := h|θ −
1
2
| ‖(ft + fxf)(x(t−1), t−1)‖Lp . (20)
Under the assumptions of Proposition 4.2 we also obtain the expansion







by inserting (17) into Itô’s formula (16) for y = f and, thus,









Ir(Λrf)‖Lp << h‖(Λ0f)t−1‖Lp, (21)
which is true for
εh
1/2
 << h, i.e., ε
2 << h, (22)
and moderate coefficients Λrf , r = 0, . . . , m, we may proceed to
η ≈ η̄ := |θ −
1
2
| ‖f(x(t), t) − f(x(t−1), t−1)‖Lp . (23)
11
Remark 4.3 If the length T − t0 of the considered time interval differs considerably from
1, the more detailed stability estimate
max
=1,...,N
















(cf. [23]) should be used as a starting point. Since the length of the interval affects the









2 << (T − t0)h‖(ft + fxf)t−1‖Lp, (25)
which is true for
ε((T − t0)h)
1
2 << (T − t0)h, i.e., ε2 << (T − t0)h, (26)
and moderate coefficients g̃rxg̃k, r, k = 1, . . . , m, and (ft + fxf).
Remark 4.4 The conditions (25), (26), (21), (22) are independent of the used time-scale.
A transformation of the time scale t ∈ [t0, T ] to τ ∈ [0, 1] via
τ = (t−t0)/(T−t0), t(τ) = t0+(T−t0)τ, y(τ) := x(t(τ)), ŵ(τ) := (T−t0)−
1
2 w(t(τ))












G̃(y(s), t(s))dŵ(s), τ ∈ [0, 1].
The conditions (25), (26), (21), (22) in terms of the transformed functions and variables
f̂(y, τ) = (T−t0)f(y, t(τ)), ˆ̃G(y, τ) = (T− t0)
1
2 G̃(y, t(τ)), ĥ = h/(T−t0), T̂ = 1,
coincide with the original conditions. 
Remark 4.5 The simple conditions (19), (26), and (22) together with the condition of
moderate function values describe rather rules of thumb for the used stepsizes. We specify
them for p = 2, a scalar Wiener process, and the diffusion coefficient G = (g). Neglecting












‖(ft + fxf + 12fxxgg)t−1‖2L2
, (29)
in terms of the ratio of the coefficients.
Proof: For m = 1 the condition (18) simplifies to h
− 1
2
 ‖I11(gxg)‖Lp << h‖(ft+fxf)t−1‖Lp.






2‖(gxg)t−1‖L2 << h‖(ft + fxf)t−1‖L2 ,
i.e., (27). Analogous arguments apply to (25) and (21). 
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4.2 Computable estimates for the local error
When estimating the dominating local error term η̄ from (20) in a variable stepsize im-
plementation, one has to approximate the Lp-norm ‖(ft + fxf)(x(t−1), t−1)‖Lp by using
a finite number of approximate solution paths.
Let us assume that an ensemble of M approximate solution paths is computed simulta-
neously and that x1l , . . . , x
M
l , l = 1, . . . ,  − 1, is given after  − 1 steps.
If the derivatives ft, fx of the drift coefficient f with respect to time t and state x are
available, we may form












and use Algorithm 3.1 with γ̄ = 1,k̃i = |θ − 12 |(ft + fxf)(xi−1, t−1). The estimate (30)
and the corresponding tests in Algorithm 3.1 have the great advantage that they can be
performed a priori, before computing xi, i = 1, . . . , M , at the next time step. The only
possible step rejections are then due to failures in solving the nonlinear equations for
determining xi, i = 1, . . . , M .
Of course, it is more easy to compute the derivative-free estimate






















The stepsize strategy proposed in Section 4 has been implemented for the drift-implicit
Euler scheme and tested extensively for p = 2 on a set of SDEs with small noise. We
report results for two scalar SDEs with known analytic solution and for a low-dimensional
electric circuit model. We draw some conclusions on the potential and on the limitations
of the strategy.
Example 5.1 (linear homogeneous SDE with constant coefficients)
We consider the linear scalar SDE in complex arithmetic






iβx(s)dw(s), t ∈ [0, 1], (32)
with coefficients f(x, t) := αx, G(x, t) = (g(x, t)) = (iβx), initial value x0, parameters
α, β ∈ IR and a scalar Wiener process w. Its solution is given by the geometric Brownian
motion















respectively. Here, the ratio |β
α




<< h are used, the Euler scheme shows order 1 of convergence. As
long as even β
2
α2
<< h is satisfied, the proposed stepsize control should act properly. In
regions where the first condition is satisfied, but the second one is violated, the controlled











fxf(x(s), s)ds‖L2 ≈ α2‖x−1‖L2h.
If sufficiently many paths are computed to approximate the expectations that form the
norms in L2, the proposed control leads to stepsizes that match
α2‖x−1‖L2h ≈ tol2/(|β| ‖x−1‖L2). (33)
In the following we present results for different values of the parameters α, β. We plot
the used relative tolerance () and the achieved accuracy with adaptively chosen stepsizes
(+) and with constant stepsizes (×) versus the number of steps in logarithmic scale. The








|x(t, ωj) − x(ωj)|2
)1/2
,
where N denotes the number of steps and M the number of computed paths. Lines with
slopes −1 and −0.5 are provided to enable comparisons with convergence of order 1 or
1/2. The scale at the right-hand sides of the diagrams measures the ratio of rejected to
accepted steps (). Large values of this ratio indicate that the proposed stepsize control












































































Figure 1: Simulation results for the SDE (32) for α = −10 and β = 10−3 and 1
Figure 1 shows simulation results for the parameter α = −10 and an ensemble of 100
simultaneously computed paths. We observe that the error estimate is too pessimistic for
both values of β. This is due to the damping of the solution by α = −10, since the errors
are damped as well. Further we observe that, for the small noise parameter β = 10−3, the
proposed stepsize control works well up to the accuracy 10−5, and gives more accurate
results than the computation with the same number of constant steps. This accuracy
range decreases to approximately 10−2 as the noise parameter increases to β = 1.
Figure 2 shows simulation results for the parameter α = −0.5 once for an ensemble of 100
simultaneously computed paths and once for a single path only. The achieved accuracies
show a good correspondence with the tolerances as long as they are not too small. For 100
simultaneously computed paths one clearly observes the three different regimes, though
not all for one choice of the parameters: For low accuracy we observe order 1 convergence
and properly acting stepsize control. For medium accuracy we observe order 1 convergence
but stepsizes that match (33). For high accuracy we observe convergence of order 1/2.
If only a single path is computed, only the results for low accuracies are acceptable. For
medium accuracy the large ratio of rejected to accepted steps indicates that the stepsize




























































































































































Figure 2: Simulation results for the SDE (32) for α = −0.5 and β = 10−3 and 1
Example 5.2 (SDE with polynomial drift and diffusion)




−(α + β2x(s))(1 − x(s)2)ds +
∫ t
0
β(1 − x(s)2)dw(s) , t ∈ [0, T ], (34)
with coefficients f(x, t) := −(α + β2x)(1 − x2), G(x, t) = (g(x, t)) = (β(1 − x2)), real
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parameters α, β and a scalar Wiener process w. The solution is given by (cf. [13, (4.46)])
x(t) =
exp(−2αt + 2βw(t)) − 1
exp(−2αt + 2βw(t)) + 1 .
Due to the nonlinearity of the coefficients the conditions (27), (28), (29) are solution-
dependent. Another effect of the nonlinearity are restrictions of the stepsize to ensure the
convergence of Newton’s method for solving the nonlinear equations of the drift-implicit
Euler scheme in every step. Failures of Newton’s method may also cause step rejections.
In Figure 3 we present simulation results for the parameters α = −10 and β = 10−2 or
β = 10−1. We have computed 100 paths simultaneously and plotted the same quantities as
already used in Example 5.1. For β = 10−2 we observe order 1 behaviour up to accuracies
of 10−5, whereas this range decreases to accuracies of 10−3 for β = 10−1. The parameter
α = −10 causes a damping in the solution and a prediction of the global error that is
much too pessimistic. In both cases the proposed stepsize control provides considerably
more accurate results than the computation with the same number of constant steps.
The observed stepsize rejections for larger stepsizes are mainly due to Newton failures.
Failures of Newton’s methods also prevented simulation results for larger stepsizes in case
















































































Figure 3: Simulation results for the SDE (34) for α = −10 and β = 10−2 and 10−1
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Example 5.3 (linear electrical circuit)
We consider a linear RC-oscillator circuit under the influence of thermal noise of the
resistor (cf. [24] and Fig. 4). The thermal noise of the resistor is modelled as an additional

















Figure 4: Linear RC-oscillator with thermal noise
rule (cf. [2, 5, 26]):





where ξ(t) is a standard Gaussian white noise process, k = 1.38066 · 10−23 [JK−1] is
Boltzmann’s constant, Temp is the absolute temperature, R is the resistance. For the
simulations we considered the time interval
t ∈ [0, 2.5·10−8]
and fixed the parameters to
v(t) = sin(2·108·t) [V ], C = 10−12 [F ], R = 104 [Ω], Temp = 300 [oK].
We denote the nodal potentials in node i by ei, i = 0, 1, 2, and by combining Kirchhoff’s
Current Law and the element characteristics we obtain
e0 = 0
e1 = v(t)
−C(ė1 − ė2) +
1
R
e2 + σthξ(t) = 0 .









































dw(s), t ∈ [0, 2.5·10−8].
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As the noise in this SDE model is too small, we present numerical results for a modified
model where the noise intensity was scaled artificially by a factor of 103 in order to cause
visible differences from the deterministic solution. Since the exact solution is not known
to us, we use a numerical approximation that was obtained with the implicit Euler scheme
and constant small stepsizes as a reference solution for estimating the global errors. The
simulation results are presented in Fig. 5. The first picture shows one path and the mean
of 100 computed paths of the solution e2 vs. time t. The second one shows the used relative
tolerance () and the achieved accuracy with variable (+) and with constant stepsizes (×)
vs. the number of steps in logarithmic scale. The accuracy is measured as the maximum
approximate L2-norm of the global errors that was achieved at 20 equally distributed
reference points in the time interval [0, 2.5·10−8]. In this example, the differences between
the accuracy for constant and variable stepsizes are negligible. In principle, Fig. 5 shows a
good accordance of the used relative tolerances and the achieved accuracies for the variable
stepsize strategy. The accuracy is only slightly worse than the tolerances. To achieve this
accordance it was essential to include the length of the time-interval T = 2.5 ·10−8 into





























We conclude that the proposed stepsize strategy will work very well for SDEs with small
noise if the ratio of the relative tolerances to the smallness of the noise is reasonable in the
19
sense that the inequality ε2 << h is valid. In that case, the stepsize strategy provides
more accurate results compared to using equidistant grids. It also turns out that the
approximate computation of the L2-norm based on an ensemble of paths compared to
computing only one path is important at least in regions of larger noise.
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[6] G. Denk and S. Schäffler. Adams methods for the efficient solution of stochastic differential
equations with additive noise, Computing 59 (1997), pp. 153–161.
[7] J.G. Gaines and T.J. Lyons. Variable stepsize control in the numerical solution of stochastic
differential equations. SIAM J. Appl. Math. 57 (1997), pp. 1455–1484.
[8] I.I. Gichman and A.V. Skorohod. Stochastic Differential Equations (in Russian). Naukova
Dumka, Kiev, 1968.
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