In this paper, an equivalent smooth minimization for the L1 regularized least square problem is proposed. The proposed problem is a convex box-constrained smooth minimization which allows applying fast optimization methods to find its solution. Further, it is investigated that the property "the dual of dual is primal" holds for the L1 regularized least square problem. A solver for the smooth problem is proposed, and its affinity to the proximal gradient is shown. Finally, the experiments on L1 and total variation regularized problems are performed, and the corresponding results are reported.
I. INTRODUCTION
Finding the solution to the least square problem with L 1 regularization is of utmost importance due to its myriad applications including but not limited to pattern recognition [30] , [31] , feature selection [33] , [35] , image processing [8] , [34] and bioinformatics [12] , [26] . The minimization to obtain such a solution is
where x ∈ R l is the coefficient vector, A ∈ R n×l is a basis, b ∈ R l×1 is a regression vector, λ is the non-negative regularization parameter, and . p is the p-norm. The challenge of finding the optimal solution of minimization (1) is its non-smoothness, thereby impeding us to leverage fast optimization methods. Therefore, developing efficient algorithms to find the optimal solution of this minimization has drawn a lot of attentions in the recent decade. One approach to solving the problem is to use two auxiliary variables into which x is split [10] . The resultant problem, though smooth, has the double dimension with respect to the minimization (1) so that obtaining its solution becomes more time-and memory-consuming. Another approach is to utilize the dual of the minimization (1) , which is a smooth boxconstrained smooth problem [15] , [36] . One main drawback is the calculation of the primal solution x, which needs the computation of (A T A) − if it is invertible, it would be prolonged to compute (A T A) −1 for large-scale problems. Another strategy to solve the problem (1) is based on the subgradient. However, subgradient-based methods are too slow in comparison with the gradient based techniques which makes it inappropriate in the case of largescale problems. In this letter, we firstly utilize the dual problem of the minimization (1) and show that the property "the dual of dual is primal" is correct for the minimization (1) . Such a property holds for all convex linear programming but does not generally hold for all convex nonlinear problems. We further derive a smooth problem with box constraints which is equivalent to the minimization (1). Moreover, a solver for the derived smooth problem is proposed, and its affinity with the proximal gradient is demonstrated. We initially suppose that A T A is invertible, but neither the resultant smooth problem nor the proposed solver would be predicated on the invertibility of A T A. The smooth minimization is further adjusted for the total variationregularized problems. This letter is organized as follows. The smooth equivalent problem is derived in Section II, and its generalization to the total variation is brought in Section III. A solver is proposed in Section IV and its relation with the proximal gradient is investigated. Finally, Section V includes the experiments corresponding to the L 1 and total variation-regularized problems.
II. SMOOTH EQUIVALENT PROBLEM
In this section, we firstly introduce the dual of the minimization (1) and prove that the dual of dual is primal. Then, a smooth equivalent problem to minimization (1) is obtained.
A. The dual of dual is primal
As the minimization (1) is not smooth, its dual problem cannot be derived immediately. However, the dual problem can be obtained by a change of variable and using a theorem in [4] as (see [29] for the whole procedure):
Further, the relation between the primal and dual variables is
The minimization (2) is smooth and convex and can be solved efficiently by convex minimization methods. Afterward, the solution z is replaced in Eq. (3) to obtain the primal solution x.
Now, the following theorem indicates that the dual of the minimization (2) is the minimization (1). Theorem 1: Let u and v be the Lagrangian multipliers for the minimization (2) . Then (i) the solution of the primal problem (1) is the difference between the Lagrangian multipliers u, v in the dual problem (2), i.e. x = u − v, (ii) The property "the dual of dual is primal" holds for the minimization (1) .
Proof: (i) Let u and v be the Lagrangian multipliers for the problem (2) . According to the K.K.T conditions, we have
Replacing
(ii) To get the dual, the Lagrangian of the dual problem is firstly written as
, the Lagrangian function can be rewritten as
Since x = u − v, u, v ≥ 0 and uv = 0 according to K.K.T conditions of the dual problem (2), we have
Hence, the dual problem based on the above equation is
which is equivalent to the minimization (1) and the proof is complete.
B. Smooth problem
The smooth equivalent problem to the minimization (1) can be easily obtained by replacing z in the dual problem. Thanks to Eq. (3), we have
Replacing (6) into the minimization (2) and doing some calculus, we obtain
The problem (7) is convex with box constraints. As it is smooth, the optimization methods for constrained problems can be applied to find its solution. In contrast to the dual problem, there is no need to compute the inverse matrix (A T A) −1 for solving this problem. Further, it directly obtains the solution that is desired, e.g. x.
In further sections, a new method is proposed for solving the minimization (7) and its affinity with the proximal gradient is also investigated.
III. TOTAL VARIATION REGULARIZATION
Another important non-smooth problem is the total variation regularized problem which can be written as L 1 regularized least square as
Although this problem is seemingly similar to the minimization (1), finding its solution is more challenging due to the multiplication of a matrix inside the L 1 regularization. Z. Harchaoui and C. Levy-Leduc [18] transform the minimization (8) to the problem (1). Their results are brought in the following theorem. Theorem 2 ( [18] ): The minimizations (1) and (8) are equivalent if the variables in the problem 1 are initialized as
where D, y and u are the variables in the problem (8) . Furthermore, u is obtained by
Taking into account Theorem 2, the following minimization is equivalent to the problem (8)
IV. A SOLVER AND THE RELATION TO THE PROXIMAL

GRADIENT METHOD
The minimization (7) is convex, therefore the Karush-Kuhn-Tucker (K.K.T.) conditions are sufficient for optimality [1] . Using the K.K.T conditions, the problem (7) is turned into an equation whose solution is the same as the minimization.
Theorem 3: x is the optimal solution of the minimization (7) if and only if the following equality holds
where P Ω (.) is a piecewise function defined as
Proof: The equation (11) can be easily obtained by writing the K.K.T conditions for the smooth problem (7) (see [2] for details).
The equation (11) can be solved by iterative algorithms such as the successive overrelaxation [20] , [28] . Another approach is to turn it into a dynamic system whose dynamic equation given by
The dynamic system can be seen as a one-layer recurrent neural network and its convergence is guaranteed by a Lyapunov function [14] , [19] , [32] .
It is also possible to solve the minimization (1) through the soft thresholding operator and proximal gradient. The following theorem indicates the solution of the problem (1) using proximal gradient method.
Theorem 4 ( [24] ): x is the optimal solution of the minimization (1) if and only if it is the fixed point of the following equality
where P prox (.) is the soft thresholding operator defined as
Although the equalities (11) and (13) are seemingly different in both sides of equations, they bear the same results. The following theorem shows their equality.
Theorem 5: The equation (11) in equivalent to the equation (13) .
Proof: We firstly show the equivalence of equations for
It is readily seen that the proposed solver and the proximal gradient solve the same equation. Similar equivalences can be obtained for |x − (A T Ax − A T b)| < λ and x − (A T Ax − A T b) > −λ, and that completes the proof.
V. EXPERIMENTAL RESULTS
In the section, the experimental results are presented four three different problems. First, a randomly-generated sparse signal is recovered by solving the L 1 regularized least square problem. Then, two applications from total variation based regularization are investigated: the image restoration and the aCGH data recovery.
A. Signal recovery
We generated a sparse signal x 0 ∈ R 4096 with 160 spikes; each spike has amplitude {−1, 1}. This signal is plotted at the top of Fig. 1 . A Gaussian noise with the standard variation σ = 0.1 is added to x 0 to generate the observation y. Then, the measurement matrix A ∈ R 1024×4096 is generated whose entries are i.i.d. according to the standard normal distribution. The rows of this matrix are then orthogonalized as done in [5] . The regularization parameter λ is also set as λ = 0.01 A T y ∞ as any value greater than A T y ∞ for λ leads to the solution zero for the minimization (1) [11] , [16] . Given A, y and λ, it is the time estimate x 0 by solving the minimization (1). The result of the recovery is shown in Fig. 1 . The top plot in this figure corresponds to the original noise-free signal which is randomly generated. The bottom plot is the recovered signals by the proposed method, and the middle one is the minimal L 2 norm of the system Ax = b. This figure confirms that the recovered signal is faithful in spite of having a few measurements.
B. Image restoration
The proposed method is applied to the image restoration problem and its result is compared with the proximal gradient. To do so, an MRI image is chosen which is plotted in Fig.  2(a) . Further, a random Gaussian noise with σ = 0.05 is added to the image and the resultant image is in Fig. 2(b) . Given the image, the restoration is done by the minimization (8) solved by the proposed method and the proximal gradient. The recovered images are shown in Fig. 2 (c) and (d) for the proposed method and the proximal gradient, respectively.
C. CGH array data recovery
The array comparative genome hybridization (aCGH or CGH array) is a powerful technique to discover the genomewide DNA copy number variations [25] . However, the experiential aCGH data are highly corrupted by various noises thereby disabling us to find the change-points from the raw data [9] . One underlying assumption in aCGH data is that the contiguous chromosome has the identical copy number unless an alteration has happened. Based on this critical assumption, myriad methods have utilized the total variation regularization, whether they process individual samples separately [13] , [17] , [21] or process multisample data simultaneously [3] , [22] , [23] , [37] , [38] . We apply the proposed method on the CGH array from two breast cancer datasets. The Pollack et al. dataset [27] consists of 6691 human mapped genes for 44 primary breast tumors, and the Chin et al. dataset [6] has 2149 clones from 141 primary breast tumors. Multiple recovered profiles from the aforementioned datasets are plotted in Figure 3 . In this figure, the profiles from the methods TVSp [38] and PLA [37] are also shown. The red dots indicates the raw data and the blue lines are the recovered data by methods. Figure 3 (a) and (b) correspond to two samples from Pollack et al. [27] and Chin et al. [6] datasets, respectively. It is plain to grasp that the proposed method has successfully recovered smooth data from the noisy observations. The recovered profiles by the proposed solver are way smoother than PLA and are competitive with TVSp.
VI. CONCLUSION
In this article, a smooth problem with box-constraints was shown to be equivalent to the L1 regularized least square minimization. A solver proposed for the resultant smooth problem which has affinity with the well-known proximal gradient method. The solver and the smooth problem were further adjusted to encompass the total variation-regularized minimizations, another infamous problem for non-differentiability. For the future work, it is interesting to focus on solving the derived smooth problem more efficiently, and it might be of utmost interest to find the closed-form solution for the L1 regularized least square problem. Fig. 3 : Recovered profiles by the proposed method, TVSp [38] and PLA [37] . (a) two samples selected from the Pollack et al. dataset [27] ; (b) two samples selected from the Chin et al. dataset [6] . Each row is dedicated to each sample, and each column is devoted to each method. The red dots are the raw observations, and the blue lines are the recovered profiles by each method.
