Often, variables are linked to each other via a network. When such a network structure is known, this knowledge can be incorporated into regularized regression settings. In particular, an additional network penalty can be added on top of another penalty term, such as a Lasso penalty. However, when the type of interaction via the network is unknown (that is, whether connections are of an activating or a repressing type), the connection signs have to be estimated simultaneously with the covariate coefficients.
Introduction
Network data have become increasingly important in the last few decades. This concerns a variety of types of data and disciplines, including pathway data in biology that reveals information relevant for medical research, data on social networks from social media websites with up to a couple of billion users, or networks of financial institutions relevant for assessing financial stability and designing regulation.
However, while there have been attempts to provide statistical methods to deal with network data in the recent past, the development of such methods seems to be generally still in early stages, with much work left for the upcoming decades.
In this paper, we introduce a method to incorporate network information into a regularized regression setting and provide simulations showing that the method performs well. The method is an algorithm based on Li and Li (2008) who propose a particular network penalty on top of a Lasso penalty to incorporate network information about the covariates (that is, it is known which covariates are linked on a network). A potential problem with this method is that it assumes that all network connections have positive sign (that is that they are of a activating or enforcing type). However, there may also be network connections with negative signs (for example connections of a repressing type; in a biological application, this could for example be one gene downregulating another one). Often, the signs of the connections are not even known ex ante. In biology, for example, gene expression data is often represented by an undirected graph, without information of which of the connections are of an activating and which of a repressing type. Therefore, the algorithm described in this paper estimates the covariate coefficients and the connection signs simultaneously.
The idea of the algorithm can be summarized as follows. In the algorithm there are two steps. In a coefficient estimation step, the covariate coefficients are estimated by maximizing a penalized log-likelihood given estimates of the connection signs. Then, in a connection sign estimation step, the signs of the connections are estimated, taken the covariate coefficients as given from the last coefficient estimation step. These two steps are then repeated.
One of the goals of this method is to improve prediction performance. In addition to this, the method can help to gain knowledge about the signs of the coefficients. This can in cases where it is important to understand the signs of the connections be a goal in its own. This paper is organized as follows. Section 2 briefly describes the algorithm to estimate covariate coefficients and connection signs and its implementation in a new accompanying R-package. Section 3 describes the simulations motivated by the availability of biological pathway information and presents the results. Section 4 concludes.
Method
We describe the method here concisely. For more detail, see the earlier unpublished version Weber et al. (2014) , which is available online.
Background
We consider a continuous response y and covariate matrix X. The numbers of observations and covariates are n and p, respectively. Thus, y = (y 1 , ..., y n )
T and X is an n × pmatrix with rows x T i = (x i1 , ..., x ip ). x (j) denotes the j-th column. We assume y to be centered and X standardized, which means
., where β is estimated.
The additional information for the regression problem is given by a regulatory network depicted by a weighted graph. The vertices are the covariates and the edges indicate some regulatory relationship between the covariates. The regulatory network is incorporated into the network penalty via the normalized Laplace matrix of the associated graph. This is a p × p -matrix defined as
if u and v are adjacent 0 otherwise where u and v stand for the u-th and v-th covariate and w(u, v) denotes the weight of the edge that links the u-th and v-th covariate (see Chung, 1997) . Often the information is given via a connection matrix which consists only of zeros and ones indicating only which genes are connected, thus w(u, v) is usually zero or one. d u is the degree of vertex u defined as the sum of w(u, v) over all vertices v that are linked to vertex u. Li and Li (2008) propose to estimate β by minimizing the following penalized residual sum of squares (selecting λ 1 and λ 2 via 10-fold cross-validation):
The set of all edges is denoted by {u ∼ v} (this is the set of all directly linked pairs of predictors). It is then
Ideas behind the Algorithm
It is implicitly assumed in Li and Li (2008) that all connections between the connected covariates are positive, that is, that they influence the outcome in the same direction.
It is likely, though, that some of the connections have a negative sign (in a biological application, for example, if a transcription factor suppresses another gene). In this case it would be suitable to add a penalty of the form λ 2
It is also possible to look at a different penalty matrix. In addition to the normalized Laplacian (or mutations of it that arise through negative connection signs), we also use the combinatorial Laplacian, which is defined by
With positive connection signs, the combinatorial Laplacian leads to the following penalized log-likelihood (noting that maximizing the penalized log-likelihood is equivalent to minimizing the penalized RSS)
We define for all i, j ∈ {1, ..., p} 
Given estimates of the covariate coefficients (obtained via maximizing a penalized log-likelihood with some set of connection signs), the connection signs can be estimated (anew) as follows. To estimate the connection sign between covariates i and j, all covariate coefficientsβ k are kept fixed, except for the two coefficients whose connection sign is being estimated (k = i, j), and then a small linear model is fitted for covariates i and j only.
A connection sign is estimated to be positive if the coefficient estimates of the connected covariates in this small linear model have the same sign. This is a reasonable estimate of the connection sign as in many applications positively connected covariates influence the output variable in the same direction, while negatively connected covariates influence the output variable in opposite directions. These small linear models should thus reveal 1 We assume that a penalty matrix M is symmetric and that we can write information about the sign of the connection.
To be more detailed, the connection signs can be estimated as follows. X −(i,j) denotes the input matrix excluding columns i and j,β −(i,j) denotes the estimate of β excludinĝ β i andβ j , while x (i) denotes again the i-th column of the input matrix. Fitting the small linear model for covariates i and j means considering the new responseỹ = y − X −(i,j)β−(i,j) and minimizing
T denote the minimizer of the above residual sum of squares.
If and only if the signs ofβ i * andβ j * are different, the connection between covariates i and j is estimated to have negative sign.
As starting values for the connection sign estimates, the signs of the empirical covariance of the columns of the input matrix can be taken. Because the covariate matrix is standardized, this boils down to the sign of x
. Thus the starting value of a connection sign is positive if x T (i) x (j) ≥ 0 and negative otherwise.
The 3CoSE Algorithm
The description above contains the ingredients of the algorithm. We propose to call it 3CoSE (pronounced "three-cose"), standing for Covariate Coefficient and Connection Sign Estimation.
2 Given a log-likelihood (β), a penalty matrix M 1 , and fixed penalty parameters, the algorithm consists of the following steps:
1. Determine starting values for the connection sign estimates via the empirical co-
2. Estimate β by maximizing the penalized log-likelihood
with the current estimates of the connection signs, where
3. Update the connection sign estimates by running mini OLS models, with the current estimate of β from step 2, so thatξ ij ← sign(β * i ) · sign(β * j ).
Iterate steps 2 and 3 until convergence (or for a fixed number of repetitions).
This procedure is often still be feasible when straightforward maximization of the penalized log likelihood over all coefficients and connection signs is computationally prohibitive, which is not unusual for big or high-dimensional data. The algorithm usually converges. When it does not converge, it can be run for a certain number of repetitions.
It is very unlikely that a large number of connections have still changing signs and that their coefficients are important. It is much more likely that the few connections with still changing signs have coefficients that are estimated to be zero. No converge is thus not necessarily problematic.
Implementation and R-Package LassoNet
For these simulations, the accompanying R-package LassoNet was developed, which is publicly available (Striaukas and Weber, 2018) . It implements the covariate coefficient estimation step via coordinate descent (see Friedman et al., 2007) . This means that only one covariate is updated at a time; all β k , k = 1, ...p except one, say β j , are kept fixed at their current value and the maximization of the log-likelihood is conducted only for β j , which is then updated. This is carried out for all β j , j = 1, ..., p and then the whole cycle is repeated until convergence.
With network penalty matrix M , maximizing the log-likelihood is equivalent to min-imizing this residual sum of squares:
One wants to minimize over one β j while keeping all other coefficients fixed at their
Setting this equal to zero, we get
We have used n i=1 x 2 ij = n, which is the case as the input matrix is standardized. The case of β j < 0 leads to a similar term.
3
This finally leads to coordinate updates of the form
where S(·, ·) is the soft thresholding operator defined by
Especially for big or high-dimensional data, computational efficiency is very important. Therefore we use covariance updates that can lead to a considerable reduc-
3 To be precise, for β j < 0, we obtain
tion of compute time (adapting the version proposed in Friedman et al., 2010) . It is
x ijβ and r i is the current residual. Because the input matrix is standardized, it is
is the jth column of the input matrix and ·, · is the inner product. This leads to coordinate updates of the form
The inner products of y with all columns of the covariate matrix as well as all inner products of two columns of the covariate matrix can then be computed in the beginning and stored. At each coordinate update they can then be accessed.
Note that the coordinate descent algorithm always converges to the global minimum.
The proof is contained in the following footnote.
4
In the connection sign estimation step, we use a trick decomposing some of the elements and storing them. In a high-dimensional setup, there can be a large number of connected covariates. The 3CoSE algorithm relies on a small OLS model to update each single connection sign and can thus be computationally expensive if implemented straightforwardly. However, as the OLS models are similar in the repetitions of the algorithm, compute time can be saved as follows.
Denote byX := x (i) , x (j) , the input matrix consisting only of the two columns The proof makes use of a theorem from Tseng (1988) stating that the coordinate descent algorithm converges to the global minimum in cases where the function f that shall be minimized is of the form f (β 1 , ..., β p ) = g(β 1 , ..., β p ) + p j=1 h j (β j ), with g differentiable and convex and h j , j = 1, ..., p convex. With a network penalty, the penalized RSS can be written as RSS(β) = g(β) + p j=1 h j (β j ), with g(β) = (y − Xβ)
T (y − Xβ) + λ 2 β T M β and h j (β j ) = λ 1 |β j |. Then g is a sum of differentiable and convex functions and thus again differentiable and convex, while the h j are obviously convex.
In short, if β T M β is convex, the coordinate wise descent algorithm is sure to converge to the global minimum. That is in particular the case for all M which allow β T M β to be written as a sum of squared terms.
β = X TX

−1X
Tỹ . Note thatỹ = y − X (i,j)β−i,j and thereforẽ
β only changes with updates of the estimatesβ, while the rest of the elements can be computed from the data alone. The elements that can be computed from the data alone
y and B i,j x
By pre-computing these elements for each connected pair of covariates (i, j), each linear regression is simplified to a single multiplication and subtraction.
Simulations
The motivation for the simulations is of biomedical nature, where network information about gene expression data is of great interest. Such data, which is usually highdimensional, can be used for prediction purposes (e.g., to predict event times of patients in medical applications), but the signs of the network connections are also of interest in themselves for biomedical research (as it is important to know which genes influence
other genes in what ways). The simulations that we report are similar (but not identical)
to the ones reported in Li and Li (2008) and Weber et al. (2014) .
Setting
We consider two similar sets of simulations with four scenarios each. The difference between the two sets is that the first one contains fewer variables, 1100 covariates as compared to 2200 in the second set, while the number of non-zero covariate coefficients is identical in both sets. That is, in the first set there are relatively more informative covariates. We first describe the first set in detail and briefly mention the small modifications for the second set thereafter.
Note that of the four scenarios in each of the two sets of simulations the third and fourth scenarios should be seen more as robustness checks. In these scenarios all connections between covariates are per definition positive. These scenarios do thus not promise any potential for the 3CoSE algorithm to do better than the penalty introduced by Li and Li (2008) , which already assumes positive connections. Nevertheless, is is interesting to see whether the algorithm does significantly worse in case that all connections are indeed positive.
Simulations with 1100 covariates (100 transcription factors). Suppose that in-
formation is available about a regulatory network with 100 transcription factors and 1000 genes that are controlled by these transcription factors. Each transcription factor controls ten genes. The resulting network thus consists of 1100 genes and the connections between the transcription factors and the genes that they regulate. The covariate matrix X consists of 1100 columns, where the first column consists of the expression levels of the first transcription factor, the next ten columns are the expression levels of the genes regulated by the transcription factor in the first column, and so on.
The four different scenarios differ mainly in the true covariate coefficient vector β.
We assume a linear model, i.e. y i = X i β + i . The number of observations is 100 In the first scenario the true coefficient vector is of the following form: ).
In the second scenario the denominators of √ 10 are replaced by 10, keeping all else equal.
In these two scenarios, the indicator function 1 takes the value −1 for the first three regulated genes of a transcription factor, while it takes the value 1 for the other seven genes.
The coefficient vector in the third scenario is 
Simulation Details and Definitions
For each scenario, we simulate 50 training data sets and 50 test data sets. In each training set, we select the lasso and the network penalty parameters with ten-fold cross validation. The regression coefficients and connection signs are then computed using the full training data set and selected penalty parameters. Prediction mean squared errors are then calculated on one full test data set. Note that this means that we evaluate the prediction performance out of sample (which is completely different from just reporting a better fit in sample due to additional parameters or steps).
To evaluate the prediction performance, we use the following definitions:
1. Prediction mean squared error (k here indicates the index of the data set, k = 1, . . . , T , and i indicates the observation number, i = 1, . . . , N ; in our case T = 50
and N = 100)
2. Standard errors, denoted by s, for the estimated variable of interest, i.e. P M SE(y), are computed as follows
The grid from which the possible values of λ 1 and λ 2 are chosen in the cross validation is the following: 
}
This grid was chosen based on values found in a variety of small model simulations (these models were similar to the scenarios that we consider but with fewer covariates).
In the simulation studies, we compare the following methods. First, the regular 3CoSE algorithm, using the normalized Laplacian as penalty matrix (abbreviated unsurprisingly as 3CoSE in the tables). Second, the 3CoSE algorithm using the combinatorial Laplacian as penalty matrix (abbreviated as 3CoSE-CL). Third, penalized regression with a network penalty as in (Li and Li, 2008) , which is abbreviated as Net (Li Li) in the tables. 5 Fourth, we use the Lasso as a benchmark model, which incorporates information about the levels of the covariates but not about the network structure. As comparison, we also partly show a null model ignoring all covariate information (that is, always forecasting the intercept) and the true model (that is, forecasting with the β used to create the data).
Simulation Results with 1100 Covariates
Now, we consider the prediction mean square errors (PMSEs), sensitivity and specificity estimates, and the estimates of the fractions of correctly estimated connection signs for the simulations with 1100 covariates (100 transcription factors). Standard errors are always given in parentheses.
The prediction performance of the different methods is given in Table 1 . The 3CoSE algorithm with the normalized Laplacian and with the combinatorial Laplacian perform much better than the other methods in the first scenario. In the other three scenarios there are no large differences in PMSEs. This includes the scenarios with all positive connection signs. Thus, the algorithm seems to be able to improve prediction performance considerably in some cases while not leading to worse performance even in the extreme cases with only positive connection signs. Measures of sensitivity and specificity can be found in Tables 2 and 3) . The sensitiv-ity shows the fraction of non-zero coefficients that have been correctly estimated to be non-zero, the specificity shows the fraction of zero coefficients that have been correctly estimated to be zero. 3CoSE identifies non-zero coefficients similarly well as Net (Li Li) in most scenarios and considerably better in the first one. The standard algorithm with the normalized Laplacian in general performs better than the one with the combinatorial Laplacian, which still performs quite well. Specificity estimates are similar for 3CoSE
and Net (Li Li) in all scenarios, while the values are very close to one for the Lasso, which estimates many variables to be zero (reflected in very good specificity but very poor sensitivity). 
Furthermore, we compute the fractions of correctly estimated connections signs. We consider the connection sign to be correctly identified if the coefficient estimates of the two connected covariates are non-zero and either both estimates and both true coefficients have the same signs or if both have different signs (this allows us to also talk about correctly identified connections for Net (Li Li) and the Lasso, although these methods are not intended to estimate network connection signs. As can be seen in Table 4, 3CoSE performs much better than Net (Li Li) in the first scenario, similarly in the second and third and a bit worse in the fourth (remember, however, that scenarios 3 and 4 are designed as favorably to Net (Li Li) as possible as all connection signs are positive). The
Lasso does much worse in identifying the connection signs than the other methods across the different scenarios. The 3CoSE algorithm converges in all simulations and scenarios. In the first scenario, only in 10% of cases the algorithm needs more than one iteration to converge. In the second scenario, convergence happens after the first iteration in 36% of cases, while in the third and fourth scenarios the algorithm converges after the first iteration in all cases. Tables 3.3 and 3 .3 show the parameters that were selected via cross-validation in the different scenarios for the different methods. Average selected λ 1 parameters for the first three methods (3CoSE, 3CoSE-CL and Net (Li Li) ) are between 83 and 135, while for the lasso it is always 400. The selected network penalty parameter λ 2 varies across methods and simulations in a range from 0 to 71. In short, in terms of PMSEs, 3CoSE performs again extremely well in the first scenario, while prediction errors are similar to those of Net (Li Li) in the other scenarios. The sensitivity and specificity estimates are comparable to the ones in the simulations with 100 transcription factors, meaning that the sensitivity is considerably better in the first (Li Li) while differences are relatively small in the other scenarios. Specificity is similar between the methods. The Lasso again estimates many variables to be zero leading to high specificity but low sensitivity.
Again, in all cases the algorithm converged. Convergence took place similarly fast as in the set with 1100 covariates suggesting that the number of covariates is not a driving factor in determining the rate of convergence of the algorithm. In the first two scenarios, for example, convergence took more than one iteration (of the connection sign estimation step) in only 16 % and 32% of the cases, respectively. It is also worth mentioning here that in both sets of simulations, the algorithm converged after at most 4 iterations. Average selected penalty parameters in the second set of simulations are also similar to the ones in the regressions with 1100 covariates, with slightly lower values for λ 2 in the 2200 covariate setup.
Summary
This paper shows that incorporating network information into regularized regression via the introduced 3CoSE algorithm can yield to improved prediction performance. This algorithm can furthermore contribute to discovering signs of network connections when these are unknown. This can be helpful in a variety of fields where networks play an important role, including biology (from which we have borrowed the motivation of the conducted simulation studies), economics, finance, and computer science. We make the accompanying R-package LassoNet (Striaukas and Weber, 2018) publicly available, in the hope that this method will be more widely applied in different fields. The availability of the R-package may also facilitate refining the method to adapt it to different settings.
