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Index Terms-Automatic predictive model building and parametrisation; Multicomponent predictive systems; KDD process; CASH problem; Bayesian optimisation; Data preprocessing; Predictive modelling; Petri nets I. INTRODUCTION P ERFORMANCE of data-driven predictive models heavily relies on the quality and quantity of data used to build them. In real applications, even if data is abundant, it is also often imperfect and considerable effort needs to be invested into a labour-intensive task of cleaning and preprocessing such data in preparation for subsequent modelling. Some authors claim that these tasks can account for as much as 60-80% of the total time spent on developing a predictive model [1] , [2] . Therefore, approaches and practical techniques allowing to reduce this effort by at least partially automating some of the data preparation steps, can potentially transform the way in which predictive models are built.
In many scenarios one needs to sequentially apply multiple preprocessing methods to the data (e.g. outlier detection → missing value imputation → dimensionality reduction), effectively forming a preprocessing chain. Composition of such chain, which apart from choosing the components to use and arranging them in a particular order, also includes Bournemouth University. Data Science Institute. Poole, United Kingdom.
setting their hyperparameters, is a challenging problem that has been studied in different fields and contexts (e.g. clinical data [3] , [4] , historical documents [5] or process industry [6] ). Despite these works attempting to be as abstract as possible, the frameworks they propose are optimised for particular case studies. Hence their underlying approaches are lacking in the context of cross-domain generalisation.
After the data has been preprocessed in an appropriate way, the next step in a data mining process is modelling. Similarly to preprocessing, this step can also be very labour-intensive, requiring evaluation of multiple alternative models. Hence automatic model selection has been attempted in different ways, for example using active testing [7] , meta-learning [8] or information theory [9] . A common theme in the literature is comparison of different models using data always preprocessed in the same way. However, some models may perform better if they are built using data specifically preprocessed with a particular model type in mind. In addition, hyperparameters play an important role in most of the models and setting them manually is time-consuming mainly for two reasons: (1) there are typically multiple hyperparameters which can take many values (with an extreme case being continuous hyperparameters), and (2) they are validated using crossvalidation (CV).
Hyperparameter optimisation is an additional step which is usually performed after the model has been selected (see e.g. [10] - [12] ). However, the problem is in fact very similar to model selection since different parametrisations of the same model (e.g. different kernels in an SVM, different structures of a neural network) can in fact be treated as different models. Therefore it makes sense to approach both model and hyperparameter selection problems jointly. The Combined Algorithm Selection and Hyperparameter optimisation (CASH) problem presented in [13] defines a search space in which both these tasks are merged. A major limitation of that study was the use of only one preprocessing step (i.e. feature selection) whose optimisation was decoupled from model building. That is, both feature selection and predictor were individually optimised and therefore selected features were not based on their predictive power in conjunction with the learning algorithm used in the subsequent step, but on some other criteria (e.g. correlation with the target variable). In our approach we have included the feature selection and additional preprocessing components as part of the whole CASH problem.
In this paper we extend the approach presented in [13] to support joint optimisation of predictive models (classifiers and regressors) and preprocessing chains.
We refer to a sequence of preprocessing steps followed by arXiv:1612.08789v1 [cs.
LG] 28 Dec 2016 a machine learning model as a MultiComponent Predictive System (MCPS). The motivation for automating composition of MCPS is twofold. In the first instance it will help to reduce the amount of time spent on the most labour-intensive activities related to predictive modelling, and therefore allow to dedicate human expertise to other tasks. The second motivation is to achieve better results than a human expert could, given a limited amount of time. The number of possible methods and hyperparameter combinations increases exponentially with the number of components in an MCPS and in majority of cases it is not computationally feasible to evaluate all of them. In our previous work [14] we presented the first approach for hyperparameter optimisation of WEKA 1 classifiers that modify their inner data preprocessing behaviour by recursively expanding the search space constructed by Auto-WEKA (a tool for solving the CASH problem defined by WEKA algorithms and hyperparameters).
This paper extends our previous work by: a) formally defining an MCPS as a Petri net and its theoretical considerations for the CASH problem; b) significantly enlarging the search space by allowing and testing the composition of MCPSs with an arbitrary number of WEKA filters; c) a thorough analysis and discussion of discovered solutions; d) an analysis of the trade-off between exploration and exploitation in the investigated search algorithms and strategies; and e) performing further experiments with 7 new datasets from process industry where automation of the whole chain of preprocessing, data cleaning, model selection and parametric optimisation is critical for predictive performance in a production environment.
The paper is organised as follows. The next section reviews previous work in automating the CASH problem and highlights the available software. Section III formally describes multicomponent predictive systems. Section IV extends CASH problem to MCPSs and describes the challenges related to automation of their composition. In Section IV-A, our contributions to Auto-WEKA software, now allowing to create and optimise arbitrary chains of preprocessing steps followed by a predictive model, are presented. The methodology used to automate MCPS composition is discussed in Section V followed by the results in Section VI, and conclusions in Section VII.
II. RELATED WORK
The Combined Algorithm Selection and Hyperparameter configuration (CASH) problem [13] consists of finding the best combination of learning algorithm A * and hyperparameters λ * that optimise an objective function L (e.g. Eq. 1 minimises the k-fold CV error) for a given dataset D. Formally, CASH problem is given by:
where A = {A (1) , . . . , A (k) } is a set of algorithms with associated hyperparameter spaces Λ (1) , . . . , Λ (k) . The loss 
The CASH problem can be approached in different ways. One example is a grid search, i.e. an exhaustive search over all the possible combinations of discretized parameters. Such technique can however be computationally prohibitive in large search spaces or with big datasets. Instead, a simpler mechanism like random search, where the search space is randomly explored in a limited amount of time, has been shown to be more effective in high-dimensional spaces [12] .
A promising approach gaining popularity in the recent years is based on a Bayesian optimization framework [15] . In particular, Sequential Model-Based Optimization (SMBO) [16] is a framework that incrementally builds a regression model using instances formed from algorithm configuration λ and its predictive performance c, subsequently used to explore promising candidate configurations.
Examples of SMBO methods are SMAC (Sequential Modelbased Algorithm Configuration [16] ) and TPE (Tree-structure Parzen Estimation [17] ). SMAC models p(c|λ) using a random forest, while TPE maintains separate models for p(c) and p(λ|c). Both methods support continuous, categorical and conditional attributes (i.e. attributes whose presence in the optimisation problem depend on the values of other attributes -e.g. Gaussian kernel width parameter in SVM is only present if SVM is using Gaussian kernels).
Two other methods falling into the same category are ROAR (Random Online Aggressive Racing [16] ) which randomly selects the set of candidates instead of using a regression model, and Spearmint [18] which uses Gaussian processes to model p(c|λ) similarly to SMAC. However, due to their limitations (it was shown that SMAC outperforms ROAR [16] , while Spearmint does not support conditional attributes) these methods are not used in this study.
Currently available software tools supporting SMBO methods are listed in Table I . It should be noted however, that to the best of our knowledge, there are no comprehensive studies or tools which would tackle the problem of flexible composition of many data preprocessing steps (e.g. data cleaning, feature selection, data transformation) and their simultaneous parametric optimisation, which is one of the key issues addressed in this paper.
III. MCPS DESCRIPTION
Data-driven workflows have been used to guide data processing in a variety of fields. Some examples are astronomy [21] , biology [22] , clinical research [3] , [4] , archive scanning [5] , telecommunications [23] or banking [24] to name just a few. The common methodology in all these works consists on following a number of steps to prepare a dataset for building a predictive model. The workflow resulting from connecting different methods to solve a predictive task is known as Multi-Component Predictive System (MCPS [14] [25] . A Petri net P N = (P, T, F ) is a directed bipartite graph consisting of a set of places P and transitions T connected by arcs F . Depending on the system, places and transitions can be interpreted in different ways. In this work, places are considered to be data buffers and transitions are data processing methods. PNs have been shown to be very useful to model workflows [26] since they are very flexible, can accommodate complex process logic and have a strong mathematical foundation. We therefore propose this approach to model MCPSs. A multicomponent predictive system can be represented as a WA-WF-net (Well-handled and Acyclic Workflow Petri net [26] , [27] ). Formally,
is a directed acyclic graph where P and T are finite sets of nodes called places and transitions, respectively, and F are the arcs connecting nodes. In an MCPS, a place p ∈ P can contain a single token which can be either input data or predictions, depending on the place where the token is located.
To generalise, we can say that a token represents a tensor (i.e. multidimensional array). Each transition t ∈ T represents a method that takes a token, performs a certain operation over the data (e.g. normalisation), and then returns a new token with the modified data. The arcs indicate the direction in which the token is flowing. 2 A tensor is a multi-dimensional array.
A place p ∈ P of an MCPS can only have a single input (denoted as •p) and a single output (p•). The initial place i has no input (•i = ∅) and it is called source, while the last place o of the net is a sink (o• = ∅). However, a transition can have multiple input and output arcs. We consider that all the transitions in an MCPS are either AND-split or AND-join nodes. That is, a transition t is only fired when all input places of t contain a token. After that, t consumes such tokens and produces a new token for each output place of t.
The lifetime of an MCPS is defined by a set of states
Each state is the distribution of the tokens over P . At the initial state M 0 , only one token is available at the source i. When the transitions with incoming tokens are fired, the state of the net changes from M n to M n+1 . At the final state M m , it is guaranteed that only one single token is available at the sink o. Definition 1: A Petri net is an MCPS iff all the following conditions apply:
• The Petri net is a workflow net 3 .
• The Petri net is well-handled and acyclic 4 .
• The places P \{i, o} have only a single input and a single output.
• The Petri net is 1-sound 5 .
• The Petri net is safe 6 .
• All the transitions with multiple inputs or outputs are AND-join or AND-split, respectively.
• The token at i is a set of unlabelled instances and the token at o is a set of predictions for such instances.
• The Petri net can be hierarchical 7 .
An MCPS can be as simple as the one shown in Figure 1 with a single transition. For example, the token in i can be a set of unlabelled instances, and t a classifier which consumes such token from the arc f i,t and generates a token in o with the predicted labels through f t,o . An MCPS can however be hierarchically extended [27] since each transition t can be either atomic or another WA-WF-net (with additional starting and ending dummy transitions) -see Figure 2 where atomic transitions are black and special transitions are grey. As a consequence, an MCPS can model very complex systems with multiple data transformations and parallel paths (see e.g. Figure 3 for a multi-hierarchy example).
An atomic transition t is an algorithm with a set of hyperparameters λ that affect how the token is processed. In an MCPS, the main transitions are: (1) preprocessing methods, (2) predictors, (3) ensembles and (4) postprocessing methods. Depending on the number of inputs and outputs, we can distinguish the following types of transitions:
3 WF-nets have source and sink places, and are k-sounded (i.e. guarantees that if the net starts with k tokens in i, will end with k tokens in o at Mm). Please refer to Def. 6 of [26] for a formal definition. 4 WA-nets satisfies that there is exactly one arc between a place and a transition and there are no cycles in the graph. Please refer to Def. 5.1 of [27] for a formal definition. 5 1-soundness property guarantees that only one token is available in i at M 0 and in o at Mm (and all other places are empty). 6 The safe property implies that each place p ∈ P cannot contain more than one token at any given time. 7 Hierarchical nets contain special transitions made of Petri nets. Figure 3 where AdaBoost method uses a VotedPerceptron as base classifier and applies several preprocessing steps to the input data.
IV. AUTOMATING MCPS COMPOSITION
Building an MCPS is typically an iterative, labour and knowledge intensive process. Despite a substantial body of research in the area of automated and assisted MCPS creation and optimisation (see e.g. [28] for a survey), a reliable fully automated approach still doesn't exist.
Similarly to process mining [29] -in which a WF-net is composed by extracting knowledge from the event logs of a working process -we tackle the MCPS composition as a CASH problem. To accommodate the definition of MCPS into a CASH problem we generalise A from Eq. 1 to be a set of MCPSs rather than individual algorithms. Hence each MCPS A (j) = (P, T, F ) (j) has now a hyperparameter space Λ (j) , which is a concatenation of the hyperparameter spaces of all its transitions T . The CASH problem is now concerned with finding (P, T λ * , F ) * such as:
arg min Table VII . The type and name of the preprocessing methods and predictors used are explained in Tables II and III respectively. begin with, an undetermined number of nodes can make the workflow arbitrarily complex. Secondly, we do not know a priori the order in which the nodes should be connected. Also, even transitions belonging to the same category (e.g. missing value imputation) can vary widely in terms of the number and type of hyperparameters (continuous, categorical or conditional), with definition of range for each hyperparameter being an additional problem in itself.
The size of the search space can be reduced by applying a range of constraints like limiting the number of nodes, restricting the list of methods using meta-learning [30] , prior knowledge [31] or surrogates [32] . In this study we have opted for the first of these approaches by limiting the maximum length of an MCPS. However, the CASH problem is not only challenging because of the size of the search space but also due to the amount of time needed to evaluate every possible solution, making techniques like grid search not feasible. Even 'intelligent' strategies can struggle with exploration because the high dimensional search space is likely to be plagued with many local minima.
We use the predictive performance as a sole optimisation objective as shown in Eq. 3, noting however, that some problems may require to optimise several objectives at the same time (e.g. error rate, model complexity and runtime [33] ). In this paper we use our extended Auto-WEKA version that is described in the next section, which supports automatic composition and optimisation of MCPSs with WEKA filters and predictive models as transitions.
Once the MCPS is composed and its hyperparameters optimised, it is trained with a set of labelled instances. Then the MCPS is ready to make predictions as shown in Figure 4 .
A. Extension and generalisation of Auto-WEKA
Auto-WEKA is a software developed by Thornton et al. [13] which allows algorithm selection and hyperparameter optimisation both in regression and classification problems. The current Auto-WEKA version is 2.1 and it provides a blackbox interface for the CASH problem as expressed in Eq. 1, where the search space is defined by WEKA predictors.
In this work we have extended Auto-WEKA 0.5 due to its flexibility for the necessary extensions to model MCPSs, not present in the current blackbox version. Both versions provide a one-click solution for automating algorithm selection and hyperparameter optimisation. However, version 0.5 is much more flexible, offering multiple customisations possibilities like preselection of WEKA predictors, choosing the optimisation strategy or setting the optimisation criteria. Auto-WEKA also supports various usage scenarios depending on user knowledge, needs and available computational budget. One can for example, run several optimisations in parallel, ending up with multiple solutions that can then be analysed individually or used to build an ensemble [34] .
In our previous work [14] we presented a new Auto-WEKA feature that allows automatic expansion of WEKA classes during creation of the search space. That is, if a hyperparameter is a category formed of several WEKA classes, Auto-WEKA will now add the hyperparameters of such class recursively.
Any WEKA filter can now be included as part of the composition process. In addition, we have developed a new WEKA filter that creates a flexible chain of common preprocessing steps including missing values handling, outlier detection and removal, data transformation, dimensionality reduction and sampling.
The following external WEKA packages 8 have been included as part of the developed extended Auto-WEKA tool to increase the number of preprocessing methods: EMImputation, RBFNetwork, StudentFilters, baggedLocalOutlierFactor, localOutlierFactor, partialLeastSquares and wavelet. Furthermore, we have created a new filter that combines any outlier detection method and their removal in a single step. We have also implemented a new data sampling filter for WEKA in which instances are periodically selected given a fixed interval of time -this is common in process industry to reduce the size of datasets.
While the space restriction does not allow us to include more implementation details, all the scripts for the analysis of the extended Auto-WEKA results such as the creation of plots and tables have been also released in our repository 9 .
V. METHODOLOGY
The three main characteristics which define a CASH problem are: a) the search space, b) the objective function and c) the optimisation algorithm. 8 http://weka.sourceforge.net/packageMetaData/ 9 https://github.com/dsibournemouth/autoweka In this study we have considered three search spaces:
• PREV: This is the search space used in [13] where predictors and meta-predictors (which take outputs from one or more base predictive models as their input) were considered (756 hyperparameters). It can also include the best feature selection method found after running 'AttributeSelection' WEKA filter (30 hyperparameters) for 15 minutes before the optimisation process begins. We use it as a baseline.
• NEW: This search space only includes predictors and meta-predictors. In contrast with PREV space, no previous feature selection stage is performed. We would like to note however that some WEKA classifiers have already internal preprocessing steps as we showed in our previous work [14] . We take into account that a categorical hyperparameter can be either simple or complex (i.e. when it contains WEKA classes). In the latter case, we increase the search space by adding recursively the hyperparameters of each method belonging to such complex parameter (e.g. the 'DecisionTable' predictor contains a complex hyperparameter whose values are three different types of search methods with further hyperparameters -see Table III for details). That extension increases the search space to 1186 hyperparameters.
• FULL: This search space has been defined to support a flow with up to five preprocessing steps, a predictive model and a meta-predictor (1564 hyperparameters). The nodes are connected in the following order: i → missing value handling → p 1 → outlier detection and handling
This flow is based on our experience with process industry [6] , but these preprocessing steps are also common in other fields. If the meta-predictor transition is either 'Stacking' or 'Vote', its number of inputs can vary from 1 to 5. The methods that can be included in each component are listed in Tables II and III . Note, that FULL search space is more than twice as large as the one presented in [13] in terms of the raw number of hyperparameters.
As the datasets we use in our experiments are intended for classification, we have chosen to minimise the classification error averaged over 10 CV folds within the optimisation process.
Two SMBO strategies (SMAC and TPE) have been compared against two baselines (WEKA-Def and random search). The following experimental scenarios were devised:
• WEKA-Def: All the predictors and meta-predictors listed in Table III are run using WEKA's default hyperparameter values. Filters are not included in this strategy, although some predictors may perform specific preprocessing steps as part of their default behaviour.
• Random search: The whole search space is randomly explored allowing 30 CPU-hours for the process.
• SMAC and TPE: An initial configuration is randomly selected and then the optimiser is run for 30 CPU-hours 10 Outliers are handled in a different way than missing values to explore the search space in an intelligent way, allowing for comparison with the random search.
In order to compare our results with the ones presented in [13] we have replicated the experimental settings as closely as possible. We have evaluated different optimisation strategies over 21 well-known datasets representing classification tasks and 7 real datasets from the process industry (see Table IV ). Each dataset D = {D train , D test } has been split into 70% training and 30% testing sets, unless partition was already provided. Please note that D train is then split into 10-folds for Eq. 3 and therefore D test is not used during the optimisation or training process at all.
To evaluate our work in a real-world setting, we have also performed a number of experiments using datasets representing real chemical processes. These datasets have been made available by a chemical company, and have been extensively used in our previous studies (e.g. [6] , [35] , [36] ). The datasets are: i) 'absorber' which contains 38 continuous attributes from an absorption process; ii) 'drier' which consists of 19 continuous features from physical sensors (i.e. temperature, pressure and humidity) and the target value is the residual humidity of the process product [35] ; iii) 'oxeno' which contains 71 continuous attributes also from physical sensors and a target variable which is the product concentration measured in the laboratory [6] ; and iv) 'thermalox' which [35] . Due to confidentiality reasons the datasets listed above cannot be published. We have however also evaluated our approach using 3 additional publicly available datasets from the same domain, which are: v) 'catalyst' consisting of 14 attributes, where the task is to predict the activity of a catalyst in a multi-tube reactor [37] ; vi) 'debutanizer' which has 7 attributes (temperature, pressure and flow measurements of a debutanizer column) and where the target value is the concentration of butane at the output of the column [38] ; and vii) the 'sulfur' recovery unit, which is a system for removing environmental pollutants from acid gas streams before they are released into the atmosphere [39] . The washed out gases are transformed into sulfur. The dataset has five input features (flow measurements) and two target values: concentration of H 2 S and SO 2 . The discussion of the results from the experiments using these datasets is presented in Section VI-D.
To be consistent in terms of evaluation, we have transformed the target value of these regression datasets into classes (each of them representing the state of the output -high, normal, low). In datasets with 2 target values we were using 9 classes (combining the 3 states of both targets).
For each strategy we performed 25 runs with different random seeds within a 30 CPU-hours optimisation time limit on Intel Xeon E5-2620 six-core 2.00GHz CPU. In the case a configuration step exceeds 30 minutes or 3GB of RAM to evaluate, its evaluation is aborted and not considered further. Once the optimisation process has finished, the returned MCPS is trained using the whole training set D train and produce 
VI. RESULTS
We organised our analysis around the following aspects: a) impact of significantly extending the search space in the optimisation process; b) identification of promising methods for each dataset; c) trade-off between exploration and exploitation in the search strategies; and d) evaluation in the context of the chemical industry datasets.
A. Impact of extending the search space
Classification performance for each dataset can be found in Tables V and VI , which show the 10-fold CV error over
, where L is the classification error and Y (i) ,Ŷ (i) the ground truth and the predictions for the fold i, respectively) and the holdout error over D test (denoted as E = L(Y test ,Ŷ test )) achieved by each strategy, respectively (see Figure 4 for the overall process). Random search, SMAC and TPE results have been calculated using the mean of 100,000 bootstrap samples (i.e. randomly selecting 4 of the 25 runs and keeping the one with lowest CV error as in [13] ), while only the lowest errors are reported for WEKA-Def. PREV columns contain the values reported in [13] , while NEW and FULL columns contain the results for the search spaces described in Section V. An upward arrow indicates an improvement when using extended search spaces (NEW and FULL) in comparison to previous results (PREV) reported in [13] . Boldface indicates the lowest classification error for each dataset.
The first thing to note is that on average, SMBO approaches are considerably better than the best WEKA-Def results. The only exception is the holdout error of 'amazon' dataset. However, the best solution in FULL search space is still better than WEKA-Def (20.89% vs 28.44%). This was expected as default values for WEKA methods set by human experts, are not optimised for any particular dataset. As shown in Table V , in the majority of cases (49 of 63), the MCPSs found in the NEW search space achieve better results (i.e. N EW < P REV ). In 28 out of 63 cases, the FULL search space also gets better performance (i.e. F U LL < P REV ). However, finding good MCPS is more challenging due to the large increase in search space size [40] . As an example, consider Figure 5 where the evolution of the best solution for 'madelon' dataset and SMAC strategy is represented over time for each of the 25 runs. Comparing Figures 5-a) and b) we can see that the rate of convergence is much higher in the smaller space (denoted as NEW). Nevertheless, the overall best-performing model for 'madelon' was found in the FULL space as seen in Table VII. The way in which the search space is extended can have a considerable impact on the accuracy of the MCPS found. Additional hyperparameters allowing for extra tuning flexibility (PREV to NEW) improved the performance in most of the cases. However, adding more transitions to the MCPS (NEW to FULL) does not seem to help on average, given the same CPU time limit. Nevertheless, the MCPSs found in the FULL search space for 13 out of 28 datasets have better or comparable performance to the solutions found in the NEW space as shown in Table VII . 
B. Identifying promising configurations
The best MCPSs found for each dataset are reported in Table VII . Each row of this table represents a sequence of data transformations and predictive models as explained in Section V. See for example Figure 3 , where the best MCPSs of 'dexter' dataset in the FULL search space is shown. Transitions are effectively WEKA methods that process the incoming tokens. The solutions found for different datasets are quite diverse, and they often also vary a lot across the 25 random seed runs performed for each dataset. In order to better understand the observed differences in the MCPSs found we have also measured the average pairwise similarity of the 25 MCPSs found for each dataset and the variance of their performances (see Figure 7) . To calculate the similarity between configurations we use a weighted sum of Hamming distances given by
where F and G are MCPS with N transitions, w i is the weight for the ith transition and δ i is the Hamming distance (a standard measure of string dissimilarity) at position i.
Weights have been fixed manually to W = {2, 1.5} in the NEW search space and W = {1, 1, 1, 1, 1, 2, 1.5} in the FULL search space. That is, preprocessing transitions have the same weight while both predictors and meta-predictors have higher weights because of their importance [40] .
After computing the similarity matrix for the 25 MCPSs found in each dataset/strategy pair, we have grouped them using a complete-linkage hierarchical clustering algorithm. The resultant dendrogram for the 'waveform' dataset and SMAC strategy in the NEW search space (i.e. only predictor and meta-predictor as transitions) is shown in Figure 6a . As it can be seen, there are three main clusters defined by the base classifier which have been found to perform best: SimpleLogistic, Logistic and LMT (Logistic Model Tree). The dendrogram for the FULL scenario is shown in Figure 6b . Most of the MCPSs also use logistic classifiers (as in the smaller search space) but other good solutions include SMO (support vector classifier) and JRip (rule-based classifier). It can also be noted that the clusters themselves are no longer as pure as before in terms of the base classifier chosen.
It is worth mentioning that most of the MCPSs found for the 'waveform' dataset include a missing value replacement method even though there are no missing values in this dataset and therefore it doesn't have any effect on the data or the classification performance. The presence of such an unnecessary component likely stems from the fact that selecting a method for replacing missing values at random has a prior probability of 0.75 (i.e. 3 out of 4 possible actions as seen in Table III ) which means that it can be selected when randomly initialising the configurations of MCPSs to start from and using the search method which does not penalise unnecessary elements in the data processing chains. However, it is not the case with other nodes like 'Transformation' in which although the prior probability of selecting one of the available transformation methods is 5/6, selecting an appropriate method has a potential impact on the performance and therefore better transitions tend to be retained in the found solutions.
For illustrative purposes we have selected three interesting cases from Figure 7 for a more detailed analysis:
• Low error variance and high MCPS similarity. Most of the best solutions found follow a very similar sequence of methods. Therefore similar classification performance is to be expected. For example, a repeated sequence in 'car' dataset with TPE optimisation is MultiLayerPerceptron (13/25) → AdaBoostM1 (22/25).
• Low error variance and low MCPS similarity. Despite having different solutions, classification performance in a group of analysed datasets does not vary much. This can mean that the classification problem is not difficult and a range of different MCPSs can perform quite well on it. This is for instance the case of the solutions found for the 'secom' and 'kddcup09app' datasets.
• High error variance and low MCPS similarity. In such cases, there are many differences between both the best MCPSs found and their classification performances. For instance, it is the case of 'amazon' dataset for which a high error variance was observed in all of the optimisation strategies (see Figure 7) . We believe such difference likely results from a combination of difficulty of the classification task (i.e. high input dimensionality, large number of classes and a relatively small number of training samples) and/or insufficient exploration from the random starting configuration in a very large space.
C. Exploration vs exploitation analysis
An inherent trade-off in a search through space with size exploding exponentially with the number of parameters, is that of exploration vs. exploitation. To study the impact of varying the relative importance of these two factors, we have selected two datasets ('amazon' and 'madelon') in which performance evolution changes considerably between different runs, and therefore the starting point in the SMAC search strategy makes a large difference. Although SMAC includes a parameter 11 for adjusting the exploration/exploitation rate, we have selected a different approach consisting of varying the number of seeds and the optimisation time. The reason behind this approach is that we found that these two factors are the most decisive in the optimisation process for the same search space. We have varied both the number of seeds and the maximum optimisation time, keeping the same fixed CPU-hour budget as in the previous experiments (i.e. 25 seeds x 30 h/seed = 750 h). Increasing the number of seeds to 50 allows to explore more regions of the search space. On the other hand, increasing the running time to 50 CPU-hours/seed makes it possible to exploit further the hyperparameter settings of potential good configurations.
The results are presented in Figure 8 which contains the average holdout test error computed similarly as in Table VI . The results suggest that increasing the optimisation time (i.e. more exploitation) allows finding better solutions on average given the same search space. We can also observe a drastic difference between NEW and FULL search space for 'amazon' dataset, that links with what we observed in Figure 5 regarding the different convergence rates of the optimisation process in both search spaces.
While this section describes a preliminary investigation into the potential trade-off in exploration versus exploitation aspects of the investigated search strategies it also highlights that there is a need for significantly improving the fundamental search algorithms in the context of MCPS optimisation which is also discussed in the next section.
D. Process industry specific preprocessing
One motivation for automating the composition and optimisation of MCPSs was the need for speeding up the process of developing soft-sensors, which are essentially predictive Fig. 8 . Holdout test error E with 95% bootstrap confidence intervals varying the number of hours and seeds using SMAC. models based on easy-to-measure quantities used in the process industry. Our experience in this field comes from past involvement in multiple projects with chemical engineering companies. Raw data from chemical plants usually requires a considerable preprocessing and modelling effort.
Although some WEKA predictors include inner preprocessing such as removal of missing values or normalisation, as shown previously in [14] , many datasets need additional preprocessing to build effective predictive models. The fixed order of preprocessing nodes in the FULL search space has not been set arbitrarily -it follows the preprocessing guidelines that are common in process industry when developing predictive models (see e.g. [6] , [41] ).
The results presented in Figure 9 show that including such preprocessing steps has allowed, on average, to find better MCPSs than in the NEW search space for several datasets from real chemical processes (listed in the bottom part of Table IV ). Although the difference is very small, that implies that considerably extending the search space does not only have major negative effects but also can be positive for the predictive performance on these datasets. It is interesting to highlight that random search was able to find the MCPSs with lowest holdout error in half of the cases, but on the other hand also presents a higher error variance. We believe that the reason behind this is that random search has evaluated more models than SMAC for almost all the runs (see Figure 9-c) ). This suggests that random search -which evaluates more potential solutions and explores more regions of the search space -can, and in these few cases has found better solutions than SMAC.
The best MCPSs found for the chemical datasets are shown at the end of Table VII. We would like to highlight that MCPSs including an attribute selection step have a considerable improvement of performance with respect to NEW (see e.g. 'absorber', 'catalyst' and 'sulfur').
We also can see that there is a large difference between the CV error and the holdout test error in some of these datasets (e.g. = 2.60% to E = 61.27% in 'catalyst'). This is due to the evolving nature of some chemical processes over time. The test set (last 30% of samples) can be significantly different from the initial 70% of data used for training the MCPS. We have shown in [42] how it is possible to adapt these MCPSs when there are changes in data.
VII. CONCLUSION AND FUTURE WORK
In this study we have demonstrated via extensive experimental analysis that it is indeed possible to automate the composition of multicomponent predictive systems (MCPSs). Our novel formulation of MCPSs using the Well-handled and Acyclic Workflow (WA-WF) Petri net formalism, became a theoretical foundation of the study and enabled us to cast the problem within a rigorous mathematical framework [26] . At the same time, it opens the door to formally verify that MCPSs are correctly composed [43] which is still an outstanding and non-trivial problem.
Our results have indicated that Sequential Model-Based Optimisation (SMBO) strategies perform better than random search given the same time for optimisation in the majority of analysed datasets. However, in some cases it is the random search that was able to find the best solution especially in the process industry datasets (in half of the cases), most likely due to the sheer number of models that it was able to evaluate within a given computational budget. The analysis of the trade-off between exploration and exploitation of the search space suggests however that increasing the optimisation time (i.e. more exploitation) allows to find better solutions on average. Investing time into fine-tuning of hyperparameters of a solution seems worthwhile only if this can significantly and quickly improve the quality of the solution as otherwise the optimisation strategy can stall in a local minimum that keeps away the exploration from other promising regions of the search space. The above highlights a clear need for significantly improving the fundamental search algorithms in the context of MCPS optimisation.
In addition, it would also be valuable to investigate if using different data partitioning like DPS [44] , [45] would make any difference in the optimisation process. We believe that DPS could have a considerable impact when using certain datasets in SMAC strategy since SMAC discards potential poor solutions early in the optimisation process based on performance on only a few CV folds. In case the folds used are not representative of the overall data distribution, which as shown in [45] can happen quite often with CV, the effect on the solutions found can be detrimental.
At the moment, available SMBO methods only support single objective optimisation. However, it would be useful to find solutions that optimise more than one objective, including for instance a combination of prediction error, model complexity and running time as discussed in [33] .
In contrast to the collection of datasets presented in [13] (and also evaluated in this paper), the data distribution of process industry datasets evaluated in this paper is changing over time. In these cases there is a need to adapt the optimised MCPSs following the changing environment. The first approach to deal with concept drift in such datasets has been presented in [42] , though the adaptation mechanisms for SMBO methods require further systematic research and form one of our future work directions.
