In recent years, a variety of graph optimization problems have arisen in which the graphs involved are much too large for the usual algorithms to be e ective. In these cases, even though we are not able to examine the entire graph (which may be changing dynamically), we would still like to deduce various properties of it, such as the size of a connected component, the set of neighbors of a subset of vertices, etc. In this paper, we study a class of problems which arise in the study of Internet data tra c models.
Introduction
In the rapidly growing world of Internet infrastructures, we face many challenging new mathematical problems. These arise in part because the usual assumptions made in problems of this general type may no longer hold. For example, many typical questions dealing with massive data sets often involve networks or graphs of prohibitively large sizes so that the (exact) number of nodes is no longer a useful parameter. Instead, only partial information can be obtained, for instance, by setting up \monitors" at a relatively small subset of the nodes. From the monitors, data can be collected and examined. The problem of discovering the detailed inner structure of the network from a collection of \end-to-end" measurements can be seen as a type of inverse problem, analogous to those arising in tomography, but with a strong discrete avor. For example, problems of interest include checking connectivity, nding largest components, tracking data tra c, mapping usage patterns, assessing the performance of software/hardware and dealing with a variety of security and reliability issues.
An area of recent interest in the Internet research community is to measure and monitor various aspects of the Internet, such as its performance, or its topological structure. We consider the problem of inferring network topology from very non-intrusive measurements, such as the delay of packets sent between pairs of network monitoring nodes. Discovering the detailed inner structure of the network from a collection of \end-to-end" measurements can be thought of as a form of tomography. However, we cannot in this context take advantage of the linear signal processing approach of medical tomography.
This methodology presents an alternative to a common Internet route-tracing method where packets are set intentionally to time-out in the middle of the network, forcing the intermediate router to return an error message to the sender with that router's identity. Our proposed method is less direct, and requires rather sophistical methods of inference. However, it has the advantage of being relatively lightweight (for the network), working independently of the network element management implementation, and working equally well over multiple technologies. For example, a network of packet switches at layer 2 may exist \below", and invisible to the layer of IP routers. The topology at both layers should be discoverable by these methods.
Solutions in this problem area will be useful not only for determining network topology from scratch, but in tracking routing changes from a previously ascertained topology, locating network congestion and faults, detecting network intrusion patterns and possibly other security applications.
In this paper, we focus on several fundamental problems in combinatorial algorithms, which we call distance realization problems. The measured delays between network monitors can be thought of as distances between the nodes in a graph. We investigate the problem of reconstructing the entire graph based on a certain subset of distances. Our algorithms are used in a project sponsored by DARPA on \Independent Monitoring for Network Survivability" at Telcordia Technologies. Similar projects have been actively pursued by various research groups 3, 7, 8, 17] , especially on the statistical and visualization aspects. In addition to the applications to Internet tomography, the distance realization problems that we discuss here turn out to have a large number of applications in computational biology (e.g., constructing phylogenetic trees from genetic distances among living species), classi cation, etc. 1, 2, 10].
Several distance realization problems
We consider a weighted graph ? where each edge is associated with a positive value which can be regarded as its length. For a path P in ?, the length of P is just the sum of the length of the edges in P. The distance between two vertices u and v in ?, denoted by d ? (u; v), is the length of a shortest path joining u and v in ?.
In a graph ?, let S denote a subset of nodes, called terminal nodes. Suppose that the distances of all pairs of terminal nodes are known but the edges of ? as well as their lengths and topology are unknown. The general problem of interest is to reconstruct ?, based on the information about the pairwise distances of the terminal nodes. Of course, such a general problem might not be well de ned since there can be more than one graph satisfying the distance constraints. For example, we can construct a graph G with node set S and with ? jSj 2 edges so that the length of the edge joining u and v is just d ? (u; v). Such a graph certainly satis es the distance constraints, but it is unlikely to be the network topology that we seek to discover. Suppose ? contains some vertex x which is not a terminal node and x has degree 2 (i.e., there are only two neighbors y and z of x). Then it will be di cult to distinquish the graph from the reduced graph (by replacing two edges fy; xg; fx; zg by an edge of length d(y; x) + d(x; z) joining y and z).
Since we consider delay from one monitor to another, our measurements are called unidirectional delay (in networking terms), as opposed to round-trip delay, which is the sort measured commonly by the traceroute internet tool. The edges in the graphs we discover are therefore directed. Note also that there is a distinct discoverable subgraph that is determined by the placement of monitors in the network. The edges and nodes that do not lie on paths between monitor pairs cannot possibly be observed, and are therefore not in the discoverable network. Also series edges, meaning two adjacent edges such that all paths crossing one edge also cross the other, cannot be distinguished. Given a true network graph, and the placement of monitors, we can then construct the reduced graph which is the discoverable portion of the network by combining series edges and deleting edges not crossed by paths between monitors.
Here we will formulate several versions of this problem, mention the relevant results, both new and old, and discuss their algorithmic implications. Problem 1: For a given distance matrix D on a set S of terminal nodes, nd a graph G which is a realization of D so that the total sum of all edge lengths of G is minimized.
The above problem was rst proposed by Hakimi and Yau 15] in 1965 who also gave an algorithm which will lead to the solution for the special case that the realization of the distance matrix is a tree. Since then, an extensive literature has developed for this problem. Special attention has been given to the case of tree realizations, i.e., when the graph that realized the distance matrix is a tree. Necessary and su cient conditions for a distance matrix realizable by a tree were given in several papers 2, 10, 20, 19, 21 ]. An O(n 2 ) time algorithm for testing and constructing a tree realization from a distance matrix was described in 9].
For a (general) distance matrix, it is not too hard to show that an optimal realization (i.e., the realization having the minimum total length) exists 11]. It was shown in 11] that an optimal realization can have at most n 4 nodes if the number of terminal nodes is n. On the other hand, there are some examples of optimal realizations of a distance matrix on n terminals which have at least n 2 vertices. Therefore there is a nite (but exponential) algorithm to nd an optimal realization for a given distance matrix. Various heuristics are discussed in many papers 15, 5, 18, 21, 22, 23] . However, solutions to this problem seem to be elusive, and, in fact, computing optimal realizations for distance matrices with a small number of terminal nodes is already quite complicated. Indeed, Alth ofer 1] showed that the problem of nding optimal realizations of distance matrices with integral entries is NP-complete. We here will provide additional evidence pointing to the di culties in approximating the optimal realization. In Section 3, we will show that there are distance matrices D and D 0 on n terminal nodes satisfying D(u; v) D 0 (u; v), but where the optimal realization of D 0 has total edge length much larger than that of D. In fact, the ratio of the respective sums of edge lengths can be as large as a factor of n.
Because the realization problem seems hard even to approximate, we introduce a number of more robust variations and generalizations: For a given distance matrix D on a set S of terminal nodes, a graph G is said to be a weak realization of D if (i) the node set of G contains S, (ii) the distance between u and v in G is greater than or equal to D(u; v) for all u; v in S. For a given distance matrix D on a set S of terminal nodes, a graph G is said to be a rooted weak realization of D if (i) the node set of G contains S, (ii) the distance between u and v in G is greater than or equal to D(u; v) for all u; v in S, (iii) there is a special node v in S, called the root, and the distance between u and v in G is equal to D(u; v) for all u; v in S.
Problem 3: For a given distance matrix D on a set S of terminal nodes and a special node v of S, nd a rooted weak realization of D so that the total sum of all edge lengths of G is minimized.
As it turns out, both Problems 2 and 3 are NP-complete. We will give approximation algorithms for both Problems 2 and 3, which are within a small constant factor of the optimum.
We remark that the weak realization problems are similar to but di erent from the so-called Steiner tree problem which also has an extensive literature 16].
Euclidean Steiner tree problem: Given n points in the plane (or, in general, R n ), nd the shortest tree connecting the n points (where this tree may have additional points as vertices).
Graph Steiner tree problem: For a given graph and a subset S of nodes, nd the shortest tree containing nodes in S.
Both of the above Steiner problems are NP-complete 13]. These Steiner problems are di erent from the distance realization problems since the host graph is unknown for the distance realization problems.
There is yet another related version of the realization problem which has more detailed inputs. It has also come up in the applications to Internet tomography:
Problem : Suppose we are given a set S of terminal nodes and a set E of edges. Each pair of terminal nodes, u and v are associated with a subset of edges which are in a shortest path joining u and v in the host graph. (In other words, an incidence matrix of edges and pairs of nodes is given.) The goal is to determine the host graph (i.e., to describe the adjacencies of its nodes and edges).
The above problem turns out to be a special case of the problem of determining the graphical construction of a matroid. This problem was solved by Tutte in his seminal papers Proof: Let S denote a set of 2n terminal nodes, say, x 1 ; : : : ; x 2n . We consider a distance matrix M on S de ned by M(x i ; x j ) = 2 if 1 i < j n or n < i < j 2n. Otherwise M(x i ; x j ) = 2n + 2.
It is easy to see that M is realized by the tree T as illustrated in Figure 1 . The total length of T is 4n. Now, we de ne M 0 as follows: For all i; < j we de ne M 0 (x i ; x j ) to be a value between M(x i ; x j )? and M(x i ; x j ) so that all that values M 0 (x i ; x j ) are algebraically independent.
Let H denote a realization for M 0 . Let Q denote a set of points whose removal partitions H into two parts, one of which contains A = fx 1 ; : : : ; x n g and the other containing B = S ?A. Here, by a point we mean either a vertex or just a point lying on an edge. We claim that Q contains at least n=4 points. Suppose to the contrary that Q contains r < n=4 points. We consider all the distances d(x i ; q) in H, i = 1; : : : ; 2n. Since Q is a cutset, any path joining x i ; x j , 1 i n < j, must contain a point in Q. Therefore the distance d(x i ; x j ), for x i ; x j , 1 i n < j in H, can be expressed as a sum of d(x i ; q) + d(x j ; q) for some q in Q. There are at most 2nr algebraically independent quantities d(x i ; q). However, there are n 2 distances d(x i ; x j ) that are algebraically independent. Therefore, we have n 2r.
Since any cutset contains at least n=2 points, there are at least n=2 edge-disjoint paths joining points of A to points of B in H. This implies that H has length at least n 2 which is at least tn=4 where t is the length of T. 
The weak realization problem
For a given distance matrix D with n terminal nodes, We want to nd a shortest graph in which any two terminal nodes u and v have distance at least D(u; v). It is easy to see that a shortest graph which is a weak realization for D must be a tree. Furthermore, if a distance matrix D dominates another distance matrix D 0 , then a realization for D is also a realization for D 0 and therefore the shortest realization for D is no greater than that for D 0 . For a set of n terminal nodes, there can be at most n ? 2 Steiner nodes. So there are nitely many topologies for the weak realization for D. For each topology, the problem of determining a weak realization can be formulated as a linear programming problem. Since there are exponentially many topologies, the brute force approach is impractical when n becomes large. Before we discuss the heuristics for the weak realization problem, we will rst prove the following:
Theorem 2 The weak realization problem is NP-complete.
Proof: We will deduce from the NP-complete problem of determining if a graph is 3-chromatic 13]
For a graph G, we rst form a graph G 0 by replacing each vertex v of G by two copies v 1 and v 2 which have the same neighborhood (as the set of copies of neighbors of v ). We will say that v 1 It su ces to show that a graph G on n vertices has chromatic number 3 if and only if M G has an optimum weak realization with length n + 9=4.
First, we will show that there is a weak realization for a 3-chromatic graph G having length at most n + 9=4. We consider a proper coloring of G in 3 colors. For each color i, for i = 1; 2; 3, we associate a (new) vertex s i which is adjacent (of length 1=2) to each vertex (except for v i 's ) in color i. There are new Steiner vertices, v ; u 1 ; u 2 ; u 3 so that edges fv ; u i g; fu i ; v i g; fu i ; s i g are all of length 1=4. It is easy to see that this tree is a weak realization of M G and its length is at most n + 9=4.
It su ces to show that a 3-chromatic graph on n vertices has a weak realization for M G with length at least n+9=4. We will use induction on n. Let T denote a weak realization of M G with minimal total length. Either there is a leaf x with its incident edge of length 1, or there are two leaves adjacent to the same Steiner vertex, one of which must have length at least 1=2. Therefore there is always a leaf v with its incident edge of length p 1=2.
Suppose v 6 = v and the mate of v is not a leaf of the same Steiner point. We can form a new tree T 1 by removing the leaf of v and reconnecting v as a leaf to a point s 0 of T where s 0 is not s and s 0 at distance 1=2 from the mate of v in T. It is easy to see the resulting tree is still a weak realization of M G . Therefore we can assume p = 1=2. In fact, we can also assume that the mate of v is a leaf of s since otherwise we will consider T 1 instead.
Suppose v = v i . We can form a new tree T 2 by removing the leaf of v and reconnecting v as a leaf to a point s 00 of T where s 00 is not s and s 00 at distance 1=2 from a furthest terminal vertex in T. (Such s 00 exists because of 3-chromaticity.) Again, the resulting tree T 2 is a weak realization of M G . Therefore we may assume v i is not a leaf of s and p = 1=2.
Also, we conclude that all leaves are of length at most 1=2. If a Steiner point s has more than one leaf, then all leaves of s are of length exactly 1=2. We will need the following fact: Let B y be the ball consisting of all points on edge segments of distance no more than 1=2 to a terminal node y in T. Each B y contains a part of T of length at least 1=2. Suppose y is a leaf of length p < 1=2. Then B y contains a part of T of length 1 ? p. We assign a weight of 1=2 ? p to the ball B y . All balls B y are disjoint (except for the boundary). The total length of T is at least 1=2 times the number of balls plus the weights w(B y ) of all balls. We also observe that the weight of w(B y ) is at least half of the total length of the line segments (except for leaves) of T in B y . Let T 0 denote the tree by deleting leaves from T. The total length of T is no smaller than n + 3=2 plus half of the length of T 0 . If the length of T 0 is at least 3=2, we are done. We may assume that T 0 has total length less than 3=2.
We observe that the diameter of T 0 is at least 1 since there are two terminal nodes in T of distance at least 2 and all leaves are of length 1=2. We assume that two vertices a and b achieving maximum distance in T 0 . I.e., d T 0 (a; b) = max x;y d T 0(x; y) = 1+x for some x 0. Let P denote that path joining a and b in T 0 . A rooted branch B is a connected component of T by deleting edges in P while the root of B is a vertex on P. We partition the set of branches into three parts. The rst part consists of all branches with roots at distance less than 1=2 from a. The second part consists of all branches with roots at distance less than 1=2 from b. The third part consists of remaining branches. A terminal node v is said to be incident to the i-th part if v is in or adjacent to Steiner points in the i-th part. Clearly all terminal nodes in the rst part are of distance less than 2 in T from each other. Similarly, all terminal nodes incident to the second part are of distance less than 2 in T from each other. Any terminal node v in or adjacent to Steiner points in the third part are of distance less than 1 ? x to P and less than 3=2 from a or b in T. Therefore v is at distance less than 2 from all other terminal nodes. This implies that G can be properly colored by two colors, which is a contradiction. Therefore we conclude that T 0 must have length at least 3=2. Therefore we have proved that if G has chromatic number 3, then M G has a weak realization of length n + 9=4.
It remains to show that if M G has a weak realization T of length n + 9=4, then G has chromatic number at most 3. If the diameter of T is more than 2, then the preceeding arguments still work and G is bipartite. We may assume that T has diameter 2 and suppose d T (a; b) = 2. The vertices of T can be partitioned into three parts, as above. It is easy to see that in each part the terminal nodes are within distance less than 2 from one another in T. Therefore the terminal nodes of each part is non-adjacent to each other in G. Therefore G has chromatic number 3.
This completes the proof of NP-completeness of the weak realization problem.
Heuristics for realization
Here we consider some of the heuristic algorithms for the weak realization problem.
Algorithm A: For a set of n terminal nodes and the associated matrix M, rst construct the minimum spanning tree T 0 using M. Then, for any two incident edges e and e 0 in the current tree T i , we take a local optimization step if there is no critical path passing through e and e 0 . Namely, we replace e, e 0 by three edges e 1 ; e 2 ; e 3 all incident to a new Steiner point w satisfying: (a) w(e 1 ) + w(e 3 ) = w(e), w(e 2 ) + w(e 3 ) = w(e 0 ). (b) Choose w(e 3 ) as large as possible so that the distances between terminal nodes in the tree dominate the distances given in M. Thus, either e 1 and e 2 are in a critical path, or one of e 1 or e 2 have zero length.
(c) Remove any Steiner vertex with degree 2 (using a long edge instead). Repeat the above local optimization step until the graph is stable (i.e., no further local optimization can shorten the total length.)
Unlike the case for the strong realization problem, we will show that the above algorithm yields a tree with a length of within a factor of 2 of the optimum. In fact, this is true without making any local optimization steps. Lemma 1 A minimum spanning tree of a distance matrix M is a weak realization of M having length within a factor of 2 ? 2=n of the optimum solution for the weak realization problem Proof: Suppose T is an optimum weak realization of M. We note that twice the length of T is the sum of the length of edges in a Hamiltonian cycle C in G. Suppose we delete the longest edge in C. Its length is at least as large as that of the minimum spanning tree.
The lemma then follows.
It would be of interest to know if the local optimization steps above actually help reducing the upper bound with the factor of 2 ?2=n. Unfortunately, the answer is negative as shown by the following example. It is easy to see that a minimum spanning tree is a path on 4n vertices with total length 4n ? 1 as shown in Figure 2 . In fact, Algorithm A will generate such a path. However, M has the following weak realization which has total length 2n + 1 as shown in Figure 2 .
Lemma 2 If a distance matrix M has a strong tree realization T, then T is the unique minimum length weak realization.
Proof: Let T 0 be a weak realization. We will show that if T 0 is not T, T 0 is not a minimum length weak realization and therefore, T must be the unique minimum length weak realization. If T 0 is not a tree, it is not minimum length since we can remove an edge This sum, in turn, must equal the length of the corresponding walk in T, because the path lengths in T must equal the matrix entries. This walk in T visits each leaf of T, so it must visit each edge at least twice. Therefore, we have 2 l(T 0 ) > 2 l(T). Hence T 0 is not minimum length. We have proved that if T 0 is a strong realization, then T 0 = T.
Here we consider another heuristic which can be used to improve the solution generated by Algorithm A. In fact, the above example which illustrates the limitation of Algorithm A does not apply for the following heuristic. (iii) If the resulting tree T 0 is not stable, repeat the local optimization steps as in Algorithm A until we reach a stable tree T 00 . If T 00 has shorter length than T, then we accept this change. Otherwise, try another 1 ? opt step on T. Continued, until no 1-opt step leads to an improvement. This results in a 1-opt stable tree.
Conceivably, the 1-Opt Algorithm can further improve the resulting trees. However, we are not able to derive bounds for such improvement.
We remark that a natural generalization is to have an analogous 2-Opt Algorithm, or even more general algorithms. 5 The rooted weak realization problem For a given distance matrix D with n terminal nodes including a special node v , called the root, we want to nd a shortest graph in which any two terminal nodes u and v have distance at least D(u; v) and, in particular, the distance of any vertex u from v is exactly D(u; v) . In other words, the above problem is to nd the weak realization which realizes the distances from a special node. This problem can be related to the distance realization problem as follows:
Suppose we start with a known host graph H. For a set N of terminal nodes, let D H (u; v), for u; v in N, denote the distance between u and v in H. For the matrix D H , and a xed vertex as the root, a breadth-rst tree is a rooted weak realization of D H .
Suppose the host graph is unknown. We are given a distance matrix D H and the problem of interest is to recover the host graph realizing D H . Suppose we have all rooted weak realizations T v ranging over all terminal nodes as the roots v. The host graph H obviously contains all T v as subgraphs of H. There is a large literature on the problem of nding universal graphs which contain a given family of graphs as subgraphs ]. Although the problem of determining the optimum universal graph is again a hard problem, it is worth mentioning this line of approach which could be feasible for special applications.
In the remainder of this section, we focus on the rooted weak realization problem.
Theorem 3 The rooted weak realization problem is NP-complete.
Proof: The proof is quite similar to that of Theorem 2. The reduction is again from the problem of determining the chromatic number of a graph. It su ces to show that a graph G on n vertices has chromatic number if and only if M G has a weak realization with length (n + ? 1)=2. The proof is essentially the same as that in the previous theorem and will be omitted.
Implementation of some heuristics
We implemented heuristics for the strong realization problem, for the weak realization problem, and for the rooted weak realization problem. We also explored heuristics for merging rooted weak realizations into a strong realization.
The strong realization heuristic was based on the methods described in 15]. It started with a complete graph on the terminal nodes, where the length of an edge from i to j was the matrix entry m ij . It then consisted of an initial phase of replacing each triangle found of three edges e 1 , e 2 , e 3 , by an equivalent`Y' of three edges e 0 1 , e 0 2 , e 0 3 and a Steiner point (and half the total length of the triangle). No special order was chosen for the triangles. This was followed by alternating phases of the local optimization steps described in Algorithm A above (which works for strong realizations as well as weak ones), and of steps of removing redundant edges. The local optimization steps proceeded through the nodes in each order, and at each node choosing the optimization steps in order of greatest savings of length, until no improvement could be made. The removal of redundant edges proceeded through the edges in order of decreasing length, removing each edge that could be removed while keeping the required distances. These two phases alternated until no further changes occurred.
The weak realization heuristic was an implementation of Algorithm 1-Opt above. As for the strong realization heuristic, the simple local optimization steps were done proceeding through the nodes, at each node choosing the local optimizations greedily. The 1-opt steps examined each edge e in order, and checked each pair of terminals, one from each of the two components of T ? e. There was no randomization.
The rooted weak realization heuristic was a modi cation of Algorithm 1-Opt. Instead of a minimum spanning tree, the starting graph was a star centered on the root. In the 1-opt step, unlike for normal weak realizations, if we delete an edge e from the current tree T, and replace it by another edge between the resulting two components, only for certain positions of this new edge can we obtain a weak rooted realization without changing lengths of the other edges. We kept the end of e away from the root xed, and only considered as candidates for the other end of e nodes so that we could get such a realization, and were either leaves, or had at least one neighbor where we could not get such a realization.
Preliminary tests of these heuristics were performed on three sets of sample matrices. The rst set (int05, ... int40) was generated as a random symmetric matrix with entries in f1; 2g. The second set (rl05, ..., rl40) was generated as a random symmetric matrix with entries in the interval (0; 1), modi ed to obey the triangle inequality yet remain in general position. The third set (net05, ..., net40) was intended to more closely represent an Internet delay matrix. For each test problem a simulated Internet, including x-y coordinates of nodes, was constructed using the tool described in 6], and at time of writing available at <ftp://ftp.nexen.com/pub/papers/tiers1.1.tar.gz>. Monitors were randomly placed on this Internet, and a distance matrix between the monitors was computed using Euclidean distances on shortest network paths. We acknowledge the assistance of Jason Baron, who was a summer intern at Telcordia Technologies, in building these examples.
We do not have any e cient algorithm for nding the exact minimum-length realizations, but we can compare the lengths with the crude bound of half the minimum spanning tree. We can also observe how running time grows with problem size (running time in seconds on a SparcStation 10). 5 If we compare the strong realizations for the simulated Internet data with the actual graph of shortest paths between monitors, we nd that we can reliably identify cut edges, and isolated 4-cycles, but we utterly miss 3-cycles, and tend to be confused by more complicated 2-connected components.
We implemented two algorithms for merging rooted weak realizations into a strong realization. The rst algorithm was based on the strong realization algorithm. The starting graph was the union of the weak realizations, with the various copies from each weak realization of each terminal merged, but all Steiner nodes kept distinct. The local optimization steps started o with a phase of only attempting to merge two edges if they came from di erent rooted weak realizations. This should preserve the property of being a universal graph for the weak rooted realizations. Furthermore, at this stage, if the rooted weak realizations were locally minimal, any attempt to merge two edges from the same rooted weak realization should fail. In the sparser examples this produced a locally minimal or nearly minimal strong realization, but in the denser examples this left the graph with redundant shortest paths between terminals. (Here \sparser" and \denser" refer to the simulated internet graphs for the net test problems.) For further reduction therefore, this was followed by alternating phases of deleting redundant edges and more local optimization steps, stopping when no further changes occur. These later phases of local optimization steps were permitted to merge edges from the same rooted weak realization. After this further reduction, the graph is no longer a universal graph for the weak realizations. The resulting strong realization is not consistently better or worse than that produced by the earlier strong realization algorithm, but takes longer to produce.
The following table shows total lengths and incremental times (again in seconds on a SparcStation 10) for several steps in this process, for a few of our test problems. We also tested a second strong realization heuristic, which used a rooted weak realization as a starting point. First, choose a root v 0 , and nd a locally optimal rooted weak realization using the rooted weak realization algorithm described above. Then for each remaining terminal v i in sequence, connect it by an edge (v i ; v j ) of length equal to the speci ed distance m i j to every other terminal v j not already at this speci ed distance m i j. For this terminal v i , apply the local improvements of the strong realization algorithm to the resulting graph, with the caveat that distances between terminals v j and v k , where i < j and i < k, are allowed to exceed m j k. When this has been done for the last terminal, the resulting graph will be a strong realization.
Testing this algorithm on the previously described test cases, we found the following solution lengths and run times. As before, run times were on a SparcStation 10. The resulting realization was not consistently better or worse than the previous strong realization algorithm, but it seems to be considerably faster. Clearly, there is room for further re nment of heuristics and improvement algorithms for realization problems derived from distance relay measurements.
