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Abstract 
Hough, D.M., J. Levesley and S.N. Chandler-Wilde, Numerical conformal mapping via Chebyshev weighted 
solutions of Symm’s integral equation, Journal of Computational and Applied Mathematics 46 (1993) 29-48. 
A numerical method is described for the conformal mapping of simply connected domains with piecewise 
analytic boundary. The method is based on the first-kind integral equation formulation of Symm (1966). On 
each component analytic arc of the boundary, the end point singularities of the unknown source density u are 
annihilated by introducing the classical Chebyshev weight w, so that a/w may be approximated by a finite 
Chebyshev polynomial series. The coefficients in these series are determined by collocation. The method, 
which provides a problem-independent treatment of end point singularities, has the advantages that all 
nonsingular integrals may be efficiently computed via the FFT and singular integrals are known in simple and 
exact form. Numerical examples illustrate the effectiveness of the method and also provide experimental 
confirmation of the partial error analysis of the authors (forthcoming paper). 
Keywords: Numerical conformal mapping; first-kind integral equation; fast Fourier transform; Chebyshev 
polynomials; corner singularities. 
1. Introduction 
In 1966 Symm [14] first carried out the construction of approximate conformal maps via the 
numerical solution of a first-kind integral equation with logarithmic kernel. This integral 
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equation, to be presented below, has since come to be known, at least in the conformal 
mapping community, as Symm’s integral equation. A major difficulty for the construction of an 
accurate approximation to the solution of Symm’s equation is that this solution has singularities 
at those points corresponding to corners on the boundary of the given physical domain. Since 
the original collocation scheme of Symm, using a piecewise constant basis, various authors have 
introduced and partly analysed collocation schemes with more general basis functions aimed at 
treating the solution singularities due to the physical corners. These methods include the use of 
splines augmented with special singular basis functions [7,8], splines combined with a special 
reparametrisation of the boundary [4], splines on nonuniform graded meshes [1,3,15,16] and 
singular weight functions combined with polynomials or piecewise polynomials [5,6]. 
The work of the present paper arises from the approach taken in [5,6] and was undertaken 
with a view to developing a robust and reasonably fast conformal mapping algorithm to be 
specifically used for the generation of boundary fitted conformal meshes. In this context, whilst 
it seems to be essential to provide some treatment of corner singularities, one is prepared to 
accept some loss of accuracy in exchange for a faster algorithm execution time. In particular, 
our experience indicates that the time spent in setting up the discrete linear algebraic system 
for the various methods referred to above considerably exceeds the time spent in solving the 
system. The method to be presented is such that all singular integrals can be trivially evaluated 
and a vector of nonsingular integrals can be evaluated through a single FFT call. This has the 
effect of significantly reducing the set-up time for the discrete problem. 
The conformal mapping problem and the Symm integral equation formulation are briefly 
outlined below. In Section 2 we describe our numerical method together with the available 
convergence theory. This is followed in Section 3 by details of our quadrature strategy. Results 
of numerical experiments are given in Section 4 followed by brief concluding remarks in 
Section 5. 
Let r denote a simple closed piecewise analytic arc in the complex plane and suppose that 
r = U f=‘=,I’,, where 
Q={z: z={,(t), -l<t<l}, k=l,2 ,..., N, (1) 
and ck is analytic on a domain containing [ - 1, l] and satisfies 
G(t) + 0, -l<t<l, k=l,2 ,..., N. 
Thus, in particular, 03 CC r so that we do not allow unbounded curves r. It is assumed that the 
subarcs are numbered consecutively, so that lk,(l) = Sk+ r( - 1). Associated with r are the two 
simply connected domains int r and ext r, CO E ext r, and we always assume that int r lies on 
the left as t increases. The physical domain of the conformal mapping problem is denoted by 
0; for the interior mapping problem we define a:= int r and for the exterior mapping 
problem we define R := ext r. 
Let f map 0 conformally onto the canonical domain A, where 
A := {w: Iw( <I}, 
1 
if fl=int r, 
{w: Iw( >I}, if O=ext r. 
For the interior mapping problem we assume that the map f satisfies 
f (0) = 0, 
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whilst for the exterior problem we assume 
f(m) = 03; 
the map f is then unique to within an arbitrary rotation factor. 
Associated with each arc r,, k = 1,. . . , N, is the boundary correspondence function 
8, : [ - 1, 11 -+ R defined implicitly by 
f 0 L;,(t) = exp(i%(t)). (2) 
Clearly, if these boundary correspondence functions are known, then f may be computed at 
any point on r from (2) and hence at any point in R by means of a suitable boundary integral 
representation. We therefore seek to construct approximations to the functions {O,}~=,. 
For the notational convenience of subsequent formulae, we now define a logarithm function 
l,, with singularity at given point .z E C, by 
Z,(l) := log(z -r>. 
In defining I,, any convenient branch cut which crosses r no more than once may be selected. 
The precise location of this branch cut is immaterial to formulae (3) and (6). It is well known, 
see, for example, [2], that the unique solution of Symm’s integral equation system 
5 I1 a,Jt) dt = 1, 
k=i -1 
where 
i 
log 121, l-w:= o 
if O=int r, 
3 if fl= ext r, 
is given by 
txt) 
u,Jt)==, k=1,2 ,..., N, 
and 
0, if fi = int r, 
K= -log c, if O=ext r, 
(3) 
(4) 
(5) 
where c is the capacity of r. Hence, any approximate solution of the system (31 yields estimates 
for the boundary correspondence derivatives and allows one to recover approximations for the 
boundary correspondence functions and the map f. We use the boundary integral representa- 
tion 
where P is defined by 
(6) 
P(z) := f I’ ak(t)lz yQt> dt; 
k=l -1 
(7) 
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see, e.g., [5]. The constant o in (6) may be chosen to satisfy some specified 
condition. 
2. The numerical method 
orientation 
As explained in the previous section, our numerical method is closely connected with that 
described in [5]. In [5], the singularities in the solution component a, of (3) due to the presence 
of corners at the ends of the corresponding arc r, are treated by means of the decomposition 
a, = W&k, k = 1, 2,. . . , N, (8) 
where wk is the unique Jacobi weight function whose end point algebraic singularities exactly 
match those of ak. More specifically, if (YkT, 0 < (Ye < 2, is the angle interior to the physical 
domain 0 at the initial point lk;c( - 1) of arc r,, k = 1,. . . , N, then 
W&) := (1 - t) -i+Va,+l(l +t)-l+l/ak, _I <t< +1, (9 
where, of course, (Y N+l = (Ye. With this definition of wk, the function $k in (8) is always Holder 
continuous with Holder index greater than 4. In [5], we construct polynomial approximations to 
the functions {$k} via the collocation solution of (3). This technique, whilst having the ability to 
produce accurate approximate conformal maps, involves significant computational overheads 
associated with the use of Jacobi polynomials as basis functions and the construction of 
appropriate quadrature rules. 
In the present method we consider the decomposition 
u,=W&, (IO) 
where 
W(t):=(1-t2)-1’2, -l<t< +1, (11) 
is the standard first-kind Chebyshev weight function. We shall construct polynomial approxima- 
tions to the functions {+k} via the collocation solution of (3). The decomposition (10) provides 
some treatment of the end point singularities in the functions {a,) in so far as, by comparing 
with (8), we see that the functions {4k} are continuous. An advantage of (10) is that, since the 
treatment is independent of the precise algebraic form of the singularities, the resulting method 
is much simpler and involves fewer overheads than the Jacobi weighted approach in [5]. For 
practical purposes, in constructing the polynomial approximations to {+k), it is essential to use 
a basis of first-kind Chebyshev polynomials {T’)~=,, where 
T,(t) := cos(n arccos(t)), t E [ - 1, 11. (12) 
As we shall see in Section 3, this choice leads to very simple quadrature formulae. 
With the above definitions, we construct the polynomial approximations 
& ‘= 5 $k,,Tn > k = 1, 2,. . . , N, (13) 
n=O 
to the functions {4k}, where the coefficients {+kn) are determined by collocation from (3). The 
collocation points on each arc rk are defined by 
&,, := lk(~kn), y1 = 0,. . . , vk, k = 1,. . . , N, (14) 
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where TV,, are the vk + 1 zeros of Tvk+ 1, i.e., 
I(2n+l)n\ 
Tkn := cos 
Thus, the coefficients {4kn} satisfy the linear algebraic system 
K’ ? ? Cjmkn$kn = pjm, j=l ,..., N, m=O ,..., dj, 
k=l n=O 
N (15) 
k=l 
where 
(16) 
i 
log I 5jm I) if R=int r, 
piffl’= 
0, if L!=ext r, 
(17) 
and K is the approximation to K. Assuming that (15) has a unique solution, then the 
approximations {4k] and K’ are used in the obvious way in <lo_>, (5), (71, (6) and (4) to produce 
corresponding estimates {Gk}, c’ (for the case 0 = ext r), F, f and {e’,}. In particular, for later 
reference, we record that 
f(4 = 1 2 exp(io -F(Z)), if R = int r, c’-l exp(iw +F(z)), if 0 = ext r, (18) 
where 
P(Z) := 5 5 (b,,/’ w(t)T,(t)l, 0 l,(t) dt. 
k=l n=O -1 
(19) 
The approximation (18) may be used for z E r, provided appropriate limiting values are 
used. However, in this case a simpler estimate for f(z) may be obtained from (2); i.e., if 
z = f;c(t) E r, then 
f” {k(t) = exp(iik(t)). (20) 
Using the fact that 
L 
JFP 
j-:tv(T)T,(r) dT= - 12 Q-i(+ n >‘, 
n - arccos( t ), n = 0, 
where U, denotes the second-kind Chebyshev polynomial of degree it, we have the result 
“’ +kn%dt) 
ik(t) = fik( -1) + 2rc$kO(n - arccos(t)) - 2di? c II (21) 
k=l 
for use in (20). 
At the present time there is no complete error analysis for the above numerical method. 
However, a partial analysis under restrictive assumptions is given in [12]. This analysis, which 
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really applies to Symm’s equation on an open arc, applies to the current problem in the 
idealised situation in which the density functions {v~} are known on all but one arc, K is known 
and the side condition is omitted from (3). For example, let 
& := max (Ye, 
k=l,...,N 
and suppose that the only unknown function from the set (v~} is 6 := al, where f is such that 
& = ai. If approximations of the form (10) and (13) are used for 6 in a collocation solution of_ 
Symm’s equation (3) in which K is assumed known and the side condition is omitted, and if f 
denotes the resulting approximate map, then the following theorem is proved in [12]. 
Theorem 2.1. If v denotes the degree of the polynomial approximation to G/w, then for all 
sufficiently large v and all z E a, 
I i lJZ) <cv-p^ * fo ) P:=2&‘>1, 
where C > 0 is a constant independent of z and v. 
We point out that Theorem 2.1 assumes that all integrals on the right of (19) are evaluated 
exactly. Also, for the case fl = ext r, Theorem 2.1 assumes a representation for f that 
preserves the correct asymptotic behaviour f(z) = c-lz + O(1) as z -+ 00, even when the 
approximation to & does not satisfy the side condition from (3). Such a representation may be 
obtained by a simple modification of that given in (6); see [12] for further details. The rate of 
convergence measured by the exponent b in Theorem 2.1 is optimal, in the sense that it is 
precisely the convergence rate of an approximation to 8~ of the type (21), where the 
coefficients f$n, are the exact Chebyshev series coefficients of 4~. Theorem 2.1 therefore has 
the merit of indicating the best possible convergence rate that could be achieved for the full 
problem. 
In Section 4 we present a number of numerical examples. In several of these examples, 
because of symmetry, we are able to reduce the problem to that of an unknown density on a 
single arc. This situation does not correspond exactly to the idealised situation described in the 
paragraph preceding Theorem 2.1. Nevertheless, it is interesting to note that in these examples 
the observed convergence rates agree very well with those predicted by Theorem 2.1. 
Finally. it is clear that, in practice, the linear system elements Cjmkn have to be estimated by 
applying an appropriate quadrature rule to the integrals in definition (16). As mentioned in the 
Introduction, an important practical feature of the above method is that these integrals can be 
evaluated very simply and efficiently. Moreover, at the post-processing stage when one wishes 
to compute an approximate map f-(z) using (18) and (191, the relevant component integrals in 
(19) may be estimated in a similarly efficient manner, as we discuss in the next section. 
3. Quadrature 
It is clear from (16) and (19) that our main quadrature problem is that of estimating integrals 
of the type 
I,(F) := /-+lw(t)T,(t)F(t) dt, n=O, 1,. ‘a> v. 
‘-1 
(22) 
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In particular, (16) and (19) may be written respectively as 
and 
35 
(23) 
(24) 
k=l n=o 
Let & denote the set of complex-valued functions that are analytic on a domain containing 
the real interval [ - 1, l] and let &+ denote the subset of &’ consisting of functions with 
nonzero derivative on [ - 1, 11. Given C E&, define 
y := {z: 2 = c(t), - 1 < t < I]. 
In our application, f will be a typical member of the set of parametric functions {lk],“=i with y 
being the corresponding analytic arc from the set of boundary arcs {Z,}kN_i. 
To begin with, let us assume that F = I, 0 5 and consider the case where the field point z is 
not near the arc y. In this case, I, has no singularity near y and F EJZZ, so that, provided the 
parametric function 6 itself has no singularity near [ - 1, 11, the estimation of (I,] should 
present no difficulty. We have chosen to use the (M + l)-point Lobatto-Markov estimates {ZF) 
defined by 
If(F) := 5 f"F, cos( $), n=O,l,..., Y, 
k=O 
(25) 
where the notation C” indicates that the first and last terms in the sum are to be multiplied by i, 
, k=O,l,..., M, 
and M > v is chosen to be a power of 2; see [13, 03.51. 
In writing down (25) we have made use of (12). In order to evaluate the discrete cosine 
transformation (25) more efficiently, we make use of the symmetry Fk z F2M_k to rewrite (25) 
as a double-length discrete Fourier transformation 
exp( G). (26) 
The estimates Z,“, n = 0, 1,. . . , Y <M, may then be simultaneously computed from (26) by 
using an FFT algorithm. 
A bound on the error in the above estimates may be readily obtained from the result 
‘,“=ZH + i ('ZjM-n +'2jM+n); (27) 
j=l 
see [13, (3.6511. Also, since F E&’ and since 2Z,/7r is just the nth Chebyshev coefficient of F, 
we may use [13, Theorem 3.81 to deduce that 
I I, I G VP-” II F II E,, (28) 
where p > 1, E, denotes an ellipse with foci at + 1 and major axis p + p-l such that F is 
analytic inside and on E, and 
11 F 11 E, := ZmtaE” 1 F( 2) 1. 
” 
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We shall refer to the parameter p as the diameter of the ellipse E,. Using the triangle 
inequality in (27) together with (28) and summing the resulting geometric series gives 
[(m -InM)(F)I G 
T II F II E (P” + P-“1 
P 
2R _ 1 =: &,M(P> F). (29) 
If, as p increases, a singularity in F is first encountered at a point on the ellipse Ep*CF) in the 
complex parameter plane, then the bound (29) may be refined to 
The above results give quadrature error bounds which decrease exponentially with 44. 
However, as the field point z approaches the arc y, so p* + 1 and, since Q/(1, I, 0 5) = 
Q/(p*, 1,o 5) = m, correspondingly large values of M will be required in order to guarantee 
quadrature accuracy and the method will completely break down when z E y. In the case where 
z is near to y, we modify the above quadrature scheme, using a standard singularity subtraction 
technique, as follows. 
Given any z E a, we assume that the equation 
!Xt) = = (31) 
can be solved for complex values of the parameter t; in general, there may be many such 
solutions. We let t = 5 denote the solution to (31) which is nearest the real interval [ - 1, 11. 
Note that, since 5 E@‘+, b defines an invertible conformal map of some simply connected 
domain containing [ - 1, l] in the complex parameter plane onto a simply connected domain 
which contains y. Hence, if z is near enough to y, then 5 is certainly uniquely defined; of 
course, if z E y, then 5 E [ - 1, 11. We then rewrite our integral (22) as 
J@, o 6) = 4( 4 o CC - It> + I#{). (32) 
It may be readily established that when z is sufficiently close to y and provided the branch cut 
of 1, is the image under 6 of that of I,, then the singularity of (I, 0 5 - l,>(t) at t = 5 is 
removable and that therefore 1, 0 5 - 1, EJZZ. Thus the first integral on the right of (32) is of the 
form Z,(F) with F ES! and all these integrals, for IZ = 0, 1,. . . , v CM, may be estimated as 
described above using the Lobatto-Markov rule in conjunction with the FFT. Applying the 
Lobatto-Markov method to the integrals in (32), it follows from (30) that 
Now as z approaches y, the first term on the right of (33) remains finite, since the ellipse 
diameter p*(l, 0 6 - ZC> is bounded away from 1. However, the second term on the right of (33) 
grows without bound as z approaches y, and it is this contribution that is ultimately 
responsible for the complete deterioration in accuracy of the Lobatto-Markov rule. The 
situation is remedied by observing that the integrals I,(I[) can be evaluated exactly in closed 
form. 
Our quadrature strategy is therefore as follows. Let 6 denote the maximum quadrature error 
defined by 
6 = 6(M, p) := max m=(l(I, -Y)($)l) n=O,...,M-1 &jeE, (34) 
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Given a tolerance E and the value of M, we define a critical ellipse diameter p’ by 
p’ =c(M, l ) := inf{p > 1: 6(M, p) <e}. (35) 
Observe that (I, -IF)(I,) + 0 as 5 -+ 00, so that the difference (1, - 1,M>(r,) is an analytic 
function of 5 on ext E,, p > 1. Hence, by the maximum principle and the definition of p’ above, 
IU, -I,M)(Z,> I < f E or all 5 E ext Eb whilst ](I, - 1/)(I,> I a E for some 5 E int Eb. Therefore, 
as z approaches y and 5 enters the ellipse E6, we switch from using the simple Lobatto-Markov 
estimate to using the singularity subtraction form (32) combined with the Lobatto-Markov 
estimate for the first integral on the right of (32) and analytic integration for the second 
integral. The resulting estimate for 1,,<1,0 6) is denoted by Is;“<Z, 0 J> and defined by 
Error bounds for the estimates 
In both expressions on the right of (36), the relevant ellipse diameter p* is bounded away from 
1. 
As mentioned above, the second integral on the right of (32) is known in closed form and is 
given by 
f -7r 
Z,(Z,) = n & I- 
n # 0, 
IT log($& 12 = 0, 
where qO and TJ~ are the roots of the quadratic equation 
772 - 2577 + 1 = 0, 
and, generally, 
see [ll]. We note that if 5 E E,, then 
5 = cosh(log p + it), 
for some t E [0, 2~1 and hence it follows that no, q1 are given explicitly by 
(37) 
70 =p-l exp( -it), n1 = p exp(it). (39) 
The inequality (38) holds provided 5 P [ - 1, 11, i.e., z@y. In case [E[-1, 11, we have 
1770 I = 1= 171 I and the appropriate values for no, 71 are determined as limiting values. The 
given domain 0 lies on the left or right of the oriented arc y according to whether we are 
considering an interior or exterior mapping problem. For interior (respectively exterior) 
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problems, as z E fl approaches an interior point of y, so 5 approaches an interior point of 
(- 1, 1) from the upper (respectively lower) half-plane. It thus follows that 
where the upper sign is taken for the interior mapping case and the lower sign for the exterior 
case. Using these limiting values in (37) leads to the conclusion 
[+,Et”_ 1, ,,Z&) = 
I 
- ST,(r) * $KXJ& It > 0, 
(40) 
-r log 2 + in arccos(r), y1 =o, 
where U, denotes the Chebyshev polynomial of degree II of the second kind and the choice of 
signs is as previously explained. It is particularly interesting to note the simplicity of the above 
results for use in computing the coefficients Cjmkn from (23) for the singular cases where j = k. 
In this case we require only integrals of the type %{Z,(Z,)}, T E [ - 1, 11, which are given from 
(40) as 
LR{Z,&)} = j‘iiw(t)T,(t) log I T -t ) dt 
-1 
i 
- ;w,, n > 0, = rE 
-Tr log 2, n =o, 
[-121 1. (41) 
Thus, all singular integrals required for the linear algebraic collocation system can be evaluated 
in a simple and efficient manner. 
It remains to describe in more detail how the critical ellipse diameter p”(M, E), defined by 
(35), may be estimated. Since p(M, E) is independent of the physical geometry, it may be 
estimated once and for all and stored for subsequent use for a practical range of values of M 
and E. We are also able to provide a simple explicit approximation for p(M, E), see (49) below, 
which is probably accurate enough for practical purposes. We first describe how p(M, E) may 
be estimated to any desired level of accuracy. 
The fact that (Z, - ZaM>(Z,) is an analytic function of .$ on ext E,, p > 1, together with the 
maximum principle implies from (34) that S(M, p> is a continuous function of p and decreases 
monotonically as p increases. The continuity of 6 then implies from (35) that p(M, E) satisfies 
the nonlinear equation 
+K 6) = e, (42) 
and the monotonicity of 6 guarantees that this equation has a unique solution p’ > 1. Clearly, 
any standard nonlinear equation solver that does not require derivative evaluations could be 
used for the solution of (42). The only practical difficulty is that, even though Z,(Z5) and ZF(Ze) 
may be computed from (37) and (261, the quantity 
(43) 
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which appears in the definition of 6(M, p), is not known in closed form and itself has to be 
estimated. For this reason we introduce the approximation 6, defined by 
&(M, P) := max 
n=O,...,M-1 ~EE~,~ 
where E,, d , is the discrete version of E, consisting of d points and defined by 
Rather than solving (421, we solve the discrete equivalent 
&(K P> = E, (45) 
and denote its solution by G,(M, E). Since cd + p’ as d + ~0, we solve (45) using a sequence of 
progressively finer discretisations d = do, 2d,, 4d,, , . . until, to a specified precision, Pd = Pd,2, 
when we assume, to this same precision, that p’ = Pd. It remains to explain our method for 
solving (45). 
We begin by obtaining a useful bound on S(M, p). Substituting the exact values (37) together 
with (39) into (27) readily leads to 
The maximum value of the right-hand side as II ranges over 0, 1,. . . , A4 - 1 occurs at 
II = h4 - 1. Hence, from the definitions (341, (44) it follows that 
6&u, p) d(K P) < 
P 
where the approximation increases in accuracy as A4 and p increase. 
The above approximate bound suggests the iteration scheme 
i 
%dM, r,> -E 
r ntl = 1+ (M+1)6,(M, rn) r,, n=% I,..., 
I 
(46) 
(47) 
for the solution of (451, which corresponds to Newton’s method for the case where 6,(M, p> = 
=P -“-‘/(M + 1). Since the latter equation does not hold, we expect (47) to be not more than 
linearly convergent but, to the extent that the approximate bound (46) is not unduly conserva- 
tive, the scheme (47) should have a small error constant. We also make use of (46) to provide 
the starting value 
r. = ( & l)L)l/(*-l~, (48) 
for the iteration (47) at the initial discretisation level where d = d,. For subsequent values 
d > d, one would use r. = Pd,2. 
Table 1 shows the results of applying the above method to estimate ,XM, E) to five 
significant figures for a range of values of E and for those values of m subsequently used in the 
numerical examples of Section 4. In all cases we start with do = 20 and find that chO = & to 
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Table 1 
The critical ellipse diameter c(M, E) for various values of M and E 
M .z = 10-Z 6 = 10-3 E = 10-4 
16 1.1875 1.3594 1.5566 
32 1.0710 1.1481 1.2311 
64 1.0251 1.0615 1.0998 
128 1.0077 1.0251 1.0436 
256 1.0020 1.0099 1.0189 
E = 10-5 E = 10-6 
1.7824 2.0409 
1.3200 1.4154 
1.1395 1.1805 
1.0624 1.0815 
1.0281 1.0373 
five significant figures. Also, the starting value provided by (48) is so accurate that, in most 
cases, only one application of (47) is required. With the exception of those values in the 
E = 10V2 column, the starting value (48) agrees with c40 to within f 10P4. This suggests that the 
simple approximation 
C(M, E> = ( (M: lJlril) (49) 
may be perfectly adequate for practical purposes. For the numerical examples reported in 
Section 4 we use the values corresponding to E = low6 given in Table 1. 
In summary, our quadrature strategy consists of the following steps. 
* Given the degree I/ in (221, select M, where M = 2k > v > 2k- ‘. 
l Given M and E, select an approximation to the ellipse diameter fi(M, E), either using a table 
of precomputed values, such as Table 1, or using the approximation (49). 
l Given the field point z and the integration arc y defined by I, solve (31) to find t = 5; in 
practice, one is usually considering a sequence of neighbouring field points, so that one has a 
very good starting point for Newton iterations. 
l If 5 e int E,, then use the Lobatto-Markov FFT estimate (261, with either F = I, 0 5, for the 
post-processing calculations (24), or F = %{1,0 LJ, for the processing calculations (23). Other- 
wise, use the Lobatto-Markov FFT estimate (261, with either F = 1, 0 6 - 1, or F = !R(l, 0 6 - ZE) 
together with the analytic results either (37) or (41). 
4. Numerical examples 
In this section we apply the methods of the previous sections to a number of interior and 
exterior mapping problems. In all_ examples, we compute an estimate pg for the maximum 
error in the modulus of the map f; this estimate is defined by 
cLg:= $x(1 If(zll), 
where Y c r is the set of boundary test points defined by 
y:={z: z=&(rAk’),n=O, l,..., vk, k=l,2 ,..., N), 
where 7Lk), II = 0, 1,. . . , vk, are the local extrema of T,,, i. These test points interlace the 
collocation points (14) and provide plausible first guesses for parameter values at which 
I +k( t) - +k( t) ( achieves its maximum value. 
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In the first three examples below, the exact mapping function f is known and hence so are 
the exact boundary correspondence functions Ok, k = 1,. . . , N. For these examples we also 
estimate the maximum error in the argument of the map f by 
ff+= zag{ Iarg(fcz)) - arg(f(z)) I), 
where we assume for simplicity that 
arg(foik(T!$))) = ik(5-A”)), 
so that (21) can be used. In several of the examples below we give comparison estimates for the 
maximum error in either the modulus or argument of the boundary map as computed by other 
integral equation methods. For convenience, we record these comparison estimates in either 
the ,uus or (Ye columns in our results tables, although, of course, the set of boundary test points 
used in these other methods is not related to 97 
In Examples 4.1, 4.3 and 4.5, symmetry allows us to solve (3) for a single-density function. As 
mentioned in Section 2, it is of interest in these examples to compare the observed convergence 
rates with those predicted by Theorem 2.1. To this end, we assume that 
pg = cu-p, 
where v is the degree of the polynomial approximation. By comparing values of pg for two 
different values of V, we can estimate /3, i.e., 
P 
log(K&+) 
= log(v/v’) ’ (50) 
where 7, 7’ are test points corresponding to different degrees V, v’. Note that in the tables of 
results presented below, MO denotes the size of the linear system that was actually solved, 
taking into account any reductions due to symmetry. 
All computations were performed on an IBM PS2 machine, using programs written in 
single-precision FORTRAN. 
Example 4.1 (Exterior of a lens-shaped contour). 0 is the region exterior to the contour shown 
in Fig. 1. Here r, and r, are circular arcs with parametrisations 
l,(t) := -i cot(+) + csc(+) exp(+iT(l +~t)), s,(t) := -C,(t). 
This boundary presents an angle (2 - a)n to R at the physical corner points z = f 1. 
-1 0 1 
Fig. 1. Lens-shaped contour. 
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Table 2 
Argument and modulus errors: exterior of lens 
Vl M” ff = 0.25 (Y = 0.75 cr = 1.25 (Y = 1.75 
a.7 PcLg aA?- k.7 a.7 P.7 Cf.Y P.Y 
4 4 5.3.10-4 4.2. lop2 1.5.10-” 4.1.10-2 7.4.10-4 9.2.10-3 2.5.10-3 2.2.10-2 
12 8 2.7. 10m4 2.5.10-2 3.4.10-4 1.3.10-2 5.0.10-” 8.7.10@ 2.1’ 10-5 4.1.10-4 
28 16 1.2.10-4 3.6.10-3 9.7.10-S 2.3.10-” 6.1. lop6 7.5.10-5 - 4.4.10-7 
60 32 5.4.10-5 1.5.10-3 3.o.1o-5 7.1 10-4 8.6.10-’ 1.1.10~5 - - 
124 64 2.5. lo-’ 6.0. 1O-4 9.3.10-6 2.2.10-4 1.2.10P’ 1.6.10-6 - - 
252 128 1.4.10w5 2.2.10-4 2.6.10p6 6.7.10-5 - 2.4.10-’ - _ 
The exact map f for this region can be obtained from [lo] and is also given in [ll]. Due to 
the symmetry of the region we have 
Hence, we solve (3) for the single density (or and construct an approximation involving only 
even-degree Chebyshev polynomials. Results for (Y = 0.25, 0.75, 1.25 and 1.75 are listed in 
Table 2. Note that in this table and elsewhere, the entry - denotes that the relevant value is at 
the level of machine precision. 
The errors listed in Table 2 reflect the increasing difficulty of constructing accurate 
approxjmations to f as the angle parameter (Y decreases. Theorem 2.1 predicts convergence 
rates j? = 2(2 - cy1-l = 1.14, 1.60, 2.67 and 8.00 for (Y = 0.25, 0.75, 1.25 and 1.75 respectively. In 
Table 3 we give the rates p computed from (50) using the values of pg given in Table 2. For 
(Y = 0.75, 1.25 and 1.75, the observed rates of convergence p match cIosely the theoretical rates 
p^ listed in the bottom row of Table 3. For (Y = 0.25 it appears that we are not yet observing the 
asymptotic convergence rate. 
Table 3 
Convergence rates; exterior of lens 
VI CY = 0.25 (Y = 0.75 (Y = 1.25 (Y = 1.75 
PY P cL.Y- P PLY P FLg P 
4 4.2.10-* 4.l.lOF2 9.2.1OF” 2.2.10-2 
0.48 1.01 2.14 3.63 
12 2.5. lop2 1.3.10-2 8.7.10-4 4.1.10-4 
2.27 2.07 2.90 8.06 
28 3.6.10-3 2.3. lo-” 7.5.10-5 4.4.10-7 
1.15 1.55 2.56 
60 1.5.10-’ 7.1. low 1.1.10-5 _ 
1.24 1.60 2.62 
124 6.0. 10W4 2.2. lo-’ 1.6.10m6 _ 
1.41 1.68 2.67 
252 2.2.1o-4 6.7.10m5 2.4.10-’ _ 
p^ 1.14 1.60 2.67 8.00 
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-1 0 1 2 
Fig. 2. The i-disk. 
Example 4.2 (The $iisk). 0 is the domain interior to the contour shown in Fig. 2. The 
parametrisations for r,, r, and r, are 
l&(t) := t0 + i(l + t), 
l,(t) :=zO + exp(+ir(l + t)), 
l,(t) := -iz,( -t), 
where t0 = ie -iT/4. Again the exact map f for this region can be obtained from [lo]. The 
symmetry of this domain requires that 
%(Q = g2( -t), +(t) = cl( -t). 
Hence, we solve (3) for the two density functions u1 and gz2, the approximation for uz involving 
only even-degree Chebyshev polynomials. Results are given in Table 4. Also, in Table 4, we give 
comparison errors for two other methods of solving Symm’s equation which make explicit 
attempts to treat singularities arising from corners. 
Table 4 
Argument and modulus errors: i-disk 
1 
4 
9 
22 
53 
115 
a Hoidn [4]. 
b Hough [5]. 
0 4 3.2.10-l 5.0.10-l 
2 8 1.2.10-l 2.7.10-’ 
8 16 2.1.10-3 1.7.10-2 
14 32 5.1’ 10-4 4.9.10-3 
16 64 2.2.10-4 1.8. 1O-3 
20 128 5.5.10-5 5.6.10-4 
144 a 4.8.10-5 
26 b 6.8.10-6 
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-1 0 1 
Fig. 3. Inverted ellipse; p = 0.2. 
Example 4.3 (Interior of the inuerted ellipse). 0 is the region interior to the smooth contour I’ 
which is obtained by reflecting the ellipse with semi-axes p-l, 0 <p < 1, and 1 in the unit 
circle; see Fig. 3. In order to take advantage of the symmetry of this domain, we assume that 
r = r, U r, where rl is the right-hand half of the curve shown in Fig. 3. Parametrisations for 
r,, r, are 
l,(t) := {l- (1 -p2) cos2($t) exp(+irt), C,(t) := -51(t), 
and the exact boundary correspondence functions satisfy 
p tan(e,(t)) = tan($rt), e,(t) = e,(t) + Tr. 
The symmetry of the domain implies that 
@r(t) = a,(-t), @2(f) = 4t>* 
Hence, we solve (3) for the single density c1 and construct an approximation involving only 
even-degree Chebyshev polynomials. Results for p = 0.8, 0.5 and 0.2 are given in Table 5. 
Table 5 also shows comparisons with the results of [9], where an integral equation of the 
second kind for the Szeg6 kernel function is solved. These comparison results reflect the 
intuitive expectation that this mapping problem should become more difficult as p + 0, since 
Table 5 
Argument and modulus errors: interior of inverted ellipse 
Vl p = 0.8 
CfT- Ps 
p = 0.5 
a_5- P.5- 
p = 0.2 
a.5- h.s - 
4 4 1.8.10-3 2.8.10-2 
12 8 2.0.10-4 4.9.10-3 
28 16 4.2.10-’ 6.7. 1O-4 
60 32 9.8. lo-” 1.6.10-4 
124 64 2.3.10V6 3.7.10-5 
252 128 5.5.10-7 8.8.10-6 
3.4.10-3 5.3.10-2 
1.8.10-4 3.6.10-” 
2.6.10-5 4.2.10P4 
6.1. 1O-6 9.7.10-5 
1.5.1o-6 2.3. lOI 
3.4.10-7 5.5~10-6 
7.3.10-3 3.6,10-l 
5.4.10-3 8.0.10-2 
4.9.10-4 5.o.1o-3 
2.6.10-6 4.0.10-5 
5.8.10-7 9.2. lo-’ 
1.4.10-7 2.2.10-6 
32 a 4.7.10-7 
a Kerzmann and Trummer [9]. 
2.8.10-2 
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Table 6 
Convergence rates for inverted ellipse: p = 0.8 
45 
Vl CL7 P 
4 2.8. 1O-2 
1.5 
12 4.9. lo-” 
2.3 
28 6.7.10P4 
1.9 
60 1.6.10-4 
2.0 
124 3.7.10-S 
2.0 
252 8.8.10-6 
the curvature at f~ E r1 is O(p-‘). In contrast, our method appears to be relatively insensitive 
to the precise value of p; indeed, it becomes somewhat more accurate, at higher values of vl, 
as p decreases. This example therefore well illustrates the gene_ral robustness of our method. 
Theorem 2.1 leads us to expect a convergence rate of at best j3 = 2 for smooth curves. Table 
6 shows the computed convergence rate p for p = 0.8. The corresponding p values for p = 0.5 
and 0.2 are a little more erratic, although in both cases we find p = 2.0 for the largest values of 
V1* 
We remark that our method cannot be considered as ideal for domains with smooth 
boundaries, since, through the assumptions (10) and (111, we introduce a singularity into the 
source density where none is actually present. It is this artificial singularity which limits the 
convergence rate to be O( ~1~). 
-2 0 2 4 
Fig. 4. L-shaped contour. 
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Table 7 
Modulus errors: interior of L-shape 
Vl v2 v3 MO P9 
5 5 5 19 4.0.10-2 
10 5 5 24 2.4.10F2 
10 5 10 29 7.7.10F3 
20 5 10 39 3.2.10p3 
40 5 10 59 2.9. lop3 
40 5 20 69 1.3.10-3 
80 5 20 109 5.3.10p4 
120 5 20 149 3.1.10-4 
79 = 4.0. lop5 
a Hough and Papamichael [7]. 
Example 4.4 (Interior of the symmetric L-shaped region). 0 is the region interior to the 
L-shaped contour shown in Fig. 4. We use the obvious simple parametrisations for the six arcs 
r,,..., r,. The symmetry of the region implies that 
uk(t) = cyk( -t), k = 4, 5, 6, 
and hence we effectively solve (3) for just the three densities a,, k = 1, 2, 3. Results are given 
in Table 7 for a range of degrees v~, v~, vg and a comparison error for the cubic spline and 
singular function method of [7] is shown. 
Example 4.5 (Exterior of the equilateral triangle). fl is the region exterior to the the equilateral 
triangle of side length 3, with centroid at the origin and one of its sides parallel to the real axis. 
Due to the six-fold symmetry of the region, we effectively solve (3) for just one density function, 
say or, and the approximation to this involves only even-degree Chebyshev polynomials. Results 
are presented in Table 8 and an accuracy comparison with results from [8] is given. We see also 
that the observed convergence rate p agrees very well with the theoretical rate p = 1.2 
predicted by Theorem 2.1. 
Table 8 
Modulus errors and convergence rates: exterior of triangle 
Vl Size 
4 4 
12 8 
28 16 
60 32 
124 64 
252 128 
68 a 
a Hough and Papamichael [8]. 
CL7 P 
3.2.10-2 
0.6 
1.7.10-2 
2.1 
2.8. 1O-3 
1.2 
1.2.10-a 
1.2 
4.8.10-4 
1.3 
1.9.10-4 
1.7.10-5 
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5. Concluding remarks 
The method described in this paper is conceived primarily as one for which the amount of 
computation required to set up the linear algebraic collocation system will be relatively modest 
but which still incorporates some numerical treatment of corner singularities. We do not expect 
the method to produce the same order of accuracy as methods which take account of the 
precise nature of the singularities and this expectation is confirmed by the comparisons with 
other methods given in Examples 4.2, 4.4 and 4.5. Nevertheless, the method has produced a 
practically satisfactory level of accuracy on the range of nontrivial geometries to which it has 
been applied. Naturally, the proposed method is not ideal for problems with smooth bound- 
aries, the convergence rate of order Y-~, suggested by Theorem 2.1, being generally inferior to 
that of most other collocation methods. However, smooth boundaries are the exception rather 
than the rule in practical problems. Moreover, as illustrated in Example 4.3, our method can 
deal very satisfactorily with geometric difficulties such as regions of high curvature. 
Finally, we emphasise that the convergence rate predicted by Theorem 2.1 is observed in all 
examples, namely Examples 4.1, 4.3 and 4.5, which, because of symmetry, involve only one 
unknown density function on a single arc. This agreement between theory and computation is 
also an indication of the success of our quadrature scheme. We suggest that the method has 
much to recommend it as a practical and simple numerical conformal mapping method. 
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