Pattern formation of sound is predicted in a driven resonator where subharmonic generation takes place. A model allowing for diffraction of the fields (large-aspect ratio limit) is derived by means of the multiple scale expansions technique. An analysis of the solutions and its stability against space-dependent perturbations is performed in detail considering the distinctive peculiarities of the acoustical system. Numerical integration confirm the analytical predictions, and shows the possibility of patterns in the form of stripes and squares.
I. INTRODUCTION
The topic of pattern formation, or the spontaneous emergence of ordered structures, is nowadays an active field of research in many areas of nonlinear science [1] . Pattern formation is commonly observed in large aspect ratio nonlinear systems which are driven far from the equilibrium state by an external input. Transverse modes may become unstable when the amplitude of the external input reaches a critical threshold value, large enough to overcome the losses produced by dissipative processes in the system, and a symmetry breaking transition developes, carrying the system from an initially homogeneous to an inhomogeneous state, usually with spatial periodicity.
Parametrically driven systems offer many examples of spontaneous pattern formation.
For example, parametric excitation of surface waves by a vertical shake (Faraday instability) in fluids [2] and granular layers [3] , spin waves in ferrites and ferromagnets and Langmuir waves in plasmas parametrically driven by a microwave field [4] , or the optical parametric oscillator [5, 6] have been studied.
In nonlinear acoustics, a phenomenon which belongs to the class of the previous examples is the parametric sound amplification. It consists in the resonant interaction of a triad of sound waves with frequencies ω 0 , ω 1 and ω 2 , for which the following energy and momentum conservation conditions are fulfilled:
where ∆ k is a small phase mismatch. The process is initiated by an input pumping wave of frequency ω 0 which, due to the coupling to the nonlinear medium, generates a pair of waves with frequencies ω 1 and ω 2 . When the wave interaction occurs in a resonator, a threshold value for the input amplitude is required, and the process is called parametric sound generation. In acoustics, this process has been described before by several authors under different conditions, either theoretical and experimentally. In [7, 8, 9 ] the one dimensional case (colinearly propagating waves) is considered. In [10] the problem of interaction between concrete resonator modes, with a given transverse structure, is studied. In both cases, small aspect ratio resonators containing liquid and gas respectively are considered. More recently, parametric interaction in a large aspect ratio resonator filled with superfluid He 4 has been investigated [11] .
It is well known that optical and acoustical waves share many common phenomena, an analogy which sometimes can be extended to the nonlinear regime [12] . In particular, the phenomenon of parametric sound generation is analogous to the optical parametric oscillation in nonlinear optics. However, an important difference between acoustics and optics is the absence of dispersion in the former. In a nondispersive medium, all the harmonics of each initial monochromatic wave propagate synchronously. As a consequence, the spectrum broadens during propagation and the energy is continuously pumped into the higher harmonics, leading to waveform distortion and eventually to the formation of shock fronts.
On the contrary, dispersion allows that only few modes, those satisfying given synchronism conditions, participate effectively in the interaction process.
In acoustics, the presence of higher harmonics can be avoided by different means. One method is based in the introduction of some dispersion mechanism. In finite geometries, such as waveguides [13] or resonators [14] , the dispersion is introduced by the lateral boundaries.
Different resonance modes, propagating at different angles, propagate with different effective phase velocities. Other proposed methods are, for example, the inclusion of media with selective absorption, in which selected spectral components experience strong losses and may be removed from the wave field [16] , or resonators where the end walls present a frequencydependent complex impedance [9] . In this case, the resonance modes of the resonator are not integrally related, and by proper adjustment of the resonator parameters one can get that only few modes, those lying close enough to a cavity resonance, reach a signifficant amplitude. In any of these cases, a spectral approach to the problem, in terms of few interacting modes, is justified.
Therefore the selective effect of the resonator allows to reduce the study of parametric sound generation to the interaction of three field modes, correspondig to the driving (fundamental) and subharmonic frequencies, and to describe this interaction through a small set of nonlinear coupled differential equations. In the present work we concentrate on the particular degenerate case of subharmonic generation, where ω 1 = ω 2 and consequently ω 0 = 2ω 1 , being ω 0 the fundamental and ω 1 generated subharmonic, both quasi-resonant with a corresponding resonance mode. This degenerate case has been considered in previous experimental studies [9, 14] , in the case of small aspect ratio cavities where transverse spatial evolution is absent.
The aim of the paper is twofold. On one side, a rigurous derivation of the dynamical model describing the parametric interaction of acoustic waves in a large aspect ratio cavity is presented. The derived model is isomorphous to the system of equations describing parametric oscillation in an optical resonator, and consequently their solutions are known.
On the other side, the model predicts the existence of pattern forming or modulational instabilities, when the subharmonic field is negatively detuned with respect to the cavity.
The second aim of the paper is therefore to determine the conditions under which pattern formation of sound could be observed in an acoustic system. Numerical integrations under realistic acoustical parameters confirm the predicted results.
II. DERIVATION OF THE MODEL
A. Three wave interaction in an acoustic resonator
The physical system we consider in this paper is an acoustic cavity (resonator) composed by two parallell solid walls, with thicknesses D and H separated a distance L, containing a fluid medium inside, as described in Fig. 1 . The different media are acoustically characterized by its density ρ and the propagation velocity of the sound wave, c. One of the walls vibrates at a frequency close to one of the normal modes of the cavity.
The resonance modes f (eigenfrequencies) of such resonator can be calculated by using the equation [9] R tan
where R =ρ w c w /ρc is the ratio of wall to medium acoustic impedances,
, and f L = c/2L are the fundamental resonance frequencies of each individual region, respectively. From the numerical solutions of Eq. (2) results a non-equidistant spectrum, the position of the different modes being determined by the properties and dimensions of the different elements. Note that the particular case corresponding to an equidistant spectrum (constant free spectral range) is obtained as a limit case when we impose infinite reflectance at the walls (R → ∞) with negligible thickness. In this case Eq. (2) reduces to tan kL = 0, and the modes obey the Fabry-Perot condition k = nπ/L. In such a perfect resonator, any harmonic of a resonant driving wave is also resonant with a higher-order cavity mode, and the energy flow into these modes leads to wave distortion and invalidates a modal description of the problem in terms of the interaction among few waves.
In a loosy resonator, however, one can get the second harmonic of the driving wave to be more detuned than subharmonics with respect to a cavity resonance, thus reducing the effectivity of the cascade process into the higher harmonics. This effect is enhanced in the case of viscous media, in which the higher frequencies experience stronger losses (absorption).
Furthermore, it is possible to get subharmonic generation slightly detuned from a cavity resonance, which is a necessary condition for the developement of spatial instabilities, as will be discussed in the following sections. These two facts justify the description of high intensity acoustic waves in a resonator in terms of the interaction among few frequency components. Several experimental results demonstrate this fact [7, 8, 9] , and support the validity of this assumption in the theoretical approach.
The main novelty of this work with respect to previous studies, is to consider the diffraction of the waves inside the cavity. Diffraction can play an important role when the cavity has a large Fresnel number, defined as F = a 2 /λL, where a is the characteristic transverse size of the cavity (for example, a 2 is the area of a plane radiator), λ is the wavelength and L is the length of the cavity in the direction of propagation, considered the longitudinal axis of the cavity. Sometimes the case of large F is called the large aspect ratio limit. All these assumptions will be taken into account in the derivation of the model in the next section.
B. Hydrodynamic equations for sound waves
As a starting point of the analysis, we consider the basic hydrodinamic equations describing the propagation of sound waves in liquids and gases, namely the continuity (mass conservation) equation,
and the Euler (momentum conservation) equation,
where ρ is the density of the medium, u is the fluid particle velocity, p is the thermodinamic pressure, and µ and µ B represent shear and bulk viscosities, respectively. Equations (3) and (4) 
where ρ ′ = ρ − ρ 0 , being ρ 0 the equilibrium value of the density, c 0 = (∂p/∂ρ) s is the (low amplitude) sound velocity and
where B/A is commonly used in acoustics as the nonlinearity parameter, and has been measured in different media [15] . The subscript s denotes the adiabatic character of the process, and the ellipsis in Eq. (5) the nonlinearities higher than quadratic, which are neglected.
Substitution of Eq. (5) in (4) leads to
which together with Eq. (3) are a two-variable model. It is convenient to write Eqs. (3) and (6) in nondimensional form, adopting the following normalizations:
where V is a reference velocity, small compared with c 0 . Also, time and space are defined
where ω and k are the angular frequency and wave number of a reference wave, and obey ω = kc 0 . With this normalization Eqs. (3) and (6) have the form
where the lossesμ, the nonlinearityΓ and the acoustic Mach number M, are parameters defined as
In Eq. (10) we have used the identity ∇(∇v) =∇ 2 v + ∇ × ∇ × v, where the second (vorticity) term has been neglected, since its magnitude decays exponentially away from the boundaries [15] .
C. Perturbative expansion in the small Mach number limit
Under usual conditions, the acoustic Mach number take small values (M < 10 −3 ), which allows to treat Eqs. (3) and (6) by perturbative techniques. Thus we consider a smallness parameter ε as the Mach number, and express the parameters and variables in terms of it.
Let us assume that in the dispersive resonator, the changes in the shape of the wave as a consequence of dissipation and nonlinearity, both along the direction of propagation and transverse to it, are small. Also, we take into account that the changes along the transverse direction to the propagation, due to diffraction, take place faster than along this propagation direction [17] . These assumptions allow to consider the problem in terms of fast and slow scales. A choice of scales accounting for these changes is
and expand the state variablesρ and v = (v x , v y , v z ) as
where the order of the transverse components of the velocity is determined by the (slow) divergence of the beam [17] . Note that, since at equilibrium fluid is at rest and, on other hand, v is nondimensionalized by V (a reference velocity smaller than c 0 ), the variation of v is order O(1). Substituting these expressions into Eqs. (9) and (10), we obtain equations at different orders which can be recursively solved. The leading order O(ε) reads
which leads to linear wave equations for the particle velocity and density. In general, the frequencies of the waves are not resonant with a cavity eigenmode, and the waves at any frequency are detuned, the detuning parameter being defined as
where ω i is the frequency of the field and ω c i is frequency of the cavity eigenmode closest to ω i . In this case, the solution of the order O(ε) takes the general form of a superposition of standing waves
where ω n = k n . In Eq. (18) we have considered the frequency-selective effect of the walls discussed in the introduction, and assume that only three modes, those with frequencies obeying ω 1 + ω 2 = ω 0 , can reach signifficant amplitudes. Also, from Eqs. (16) we obtain that
At order O(ε 3/2 ), the equations for the fast evolution of the transverse velocity components are obtained,
At order O(ε 2 ) we get
Finally Eqs. (21), making use of the relations in Eqs. (20) , can be reduced to a single wave equation for the density
where the smaller order solutions appear at the right-hand side as source terms.
A closed set of equations for the slowly varying envelopes of mode amplitudes A n and phases φ n can be obtained by substituting Eqs. (18) and (19) in Eq. (22), and imposing the absence of secular terms in the resulting equation, i.e. neglecting the source contributions that contain the same frequency components as the natural frequency of the left-hand side part in Eq. (22) . Otherwise, second order solutions would grow linearly, violating the smallness condition ερ 2 << ρ 1 assumed in the perturbation expansion. After some algebra the secular terms reduce to the following real system for the amplitudes and phases
where (i, j, k) = (0, 1, 2), and the other two equations are obtained by cyclic permutations.
The sign operator s i = +1 for i = 1, 2 and −1 for i = 0. A global phase is defined as
⊥ stems for the Laplacian operator acting on the transverse space r ⊥ = (x, y), and σ is a coupling parameter defined as
Note that in Eqs. (23) the terms proportional toμ accounts only for viscous losses.
There are in fact other loss mechanisms, mainly related with finite reflectance of the walls or diffraction losses through the open sides of the resonator. When the losses are sufficiently small, one can generalize Eqs. (23) and consider an effective (phenomenological) loss parameter γ i for each mode, just replacingμ 2 ω 2 n A n by γ n A n . The value of these coefficents can be obtained experimentally for a particular resonator by small amplitude measurements of the decay rate of a given mode, since under this condition (neglecting nonlinearity) the amplitudes obey ∂A n /∂τ = −γ n A n .
Finally, for a dissipative resonator, an external source must be provided in order to compensate the losses. Consider that a plane wave of amplitude E and frequency ω c 0 is injected in the resonator. In each roundtrip, the amplitude of the standing wave will increase by 2E, and then
where L is the length of the resonator and c 0 /L corresponds to the time taken for a wave to travel across it. By changing to the nondimensional notation in slow time scale, and assuming small amplitude changes during a roundtrip, one can consider the differential limit of Eq. (25) and incorporate it to the evolution equation of A 0 as a driving term.
A particular case corresponds to degenerate interaction, where ω 1 = ω 2 . This process describes the subharmonic parametric generation. In this situation, the pump and subharmonic waves obey the relation ω 0 = 2ω 1 . It is worth to express the resulting system of equations in complex form, by defining the complex amplitudes as
At this point we also return to dimensional (physical) variables. Since amplitudes A n correspond, e.g. to dimensionless densities, and pressure is related to density by Eq. (5), then, in the degenerate limit we obtain the following coupled equations for the evolutions of pressure
together with their complex conjugate. In Eqs. (26), p i corresponds to deviations with respect to equilibrium pressure values.
Equations (26) can be further simplified by adopting the following normalizations
and introducing the dimensionless detuning parameter ∆ n = δ n /γ n . The final form of the model reads
where a n = c 2 0 /2ω n γ n are the diffraction coefficients. This form of the equations is relevant for our purposes, since their solutions and stability have been discussed in the context of nonlinear optics, after the model given by Eqs. (28) has been derived for the degenerate optical parametric oscillator. A detailed analysis of the spatio-temporal dynamics of Eqs.
(28) has been carried out during the last decade (starting with the seminal work [5] ), and a recent overview can be found in [20] . In the following sections, we review the basic results regarding their homogeneous solutions and their stability, and we study numerically the spatio-temporal dynamics under conditions corresponding to a real acoustical resonator.
Note that the connection between the generic model (28) and the particular acoustic problem is given by the normalizations performed in Eqs. (27).
III. MODULATIONAL INSTABILITIES OF HOMOGENEOUS SOLUTIONS
Two stationary states are solution of Eqs. (28): the simplest, trivial solution,
characterized by a null value of the subharmonic field inside the resonator, and the nontrivial solution
in which both the pump and the subharmonic fields have a nonzero amplitude, and exists above a given (threshold) pump value E = E th . At this value, given by
the trivial solution loose its stability and bifurcates into the nontrivial one. The emergence of this finite amplitude solution corresponds to the process of subharmonic generation. Note that the fundamental amplitude above the threshold is independent of the value of the injected pump, which means that all the energy is transferred to the subharmonic wave.
These results have been confirmed experimentally for an acoustical resonator in [10] .
The character of the bifurcation depends on the detuning values. As demonstrated in [10] , and also in the optical context, [19] the bifurcation is supercritical when ∆ 0 ∆ 1 < 1, and subcritical when ∆ 0 ∆ 1 > 1. In the latter case, both trivial and finite amplitude solutions can coexist for given sets of the parameters, which results in a regime of bistability between different solutions.
In order to study the stability of the trivial solution (29) against space-dependent perturbations, consider a deviation of this state, given by A j (r ⊥ , t) =Ā j + δA j (r ⊥ , t) . Assuming that the deviations are small with respect to the stationary values, one can substitute the perturbed solution in Eqs. (28) and linearize the resulting system in the perturbations δA j .
The generic solutions of the linear system are of the form
where λ(k ⊥ ) represents the growth rate of the perturbations, and k ⊥ is the transverse component of the wavevector, which in a two-dimensional geometry obeys the relation
y . The growth rates, which depend on the wavenumber of the perturbations, are obtained as the eigenvalues of the linear system. This analysis has been performed before [5] , and we present here the main conclusions, omitting details.
The eigenvalue (and consequently the instabilities) presents a different character depending on the sign of the subharmonic detuning. If ∆ 1 > 0, which corresponds to a subharmonic frequency smaller than that of the closest cavity mode, the eigenvalue shows a maximum at k ⊥ = 0, the emerging solution being homogeneous in transverse space, with amplitude given by Eq.(30). On the contrary, in the opposite case ∆ 1 < 0, which corresponds to field frequencies larger than the nearest cavity mode, the maximum of the eigenvalue occurs for perturbations with transverse wavenumber
The emerging solution in this case is of the form Eq.(32), which represents a plane wave tilted with respect to the cavity axis. This solution presents spatial variations in the transverse plane, and consequently pattern formation is expected to occur.
Since k ⊥ is the modulus of the wavevector, the linear stability analysis in two dimensions predicts that a continuum of modes within a circular annulus (centered on a critical circle at |k ⊥ | = k ⊥ in (k x , k y ) space) grows simultaneously as the pump increases above a critical value. This double infinite degeneracy of spatial modes (degenerate along a radial line from the origin and orientational degeneracy) allows, in principle, arbitrary structures in two dimensions.
The threshold for pattern formation follows also from the eigenvalue, and is given by
The predictions of the stability analysis correspond to the linear stage of the evolution, where the subharmonic field amplitude is small enough to be considered a perturbation of the trivial state. The analytical study of the further evolution would require a nonlinear stability analysis, not given here. Instead, in the next section we perform the numerical integration of Eqs. (28), where predictions of the acoustic subharmonic field in the linear and nonlinear regime are given.
IV. NUMERICAL RESULTS IN THE ACOUSTICAL CASE
The Also, the wavelength of the pattern is obtained from λ ⊥ = 2π/k ⊥ ≈ 1.5 cm. Then, in order to observe the pattern the transverse section must contain several wavelengths, which in turn which implies a transverse size of 10 cm or more. All these values can be considered as realistic.
In order to check the analytical predictions, we integrated numerically Eqs.(28) by using the split-step technique on a spatial grid of dimensions 128×128 [6] . The local terms, either linear (pump, losses and detuning) and nonlinear, are calculated in the space domain, while nonlocal terms (diffractions) are evaluated in the spatial wavevector (spectral) domain. A Fast Fourier Transform (FFT) is used to shift from spatial to spectral domains in every time step. Periodic boundary conditions are used.
As a initial contition, a noisy spatial distribution is considered, and the parameters are those discussed above, for which a pattern forming instability is predicted. Figure 2 shows the result of the numerical integration. In Figs. 2(a) and (b) several snapshots of the evolution at different times are shown, which eventually result in a final stable one-dimensional pattern in the form of stripes, shown in Fig. 2(c) .
Numerical simulations for different detunings have been performed. A systematic study
shows that in most of the cases the system developes stripped patterns with arbitrary orientations. However, in some cases a pattern with squared symmetry result as the final stable
state. An example of evolution leading to squared patterns is shown in Fig. (3 
