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0 Introduction.
The goal of this paper is to relate two classes of symplectic manifolds of
great importance in Representation Theory and to put them into a common
framework.
(0.1) Moduli of local systems on Riemann surfaces. First, let
X be a compact oriented C∞ surface and G be a reductive algeraic group.
The moduli space LSG(X) of G-local systems on X is naturally a symplec-
tic manifold [Go], with the symplectic structure given by the cohomological
pairing. As shown by Atiyah-Bott, LSG(X) can be obtained as the Hamilto-
nian reduction of an infinite-dimensional flat symplectic space formed by all
G-connections, with the Lie algebra-valued moment map given by the cur-
vature. Alternatively, LSG(X) can be obtained as a Hamiltonian reduction
of a finite-dimensional symplectic space but at the price of passing to the
multiplicative theory: replacing the Lie algebra-valued moment map by a
group-valued one [AMM].
The variety LSG(X) and its versions associated to surfaces with punc-
tures, marked points etc. form fundamental examples of cluster varieties
[FG], and their quantization is interesting from many points of view. We
will be particularly interested in the case G = GLn, in which case local
systems form an abelian category.
(0.2) Quiver varieties. The second class is formed by the Nakajima
quiver varieties [N]. Given a finite oriented graphQ, the corresponding quiver
varieties can be seen as symplectic reductions of the cotangent bundles to
the moduli spaces of representations of Q with various dimension vectors.
Passing to the cotangent bundle has the effect of “doubling the quiver”:
introducing, for each arrow i // j of Q, a new arrow i joo in the
opposite direction.
Interestingly, one also has the “multiplicative” versions of quiver varieties
defined by Crawley-Boevey and Shaw [CBS] and Yamakawa [Y]. They can be
constructed by performing the Hamiltonian reduction but using the group-
valued moment map. It is these multiplicative versions that we will consider
in this paper.
(0.3) Relation to perverse sheaves. It turns out that both these classes
can be put under the same umbrella of varieties arising from classification
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of perverse sheaves.
From the early days of the theory [BBD], a lot of effort has been spent on
finding descriptions of various categories of perverse sheaves as representation
categories of some explicit quivers with relations. In all of these cases, the
quivers have the following remarkable property: their arrows come in pairs
of opposites i // joo . This reflects the fact that any category of perverse
sheaves has a perfect duality (Verdier duality). The diagram (representation
of the quiver) corresponding to the dual perverse sheaf F⋆ is obtained from
the diagram corresponding to F by dualizing both the spaces and (up to a
minor twist, cf. [Ma, (II.3.4)]) the arrows, thus interchanging the elements
of each pair of opposites. We see therefore a conceptual reason for a possible
relationship between perverse sheaves and quiver varieties.
The relation between perverse sheaves and LSGLn(X) is even more imme-
diate: local systems are nothing but perverse sheaves without singularities,
so “moduli spaces of perverse sheaves” are natural objects to look at.
(0.4) Microlocal sheaves. However, to make the above relations precise,
we need to use a generalization of perverse sheaves: microlocal sheaves. These
objects can be thought as modules over a (deformation) quantization of a
symplectic manifold S supported in a given Lagrangian subvariety X , see
[KS2]. The case S = T ∗M being the cotangent bundle to a manifold M and
X being conic, corresponds to the usual theory of holonomic D-modules and
perverse sheaves. However, for our applications it is important to consider
the case when X is compact.
In this paper we need only the simplest case when X is an algebraic curve
over C which is allowed to have nodal singularities. In this case microlocal
sheaves can be defined in a very elementary way as perverse sheaves on
the normalization satisfying a Fourier transform condition near each self-
intersection point. The relation with quiver varieties appears when we take
X to be a union of projective lines whose intersection graph is our “quiver”
Q (with orientation ignored).
If we consider only “smooth” microlocal sheaves (no singularities other
than the nodes), we get a natural analog of the concept of a local system
for nodal curves. In particular, for a compact X we consider such microlo-
cal sheaves as objects of a triangulated category DM(X, ∅) of microlocal
complexes, and we show in Thm. 1.9 that it has the 2-Calabi-Yau property,
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extending the Poincare´ duality for local systems:
RHom(F ,G)∗ ≃ RHom(G,F)[2].
This gives an intrinsic reason to expect that the “moduli spaces” parametriz-
ing microlocal sheaves or complexes, are symplectic, in complete analogy with
Goldman’s picture [Go] for local systems. We discuss the related issues in
§5D and give a more direct construction of such spaces in §6 by using quasi-
Hamiltonian reduction.
(0.5) Relation to earlier work. An earlier attempt to relate (mul-
tiplicative) quiver varieties and D-module type objects (i.e., to invoke the
Riemann-Hilbert correspondence) was made by D. Yamakawa [Y]. Although
his construction is quite different from ours and is only applicable to quivers
of a particular shape, it was one of the starting points of our inverstigation.
More recently, a Riemann-Hilbert type interpretation of multiplicative
preprojective algebras was given by W. Crawley-Boevey [CB]. His setup is
in fact quite close to ours (although we learned of his paper only after most
of our constructions have been formulated). In particular, the datum of a
“Riemann surface quiver with non-interfering arrows”, a central concept of
[CB], is equivalent to the datum of a nodal curve X : the normalization X˜ is
then the corresponding Riemann surface, and the pairwise identifications of
the points of X˜ needed to get X , form a Riemann surface quiver. From our
point of view, the construction of [CB] can be seen as leading to an explicit
description, in terms of D-module type data, of “smooth” microlocal sheaves
on a nodal curve, see Theorem 2.3.
Considering a nodal curve X as the basic object, has the advantage of
putting the situation, at least heuristically, into the general framework of
deformation quantization (DQ-)modules. In particular, one can consider for
X a projective curve with more complicated singularities, realized as a (nec-
essarily Lagrangian) subvariety in a holomorphic symplectic surface. The
general theory of [KS2] suggests that moduli spaces of “smooth” microlo-
cal sheaves in this situation will produce interesting symplectic varieties.
Further, passing to higher-dimensional projective singular Lagrangian vari-
eties X , one expects to get shifted symplectic varieties, as suggested by the
Calabi-Yau property of DQ-modules [KS2, Cor. 6.2.5] and the general theory
of [KoSo] and [PTVV].
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1 Microlocal sheaves on nodal curves
A. Topological definitions. Let X be a nodal curve over C, i.e., an al-
gebraic, quasi-projective curve whose only singularities are transversal self-
intersection points (also known as nodes, or ordinary double points).
For a node x ∈ X we denote two “branches” of X near x (defined up
to permutation) by B′ and B′′. More precisely, we think of B′ and B′′ as
small disks meeting at x. Alternatively, let ̟ : X˜ → X be the normalization
of X . Then ̟−1(x) = {x′, x′′} consists of two points, and we define B˜′, B˜′′
as the neighborhoods of x′ and x′′ in X˜ . We can then identify canonically
B′ = B˜′, B′′ = B˜′′. We note that the Zariski tangent space to X at a node
x is 2-dimensional:
TxX = TxB
′ ⊕ TxB′′.
Definition 1.1.A duality structure on X is a datum, for each node x, of a
symplectic structure ωx on the 2-dimensional vector space TxX .
Alternatively, a duality structure at a node x can be considered as a
datum of isomorphisms
ε′x : TxB
′ → T ∗xB′′, ε′′x : TxB′′ → T ∗xB′
such that (ε′′x)
∗ = −ε′x.
Example 1.2. (a) Suppose X embedded into a holomorphic symplectic sur-
face (S, ω). Then the restrictions of ω to all the nodes of X give a duality
structure on X .
Note that any duality structure on X can be obtained in this way. In-
deed, we first consider a neighborhood S˜ of the zero section in the cotangent
bundle T ∗X˜. Then for any node x ∈ X with ̟−1(x) = {x′, x′′}, we identify
the neighborhoods U ′ of x′ and U ′′ of x′′ in S˜ by an appropriate symplecto-
morphism so that the intersection of U ′ with the zero section of T ∗S˜ becomes
identified with the intersection of U ′′ with the fiber of T ∗S˜ over x′′ and vice
versa.
(b) Situations when X is naturally embedded into an algebraic symplectic
surface S, provide a richer structure. The best known examples are provided
by S being the minimal resolution of a Kleinian singularity C2/G, where G
is a finite subgroup in SL2(C). In this case X is a union of projective lines,
with the intersection graph being a Dynkin diagram of type ADE.
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Let X be a nodal curve with a duality structure. For each node x ∈ X
we can identify B′ and B′′ with open disks in TxB
′ and TxB
′′ or, equiva-
lently, in TxB˜
′ and TxB˜
′′ respectively. Such identifications are unique up to
contractible spaces of choices.
Let Db(B˜′, x′) be the full subcategory in Dbconstr(B˜
′) formed by complexes
whose cohomology sheaves are locally constant outside x′, and similarly for
Db(B˜′′, x′′). Let Perv(B˜′, x′) ⊂ Db(B˜′, x′) and Perv(B˜′′, x′′) ⊂ Db(B˜′′, x′′) be
the full (abelian) subcategories formed by perverse sheaves.
The above identifications with the disks in the tangent spaces together
with the isomorphisms ε′, ε′′ give rise to geometric Fourier(-Sato) transforms
which are equivalences of pre-triangulated categories
(1.3) Db(B˜′, x′)
FT′
//
Db(B˜′′, x′′),
FT′′
oo
which are canonically inverse to each other and restrict to equivalence of
abelian categories
(1.4) Perv(B˜′, x′)
FT′
//
Perv(B˜′′, x′′).
FT′′
oo
Remark 1.5.The fact that FT′ and FT′′ are precisely inverse to each other,
comes from the requirement that ε′x and ε
′′
x are the negatives of the transposes
of each other, rather than exact transposes. We recall that the “standard”
Fourier-Sato transform for a C-vector space E is an equivalence ([KS1], Ch.
3)
FTE : D
b
mon(E)→ Dbmon(E∗)
(Dbmon means the derived category of C-monodromic constructible complexes).
In this setting FTE∗ is not canonically inverse to FTE : the composition
FTE∗ ◦FTE is canonically identified with (−1)∗, the pullback with respect
to the antipodal transformation (−1) : E → E.
Definition 1.6.A microlocal complex F on X is a datum consisting of:
(1) A C-constructible complex F˜ on X˜ .
(2) For each node x ∈ X , quasi-isomorphisms of constructible complexes
α′ : F˜ |
B˜′
−→ FT′′
(
F˜|
B˜′′
)
, α′′ : F˜ |
B˜′′
−→ FT′
(
F˜ |
B˜′
)
,
inverse to each other.
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A microlocal sheaf on X is a microlocal complex F such that F˜ is a perverse
sheaf on X˜ .
A morphism of microlocal complexes (resp. microlocal sheaves) F → G
is a morphism of constructible complexes (resp. perverse sheaves) F˜ → G˜ on
X˜ compatible with the identifications α′, α′′. In this way we obtain a pre-
triangulated category DM(X) formed by microlocal complexes on X and an
abelian subcategory M(X) formed by microlocal sheaves.
For a finite subset of smooth points A ⊂ Xsm we denote by DM(X,A) ⊂
DM(X) the full subcategory formed by microlocal complexes F such that
F˜ is smooth (i.e., each cohomology sheaf of it is a local system) outside of
̟−1(A). Let M(X,A) be the intersection of M(X) with DM(X,A).
Remarks 1.7. (a) Suppose k = C((h)) is the field of Laurent series in one
variable h with complex coefficients. Assume that X is embedded into a
symplectic surface (S, ω), as in Example 1.2. As shown in [KS2], S admits
a deformation quantization algebroid AS, which locally can be viewed as a
sheaf of C[[h]]-algebras whose reduction modulo h is identified with OS and
whose first order commutators are given by the Poisson bracket of ω. One
also has the h-localized algebroid AlocS = AS ⊗C[[h]] C((h)).
The category DM(X, ∅) can be compared with the category Dbgd,X(AlocS )
of complexes of AlocX -modules whose cohomology modules are coherent, alge-
braically good [KS2, 2.7.2] modules supported on X . More precisely, each
smooth (not necessarily closed) Lagrangian C-submanifold (i.e., a smooth
complex curve) Λ ⊂ S, gives a simple holonomic AlocX -module OΛ, and we
have the “Λ-Riemann-Hilbert functor”
RHomAloc
S
(−,OΛ) : Dbgd,X(AlocS ) −→ Dbconstr(Λ).
Taking for Λ various smooth branches of X , we associate to an object N
of Dbgd,X(AlocS ) a constructible complex F˜ on X˜ . If N is a single module
in degree 0, then F˜ is a perverse sheaf. When two branches meet at a
point (node x of X), the corresponding Riemann-Hilbert functors are, near
x, related to each other by the Fourier transform, thus leading to Definition
1.6.
(b) A particularly interesting algebraic case is provided by S being the
minimal resolution of a Kleinian singularity, see Example 1.2(b). In this case
quantizations of S exist algebraically in finite form (not just over power series
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in h), see [Boy]. It is therefore interesting to compare their modules with
microlocal sheaves on Dynkin chains of P1’s.
Let X be a nodal curve with duality structure and A ⊂ Xsm a finite
subset of smooth points. Let us form a new, noncompact nodal curve
XA = X ∪
⋃
a∈A
T ∗aX
by attaching each cotangent line T ∗aX to X at the point a which becomes a
new node. The symplectic structure on T ∗Xsm gives a duality structure at
each new node.
Proposition 1.8. We have canonical equivalences
DM(X,A) ≃ DM(XA, ∅), M(X,A) ≃ M(XA, ∅).
Proof: We identify the normalization of XA as
X˜A = X˜ ⊔
⊔
a∈A
T ∗aX.
To each microlocal complex F on X we associate a microlocal complex FA
on XA given by
F˜A|X˜ = F˜ , F˜A|T ∗aX = µa(F),
where µa(F) is the microlocalization of F at a, i.e., the Fourier transform of
the specialization of F at a [KS1]. The definition gives the Fourier transform
identifications for F˜A. This defines the desired equivalence.
B. The Calabi-Yau property. Important for us will be the following.
Theorem 1.9. Let X be a compact nodal curve over C equipped with a
duality structure. Then DM(X, ∅) is a Calabi-Yau dg-category of dimension
2. In other words, for any F ,G ∈ DM(X, ∅) we have a canonical quasi-
isomorphism of complexes of k-vector spaces
RHom(F ,G)∗ ≃ RHom(G,F)[2].
Example 1.10.For X smooth, the category M(X, ∅) consists of local sys-
tems on X , and DM(X) consists of complexes with locally constant coho-
mology. Theorem 1.9 in this case reduces to the Poincare´ duality for local
systems on a compact oriented topological surface.
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Remark 1.11.Consider the situation of Remark 1.7(a). For a compact
symplectic manifold S of any dimension d, Corollary 6.2.5 of [KS2] gives
that Dbgd(AlocS ), the category of all complexes of AlocS -modules with coherent
and algebraically good cohomology, is a Calabi-Yau category over C((h)) of
dimension d. This result can be seen as a noncommutative lifting of the
classical Serre duality for coherent OS-modules.
If S is non-compact, then restricting the support to a given compact
subvariety X allows one to preserve the duality, cf. [KS2, Cor. 3.3.4]. In
particular, when S is a symplectic surface, and X ⊂ S is a compact nodal
curve, Dbgd,X(AlocS ) is a Calabi-Yau category over C((h)) of dimension 2. Our
Theorem 1.9 can be seen as a topological analog of this fact.
Proof of Theorem 1.9. Let F ,G ∈ DM(X, ∅). For any open set U ⊂ X
(in the classical topology) we have the complex of vector spaces
RHomDM(U,∅)(F|U ,G|U) ∈ DbVectk .
Taken for all U , these complexes can be thought as forming a complex of
sheaves which we denote
MHom(F ,G) ∈ Dbconstr(X),
so that, in a standard way, we have
RHomDM(X,∅)(F ,G) = RΓ(X,MHom(F ,G)).
Our statement will follow from the Poincare´-Verdier duality on the compact
space X , if we establish the following.
Proposition 1.12. For any nodal curve X (compact or not) with duality
structure and any microlocal complexes F ,G ∈ DM(X, ∅) we have a canon-
ical identification
DXMHom(F ,G) ≃ MHom(G,F)[2].
To prove the proposition, we compare the bifunctor MHom with the
microlocal Hom bifunctor of [KS1] which we recall.
LetM be a smooth manifold and π : T ∗M →M be its cotangent bundle.
For any two complexes of sheaves F,G onM . Kashiwara and Schapira [KS1]
defined a complex of sheaves
µHom(F,G) ∈ Db ShT ∗M
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so that
RHom(F,G) = Rπ∗
(
µHom(F,G)
)
,
RHomDb ShM (F,G) = RΓ
(
T ∗M,µHom(F,G)
)
.
Lemma 1.13. Assume thatM is a complex manifold and F,G ∈ Dbconstr(M).
Then we have a canonical identification
DT ∗M
(
µHom(F,G)
) ≃ µHom(G,F ).
Proof: This is a particular case of Proposition 8.4.14(ii) of [KS1].
We now deduce Proposition 1.12 from Lemma 1.13.
Definition 1.14.Call a subset Z ⊂ X unibranched, if Z is the image, under
the normalization map ̟ : X˜ → X , of an open (in the classical topology)
subset Z˜ such that the restriction ̟|
Z˜
: Z˜ → Z is a bijection.
Note that a unibranched subset Z is a complex analytic curve which may
not be open in X , if it passes through some nodes (in which case it contains
only one branch near each node it passes through). For a microlocal complex
F on X and a unibranched Z ⊂ X we have a well-defined constructible
complex
F||Z := (̟|Z˜)∗F˜ ∈ Dbconstr(Z).
Assume that X is embedded into a symplectic surface S and let U be a
neighborhood of Z in S. Then we can make the following identifications:
(1) U can be identified with a neighborhood of Z in T ∗Z so that Z becomes
identified with the zero section T ∗ZZ.
(2) If we denote the nodes of X contained in Z, by xi, i ∈ I, then U ∩ Z
can be identified with the union of T ∗ZZ and of some neighborhoods of
0 in the fibers T ∗xiZ.
(3) Let F ,G be two microlocal complexes on X . Then, under the above
identifications, we have an isomorphism
MHom(F ,G)|U∩Z ≃ µHom(F||Z ,G||Z)|U∩Z .
Further, because of the Fourier transform identifications in the definition
of a microlocal complex, the identifications in (3) are compatible for different
unibranched sets passing through a given node. Therefore the identifications
(3) allow us to glue the identifications of Lemma 1.13 to a canonical identi-
fication as in Proposition 1.12. This proposition and Theorem 1.9 are now
proved.
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2 Microlocal sheaves: de Rham description.
We now give a D-module type description of microlocal sheaves, relating our
approach with that of [CB].
A. Formulations. Let X be a nodal curve with the set of nodes D and
its preimage D˜ = ̟−1(D) ⊂ X˜ . By an orientation of X we mean a choice,
for each node x, of the order (x′ < x′′) on the two element set of preimages
̟−1(x) = {x′, x′′}.
We denote by
ℜ−1[0, 1) = [0, 1) + iR ⊂ C
the standard fundamental domain for C/Z.
Let Y be a smooth algebraic curve over C (not necessarily compact) and
Z ⊂ Y a finite subset. We recall, see, e.g. [Ma], the concept of a logarithmic
connection (along Z) on an algebraic vector bundle E on Y . Such a connection
∇ can be viewed as an algebraic differential operator ∇ : E → E⊗Ω1Y (logZ).
It has a well-defined residue Resz(∇) ∈ End(Ez) at each z ∈ Z. For a
noncompact Y there is a concept of a regular logarithmic connection (having
regular singularities at the infinity of Y ).
Definition 2.1.Let X be a nodal curve over C, not necessarily compact,
with orientation. A de Rham microlocal sheaf (without singularities) on X
is a datum of:
(1) A vector bundle E on X˜ , together with a regular logarithmic connection
∇ along D˜.
(2) For each node x ∈ D with preimages x′, x′′ ∈ D˜ (order given by the
orientation), two linear operators
Ex′
ux
// Ex′′
vx
oo
such that:
(3) Resx′(∇) = vxux, Resx′′(∇) = −uxvx;
(4) All eigenvalues of vxux and −uxvx lie in ℜ−1[0, 1).
The category of de Rham microlocal sheaves on X without singularities will
be denoted by MdR(X, ∅).
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Remarks 2.2.A de Rham microlocal sheaf is a particular case (λ = 0) of a
λ-connection of [CB], but with additional restriction (4).
Theorem 2.3. Take the base field k = C. Assume that X is equipped with
both an orientation and a duality structure. Then MdR(X, ∅) is equivalent
to M(X, ∅).
B. Riemann-Hilbert correspondence. In order to prove Theorem 2.3,
we recall two classical results about the Riemann-Hilbert correspondence.
First, let Y be a smooth curve over C and Z ⊂ Y a finite subset. A regular
logarithmic connection ∇ : E → E ⊗ Ω1Y (logZ) will be called canonical, all
eigenvalues of all Resz(∇), z ∈ Z, lie in ℜ−1[0, 1). In this case (E,∇) is
obtained by the Deligne canonical extension from its restriction to Y − Z,
see [Ma]. We denote by Connregcan(Y, Z) the category of vector bundles with
regular canonical connections.
Proposition 2.4. The category Connregcan(Y, Z) is equivalence to LS(Y −Z),
the category of local systems on Y −Z. The equivalence is obtained by restrict-
ing (E ,∇) to Y −Z and taking the sheaf of covariantly constant sections.
Proposition 2.5. [Ka][Ma, (II.2.1)] Let I be the category of diagrams of
finite-dimensional C-vector spaces
H =
{
E
u
//
F
v
oo
}
s.t. all eigenvalues of uv and vu lie in ℜ−1[0, 1). Then I is equivalent to
Perv(C, 0). The equivalence takes an object H ∈ I to the DC-module MH
with the space of generators E ⊕ F and relations
x · f = v(f), f ∈ F,
d
dx
· e = u(e), e ∈ E,
and then to the de Rham complex of MH .
C. Fourier transform and RH. Recall [Ma] that the Fourier-Sato trans-
form on Perv(C, 0) corresponds, at the D-module level, to passing from pass-
ing from the generators x, d
dx
of the Weyl algebra of differential operators to
new generators
p = − d
dx
,
d
dp
= x,
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so that [
d
dp
, p
]
=
[
d
dx
, x
]
= 1.
This implies:
Corollary 2.6. The effect of the Fourier-Sato transform on I is the functor
FTI : H =
{
E
u
//
F
v
oo
} 7−→ Hˆ = { F v // E
−u
oo
}
.
Therefore we can reformulate Proposition 2.5 in a more “microlocal” form
Proposition 2.7. Let C = {xp = 0} ⊂ C2 be the coordinate cross with
the orientation defined by putting the x-branch before the p-branch. Then
MdR(C, ∅) is equivalent to Perv(C, 0) ≃M(C, ∅).
Proof: For a diagram H ∈ I, the DC-module MH becomes O-coherent on
C− {0}, and is identified with the following bundle with connection:
E0H =
(
E ⊗OC−{0}, ∇ = d− (vu)dx
x
)
.
Therefore the Deligne canonical extension of E0H to C is the logarithmic con-
nection
EH =
(
E ⊗OC, ∇ = d− (vu)dx
x
)
.
Similarly for the Fourier transformed diagram Hˆ which gives a bundle with
logarithmic connection on C which we view as the other branch of C with
coordinate p:
EHˆ =
(
E ⊗OC, ∇ = d+ (uv))dp
p
)
.
This means that the data (EH , EHˆ, u, v) form an object of MdR(C, ∅).
So we get a functor I → MdR(C, ∅). The fact that it is an equivalence, is
verified in a standard way.
Theorem 2.3 is now obtained by gluing together the descriptions given by
Proposition 2.4 over Xsm and by Proposition 2.5 near the nodes of X .
14
3 Twisted microlocal sheaves
A. Motivation: twisted D-modules and sheaves. LetX be a smooth al-
gebraic variety over C. We recall [BB] that to each class t ∈ H1Zar
(
X,
{
Ω1X
d→
Ω2,clX
})
there corresponds a sheaf of rings of twisted differential operators on
X which we denote DtX .
Recall further that the first Chern class can be understood as a homo-
morphism
c1 : Pic(X) −→ H1Zar
(
X,
{
Ω1X
d→ Ω2,clX
})
.
If L is a line bundle on X , then we have an explicit model:
Dc1(L)x = Diff(L,L)
is the sheaf formed by differential operators from sections of L to sections
of L. For a compact X , the image of c1 is typically an integer lattice in
a complex vector space and the sheaves DtX can be seen as interpolating
between the Diff(L,L) for different L. We recall a particular explicit instance
of this interpolation.
Given a line bundle L on X , we denote by L◦ the total space of L minus
the zero section, so p : L◦ → X is a C∗-torsor over X . We denote by θ
the Euler vector field “x∂/∂x” on L◦, i.e., the infinitesimal generator of the
C∗-action. Thus θ is a global section of DL◦.
Proposition 3.1. Let λ ∈ C. Then
Dλc1(L)X ≃ p∗
(
DL◦
/
DL◦(θ − λ)DL◦
)
.
We now discuss the consequences of Proposition 3.1 for the Riemann-
Hilbert correspondence for twisted D-modules.
On theD-module side, the concepts of holonomic and regularDtX-modules
are defined in the same way as in the untwisted case. We denote by DtX −
Modh.r. the category of holonomic regular DtX-modules, and by Dbh.r.(DtX −
Mod) the derived category formed by complexes with holonomic regular co-
homology modules.
On the sheaf side, choose q ∈ k∗. Let L be a line bundle on X . We denote
by ShL,q(X) the category of sheaves on L◦ whose restriction on each fiber of p
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is a local system with scalar monodromy q · Id. Let Db(X)L,q be the bounded
derived category of ShL,q(X). We denote byDbconstr(X)
L,q ⊂ Db(X)L,q the full
subcategory formed by complexes with C-constructible cohomology sheaves,
and PervL,q(X) ⊂ Dbconstr(X)L,q the full subcategory of perverse sheaves.
Proposition 3.1 implies the following.
Corollary 3.2. Take the base field k = C. Let L be a line bundle on X and
λ ∈ C. We have an anti-equivalence of (pre-)triangulated categories and a
compatible anti-equivalence of abelian categories
Dbh.r.(Dλc1(L)X −Mod)→ Dbconstr(X)L,e
2piiλ
, Dλc1(L)X −Modh.r. → PervL,e
2piiλ
(X).
Remark 3.3.For example, if λ = n is an integer, then the monodromy
comes out to be trivial, and we get that Dλc1(L)X −Modh.r. is anti-equivalent
to PervX . This can also be seen directly, as D
nc1(L)
X = Diff(L⊗n,L⊗n) and so
we have the “solution functor” associating to any module M over this sheaf
of rings the complex
Sol(M) = RHomDiff(L⊗n,L⊗n)(M,L⊗n).
This complex is perverse, and the functor Sol establishes the desired anti-
equivalence.
We will also consider the “universal twist” situation by not requiring
the monodromy to be a fixed scalar multiple of 1 and working instead with
monodromic sheaves and complexes on L◦.
That is, we consider the derived category Dbmon(L◦) defined as the full
subcategory in Db Sh(L◦) formed by C-monodromic complexes. Inside it,
let Dbconstr(X)
L be the full triangulated subcategory of C-constructible C-
monodromic complexes and Perv(X)L the abelian subcategory of perverse
sheaves on L◦ which are C-monodromic.
Note that the natural functor Db(X)L,q → Dbconstr(X)L is not fully faith-
ful. In the D-module picture this correponds to the fact that the derived
pullback functor on modules corresponding to the projection of sheaves of
rings DL◦ → DL◦/(θ − λ) is not fully faithful.
B. Twisted microlocal sheaves. We now modify the above and apply it
to the case when X is a nodal curve.
So let X be a nodal curve over C with the normalization map ̟ : X˜ →
X , as in §1. We denote by D ⊂ X the set of nodes, and by D˜ ⊂ X its
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preimage under ̟. For any node x we choose a small analytic neighborhood
U = Ux = B
′ ∪x B′′ of x. Here B′, B′′ are two branches of X near x which
we identify with their preimages B˜′, B˜′′ ⊂ X˜ .
Let L be a line bundle on X . We denote by L˜ = ̟∗(L) its pullback to
X˜ and by p˜ : L˜◦ → X˜ the projection. For each node x we choose an almost-
trivialization of L over Ux, by which we mean an identification of L|Ux with
the trivial line bundle with fiber Lx or, equivalently, an identification of Gm-
torsors
(3.4) L◦|Ux −→ Ux × L◦x
(Note that the space of almost-trivializations is contractible.) The isomor-
phism (3.4) gives rise to the relative, or (fiberwise with respect to the pro-
jection to L◦x) Fourier transforms which are quasi-inverse equivalences of
triangulated categories
Db(B˜′, x′)L˜
FT′
//
Db(B˜′′, x′′)L˜,
FT′′
oo Db(B˜′, x′)L˜,q
FT′
//
Db(B˜′′, x′′)L˜,q, q ∈ k∗.
FT′′
oo
They induce similar equivalences of abelian categories of twisted perverse
sheaves.
Definition 3.5.Let q ∈ k∗.
(a) An L-twisted, resp. (L, q)-twisted microlocal complex onX is a datum
F consisting of:
(1) An object F˜◦ of Dbconstr(X˜)L˜, resp. of Dbconstr(X˜)L˜,q
(2) For each node x ∈ D with the two branches B′, B′′ as above, isomor-
phisms
FT′(F˜◦|p˜−1(B˜′)) −→ F˜◦|p˜−1(B˜′′), FT′′(F˜◦|p˜−1(B˜′′)) −→ F˜◦|p˜−1(B˜′),
inverse to each other.
(b) An L-twisted, resp. (L, q)-twisted microlocal sheaf is an L-twisted, resp.
(L, q)-twisted microlocal complex such that F˜◦ is a perverse sheaf on L˜◦.
As before, for any finite subset A ⊂ X of smooth points we denote by
DML(X,A), resp. DML,q(X,A) the pre-triangulated dg-category formed
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by L-twisted, resp. (L, q)-twisted microlocal complexes F on X such that
F˜◦ has locally constant cohomology outside of the preimage of A in L˜◦. By
ML(X,A), resp. ML,q(X,A) we denote the full (abelian) subcategory in
DML(X,A), resp. DML,q(X,A) formed by q-twisted microlocal sheaves.
C. Calabi-Yau properties. Theorem 1.9 generalizes to the twisted case as
follows.
Theorem 3.6. Assume X is a compact nodal curve with a duality structure,
and (Xi)i∈I be its irreducible components. Let L be a line bundle on X with
an almost-trivialization on a neighborhood of each node. Then:
(a) DML(X, ∅) is a Calabi-Yau category of dimension 3.
(b) For any q ∈ k∗ we have that DML,q(X, ∅) is a Calabi-Yau category of
dimension 2.
Example 3.7. If X is a smooth projective curve of genus g, then part (a)
corresponds to the Poincare´ duality on the compact 3-manifold L◦/R∗+, the
circle bundle on X associated to L.
Sketch of proof of Theorem 3.6: It is obtained by arguments similar to
those for Theorem 1.9. That is, for any two objects F ,G of the cate-
gory DML(X, ∅) resp. DML,q(X, ∅) we introduce a constructible complex
MHomL(F ,G) resp. MHomL,q(F ,G) whose complex of global sections over
X is identified with RHom(F ,G) in the corresponding category. The state-
ment then follows from canonical identifications
DMHomL(F ,G) ≃ MHomL(G,F)[3],
DMHomL,q(F ,G) ≃ MHomL,q(G,F)[2].
These identifications are obtained by comparing the bifunctorMHomL with
the bifuctor µHom of [KS1] applied to constructible complexes on manifolds
of the form L◦|Z , where Z is a unibranched subset of X .
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4 Multiplicative preprojective algebras
A. The definitions. We recall the definition of multiplicative preprojective
algebras, following [CBS] [Y].
Convention 4.1.There is a very close correspondence between:
(1) k-linear categories C with finitely many objects.
(2) Their total algebras
ΛC =
⊕
x,y∈Ob(C)
HomC(x, y).
For instance, each object x ∈ C gives an idempotent 1x ∈ ΛC, left ΛC-modules
are the same as covariant functors C → Vectk, and so on. For this reason we
will not make a notational distinction between objects of type (1) and (2),
thus, for example, speaking about objects of an algebra Λ and morphisms
between them (meaning objects and morphisms of a category C such that
Λ = ΛC).
Let Γ be a quiver, i.e., finite oriented graph, with the set of vertices I and
the set of arrows E, so we have the source and target maps s, t : E → I. We
fix a total ordering < on E.
Definition 4.2.Let q = (qi)i∈I ∈ (C∗)I . The multiplicative preprojective
algebra Λq(Γ) is defined by generators and relations as follows:
(0) Ob(Λq(Γ)) = I. In particular, for each i ∈ I we have the identity
morphism 1i : i→ i.
(1) For each arrow h ∈ E there are two generating morphisms ah : s(h)→
t(h) and bh : t(h)→ s(h). We impose the condition that
1t(h) + ahbh : t(h)→ t(h), 1s(h) + bhah : s(h)→ s(h)
are invertible, i.e., introduce their formal inverses.
19
(2) We further impose the following relations: for each i ∈ I,∏
h∈E:t(h)=i
(1i + ahbh)
∏
h∈E,s(h)=i
(1i + bhah)
−1 = qi1i,
where the factors in each product are ordered using the chosen total
order < on E.
It was proven in [CBS, Th. 1.4] that up to an isomorphism, Λq(Γ) is inde-
pendent on the choice of the order <, as well as on the choice of orientation
of edges of Γ.
B. Microlocal sheaves on rational curves. Let now X be a compact
nodal curve over C with the set of components Xi, i ∈ I. We then have the
intersection graph ΓX of X . By definition, this is an un-oriented graph with
the set of vertices I and as many edges from i to j as there are intersection
points of Xi and Xj. In particular, for i = j we put as many loops as there
are self-intersection points of Xi. We now choose an orientation of ΓX and
an ordering of the arrows in an arbitrary way, thus making it into a quiver,
so that the above constructions apply to ΓX . Note that an orientation of ΓX
is the same as an orientation of X in the sense of §2A.
Let L be a line bundle on X . We keep the notation of §3. Let di =
deg(̟∗iL) ∈ Z. For q ∈ k∗ we denote qdeg(L) = (qdi)i∈I .
Theorem 4.3. Assume that all the components Xi are rational, i.e., the
normalizations X˜i are isomorphic to P
1. Then the category ML,q(X, ∅) is
equivalent to the category of finite-dimensional modules over Λq
deg(L)
(ΓX).
C. Perverse sheaves on a disk: the (Φ,Ψ)-description. The proof of
Theorem 4.3 is based on a conceptual interpretation of the factors 1i + ahbh
and (1i + bhah)
−1 entering the defining relations of Λq(Γ). We observe that
such expressions describe the monodromies of perverse sheaves on a disk.
More precisely, let B be an open disk in the complex plane containing a
point y. Let B be an “abstract” closed disk containing B as its interior. We
denote Perv(B, y) the category of perverse sheaves on B smooth everywhere
except possibly y. Note that for any F ∈ Perv(B, y), the restriction of F to
B − {y} is a local system in degree 0 and so extends, by direct image, to a
local system on B−{y}. So we can think of F as a complex of sheaves on B,
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whose restriction to B − {y} is quasi-isomorphic to a local system in degree
0. In particular, for each z ∈ B − {y} we have a single vector space Fz, the
stalk of F at z.
We have the following classical result [Be] [GGM].
Proposition 4.4. (a) Let J be the category of diagrams of finite-dimensional
k-vector spaces
Φ
a
// Ψ
b
oo
such that the operator TΨ = 1Ψ + ab is invertible. For such a diagram the
operator TΦ = 1Φ + ba is invertible as well. The category Perv(B, y) is
equivalent to J.
(b) Explicitly, an equivalence in (a) is obtained by choosing a boundary
point z ∈ ∂B and joining it with a simple arc K with y. After such choices
the vector spaces corresponding to F ∈ Perv(B, y) are found as
Ψ = Ψ(F) = Fz = H0(K − {y},F), Φ = Φ(F) = H1K(B,F).
The operator TΨ is the anti-clockwise monodromy of the local system F|B−{y}
around y.
The space Ψ(F) and Φ(F) are referred to as the spaces of nearby and
vanishing cycles of F at y (with respect to the choice of an arc K).
D. Fourier transform in the (Φ,Ψ)-description. Let L be a 1-dimensional
C-vector space, L∗ = HomC(L,C) be the dual space, with the canonical pair-
ing
(z, w) 7→ 〈z, w〉 : L× L∗ −→ C.
Let K be a half-line in L originating at 0, and
K∗ =
{
w ∈ L∗ : 〈z, w〉 ∈ R≥0, ∀z ∈ K
}
be the dual half-line in L∗. We can consider K as a simple arc in L joining
0 with the infinity of L, and similarly with K∗. Therefore the choices of K
and K∗ give identifications of the categories Perv(L, 0) and Perv(L∗, 0) with
the categories of diagrams as in Proposition 4.4.
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Proposition 4.5. Under the identifications of Proposition 4.4, the Fourier-
Sato transform
FT : Perv(L, 0) −→ Perv(L∗, 0)
corresponds to the functor FTJ which takes{
Φ
a
// Ψ
b
oo
} FTJ7−→ { Ψ a′ // Φ
b′
oo
}
,
where (a′, b′) are related to (a, b) by the “cluster transformation”{
a′ = −b,
b′ = a(1Φ + ba)
−1.
Corollary 4.6. In the situation of Proposition 4.5 we have
1+ a′b′ = (1+ ba)−1.
Note that this corollary prevents us from having a naive statement of the
kind “Fourier transform interchanges Φ with Ψ and a with b”.
Proof of Proposition 4.5: We first establish the identifications
(4.7) Ψ(FT(F)) ≃ Φ(F).
Let K† ⊂ L be the half-plane formed by z such that ℜ〈z, w〉 ≥ 0 for each
w ∈ K∗. From the definition of FT, see [KS1], §3.7 and the fact that F is
C∗-monodromic, we see that Ψ(FT(F)), i.e., the stalk of FT(F) at a generic
point of the ray K∗, is equal to the vector space H1
K†
(L,F). But K† contains
K and can be contracted to it without changing the cohomology with support
for any F ∈ Perv(L, 0). This means that Ψ(FT(F)) ≃ H1K(L,F) = Ψ(F).
Next, we prove the Corollary 4.6. Note that rotating K in L anti-
clockwise results in rotating K∗ in L∗ clockwise. So the monodromy on Φ(F)
obtained by rotating K in the canonical way given by the complex structure
(i.e., anti-clockwise), is the inverse of the monodromy on Ψ(FT(F)) = Φ(F)
obtained by rotating K∗ in the same canonical way (i.e., also anti-clockwise).
This establishes the corollary.
We now prove Proposition 4.5 in full generality by using the approach
of [Be]. We identify Perv(L, 0) with J throughout. Note that m = (TΦ, TΨ)
defines an automorphism of the identity functor of J = Perv(L, 0) called the
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monodromy operator. Further, Perv(L, 0) splits into a direct sum of abelian
categories
Perv(L, 0) = Perv(L, 0)u ⊕ Perv(L, 0)nu.
Here m acts unipotently on every object F ∈ Perv(L, 0)u (equivalently, on
Φ(F), Ψ(F) for F ∈ Perv(L, 0)u), while 1−m is invertible on every object
F ∈ Perv(L, 0)nu .
We construct the isomorphism claimed in Proposition 4.5 separately for
F ∈ Perv(L, 0)u and F ∈ Perv(L, 0)nu.
Assume first that F ∈ Perv(L, 0)nu. Notice that for F ∈ Perv(L, 0)nu
the maps a : Φ(F) → Ψ(F) and b : Ψ(F) → Φ(F) are invertible. This
means that either of the two functors F 7→ (Ψ(F), TΨ), F 7→ (Φ(F), TΦ) is
an equivalence between Perv(L, 0)nu and the category of vector spaces with
an automorphism which does not have eigenvalue one. Thus in this case it
suffices to construct a functorial isomorphism Φ(F) ∼= Ψ(FT(F)) sending
the automorphism TΦ to T
−1
Ψ . This reduces to Corollary 4.6.
We now consider F ∈ Perv(L, 0)u. Notice that the category Perv(L, 0)u
has, up to isomorphism, two irreducible objects, L0 = k0[−1] and L1 = kL
(the sky-scraper at zero and the constant sheaf). Let Π0, Π1 be projective
covers of L0,L1, which are projective objects in the category of pro-objects
Pro
(
Perv(L, 0)u
) ⊂ Fun(Perv(L, 0)u,Vectk)op.
They are defined uniquely up to an isomorphism. Moreover, any exact func-
tor from Perv(L, 0)u to vector spaces sending L1 (resp. L0) to zero and L0
(resp. L1) to a one dimensional space is isomorphic, in the sense of viewing
pro-objects as functors above, to Π0 (resp. Π1). This means that there exist
isomorphisms of functors Perv(L, 0)→ Vectk
Hom(Π0,−) ∼= Φ, Hom(Π0,−) ∼= Ψ.
We fix such isomorphisms.
Proposition 4.4 implies that End(Π0) ≃ k[[(m − 1)]] ≃ End(Π1) while
each of the spaces Hom(Π0,Π1), Hom(Π1,Π0) is a free rank one module over
k[[(m− 1)]] generated respectively by elements a, b.
Since FT interchanges L0 and L1, we have
(4.8) FT(Π0) ≃ Π1, FT(Π1) ≃ Π0.
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Furthermore, the isomorphism (4.7) sending mF to m
−1
FT(F) shows that for
some (hence for any) choice of the isomorphisms FT(Π0) ∼= Π1 the automor-
phim FT(m) of the left hand side corresponds to the automorphism m−1 of
the right hand side. It follows that an isomorphism FT(Π1) ∼= Π0 also sends
FT(m) to m−1. We can choose the isomorphisms (4.8) in such a way that the
map FT(a) becomes compatible with −b. This is clear since both elements
generate the corresponding free rank one modules over k[[(m−1)]]. Then we
see that FT(b) corresponds to a(1Π0 + ba)
−1, this implies the statement.
Remark 4.9. In the last paragraph of the proof we made a choice of isomor-
phisms (4.8) satisfying certain requirements. We have earlier constructed an
isomorpism of functors (4.7). Combining it with the canonical isomorphism
FT2(F) = (−1)∗(F) we can (upon making a binary choice of a homotopy
class of a path connecting the ray K to the ray −K) produce a canonical
isomorphism Ψ(F) ≃ Φ(FT(F)). These two isomorphism of functors yield
isomorphisms of representing objects. We do not claim however that these
isomorphisms satisfy our requirements. They provide another (isomorphic
but different) functor on the category of linear algebra data of Proposition
4.4; it may be interesting to work it out explicitly.
Remark 4.10. In the case k = C one can deduce the proposition from the
infinitesimal description Perv(C, 0) ≃ I (Proposition 2.5), where the Fourier
transform functor FTI : I→ I is given by Corollary 2.6:
(4.11)
{
E
u
// F
v
oo
} 7−→ { E ′ = F u′ // F ′ = E
v′
oo
}
, u′ = v, v′ = −u.
Since both I and J describe Perv(C, 0), we get an identification I→ J which
was given explicitly by Malgrange [Ma, (II.3.2)] as follows:
(4.12)
{
E
u
// F
v
oo
} 7−→ { Φ = a // Ψ = F
b
oo
}
{
a = u,
b = ϕ(vu) · v, ϕ(z) = (e2πiz − 1)/z.
By inverting (4.12) (i.e., finding u and v through a and b), and then applying
(4.12) to u′, v′ given by (4.11), we get an object
{
Ψ
a†
// Φ
b†
oo
}
which turns out
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to be isomorphic to
{
Ψ
a′
// Φ
b′
oo
}
by conjugation with an explicit invertible
function of 1Φ + ba).
E. Proof of Theorem 4.3. We start with an almost obvious model case
of one projective line Y ≃ P1. Suppose we are given a point z ∈ Y which
will serve as an “origin” and a further set of N points A = {y1, · · · , yN}
which we position on the boundary of a closed disk B containing z, in the
clockwise order. Choose a system of simple arcs Kν joining z with yν and
not intersecting outside of z. Let L be a line bundle of degree d on P1 and
let q ∈ k∗.
Lemma 4.13. The category Perv(L,q)(Y,A) is equivalent to the category of
diagrams consisting of vector spaces Ψ,Φ1, · · · ,ΦN and linear maps{
Φν
aν
// Ψ
bν
oo
}
, ν = 1, · · · , N,
such that each 1Ψ + aνbν is invertible and
N∏
ν=1
(1Ψ + aνbν) = q
d1Ψ.
Proof: We first consider the untwisted case: q = 1 or, equivalently, no L.
In this case the statement follows at once from Proposition 4.4. Indeed,
choose thin neighborhoods Uν of Kν (thus containing z and yν which are
topologically disks and let U =
⋃
Uν . We can assume that Y is, topologically,
a disk as well. An object F ∈ Perv(Y,A) can be seen as consisting of perverse
sheaves Fν on Uν which are glued together into a global perverse sheaf on Y .
Each Fν is described by a diagram
{
Φν
aν
// Ψν
bν
oo
}
, To glue the Fν together,
we need, first, to identify all the Ψν with each other, i.e., with a single vector
space Ψ. This will give a perverse sheaf FU on U . In order for FU to
extend to a perverse sheaf on Y = CP1, it is necessary and sufficient that
the monodromy of FU along the boundary ∂U of U be trivial, in which case
the extension is unique up to a unique isomorphism.
To identify this condition explicitly, let γν be a loop in Y beginning at
z, going towards yν along Kν , then circling around yν anti-clockwise and
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returning back to z along the same path. Then ∂U can be represented, up
to homotopy, by the composite loop γ = γ1γ2 · · · γN and the monodromy of
Fν around γν is 1 + aνbν .
In the twisted case, choose a trivialization of L over U , so that we have
the projections
U
α←− L◦|U β−→ C∗
Let z˜ be the vector in the fiber of L over z such that β(z˜) = 1. Let
γ˜ = γ × {1} ⊂ U × C∗ ≃ L◦|U
be the lift of γ with respect to the trivialization. Since γ does not meet A,
we can regard γ˜ as a loop in L◦|Y−A, beginning and ending at z˜.
Note that the line bundle L is trivial over Y −A as well, and so
π1
(L◦|Y−A, z˜) = Z · ζ,
where ζ is the counterclockwise loop in the fiber L◦|z. Under this identifica-
tion, the element represented by γ˜, is equal to d · ζ .
Now, using our trivialization, we have an equivalence
M : Perv(U,A) −→ Perv(L,q)(U,A), F 7→ α∗F ⊗k β∗Eq,
where Eq is the 1-dimensional local system on C∗ with monodromy q. An
object F of Perv(U,A) is described by a diagram of
{
Φν
aν
// Ψ
bν
oo
}
, ν = 1, · · · , N
as before. The possibility of extending M(F) from L◦|U to the whole of L◦
is equivalent to the monodromy around ζ ∈ π1(L|Y−A, z˜) being equal to q ·1.
In view of the equality γ˜ = d · ζ , this gives precisely the condition of the
lemma.
The proof of Theorem 4.3 is now obtained by gluing together the descrip-
tions of Lemma 4.13, using Proposition 4.5 and Corollary 4.6.
More precisely, we apply the lemma to each (Yi, Ai), i ∈ I, where the
Yi = X˜i
̟i→ X , i ∈ I are the components of the normalization X˜ of X , and
Ai = D˜ ∩ X˜i. We recall that D˜ ⊂ X˜ is the preimage of the set of nodes
D ⊂ X . We put Li = ̟∗iL so that di = deg(Li).
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Choose an orientation of the intersection graph Γ = ΓX , or, equivalently,
an ordering (x′, x′′) of the pair of preimages of each node x ∈ D. We will
label these preimages by the arrows h of Γ, i.e., denote them by
x′h ∈ As(h) ⊂ Ys(h), x′′h ∈ At(h) ⊂ Yt(h), h ∈ E.
Thus Ai consists of
x′h, s(h) = i and x
′′
h, t(h) = i.
We choose a base point zi in each Yi and position the elements of Ai on the
boundary of a disk around zi, so that, in the clockwise order, we have first the
x′′h, t(h) = i (according to the order < on E) and then the x
′
h, s(h) = i (again
according to <). We join zi with the elements of Ai simple arcs meeting only
at zi.
An object Fi ∈ Perv(Li,qi)(Yi, Ai) is then described by a diagram consist-
ing of one space Ψi together with spaces Φx′
h
, s(h) = i and Φx′′
h
, t(h) = i
together with the maps{
Φx′
h
a′
h
// Ψi
b′
h
oo
}
, s(h) = i,
{
Φx′′
h
a′′
h
// Ψi
b′′
h
oo
}
, t(h) = i
so that the condition of the lemma reads:
(4.14)
∏
t(h)=i
(1+ a′′hb
′′
h)
∏
s(h)=i
(1+ a′hb
′
h) = q
di · 1.
In order to glue the Fi into one twisted microlocal sheaf on X , we need to
specify an identification of Fourier transforms at each node x. This means
that Ψi (which is identified with the space of nearby cycles of Fi at each x′h,
s(h) = i and each x′′h, t(h) = i) becomes identified with the space of vanishing
cycles of Ft(h) at x′′h for s(h) = i and of Fs(h) at x′h for t(h) = i.
Therefore all the linear algebra data reduce to the vector spaces Vi = Ψi
and linear operators
ah : Vs(h) = Ψs(h) ≃ Φx′′
h
(Ft(h)) a
′′
h−→ Ψt(h) = Vt(h),
bh : Vt(h) = Ψt(h)
b′′
h−→ Φx′′
h
(Ft(h) ≃ Ψs(h) = Vs(h),
where ≃ stands for the identifications given by the Fourier transform. This
means that we do not use the simply primed a′h, b
′
h, expressing them through
a′′h, b
′′
h by Proposition 4.5.
After this reduction, the conditions (4.14) coincide, in view of Corollary
4.6, with the defining relations of the multiplicative preprojective algebra.
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5 Preprojective algebras for general nodal curves
Theorem 4.3 can be extended to the case of arbitrary compact nodal curves by
introducing an appropriate analog of preprojective algebras (PPA). In this
section we present this analog and discuss possible further generalizations
to differential graded (dg-) case and their consequences for the symplectic
structure of moduli spaces.
Throughout the paper we use the notation
[α, β] = αβα−1β−1
to denote the group commutator.
A. Higher genus PPA. Let X be a compact nodal curve over C. As before
we denote byD the set of nodes ofX , by Xi, i ∈ I the irreducible components
of X and by X˜i ⊂ X˜ ̟→ X the normalizations of Xi and X . Let L be a line
bundle on X and L˜ = ̟∗L. We denote by:
gi = the genus of X˜i, di = deg(L˜|X˜i), D˜i = ̟−1(D) ∩ X˜i.
We choose an orientation of X , i.e., a total order x′ < x′′ on each 2-element
set ̟−1(x), x ∈ D, see §2A.
For each node x ∈ D we denote by s(x) ∈ I the label of the irreducible
component containing x′, and by t(x) the label of the component containing
x′′. We also choose a total order on the set D.
Definition 5.1.Let X,L as above be given and q ∈ k∗. The preprojective
(X,L)-algebra ΛL,q(X) is defined by generators and relations as follows:
(0) Objects i ∈ I.
(1) For each node x ∈ D, two generating morphisms ax : s(x) → t(x) and
bx : t(x)→ s(x). We impose the condition that
1t(h) + ahbh : t(h)→ t(h), 1s(h) + bhah : s(h)→ s(h)
are invertible, i.e., introduce their formal inverses.
(1’) For each i ∈ I there are generating morphisms
αiν , β
i
ν , i = 1, · · · , gi,
which are required to be invertible.
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(2) For each i ∈ I we impose a relation
∏
x∈D:t(h)=i
(1i + axbx)
∏
x∈D,s(x)=i
(1i + bxax)
−1
gi∏
ν=1
[αiν , β
i
ν ] = q
di1i.
Here the factors in the first two products are ordered using the chosen
total order < on D.
Examples 5.2. (a) If all Xi are rational, then Λ
L,q(C) reduces to the multi-
plicative preprojective algebra associated to the quiver ΓX , and parameters
qdi, see §4.
(b) If X is smooth irreducible of genus g > 0, then the fundamental
group π1(X) has a universal central extension π˜1(X) given by generators
and relations as follows
π˜1(X) =
〈
α1, · · · , αg, β1, · · · , βg,q
∣∣∣∣ g∏
ν=1
[ανβν ] = q, [αi,q] = [βi,q] = 1
〉
.
In this case ΛL,q(X) is a quotient of the group algebra of π˜1(X) by the relation
q = qd.
Theorem 5.3. The abelian categoryML,q(X, ∅) is equivalent to the category
of finite-dimensional modules over ΛL,q(X).
B. Proof of Theorem 5.3. It is similar to that of Theorem 4.3. We first
consider the following model case.
Let Y be a smooth, compact, irreducible curve of genus g together with
finite subset A = {y1, · · · , yN} ⊂ Y . Let L be a line bundle over Y of degree
d. Define a k-algebra ΛL,q(Y,A) by generators and relations as follows;
(0) Objects ψ, φ1, · · · , φN .
(1) Generating morphisms
aλ : φλ → ψ, bλ : ψ → φλ, λ = 1, · · · , N ;
αν , βν : ψ → ψ, ν = 1, · · · , g.
We require that
1ψ + aλbλ, 1φλ + bλaλ, aν , bν , hµ
be invertible, i.e., introduce their formal inverses.
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(2) One relation
N∏
λ=1
(1ψ + aλbλ)
g∏
ν=1
[αν , βν] = q
d1ψ.
Lemma 5.4. The abelian category PervL(Y,A) is equivalent to the category
of finite-dimensional ΛL(Y,A)-modules.
Proof: Completely analogous to that of Lemma 4.13. We choose a base point
p ∈ Y −A, realize αi and βi as the standard A- and B-loops based at p and
choose simple arcs Kλ jointing p with yλ so that they do not intersect except
at p and follow each other in the clockwise order. Conjugating with Kλ a
small loop around yλ, we get a loop hλ based at p, and we can choose the Kλ
to follow the system of αi, βi in the clockwise order so that in π1(Y − A, p)
we have the relation
N∏
λ=1
hλ
g∏
ν=1
[αν , βν ] = 1.
Let D be a disk containing all the paths Kλ, so L is trivial over D. The
lemma is obtained by gluing the category of perverse sheaves on D and that
of (twisted) local systems on X −D.
Theorem 5.3 is now obtained by gluing the descriptions of Lemma 5.4 for
(Y,A) = (X˜i, D˜i) for various i.
C. Remarks on derived PPA. The algebra ΛL,q(X) has a derived ana-
log. This is a dg-algebra LΛL,q(X) with the same generators ax, bx, α
i
ν , β
i
ν as
ΛL,q(X) (considered in degree 0) with the same conditions of invertibility but
instead of imposing relations in Definition 5.1, we introduce new free gener-
ators of degree −1 whose differentials are put to be the differences between
the LHS and RHS of the relations. The symbol L is used to signify the left
derived functor. Thus ΛL,q(X) is the 0th cohomology algebra of LΛL,q(X).
It seems very likely that the triangulated category DML,q(X) can be
identified with the derived category formed by finite-dimensional dg-modules
over LΛL,q(X) (with quasi-isomorphisms inverted). In view of Theorem 1.9
we can then expect that DML,q(X) is a Calabi-Yau dg-algebra of dimension
2. In other word, we expect that, denoting L = LΛL,q(X), there is a quasi-
isomorphism of L-bimodules
(5.5) γ : L→ L! := RHomL⊗Lop(L, L⊗ Lop)[2], such that γ = γ![2],
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see [Gi], Def. 3.2.3.
In general, LΛL,q(X) is not quasi-isomorphic to ΛL,q(X), which explains
the following example.
Example 5.6.Let X be the union of two projective lines meeting trans-
versely, let L be trivial and q = 1. Then DM(X, ∅) is a Calabi-Yau category
of dimension 2, whileM(X, ∅) has infinite cohomological dimension. Indeed,
M(X, ∅) is identified with the category of modules over the multiplicative
preprojective algebra corresponding to the quiver A2; this algebra has two
objects 1, 2 generating morphisms a : 1 → 2 and b : 2 → 1 subject to the
relations ab = ba = 0.
We can also define the universal higher genus PPA (derived as well as non-
derived) by replacing q ∈ k∗ in the above by an indeterminate q and working
over the Laurent polynomial ring k[q±1]. We denote the corresponding (dg-)
algebras by LΛL(X) and ΛL(X).
Because of the 1-dimensionality of k[q±1], we expect that LΛL(X), con-
sidered as a dg-algebra over k, is 3-Calabi-Yau, rather than 2-Calabi-Yau.
Example 5.7. If X is a smooth projective curve of genus g > 0, then ΛL(X)
is the group algebra of the fundamental group of L◦. Now, L◦ is homotopy
equivalent to a circle bundle over X , which is a compact, apsherical, oriented
3-manifold. By [Gi], Cor. 6.1.4 this implies that ΛL(X) is a (non-dg) 3-
Calabi-Yau algebra. Further, in this case LΛL(X) is quasi-isomorphic to
ΛL(X) by [Gi], Thm. 5.3.1.
D. Remarks on moduli spaces. Assume char(k) = 0. We would like to
view the symplectic nature of (multiplicative) quiver varieties as yet another
manifestation of the following general principle, which also encompasses the
approaches of [Go] and [Mu] to local systems (resp. coherent sheaves) on
topological (resp. K3 or abelian) surfaces.
2-Calabi-Yau principle 5.8. If C is a Calabi-Yau category of dimension
2, then M, the “moduli space” of objects in C, has a canonical symplectic
structure. After identifying the “tangent space” to M at the point corre-
sponding to object E, with Ext1C(E,E), the symplectic form is given by the
cohomological pairing
Ext1C(E,E)⊗ Ext1C(E,E) ∪−→ Ext2C(E,E) tr−→ k,
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where tr corresponds, via the Calabi-Yau isomorphism, to the embedding
k→ HomC(E,E).
This principle, along with a generalization to N -Calabi-Yau categories
for any N , was formulated in [KoSo] §10 and made precise in a formal neigh-
borhood context. A wider, more global, interpretation would be as follows.
“Space”: understood in the sense of derived algebraic geometry [L2] [TVe],
as a derived stack. Informally, a derived stack Y can be seen as a nonlinear
(curved) analog of a cochain complex of k-vector spaces, in the same sense in
which a manifold can be seen as a curved analog of a single vector space. In
particular, for a k-point y ∈ Y we have the tangent dg-space T •yY, which is
a cochain complex. The amplitude of Y is an integer interval [a, b] such that
H iT •yY = 0 for i /∈ [a, b] and all y. Given a morphism f : Y → Z of smooth
affine algebraic varieties over k and a k-point z ∈ Z, we have the derived
preimage Rf−1(z), which is a derived stack (scheme) of amplitude [0, 1], see
[CFK] for elementary treatment.
“Moduli”: understood as the derived stack MC of moduli of objects in a dg-
category C defined in [TVa]. Under good conditions on C, each object E gives
a k-point [E] ∈MC and we have the Kodaira-Spencer quasi-isomorphism
T •[E]MC ≃ RHomC(E,E)[1].
“Symplectic”: understood in the sense of [PTVV]. That is, the datum
of a symplectic form on a derived stack Y includes not only pairings on
the tangent dg-spaces T •yY but also higher homotopies for the de Rham
differentials of such pairings.
“2-Calabi-Yau”: In order for the approach of [KoSo] to be applicable, even
at the formal level, we need not only canonical identifications RHom(E, F )∗ ≃
RHom(F,E)[2] but a finer structure: a class in the Hochschild cohomology
of C inducing these identifications. For instance, if C is the derived category
of dg-modules over a dg-algebra L, we need an isomorphism γ as in (5.5), i.e.,
L should have a structure of a Calabi-Yau dg-algebra in the sense of [Gi]. For
the categories of deformation quantization modules, Hochschild cohomology
classes of this nature were constructed in [KS2] Thm. 6.3.1.
While there is every reason to expect the validity of Principle 5.8 in this
setting, this has not yet been established. The case of C = DM(X, ∅) =
Dbloc. const(X) for a smooth compact X follows from the results of [PTVV], as
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in this case MC is interpreted in terms of mapping stacks to the (−2)-shifted
symplectic stacks BGLN . This interpretation does not apply to DM(X, ∅)
for a general compact nodal curve X . So we cannot use Principle 5.8 to
construct “symplectic moduli spaces of microlocal sheaves”. In the next sec-
tion we present an alternative, more direct approach via quasi-Hamiltonian
reduction.
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6 Framed microlocal sheaves and multiplica-
tive quiver varieties
A. Motivation. Recall [N] that the original setting of Nakajima Quiver
Varieties MΓ(V,W ) involves two types of vector spaces associated to vertices
i of quiver Γ:
(1) The “color” spaces Vi which are gauged, i.e., we perform the Hamilto-
nian reduction by the group GL(V ) =
∏
GL(Vi) in order to arrive at
MΓ(V,W ).
(2) The “flavor” spaces Wi which are fixed, in the sense that MΓ(V,W )
depends on W functorially. In particular, it has a Hamiltonian action
of the group GL(W ) =
∏
GL(Wi).
The setting of preprojective algebras (whose multiplicative version was
reviewed in §4), corresponds to the case when Wi = 0.
In this section we explain a geometric framework allowing us to introduce
such flavor spaces in a more general context of microlocal sheaves. For sim-
plicity we restrict the discussion to untwisted microlocal sheaves.
B. Microlocal sheaves framed at ∞. Let Y be a quasi-projective nodal
curve over C with a duality structure. We assume that Y = Y −∞, where Y
is a compact nodal curve and ∞ = {∞j}j∈J is a finite set of smooth points.
Let
Y ∂ = Bl∞(Y ) = Y ⊔ C, C =
⊔
j∈J
Cj
be the real blowup of Y at ∞. Thus Y ∂ is a compact topological space
obtained by adding to Y the circles Cj, so that each Cj = S
1
∞j
Y is the circle
of real directions of Y at ∞j. Note that in a neighborhood of C, the space
Y ∂ is naturally a 2-dimensional oriented C∞-manifold with boundary C. We
choose a base point pj in each Cj.
Any microlocal sheaf F on Y is a local system in degree 0 near ∞. Thus
it extends canonically (by direct image) to a complex of sheaves F∂ on Y ∂
which is a local system in degree 0 near C. In particular, it gives rise to
finite-dimensional k-vector spaces Fpj , defined as the stalks of F∂ at pj. We
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denote by
mj(F) : Fpj −→ Fpj
the anti-clockwise monodromy of F∂ around Cj
Definition 6.1.Let W = (Wj)j∈J be a family of finite-dimensional k-vector
spaces. By aW -framed microlocal sheaf on Y we mean a datum consisting of
a microlocal sheaf F ∈ M(Y, ∅) together with isomorphisms φj : Fpj → Wj ,
j ∈ J .
We denote by M(Y )W the category (groupoid) formed by W -framed
microlocal sheaves on Y and their isomorphisms (identical on W ).
Proposition 6.2. Assume that Y is an affine nodal curve with a duality
structure, i.e., there is at least one puncture on each irreducible component.
Then:
(a) There exists a smooth affine algebraic k-variety M(Y )W (the moduli
space of W -framed microlocal sheaves) such that isomorphism classes
of objects of M(Y )W are in bijection with k-points of M(Y )W .
(b) The group GL(W ) =
∏
GL(Wj) acts on M(Y )W by change of the
framing. Taking the monodromies around the Cj gives an equivariant
morphism (which we call the moment map)
m = (mj)j∈J : M(Y )W −→ GL(W ).
Proof: (a) We analyze the data of a W -framed microlocal sheaf directly on
X˜ , as in the previous section. These data reduce to a collection of linear
operators between the Wj such that certain expressions formed out of them
are invertible but, since each X˜i is affine, subject to no other relations. This
means thatM(Y )W is realized as an open subset in the product of sufficiently
many copies of affine spaces Hom(Wj,Wj′).
(b) Obvious.
Example 6.3 (Smooth Riemann surface). (a) Let Y be a smooth pro-
jective curve of genus g. Choose one point ∞ ∈ Y and put Y = Y − {∞},
so that |J | = 1. Accordingly, we choose one base point p ∈ Y near ∞ in
the sense explained above. A microlocal sheaf F ∈ M(Y, ∅) is just a local
system on Y .
35
So we fix one vector space W and denote G = GL(W ). A W -framed mi-
crolocal sheaf is just a homomorphism π1(Y, p)→ G. As well known, π1(Y, p)
is a free group on 2g generators α1, · · · , αg, β1, · · · , βg which correspond to
the a- and b-cycles on the compact curve Y . Therefore M(Y )W = G
2g is
the product of 2g copies of g. The G-action on M(Y )W is by simultaneous
conjugation. The moment map has the form
m : G2g −→ G, (A1, · · · , Ag, B1, · · · , Bg) 7→
g∏
ν=1
[Aν , Bν ],
so m−1(e) = Hom(π1(Y ,∞), G) is the set of local systems on the compactified
curve, trivialized at ∞.
(b) More generally, let Y be an arbitrary smooth curve, compactified
to Y by a finite set of punctures ∞j, j ∈ J . Then M(Y )W is the space
of representations of π1(Y, {∞j}j∈J), the fundamental groupoid of Y with
respect to the set of base points ∞j. This is the setting of [AMM], §9.2, see
also [Boa], Thm. 2.5.
Example 6.4 (Coordinate cross).Let Y = {(x1, x2) ∈ A2| x1x2 = 0} be
the union of two affine lines meeting transversely. Then Y is the union of
two projective lines meeting transversely and ∞ consists of two punctures.
Accordingly, we have two marked points on Y ∂, denote them p1 and p2.
Given a family of two vector spaces W = (W1,W2), the stack M(Y )W is
the affine algebraic variety known as the van den Bergh’s quasi-Hamiltonian
space, see [vdB2] and [Boa, §2.4]:
M(Y )W = B(W1,W2) :=
{
W1
a
//W2
b
oo
∣∣1 + ab is invertible}.
Note that 1 + ba is also invertible on B(W1,W2).
Example 6.5 (Microlocal sheaves with framed Φ).Let X be a compact
nodal curve with a duality structure, and A ⊂ X be a finite subset of smooth
points. Form a new curve Y = XA, as in Proposition 1.8. Then M(Y )W
can be seen as the category parametrizing microlocal sheaves on X which
are allowed singularities at A, but are equipped with a W -framing of their
vanishing cycles at each such singular point. To emphasize it, we denote this
category by M(X,A)W .
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Example 6.6 (Multiplicative quiver varieties).We now specialize the
above example further. Let X be a compact nodal curve with irreducible
components Xi, i ∈ I. Assume, as in §4, that each Xi is a rational curve, i.e.,
that the normalization X˜i is isomorphic to P
1. Choose the set A consisting
of precisely one smooth point ai on each Xi. Let W = (Wi)i∈I be a family of
k-vector spaces. Thus the topological structure of (X,A) is determined by
the graph Γ of intersections of irreducible components of X , in particular, I
is the set of vertices of Γ. We will write X = XΓ to indicate this dependence.
Proposition 6.7. In the situation just described, M(X,A)W is equivalent
to the category which parametrizes linear algebra data consisting of:
(1) Collections of vector spaces V = (Vi)i∈I ;
(2) Linear maps
ah : Vs(h) → Vt(h), bh : Vt(h) → Vs(h), h ∈ E,
ui : Vi →Wi, vi :Wi → Vi, i ∈ I,
such that all the maps
(1+ ahbh), (1+ bhah), (1 + uivi), (1 + viui)
are invertible, and
(3) For each i ∈ I we have the identity
(1Vi + viui)
∏
h∈E, t(h)=i
(1Vi + ahbh)
∏
h∈E, s(h)=i
(1Vi + bhah)
−1 = 1Vi .
These data are considered modulo isomoprhisms of the Vi.
Proof: Completely analogous to that of Theorem 4.3 and we leave it to the
reader.
The moduli spaces of semistable objects of M(X,A)W ( defined as GIT
quotients) as well as their analogs for twisted sheaves are the multiplicative
quiver varieties (MQV) as defined in [Y].
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Example 6.8 (Higher genus MQV). In the interpretation of the previous
example, we associated to a graph Γ a nodal curve XΓ with all components
rational. In particular, the number gi of loops at a vertex i ∈ Γ was inter-
preted as the number of self-intersection points of the corresponding rational
curve Xi. We can also associate to Γ a nodal curve X
′
Γ in a different way, by
taking the component X ′i associated to i to be of genus gi (and interpreting
other edges of Γ as intersection points of the X ′i). Choose the set A to con-
sist of one point on each irreducible component of X ′Γ. This defines a datum
(X ′Γ, A) uniquely up to a diffeomorphism. We will refer to the moduli spaces
of objects of M(X ′Γ, A)W (defined as GIT quotients) as higher genus mul-
tiplicative quiver varieties associated to Γ. Note that one can also consider
their twisted versions, involving twisted microlocal sheaves.
C. Quasi-Hamiltonian G-spaces. Here we review the main points of the
theory of group valued moment maps [AMM]. For simplicity we work in the
complex algebraic situation, not that of compact Lie groups.
Let G be a reductive algebraic group over C, with Lie algebra g. We
denote by
θL = g−1dg, θR = (dg)g−1 ∈ Ω1(G, g)
the standard left and right invariant g-valued 1-forms on G.
We fix an invariant symmetric bilinear form (−,−) on g. It gives rise to
the bi-invariant scalar 3-form (the Cartan form)
η =
1
12
(θL, [θL, θL]) =
1
12
(θR, [θR, θR]) ∈ Ω3(G).
For a G-manifold M and ξ ∈ g we denote by ∂ξ the vector field on M
corresponding to ξ by the infinitesimal action.
Definition 6.9. [AMM] A quasi-Hamiltonian G-space is a smooth algebraic
variety M with G-action, together with a G-invariant 2-form ω ∈ Ω2(M)G
and a G-equivariant map m : M → G (the group valued moment map) such
that:
(QH1) The differential of ω satisfies dω = −m∗χ.
(QH2) The map m satisfies, for each ξ ∈ g, the condition
i∂ξω =
1
2
m∗(θL + θR, ξ).
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Here (θL + θR, ξ) is the scalar 1-form on G obtained by pairing the
g-valued form θL + θR and the element ξ ∈ g via the scalar product
(−,−).
(QH3) For each x ∈M , the kernel of the 2-form ωx on TxM is given by
Ker(ωx) =
{
∂ξ(x), ξ ∈ Ker(Adm(x)+1
}
.
Given a quasi-Hamiltonian G-space (M,ω,m), the quasi-Hamiltonian re-
duction of M by G is, classically [AMM], the quotient
M///G = m−1(e)sm/G,
where m−1(e)sm is the smooth locus of the scheme-theoretic preimage m−1(e)
or, more precisely, the open part formed by those points m, for which dmm
is surjective.
Theorem 6.10. [AMM] For any quasi-Hamiltonian G-space M the quotient
M///G is a smooth orbifold (i.e., Deligne-Mumford stack) with a canonical
symplectic structure.
Remark 6.11.Using the language of derived stacks allows one to formulate
Theorem 6.10 in a more flexible way, without restricting to the locus of
smooth points. More precisely, we can form the smooth derived stack of
amplitude [−1, 1]
[M///G]der = Rm−1(e)//G.
Here Rm−1(e) is the derived preimage of e, a smooth derived scheme of
amplitude [0, 1]. Further, the symbol −//G means stacky quotient by G.
The analog of Theorem 6.10 is then that [M///G]der is a symplectic derived
stack which contains M///G as an open part.
The following is the main result of this section.
Theorem 6.12. Let Y be an affine nodal curve, and W = (Wj) as before.
The smooth algebraic variety M(Y )W has a natural structure of a quasi-
Hamiltonian GL(W )-space with the moment map m = mW given by the
monodromies (Proposition 6.2(b)).
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Remark 6.13.This result provides a more direct approach to the “moduli
space” of microlocal sheaves on a compact nodal curve, in particular, to the
symplectic structure on this space.
Indeed, the set-theoretic quotient m−1W (e)/GL(W ) parametrizes microlo-
cal sheaves F on the compact curve Y such that the dimensions of the stalk
of F at ∞j is equal to dimWj . Thus we can define the derived stack
M(Y , ∅) =
⊔
W
[M(Y )W///GL(W )]
der,
the disjoint union over all possibe choices of (dimWj)j∈J .
Alternatively, one can consider the Poisson variety obtained as the spec-
trum of the algebra of GL(W )-invariant functions on M(Y )W , cf. [Boa],
Prop. 2.8.
In the case of a smooth curve Y , see Example 6.3(b), a proof of Theorem
6.12 was given in [AMM, §9.3] using a procedure called fusion which allows
one to construct complicated quasi-Hamiltonian spaces from simpler ones.
We use the same strategy but allow one more type of “building block” in the
fusion construction.
D. Fusion of quasi-Hamiltonian spaces. We now briefly review the
necessary concepts.
Theorem 6.14 ([AMM]). Let M be a quasi-Hamiltonian G×G×H-space,
with moment map m = (m1,m2,m3). Let G×H act on M via the diagonal
embedding (g, h) 7→ (g, g, h). Then M with the 2-form
ω′ = ω +
1
2
(m∗1θ
L,m∗2θ
R)
and the moment map
m′ = (m1 ·m2,m3) :M −→ G→ H
is a quasi-Hamiltonian G×H-space, called the (intrinsic) fusion of the G×
G×H-space M .
Remark 6.15.The geometric meaning of the fusion is that the two copies of
G from G×G×H are “attached” to the two of the tree boundary components
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of a 3-holed sphere, and the new diagonal copy of G from G×H is then “read
off” on the remaining component, see [AMM], Ex. 9.2 and [Boa] §2.2. Thus,
in the case of smooth curves, fusion directly corresponds to gluing Riemann
surfaces out of simple pieces. We will extend this to nodal curves.
The extrinsic fusion of a quasi-Hamiltonian G×H1-space M1 and a G×
H2-space M2 is the G ×H1 × H2-space M1 ⊛M2 which is the fusion of the
G×H1 ×G×H2-space M1 ×M2 along the embedding G→ G×G.
We will use the following three building blocks.
Examples 6.16. (a) (Double of G: annulus). Given G as before, its
double is the quasi-Hamiltonian G×G-space D(G) = G×G with coordinates
a, b ∈ G, the G×G-action given by
(g1, g2)(a, b) = (g1ag
−1
2 , g2bg
−1
1 ),
the moment map given by
mD : D(G) = G×G −→ G×G, (a, b) 7→ (ab, a−1, b−1)
and the 2-form given by
ωD =
1
2
(a∗θL, b∗θR) +
1
2
(a∗θR, b∗θL).
For a vector space V and G = GL(V ), this space is identified with M(Y )W ,
where Y is a 2-punctured sphere and W = (V, V ) associates V to each
puncture. The surface with boundary Y ∂ is an annulus.
(b) Intrinsically fused double: holed torus. With G as before, its
intrinsically fused double D(G) is the quasi-Hamiltonian G-space G×G ob-
tained as the fusion of the G × G-space D(G). For a vector space V and
G = GL(V ), this space is identified with M(Y )V where Y is a 1-punctured
elliptic curve. The surface Y ∂ is a 1-holed torus.
(c) The space B(W1,W2): cross. To treat nodal curves, we add the
third type of building blocks: the varieties B(W1,W2), see Example 6.4.
Again, this is a known quasi-Hamiltonian GL(W2) × GL(W2)-space [vdB2]
[vdB3] with moment map
(a, b) 7→ ((1 + ab)−1, 1 + ba) ∈ GL(W2)×GL(W1)
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and the 2-form
ω =
1
2
(
trW2(1 + ab)
−1da ∧ db− trW1(1 + ba)−1db ∧ da
)
.
As we saw in Example 6.4, it is identified with M(Y )W1,W2, where Y is a
coordinate cross. The topological space Y ∂ is the union of two disks meeting
at one point.
Let now Y be an affine nodal curve. The topological space Y ∂ can then
be decomposed into elementary pieces of types (a)-(c) in the above examples,
joined together by several 3-holed spheres.
Let W = (Wj)j∈J be given. Note that for M(Y )W to be non-empty, the
numbers Nj = dimWj should depend only on the irreducible component of
Y containing ∞j. This means that to each boundary component of each ele-
mentary piece we can unambiguously associate a group GL(Nj) and so form
the corresponding quasi-Hamiltonian space of type (a)-(c) above. Taking the
product of these corresponding quasi-Hamiltonian spaces and performing the
fusion along the 3-holed spheres, we get a quasi-Hamiltonian space which is
identified with M(Y )W . This proves Theorem 6.12.
Remark 6.17. It would be interesting to construct the 2-form on M(Y )W
more intrinsically, in terms of a cohomological pairing, using some version of
Poincare´-Verdier duality for cohomology with support on the “nodal surface
with boundary” Y ∂. This does not seem to be known even for smooth Y .
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7 Further directions
A. (Geometric) Langlands correspondence for nodal curves. Since
microlocal sheaves without singularities form a natural analog of local sys-
tems for nodal curves, it would be interesting to put them into the framework
of the Langlands correspondence. In particular, for a compact nodal curve X
it would be interesting to have a derived equivalence between the de Rham
version (cf. §2) of the “Betti-style” derived stack M(X, ∅) and some other
moduli stack B of “coherent” nature, generalizing the moduli stack of vector
bundles on a smooth curve. A potential candidate for B is provided by the
moduli stack of Riemann surface quiver representations in the sense of [CB].
Note that the concept of microlocal sheaves makes sense for nodal curves
X over Fq. So one can expect that their L-functions (appropriately defined)
have, for projective nodal curves X , properties similar to those of L-functions
of local systems on smooth projective curves over Fq.
One can even consider arithmetic analogs of nodal curves, obtained by
gluing the spectra of rings of integers in number fields along closed points.
An example is provided by the spectrum of the group ring Z[Z/p], where p
is a prime. This scheme is the union of Spec(Z) and Spec(Z[ p
√
1]) meeting
transversely at the point (p), cf. [Mi], §2.
B. Multiplicative quiver varieties and mirror symmetry. Let Γ be a
finite graph, possibly with loops, andMV,W (X
′
Γ)
q be the corresponding higher
genus multiplicative quiver varieties, see Example 6.8. Here q = (qi) ∈ (C∗)I
is a vector of twisting parameters. We expect that the varieties MV,W (X
′
Γ)
q
are mirror dual to the ordinary (“additive”) Nakajima quiver varieties for Γ.
In particular, we expect that MΓ(V,W )
q is singular if and only if the
point q lies in the singular locus of the equivariant quantum connection for
the ordinary quiver variety. Here, equivariance is in reference to the action
of an algebraic torus which acts on the quiver variety scaling the symplectic
form by a nontrivial character. See [MO], where this connection as well as
its singularities, have been computed.
C. Borel/unipotent reduction and cluster varieties. It would be inter-
esting to extend the approach of [FG] from local systems on smooth curves
to microlocal sheaves on nodal curves. That is, in the situation of §6B we
can choose any number of marked points pj,ν on each boundary component
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Cj of Y
∂ . After this we can consider microlocal sheaves F together with a
Borel or unipotent reduction of the structure group at each pj,ν (recall that
each restriction F|Cj is a local system).
This can lead to interesting cluster varieties. These varieties may be
related to the classification of irregular DQ-modules on a symplectic surface
with support in a nodal curve.
D. 3-dimensional generalization. The datum of a smooth compact curve
over C (topologically, an oriented surface) X and a finite set of points A ⊂ X
has the following 3-dimensional analog.
We consider a compact oriented C∞ 3-manifold M and a link in M , i.e.,
a collection L = {Ca}a∈A of disjoint embedded circles (knots). We have
then a stratification of M into the Ca and the complement of their union.
Denote the DbL(M) the category of complexes of sheaves onM , constructible
with respect to this stratification. For L = ∅, it is a 3-Calabi-Yau category
by Poincare´ duality. For arbitrary L, it has a natural abelian subcategory
Perv(M,L) of “perverse sheaves”. Given any surface X ⊂ M meeting L
transversely, an object F ∈ Perv(M,L) gives a perverse sheaf on X , smooth
outside X ∩ L.
One can obtain 3d analogs of compact nodal curves (“nodal 3-manifolds”)
by identifying several compact 3-manifolds pairwise along some knots. For
example, we can glue two such manifolds M ′ and M ′′ (say, two copies of
the sphere S3) by identfying a knot C ′ ⊂ M ′ with a knot C ′′ ⊂ M ′′. As the
normal bundle TCM of a knot C in an oriented 3-manifoldM is trivial, we can
choose a duality structure, i.e., an identification of TC′M
′ with T ∗C′′M
′′, and
then set up the formalism of microlocal sheaves and complexes. This should
lead to interesting 3-Calabi-Yau categories and to (−1)-shifted symplectic
stacks parametrizing their objects.
3-Calabi-Yau categories of the form DML(X, ∅), see Theorem 3.6(a),
correspond to a particular type of nodal 3-manifolds: circle bundles over
nodal curves over C.
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A Notations and conventions.
We fix a base field k. All sheaves will be understood as sheaves of k-vector
spaces, similarly for complexes of sheaves.
All topological spaces we consider will be understood to be homeomorphic
to open sets in finite CW-complexes, in particular, they are locally compact
and of finite dimension. For a space X we denote by Sh(X) the category
of sheaves of k-vector spaces on X . We denote by Db Sh(X) the bounded
derived category of Sh(X). We will consider it as a pre-triangulated category
[BK], i.e., as a dg-category enriched by the complexes RHom(F ,G), so that
H0RHom(F ,G) is the “usual” space of morphisms from F to G in the derived
category. Alternatively, we can view it as a stable∞–category by passing to
the dg-nerve [L1] [L3] [Fa].
We denote byDbcc(X) ⊂ Db Sh(X) the full subcategory of cohomologically
constructible complexes [KS1] and by D = DX the Verdier duality functor
on this subcategory [KS1, §3.4]. Thus, if X is an oriented C∞-manifold of
real dimension d, and F is a local system on X (put in degree 0), then
D(F) = F⋆[d], where F⋆ is the dual local system. In general, for any
compact space X and any F ∈ Dbcc(X) we have Poincare´-Verdier duality,
which is the canonical identification of complexes of k-vector spaces with
finite-dimensional cohomology, and consequently, of their cohomology spaces:
(A.1)
RΓ(X,F)∗ ≃ RΓ(X,DX(F));
H
i(X,F)∗ ≃ H−i(X,DX(F)).
Let X be a complex manifold. We denote by Dbconstr(X) ⊂ Dbcc(X) the
derived category of bounded complexes of sheaves on X with C-constructible
cohomology sheaves. The functor DX preserves this subcategory. We denote
by Perv(X) ⊂ Dbconstr(X) the subcategory of perverse sheaves. The condi-
tions of perversity are normalized so that a local system on X put in degree
0, is perverse. Thus Perv(X) has the perfect duality given by
F 7→ F⋆ := D(F)[−2 dimC(X)].
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