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ABSTRACT 
Numerical  methods  for the solut ion of  d iscont inuous two po int  boundary  value problems are 
developed. 
INTRODUCTION 
We consider the linear two point boundary value prob- 
lem with integrable coefficients. In general the more 
common approaches for solving the problem numeri- 
cally, such as using a finite difference scheme, are in- 
applicable. Using K. E. Atkinson's product integra- 
tion [1] and methods developed in [5] we give two 
practical methods for the solution of the problem. 
These methods converge rapidly and do not require 
large blocks of computer memory in their implementa- 
tion. 
Then we consider two classes of two point boundary 
value problems, one with a regular singularity at zero 
and the other with regular singularities at the boundary 
points. Methods are developed for converting them in- 
to problems which may be solved numerically. 
I. PRACTICAL N UMERICAL METHODS 
We wish to develop apractical numerical technique for 
solving the linear equation 
ul : Ly - -y"  + al(x)y" + a0(x)y= f(x), a< x < b, 
MlY(a ) - NlY" (a) = a ,  
M2Y(b ) + N2Y" (b) = fl, 
where al, a 0, feL  1 [a,b] and [Mil + [Nil :/: 0 for 
i = 1, 2. For convenience we will denote the boundary 
conditions by By = a. It will be assumed that the 
boundary value problem Ly = 0, By = a has a unique 
solution. 
Suppose that Ly can be expressed as 
L.y = LlY + L2Y, 
where  
LlY---y"+ bl(x)y" + b0(x)y, bl ,  b0eC[a ,b ] ,  
and LlY = 0 has two readily computed linearly in- 
dependent solutions ~o 1(x) and ~o2(x ).
To solve rrl we follow [3, Chapter 2] and first find 
solutions Yl(X) and Y2(X) of the respective initial 
value problems 
LY l=f (x ) ,  Y l (a )=-ac l ,  y~(a)=-ac  0 (l.i) 
and 
Ly 2 = 0, Y2 (a) = N 1 , Yi (a) = M 1 , (1.2) 
where c o and c I are any constants satisfying 
NlC 0 - MlC 1 = 1. 
Then the solutions of ztl will be 
y(x) = Yl (x) + sY2(X ) , (1.3) 
where 
fl - [M2Yl(b) + N2Y 1 (b)] 
s - -  
M2Y2(b) + N2Y (b) 
Thus to solve ~rl numerically it is sufficient o find 
numerical approximations Yl,n(X) and Y2,n(X) of 
yl(x) and y2(x) respectively and use them in (1.3) to 
find a numerical approximation Y (X) of y(x). 
To this end, applying avariation of parameters tech- 
nique [2] we express (1.1) and (1.2) in the respective 
equivalent forms 
X 
Yl (x) = hl(X) + fa k (x, t) [f (t) - L2Yl(t)] dt,  (L4) 
X 
Y2(X) = h2(x ) - f k (x, t) L2Y2(t ) dt ,  (1.5) 
a 
where  
hi(x ) = rl,i~Ol(X) + r2,iq2(x), i = 1, 2 
and the rl ,  i, r2, i are chosen so that 
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hl (a)=-ac 1, hi(a)=-ac o, h2(a)= N 1, h2(a)=M 1
and 
k (x, t) = ~°I (t) ~02(x ) - ~01 (x) ~o 2 (t) 
q01 (t) ~0 i (t) - q0 i (t) q0 2 (t) 
We will show how to solve (1.4) numerically as (1.5) 
can be solved in an analogous manner. 
Equation (1.4) will be solved by the methods de- 
scribed in [5]. Express (1.4) as 
X 
y(x) = h l (x  ) + f k(x,t) [Cl(t ) " Dl(t ) 
a 
- C2(t ) " D2(t ) y" (t) - C3(t ) • D3(t ) y (t)l dt (1.6) 
• fx  y (x) = hi(x ) + a kx(x't) [Cl(t)" Dl(t) 
- C2(t ) "D2(t ) y" (t) - C3(t ) - D3(t ) y (t) ] dr ,  (1.7) 
where for 
i = l, 2, 3, Ci(t ) = [Cil(t),...,Cik(t)], 
Di(t ) = [dil(t),..., dik(t)] 
k 
Ci(t)-Di(t ) = jZ= 1 cij (t) dij (t), 
each dij ~ R [a,b] (the space of Riemann integrabh 
functions on [a, b] ) and the integrals 
X X 
a f k(x,t) cij (t)trdt '  fa kx(x't)cij (t)trdt 
a<xgb,  
for r = 0, 1, 2, are readily computed. 
Choose n + 1 equally spaced grid points 
a=t  0<. . .<t  l=bwheret  i=a+ih ,  i=0  ..... n 
and h = (b -a) /n .  Then define Yn(t0) = hi(t0) and 
Yn(t0) = hi(t0). For each i = 1 .... ,n we let 
hi(x ) = Sl,i~01(x) + s2,iO2(x) where Sl, i and s2, i
are such that i f i  is odd hi ( t i_ l )  = Yn(ti-1) and 
h [ (t i - 1) = Yn (t i - 1 )' and when i is even 
hi(ti-2) = Yn (ti-2)2 and h[(ti-2) = Yn(ti-1 )" For 
i odd we use a linear interpolation between the points 
ti_ 1 and t i and solve the linear system. 
Yl = Wi, 1,1 - Wi, 1,2 Y2 - Wi, 1,3 Yl (1.8) 
Y2 = Wi,2,1 - Wi,2,2 Y2 - Wi,2,3 Yi' (1.9) 
for Yl and Y2 where forj = 1, 2 
1 ti 
Wi,j, 1 = hi(ti) + ~- tJi_l kj(ti't)Cl(t)" [Dl(ti)(t-ti-1) 
- Dl(t i_ l)  ( t - t i ) ]dt  
t i 
+ ~1 tf i-1 kj(t i 't) C2(t) " D2(ti-1) Yn(t i -1)(t-t i~tt 
t .  
+-h-1 l i  l_lkj(ti,t) C3(t) "D3(ti-1) Yn (t i -1)(t-t i )dt '
1 ti 
Wi,j,2 = ~ f kj(ti, t) C2(t)" D2( t i ) ( t - t i _ l )d t ,  
ti-1 
1 f ti 
Wi,j, 3 = -h- ti_ 1 kJ (ti't) C3(t) "D3(t i ) ( t - t i -1)dt  
and where k l (x  , t) = k (x,t) and k2(x, t) = k x (x, t). 
Then of course we set Yn(ti) = Yl and Yn (ti) = Y2" 
When i is even we use a quadratic interpolation be- 
tween the points ti_2, ti_ 1 and t i and again solve 
(1.8), (1.9) for Yl and Y2 but now forj = 1, 2 
1 ti 
Wi,j, 1 = hi(ti) + ~ f kj (ti, t) C 1 (t) 
t i-2 
• [Dl(ti_2) ( t - t i )  (t,  t i _ l ) /2  
- Dl( t i_ l ) ( t - t i ) ( t - t i_2)  + Dl(t i ) (t -t i_ l ) (t -t i_2)/2]dt 
t i 
1 f 
h 2 ti_ 2 
kj (ti, t ) C 2 (t)- [D2(ti_2). y£(ti_2)(t-t i)(t-t i_l)/2 
- D2 (ti-1) Yn (ti-1) (t - t i )  (t-t i_2) ] dt 
1 ti 
h 2 tfi_2 kj(ti't) C3(t)-[D3(ti_2) • Yn(ti_2)(t-ti)(t-ti_l)/2 
- D3 (ti-1) Yn (ti-1) ( t - t i )  ( t - t i _2)]dt ,  (1.10) 
_ 1 t f i  kj(ti, t) C2(t).D2(ti)(t_t i_ l)(t_t i_2)dt ' 
Wi'j,2 -2- ~ ti_ 2 
(1.11) 
_ 1 ti 
Wi,j, 3 - ~ fti_2 kj (ti,t) C3(t ) - D3(ti) (t-t i_l)(t-t i_2)dt. 
(1.12) 
As before we let Yn(ti) = Yl and Yn(ti) = Y2" 
This method, which we will refer to as Method I, is 
• equivalent to approximating (1.6), (1.7) by using for i 
even a piecewise quadratic interpolation approxima- 
tion through to,... , t i and for i odd a piecewise 
quadratic interpolation through to .... , ti_ 1 and a 
linear interpolation through ti_l ,  t i (see [5]). 
There is an alternate method, which we will call 
Method II, which is based on using an approximation 
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which is the same as above for i even but for i odd is 
a linear interpolation through to, t 1 and a piecev 
wise quadratic interpolation through t l , . . .  ,t i. That is 
for i = 1 we proceed as in Method I but for i > 1 we 
solve (1.8), (1.9) for Yl and Y2 where W i ;,k are 
defined by (1.10), (1.11) (1.12) and h i is'~efmed 
as for i even. Then Yn(ti) = Yl and Yn(ti) = Y2" 
It was shown in [5] that ifYl,n(X ) and Y2,n(X) are 
found as described above then 
lira sup lYj ,n(t i)-yj(t i ) l= 0, j=  1, 2. 
n~ l< i<n 
Hence arguing as in [3, Chapter 2] one can readily 
show that 
Theorem 1.1. 
I f  Yn(X) is found as described above then 
lira sup [ Yn(ti) - y (ti) [ = 0. 
n~ °° l~<l~<n 
2. SINGULAR TWO POINT BOUNDARY VALUE 
PROBLEMS 
Let us now consider the two point boundary value 
problem 
1r2: xy"  +p(x)y"  +r (x )y=q(x) ,  0<x<a,  
y(O) = a ,  
M3Y(a) + N2Y" C a) =~,  
where p (x), r (x) and q (x) are real analytic functions 
of  the form, 
OO . 
p(x)=b+~(x)=b+ ~ pi xl 
i=1 ' 
oo oo  • ° 
r (x)= Z ri xx and q(x)= Z qi xl 
i> -b i> -b 
i~ 0 i~> 0 
and where b < 1. To find the solution numedcaUy we 
use a transformation to convert he problem into one 
which can be solved by the methods of  section 1. 
To this end set t = x l -b ,  Then as t = x I -b. satisfies 
the equation xt" + bt" = 0 we obtain upon substitu- 
tion the equivalent problem 
~ b g -2tv  d2y/dt  2 + g - lp  (t~)t . #dy/dt  + r(t#)y 
= q (t/~) , 0 < t < a 
y (o)= a 
M2Y(7) + ~2y'(7) = 
where a = a l -b ,  N2(1-b)a  -b N2,/ (= (1-b)  -1 and 
~, = (1 -  2b)g. 
If we divide the differentia] equation by/~-2tv we 
obtain the equivalent problem of the form, 
1r3: y"+a l ( t )y '+a0( t )y=f ( t ) ,  0<t<a 
y (0) = a ,  
"~ ~2Y, (a  ) M2Y(a ) + =f l ,  
where ,  
a I (t) =/ap" (t/z) t -1 , 
a 0 (t) =/~2t-Vr(t#) , 
and 
f (t) =/~2t-Vq(t/a). 
It is readily verified that by our hypotheses a 1, a 0 
and f~ L 1 [0, a ] ,  so that 1r3 can be solved by the 
methods of section 1. 
3. A GREEN'S FUNCTION APPROACH 
Suppose that instead of lr I or lr 2 we are interested in 
solving numericaUy the singular two point boundary 
value problem of the form, 
a2(x) 
¢r4: y"+a l (x )y '+ y=f (x ) ,  0<x<l ,  
:¢ (1 -x )  
y(0) = y (1) = 0 ,  
where a i (x) = b I (x)x -1 (1 - x) -1 and 
bl(x),  a2(x), f(x) e Ll[0, 1]. 
Again we shall assume the problem has a unique solu- 
tion. Let G (x, t) be the Green's function for 
y"  = 0, y(0) = y(1) = 0. That is 
=[x(l~ - t )  t > x 
G(x,t)  | t (1 -x )  t<x  . 
Then i fy  is the solution of the 7r4, y must satisfy, 
1 a2(t ) 
y(x) = f0 G(x,t) [a 1 (t)y" (t) + t (1 - t) y(t) - f ( t ) ]dt .  
(3.1) 
By an integration by parts, using the boundary condi- 
tions we obtain the equation 
1 a2(t )
y(x) = fo [G(x,t) ( t  ( l - t )  
1 
-f G(x,t) f(t)dt. 
0 
Conversely 
Lemma 3.1 
Let y(x) be a continuous function satisfying (3.2) and 
y(0) = y(1) = 0. Then y(x) is the unique solution o£ ¢r4. 
a~ (t)) - G t (x,t) a I (t)]y(t)dt 
(3.2) 
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Proof 
Let 
C O = {yly Ls continuous on [0, 1] and y(0) = y(1)=0),  
C 1 = {yly ~ C o andy '  is continuous on [0, 1]}, 
Ilyll = o~UxP< lly(x)l for y ~ C 0 
and 
[[Yl[1 = sup l l y (x ) [+ sup ly'(x)[ fo ry~C 1, 
0~<x~< O~x~ 1 
as  
ty ,  
y(t)/t = (y(t) - y(O))/t = t -1 f (s) ds, y ~ C 1 
0 
and 
y(t)/(1-t) = (y(t) - y(1))/(1-t) =-  ( l - t )  -1 f ly ' (s )ds ,  
t 
Y~C 1 , 
it follows that y(t)t -1 (1 - t )  -1 is uniformly bounded 
for y(t) uniformly bounded in C 1. Hence one can 
readily verify that the operators G0, G 1 defined by 
1 
GiY = f0 {G (x,t) [ a2 (t) - a i (t)]-Gt(x,t)a l(t) } y(t)dt, Lt(1-t)  
Y~Ci ,  i=0 ,1  
are compact linear maps of C O ~ C O and C 1 -, C 1 
respectively. Moreover G o is an extension of G 1. 
Now i fy  ~ C 1 is a solution of (3.2) it must be a solu- 
tion of (3.1). As the terms inside the square brackets 
of (3.1) are integrabh it follows that y is a solution of  
lr4. As the converse is also true it follows that (3.2) 
must have a unique solution. Therefore by the Fred- 
holm alternative for compact linear operators I is not 
an eigenvalue of G 1. 
Consequently I is not an eigenvalue of  G 0. Indeed, 
suppose I is an eigenvalue of G 0. Then 1 must be an 
eigenvalue of G~ the adjoint operator (mapping 
C o C o the dual space of C0). If we identify 
C~ in the canonical manner with a subspace of C~ 
then G~ is an extension of  G~. Hence I is an eigen- 
value o fG  i. But then 1 is an eigenvalue of  G 1. AS we 
arrive at a contradiction we see i is not an eigenvalue 
ofG 0. Thus by the Fredholm alternative, (3.2) has a 
unique solution. Clearly the solution of 7r4 satisfies 
(3.2) hence the solution of (3.2) in C o must satisfy 
rr4 and the lemma is proved. 
a~ (t) 
Note that the terms G(x,t)[ t (~- t) - al  (t)], 
G(x,t) f (t) and Gt(x,t ) al(t  ) of (3.2) are integrable 
and satisfy the hypotheses necessary to apply K. E. 
Atkinson's product integration techniques [1]. Thus 
(3.2) can be solved numerically by using those tech- 
niques as was done in [4]. 
4. NUMERICAL EXAMPLE 
As an example of the methods of section I we con- 
sidered the problem 
y"  + x/~y" - y/x/~= 3/4 x /~-  x /2 ,  0<x<l ,  
y(0) = y(1)= 0,  
which has the exact solution y(x) = x(1 -x  1/2 ).  
This problem is equivalent to solving 
X 
Yl(X) = x3/12 + x3/2 + f0 (x- t )  [Yl(t)/x/T-x/~-yl"(t)]dt, 
(4.1) 
X 
y~(x) = x2/4 + 3xl/2/2 + fO [Yl(t)/x/~--x/TY~(t)]dt' 
x (4.2) 
Y2(X) = x + f0 (x - t)[Y2(t)/x/T- x/Ty~(t)]dt, (4.3) 
X 
y~(x) = 1 + f 
0 
[Y2 (t) / x/T- x/T y~(t)] dt ,  (4.4) 
for Yl and Y2 and then finding y(x) by (1.3). 
We then solved system (4.1), (4.2) and system (4.3), 
(4.4) by Methods I and II and found Yn(X). The results 
for h = .2, 0.1, 0.05, 0.025, .0125, at the points 
.2, .4, .6, .8, appear in tables I and II. 
It should be noted that the values obtained by Method 
I for h = .0125 agreed with the real value at all grid 
points to at least 6 places while for the second method 
this did not occur until h =.  002. Several representative 
results may be found in table III for h = .0125. 
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TaMe I. Method I
x~ .2 .1 .05 .025 .0125 P, eal value 
.2 .109777 .110506 .110551 
.4 .146712 .146978 .147013 
.6 .134929 .135215 .135239 
.8 .084409 .084445 .084457 
.110556 .110557 .110557 
.147017 .147018 .147018 
.135242 .135242 .135242 
.084458 .084458 .084458 
Table II. Method H 
.1 .05 .025 .0125 Real value 
.2 .111453 .110501 .110550 
.4 .150065 .146968 .147011 
.6 .135677 .135205 .135237 
.8 .091151 .084439 .084456 
.110556 .110557 .110557 
.147017 .147018 .147018 
.135241 .135242 .135242 
.084458 .084458 .084458 
Table HI. h = .0125 
x Method II Method I Re~v~ue 
.8125 0.080092 0.080122 0.080122 
.9875 .006154 .006191 .006191 
.6625 .123239 .123264 .123264 
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