Abstract-This paper analyzes the capacity of a wireless relay network composed of a large number of nodes that operate in an amplify-and-forward mode and that divide into a fixed number of levels. The capacity computation relies on the study of products of large random matrices, whose limiting eigenvalue distribution is computed via a set of recursive equations.
I. INTRODUCTION
A typical relay network consists of three groups of nodes: the sources, the destinations and the relays. In one-direction transmission, the messages are sent from the sources to the destinations with assistance from the relays. A special case is when there is no direct link between the information sources and the destinations. Direct links are absent when the sources and the destinations are far from each other or when there are obstructions between the sources and the destinations. Therefore, the sources must first send the messages to the relays. Then the relays forward the received signals to the destinations. In an amplify-and-forward (AF) relay network, the relays simply scale the received signals according to their power constraint and forward the scaled signals to the destinations. This amplify-and-forward operation is a reasonable strategy when relays have a limited computation power and no centralized control nor feedback exists. The AF relay network is illustrated in Figure 1 . The multi-level amplify-and-forward strategy allows saving of both computation time and energy at the relays, at the price of noise amplification at each level. This paper quantifies precisely the loss incured by this noise amplification when the number of nodes gets large, but the number of relay levels remains fixed. The capacity of the multi-level AF scheme is the expectation of the log determinant of a product of random matrices. This work needs classical tools from Random Matrix Theory throughout, as developed in [1] - [4] . The analysis of the capacity-scaling behavior of AF relay networks has also been conducted by Morgenshtern and Bolcskei in [5] - [7] . They use results in [4] (
Therefore, the overall channel can be expressed via Gk as:
GlHlX is the signal part and K=l GkZk + Z is the noise part. Perfect receiver channel-state information is assumed, so the destination terminals know all the Hk's. components, the matrices {Zk}ff obey the following recursive relationship
Capacity computation requires knowledge of both the noise and the signal covariance matrices. Based on the Gaussian channel assumption, the capacity is achieved when the entries of X are jointly Gaussian. Suppose the covariance matrix of X is Q. Since by assumption, there is no CSI at the sources and the entries of H1 are i.i.d. Gaussian and independent of G1, [9] relates that the optimal X is distributed according to AV (0, jP I). Thus, the covariance matrix of the signal part P GTHTT*G* * MT overall c t1 i th0e ZgA(z) + 1 = c ( ()T( ))+1) (7) in the sense that, for each z e C+, g = gA(z) is the unique solution to (7) such that g e C+.
In the particular case where Tn I, FT(x) = I{x>1} and gT(z) = 1/(1 -z), so the above equation reads
and its solution is the Stieltjes transform of the well-known Marcenko-Pastur distribution [1] . Theorem 2: For matrices M1, M2 and T1 satisfying (9), (10) and (11) (17) as mT --> oc. Therefore, as already noticed in [7] , the capacity increases linearly with the number of nodes at each level.
2) Multi-Level AF Relay Network: Generalization of the previous result to the multi-level case requires a recursive transformation of the matrices for iterative application of Lemma 1 and Theorem 1 to compute the Stieltjes transform of the LED of the matrix in (4).
In addition to the two series of matrices {Gk} and {Zk} defined in (1) and (3), two new series of matrices are:
Derivation of a recursive relationship between {Tk } and {Mk } requires the following matrix-inversion lemma, whose proof is straightforward. 
Use the above lemma and the recursive formulas (1),(3) for Gk, Sk, leads to the following lemma. (7), (8) and (16) First, this section compares the theoretical LED that we obtain in Section III-.2 with the empirical eigenvalue distribution of a finite-dimensional matrix. Figure 3 shows that there is indeed a fairly good agreement between the two, even for a small number of nodes in the network. In this paper, the capacity of a large scale multi-level AF relay network has been analyzed. The capacity formula is expressed by means of the limiting eigenvalue distribution of a random matrix, whose Stieltjes transform is shown to satisfy a set of recursive equations. A general procedure for solving explicitly these equations has been proposed, from which one can deduce both the limiting eigenvalue distribution and the capacity.
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