In this paper we propose a deductive calculus aiming at improving the query/simple-answer communication behaviour of many intelligent systems. In an uncertain reasoning context this behaviour consists of getting certainty values for propositions as answers to queries. Instead, with our calculus, answers to queries will become sets of formulas: a set of propositions and a set of specialised rules containing propositions for which the truth value is unknown in their left part. This type of behaviour is much more informative because it returns to users not only the answer to a query but all the relevant information, related to the answer, necessary to, possibly, improve the solution. To exemplify the general approach a family of propositional rule-based languages founded on multiple-valued logics is presented and formalised. The deductive system de ned on top of these languages is based on a Specialisation Inference Rule (SIR): (A1^A2 ^An ! P; V ); (A1; V 0 )`(A2^: : :^An ! P; V 00 ), where V , V 0 and V 00 are truth intervals. This inference rule provides a way of generating rules containing less conditions in their premise by eliminating the conditions for which a de nitive truth value already exists. The soundness and atom completeness of the deductive system are proved. The implementation of this deductive calculus is based on partial deduction techniques. Finally, an example of the application of the specialisation calculus to a multi-agent system is provided.
1. INTRODUCTION
Motivation
The main concern of this paper is to introduce a many-valued logical calculus based on rule specialisation to model a type of cooperative communication between autonomous agents in the presence of imperfect or imprecise knowledge. Other important communicational issues such as protocols or agent communication languages are not dealt within this paper. Rather, we focus on the informational content of the communication between agents.
For the sake of simplicity and readability, we restrict ourselves to architectures of multi-agent systems composed of a set of autonomous rule-based agents communicating each other by means of message passing. Moreover, we only consider two types of asynchronous communication actions: queries and answers. Finally, external users of the multi-agent system are supposed to interact with the autonomous agents through an interface that allows them to pose queries and give answers.
In a very simpli ed way, the standard behaviour of traditional knowledgebased agents when communicating could be described as follows: when an agent is inquired whether a given proposition holds, the agent starts its deductive machinery in order to nd out a proof for that proposition. If it succeeds, it gives back either the truth value true in the case of classical reasoning or a partial degree of truth or certainty in the case of approximate or uncertainty reasoning. If it fails, under the open world assumption, the answer is unknown.
In the case of rule-based agents, we propose to improve this simple communication process by using in a more e ective way the information stored in the rule base of an agent. For instance:
1. When the user of an agent makes a query, he might be interested in knowing not only about the query itself but also about other related facts that can be useful for the problem being solved. It can be also the case that the user might be interested in knowing which conclusions can be drawn from the proposition being queried.
2. When an agent is not able to answer a query because it has not been provided with enough information, he will probably answer with the value unknown, as already commented. However, even in this case, the answer may be much more informative if the agent let the user or another agent know which is the lacking information causing the failure of the answer. All this`hidden' information is somehow actually used by humans when cooperating in solving problems. Indeed, looking carefully at, for instance, how physicians cooperate and communicate in a diagnosis problem, it can be noticed that they may: condition their decisions. Suppose it is not known whether a patient is allergic to penicillin. Then a physician asked for the possibility of giving penicillin as treatment would answer:`Penicillin is a good treatment from a clinical point of view provided that the patient has no allergy to penicillin '. provide suggestions to be considered together with the answer of a query. Instead of strictly answering whether there is an infection or not, a physician may answer:`Pneumococcus has been isolated in the culture of sputum. In this case it is strongly suggested to make an antibiogram to the patient'.
provide conditioned suggestions to be considered together with decisions. This would correspond to a combination of the above two communication patterns. For instance,`Cipro oxacine is a good treatment, but if the patient is a woman breast-feeding she must stop breast-feeding'.
To model such communication patterns, we need to extend the agent answering procedure, by allowing it to answer queries with sets of formulas (rules and propositions). We propose to do it by means of a calculus based on rule specialisation. Specialisation as understood in this paper is related to the notion of partial evaluation expressed in the well known Kleene's Theorem 10]. Specialisation Calculus is based on logic, then we use the term partial deduction instead of partial evaluation 12]. Partial deduction algorithms have been used intensively in logic programming 5, 11, 13, 18, 20] , mainly for e ciency purposes.
Partial deduction of rules
In classical (boolean) rule bases, deduction is mainly based on the modus ponens inference rule:
A; A ! B`B In the case that A denotes a conjunction of conditions A 1^A2 , the above inference rule is only applicable when every condition of the premise, i.e. A 1 and A 2 , is satis ed, otherwise nothing can be inferred. However, if we only know that condition A 1 is satis ed, due to the well known logical
, we can use partial deduction to extract the maximum information from incomplete knowledge in the sense of the following specialisation inference rule:
The rule A 2 ! B is called the specialisation of A 1^A2 ! B with respect to the proposition A 1 . Notice that in the particular case that the rule has only one condition in the premise, we may resort to the usual modus ponens rule.
The following are the corresponding functional speci cation of what a rule specialisation process is. Definition 1.1. (Rule Specialisation) Let R be a set of rules and P a set of literals. We note rules as pairs, r = (m r ; c r ) where m r is the premise (a set of literals) and c r is the conclusion (a literal). The rule specialisation is de ned as a function:
S R : R P ! R P S R (r; p) = The extension to specialisation of agent's rule bases is straightforward. Definition 1.2. (Agent Specialisation) Let A be a set of agents. We note Agents as pairs a = (R; P) where R is a set of rules and P is a set of literals. Agent specialisation is de ned as a function: S : A ! A S(a) = S((R ? frg + fr 0 g; P + fp 0 g)) (*) a otherwise (*) if P 6 = ; and 9p 2 P and 9r 2 R such that S R (r; p) = (r 0 ; p 0 ) and r 0 6 = r.
In other words, the specialisation of an agent's rule base consists on the exhaustive specialisation of its rules. Rules that only have one condition appearing in the set of literals will be eliminated and a new literal will be added. This new literal will be used again to specialise the agent. The process will nish when the agent has no rule containing on its conditions a known literal. This approach is di erent for instance from the logic programming one used in 13]. There, partial deduction is goal driven, whereas here partial deduction is data driven.
In this paper we propose the use of this technique to improve the communication behaviour between agents by allowing agents to answer a query with a part of the result of the specialisation of its rule base. In an approximate reasoning context we propose to extend the above boolean specialisation inference rule to encompass partial truth, for instance in the following meaning that if A 1 is known to be true at least to the degree and the rule A 1^A2 ! B is true at least to the degree , then the specialised rule A 2 ! B is true at least to a degree 0 = f( ; ), being f a suitable combination function.
More concretely, in section 2 we formally describe both the semantics and syntax of a many-valued logical calculus for partial deduction of rule bases. Section 3 is devoted to the functional description of an agent specialisation mechanism. In section 4 an example on multi-agent medical diagnosis is presented, showing the usefulness of the communication mechanism based on specialisation. Finally, a discussion on the results is presented in Section 5.
FORMALISATION OF A MANY-VALUED SPECIALISA-TION CALCULUS FOR RULE BASES
In this section we present a parametric family of many-valued calculi for rule specialisation. Each calculus is determined by a particular algebra of truth-values belonging to a parametric family of algebras that is described next.
Throughout this paper, an Algebra of truth-values A n;T = hA n ; ; N n ; T; I T i will be a nite linearly ordered residuated lattice with a negation operation, that is:
1. (A n , ) is a chain of n elements: 0 = a 1 < a 2 < ::: < a n = 1 where 0 and 1 are the booleans False and True respectively.
2. The negation operation N n is a unary operation de ned as N n (a i ) = a n?i+1 , the only de nable order-preserving involutive mapping in hA n ; <i, i. As it is easy to notice from the above de nition, any of such truth-values algebras is completely determined as soon as the set of truth-values A n and the conjunction operator T are chosen. So, varying these two characteristics we generate a family of di erent multiple-valued logics. For instance, taking T(a i ; a j ) = a min(i;j) or T(a i ; a j ) = a min(n;n?i+j) we get the well-known G odel's and Lukasiewicz's semantics (truth-tables) for nitely-valued logics 6, 7, 8, 9] .
In the following we describe the language, the semantics and the deduction system (specialisation calculus) of a particular logic corresponding to a given algebra A n;T .
The propositional language L = (A n ; ; C; Mv-S) is de ned by: Having truth-values explicit in the sentences enables us to de ne a classical satisfaction relation in spite of the models being multiple-valued assignments. The satisfaction relation between interpretations and mv-formulas is de ned as
and it is extended to a semantical entailment between sets of mv-formulas and mv-formulas as usual:
? j = ('; V ) i j = ('; V ) for all such that j = A, for all A 2 ? .
Taking into account the motivations introduced in the previous section, the deduction system we consider for rule specialization in our many-valued logical framework is the following one. It is easy to check that the above specialisation calculus is sound. On the other hand, it is obvious that the logic Mv-SC is not complete. For instance, if we consider the two-valued case, i.e. A 2 = f0; 1g, we have f(p ! q; 1); (q ! r; 1)g j = (p ! r; 1) but f(p ! q; 1); (q ! r; 1)g 6 SC (p ! r; 1) . It is also the case that the language is not complete for literal deduction in general. For instance, we have f(p ! q; 1); (:p ! q; 1)g j = (q; 1) but f(p ! q; 1); (:p ! q; 1)g 6 SC (q; 1). However, it can be shown that the system is complete for mv-atom deduction provided we further restrict the language basically by not allowing negated literals in the language. This restricted mv-atom completeness can be seen as a many-valued counterpart of the completeness of classical modus ponens for atom deduction with propositional Horn clauses. This will be shown in the next subsection.
Mv-Atom Completeness
The sub-language we consider is the negation free fragment of L. Namely we de ne an Mv-Horn-Rule as an mv-rule (p 1^p2^ ^p n ! q; V ) such that p i and q are atomic symbols and V = a; 1] is an upper interval of truth-values of A n with a > 0, and 8i; j(p i 6 = p j ; q 6 = p j ). Then, we de ne the restricted many-valued propositional sub-language RL as the following 4-tuple: RL = (A n ; ; C; Mv-RS) being Mv-RS = Mv-Atoms( ; A n ) Mv-Horn-Rules( ; A n ), where MvHorn-Rules( ; A n ) denotes the set of Mv-Horn-Rules that can be built from and A n . Within this sub-language, the not-introduction and not- 
INFERENCE ALGORITHM
In this Section we present an inference algorithm based on the Specialisation Calculus. We are interested in obtaining the intervals of truth values for the facts deduced minimising the number of deductive steps.
In order to preserve the correctness of the inference algorithm with respect to the semantics of the Specialisation Calculus, the algorithm does not introduce any extra-logical component. Deduction is implemented by using just the axioms and inference rules presented in the previous Section.
We consider that a proposition has a de nitive value when there are no rules that can contribute to its provisional value (initially 0; 1]), producing a more precise one by means of applications of the Composition inference rule. We will use a proposition to specialise rules only when that proposition has a de nitive value. This restriction permits that a rule be substituted by its specialised versions when no more specialisation is possible for the condition being eliminated from its premise. When there are no conditions left in the premise of a rule the conclusion of the rule is generated. The Weakening inference rule will not be used in the deductive process, it will only be used when necessary at query answering time.
Internal Representation
We propose a slight change of representation for mv-rules that allows us to simplify the functional descriptions of the algorithm. For instance the rule (c^d ! e, 3 ,1])|written using the notation of Section 2|will be represented from now on as the tuple: (fc; dg; e; 3 ; 1]).
Next we de ne a representation for sets of rules and sets of propositions that we will refer to as the mental state 17] of the agent. The representation consists of mapping each atom in to its current interval of truth-values and the (possibly empty) set of mv-rules that conclude it, or its negation. 
Specialisation
To describe the algorithm we de ne rst of all the specialisation of a mv-rule. Giving a mv-rule and a mv-atom, the mapping S R specialises the mv-rule with respect to that mv-atom generating a specialised mv-rule, or a new mv-atom if the rule had a single condition. To specialise a complete agent's mental state we will use each atom with de nitive value in the mental state in turn to make specialisation steps that possibly will generate de nitive values for other atoms to be later on used to specialise more the state. Clearly this process nishes because the number of atoms in any set of rules of the type considered is always nite. Hence the following algorithm endwhile; return AG 
17
The complexity of this algorithm is O(n 2 ) where n = j j.
EXAMPLE
Milord II is a modular language for knowledge engineering based on re ection mechanisms and that implements the specialisation calculus described in this paper. More general descriptions of Milord II may be found elsewhere 14, 15] . The purpose of this section is only to show how the specialisation mechanism is actually used in a medical cooperative setting. In real medical environments, problems are usually solved by means of the cooperation of several human agents. The example presented in this section intends to assist physicians to diagnose pneumonia diseases, and consists of two cooperating agents.
In Milord II agents are implemented as autonomous processes in a network. Agents communicate each other by means of message passing in a mail-like system. This example is composed of two agents: the Clinician agent and the Micro-biologist agent (see Figure 1 ) that assist their correspondent human physicians. The Clinician agent assists the physician (user of that agent), that has a close contact with the patient, to make a diagnosis of pneumonia. The Clinician agent uses its own knowledge to get an initial diagnosis of the patient from clinical signs. It also uses the services of the Micro-biologist agent to re ne this initial diagnosis into a de nitive one. The Micro-biologist agent provides its own opinion of the diagnosis based on the analysis of a sample (of sputum) of the patient and on the initial diagnosis made by the Clinician agent. the user of that agent, for instance Expectoration; the export interface, that is, the set of propositions that can participate in output communication utterances, in this case pneumonia; and the deductive knowledge containing the dictionary with the declaration of the facts of the agent (that is, ) and a set of weighted propositional rules (that is, Mv-Rules).
The set of truth-values 2 used in this example is A 5 =(impossible, slightlypossible, possible, very-possible, de nite) where impossible = 0 and denite = 1 (see Section 2). We follow in this section a convention used in Milord II: intervals of type a; 1] are written just as a.
The Clinician agent exports the proposition pneumonia. This agent tries to deduce this proposition interacting with the known agents (Microbiologist) and its user, and using its own rules. The rules may contain queries to other agents about values for particular propositions belonging to the other agent's language in the form Agent?Proposition. For instance, the proposition Pneumonia can be deduced by rule R004 from a proposition valued by agent Micro-biologist, that is Micro-biologist?Pneumonia. Propositions belonging to the import interface (for instance Expectoration) are asked to the user of this agent. Given an initial diagnosis of pneumonia (Initial Diagnosis Pneumonia, de nite), the rule R003 can be specialised to deduce the proposition (Pneumonia, possible). In the case of a de nite diagnosis of pneumonia given by the Micro-biologist agent, the rule R004 can be specialised deducing (Pneumonia, de nite). In other words, the agent gives more importance to the micro-biological evidence of pneumonia. Figure 3 contains the declaration of the agent Micro-biologist. It knows the Clinician agent and needs data about the sample of sputum of the patient. To deduce the proposition Pneumonia, it previously needs to deduce the presence of pneumococcus in the sputum sample of the patient and the presence of streptococcus pneumonia in a culture of the sputum (rule R001), and it needs to know the initial diagnosis of pneumonia obtained by the Clinician agent (rule R002). Notice that the Micro-biologist agent cannot deduce pneumonia without an initial diagnosis (by the Clinician agent).
Agent
Making abstraction of the real operational semantics, let us explain the specialisation inference mechanism on this example. Consider that the physician asks for the value of the diagnosis of Pneumonia to the Clinician agent. To solve this query this agent will then specialise its own rules and will make questions to the other agents and to its user. Consider the following Clinician agent initial mental state :
without an initial one, and that without a micro-biological diagnosis the nal diagnosis would have had as maximum truth-value possible.
DISCUSSION
In this paper an inference calculus containing a Specialisation Inference Rule in the paradigm of multiple-valued logics is presented. The calculus is implemented using techniques of partial deduction, and is shown to be sound and complete for atom deduction.
The communication between autonomous agents based on this calculus is much more cooperative than the classical one: The answer to a query is now a set of specialised rules and propositions. Our system is thought for the cooperation among agents via the communication of knowledge, not just data, in a similar way to other systems 2], where the communication is about lamdba-formulas; or the communication of inductive inferences as in 3], a work on multi-agent learning systems.
The specialisation calculus is also related to other work on conditioned answers 4, 16, 19] and on the treatment of unknown information 21]. It allows us to obtain conditioned answers after the specialisation of a rule base with the known information. Our system is able to give back useful answers even in the case of partially known information.
The main di erence of specialisation calculus with respect to other uses of partial deduction, is that it is based on a multi-valued propositional language and it is oriented to the improvement of the communication among agents, not just e ciency.
This specialisation calculus can also be used to make validation of rule bases. Consider that a physician has a general rule base for pneumonia treatment, and that he wants to check it in a restricted context such as: women with gramnegative rods'. The specialisation mechanism allows him to obtain a new rule base specialised for pneumonia treatment in the particular case of women with gramnegative rods. The expert should agree with the behaviour of the new rule base so obtained, in that restricted context, because it is a specialisation of its original one, otherwise he must revise it. To check the behaviour of this reduced rule base he can apply any classical method (v.g. by case analysis), but to a much more reduced one, and this is the advantage of the use of the specialisation calculus. This specialisation mechanism can also be understood as a way of modularisation, by contexts, of at and non-structured rule bases. This methodology gives then a more comprehensive and systematic way of validating rule bases than the standard methods. 24 
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