We present an O(log d + log log m/n n)-time randomized PRAM algorithm for computing the connected components of an n-vertex, m-edge undirected graph with maximum component diameter d.
Introduction
Computing the connected components of an undirected graph is a fundamental problem in algorithmic graph theory, with many applications. Using graph search [Tar72] , one can find the connected components of an n-vertex, m-edge graph in O(m) time, which is best possible for a sequential algorithm. But linear time is not fast enough for big-data applications in which the problem graph is of internet scale or even bigger. To find the components of such large graphs in practice requires the use of concurrency.
Beginning in the 1970's, theoreticians developed a series of more-and-more efficient concurrent algorithms. Their model of computation was some variant of the PRAM (parallel random access machine) model. Shiloach and Vishkin [SV82] gave an O(log n)-time PRAM algorithm in 1982. The algorithm was later simplified by Awerbuch and Shiloach [AS87] . These algorithms are deterministic and run on an AR-BITRARY CRCW PRAM with O(m) processors. There are simpler algorithms and algorithms that do less work but use randomization. Gazit [Gaz91] combined an elegant randomized algorithm of Reif [Rei84] with graph size reduction to obtain an O(log n)-time, O(m/ log n)-processor CRCW PRAM algorithm. This line of work culminated in the O(log n)-time, O(m/ log n)-processor EREW (exclusive-read, exclusive-write) PRAM algorithms of Halperin and Zwick [HZ96, HZ01] , the second of which computes spanning trees of the components as well as the components themselves. On an EREW PRAM, finding connected components takes Ω(log n) time [CDR86] , so these algorithms minimize both time and work. The Ω(log n) lower bound Theorem 1 (Connected Components). There is an ARBITRARY CRCW PRAM algorithm using O(m) processors that computes the connected components of any given graph. With probability 1−1/poly((m log n)/n), it runs in O(log d log log m/n n) time.
The algorithm of Theorem 1 can be extended to computing a spanning forest (a set of spanning trees of the components) with the same asymptotic efficiency:
Theorem 2 (Spanning Forest). There is an ARBITRARY CRCW PRAM algorithm using O(m) processors that computes the spanning forest of any given graph. With probability 1 − 1/poly((m log n)/n), it runs in O(log d log log m/n n) time.
Using the above algorithms as bases, we provide a faster connected components algorithm that is nearly optimal (up to an additive factor of at most O(log log n)) due to a conditional lower bound of Ω(log d)
Theorem 3 (Faster Connected Components). There is an ARBITRARY CRCW PRAM algorithm using O(m) processors that computes the connected components of any given graph. With probability 1 − 1/poly((m log n)/n), it runs in O(log d + log log m/n n) time.
For a dense graph with m = n 1+Ω(1) , the algorithms in all three theorems run in O(log d) time with probability 1 − 1/poly(n); if d = log Ω(1) m/n n, the algorithm in Theorem 3 runs in O(log d) time. Note that the time bound in Theorem 1 is dominated by the one in Theorem 3. We include Theorem 1 here in pursuit of simpler proofs of Theorem 2 and Theorem 3.
Related Work and Technical Overview
In this section, we give an overview of the techniques in our algorithms, highlighting the challenges in the PRAM model and the main novelty in our work compared to that of Andoni et al. [ 
Related Work
Andoni et al. [ASS + 18] observed that if every vertex in the graph has a degree of at least b = m/n, then one can choose each vertex as a leader with probability Θ(log(n)/b) to make sure that with high probability, every non-leader vertex has at least 1 leader neighbor. As a result, the number of vertices in the contracted graph is the number of leaders, which isÕ(n/b) in expectation, leading to double-exponential progress, since we have enough space to make each remaining vertex have degreeΩ(m/(n/b)) =Ω(b 2 ) in the next round andΩ(b 2 i ) after i rounds. 3 The process of adding edges is called expansion, as it expands the neighbor sets. It can be implemented to run in O(log d) time. This gives an O(log d log log m/n n) running time.
Behnezhad et al. improved the multiplicative log log m/n n factor to an additive factor by streamlining the expansion procedure and double-exponential progress when increasing the space per vertex [BDE + 19]. Instead of increasing the degree of each vertex uniformly to at least b in each round, they allow vertices to have different space budgets, so that the degree lower bound varies on the vertices. They define the level ℓ(v) of a vertex v to control the budget of v (space owned by v): initially each vertex is at level 1 with budget m/n. Levels increase over rounds. Each v is assigned a budget of b(v) = (m/n) c ℓ(v) for some fixed constant c > 1. The maximal level L := log c log m/n n is such that a vertex at level L must have enough space to find all vertices in its component. Based on this idea, they design an MPC algorithm that maintains the following invariant:
Observation 1.1 ([BDE + 19]). With high probability, for any two vertices u and v at distance 2, after 4 rounds, if ℓ(u) does not increase then their distance decreases to 1; moreover, the skipped vertex w originally between u and v satisfies ℓ(w) ≤ ℓ(u). 4 Behnezhad et al. proved an O(log d + log log m/n n) time bound by a potential-based argument on an arbitrary fixed shortest path P 1 in the original graph: in round 1 put 1 coin on each vertex of P 1 (thus at most d + 1 coins in total); for the purpose of analysis only, when inductively constructing P i+1 in round i, every skipped vertex on P i is removed and passes its coins evenly to its successor and predecessor (if exist) on P i . They claimed that any vertex v still on P i in round i has at least 1.1 i−ℓ(v) coins based on the following: Observation 1.2 (Claim 3.12 in [BDE + 19]). For any path P i in round i corresponding to an original shortest path, its first and last vertices are on P j in round j for any j > i; moreover, if a vertex on P i does not increase level in 4 rounds, then either its predecessor or successor on P i is skipped.
The first statement is to maintain the connectivity for every pair of vertices in the original graph, and the second statement is to guarantee that each vertex obtains enough coins in the next round. (Observation 1.2 is seemingly obvious from Observation 1.1, however there is a subtle issue overlooked in [BDE + 19] that invalidates the statement. Their bound is still valid without changing the algorithm by another potentialbased argument, which shall be detailed later in this section.)
Since the maximal level is L, by the above claim, a vertex on such a path with length more than 1 in round R := 8 log d + L would have at least 1.1 8 log d > d + 1 coins, a contradiction, giving the desired time bound.
Let us first show a counter-example for Observation 1.2 (not for their time bound). Let the original path P 1 be (v 1 , v 2 , . . . , v s ). We want to show that the distance between v 1 and v s is at most 1 after R rounds, so neither v 1 nor v s can be skipped during the path constructions over rounds. Suppose v 1 does not increase level in 4 rounds, then for v 1 to obtain enough coins to satisfy the claim, v 2 must be skipped. We call an ordered pair (v i , v i+1 ) of consecutive vertices on the path frozen if v i is kept and v i+1 is skipped in 4 rounds. So (v 1 , v 2 ) is frozen. Let v 3 (any vertex after v 2 suffices) be the only vertex on P 1 directly connecting to v 1 after skipping v 2 in 4 rounds. (Observation 1.1 guarantees that a vertex directly connecting to v 1 must exist but cannot guarantee that there is more than 1 such vertex on P 1 .) Note that v 3 cannot be skipped, otherwise v 1 is isolated from P 1 and thus cannot connect to v s . Now consider two cases. If v 4 is skipped, then pair (v 3 , v 4 ) is frozen. If v 4 is not skipped, then assume v 4 does not increase level in 4 rounds. For v 4 to obtain enough coins, v 5 must be skipped because v 3 cannot be skipped to pass coins to v 4 , so the pair (v 4 , v 5 ) is frozen. Observe that from frozen pair (v 1 , v 2 ), in either case we get another frozen pair, which propagates inductively to the end of P 1 . If we happen to have a frozen pair (v s−1 , v s ), then v s must be skipped and isolated from v 1 , a contradiction.
Here is a fix to the above issue (formally stated in Lemma 3.12). Note that only the last vertex v on the path can violate the claim that there are at least 1.1 i−ℓ(v) coins on v in round i. Assuming the claim holds for all vertices on the current path, one can always drop (to distinguish from skip) v s and pass its coins to v s−1 (which must be kept) if they are a frozen pair. So v s−1 , the new last vertex after 4 rounds, obtains enough coins by the induction hypothesis and the second part of Observation 1.1. By the same argument, the resulting path after R rounds has length at most 1. Observe that we dropped O(R) vertices consecutively located at the end of the path, so the concatenated path connecting v 1 and the original v s has length O(R). Now applying Observation 1.1 to v 1 , we get that in 4 rounds, either its level increases by 1 or its successor is skipped. Therefore, in O(R + L) rounds, there is no successor of v 1 to be skipped and the graph has diameter at most 1 by a union bound over all the (original) shortest paths.
Our Contributions
Now we introduce the new algorithmic ideas in our PRAM algorithm with a matching time bound.
The first challenge comes from processor allocation. To allocate different-sized blocks of processors to vertices in each round, there is actually an existing tool called approximate compaction, which maps the k distinguished elements in a length-n array one-to-one to an array of length O(k) with high probability [Akl89] . (The vertices to be assigned blocks are distinguished and their names are indices in the old array; after indexing them in the new array, one can assign them predetermined blocks.) However, the current fastest (and work-optimal) approximate compaction algorithm takes O(log * n) time, introducing a multiplicative factor [GMV91] . To avoid this, our algorithm first reduces the number of vertices to n/polylog(n) in O(log log m/n n) time, then uses approximate compaction to rename the remaining vertices by an integer in [n/polylog(n)] in O(log * n) time. After this, each cell of the array to be compacted owns polylog(n) processors, and each subsequent compaction (thus processor allocation) can be done in O(1) time [Goo91] .
The second challenge is much more serious: it is required by the union bound that any vertex u must connect to all vertices within distance 2 with high probability if u does not increase in level. Behnezhad et al. achieve this goal by an algorithm based on constant-time sorting and prefix sum, which require Ω(log n/ log log n) time on an ARBITRARY CRCW PRAM with poly(n) processors [BH89] . Our solution is based on hashing: to expand a vertex u, hash all vertices within distance 2 from u to a hash table owned by u; if there is a collision, increase the level of u. 5 As a result, we are able to prove the following result, which is stronger than Observation 1.1 as it holds deterministically and uses only 1 round: Observation 1.3 (formally stated in Lemma 3.20) . For any two vertices u and v at distance 2, if ℓ(u) does not increase then their distance decreases to 1 in the next round; moreover, any vertex originally between u and v has level at most ℓ(u).
The idea of increasing the level immediately after seeing a collision gives a much cleaner proof of Observation 1.3, but might be problematic in bounding the total space/number of processors: a vertex with many vertices within distance 2 can incur a collision and level increase very often. We circumvent this issue by increasing the level of each budget-b vertex with probabilityΘ(b −δ ) before hashing. Then a vertex v with at least b δ vertices within distance 2 would see a level increase with high probability; if the level does not increase, there should be at most b δ vertices within distance 2, thus there is a collision when expanding v with probability 1/poly(b). As a result, the probability of level increase isΘ(b −δ ) + 1/poly(b) ≤ b −c for some constant c > 0, and we can assign a budget of b 1+Ω(c) to a vertex with increased level, leading to double-exponential progress. As a result, the total space is O(m) with good probability since the union bound is over all polylog(n) different levels and rounds, instead of O(n 2 ) shortest paths.
Suitable combination of the ideas above yields a PRAM algorithm that reduces the diameter of the graph to at most 1 in O(R) = O(log d + log log m/n n) time, with one flexibility: the relationship between the level ℓ(v) and budget b(v) of vertex v in our algorithm is not strictly b(v) = (m/n) c ℓ(v) for some fixed constant c > 1 as in Behnezhad et al. [BDE + 19]; instead, we allow vertices with the same level to have two different budgets. We show that such flexibility still maintains the key invariant of our algorithm (without influencing the asymptotic space bound): if a vertex is not a root in a tree in the labeled digraph, then its level must be strictly lower than the level of its parent (formally stated in Lemma 3.2). 6 Using hashing and a proper parent-update method, our algorithm does not need to compute the number of neighbors with a certain level for each vertex, which is required in [ASS + 18, BDE + 19] and solved by constant-time sorting and prefix sum on an MPC. If this were done by a direct application of (constant-time) approximate counting (cf.
[Ajt90]) on each vertex, then each round would take Ω(k) time where k is the maximal degree of any vertex, so our new ideas are essential to obtain the desired time bound.
Finally, we note that while it is straightforward to halt when the graph has diameter at most 1 in the MPC algorithm, it is not correct to halt (nor easy to determine) in this case due to the different nature of our PRAM algorithm. After the diameter reaches O(1), to correctly compute components and halt the algorithm, we borrow an idea from [LT19] to flatten all trees in the labeled digraph in O(R) time, then apply our slower connected components algorithm (cf. Theorem 1) to output the correct components in O(log log m/n n) time, which is O(R) total running time.
Roadmap
The rest of this paper is organized as follows. In §2, we introduce our framework of the algorithms and some essential building blocks. Our faster connected components algorithm with running time O(log d + log log m/n n) is presented in §3. We include the analysis of its correctness, running time, number of processors, success probability, and implementation in each subsection of §3 respectively. The full proofs of Theorem 1, Theorem 2, and Theorem 3 are deferred to the appendix.
Preliminaries

Framework
We formulate the problem of computing connected components concurrently as follows: label each vertex v with a unique vertex v.p in its component. Such a labeling gives a constant-time test for whether two vertices v and w are in the same component: they are if and only if v.p = w.p. We begin with every vertex self-labeled (v.p = v) and successively update labels until there is exactly one label per component.
The labels define a directed graph (labeled digraph) with arcs (v, v.p), where v.p is the parent of v. We maintain the invariant that the only cycles in the labeled digraph are self-loops (arcs of the form (v, v)). Then this digraph consists of a set of rooted trees, with v a root if and only if v = v.p. Some authors call the root of a tree the leader of all its vertices. We know of only one algorithm in the literature that creates non-trivial cycles, that of Johnson and Metaxis [JM97] . Acyclicity implies that when the parent of a root v changes, the new parent of v is not in the tree rooted at v (for any order of the concurrent parent changes). We call a tree flat if the root is the parent of every vertex in the tree. Some authors call flat trees stars.
In our connected components and spanning forest algorithms (cf. §B and §C in the appendix), we maintain the additional invariant that if the parent of a non-root v changes, its new parent is in the same tree as v (for any order of the parent changes). This invariant implies that the partition of vertices among trees changes only by set union; that is, no parent change moves a proper subtree to another tree. We call this property monotonicity. Most of the algorithms in the literature that have a correct efficiency analysis are monotone. Liu and Tarjan [LT19] analyze some non-monotone algorithms. In our faster connected components algorithm (cf. §3), only the preprocessing and postprocessing stages are monotone, which means the execution between these two stages can move subtrees between different trees in the labeled digraph.
Building Blocks
Our algorithms use three standard and one not-so-standard building blocks, which link (sub)trees, flatten trees, alter edges, and add edges, respectively. (Classic PRAM algorithms develop many techniques to make the graph sparser, e.g., in [Gaz91, HZ96, HZ01], not denser by adding edges.)
We treat each edge {v, w} as a pair of oppositely directed arcs (v, w) and (w, v). A direct link applies to a graph arc (v, w) such that v is a root and w is not in the tree rooted at v; it makes w the parent of v. A parent link applies to a graph arc (v, w) and makes w.p the parent of v; note that v and w.p are not necessarily roots. Concurrent direct links maintain monotonicity while concurrent parent links do not. We add additional constraints to prevent the creation of a cycle in both cases. Specifically, in the case of parent links, if a vertex is not a root in a tree in the labeled digraph, then its level must be strictly lower than the level of its parent (formally stated in Lemma 3.2).
Concurrent links can produce trees of arbitrary heights. To reduce the tree heights, we use the shortcut operation: for each v do v.p := v.p.p. One shortcut roughly halves the heights of all trees; O(log n) shortcuts make all trees flat. Hirschberg et al. [HCS79] introduced shortcutting in their connected components algorithm; it is closely related to the compress step in tree contraction [MR85] and to path splitting in disjoint-set union [TvL84] .
Our third operation changes graph edges. To alter {v, w}, we replace it by {v.p, w.p}. Links, shortcuts, and edge alterations suffice to efficiently compute components. Liu and Tarjan [LT19] analyze simple algorithms that use combinations of our first three building blocks.
To obtain a good bound for small-diameter graphs, we need a fourth operation that adds edges. We expand a vertex u by adding an edge {u, w} for a neighbor v of u and a neighbor w of v. The key idea for implementing expansion is hashing, which is presented below.
Suppose each vertex owns a block of K 2 processors. For each processor in a block, we index it by a pair (p, q) ∈ [K] × [K]. For each vertex u, we maintain a size-K table H(u). We choose a random hash function h : [n] → [K]. At the beginning of an expansion, for each graph arc (u, v), we write vertex v into the h(v)-th cell of H(u). Then we can expand u as follows: each processor (p, q) reads vertex v from the p-th cell of H(u), reads vertex w from the q-th cell of H(v), and writes vertex w into the h(w)-th cell of H(u). For each w ∈ H(u) after the expansion, {u, w} is considered an added edge in the graph and is treated the same as any other edge.
The key difference between our hashing-based expansion and that in the MPC algorithms is that a vertex w within distance 2 from u might not be in H(u) after the expansion due to a collision, so crucial to our analysis is the way to handle collisions. All hash functions in this paper are pairwise independent, so each processor doing hashing in each round only needs to read two words, which uses O(1) private memory and time.
Faster Connected Components Algorithm
In this section we prove Theorem 3 by presenting a faster algorithm for connected components.
Faster Connected Components algorithm: repeat {EXPAND-MAXLINK} until the graph has diameter at most 1 and all trees are flat; run the connected components algorithm from Theorem 1 on the remaining graph.
Each iteration of the repeat loop is called a round. The break condition that the graph has diameter at most 1 and all trees are flat is tested at the end of each round.
To simplify the presentation, we make the following assumption, which will be removed without influencing the asymptotic running time, number of processors, and success probability (cf. §D in the appendix).
Assumption 3.1. Let c = 200, at the beginning of the first round each vertex has a distinct id in [2m/ log c n] and owns a space block of size max{m/n, log c n}/ log 2 n.
The remainder of this section is organized as follows. The detailed method EXPAND-MAXLINK is presented in §3.1. In §3.2 we prove that our algorithm correctly computes the connected components of the input graph when it ends. In §3.3, we implement EXPAND-MAXLINK on an ARBITRARY CRCW PRAM in O(1) time. We prove that the algorithm uses O(m) processors over all rounds in §3.4. Finally, we show that the graph diameter is at most 1 and all trees are flat after O(log d + log log m/n n) rounds in §3.5. After the graph diameter reaches 1, it is easy to apply Theorem 1 to output the connected components of the input graph in O(log log m/n n) additional time, giving Theorem 3.
Algorithmic Framework
In this section, we present the algorithmic framework of EXPAND-MAXLINK, the ingredient of each round of Faster Connected Component algorithm.
EXPAND-MAXLINK uses the following three subroutines, which were introduced as building blocks in §2.2:
ALTER: for each edge e = {v, w}: replace it by {v.p, w.p}. SHORTCUT: for each vertex u: update u.p to u.p.p.
The fourth building block is to expand each vertex v to try to connect to all vertices within distance 2 from v, which corresponds to Steps (3-5). We give detailed explanations of the key concepts and steps after the algorithm.
EXPAND-MAXLINK:
1. MAXLINK; ALTER.
2. For each root v: increase ℓ(v) with probability 10 log n/b(v) 0.1 . 
For each root
v: for each root w ∈ N (v): if b(w) = b(v) then hash w into H(v).
Correctness
In this section, we prove that Faster Connected Components algorithm correctly computes the connected components of the input graph when it ends. First of all, we prove a useful property on levels and roots.
Lemma 3.2. If a vertex v is a non-root at any step, then during the execution after that step, v is a non-root,
Proof. The proof is by an induction on rounds. The lemma clearly holds at the beginning of the first round by definitions. In Step (1), each iteration of a MAXLINK can only update the parent to a vertex with higher level, which cannot be itself. In Step (2), level increase only applies to roots. The invariant holds after the MAXLINK in Step (6) for the same reasons as above. In SHORTCUT (cf. Step (6)), each vertex v updates its parent to v.p.p, which, by the induction hypothesis, must be a vertex with level higher than v if v is a non-root, thus cannot be v. In Step (7), level increase only applies to roots. All other steps and ALTERs do not change the labeled digraph nor levels, giving the lemma.
Based on Lemma 3.2, we have the following key result, which implies the correctness of our algorithm.
Lemma 3.3. The following conditions hold at the end of each round:
1. For any component in the input graph, its vertices are partitioned into trees in the labeled digraph such that each tree belongs to exactly one component.
A tree does not contain all the vertices in its component if and only if there is an edge between a vertex in this tree and a vertex in another tree.
The detailed proof of Lemma 3.3 is deferred to the appendix. Proof. When the repeat loop ends, all trees are flat, which means in the last round, all trees are flat before the ALTER in Step (6) since an ALTER does not change the labeled digraph. After the ALTER, all edges are only incident on roots. By Lemma 3.3, these rooted trees partition the connected components; moreover, if a root is not the only root in its component then there must be an edge between it and another root in its component, i.e., the connectivity of the graph is maintained. This implies that the connected components algorithm from Theorem 1 will correctly compute the connected components of the input graph (see details in the appendix).
Implementation
In this section, we show how to implement EXPAND-MAXLINK on an ARBITRARY CRCW PRAM such that any of the first O(log n) rounds runs in constant time with good probability. Proof. The ALTER (cf. Steps (1,6)) applies to all edges in the current graph. Since each edge corresponds to a distinct processor, Step (3) and the ALTER take O(1) time.
Steps (2,4,7) and SHORTCUT take O(1) time as each vertex has a corresponding processor and a collision can be detected using the same hash function to check the same location again: there is a collision in H(v) if a vertex w reads a vertex different from w from the h(w)-th cell of H(v) (then w can write a flag to the processor of v to indicate the collision).
In each of the two iterations of MAXLINK, each vertex v updates its parent to a neighbor parent with the highest level if this level is higher than ℓ(v). Since a vertex can increase its level by at most 1 in any round (cf. Steps (2,7)), there are O(log n) different levels. Let each neighbor of v write its parent with level ℓ to the ℓ-th cell of an array of length O(log n) in the block of v. By the definitions of level and budget, the block of any vertex in any round has size at least b 1 = Ω(log 3 n). Therefore, we can assign a processor to each pair of the cells in this array, such that each non-empty cell can determine whether there is a non-empty cell with a larger index in O(1) time. For any non-empty cell, if there is no non-empty cell with a larger index, it must contain a vertex with the maximum level. As a result, Steps (1,6) take O(1) time.
By Step (3), any w ∈ H(v) has b(w) = b(v), so each u ∈ H(w) such that w ∈ H(v) owns a processor in the block of v since b(v) · b(w) = b(v) and any vertex in a table is indexed (by its hash value). Therefore, together with collision detection, Step (5) takes O(1) time.
In Step (8), each vertex is assigned a block. The pool of Θ(m) processors is partitioned into Θ(log 2 n) zones such that the processor allocation in round r for vertices with level ℓ uses the zone indexed by (r, ℓ), where r, ℓ ∈ O(log n) in the first O(log n) rounds. Since there are Θ(m) processors in total and all the vertex ids are in [2m/ log c n] with good probability (cf. Assumption 3.1), we can use Θ(m/ log n) processors for each different level and apply approximate compaction (cf. §1.2.2 and see the appendix) to index each root in O(1) time with high probability such that the indices of vertices with the same level are distinct, then assign each of them a distinct block in the corresponding zone. Therefore, Step (8) takes O(1) time with good probability by a union bound over all O(log n) levels and rounds.
Finally, we need to implement the break condition in O(1) time, i.e., to determine whether the graph has diameter at most 1 and all trees are flat at the end of each round. The algorithm checks the following 2 conditions in each round: (i) all vertices do not change their parents nor levels in this round, and (ii) for any vertices v, w, u such that w ∈ H(v), u ∈ H(w) before Step (5), the h(u)-th cell in H(v) already contains u. Conditions (i) and (ii) can be checked in O(1) time by writing a flag to vertex processor v if they do not hold for v, then let each vertex with a flag write the flag to a fixed processor. If there is no such flag then both Conditions (i) and (ii) hold and the loop breaks. If there is a non-flat tree, some parent must change in the SHORTCUT in Step (6). If all trees are flat, they must be flat before the ALTER in Step (6), then an ALTER moves all edges to the roots. Therefore, if Condition (i) holds, all trees are flat and edges are only incident on roots. Moreover, no level changing means no vertex increase its level in Step (2) and there is no dormant vertex in Step (7). So for each root v, N (v) = H(v) after Step (3) and N (N (v)) = H(v)
after Step (5) as there is no collision. By Condition (ii), the table H(v) does not change during Step (5), so N (v) = N (N (v)). If there exists root v such that there is another root with distance at least 2 from v, then there must exist a vertex w = v at distance exactly 2 from v, so w / ∈ N (v) and w ∈ N (N (v)), contradicting with N (v) = N (N (v)). Therefore, any root is within distance at most 1 from all other roots in its component and the graph has diameter at most 1.
Since each step runs in O(1) time with good probability, the lemma follows.
Number of Processors
In this section, we show that with good probability, the first O(log n) rounds use O(m) processors in total. First of all, observe that in the case that a root v with level ℓ increases its level in Step (2) but becomes a non-root at the end of the round, v is not assigned a block of size b ℓ(v) in Step (8). Instead, v owns a block of size b ℓ = b ℓ(v)−1 from the previous round. Since in later rounds a non-root never participates in obtaining more neighbors by maintaining its table in Steps (3-5) (which is the only place that requires a larger block), such flexibility in the relationship between level and budget is acceptable.
By the fact that any root v at the end of any round owns a block of size b ℓ(v) = b 1.01 ℓ(v)−1 1 , a non-root can no longer change its level nor budget (cf. Lemma 3.2), and the discussion above, we obtain: 
Secondly, we prove two simple facts about MAXLINK.
Lemma 3.7. For any vertex v with parent v ′ and any w ∈ N (v) before an iteration of MAXLINK, ℓ(w.p) ≥ ℓ(v ′ ) after the iteration; furthermore, if ℓ(w.p) > ℓ(v) before an iteration, then v must be a non-root after the iteration.
Proof. For any w ∈ N (v), its parent has level max u∈N (w) ℓ(u.p) ≥ ℓ(v ′ ) after an iteration of MAXLINK. This implies that if ℓ(w.p) > ℓ(v) before an iteration, then after that ℓ(v.p) is at least the level of the old parent of w which is strictly higher than ℓ(v), so v must be a non-root.
Lemma 3.8. For any root v with budget b at the beginning of any round, if there is a root w ∈ N (v) with at least b 0.1 neighbor roots with budget b after Step (1), then v either increases level in Step (2) or is a non-root at the end of the round with probability 1 − n −5 .
Proof. Assume v does not increase level in Step (2). Let w be any root in N (v) after Step (1). Since each root u ∈ N (w) with budget b (thus level at least ℓ(v) by Corollary 3.6) increases its level with probability 10 log n/b 0.1 independently, with probability at least 1 − (1 − 10 log n/b 0.1 ) b 0.1 ≥ 1 − n −5 , at least one u increases level to at least ℓ(v) + 1 in Step (2). Since u ∈ N (N (v)) after Step (1), by Lemma 3.7, there is a w ′ ∈ N (v) such that ℓ(w ′ .p) ≥ ℓ(v) + 1 after the first iteration of MAXLINK in Step (6). Again by Lemma 3.7, this implies that v cannot be a root after the second iteration and the following SHORTCUT.
Using the above result, we can prove the following key lemma, leading to the total number of processors. Proof. In Step (2), ℓ(v) increases with probability 10 log n/b 0.1 ≤ b −0.08 when c ≥ 100, since b ≥ b 1 ≥ log c−2 n. If ℓ(v) does increase here then it cannot increase again in Step (7), so we assume this is not the case (and apply a union bound at the end).
If there is a root w ∈ N (v) with at least b 0.1 neighbor roots with budget b after Step (1), then v is a root at the end of the round with probability at most n −5 by the assumption and Lemma 3.8. So we assume this is not the case.
By the previous assumption we know that at most b 0.1 vertices are hashed into H(v) in Step (3). By pairwise independency, with probability at most
3 there is a collision as the table has size √ b, which will increase ℓ(v) (cf. Steps (4,7)). Now we assume that there is no collision in H(v) in Step (3), which means H(v) contains all the at most b 0.1 neighbor roots with budget b. By the same assumption, each such neighbor root w has at most b 0.1 neighbor roots with budget b, so there is a collision in H(w) in Step (3) with probability at most
. By a union bound over all the |H(v)| ≤ b 0.1 such vertices, v is marked as dormant in the second statement of Step (4) (and will increase level in Step (7)) with probability b −0.2 .
It remains to assume that there is no collision in H(v) nor in any H(w) such that w ∈ H(v) after Step (4). As each such table contains at most b 0.1 vertices, in Step (5) there are at most b 0.2 vertices to be hashed, resulting in a collision in H(v) with probability at most
Observe that only a root v at the end of the round can increase its budget, and the increased budget must be b 1.01 since the level can increase by at most 1 during the round and b = b ℓ(v) at the beginning of the round by Corollary 3.6. By a union bound over the events in each paragraph
Finally, we are ready to prove an upper bound on the number of processors. Proof. Using Lemma 3.9, by a union bound over all O(n) roots, all O(log n) rounds, and all O(log n) different budgets (since there are O(log n) different levels), with probability at least 1 − n −3 , any root v with budget b at the beginning of any round increases its budget to b 1.01 with probability at most b −0.05 . We may assume that the (1 − n −3 )-probability event always holds since a good-probability result follows from a union bound.
The number of processors for (altered) original edges and vertices are clearly O(m) over all rounds (where each vertex processor needs O(1) private memory to store the corresponding parent, vertex id, hash function, level, and budget). Therefore, we only need to bound the number of processors in blocks that are assigned to a vertex in Step (8) in all O(log n) rounds. (In the appendix, we will show that the overhead in
Step (8) is O(1) with high probability.)
For any positive integer ℓ, let n ℓ be the number of vertices that ever reaches budget b ℓ during the first O(log n) rounds. For any vertex v that ever reaches budget b ℓ , it has exactly one chance to reach budget b ℓ+1 in a round if v is a root in that round, which happens with probability at most b ℓ −0.05 . By a union bound
, which is 1 − 1/poly((m log n)/n) by b 1 = max{m/n, log c n}/ log 2 n and c ≥ 100. So the number of new allocated processors for vertices with any budget in any of the first O(log n) rounds is at most n 1 b 1 with good probability.
Recall from Assumption 3.1 and by a direct calculation, n 1 · b 1 = O(m/ log 2 n) with good probability. Therefore, by a union bound over all the O(log n) different budgets and O(log n) rounds, with good probability the total number of processors is O(m).
Diameter Reduction
Let R := O(log d + log log m/n n) where the constant hidden in O will be determined later in this section. The goal is to prove that O(R) rounds of EXPAND-MAXLINK suffice to reduce the diameter of the graph to O(1) and flatten all trees with good probability.
In a high level, our algorithm/proof is divided into the following 3 stages/lemmas:
Lemma 3.11. With good probability, after round R, the diameter of the graph is O(R).
Lemma 3.12. With good probability, after round O(R), the diameter of the graph is at most 1.
Lemma 3.13. With good probability, after round O(R), the diameter of the graph is at most 1 and all trees are flat.
Path Construction
To formalize and quantify the effect of reducing the diameter, consider any shortest path P in the input graph, whose length |P | is at most d. Each ALTER (cf. Steps (1,6)) in each round replaces each vertex on P by its parent, resulting in a path P ′ of the same length as P . (Note that P ′ might not be a shortest path in the current graph and can contain loops.) We also add edges to the graph for reducing the diameter of the current graph: for any vertices v and w on path P ′ , if the current graph contains edge (v, w), then all vertices exclusively between v and w can be removed from P ′ , which still results in a valid path in the current graph from the first to the last vertex of P ′ , reducing the length. If all such paths reduce their lengths to at most d ′ , the diameter of the current graph is at most d ′ . In the following, consider any fixed shortest path P 1 at the beginning of round 1. Formally, we have the following inductive construction of paths for diameter reduction: 7
Definition 3.14 (path construction). Let all vertices on P 1 be active. For any positive integer r, given path P r with at least 4 active vertices at the beginning of round r, EXPAND-MAXLINK constructs P r+1 by the following 7 phases:
2. Let the subpath containing all active vertices on P r,1 be P r,2 .
After
Step (5), set i as 1, and repeat the following until i ≥ |P r,2 | − 1: let v ′ := P r,2 (i), if v ′ is a root and does not increase level during round r then: if the current graph contains edge (v ′ , P r,2 (i + 2)) then mark P r,2 (i + 1) as skipped and set i as i + 2; else set i as i + 1.
For each
5. Remove all skipped and passive vertices from P r,2 to get path P r,5 .
6. Concatenate P r,5 with all passive vertices on P r,1 and P r,2 to get path P r,6 .
7. The ALTER in Step (6) replaces each vertex v on P r,6 by v.p to get path P r+1 .
For any vertex v on P r that is replaced by v ′ in Phase (1), if v ′ is not skipped in Phase (3), then let v be the vertex replacing v ′ in Phase (7), and call v the corresponding vertex of v in round r + 1.
Lemma 3.15. For any non-negative integer r, the P r+1 constructed in Definition 3.14 is a valid path in the graph and all passive vertices are consecutive from the successor of the last active vertex to the end of P r+1 .
Proof. The proof is by an induction on r. Initially, P 1 is a valid path by our discussion on ALTER at the beginning of this section: it only replaces edges by new edges in the altered graph; moreover, the second part of the lemma is trivially true as all vertices are active. Assuming P r is a valid path and all passive vertices are consecutive from the successor of the last active vertex to the end of the path. We show the inductive step by proving the invariant after each of the 7 phases in Definition 3.14. Phase (1) maintains the invariant. In Phase (2), P r,2 is a valid path as all active vertices are consecutive at the beginning of P r,1 (induction hypothesis). In Phase (3), if a vertex v is skipped, then there is an edge between its predecessor and successor on the path; otherwise there is an edge between v and its successor by the induction hypothesis; all passive vertices are consecutive from the successor of the last non-skipped vertex to the end of P r,2 (cf. Phase (4)), so the invariant holds. In Phase (6), since the first passive vertex on P r,2 is a successor of the last vertex on P r,5 and the last passive vertex on P r,2 is a predecessor of the first passive vertex on P r,1 (induction hypothesis), the invariant holds. Phase (7) maintains the invariant. Therefore, P r+1 is a valid path and all passive vertices are consecutive from the successor of the last active vertex to the end of P r+1 . Now we relate the path construction to the diameter of the graph:
Lemma 3.16. For any positive integer r, the diameter of the graph at the end of round r is O(max Pr |P r,2 |+ r).
Proof. Let P 1 be from s to t. By an induction on the number of ALTERs and Lemma 3.15, the corresponding vertices of s and t are still connected by path P r+1 at the end of round r. Note that by Lemma 3.15, P r+1 can be partitioned into two parts after Phase (2): subpath P r,2 and the subpath containing only passive vertices.
Since in each round we mark at most 2 new passive vertices (cf. Phases (3,4)), we get |P r+1 | ≤ |P r,5 |+2r ≤ |P r,2 | + 2r. If any path P r+1 that corresponds to a shortest path in the original graph have length at most d ′ , the graph at the end of round r must have diameter at most d ′ , so the lemma follows.
It remains to bound the length of any P r,2 in any round r, which relies on the following potential function:
Definition 3.17. For any vertex v on P 1 , define its potential φ 1 (v) := 1. For any positive integer r, given path P r with at least 4 active vertices at the beginning of round r and the potentials of vertices on P r , define the potential of each vertex on P r+1 based on Definition 3.14 as follows:
We conclude this section by some useful properties of potentials.
Lemma 3.18. For any path P r at the beginning of round r ≥ 1, the following holds:
for any non-skipped v on P r,2 and its corresponding vertex v on
Proof. The proof is by an induction on r. The base case follows from φ(v) = 1 for each v on P 1 (cf. Definition 3.17) and |P 1 | ≤ d. For the inductive step, note that by Definition 3.17, the potential of a corresponding vertex is at least the potential of the corresponding vertex in the previous round (and can be larger in the case that its successor is skipped or passive). This gives (ii) and (iii) of the lemma. For any vertex u on P r,2 , if both u and its successor are active, then φ r (u) is presented for exactly 1 time in v∈Pr φ r (v) and v∈P r+1 φ r+1 (v) respectively; if u is active but its successor w is skipped or passive, then φ r (u) + φ r (w) is presented for exactly 1 time in each summations as well; if u and its predecessor are both passive, then φ r (u) is presented only in v∈Pr φ r (v); the potential of the last vertex on P r,2 might not be presented in v∈P r+1 φ r+1 (v) depending on i after Phase (3). Therefore, v∈P r+1 φ r+1 (v) ≤ v∈Pr φ r (v) and the lemma holds.
Proof of Lemma 3.11
First of all, we need an upper bound on the maximal possible level:
Lemma 3.19. With good probability, the level of any vertex in any of the first O(log n) rounds is at most L := 1000 max{2, log log m/n n}.
Proof. By Lemma 3.10, with good probability the total number of processors used in the first O(log n) rounds is O(m). We shall condition on this happening then assume for contradiction that there is a vertex v with level at least L in some round.
If log log m/n n ≤ 2, then m/n ≥ n 1/4 . By Corollary 3.6, a block owned by v has size at least
which is a contradiction as the size of this block owned by v exceeds the total number of processors O(m).
Else if log log m/n n > 2, then by Corollary 3.6, a block owned by v has size at least
Whether m/n ≤ log c n or not, if c ≥ 10, it must be b 1 = max{m/n, log c n}/ log 2 n ≥ m/n. So the value of (1) is at least n 4 ≥ m 2 , contradiction. Therefore, the level of any vertex is at most L.
We also require the following key lemma:
Lemma 3.20. For any root v and any u ∈ N (N (v)) at the beginning of any round, let u ′ be the parent of u after Step (1). If v does not increase level and is a root during this round, then u ′ ∈ H(v) after Step (5).
To prove Lemma 3.20, we use another crucial property of the algorithm, which is exactly the reason behind the design of MAXLINK.
Lemma 3.21. For any root v and any u ∈ N (N (v)) at the beginning of any round, if v does not increase level in Step (2) and is a root at the end of the round, then u.p is a root with budget b(v) after Step (1).
Proof. By Lemma 3.2, v is a root during this round. For any w ∈ N (v) and any u ∈ N (w), applying Lemma 3.7 for 2 times, we get that ℓ(v) ≤ ℓ(w.p) and ℓ(v) ≤ ℓ(u.p) after the MAXLINK in Step (1). If there is a u ∈ N (N (v)) such that u.p is a non-root or ℓ(u.p) > ℓ(v) before the ALTER in Step (1), it must be ℓ(u.p.p) > ℓ(v) by Lemma 3.2. Note that u.p is in N (N (v)) after the ALTER, which still holds before
Step (6) as we only add edges. By Lemma 3.7, there is a w ′ ∈ N (v) such that ℓ(w ′ .p) > ℓ(v) after the first iteration of MAXLINK in Step (6). Again by Lemma 3.7, this implies that v cannot be a root after the second iteration, a contradiction. Therefore, for any u ∈ N (N (v)), u.p is a root with level ℓ(v) (thus budget b(v)) after Step (1).
With the help of Lemma 3.21 we can prove Lemma 3.20:
Proof of Lemma 3.20. For any vertex u, let N ′ (u) be the set of neighbors after Step (1). First of all, we show that after Step (5),
Step (4)) thus increases level in either Step (2) or (7), contradiction. So there is no collision in H(w) for any w ∈ N ′ (v), which means
Step (5). Again, if there is a collision, then v must be dormant and increase level in this round. Therefore, N ′ (N ′ (v)) ⊆ H(v) at the end of Step (5).
By Lemma 3.21, for any u ∈ N (N (v)) at the beginning of any round, 
Proof. The proof is by an induction on r. The base case holds because for any (active) vertex v on P 1 , φ 1 (r) = 1 and r = ℓ(v) = 1. Now we prove the inductive step from r to r + 1 given that the corresponding vertex v of v ∈ P r is on P r+1 and active.
Suppose v is a non-root at the end of round r. If v is a non-root at the end of
Suppose v increases its level in round r. Let ℓ be the level of v at the beginning of round r. If the increase happens in Step (2), then v is a root after Step (1). Whether v changes its parent in Step (6) or not, the level of v = v.p is at least ℓ + 1. Else if the increase happens in Step (7), then v is a root after Step (6). So v = v and its level is at least ℓ + 1 at the end of the round. By the induction hypothesis,
It remains to assume that v is a root and does not increase level during round r. By Lemma 3.20, for any u ∈ N (N (v)) at the beginning of round r, the parent u ′ of u after Step (1) is in H(v) after Step (5). Since v is a root during the round, it remains on P r,2 after Phase (2). We discuss two cases depending on whether v is at position before |P r,2 | − 1 or not.
In Phase (3), note that if v = P r,2 (i) where i < |P r,2 | − 1, then P r,2 (i + 2) is the parent of a vertex in N (N (v)) after Step (1), which must be in H(v) after Step (5). Therefore, the graph contains edge (v, P r,2 (i + 2)) and v ′ := P r,
, then applying Lemma 3.7 for 2 times we get that v is a non-root after Step (1), a contraction. Therefore,
On the other hand, if i ≥ |P r,2 | − 1 is reached after Phase (3), it must be i < |P r,2 | + 1 by the break condition of the loop in Phase (3). Note that v ′ := P r,2 (i + 1) is marked as passive in Phase (4), and by Definition 3.17, φ r,4 = φ r,1 (v) + φ r,1 (v ′ ). Moreover, since i + 1 ≤ |P r,2 | + 1, v ′ is an active vertex on P r,1 . Using the same argument in the previous paragraph, we obtain φ r,4 (v) ≥ 2 r+1−ℓ(v) .
By Definition 3.17, after Phase
. As a result, the lemma holds for any active vertex v on P r+1 , finishing the induction and giving the lemma.
Proof of Lemma 3.11. Let R := log d + L, where L is defined in Lemma 3.19. By Lemma 3.19, with good probability, ℓ(v) ≤ L for any vertex v in any of the first O(log n) rounds, and we shall condition on this happening. By Lemma 3.22, at the beginning of round R, if there is a path P R of at least 4 active vertices, then for any of these vertices
contradicting with Lemma 3.18. Thus, any path P R has at most 3 active vertices, which means |P R,2 | ≤ 3 by Definition 3.14. Therefore, by Lemma 3.16, the diameter of the graph at the end of round R is O(R) with good probability.
Proof of Lemma 3.13
Based on the graph and any P R at the beginning of round R+1, we need a (much simpler) path construction:
Definition 3.23. For any integer r > R, given path P r with |P r | ≥ 3 at the beginning of round r, EXPAND-MAXLINK constructs P r+1 by the following:
After
Step (5), let v ′ := P r,1 (1), if v ′ is a root at the end of round r and does not increase level during round r then: if the current graph contains edge (v ′ , P r,1 (3)) then remove P r,1 (2) to get path P r,2 .
The ALTER in
Step (6) replaces each vertex v on P r,2 by v.p to get path P r+1 .
For any vertex v on P r that is replaced by v ′ in the first step, if v ′ is not removed in the second step, then let v be the vertex replacing v ′ in the third step, and call v the corresponding vertex of v in round r + 1.
An analog of Lemma 3.15 immediately shows that P r is a valid path for any r ≥ R + 1. The proof of Lemma 3.12 is simple enough without potential:
Proof of Lemma 3.12. By Lemma 3.11, at the beginning of round R + 1, with good probability, any P R+1 has length O(R). We shall condition on this happening and apply a union bound at the end of the proof. In any round r > R, for any path P r with |P r | ≥ 3, consider the first vertex v ′ on P r,1 (cf. Definition 3.23). If v ′ is a non-root or increases its level during round r, then by the first 3 paragraphs in the proof of Lemma 3.22, it must be ℓ(v ′ ) ≥ ℓ(v ′ ) + 1. Otherwise, by Lemma 3.20, there is an edge between v ′ and the successor of its successor in the graph after Step (5), which means the successor of v ′ on P r,1 is removed in the second step of Definition 3.23. Therefore, the number of vertices on P r+1 is one less than P r if ℓ(v ′ ) = ℓ(v ′ ) as the level of a corresponding vertex cannot be lower. By Lemma 3.19, with good probability, the level of any vertex in any of the O(log n) rounds cannot be higher than L. As P R+1 has O(R) vertices, in round
, the number of vertices on any P r is at most 2. Therefore, the diameter of the graph after O(R) rounds is at most 1 with good probability.
Proof of Lemma 3.13. Now we show that after the diameter reaches 1, if the loop has not ended, then the loop must break in 2L + log 5/4 L rounds with good probability, i.e., the graph has diameter at most 1 and all trees are flat.
For any component, let u be a vertex in it with the maximal level and consider any (labeled) tree of this component. For any vertex v in this tree that is incident with an edge, since the diameter is at most 1, v must have an edge with u, which must be a root. So v updates its parent to a root with the maximal level after a MAXLINK, then any root must have the maximal level in its component since a root with a non-maximal level before the MAXLINK must have an edge to another tree (cf. Lemma 3.3). Moreover, if v is a root, this can increase the maximal height among all trees in its component by 1.
Consider the tree with maximal height ξ in the labeled digraph after Step (1). By Lemmas 3.2 and 3.19, with good probability ξ ≤ L. The maximal level can increase by at most 1 in this round. If it is increased in Step (7), the maximal height is at most ⌈ξ/2⌉ + 1 after the MAXLINK in the next round; otherwise, the maximal height is at most ⌈(ξ + 1)/2⌉ ≤ ⌈ξ/2⌉ + 1. If ξ ≥ 4, then the maximal height of any tree after
Step (1) in the next round is at most (4/5)ξ (the worst case is that a tree with height 5 gets shortcutted to height 3 in Step (6) and increases its height by 1 in the MAXLINK of Step (1) in the next round). Therefore, after log 5/4 L rounds, the maximal height of any tree is at most 3.
Beyond this point, if any tree has height 1 after Step (1), then it must have height 1 at the end of the previous round since there is no incident edge on leaves after the ALTER in the previous round, thus the loop must have been ended by the break condition. Therefore, the maximal-height tree (with height 3 or 2) cannot increase its height beyond this point. Suppose there is a tree with height 3, then if the maximal level of vertices in this component does not change during the round, this tree cannot increase its height in the MAXLINK of Step (6) nor that of Step (1) in the next round, which means it has height at most 2 as we do a SHORTCUT in Step (6). So after L rounds, all trees have heights at most 2 after Step (1). After that, similarly, if the maximal level does not increase, all trees must be flat. Therefore, after L additional rounds, all trees are flat after Step (1). By the same argument, the loop must have been ended in the previous round. The lemmas follows immediately from L = O(R) and Lemma 3.12. By Lemma 3.5 and Lemma 3.13, with good probability, in O(log d + log log m/n n) time the graph diameter is at most 1 and the parent of any vertex is a root. Therefore, applying Theorem 1 to the remaining graph of roots and by Lemma 3.4 we proved Theorem 3.
A An O(log d log log m/n n) Bound: Overview and Related Work A.1 Overview of Andoni et al.
A natural algorithmic framework for connected components is leader contraction: randomly choose some vertices as leaders, then for each non-leader, contract it to an arbitrary leader neighbor (if exists); repeat this leader selection and contraction procedure for the contracted graph until each original component contracts to a single leader. Consider the classic leader contraction algorithm proposed by Reif [Rei84] . In each round, each vertex is chosen as a leader with probability 1/2, thus in expectation at least 1/4 fraction of the vertices are contracted, leading to an O(log n)-time algorithm. Andoni et al. [ASS + 18] observed that if every vertex in the graph has a degree of at least b = m/n, then one can choose each vertex as a leader with probability Θ(log(n)/b) to make sure that with high probability, every non-leader vertex has at least 1 leader neighbor. As a result, the number of vertices in the contracted graph is the number of leaders which isÕ(n/b) in expectation, leading to a double-exponential progress as we have enough space to make each remaining vertex to have degreeΩ(m/(n/b)) =Ω(b 2 ) in the next round andΩ(b 2 i ) after i rounds.
Despite a simple and elegant idea in a high level, their detailed algorithm is complicated, even with the strong primitives on an MPC as blackboxes. In each round of making the graph denser (called expansion as it expands the neighbor sets), each low-degree vertex needs to broadcast all of its neighbors to all of its lowdegree neighbors and an edge is created between two vertices if one vertex is received by an another vertex. To implement such broadcasting step, [ASS + 18] proposed a method based on duplicating and indexing. In particular, for each vertex v, if a low-degree vertex v has degree t ′ and t low-degree neighbors, then their method makes each neighbor of v t copies and each low-degree neighbor of v t ′ duplicates. By sorting, they can index each neighbor of v and each low-degree neighbor of v. If u is the i-th neighbor of v and u ′ is the j-th low-degree neighbor of v, then match the i-th duplicate of u ′ and the j-th copy of u. Such matching method can create all edges required by the broadcasting procedure. The main obstacle to implement it on a PRAM is that their indexing and matching steps highly depend on the sorting primitive which though takes constant rounds in the MPC model, requires Ω(log n/ log log n) time on a CRCW PRAM with poly(n) processors [BH89] .
A.2 Our Contribution in Connected Components
One of our main technical contributions is a new expansion procedure that makes almost all vertices to have approximately high degree.
To be more precise, we allow that:
Observation A.1 (formally stated in Lemma B.13). A small fraction of vertices do not expand their neighbor sets at all, and some vertices stop their expansions after getting moderately high degrees.
At first glance, this seems to be a natural approach to potentially solve the problem in O(log log m/n n) rounds (each round takes O(log d) time): if one can make an (1 − b −δ ) fraction of vertices to have degrees of at least b δ (instead of b allowed by space), then sampling leaders with probability Θ(log n/b δ ) guarantees that each high-degree vertex to have a leader neighbor with high probability and the expected number of remaining vertices (which include low-degree vertices and leaders) isÕ(n/b δ ); this offers each remaining vertexΩ(b 1+δ ) space in the next round, andΩ(b (1+δ) i ) after i rounds, i.e., double-exponential progress. However, there is a major difficulty in obtaining even only n δ neighbors for almost all vertices. Consider a vertex w with a low-degree neighbor x and a high-degree neighbor y. For some vertex v in the component of w to obtain enough neighbors in the expansion, it is necessary for w's neighbor set to include y's neighbors instead of x's. But the failure that w not expanding at all or expanding x instead of y can propagate through the path passing through w, making a potentially large fraction of vertices not obtaining enough neighbors.
We settle this issue by a distance doubling argument: by carefully choosing a path from v to w, one can show that some vertices on this path still obtain b Ω(δ) neighbors, though these neighbors are not necessarily y's; such large neighbor set passes through this path until reaching v in O(log d) time. In this case, the number of remaining vertices is n/b Ω(δ) , offering each of them b 1+Ω(δ) space in the next round, which reaches Ω(n) after log 1+Ω(δ) log b n rounds, completing the execution.
The above idea naturally leads to our hashing-based expansion procedure. To assign more space to the remaining vertices, simply hash them to an array so that a vertex at index i gets the i-th predetermined block of space. If the array length is slightly larger, the expected number of vertices that exclusively own a block is a large fraction. Note that a perfect hashing requires Ω(log * n) time [GMW90] -a cost we do not want to pay in each round. 8 Each step of expansion also uses hashing, which naturally removes the duplicate neighbors to get desired space bound -a goal achieved also by sorting in [ASS + 18] . We carefully handle the collisions such that each vertex provably reaches moderately high degree with good probability by the distance doubling argument.
A.3 Our Contribution in Spanning Forest
Many existing connected components algorithm can be directly transformed into a spanning forest algorithm. For example in Reif's algorithm [Rei84] , one can output the edges corresponding to leader contraction in each step to the spanning forest. However this is not the case here as we also add edges to the graph. The solution in [ASS + 18] uses several complicated ideas including merging local shortest path trees, which heavily relies on computing the minimum function in constant time -a goal easily achieved by sorting on an MPC but requiring Ω(log log n) time on a PRAM [FMRW85] .
We show how to modify our connected components algorithm with an extended expansion procedure to output a spanning forest. Observe that in our previous expansion procedure, if a vertex u does not stop expansion in step i, then the space corresponding to u contains all the vertices within distance 2 i from u. Based on this, we are able to maintain the distance from u to the closest leader in O(log d) time by the distance doubling argument used before. After determining the distance of each vertex to its closest leader, for each edge (u, v), if u has distance x to the closest leader, and v has distance x − 1 to the closest leader, then we can set v as the parent of u and add edge (u, v) to the spanning forest. (If there are multiple choices of v, we can choose arbitrary one.) Since this parents assignment does not induce any cycle, we can find a subforest of the graph. If we contract all vertices in each tree of such subforest to the unique leader in that tree (which also takes O(log d) time by shortcutting as any shortest path tree has height at most d), the problem reduces to finding a spanning forest of the contracted graph. Similar to the analysis of our connected components algorithm, we need O(log d) time to find a subforest in the contracted graph and the number of contraction rounds is O(log log m/n n). Thus, the total running time is asymptotically the same as our connected components algorithm.
Our hashing-based approach simplifies the connected components and spanning forest algorithms of Andoni et al., making them potentially practical: despite sorting has a theoretical constant communication round complexity, it can take non-constant rounds (scale with the problem size) and reasonably high running time (counting in the local computations) when implemented in a real distributed system [ABSS15, AS17]. Our approach completely avoids sorting thus should be preferable in practice.
B An O(log d log log m/n n)-time Connected Components Algorithm
In this section we present our connected components algorithm. For simplicity in presentation, we also consider the COMBINING CRCW PRAM [Akl89] , whose computational power is between the ARBITRARY CRCW PRAM and MPC. This model is the same as the ARBITRARY CRCW PRAM, except that if several processors write to the same memory cell at the same time, the resulting value is a specified symmetric function (e.g., the sum or min) of the individually written values.
We begin with a simple randomized algorithm proposed by Reif [Rei84] but adapted in our framework, which is called Vanilla algorithm. Our main algorithm will use the same framework with a simple preprocessing method to make the graph denser and an elaborated expansion method to add edges before the direct links. We implement the algorithm on a COMBINING CRCW PRAM and then generalize it to run on an ARBITRARY CRCW PRAM in §B.5.
B.1 Vanilla Algorithm
In each iteration of Vanilla algorithm (see below), some roots of trees are selected to be leaders, which becomes the parents of non-leaders after the LINK. A vertex u is called a leader if u.l = 1. It is easy to see that Vanilla algorithm uses O(m) processors and can run on an ARBITRARY CRCW PRAM. We call an iteration of the repeat loop in the algorithm a phase. Clearly each phase takes O(1) time. We obtain the following results: Proof. The proof is by induction on phases. At the beginning, each vertex is in a single-vertex tree and the edges between trees are in the original graph, so the lemma holds. Suppose it holds for phase k − 1. After the LINK in phase k, each tree has height at most two since only non-leader root can update its parent to a leader root. The following SHORTCUT makes the tree flat, then the ALTER moves all the edges to the roots. If a root is not the only root in its component, there must be an edge between it and another vertex not in its tree. Proof. We prove the lemma by an induction on k. The lemma is true for k = 0. Suppose it is true for k − 1. Observe that a non-root can never again be a root. For vertex u to be ongoing after k phases, it must be ongoing after k − 1 phases. By the induction hypothesis this is true with probability at most (3/4) k−1 . Furthermore, by Lemma B.2, if this is true, there must be an edge {u, v} such that v is ongoing. With probability 1/4, u.l = 0 and v.l = 1, then u is finished after phase k. It follows that the probability that, after phase k, u is still ongoing is at most (3/4) k . By Lemma B.3, the following corollary is immediate by linearity of expectation and Markov's inequality:
Corollary B.4. After k phases of Vanilla algorithm, the number of ongoing vertices is at most (7/8) k n with probability at least 1 − (6/7) k . By Lemma B.2, Corollary B.4, and monotonicity, we have that Vanilla algorithm outputs the connected components in O(log n) time with high probability.
B.2 Algorithmic Framework
In this section we present the algorithmic framework for our connected components algorithm.
For any vertex v in the current graph, a vertex within distance 1 from v in the current graph (which contains the (altered) original edges and the added edges) is called a neighbor of v. The set of neighbors of every vertex is maintained during the algorithm (see the implementation of the EXPAND). The SHORTCUT and ALTER are the same as those in Vanilla algorithm. The LINK is also the same in the sense that in our algorithm the graph arc (v, w) is added during the EXPAND in the form of adding w to the neighbor set of v. Therefore, Lemma B.2 also holds for this algorithm.
The details of the EXPAND and VOTE will be presented in §B.3 and §B.4, respectively. We call an iteration of the repeat loop after the PREPARE a phase. By Lemma B.2, we can determine whether a vertex is ongoing by checking the existence of non-loop edges incident on it, therefore in each phase, the VOTE, LINK, SHORTCUT, and ALTER take O(1) time.
Let δ = m/n ′ , where n ′ is the number of ongoing vertices at the beginning of a phase. Our goal in one phase is to reduce n ′ by a factor of at least a positive constant power of δ with high probability with respect to δ, so we do a PREPARE before the main loop to obtain a large enough δ with good probability: Lemma B.5. After the PREPARE, if m/n > log c n, then m/n ′ ≥ log c n; otherwise m/n ′ ≥ log c n with probability at least 1 − 1/ log c n.
Proof. The first part is trivial since the PREPARE does nothing. By Corollary B.4, after c log 8/7 log n phases, there are at most n/ log c n ongoing vertices with probability at least 1 − (6/7) c log 8/7 log n ≥ 1 − 1/ log c n, and the lemma follows immediately from m ≥ n.
We will be focusing on the EXPAND, VOTE, and LINK, so in each phase it suffices to only consider the induced graph on ongoing vertices with current edges. If no ambiguity, we call this induced graph just the graph, call the current edge just the edge, and call an ongoing vertex just a vertex.
In the following algorithms and analyses, we will use the following assumption for simplicity in the analyses.
Assumption B.6. The number of ongoing vertices n ′ is known at the beginning of each phase.
This holds if running on a COMBINING CRCW PRAM with sum as the combining function to compute n ′ in O(1) time. Later in §B.5 we will show how to remove Assumption B.6 to implement our algorithms on an ARBITRARY CRCW PRAM.
B.3 The Expansion
In this section, we present the method EXPAND and show that almost all vertices have a large enough neighbor set after the EXPAND with good probability.
B.3.1 Setup
Blocks. We shall use a pool of m processors to do the EXPAND. We divide these into m/δ 2/3 indexed blocks, where each block contains δ 2/3 indexed processors. Since n ′ and δ are known at the beginning of each phase (cf. Assumption B.6), if a vertex is assigned to a block, then it is associated with δ 2/3 (indexed) processors. We map the n ′ vertices to the blocks by a random hash function h B . Each vertex has a probability of being the only vertex mapped to a block, and if this happens then we say this vertex owns a block.
Hashing. We use a hash table to implement the neighbor set of each vertex and set the size of the hash table as δ 1/3 , because we need δ 1/3 processors for each cell in the table to do an expansion step (see Step (5a) in the EXPAND). We use a random hash function h V to hash vertices into the hash tables. Let H(u) be the hash table of vertex u. If no ambiguity, we also use H(u) to denote the set of vertices stored in H(v). If u does not own a block, we think that H(u) = ∅.
We present the method EXPAND as follows:
EXPAND:
1. Each vertex is either live or dormant in a step. Mark every vertex as live at the beginning. The first four steps and each iteration of Step (5) in the EXPAND take O(1) time. We call an iteration of the repeat loop in Step (5) a round. We say a statement holds before round 0 if it is true before Step (3), it holds in round 0 if it is true after Step (4) and before Step (5), and it holds in round i (i > 0) if it is true just after i iterations of the repeat loop in Step (5).
Map the vertices to blocks
Additional notations. We use dist(u, v) to denote the distance between u and v, which is the length of the shortest path from u to v. We use B(u, α) = {v ∈ V | dist(u, v) ≤ α} to represent the set of vertices with distance at most α from u. For any j ≥ 0 and any vertex u, let H j (u) be the hash table of u in round j.
Consider a vertex u that is dormant after the EXPAND. We call u fully dormant if u is dormant before round 0, i.e., u does not own a block. Otherwise, we call u half dormant. For a half dormant u, let i ≥ 0 be the first round u becomes dormant. For u that is live after the EXPAND, let i ≥ 0 be the first round that its hash table is the same as the table just before round i. The following lemma shows that in this case, the table of u in round j < i contains exactly the vertices within distance 2 j : Lemma B.7. For any vertex u that is not fully dormant, let i be defined above, then it must be that H i (u) ⊆ B(u, 2 i ). Furthermore, for any j ∈ [0, i − 1], H j (u) = B(u, 2 j ).
Proof. According to the update rule of H(u), it is easy to show that for any integer j ≥ 0, H j (u) ⊆ B(u, 2 j ) holds by induction. Now we prove that for any j ∈ [0, i−1], H j (u) = B(u, 2 j ). We claim that for any vertex v, if v is not dormant in round j, then H j (v) = B(v, 2 j ). The base case is when j = 0. In this case, H 0 (v) has no collision, so the claim holds. Suppose the claim holds for j − 1, i.e., for any vertex v ′ which is not
Thus the claim is true, and it implies that for any j ∈ [0, i − 1], H j (u) = B(u, 2 j ).
Proof. By an induction on phases, any path in the previous phase is replaced by a new path with each vertex on the old path replaced by its parent, so the diameter never increases. Since u either is fully dormant or stops its expansion in round i, the lemma follows immediately from Lemma B.7.
B.3.2 Neighbor Set Size Lower Bound
We want to show that the table of u in round i contains enough neighbors, but u becomes dormant in round i possibly dues to propagations from another vertex in the table of u that is dormant in round i − 1, which does not guarantee the existence of collisions in the table of u (which implies large size of the table with good probability). We overcome this issue by identifying the maximal-radius ball around u with no collision nor fully dormant vertex, whose size serves as a size lower bound of the table in round i. Definition B.9. For any vertex u that is dormant after the EXPAND, let r be the minimal integer such that there is no collision nor fully dormant vertex in B(u, r − 1). Lemma B.10. If u is fully dormant then r = 0. If u is half dormant then 2 i−1 < r ≤ 2 i .
Proof. If u is fully dormant, then r = 0 since B(u, 0) = {u}. Suppose u is half dormant. We prove the lemma by induction on i. The lemma holds for i = 0 because r > 0 and if r ≥ 2 then u cannot be dormant in Step (3) nor Step (4). The lemma also holds for i = 1 because if r = 1 then u becomes dormant in Step (3) or Step (4) and if r ≥ 3 then u cannot be dormant in round 1.
Suppose i ≥ 2. Assume r ≤ 2 i−1 and let v ∈ B(u, r) be a fully dormant vertex or a vertex that causes a collision in B(u, r). Assume u becomes dormant after round i − 1. By Lemma B.7, we know that H i−1 (u) = B(u, 2 i−1 ). Since r ≤ 2 i−1 , there is no collision in B(u, r) using h V . Thus, there is a fully dormant vertex v in B(u, r) ⊆ H i−1 (u). Consider the first round j ≤ i − 1 that v is added into H(u). If j = 0, then u is marked as dormant in round 0 by Step (3). If j > 0, then in round j, there is a vertex v ′ in H j−1 (u) such that v ∈ H j−1 (v ′ ), and v is added into H j (u) by Step (5a). In this case, u is marked as dormant in round j by Step (5a). In both cases j = 0 and j > 0, u is marked as dormant in round j ≤ i − 1 which contradicts with the definition of i. So the only way for u to become dormant in round i is for a vertex v to exist in H i−1 (u) which is dormant in round i − 1. Assume for contradiction that r > 2 i , then by Definition B.9 there is no collision nor fully dormant vertex in B(u, 2 i ). By the induction hypothesis, there exists either a collision or a fully dormant vertex in B(v, 2 i−1 ). By Lemma B.7, we know that H i−1 (u) = B(u, 2 i−1 ). It means that B(v, 2 i−1 ) ⊆ B(u, 2 i ) contains a collision or a fully dormant vertex, contradiction.
To state bounds simply, let b := δ 1/18 , then hash functions h B and h V are from [n] to [m/b 12 ] and from [n] to [b 6 ], respectively. Note that h B and h V need to be independent with each other, but each being pairwise independent suffices, so each processor doing hashing only reads two words.
Lemma B.11. For any vertex u that is dormant after the EXPAND, |B(u, r)| ≤ b 2 with probability at most b −2 .
Proof. Let j be the maximal integer such that j ≤ d and |B(u, j)| ≤ b 2 . We shall calculate the probability of r ≤ j, which is equivalent to the event |B(u, r)| ≤ b 2 .
The expectation of the number of collisions in B(u, j) using h V is at most b 2 2 /b 6 ≤ b −2 /2, then by Markov's inequality, the probability of at least one collision existing is at most b −2 /2.
For any u to be fully dormant, at least one of the n ′ − 1 vertices other than u must have hash value h B (u). By union bound, the probability of u being fully dormant is at most
where the first inequality follows from m/n ′ = b 18 . Taking union bound over all vertices in B(u, j) we obtain the probability as at most
Based on Lemma B.11, we shall show that any dormant vertex has large enough neighbor set after the EXPAND with good probability. To prove this, we need the following lemma: Proof. By Lemma B.11, |B(u, r)| > b 2 with probability at least 1 − b −2 . If this event happens, u must be half dormant. In the following we shall prove that |H(u)| ≥ b with probability at least 1 − b −4 conditioned on this, then a union bound gives the lemma.
If i = 0 then r = 1 by Lemma B.10, which gives |B(u, 1)| > b 2 ≥ b. Consider hashing arbitrary b vertices of B(u, 1). The expectation of the number of collisions among them is at most b 2 /b 6 = b −4 , then by Markov's inequality the probability of at least one collision existing is at most b −4 . Thus with probability at least 1 − b −4 these b vertices all get distinct hash values, which implies |H(u)| ≥ b. So the lemma holds.
Suppose i ≥ 1. If |B(u, r−1)| ≥ b then the lemma holds by Lemma B.12. Otherwise, since |B(u, r)| > b 2 , by Pigeonhole principle there must exist a vertex w at distance r − 1 from u such that |B(w, 1)| > b. Then by an argument similar to that in the second paragraph of this proof we have that H 0 (w) ≥ b with probability at least 1 − b −4 . If i = 1 then r = 2. Since w ∈ H 0 (u) dues to Definition B.9, at least b positions will be occupied in H 1 (u), and the lemma holds.
Suppose i ≥ 2. Let w 0 be a vertex on the shortest path from u to w such that dist(w 0 , w) = 1. Recursively, for j ∈ [1, i − 2], let w j be a vertex on this path such that dist(w j−1 , w j ) = 2 j . We have that
where the last inequality follows from Lemma B.10. It follows that w i−2 ∈ H i−1 (u) by Lemma B.7 and Definition B.9. We also need the following claim, which follows immediately from dist(w j , u) ≤ r − 2 j and Definition B.9:
by dist(w j−1 , w j ) = 2 j and Claim B.14, we obtain |H j+1 (w j )| ≥ b. So the induction holds and
By the above paragraph and the first paragraph of this proof we proved Lemma B.13.
B.4 The Voting
In this section, we present the method VOTE and show that the number of ongoing vertices decreases by a factor of a positive constant power of b with good probability. There are two cases depending on whether u is live. In Case (1), by Lemma B.7, H(u) must contain all the vertices in the component of u, and so does any vertex in H(u), because otherwise u is dormant. We need to choose the same parent for all the vertices in this component, which is the minimal one in this component as described: a vertex u that is not minimal in its component would have u.l = 0 by some vertex v in H(u) smaller than u. Thus all live vertices become finished in the next phase.
In Case (2), u is dormant. Then by Lemma B.13, |H(u)| ≥ b with probability at least 1 − b −1 . If this event happens, the probability of no leader in H(u) is at most
The number of vertices in the next phase is the sum of: (i) the number of dormant leaders, (ii) the number of non-leaders u with |H(u)| < b and no leader in H(u), and (iii) the number of non-leaders u with |H(u)| ≥ b and no leader in H(u). We have that the expected number of vertices in the next phase is at most
By Markov's inequality, the probability of having more than n ′ · b −1/4 vertices in the next phase is at most
B.5 Removing the Assumption
In this section, we remove Assumption B.6 which holds on a COMBINING CRCW PRAM, thus generalize the algorithm to run on an ARBITRARY CRCW PRAM.
Recall that we set b = δ 1/18 where δ = m/n ′ is known. The key observation is that in each phase, all results still hold when we use anyñ to replace n ′ as long asñ ≥ n ′ and b is large enough. This effectively means that we use b = (m/ñ) 1/18 for the hash functions h B and h V . This is because the only places that use n ′ as the number of vertices in a phase are:
1. The probability of a dormant vertex u having B(u, r) ≤ b 2 (Lemma B.11). Usingñ to rewrite Inequality (2), we have:
followed from m/ñ = b 18 andñ ≥ n ′ . Therefore Lemma B.11 still holds.
2. The probability of having more than n ′ · b −1/4 vertices in the next phase. Now we measure the progress by the decreasing inñ. The expected number of vertices in the next phase is still at most n ′ · b −1/4 , where n ′ is the exact number of vertices. Therefore by Markov's inequality we can rewrite Inequality (3) as:
which is the probability of having more thanñ · b −1/4 vertices in the next phase.
As a conclusion, ifñ ≥ n ′ and b is large enough in each phase, all analyses still apply. Let c be the value defined in PREPARE. We give the update rule ofñ:
Update rule ofñ:
If m/n ≤ log c n then setñ := n/ log c n for the first phase (after the PREPARE), else setñ := n. At the beginning of each phase, updateñ :=ñ/b 1/4 then update b := (m/ñ) 1/18 . So b ≥ log c/18 n is large enough. By the above argument, we immediately have the following:
Lemma B.15. Letñ and n ′ be as defined above in each phase. Ifñ ≥ n ′ in a phase, then with probability at least 1 − b −1/4 ,ñ ≥ n ′ in the next phase.
By an induction on phases, Lemma B.15, and a union bound, the following lemma is immediate:
Lemma B.16. Given any integer t ≥ 2, ifñ ≥ n ′ in the first phase, thenñ ≥ n ′ in all phases before phase t with probability at least
B.6 Running Time
In this section, we compute the running time of our algorithm and the probability of achieving it.
Lemma B.17. After the PREPARE, ifñ ≥ n ′ in each phase, then the algorithm outputs the connected components in O(log log m/n 1 n) phases, where n 1 is theñ in the first phase.
Proof. Let n i be theñ in phase i. By the update rule ofñ, we have n i+1 ≤ n i /(m/n i ) 1/72 , which gives m/n t+1 ≥ (m/n 1 ) (73/72) t . If t = ⌈log 73/72 log m/n 1 m⌉ + 1 then n t+1 < 1, which leads to n ′ = 0 at the beginning of phase t + 1. By Lemma B.2 and monotonicity, the algorithm terminates and outputs the correct connected components in this phase since no parent changes.
Proof of Theorem 1. We set c = 100 in the PREPARE. If m/n > log c n, thenñ = n in the first phase by Lemma B.5 and the update rule. Since δ = m/n 1 ≥ log c n, we have that b ≥ δ 1/18 ≥ log 5 n in all phases. By Lemma B.16,ñ ≥ n ′ in all phases before phase log n with probability at least 1 − log n · b −1/4 = 1 − 1/poly(m log n/n). If this event happens, by Lemma B.17, the number of phases is O(log log m/n n). By Lemma B.8, the total running time is O(log d log log m/n n) with good probability. If m/n ≤ log c n, then by Lemma B.5 and the update rule ofñ, after the PREPARE which takes time O(log log n), with probability at least 1−1/ log c n we have m/n 1 ≥ log c n. If this happens, by the argument in the previous paragraph, with probability at least 1 − 1/poly(m/n 1 · log n), Connected Components algorithm takes time O(log d log log m/n n). Taking a union bound, we obtain that with probability at least 1 − 1/poly(m/n 1 · log n) − 1/ log c n ≥ 1 − 1/polylog(n) = 1 − 1/poly(m log n/n), the total running time is O(log log n) + O(log d · log log m/n 1 n) = O(log d log log m/n n).
C Spanning Forest Algorithm
In this section, we discuss how to extend our Connected Components algorithm to output a spanning forest, proving Theorem 2.
Since the EXPAND method will add new edges which are not in the input graph, our connected components algorithm cannot give a spanning forest algorithm directly. To output a spanning forest, we only allow direct links on graph arcs of the input graph. However, we want to link many graph arcs concurrently to make a sufficient progress. We extend the EXPAND method to a new subroutine which can link many graph arcs concurrently. Furthermore, after applying the subroutine, there is no cycle induced by link operations, and the tree height is bounded by the diameter of the input graph.
For each arc e in the current graph, we useê to denote the original arc in the input graph that is altered to e during the execution. Each edge processor is identified by an original arcê and stores the corresponding e in its private memory during the execution. To output the spanning forest, for a original graph arcê = (v, w), if at the end of the algorithm,ê.f = 1, then it denotes that the graph edge {v, w} is in the spanning forest. Otherwise if bothê.f = 0 andê ′ .f = 0 whereê ′ denotes a graph arc (w, v), then the edge {v, w} is not in the spanning forest.
C.1 Vanilla Algorithm for Spanning Forest
Firstly, let us see how to extend Vanilla algorithm to output a spanning forest. The extended algorithm is called Vanilla-SF algorithm (see below).
The RANDOM-VOTE and SHORTCUT are the same as those in Vanilla algorithm. In the ALTER we only alter the current edge as in Vanilla algorithm but keep the original edge untouched. We add a method MARK-EDGE and an attribute e for each vertex v to store the current arc that causes the link on v, then v.ê is the original arc in the input graph corresponding to v.e. The LINK is the same except that we additionally mark the original arc in the forest using attribute f if the corresponding current arc causes the link. The digraph defined by the labels is exactly the same as in Vanilla algorithm, therefore Lemma B.2 holds for Vanilla-SF algorithm. It is easy to see that Vanilla-SF algorithm uses O(m) processors and can run on an ARBITRARY CRCW PRAM. Each phase takes O(1) time.
Definition C.1. For any positive integer j, at the beginning of phase j, let F j be the graph induced by all the edges corresponding to all the arcsê withê.f = 1.
By the execution of the algorithm, for any positive integers i ≤ j, the set of the edges in F i is a subset of the set of the edges in F j .
Lemma C.2. For any positive integer j, at the beginning of phase j, each vertex u is in the component of u.p in F j .
Proof. The proof is by induction. In the first phase, the lemma is vacuously true since u.p = u for all vertices u. Now, suppose the lemma is true at the beginning of phase i. In phase i, if u.p does not change, the claim is obviously true. Otherwise, there are two cases: (i) u.p is changed in the LINK, or (ii) u.p is changed in the SHORTCUT. If u.p is changed in the SHORTCUT, then by Lemma B.2, the original u.p.p is changed in the LINK, and since u and the original u.p is in the same component of F i , we only need to show that the LINK does not break the invariant. In the LINK, if u.p is updated to w, there is a current graph arc u.e = (u, w), and thus there exists a graph arc u.ê = (x, y) in the input graph such that x.p = u and y.p = w at the beginning of phase i. By the induction hypothesis, x and u are in the same component of F i and thus of F i+1 . Similar argument holds for y and w. Since u.ê.f is set to 1 in the LINK, x and y are in the same component in F i+1 . Thus, u and w are in the same component in F i+1 .
Lemma C.3. For any positive integer j, F j is a forest. And in each tree of F j , there is exactly one root. 9
Proof. By the LINK, every time the size of {u | u.p = u} decreases by 1, the size of {ê |ê.f = 1} increases by 1. Thus the size of {ê |ê.f = 1} is exactly n − |{u | u.p = u}|, which induce at least |{u | u.p = u}| components in F j . By Lemma C.2, there are at most |{u | u.p = u}| components in F j . So there are exactly |{u | u.p = u}| components in F j and each such component must be a tree, and each component contains exactly one vertex u with u.p = u.
C.2 Algorithmic Framework
In this section, we show how to extend our Connected Components algorithm to a spanning forest algorithm. 
C.3 The Tree Linking
In this section, we present the method TREE-LINK. The purpose of the TREE-LINK is two-fold: firstly, we want to add some edges to expand the current forest (a subgraph of the input graph); secondly, we need the information of these added edges to do link operation of ongoing vertices to reduce the total number of ongoing vertices. For simplicity, all vertices discussed in this section are ongoing vertices in the current phase.
Similar to the EXPAND, we shall use a pool of m processors to do the TREE-LINK. Let n ′ be the number of vertices. We set all the parameters as the same as in the EXPAND: δ = m/n ′ , the processors are divided into m/δ 2/3 indexed blocks where each block contains δ 2/3 indexed processors, and both h B , h V are the same hash functions used in the EXPAND. Comparing to Connected Components algorithm, we store not only the final hash table H(u) of u, but also the hash table H j (u) of u in each round j ≥ 0. (In Connected Components algorithm, H j is an analysis tool only.) Let T denote the total number of rounds in Step (5) of the EXPAND.
We present the method TREE-LINK as follows, which maintains: (i) the largest integer u.α for each vertex u such that there is neither collisions, leaders, nor fully dormant vertices in B(u, u.α); (ii) u.β as the distance to the nearest leader v (if exists in B(u, u.α + 1)) from u; (iii) a hash table Q(u) to store all vertices in B(u, u.α), which is done by reducing the radius by a factor of two in each iteration and attempting to expand the current Q(u) to a temporary hash table Q ′ (u).
TREE-LINK:
1. For each vertex u: For simplicity, if there is no ambiguity, we also use Q(u) to denote the set of vertices which are stored in the table Q(u). We call each iteration j from T down to 0 in Step (2) a round.
Lemma C.4. In any round in the TREE-LINK, for any vertex u, Q(u) = B(u, u.α). Furthermore, at the end of the TREE-LINK, u.α is the largest integer such that there is neither collisions nor dormant vertices in B(u, u.α).
Proof. Firstly, we show that Q(u) = B(u, u.α). Our proof is by an induction on j of Step (2). The base case holds since before Step (2), the initialization of Q(u) and u.α satisfy the claim. Now suppose Q(u) = B(u, u.α) at the beginning of round j of Step (2). There are two cases. The first case is that Q(u) does not change in this round. In this case the claim is true by the induction hypothesis. The second case is that Q(u) will be set to Q ′ (u) in Step (2c). Since there is no collision in Q ′ (u), we have Q ′ (u) = v∈Q(u) H j (v), where Q(u) is not set in Step (2c) yet. Since every v in Q(u) is live in round j of Step (5) of the EXPAND, we have H j (v) = B(v, 2 j ) according to Lemma B.7. Together with the induction hypothesis, Q ′ (u) = v∈B(u,u.α) B(v, 2 j ) = B(u, u.α + 2 j ). Thus by Step (2c), after updating Q(u) and u.α, the first part of the lemma holds. Now we prove the second part of the lemma. For convenience in the notation, we say that B(u, α) satisfies property P if and only if there is neither collisions, leaders, nor fully dormant vertices in B(u, α). We shall show that at the end of the TREE-LINK, u.α is the largest integer such that B(u, u.α) satisfies P. For any vertex u, if u.l = 0 and u is fully dormant, or u.l = 1, then the claim holds due to Step (1). Consider a vertex u with u.l = 0 and u owning a block. Our proof is by induction on j of Step (2). We claim that at the end of round j of Step (2), the following two invariants hold: (i) B(u, u.α + 2 j ) does not satisfy P; (ii) B(u, u.α) satisfies P. The base case is before Step (2). There are two cases: if u is live after round T of Step (5) of the EXPAND, then there is a leader in B(u, 2 T +1 ) by the VOTE; otherwise, there is either a fully dormant vertex or a collision in B(u, 2 T +1 ). Thus, the invariants hold for the base case. Now suppose the invariants hold after round j of Step (2). In round j − 1, there are two cases. In the first case, Q(u) is set to Q ′ (u). This means that before Step (2c), ∀v ∈ Q(u) = B(u, u.α), B(v, 2 j−1 ) satisfies P. Thus, B(u, u.α + 2 j−1 ) satisfies P. Notice that by the induction, B(u, u.α + 2 j ) does not satisfy P. Therefore, the invariants hold after updating Q(u) and u.α in Step (2c). In the second case, Q(u) remains unchanged. There exists v ∈ Q(u) = B(u, u.α) such that B(v, 2 j−1 ) does not satisfy P which means that B(u, u.α + 2 j−1 ) does not satisfy P. Since Q(u) and u.α can only change together, B(u, u.α) satisfies P. The invariants also hold. Therefore, after round j = 0, B(u, u.α) satisfies P and B(u, u.α + 1) does not satisfy P, giving the second part of the lemma. Proof. For any vertex u with u.l = 1, u.β is set to 0. Now, consider a vertex u with u.l = 0. By Lemma C.4, Q(u) = B(u, u.α) and there is no leader in B(u, u.α). If w ∈ B(u, u.α) is marked as a leader-neighbor, there is a vertex v with v.l = 1 such that v ∈ B(u, u.α + 1). Thus, in this case u.β = u.α + 1 = min v:v.l=1 dist(u, v).
The following lemma shows that the construction of the tree in Steps (5,6) using the β values is valid. Thus, u is marked as a leader-neighbor which means that there is a graph edge {u, v} where v is a leader. Notice that v.β = 0. So the lemma holds for u with u.β = 1.
Consider a vertex u with u.β > 1. By Lemma C.5, there is a leader v such that dist(u, v) = u.β. Let {u, w} be a graph edge with dist(w, v) = u.β − 1, which must exist by Step (5). It suffices to show that w.β = u.β − 1. Since B(w, u.β − 1) contains a leader v, and B(w, u.β − 2) ⊆ B(u, u.β − 1) = B(u, u.α) which does not contain a leader by Lemma C.4, we have that w.α = u.β − 2. Let {x, v} be a graph edge such that dist(w, x) = u.β − 2, which must exist by Step (5). Then, x is marked as a leader-neighbor and x is in B(w, w.α). Hence w.β = w.α + 1 = u.β − 2 + 1 = u.β − 1.
The above lemma implies that if u.β > 0 then u is a non-root in the next phase due to Steps (5,6):
Corollary C.7. For any vertex u, if u.β > 0, then u is finished in the next phase.
Lemma C.8. The height of any tree is O(d) after the TREE-LINK.
Proof. If u.p is updated to w, then u.β = w.β + 1 by Step (6). Thus, the height of a tree is at most max u u.β + 1. By Lemma C.5 and the fact that an ALTER and adding edges never increase the diameter, the height of any tree is at most d.
As mentioned at the end of §C.2, by the above lemma and Lemma B.8, the following is immediate:
Corollary C.9. Each phase of the algorithm takes O(log d) time.
Similar to Definition C.1 and Lemma C.3, we can show the following, which guarantees the correctness of Spanning Forest algorithm:
Lemma C.10. At the end of the TREE-LINK, all the edgesê withê.f = 1 constitute a forest. And in each tree of the forest, there is exactly one root.
C.4 Running Time
Now let us analyze the number of vertices in the next phase. If a vertex u is live after the EXPAND, then it is finished in the next phase. Thus all the vertices in the next phase are dormant after the EXPAND in this phase. Consider a dormant vertex u, and let r be that defined in Definition B.9 with respect to u. Using the above lemma and Corollary C.9, the remaining analysis is almost identical to that in Connected Components algorithm.
Proof of Theorem 2. By Lemma B.11, we have that |B(u, r)| ≤ b 2 with probability at most b −2 . Conditioned on |B(u, r)| > b 2 , the probability that B(u, r) contains no leader is at most b −1 . The number of vertices in the next phase is at most the sum of (i) the number of dormant leaders, (ii) the number of vertices u with |B(u, r)| ≤ b 2 , and (iii) the number of vertices u with |B(u, r)| > b 2 and no leader in B(u, r). Thus, the probability that a dormant vertex u is in the next phase is
By Markov's inequality, the probability of having more than n ′ · b −1/4 vertices in the next phase is at most b −1/4 . Finally, using exactly the same analyses in §B.5 and §B.6, we obtain that the algorithm runs on an ARBI-TRARY CRCW PRAM and outputs the spanning forest. Moreover, with probability 1−1/poly(m log n/n), the number of phases is O(log log m/n n) thus the total running time is O(log d log log m/n n) (cf. Corollary C.9).
D Faster Connected Components Algorithm: Full Proof of An O(log d + log log m/n n) Bound
In this section we give the full proof of Theorem 3 by presenting a faster algorithm (see below) for connected components with a detailed analysis.
Faster Connected Components algorithm: COMPACT; repeat {EXPAND-MAXLINK} until the graph has diameter O(1) and all trees are flat; run Connected Components algorithm from §B.
Each iteration of the repeat loop is called a round. The break condition that the graph has diameter O(1) and all trees are flat shall be tested at the end of each round. The main part of this section is devoted to the repeating EXPAND-MAXLINK. Before that, we explain the method COMPACT.
COMPACT: PREPARE; rename each ongoing vertex to a distinct id in [2m/ log c n] and assign it a block of size max{m/n, log c n}/ log 2 n.
Recall that in the PREPARE in §B.2, it is guaranteed that the number of ongoing vertices is at most m/ log c n with good probability, then we use hashing to assign them blocks. The problem of this method is that in this section, we need, with high probability, all roots to own blocks as we need to union bound (as the events are dependent) all roots on all shortest paths (see §1.2), but the hashing method only gives that each root owns a block with probability 1 − 1/polylog(n). To solve this problem, we need the following tool when implementing COMPACT:
Definition D.1. Given a length-n array A which contains k distinguished elements, approximate compaction is to map all the distinguished elements in A one-to-one to an array of length 2k.
Lemma D.2 ([Goo91]
). There is an ARBITRARY CRCW PRAM algorithm for approximate compaction that runs in O(log * n) time and uses O(n) processors with high probability. Moreover, if using n log n processors, the algorithm runs in O(1) time. 10 Lemma D.3. With good probability, COMPACT renames each ongoing vertex a distinct id in [2m/ log c n], assigns each of them a block of size max{m/n, log c n}/ log 2 n, runs in O(log log m/n n) time, and uses O(m) processors in total.
Proof. If m/n > log c n, then the COMPACT does not run Vanilla algorithm and each (ongoing) vertex already has a distinct id in [n] ⊆ [2m/ log c n]. Since there are Θ(m) processors in total, it is easy to assign each vertex a block of size m/n/ log 2 n, which is max{m/n, log c n}/ log 2 n.
Else if m/n ≤ log c n, the COMPACT runs Vanilla algorithm for c log 8/7 log n = O(log log m/n n) phases such that the number of ongoing vertices is at most m/ log c n with good probability (cf. Corollary B.4). Conditioned on this happening, the COMPACT uses approximate compaction to compact all the at most m/ log c n ongoing vertices (distinguished elements) to an array of length at most 2m/ log c n, whose index in the array serves as a distinct id. By Lemma D.2, this runs in O(log * n) time with probability 1 − 1/poly(n). Once the ongoing vertices are indexed, it is easy to assign each of them a block of size m/(m/ log c n)/ log 2 n, which is max{m/n, log c n}/ log 2 n. By a union bound, the COMPACT takes O(log log m/n n) time with good probability.
The renamed vertex id is used only for approximate compaction; for all other cases, we still use the original vertex id. Renaming the vertex id to range [2m/ log c n] not only facilitates the processor allocation at the beginning, but more importantly, guarantees that each subsequent processor allocation takes O(1) time, because the array A to be compacted has length |A| ≤ 2m/ log c n while the number of processors is at least |A| log |A| when c ≥ 10 (cf. Lemma D.2, see §1.2 and details in §D.1).
In the remainder of this section, we present the detailed method EXPAND-MAXLINK in §D.1, then we prove that Faster Connected Components algorithm correctly computes the connected components of the input graph (cf. 
D.1 Algorithmic Framework
In this section, we present the key concepts and algorithmic framework of the EXPAND-MAXLINK.
Level and budget. The level ℓ(v) of a vertex v is a non-negative integer that can either remain the same or increase by one during a round. By Lemma D.3, at the beginning of round 1, each ongoing vertex v owns a block of size b 1 := max{m/n, log c n}/ log 2 n, whose level is defined as 1; the level of a non-root vertex whose parent is ongoing is defined as 0 and b 0 := 0 for soundness; all other vertices are ignored as their components have been computed. During a round, some roots become non-roots by updating their parents; for those vertex remains to be a root, its level might be increased by one; a root with level ℓ is assigned to a block of size Hashing. At the beginning of a round, one random hash function h is chosen, then all neighbor roots of all roots use h to do individual hashing in Step (3). As same as in §B, a pairwise independent h suffices, thus each processor only reads two words. The hashing in Step (5) follows the same manner using the same h. For each vertex v, let H(v) be the first table in its block, which will store the added edges incident on v.
Step (5) The ALTER and SHORTCUT (cf. Steps (1,6)) are the same as in §B. The MAXLINK uses parent links, instead of direct links in §B and §C.
D.2 Correctness
In this section, we prove that Faster Connected Components algorithm correctly computes the connected components of the input graph when it ends.
First of all, we prove a useful property on levels and roots.
Lemma D.4. If a vertex v is a non-root at any step, then during the execution after that step, v is a non-root, ℓ(v) cannot change, and 0 ≤ ℓ(v) < ℓ(v.p).
Proof. The proof is by an induction on rounds. At the beginning of the first round, by the definition of levels (cf. §D.1), each ongoing vertex v has level 1 and v = v.p, and each non-root with an ongoing parent has level 0 (vertices in trees rooted at finished vertices are ignored), so the lemma holds. In Step (1), each iteration of a MAXLINK can only update the parent to a vertex with higher level, which cannot be itself. In Step (2), level increase only applies to roots. The invariant holds after the MAXLINK in Step (6) for the same reasons as above. In SHORTCUT (cf. Step (6)), each vertex v updates its parent to v.p.p, which, by the induction hypothesis, must be a vertex with level higher than v if v is a non-root, thus cannot be v. In Step (7), level increase only applies to roots. All other steps and ALTERs do not change the labeled digraph nor levels, giving the lemma.
Based on this, we can prove the following key result, which implies the correctness of our algorithm.
Lemma D.5. The following conditions hold at the end of each round:
A tree does not contain all the vertices in its component if and only if there is an edge between a vertex in this tree and a vertex in another tree.
The proof of Lemma D.5 relies on the following invariant:
Lemma D.6. For any vertices v and w, if w is a neighbor of v in the current graph or w = v.p, then v and w are in the same component. If v is incident with an edge, then there exists a path in the current graph between v and v.p.
Proof. By inspecting Vanilla algorithm (called within COMPACT) and monotonicity, Lemma D.6 holds at the beginning of the first round. By an induction on rounds, it suffices to prove the following: (i) the ALTER (cf. Steps (1,6)) and
Step (5) preserve the invariant (v and w are in the same component), as only these two change the neighbor sets; (ii) the MAXLINK and SHORTCUT (cf. Steps (1,6) ) preserve the invariant, as only these two change the parents. Each iteration of the MAXLINK preserves the invariant since both v and its neighbor w, and w, w.p are in the same component by the induction hypothesis. So MAXLINK preserves the invariant. To prove that an ALTER preserves the invariant, let (v ′ , w ′ ) be an edge before ALTER such that v ′ .p = v and w ′ .p = w (to make w a neighbor of v after an ALTER). By the induction hypothesis, w ′ , w, v ′ , v, and v ′ , w ′ are in the same component, thus so do v, w. A SHORTCUT preserves the invariant since v, v.p and v.p, v.p.p are both in the same component.
Step (5) preserves the invariant, because H(v), H(w) are subsets of the neighbor sets of v and w respectively before Step (5) (cf.
Step (3)), thus v, w and w, u are both in the same component by the induction hypothesis, and so do v and its new neighbor u. This finishes the induction and proves the first part of the lemma. Now we prove the second part of the lemma. By an induction, we assume the invariant holds before some step and prove that each step of EXPAND-MAXLINK preserves the invariant. Before a SHORTCUT, there are paths between v, v.p and v.p, v.p.p, thus there is a path between v and v.p after updating v.p to the old v.p.p. Before an ALTER, there must exist a child v ′ of v such that v ′ is incident with an edge, otherwise v has no incident edge after the ALTER. By the induction hypothesis, there is a path between v ′ and v, which is altered to be a new path between v and v.p after the ALTER. In each iteration of a MAXLINK, if v.p does not change then the invariant trivially holds; otherwise, let (v, w) be the edge that updates v.p to w.p. By the induction hypothesis, there is a path between w and w.p, so there is a path between v and v.p = w.p after the iteration. Other steps in the EXPAND-MAXLINK can only add edges, giving the lemma.
Proof of Lemma D.5. Conditions (1) and (2) hold at the beginning of the first round by Lemma B.2 and monotonicity of Vanilla algorithm. By Lemma D.4, the levels along any tree path from leaf to root are monotonically increasing, so there cannot be a cycle and the labeled digraph must be a collection of trees. By Lemma D.6 and an induction on tree, all vertices of a tree belong to the same component. This proves Condition (1).
For any tree T , if there is an edge between a vertex v in T and another vertex w in another tree T ′ , then by Lemma D.6, v, w belong to the same component and so do vertices in T and T ′ , which means T does not contain all the vertices of this component. On the other hand, assume T does not contain all the vertices in its component, then there must be another tree T ′ corresponding to the same component. By an induction, we assume the invariant that there is an edge between a vertex v in T and a vertex w in another tree holds, then proves that an ALTER and (each iteration of) a MAXLINK preserve the invariant. An ALTER moves the edge between v and w to their parents in their trees, whose two endpoints must belong to different trees as w not in T , so the invariant holds. Assume a parent update in an iteration of MAXLINK changes the parent of u to a vertex u.p in T ′ . Let u ′ be the old parent of u in T . By Lemma D.6, there are paths between u, u ′ and u, u.p, so there must be a path between u ′ and u.p. Since u ′ and u.p belong to different trees: the new T and T ′ respectively, there must be en edge from a vertex in T to another tree, and an edge from a vertex in T ′ to another tree, giving the lemma. Proof. When the repeat loop ends, all trees are flat, which means in the last round, all trees are flat before the ALTER in Step (6) since an ALTER does not change the labeled digraph. After the ALTER, all edges are only incident on roots. By Lemma D.5, these trees partition the connected components; moreover, if a root is not the only root in its component then there must be an edge between it and another root in its component, i.e., the preconditions of Lemma B.2 is satisfied. This implies that the following Connected Components algorithm is applicable and must correctly compute the connected components of the input graph by §B.
D.3 Implementation
In this section, we show how to implement EXPAND-MAXLINK such that any of the first O(log n) rounds runs in constant time with good probability. Proof. The ALTER (cf. Steps (1,6) ) applies to all edges in the current graph. Since each edge corresponds to a distinct processor, Step (3) and the ALTER take O(1) time.
Steps (2,4,7) and SHORTCUT take O(1) time as each vertex has a corresponding processor and a collision can be detected using the same hash function to write to the same location again.
In each of the 2 iterations in MAXLINK, each vertex v updates its parent to a neighbor parent with the highest level if this level is higher than ℓ(v). Since a vertex can increase its level by at most 1 in any round (cf. Steps (2,7)), there are O(log n) different levels. Let each neighbor of v write its parent with level ℓ to the ℓ-th cell of an array of length O(log n) in the block of v (arbitrary win). Furthermore, by the definitions of level and budget, the block of any vertex with positive level in any round has size at least b 1 = Ω(log 3 n) when c ≥ 10. (Vertex with level 0 does not have neighbors.) Therefore, we can assign a processor to each pair of the cells in this array such that each non-empty cell can determine whether there is a non-empty cell with larger index then finds the non-empty cell with largest index in O(1) time, which contains a vertex with the maximum level. As a result, Steps (1,6) take O(1) time. N (N (v) ). If there exists root v such that there is another root with distance at least 2 from v, then there must exist a vertex w = v at distance exactly 2 from v, so w / ∈ N (v) and w ∈ N (N (v)), contradicting with N (v) = N (N (v)). Therefore, any root is within distance at most 1 from all other roots in its component and the graph has diameter O(1).
Since each of them runs in O(1) time with good probability, the lemma follows.
D.4 Number of Processors
By the fact that any root v at the end of any round owns a block of size b ℓ(v) = b 1.01 ℓ(v)−1 1 , a non-root can no longer change its level nor budget (cf. Lemma D.4), and the discussion above, we obtain:
Secondly, we prove two simple facts related to MAXLINK.
Lemma D.10. For any vertex v with parent v ′ and any w ∈ N (v) before an iteration of MAXLINK, it must be ℓ(w.p) ≥ ℓ(v ′ ) after the iteration; furthermore, if ℓ(w.p) > ℓ(v) before an iteration, then v must be a non-root after the iteration.
Lemma D.11. For any root v with budget b at the beginning of any round, if there is a root w ∈ N (v) with at least b 0.1 neighbor roots with budget b after Step (1), then v either increases level in Step (2) or is a non-root at the end of the round with probability 1 − n −5 .
Proof. Assume v does not increase level in Step (2). Let w be any root in N (v) after Step (1). Since each root u ∈ N (w) with budget b (thus level at least ℓ(v) by Corollary D.9) increases its level with probability 10 log n/b 0.1 independently, with probability at least 1 − (1 − 10 log n/b 0.1 ) b 0.1 ≥ 1 − n −5 , at least one u increases level to at least ℓ(v) + 1 in Step (2). Since u ∈ N (N (v)) after Step (1), by Lemma D.10, there is a w ′ ∈ N (v) such that ℓ(w ′ .p) ≥ ℓ(v) + 1 after the first iteration of MAXLINK in Step (6). Again by Lemma D.10, this implies that v cannot be a root after the second iteration and the following SHORTCUT.
If there is a root w ∈ N (v) with at least b 0.1 neighbor roots with budget b after Step (1), then v is a root at the end of the round with probability at most n −5 by the assumption and Lemma D.11. So we assume this is not the case.
By the previous assumption we know that at most b 0.1 vertices are hashed into H(v) in Step (3). By pairwise independency, with probability at most (b 0.1 ) 2 / √ b = b −0.3 there is a collision as the table has size √ b, which will increase ℓ(v) (cf. Steps (4,7) ). Now we assume that there is no collision in H(v) in Step (3), which means H(v) contains all the at most b 0.1 neighbor roots with budget b. By the same assumption, each such neighbor root w has at most b 0.1 neighbor roots with budget b, so there is a collision in H(w) in Step (3) with probability at most
Step (7).
Observe that only a root v at the end of the round can increase its budget, and the increased budget must be b 1.01 since the level can increase by at most 1 during the round and b = b ℓ(v) at the beginning of the round by Corollary D.9. By a union bound over the events in each paragraph, b(v) is increased to b 1.01 with probability at most b −0.08
Finally, we are ready to prove an upper bound on the number of processors. Proof. Using Lemma D.12, by a union bound over all O(n) roots, all O(log n) rounds, and all O(log n) different budgets (since there are O(log n) different levels), with probability at least 1 − n −3 , any root v with budget b at the beginning of any round increases its budget to b 1.01 with probability at most b −0.05 . We may assume that the (1 − n −3 )-probability event always holds as a good-probability result follows from a union bound.
The number of processors for (altered) original edges and vertices are clearly O(m) over all rounds (where each vertex processor needs O(1) private memory to store the corresponding parent, (renamed) vertex id, hash function, level, and budget). By the proof of Lemma D.8, with good probability the processor allocation in Step (8) always succeeds and has a multiplicative factor of 2 in the number of processors allocated before mapping the indexed vertices to blocks (cf. Definition D.1). Therefore, we only need to bound the number of processors in blocks that are assigned to a vertex in Step (8) in all O(log n) rounds.
For any positive integer ℓ, let n ℓ be the number of vertices that ever reaches budget b ℓ during the first O(log n) rounds. For any vertex v that ever reaches budget b ℓ , it has exactly one chance to reach budget b ℓ+1 in a round if v is a root in that round, which happens with probability at most b ℓ −0.05 . By a union bound over all O(log n) rounds, v reaches budget b ℓ+1 with probability at most O(log n)
−0.01 , which is 1 − 1/poly((m log n)/n) by b 1 = max{m/n, log c n}/ log 2 n and c ≥ 100. So the number of new allocated processors for vertices with any budget in any of the first O(log n) rounds is at most n 1 b 1 with good probability.
Recall from Lemma D.3 that with good probability, n 1 · b 1 = min{n, 2m/ log c n} · max{m/n, log c n}/ log 2 n = O(m/ log 2 n).
Finally, by a union bound over all the O(log n) levels and O(log n) rounds, with good probability the total number of processors is O(m).
D.5 Diameter Reduction
Let R := O(log d + log log m/n n) where the constant hidden in O will be determined later in this section. The goal is to prove that O(R) rounds of EXPAND-MAXLINK suffice to reduce the diameter of the graph to O(1) and flatten all trees with good probability. In a high level, our algorithm/proof is divided into the following 3 stages/lemmas: 
D.5.1 Path Construction
To formalize and quantify the effect of reducing the diameter, consider any shortest path P in the original input graph G. When (possibly) running Vanilla algorithm on G in COMPACT, an ALTER replaces each vertex on P by its parent, resulting in a path P ′ of the same length as P . (Note that P ′ might not be a shortest path in the current graph and can contain loops.) Each subsequent ALTER in COMPACT continues to replace the vertices on the old path by their parents to get a new path. Define P 1 to be the path obtained from P by the above process at the beginning of round 1, by |P | ≤ d we immediately get:
Corollary D.17. For any P 1 corresponding to a shortest path in G, |P 1 | ≤ d.
In the following, we shall fix a shortest path P in the original graph and consider its corresponding paths over rounds. Each ALTER (cf. Steps (1,6)) in each round does such replacements to the old paths, but we also add edges to the graph for reducing the diameter of the current graph: for any vertices v and w on path P ′ , if the current graph contains edge (v, w), then all vertices exclusively between v and w can be removed from P ′ , which still results in a valid path in the current graph from the first to the last vertex of P ′ , reducing the length. If all such paths reduce their lengths to at most d ′ , the diameter of the current graph is at most d ′ . Formally, we have the following inductive construction of paths for diameter reduction:
Definition D.18 (path construction). Let all vertices on P 1 be active. For any positive integer r, given path P r with at least 4 active vertices at the beginning of round r, EXPAND-MAXLINK constructs P r+1 by the following 7 phases:
1. The ALTER in Step (1) replaces each vertex v on P r by v ′ := v.p to get path P r,1 . For any v ′ on P r,1 , let v ′ be on P r such that v ′ .p = v ′ . 11 2. Let the subpath containing all active vertices on P r,1 be P r,2 .
After
4. For each j ∈ [i + 1, |P r,2 | + 1], mark P r,2 (j) as passive.
5.
Remove all skipped and passive vertices from P r,2 to get path P r,5 .
Lemma D.19. For any non-negative integer r, the P r+1 constructed in Definition D.18 is a valid path in the graph and all passive vertices are consecutive from the successor of the last active vertex to the end of P r+1 .
Proof. The proof is by an induction on r. Initially, P 1 is a valid path by our discussion on ALTER at the beginning of this section: it only replaces edges by new edges in the altered graph; moreover, the second part of the lemma is trivially true as all vertices are active. Assuming P r is a valid path and all passive vertices are consecutive from the successor of the last active vertex to the end of the path. We show the inductive step by proving the invariant after each of the 7 phases in Definition D.18. Phase (1) maintains the invariant. In Phase (2), P r,2 is a valid path as all active vertices are consecutive at the beginning of P r,1 (induction hypothesis). In Phase (3), if a vertex v is skipped, then there is an edge between its predecessor and successor on the path; otherwise there is an edge between v and its successor by the induction hypothesis; all passive vertices are consecutive from the successor of the last non-skipped vertex to the end of P r,2 (cf. Phase (4)), so the invariant holds. In Phase (6), since the first passive vertex on P r,2 is a successor of the last vertex on P r,5 and the last passive vertex on P r,2 is a predecessor of the first passive vertex on P r,1 (induction hypothesis), the invariant holds. Phase (7) maintains the invariant. Therefore, P r+1 is a valid path and all passive vertices are consecutive from the successor of the last active vertex to the end of P r+1 . Now we relate the path construction to the diameter of the graph:
Lemma D.20. For any positive integer r, the diameter of the graph at the end of round r is O(max Pr |P r,2 |+ r).
Proof. Any shortest path P in the original input graph from s to t is transformed to the corresponding P 1 at the beginning of round 1, which maintains connectivity between the corresponding vertices of s and t on P 1 respectively. By an induction on the number of ALTERs and Lemma D.19, the corresponding vertices of s and t are still connected by path P r+1 at the end of round r. Note that by Lemma D.19, P r+1 can be partitioned into two parts after Phase (2): subpath P r,2 and the subpath containing only passive vertices.
Since in each round we mark at most 2 new passive vertices (cf. Phases (3,4) ), we get |P r+1 | ≤ |P r,5 |+2r ≤ |P r,2 | + 2r. If any path P r+1 that corresponds to a shortest path in the original graph have length at most d ′ , the graph at the end of round r must have diameter at most d ′ , so the lemma follows.
Definition D.21. For any vertex v on P 1 , define its potential φ 1 (v) := 1. For any positive integer r, given path P r with at least 4 active vertices at the beginning of round r and the potentials of vertices on P r , define the potential of each vertex on P r+1 based on Definition D.18 as follows: 12
• For each v replaced by v.p in Phase (1), φ r,1 (v.p) := φ r (v).
• After Phase (4), for each active vertex v on P r,2 , if the successor w of v is skipped or passive, then φ r,4 (v) := φ r,1 (v) + φ r,1 (w).
• After Phase (6), for each vertex v on P r,6 , if v is active on P r,2 , then φ r,6 (v) := φ r,4 (v), otherwise φ r,6 (v) := φ r,1 (v).
• For each v replaced by v.p in Phase (7), φ r+1 (v.p) := φ r,6 (v).
Lemma D.22. For any path P r at the beginning of round r ≥ 1, the following holds: (i) v∈Pr φ r (v) ≤ d + 1; (ii) for any v on P r , φ r (v) ≥ 1; (iii) for any non-skipped v on P r,2 and its corresponding vertex v on
Proof. The proof is by an induction on r. The base case follows from φ(v) = 1 for each v on P 1 (cf. Definition D.21) and Corollary D.17. For the inductive step, note that by Definition D.21, the potential of a corresponding vertex is at least the potential of the corresponding vertex in the previous round (and can be larger in the case that its successor is skipped or passive). This gives (ii) and (iii) of the lemma. For any vertex u on P r,2 , if both u and its successor are active, then φ r (u) is presented for exactly 1 time in v∈Pr φ r (v) and v∈P r+1 φ r+1 (v) respectively; if u is active but its successor w is skipped or passive, then φ r (u) + φ r (w) is presented for exactly 1 time in each summations as well; if u and its predecessor are both passive, then φ r (u) is presented only in v∈Pr φ r (v); the potential of the last vertex on P r,2 might not be presented in v∈P r+1 φ r+1 (v) depending on i after Phase (3). Therefore, v∈P r+1 φ r+1 (v) ≤ v∈Pr φ r (v) and the lemma holds. Proof. By Lemma D.13, with good probability the total number of processors used in the first O(log n) rounds is O(m). We shall condition on this happening then assume for contradiction that there is a vertex v with level at least L in some round.
If log log m/n n ≤ 2, then m/n ≥ n 1/4 . By Corollary D.9, a block owned by v has size at least b 1 1.01 2000−2 ≥ b 1 20 ≥ (m/n/ log 2 n) 20 ≥ (n 1/5 ) 20 = n 4 ≥ m 2 , which is a contradiction as the size of this block owned by v exceeds the total number of processors O(m).
Else if log log m/n n > 2, then by Corollary D.9, a block owned by v has size at least b 1 1.01 L−2 ≥ b 1 1.01 999 log log m/n n ≥ b 1 (log m/n n) 10 ≥ b 1 8 log m/n n .
Whether m/n ≤ log c n or not, if c ≥ 10, it must be b 1 = max{m/n, log c n}/ log 2 n ≥ m/n. So the value of (4) is at least n 4 ≥ m 2 , contradiction. Therefore, the level of any vertex is at most L.
Lemma D.24. For any root v and any u ∈ N (N (v)) at the beginning of any round, let u ′ be the parent of u after Step (1). If v does not increase level and is a root during this round, then u ′ ∈ H(v) after Step (5). O(R) vertices, in round r = O(R) + L + R = O(R) ≤ O(log n), the number of vertices on any P r is at most 2. Therefore, the diameter of the graph after O(R) rounds is at most 1 with good probability.
Proof of Lemma D.16 . Now we show that after the diameter reaches 1, if the loop has not ended, then the loop must break in 2L + log 5/4 L rounds with good probability, i.e., the graph has diameter O(1) and all trees are flat.
For any component, let u be a vertex in it with the maximal level and consider any (labeled) tree of this component. For any vertex v in this tree that is incident with an edge, since the diameter is at most 1, v must have an edge with u, which must be a root. So v updates its parent to a root with the maximal level after a MAXLINK, then any root must have the maximal level in its component since a root with a non-maximal level before the MAXLINK must have an edge to another tree (cf. Lemma D.5). Moreover, if v is a root, this can increase the maximal height among all trees in its component by 1.
Consider the tree with maximal height ξ in the labeled digraph after Step (1). By Lemmas D.4 and D.23, with good probability ξ ≤ L. The maximal level can increase by at most 1 in this round. If it is increased in Step (7), the maximal height is at most ⌈ξ/2⌉ + 1 after the MAXLINK in the next round; otherwise, the maximal height is at most ⌈(ξ + 1)/2⌉ ≤ ⌈ξ/2⌉ + 1. If ξ ≥ 4, then the maximal height of any tree after
Beyond this point, if any tree has height 1 after Step (1), then it must have height 1 at the end of the previous round since there is no incident edge on leaves after the ALTER in the previous round, thus the loop must have been ended by the break condition. Therefore, the maximal-height tree (with height 3 or 2) cannot increase its height beyond this point. Suppose there is a tree with height 3, then if the maximal level of vertices in this component does not change during the round, this tree cannot increase its height in the MAXLINK of Step (6) nor that of Step (1) in the next round, which means it has height at most 2 as we do a SHORTCUT in Step (6). So after L rounds, all trees have heights at most 2 after Step (1). After that, similarly, if the maximal level does not increase, all trees must be flat. Therefore, after additional L rounds, all trees are flat after Step (1). By the same argument, the loop must have ended in the previous round. The lemmas follows immediately from L = O(R) and Lemma D.15.
D.6 Proof of Theorem 3
With all pieces from §D.2- §D.5 and Theorem 1, we are ready to prove Theorem 3.
Proof of Theorem 3. By Lemma D.16 and the break condition, the repeat loop in Faster Connected Components algorithm runs for O(log d + log log m/n n) ≤ O(log n) rounds. So by Lemma D.8 and a union bound, this loop runs in O(log d + log log m/n n) time with good probability. Moreover, since the diameter is O(1) after the loop (cf. Lemma D.16), the following Connected Component algorithm runs in O(log log m/n n) time with good probability (cf. Theorem 1). By Lemma D.3, the method COMPACT also runs in O(log log m/n n) time with good probability. Therefore, by a union bound, the total running time is O(log d + log log m/n n) with good probability. When it ends, by Lemma D.7, the algorithm correctly computes the connected components of the input graph. Since there are at most O(log n) rounds in the loop, by Lemma D.3, Lemma D.13, and Theorem 1, the total number of processors is O(m) with good probability by a union bound. Theorem 3 follows from a union bound at last.
