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Introduction 
 
1 Les systèmes avioniques : historique et évolution 
L’augmentation du nombre et de la complexité des fonctions embarquées dans les aéronefs 
actuels implique un accroissement très important de la quantité de données échangées. Les 
architectures avioniques existantes reposent sur des bus avioniques de conception assez 
ancienne.  Parmi ceux-ci, on peut citer le bus ARINC 429, bus mono émetteur très répandu, 
fiable et d’une grande simplicité d’utilisation mais aux performances limitées (débit maximal 
de 100 kbits/s). De plus l’accroissement des fonctions, et leur distribution sur plusieurs 
équipements, s’accompagnent non seulement d’une augmentation du volume total de données 
échangées, mais aussi d’une augmentation du nombre d’interconnexions nécessaires : les 
échanges ne suivent plus un simple schéma producteur – consommateur, mais ont lieu entre 
de nombreux intervenants. Il est évident dans un tel contexte que les bus mono émetteurs 
brident la croissance du système avionique. Pour répondre à cette augmentation des 
interconnexions, Boeing a choisi d’embarquer dans le cockpit du 777 des bus ARINC 629, 
bus multi émetteurs autorisant de bien meilleures performances (2 Mbps, jusqu’à 120 
utilisateurs). Il apparaît cependant que cette amélioration de bus avionique implique des coûts 
de développement de composants spécifiques très importants. Ces différents facteurs font que 
la technologie des bus avioniques n’est plus comme il y a quelques années considérée comme 
une solution satisfaisante au problème de l’évolution du trafic dans les réseaux avioniques 
civils. 
La solution retenue par Airbus pour l’A380 repose sur la technologie de l’Ethernet commuté. 
Le principal avantage de l’utilisation d’Ethernet est qu’il s’agit d’un standard bien connu, ce 
qui permet une réutilisation d’outils de développement ainsi que de composants matériels 
existants (COTS : commercial off-the-shelf). De plus, il existe une longue expérience 
industrielle de ce standard, ce qui permet d’avoir une bonne confiance en la fiabilité du 
matériel et sur la facilité de sa maintenance. L’inconvénient majeur de l’Ethernet, vis-à-vis 
d’une application dans des systèmes avioniques, est le non-déterminisme intrinsèque de sa 
méthode d’accès au support physique, CSMA/CD. La solution Ethernet commuté Full Duplex 
retenue permet de contourner cet inconvénient. Dans cette architecture, chaque équipement 
est seulement relié à un commutateur, par le biais d’un câble Full Duplex. De cette manière, il 
ne peut plus y avoir de collision sur le support physique, et le CSMA/CD n’est plus 
nécessaire. L’interconnexion des éléments repose donc sur des commutateurs Ethernet, reliés 
entre eux par la même technologie.  
Une réflexion importante a été mise en place, autour du projet de norme ARINC 664, quant 
aux adaptations qu’il est nécessaire d’effectuer pour utiliser cette architecture dans le contexte 
aéronautique, et pouvoir ainsi profiter d’une technologie bien plus performante que les bus 
avioniques classiques (100 Mbps), tout en utilisant des composants existants. Le projet de 
norme prescrit en premier lieu de contrôler les flux avant leur entrée dans le réseau, grâce à la 
notion de Virtual Link. D’autre part, il spécifie que des commutateurs compatibles avec la 
norme 802.1D, dans leur version avionable, devront être utilisés. 
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2 Le problème de preuve de déterminisme 
Si l’architecture proposée permet d’éliminer l’indéterminisme inhérent à l’Ethernet classique, 
il reste toutefois possible pour un commutateur compatible 802.1D de perdre des trames, par 
débordement de ses files d’attente. Or, comme tout équipement embarqué, il faut faire passer 
au système avionique l’épreuve de la certification, d’autant plus que le réseau de 
communication sera utilisé pour faire transiter des données d’application de niveau de criticité 
très élevé. En accord avec les autorités de certification, la démarche retenue a été de certifier 
séparément le réseau et le reste du système avionique (notamment toute la partie applicative). 
De cette façon, la certification du système avionique pourra utiliser comme hypothèse le fait 
que le réseau fournisse une certaine qualité de service, et s’en servir pour appliquer 
notamment des méthodes formelles. 
La qualité de service que l’on cherche à assurer pour les applications s’appuie principalement 
sur les besoins des applications. On veut pouvoir garantir : 
• un délai de traversée du réseau borné, pour préserver le temps de réponse des 
applications 
• une gigue bornée, car de nombreuses applications utilisent les variations temporelles 
des données 
• des pertes de trames très faibles, car les contraintes temps réel fortes interdisent les 
retransmissions. 
Pour apporter ces garanties, qui ne découlent pas directement de l’architecture retenue comme 
nous l’avons vu, il est nécessaire de mettre en place une méthode de preuve de déterminisme. 
Pour ce faire, une approche par simulation ne semble pas adaptée, car il est difficile de 
prouver avec certitude que la simulation recouvre tous les cas envisageables. 
Nous avons alors choisi d’employer les résultats du Network Calculus, qui offrent des 
garanties de type déterministe (par calcul de bornes maximales), avec une méthode de 
complexité réduite.  
3 Organisation du mémoire 
Nous avons voulu voir dans une première étude si le Network Calculus, tel qu’il a été 
présenté par Cruz, donne des résultats intéressants dans notre contexte (Chapitre 2). Notre 
réseau de test est un prototype de réseau fourni par notre partenaire industriel, représentatif de 
la complexité du réseau qui sera réellement employé. Nous avons développé pour notre étude 
une modélisation de ce réseau avionique, et du trafic y circulant, en reprenant en partie les 
éléments décrits dans les travaux de Cruz. Nous explicitons ensuite les raisons pour lesquelles 
il est possible d’utiliser cette méthode dans notre contexte, alors que le Network Calculus a 
été développé a priori pour des réseaux à qualité de service de type DiffServ. La principale 
d’entre elles tient à la recommandation du projet de norme ARINC 664, selon laquelle les flux 
entrants dans le réseau doivent être mis en forme par chaque émetteur, pour limiter 
l’importance des rafales de trafic. En pratique, cette mise en forme du trafic est très proche de 
la caractérisation du trafic qui est l’idée forte des travaux de Cruz. Cette étude nous permet de 
présenter une méthode d’analyse de réseau avionique, qui bien que relativement sommaire, 
conduit à des résultats intéressants. D’une part, elle permet d’établir des bornes sur les délais 
(locaux ou de bout en bout) et les gigues, ainsi que sur les tailles maximales des files 
d’attente. D’autre part, l’ordre de grandeur de ces bornes permet d’envisager de certifier le 
réseau de cette manière. 
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Cependant, les résultats obtenus ne sont pas totalement satisfaisants puisque les bornes 
obtenues semblent trop importantes. Nous avons alors décidé de raffiner notre méthode 
d’analyse du réseau, pour essayer d’améliorer les bornes obtenues (Chapitre 3). Une seconde 
version de la méthode a alors été développée, prenant en compte les améliorations apportées 
au Network Calculus au cours des dernières années, et notamment la notion de courbe de 
service et le formalisme proposés par Le Boudec. Nous améliorons aussi en partie la 
modélisation de certains éléments du réseau, en les décrivant plus finement. Enfin, nous 
ajoutons à notre méthode d’analyse de nouvelles fonctionnalités, comme le calcul des tailles 
de files d’attente en nombre de bits ou en nombre de trames, ou bien la prise en compte des 
flux de niveau de priorité différents. Conformément à nos attentes, les bornes calculées par 
cette nouvelle version de la méthode sont bien meilleures, et il ressort de notre analyse que 
notre réseau de test offre bien les garanties recherchées. 
 
Nous avons toutefois pu remarquer que si le réseau de test est assez bien dimensionné au 
regard du trafic actuel, les marges sont faibles. En aéronautique plus qu’ailleurs, les marges 
doivent être conséquentes, d’une part pour des raisons de sécurité évidentes, et surtout compte 
tenu de la longue durée de vie des appareils, amenés à subir des évolutions (nouveaux 
équipements, nouvelles fonctions) qui engendreront une augmentation du trafic, que le réseau 
devra être capable d’absorber. Disposant dorénavant d’une méthode d’analyse de réseau 
avionique, nous avons voulu voir quelles modifications apporter au réseau, susceptibles de 
créer des marges supplémentaires (Chapitre 4). A court terme, la modification la moins 
coûteuse que nous avons envisagée consiste à utiliser la possibilité offerte par le réseau de 
jouer sur les priorités des flux. Nous montrons la complexité du problème du choix de ces 
priorités, ainsi que les gains qui en découlent. Parmi les méthodes proposées se trouvent 
notamment des heuristiques basées sur notre connaissance du réseau, ainsi qu’une méthode 
utilisant un algorithme génétique multicritère, SPEA2, couplé à notre outil d’analyse. Nous 
avons également étudié les améliorations que pourraient apporter une modification de la façon 
de raccorder les commutateurs entre eux, ou bien la modification de la politique de service 
des ports de sortie de ces commutateurs. Nous montrons que l’ensemble de ces méthodes 
forme un panel de techniques assez large pour permettre de dégager les marges recherchées. 
 
Enfin, nous avons voulu mieux comprendre le fonctionnement du réseau étudié. En effet, 
l’analyse par notre outil fournit des bornes, c’est-à-dire des informations sur les valeurs 
maximales (délai ou taille de file d’attente) atteintes lors de cas pires. Or, l’intuition ainsi que 
des simulations effectuées par notre partenaire industriel nous font penser que les probabilités 
d’occurrence de ces cas pires sont très faibles. Nous avons alors pensé à développer en 
complément de notre analyse une approche plus stochastique, permettant de déterminer des 
valeurs qui n’auraient que de très faibles probabilités d’être dépassées (Chapitre 5). Pour ce 
faire, nous avons choisi d’utiliser des résultats présentés par Vojnović et Le Boudec. Nous 
justifions pourquoi ces résultats, développés dans le contexte de DiffServ, peuvent s’appliquer 
à notre contexte, puis nous présentons une méthode permettant d’appliquer ces résultats, en 
complément de notre outil d’analyse déterministe. 
 
En résumé, nous présentons une méthode permettant d’analyser un réseau avionique en vue 
de sa certification. Cette méthode utilise les résultats du Network Calculus, et une 
modélisation exacte du réseau étudié ; elle offre l’avantage de donner des informations 
relatives aux valeurs maximales obtenues, lors de cas pires. Nous étudions également l’impact 
de certaines modifications du réseau vis-à-vis des résultats donnés par notre analyse, en 
montrant que ces modifications permettent d’améliorer sensiblement les bornes calculées. 
Enfin, nous complétons notre analyse par une approche plus statistique, qui peut être utilisée 
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dans un premier temps pour effectuer des tests matériels, avant peut être de servir de point de 
départ pour une nouvelle méthode permettant de certifier un réseau, avec des probabilités de 
panne compatibles avec les critères avioniques. 
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CHAPITRE 1  
Le réseau avionique étudié 
 
Le cadre général de cette thèse est celui des systèmes avioniques. Nous présenterons 
brièvement ces systèmes et leurs spécificités, avant de retracer l’évolution de leur architecture 
au cours de l’histoire de l’aviation moderne. Nous verrons que cette évolution a entraîné 
également une évolution de la technologie des moyens de communication. Cette dernière a été 
marquée par deux grandes tendances, qui ont convergé ces dernières années. La première 
tendance consiste à remplacer les bus avioniques mono-émetteurs classiquement utilisés 
(ARINC 429), par des bus multi-émetteurs (ARINC 629 ou MIL-STD 1553B dans le domaine 
militaire), afin de répondre à un besoin d’interconnexion de plus en plus important. Pour les 
aéronefs civils, qui sont ceux auxquels nous nous sommes principalement intéressés, la 
seconde tendance a consisté à réutiliser du matériel développé pour des réseaux locaux 
classiques, principalement pour des raisons économiques. Les standards ARINC 636 : 
Onboard Local Area Network et ARINC 646 : ELAN Ethernet Local Area Network 
constituent de bons exemples de standards visant à modifier des technologies existantes afin 
de les rendre avionables. Pour l’A380, Airbus a choisi une technologie Ethernet commuté, qui 
représente la conjonction de ces deux tendances. Nous présenterons cette technologie, ainsi 
que les principales raisons pour lesquelles elle a été choisie. Nous détaillerons également la 
norme en cours de préparation (ARINC 664), qui prévoit les modifications liées au contexte 
embarqué. 
Par la suite, nous présenterons globalement le système avionique que nous avons 
particulièrement  étudié, c'est-à-dire le système ADCN (Aircraft Data Communication 
Network), reposant sur la technologie réseau AFDX (Avionics Full Duplex). Ce réseau est 
celui qu’utilise l’Airbus A380, et s’inscrit dans le cadre des réseaux déterministes décrits par 
la norme ARINC 664. 
Dans un dernier paragraphe, nous montrerons en quoi l’utilisation de ce nouveau type de 
réseau entraîne de nouveaux problèmes vis-à-vis du contexte avionique. Nous en déduirons 
qu’il est impératif de mettre en place une méthode permettant de certifier que le réseau 
apporte bien les garanties souhaitées en termes de qualité de service. 
1 Architecture des systèmes avioniques 
On appelle avionique d'un aéronef l'ensemble des équipements et systèmes informatiques ou 
électroniques embarqués à bord de cet engin. Cela comprend entre autres des calculateurs, le 
logiciel qu'ils exécutent, des capteurs et actionneurs, et les moyens de communication entre 
ces différents éléments. De nos jours, de très nombreuses fonctions sont confiées à ce système 
avionique. A titre d'exemple, on peut citer les fonctions de commande de vol, de pilotage 
automatique, de navigation, d'affichage des informations, ou bien des fonctions dites de 
"confort" comme le retour d'effort dans les commandes de pilotage. Une étude approfondie de 
ces systèmes peut être consultée dans l'ouvrage  [1]. 
1.1 Evolution des systèmes avioniques 
Les premiers pas de l'avionique correspondent au remplacement progressif d'équipements 
analogiques par leurs homologues numériques, dans les années 60. Par la suite, l'avionique a 
bénéficié des progrès de l'électronique puis de l'informatique, les premiers micro-ordinateurs 
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ayant été installés à bord en 1970 pour exécuter des fonctions liées à la navigation. Depuis, 
deux phénomènes poussent à la complexification du système avionique: le remplacement 
progressif des équipements analogiques d'une part, et l'adjonction de nouvelles fonctions 
d'autre part. Ces fonctions résultent de progrès dans les domaines de l'électronique, de 
l'informatique et des télécommunications, et répondent à des besoins nouveaux ou apportent 
de meilleures solutions à des besoins déjà présents. A titre d'exemple, on peut citer le système 
de commandes de vol, qui est passé progressivement d'un contrôle par câbles mécaniques 
jusqu'au système actuel, où un calculateur gère les différentes servocommandes tout en 
respectant un domaine de vol précis. 
On peut constater de manière simple l'augmentation de la complexité du système avionique: 
de 1983 (A310) à 1993 (A340), le nombre d'équipements embarqués a augmenté de 50% (de 
77 à 115), alors que la puissance embarquée a été multipliée par 4, passant de 60 Mips à 250 
Mips. De manière générale, à l'instar de la loi de Moore pour la puissance des processeurs, on 
a établi  [4] que la complexité des systèmes avioniques double tous les 5 ans. 
Aujourd'hui, le système avionique correspond à 30% du coût total d'un appareil civil, et 
jusqu'à 50% d'un appareil militaire  [5]. 
1.2 Classification des systèmes avioniques 
Bien qu'un système avionique se rapproche d'un système informatique distribué, il est soumis 
à un jeu de contraintes plus important. Par exemple, les contraintes de volume et surtout de 
poids sont importantes pour des raisons évidentes de coût. Les systèmes embarqués doivent 
aussi fonctionner de manière nominale dans des conditions difficiles (chaleur, vibrations, 
environnement électromagnétique, etc.). 
Une autre différence avec un système informatique classique, qui fait véritablement la 
spécificité d'un système avionique, est la contrainte de sûreté de fonctionnement. En effet, en 
cours de mission, la moindre défaillance met en danger la vie des occupants de l'appareil. Les 
normes DO-178B  [6] et ARP 4754  [9] classifient les différents systèmes ou équipements en 
trois catégories: les systèmes critiques, essentiels, et non essentiels. 
• Les systèmes critiques: Un système est critique si une défaillance éventuelle implique 
des conséquences catastrophiques, à savoir la perte de l'appareil et/ou de vies 
humaines. Le système de commandes de vol électriques en est un exemple frappant, 
car en cas de défaillance l'appareil n'est plus gouvernable. De tels systèmes ont de 
manière évidente des contraintes de sécurité très élevées, et obéissent généralement à 
des contraintes temps réel très strictes. Ceci implique souvent que ces systèmes sont 
de taille et de complexité limitée, avec des redondances multiples et une ségrégation 
spatiale. Pour des raisons de certification, ces systèmes doivent être déterministes, à 
savoir qu'on doit pouvoir prévoir leur comportement. Pratiquement, on implémente 
souvent les fonctions de ces systèmes avec des traitements périodiques de faible 
période, de l'ordre de 10 ms. 
• Les systèmes essentiels: Un système est essentiel si une défaillance de sa part 
compromet la réussite de la mission en cours, sans pour autant mettre en danger de vie 
humaine. Sur un bimoteur, un des moteurs peut être considéré comme essentiel 
puisque l'avion peut toujours être piloté en cas de panne, mais cette panne oblige à un 
atterrissage prématuré sur l'aéroport le plus proche. A l'instar des systèmes critiques, 
ces systèmes obéissent aussi à des contraintes temps réel, et possèdent aussi la 
nécessité d'être déterministes. Leur logiciel est généralement de grande taille mais de 
complexité moyenne, et ils sont implémentés par des traitements cycliques dont la 
période est de l'ordre de 100ms. 
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• Les systèmes non essentiels: Ce sont les systèmes qui ne rentrent pas dans les 
catégories précédentes. Ces systèmes sont appelés à former une part de plus en plus 
importante du système avionique.  
1.3 Architectures classiques 
Dans ce chapitre, nous montrons l’évolution des architectures employées pour les systèmes 
avioniques, depuis l’origine de l’aviation moderne jusqu’aux systèmes actuels, tels que ceux 
embarqués dans l’A380. 
1.3.1 Architecture centralisée 
Au commencement de l'avionique moderne, les rares fonctions embarquées étaient gérées par 
un calculateur unique, central. De nos jours, la taille des avions, le nombre de fonctions et leur 
complexité, ainsi que d'élémentaires raisons de sécurité (trop grande vulnérabilité) rendent 
cette architecture impropre à l'utilisation dans les aéronefs civils. 
1.3.2 Architecture fédérale 
Ce type d'architecture a été pour la première fois présenté dans le concept DAIS (Digital 
Avionics Information System) et a été principalement utilisé dans des appareils militaires, 
comme le F16 de l'US Air Force. Ces architectures sont composées de nombreux équipements 
informatiques qui implémentent les différentes fonctions avioniques, et sont répartis dans la 
totalité de l'appareil, à proximité des différents capteurs et actionneurs. Ceci présente 
l’avantage de diminuer le temps de communication entre les capteurs et les calculateurs, et 
aussi de diminuer la connectique nécessaire. Cependant, si le traitement des données est 
réparti, le contrôle des équipements est centralisé dans des calculateurs de moyenne 
puissance. Chacun de ces calculateurs contrôle l'ensemble des équipements d'un domaine 
donné, par exemple le système d'armes, et la communication entre les éléments est aussi 
contrôlée par le calculateur maître. Ceci explique l'utilisation massive de bus de type MIL-
STD-1553B  [18], pour lesquels le temps de parole est successivement (et explicitement) 
distribué aux équipements par le contrôleur du bus, ici le calculateur maître. 
Cette architecture présente de nombreux avantages: la répartition des systèmes diminue la 
vulnérabilité, et la relative simplicité de l'ensemble permet une analyse précise du 
fonctionnement du système. Cependant, cette architecture suppose une grande intégration de 
l'ensemble du système pour pouvoir être entièrement contrôlé par quelques calculateurs. Ceci 
n'est pas le cas pour des appareils civils, où il est important pour les fabricants de faire jouer 
la concurrence entre différents équipementiers. Ce type d’architecture n’est donc pas 
commercialement adapté aux aéronefs civils. 
1.3.3 Architecture répartie 
Historiquement, le remplacement dans les aéronefs civils des équipements analogiques par 
leur équivalent numérique a conduit aux architectures réparties. Dans ce type d'architecture, à 
l'instar des architectures fédérales, les fonctions sont exécutées par différents équipements 
répartis dans l'appareil; la différence est qu'ici le contrôle des équipements n'est pas centralisé 
et les systèmes coopèrent pour l'accomplissement de la mission. Ils s'échangent les données 
au moyen de bus mono-émetteur  [10] ou multiplexés  [11]. En effet, contrairement à 
l'architecture fédérale, la conception du système réparti est indépendante du moyen de 
communication choisi. Ainsi, l'avionique de l'A320 et de l'A340 repose exclusivement sur de 
l'ARINC 429, alors que l'avionique du Boeing 777 utilise à la fois les deux types de bus, 429 
et 629.  
Dans ce type d’architecture, chacun des équipements accomplit une fonction du système. Du 
point de vue matériel, on a décidé de standardiser la forme de ces équipements, qui prennent 
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la forme de modules standards, appelés LRU (Line Replaceable Units). Ces modules 
regroupent des ressources de mémoire et de capacité de calcul, et offrent une interface 
standard aux applications  qui vont exécuter les fonctions. Cette standardisation permet de 
faciliter la maintenance puisqu’il suffit, en cas de défaillance d’un équipement, de remplacer 
le LRU et de charger sur le nouveau module le logiciel correspondant à la fonction 
recherchée. Le principal inconvénient de cette architecture répartie est qu’elle implique une 
mauvaise utilisation des ressources : les ressources d’un module ne peuvent être partagés par 
plusieurs fonctions. 
1.4 Avionique modulaire intégrée 
L'IMA (Integrated Modular Avionics) est une architecture qui reprend les principes 
précédents en ce qui concerne la répartition des équipements, mais permet de remédier à 
l’inconvénient des architectures réparties. Le principe de cette architecture est de répartir dans 
tout le volume de l’appareil un ensemble de ressources (calcul, mémoire, communication), 
qui seront partagés par plusieurs applications, qui accompliront les différentes fonctions du 
système avionique. 
De manière pratique, l'architecture physique est décrite par la norme ARINC 651  [12]. Les 
ressources sont regroupées dans des modules génériques appelés LRM (Line Replaceable 
Module), qui sont à leur tour regroupés dans des étagères, la communication au sein de ces 
étagères étant réalisée avec des bus spéciaux, généralement du type ARINC 659  [19]. Les 
modules peuvent être de trois types: 
• Les modules cœurs sont ceux qui se chargent de l'exécution des applications. 
• Les modules d'entrée/sortie permettent la communication avec des éléments ne 
respectant pas l'architecture IMA. 
• Les modules passerelles servent à la communication entre étagères.  
 
L'architecture logicielle est décrite par la norme APEX  [13], qui permet d'offrir aux 
applications une interface générique vers le système d'exploitation. Le développement du 
logiciel est ainsi rendu indépendant du matériel sur lequel il sera exécuté, ce qui permet 
d'envisager des réductions de coût lors de la phase de développement logiciel. 
Cette norme ARINC 653 décrit deux modes de communication sur les ports : « sampling » ou 
« queuing ». En mode sampling, dans un abonné consommateur d’une donnée, les couches 
basses du réseau ne présentent aux applications que la dernière valeur de la donnée, la plus 
« fraîche ». Dès qu’une nouvelle valeur de la donnée est reçue, elle écrase l’ancienne. Ce 
mode est particulièrement approprié pour des applications qui ont besoin de recevoir des 
données périodiquement. En mode queuing, les valeurs ne sont pas effacées 
systématiquement ; au contraire, elles sont stockées et présentées dans l’ordre de leur 
réception, jusqu’à ce l’application concernée ait eu le temps de les lire. Ce mode est plus 
approprié pour des transferts de données apériodiques, pour lesquels il est nécessaire que 
toutes les données soient lues. 
 
Les premiers exemples d'implémentation de l'IMA (AIMS – Airplane Information 
Management System sur le Boeing 777) laissent envisager de nombreux gains pour tous les 
acteurs de l'aéronautique: 
• Adaptabilité: grâce à la modularité de l'architecture, il est possible de reconfigurer un 
appareil pour l'adapter à la mission envisagée. 
• Maintenabilité: La standardisation des cartes permet un niveau de maintenance très 
élevé. 
• Réduction des coûts: aussi bien dans l'acquisition du matériel, que dans sa 
maintenance  et son évolution. 
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• Gain en masse et en volume: diminution du nombre d'équipements, et donc 
simplification du réseau de communication. 
Compte tenu de ces gains envisagés, Airbus a tout naturellement choisi cette architecture pour 
le système avionique de l’A380. Dans le cadre du projet européen de recherche VICTORIA 
 [15], Airbus et plusieurs grands partenaires ont proposé une architecture avionique qui 
englobe tous les systèmes du réseau, depuis les systèmes  de contrôle de l’appareil jusqu’aux 
systèmes destinés aux occupations des passagers. Le réseau avionique global de l’A380, est 
un exemple de ce type d’architecture, intitulée IME (Integrated Modular Electronics). Au sein 
de cette architecture IME, les systèmes essentiels seront regroupés dans un réseau protégé du 
« monde ouvert », et qui possèdera une architecture de type IMA. Comme cette architecture 
IMA n’impose pas de moyen de communication spécifique entre ses différents composants, 
Airbus a choisi pour l’A380 d’utiliser la technologie de l’Ethernet Commuté Full-Duplex, 
conformément aux résultats du projet européen PAMELA  [16]. Dans les paragraphes 
suivants, nous donnerons quelques raisons permettant de justifier ce choix, et nous 
présenterons cette technologie. 
2 Ethernet commuté Full Duplex 
Pourquoi choisir l’Ethernet commuté plutôt que des bus avioniques comme l’ARINC 429, ou 
l’ARINC 629 ?  
Le premier avantage de cette architecture est le débit offert aux stations. L’Ethernet offre 
classiquement comme débit 10 ou 100 Mbit/s, et le gigabit/s est d’ores et déjà disponible. Les 
bus avioniques classiques offrent eux un débit de l’ordre de quelques Mbit/s. Un autre 
avantage de l’Ethernet est qu’il s’agit d’un standard IEEE (donc non propriétaire) bien connu. 
Ceci implique notamment des coûts d’utilisation réduits, car les investissements peuvent être 
amortis sur de plus grands volumes. Une technologie mûre présente aussi de nombreux 
avantages, notamment celui de présenter moins de surprises lors de sa mise en pratique. La 
connaissance générale de la technologie Ethernet permet également de réutiliser des outils de 
maintenance déjà développés pour d’autres applications. Enfin, le fait que ce sont les 
commutateurs qui réalisent les duplications des trames permet de diminuer le nombre de 
câbles embarqués dans l’aéronef, par rapport à des bus mono émetteurs. Le gain pour les 
compagnies est très important, car on sait que le fait de rajouter un kilo d’équipement dans un 
avion augmente sa masse au décollage d’environ 10 kilos.  
2.1 La méthode d’accès Ethernet 
La norme IEEE 802.3  [22] spécifie ce qu’on appelle communément un réseau Ethernet, plus 
précisément des réseaux dont le contrôle d’accès au medium physique (MAC : Medium 
Access Control) utilise l’algorithme du CSMA/CD. CSMA/CD est le moyen par lequel deux 
(ou plus) stations partagent le même support physique. Pour transmettre, une station attend 
une période d’inactivité sur  medium physique (aucune autre station ne transmet), puis 
transmet ses données. Si le message entre en collision avec celui d’une autre station, chacune 
de ces stations émet pendant un temps prédéfini pour s’assurer de la propagation de la 
collision dans tout le système. Ensuite, les stations attendent un temps aléatoire avant de 
réessayer de transmettre leur message.  
Le principal inconvénient de l’Ethernet est l’indéterminisme du temps d’accès au medium 
physique, qui est lié directement à cet algorithme. Pour diminuer ce risque de collisions, on 
adopte fréquemment une approche Ethernet commuté. 
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2.2 Réseau Ethernet commuté 
Dans un réseau Ethernet commuté,  la configuration qui est adoptée est celle d’une topologie 
en étoile, avec un commutateur central dont les ports sont reliés à un et un seul équipement, 
ce qui constitue un LAN différent pour chaque port. L’interconnexion avec les autres 
éléments est ensuite réalisée en reliant les commutateurs entre eux. Cette topologie a 
l’avantage de réduire par segmentation les domaines de collision au seul lien point à point 
entre un équipement et son commutateur, ou bien entre deux commutateurs. 
Dans un réseau Ethernet commuté, l’équipement le plus important est bien sûr le 
commutateur. La norme qui définit ces équipements est le 802.1D  [20]. On y apprend qu’un 
commutateur doit remplir trois types de fonctions : 
• le relais et le filtrage des trames,  
• la mise à jour des informations permettant de remplir le rôle précédent 
• une surveillance de son fonctionnement interne  
La figure suivante, extraite de la norme, présente l’architecture générale des différentes entités 
du commutateur qui interviennent lors du relais d’une trame : 
 
Figure 1 Relais d'une trame 
Voici la liste des opérations que doit accomplir le commutateur lors de la réception d’une 
trame : 
• Réception de la trame. 
• Destruction des trames corrompues, ou n’étant pas du bon type (user_data). 
• Eventuellement, régénération de la priorité de la trame. 
• Filtrage de la trame suivant les informations de filtrage, destruction si nécessaire. 
• Aiguillage vers les autres ports du commutateur. 
• Choix de la classe de la trame, puis mise dans la file d’attente correspondante. 
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• Destruction des trames ayant attendu trop longtemps. 
• Sélection de la trame à transmettre. 
• Emission de la trame. 
Les informations de filtrage peuvent être acquises soit statiquement, soit de manière 
dynamique : à la réception de chaque trame, le commutateur « apprend » l’adresse MAC de 
l’émetteur de la trame. Ces informations peuvent aussi être obtenues par l’utilisation de 
l’algorithme GMRP (GARP Multicast Registration Protocol, où GARP signifie Generic 
Attribute Registration Protocol  [21]). Bien entendu, une des entités du commutateur a pour 
fonction de vérifier l’obsolescence  de ces informations, et de gérer le protocole GMRP. 
Les ports du commutateur ne sont pas forcément tous en mesure de retransmettre la trame ; il 
se peut que l’utilisation de l’algorithme de spanning tree  [20] conduise à les désactiver. C’est 
pour cela que l’opération aiguillage de la trame nécessite des informations sur l’état des ports. 
2.3 Réseau Ethernet commuté Full-Duplex 
Nous avons vu que dans une architecture Ethernet commuté, les seules collisions possibles se 
situent au niveau des liens point à point. Pour pouvoir embarquer ce type de technologie, il 
faut éviter de telles collisions. La solution qui a été développée consiste à utiliser des liens 
bidirectionnels, qui opèrent selon le mode Full Duplex prévu dans la norme IEEE 802.3. Le 
mode Full Duplex permet une communication simultanée entre deux stations, reliées en point 
à point par un medium physique dédié. Ce mode d’opération ne nécessite pas de retarder 
l’émission d’un message, ni même d’écouter ou de réagir à l’activité sur le medium physique, 
puisqu’il n’y a pas de collision possible sur ce medium. Ceci implique donc que l’utilisation 
de l’algorithme CSMA/CD n’est plus nécessaire. 
On appelle couramment ce type de réseau un réseau Ethernet commuté Full Duplex. Ces 
réseaux possèdent l’avantage de ne plus posséder d’indéterminisme quant au temps d’accès au 
support physique, et de ne pas entraîner de pertes de trames par collision. 
Par rapport aux réseaux Ethernet classiques, l’architecture Ethernet commuté Full Duplex 
permet également d’utiliser des liens plus longs, comme indiqué dans le paragraphe 29.4 de la 
norme 802.3. En effet, il n’est plus nécessaire d’écouter l’activité sur le lien physique, donc la 
limitation sur la longueur de celui-ci n’a plus lieu d’être. D’autre part, la topologie en étoile 
permet d’obtenir de meilleures performances en terme de débit pour chacune des stations 
connectées, puisqu’il n’y a plus de perte de bande passante due aux collisions de trames. 
 
Il ne faut pas croire cependant que la suppression de CSMA/CD rend toute l’architecture 
déterministe. Le problème est en quelque sorte décalé dans les commutateurs, où les 
différents flux vont entrer en compétition pour l’utilisation des ressources du commutateur. Si 
trop de trafic se dirige à un instant donné vers un seul port de sortie, une congestion de celui-
ci est possible, ce qui implique de nombreuses pertes de trames. On pourrait également voir 
apparaître des rafales de trafic, dues à un encombrement passager d’un port du commutateur. 
Ces rafales risquent à leur tour d’encombrer le commutateur suivant, et on risque ainsi de 
trouver des commutateurs de cœur de réseau congestionnés, ce qui entraînerait également des 
pertes de trames. Comme nous le verrons, un des buts de notre étude est de comprendre si de 
telles congestions peuvent ou non intervenir dans le réseau étudié. 
 
C’est au vu des avantages apportés par cette technologie Ethernet commuté Full-Duplex, 
qu’Airbus a choisi de l’utiliser en tant que moyen de communication pour son architecture 
IMA. Cependant, l’utilisation dans un contexte embarqué d’une technologie développée pour 
un autre contexte moins contraignant nécessite un certain « durcissement », c'est-à-dire une 
adaptation aux exigences aéronautiques. Nous présentons ci-dessous une norme qui est 
développée dans ce sens. 
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3 La norme ARINC 664 
3.1 Domaine d’application 
La norme ARINC 664 est actuellement en cours de rédaction, avec le soutien de nombreux 
industriels comme Airbus, Boeing, Rockwell-Collins ou Honeywell. Le but de cette norme est 
de proposer un standard pour les réseaux embarqués à bord d’aéronefs civils, en adaptant des 
standards industriels existants dans d’autres domaines. Elle décrit l’architecture globale du 
système d’information embarqué dans un aéronef, et montre notamment comment intégrer des 
réseaux supportant des applications critiques (liées au contrôle de l’appareil), d’autres réseaux 
supportant des applications essentielles (gestion de la cabine et des passagers) et des réseaux 
destinés au confort et à l’occupation des passagers. Le principal avantage de cette démarche 
est de permettre de fournir à toute l’industrie aéronautique un standard permettant 
l’interopérabilité à l’intérieur et entre plusieurs réseaux embarqués. En adaptant des standards 
bien connus, la norme ARINC permet alors à toute la communauté aéronautique des gains 
économiques liés à la réutilisation, sans pour autant compromettre les critères de performance 
très stricts de certaines applications avioniques. Parmi les standards qui seront adaptés, on 
retrouve principalement l’IEEE 802.3  [22], 802.1D [20], et IP  [23]. 
La norme définit plusieurs sortes de réseaux: les réseaux conformes ("compliant networks") 
qui satisfont aux normes standard, et les réseaux profilés ("profiled networks"). Les réseaux 
profilés ne dérogent aux normes classiques que dans la mesure où une modification ou des 
restrictions supplémentaires sont nécessaires pour l'utilisation dans le contexte avionique. Les 
réseaux déterministes sont une sous-catégorie des réseaux profilés, qui permettent d’offrir des 
garanties temps réel aux applications. 
La norme suggère que dans le système avionique, les applications devront être regroupées en 
domaines séparés, avec un domaine par niveau de criticité des applications. On trouvera donc 
les applications critiques et  essentielles regroupées au sein de domaines possédant un réseau 
profilé ou déterministe, alors que les applications non essentielles seront dans un ou plusieurs 
domaines possédant un réseau conforme. De cette façon, ces applications pourront réutiliser 
des logiciels du commerce, qui n'auront pas à être certifiés au sens du DO-178B  [6]. 
L’architecture générale de la norme est la suivante : 
• partie 1 : Concepts et vue générale de la norme 
• partie 2 : Spécifications pour l’implémentation de l’IEEE 802.3 
• partie 3 : Caractéristiques modifiées de IP, TCP, UDP 
• partie 4 : Gestion des adresses dans le réseau 
• partie 5 : Définition des caractéristiques et des services offerts par les différents 
domaines 
• partie 6 : Définition des protocoles de gestion de réseau 
• partie 7 : Réseaux déterministes 
• partie 8 : Exemples de services offerts par les couches hautes. 
Les travaux réalisés dans le cadre de cette thèse portent principalement sur la partie 
déterministe du réseau, aussi nous détaillons dans le chapitre suivant les principales 
modifications exigées par la norme pour les réseaux déterministes. 
3.2 Restrictions imposées pour les réseaux profilés 
On peut classer les restrictions imposées en trois catégories, dont la dernière ne concerne que 
les réseaux déterministes. 
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3.2.1 Configuration statique 
La configuration du réseau doit être statique, et entièrement connue avant le décollage. De 
cette façon, on évite tous les problèmes d’initialisation de réseau, ainsi que l’indéterminisme 
lié au temps de recherche des adresses, des routes, etc. Ceci implique entre autres que les 
tables de commutation (correspondance adresse MAC de destination / port(s) de sortie) 
doivent être configurées statiquement par l'intégrateur du système. La norme suppose en effet 
que ces réseaux utiliseront la technologie Ethernet commuté Full Duplex, et que les 
équipements transmettront des flux de données vers plusieurs destinations (caractère 
multicast). La commutation sera donc effectuée au niveau 2, sur la base d’adresses de groupe 
des destinations. 
De plus, des algorithmes comme l'ARP, le GMRP ou le Spanning-Tree ne sont pas 
nécessaires dans ce contexte et doivent donc être désactivés. 
3.2.2 Isolation des erreurs 
De manière générale, le réseau doit assurer un confinement des erreurs, c'est-à-dire qu’une 
erreur locale ne doit pas se propager et détériorer le comportement d’autres éléments. Ceci 
implique par exemple un filtrage des trames dans les éléments chargés de les relayer 
(commutateurs notamment). Ce filtrage permet de supprimer les trames de longueur 
incorrecte, ou corrompues (vérification du champ FCS), ou dont la source ou la destination ne 
sont pas identifiées. Une des conséquences de ce filtrage est que les éléments formant le 
réseau ne doivent pas fonctionner en mode « cut through » mais bien en mode « store and 
forward », car les trames ne doivent être relayées que si elles sont valides. Une autre 
conséquence est que le mode de communication « broadcast » est interdit pour tous les 
équipements. 
Le réseau doit également isoler les flux de données les uns des autres : cette exigence oblige à 
insérer dans chaque trame un champ qui identifie de manière unique le flux auquel elle 
appartient. Cette identification permet de réaliser des opérations de contrôle de la bande 
passante, de vérification de l’ordre des trames, ou de détecter des usurpations d’identité. Si 
des commutateurs sont utilisés dans le réseau, la norme précise que le phénomène de « head 
of line blocking » ne doit pas intervenir : si une trame doit être commutée vers plusieurs ports, 
et que l’un d’entre eux est bloqué, cela ne doit pas empêcher la commutation vers les autres, 
ce qui renforce l’isolation des flux. 
La norme précise enfin que le réseau doit implémenter un protocole de surveillance du réseau, 
qui permet de garder la trace de tous les évènements, comme les pertes de trames dans les 
commutateurs. 
3.2.3 Trafic maîtrisé 
La principale caractéristique des réseaux déterministes au sens de la norme ARINC 664 est 
que ce sont des réseaux qui garantissent une certaine qualité de service, qui doit être 
démontrée (cette qualité de service dépend des applications et est déterminée par l’intégrateur 
du système). Or une telle preuve n’est possible que si le trafic entrant dans le réseau est 
connu, et maîtrisé. Cette exigence est ce qui fait vraiment la spécificité des réseaux 
déterministes : chaque source doit passer un « contrat de trafic » avec le réseau, et s’engager à 
le respecter ; de son côté le réseau doit mettre en place des dispositifs visant à surveiller que 
les sources ne dépassent pas leur quota d’émission. Ainsi, les émetteurs de données doivent 
utiliser des régulateurs de trafic, alors que les commutateurs vont posséder des « policers » 
c'est-à-dire des éléments qui rejetteront les trames en excès. Il existe de nombreuses façons de 
formaliser ce « contrat de trafic », mais la norme cite principalement le concept de Virtual 
Link, utilisé par Airbus, et que nous décrivons plus précisément dans la partie suivante, qui 
est consacrée à la présentation du réseau ADCN d’Airbus (Aircraft Data Communication 
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Network) que nous avons étudié, et qui englobe l’ensemble du système d’information de 
l’appareil. 
4 Le réseau AFDX 
4.1 Les objectifs du réseau 
Les réseaux que nous avons étudiés sont pour la plupart des prototypes du réseau ADCN, qui 
a été développé pour l’A380. Ce réseau utilise dans ses couches basses la technologie réseau  
AFDX, qui est dérivée de l’Ethernet commuté. Le réseau dans son ensemble est conforme à la 
norme ARINC 664. Le domaine de sécurité le plus élevé est même cité comme exemple dans 
la partie 7 de cette norme, qui a trait aux réseaux déterministes. Dans la suite de cette thèse, 
nous ne présenterons que ce réseau déterministe, car c’est celui pour lesquels se posent les 
vrais problèmes liés à sa criticité. 
Ce réseau est composé principalement de commutateurs, qui sont les éléments clés de 
l’architecture, et de producteurs/consommateurs de données, qui sont appelés les abonnés. Au 
sein de chaque abonné, l’équipement qui sert à se connecter au réseau, et qui gère la 
communication avec les autres équipements du réseau, se nomme le End System. 
Le réseau a pour objectifs de: 
• fournir des données fiables, ce qui est accompli notamment grâce à l’utilisation de 
FCS (Frame Check Sequence) Ethernet. 
• offrir une disponibilité élevée. Sachant que de nombreux équipements seront reliés au 
réseau, la disponibilité du réseau aura une incidence directe sur celle de l’aéronef 
complet. Dans cette optique, on prévoit pour les commutateurs des MTBF (Mean 
Time Between Failure) très élevés, de l’ordre de 100000 heures. 
• garantir l’ordonnancement des paquets au sein d’un même flux, ainsi qu’un chemin 
unique de bout en bout pour tous ces paquets. 
• Fournir une isolation des erreurs, entre éléments consécutifs ou entre flux. 
• fournir un service déterministe de transfert de donnée. La latence maximale de bout en 
bout, ainsi que la gigue, doivent être connues ; aucune perte de trame par congestion 
n’est tolérée. 
Il faut souligner l’importance de ce dernier objectif, qui est directement relié à l’utilisation de 
moyens de communications partagés. En effet, dans le cas d’un réseau utilisant des bus 
avioniques dédiés, cet objectif est directement vérifié : les seules pertes sont dues à des 
erreurs physiques sur le bus, et le temps de transmission d’une donnée n’est influencé que par 
le débit du bus. Par contre, dans le cas d’un réseau Ethernet commuté Full-Duplex, le risque 
de pertes de trames est bien présent. L’utilisation de liens Full-Duplex supprime le risque de 
collisions sur le lien physique ; par contre il subsiste les pertes consécutives aux erreurs 
physiques, mais surtout  les pertes liées aux congestions du commutateur. En effet, les files 
d’attente internes au commutateur sont d’une taille limitée, et des trafics confluents pourrait 
les faire déborder. De la même façon, le stockage de trames dans les files d’attente des 
commutateurs peut entraîner des délais (et des gigues) importants. Ce dernier objectif n’est 
donc pas trivialement atteint, et touche de manière importante au processus de certification du 
système avionique, que nous présentons dans le paragraphe 6. 
4.2 La notion de VL 
Pour répondre à ces objectifs, et conformément à l’ARINC 664, il est nécessaire de contrôler 
l’ensemble des flux qui pénètrent dans le réseau. Airbus a donc développé dans ce sens la 
notion de Virtual Link (VL). Cette notion est décrite dans la partie 7 de la norme ARINC 664 
comme un exemple possible de représentation du trafic. L’idée principale derrière cette notion 
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est la volonté de fournir une ségrégation des flux, ce qui est imposé par la norme pour raison 
de sécurité : le mauvais comportement d’un flux ne doit pas nuire aux autres flux. En fait, la 
notion de VL va permettre de « virtualiser » un bus avionique classique pour chaque flux, où 
il serait le seul flux à émettre. On va donc essayer de garantir à chaque flux une certaine 
bande passante, ainsi que d’autres caractéristiques de qualité de service. L’avantage est 
double, puisqu’à part le gain recherché du point de vue de la sécurité, ce concept permet aussi 
de par sa similitude avec un bus ARINC 429, de conserver l’existant en de nombreux 
équipements. Le temps de transition entre les deux technologies s’en trouve alors fortement 
diminué. 
Plus précisément, un VL est défini par : 
• un identifiant unique, 
• une ou plusieurs adresses de destination, 
• la route empruntée pour rallier ces destinations, 
• la taille maximale et minimale d’un paquet (en bits, notées smax et smin), 
• un temps minimum d’émission entre deux trames consécutives, appelé BAG 
(Bandwidth Allocation Gap). 
On voit immédiatement que ces dernières données permettent de définir la bande passante 
maximale du lien : il ne peut émettre au maximum qu’un paquet de taille maximale toutes les 
BAG. Son débit maximal en bits par seconde, noté ρ, est donc : 
BAG
smax=ρ  
4.3 Services de communication 
5 La problématique de certification du réseau 
Nous avons vu dans les paragraphes précédents que l’évolution de la complexité des systèmes 
avioniques a conduit les avionneurs à utiliser de nouvelles architectures, et au sein de ces 
architectures de nouveaux moyens de communication. Cependant, la technologie utilisée pour 
ces moyens de communication ne comporte pas de mécanismes internes permettant d’assurer 
que le réseau offrira bien la qualité de service requise, qui comprend entre autres une latence 
et une gigue bornées, ainsi que l’absence de perte de trames par congestion. En effet, les 
commutateurs prescrits par la norme ARINC 664 sont conformes à la norme IEEE 802.1D, 
avec laquelle il est possible de perdre des trames. Dès lors, il est important de prouver que le 
réseau est capable d’offrir la qualité de service requise. 
Ceci est d’autant plus vrai que le système avionique doit passer l’épreuve de la certification. 
Dans ce processus de certification, l’avionneur qui est responsable de tout l’appareil doit 
fournir aux autorités de certification,  la JAA en Europe, la preuve que chaque fonction sera 
remplie conformément aux exigences exprimées. Le système avionique est bien entendu de 
niveau critique, et doit donc être certifié suivant les critères les plus stricts. La complexité de 
l’ensemble du système rend ce processus complexe. En accord avec les autorités de 
certification, la démarche retenue a été de certifier séparément le réseau, moyen de 
communication entre les différents équipements. De cette façon, on sépare en deux parties la 
complexité du problème : d’une part la question d’exécution de tâches temps réel, d’autre part 
les problématiques de communication. Pour le fonctionnement des équipements et de leurs 
applications, de multiples méthodes formelles ont été proposées et utilisées  [5] [25]. Ces 
méthodes nécessitent cependant une connaissance précise et sûre du fonctionnement du 
réseau. 
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On voit ici qu’il est fondamental de développer une méthode permettant de prouver que le 
réseau offre bien la qualité de service requise. Cette méthode devra prouver que le délai de 
traversée du réseau est borné pour tous les flux, et qu’il ne peut pas y avoir de trames perdues 
dans les commutateurs à cause de congestions.  
Les travaux présentés dans cette thèse ont comme objectif de répondre à cette problématique, 
en proposant une méthode capable de prouver que le réseau répond à ces exigences. 
Parmi les méthodes envisagées, nous avons fait le choix d’appliquer des résultats issus de la 
théorie du Network Calculus, que nous présenterons dans le deuxième chapitre de cette thèse. 
Ce choix se justifie par le fait que cette théorie est mieux adaptée au contexte que d’autres 
approches, par exemple par simulation ou par des méthodes formelles. Il est en effet difficile 
de prouver avec certitude des choses par simulation ; on peut en général tout au plus affirmer 
que les probabilités d’occurrence de problèmes sont faibles. La technologie employée étant 
récente en aéronautique, la confiance qu’on peut lui accorder est faible. Dès lors, il est logique 
que les autorités de certification préfèrent à ces garanties de type probabiliste des résultats 
déterministes, et refusent une approche de simulation pour la certification du réseau. Des 
méthodes formelles (par exemple basées sur des réseaux de Petri) pourraient apporter ce genre 
de garantie déterministe. Cependant, compte tenu de la complexité du réseau et de 
l’importance du trafic qui l’utilise, nous avons jugé qu’une approche par méthode formelle 
conduirait à un trop grand nombre de calculs d’états. 
 
Le chapitre suivant présente la théorie du Network Calculus que nous avons choisi 
d’appliquer, et propose une première approche pour répondre à notre problématique. Notre 
choix s’est porté sur le Network Calculus car c’est une théorie qui a déjà été appliquée avec 
bonheur dans d’autres contextes comme par exemple Internet avec IntServ (Integrated 
Services) [7] ou les réseaux locaux industriels [8], qui sont des domaines dont le point 
commun est que les flux d’entrée dans le réseau y sont régulés. 
  
Pour mieux situer le contexte de nos travaux, nous précisons que le domaine d’étude de cette 
thèse s’étend depuis les régulateurs de trafic dans les abonnés, jusqu’à réception des trames 
dans les abonnés destination. Du point de vue réseau, on étudie donc principalement les 
niveaux 1 et 2, et on prend en compte les trames au moment où elles sont assemblées. 
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CHAPITRE 2  
Méthode de preuve de déterminisme par calcul réseau  
 
Les travaux présentés dans ce chapitre sont fondateurs de cette thèse. Il s’agit d’une première 
réponse à la problématique proposée par Airbus : trouver une méthode permettant de certifier 
que le réseau de communication envisagé remplira bien les exigences fixées. Pour ce faire, 
une telle méthode doit permettre de calculer des bornes sur les temps de traversée du réseau, 
ainsi que sur les gigues et les tailles des files d’attente. Nous avons retenu dans ce contexte les 
travaux fondamentaux de Cruz  [26] [27], le pionnier du Network Calculus. Dans ce chapitre, 
nous présenterons ces travaux, puis la modélisation du réseau que nous avons mise en place. 
Nous montrerons pourquoi les travaux de Cruz peuvent s’appliquer dans ce contexte, et 
présenterons la méthode de calcul que nous avons employée, reprenant celle décrite par Cruz.  
1 Les travaux fondateurs de Cruz  
Note : Pour une meilleure homogénéité, nous présenterons cette section en utilisant les 
notations utilisées dans le reste du document, et non celles de Cruz dans son article. 
Le contexte général des travaux de Cruz  [26] [27] est celui des réseaux de communication, 
avec commutation des paquets selon un routage statique. Cela signifie que toute donnée qui 
est émise sur le réseau par un utilisateur doit être sous forme de paquet, et non sous forme de 
bits individuels. Ces paquets circuleront alors dans le réseau suivant un itinéraire prédéfini, 
jusqu’à atteindre leur destination. On peut constater que ce contexte se rapproche beaucoup de 
ce qui peut exister pour des chaînes d’assemblage de produits manufacturés; Cruz fait 
d’ailleurs remarquer que ses résultats peuvent également s’étendre à ces situations-là (voir par 
exemple les travaux de Parekh et Gallager  [31] [32] et de Kumar et Perkins  [28] [29] [30]). 
La grande particularité des travaux de Cruz, par rapport aux autres analyses de ce type de 
réseau, réside dans la description des flux en entrée du réseau : il ne considère pas connu un 
modèle stochastique du comportement des flux, mais juste le fait que ces flux doivent 
satisfaire certaines contraintes de régularité. Par la suite,  son analyse consiste à comprendre à 
quelles contraintes les flux satisfont, à l’intérieur du réseau cette fois. 
Dans les paragraphes suivants, nous définirons précisément ces contraintes de régularité, puis 
nous présenterons la modélisation proposée par Cruz pour différents types d’éléments réseau, 
avant d’expliquer la méthode de calcul qu’il envisage. 
1.1 Modélisation des flux 
On considère dans ce modèle des flux, c’est-à-dire une succession de paquets de données, 
éventuellement de taille variable. On va caractériser chacun de ces flux, en un point du réseau 
donné, grâce à une fonction croissante qui représente le trafic cumulé durant une certaine 
durée de temps. De façon plus formelle, on va noter R la fonction de trafic cumulé, qui sera 
telle que R(t1,t2) représentera la quantité totale d’information transmise par le flux en ce point, 
entre les instants t1 et t2. On notera de manière abrégée R(t) ≡ R(0,t). De manière immédiate, 
la fonction R(t) est positive et croissante, et une rafale de trafic est caractérisée par une forte 
augmentation de la fonction R durant un intervalle temporel de faible amplitude. 
L’idée de Cruz est précisément de borner l’importance de ces rafales par une fonction qui ne 
dépend que de l’amplitude d’un intervalle temporel. Voici la définition de cette fonction, 
notée R* et couramment appelée une enveloppe du flux : 
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Par exemple si R* est affine, la borne sur la quantité d’information que pourra émettre un flux 
durant un intervalle de temps sera égal à une constante plus une quantité proportionnelle à la 
durée de l’intervalle. Il est immédiat de voir que si R* est une enveloppe d’un flux, alors toute 
fonction S telle que )()(, * tRtSt ≥∀ est aussi une enveloppe du flux. De même, si deux flux 
décrits par R1 et R2 ont respectivement pour enveloppe R*1 et R*2, alors le flux formé des 
paquets de R1 et R2 aura pour enveloppe R*1 + R*2. 
On voit donc que la donnée de l’enveloppe permet d’exprimer des contraintes relatives à la 
régularité d’un flux, puisqu’elle permet de quantifier les rafales de trafic émises. 
A partir de cette définition, il est assez immédiat de découvrir une relation entre l’enveloppe 
en entrée et celle en sortie de certains éléments réseau. Cruz considère l’exemple d’un 
élément à délai borné D, c'est-à-dire que toute information qui y pénètre n’y séjournera pas 
plus de D. Soit Ri* l’enveloppe d’entrée d’un flux dans un élément de ce type. Cruz démontre 
que la fonction Ri+1* telle que : 
)()( ** 1 DtRtR ii +=+  Théorème 1 
est une enveloppe du flux en sortie. Ce résultat est très important, puisque couplé avec une 
méthode pour déterminer une borne sur le délai dans un élément, il forme la base d’une 
méthode d’analyse d’un réseau complet, qui sera développée dans  1.4. Il est toutefois évident 
qu’une meilleure modélisation du fonctionnement de chaque élément permettra d’améliorer 
ce résultat. Les prochains paragraphes présenteront les modélisations d’un certain nombre 
d’éléments simples.  
1.2 Modélisation des éléments simples 
1.2.1 Le lien à délai constant 
Un lien à délai constant D est un élément qui possède un seul point d’entrée et un seul point 
de sortie. Toute donnée qui entre dans cet élément en ressort exactement D unités de temps 
plus tard. Soient respectivement Ri et Ri+1 les fonctions d’entrée et de sortie d’un flux dans cet 
élément. On a par définition : 
)()(1 DtRtR ii −=+  
En ce qui concerne les enveloppes, il est facile d’un voir qu’un tel élément ne modifie pas la 
régularité d’un flux. On aura donc : 
)()( ** 1 tRtR ii =+  
Un tel élément permet à l’évidence de modéliser le délai de propagation dû à un lien 
physique, ou bien pour modéliser des éléments qui ne traitent pas les données immédiatement.  
1.2.2 Le tampon de réception 
Un tampon de réception possède un seul point d’entrée et un seul point de sortie. Les données 
arrivent sur un lien physique de capacité C, et sont émises sur le point de sortie dès qu’un 
paquet a été reçu en entier. A l’évidence, si la taille des paquets est bornée par L, alors le délai 
subi par un bit ne saurait dépasser L/C. Grâce à cela, il est possible avec le théorème 1 de 
déterminer une enveloppe de sortie du tampon à partir de l’enveloppe d’entrée. 
Le tampon de réception permet de modéliser des éléments du réseau qui ont besoin de 
recevoir le paquet en intégralité avant de le traiter, par exemple pour effectuer une vérification 
d’intégrité du paquet. 
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1.2.3 Le démultiplexeur 
Un démultiplexeur est un élément qui a un seul point d’entrée et plusieurs points de sortie. 
Son rôle est de séparer différents sous-flux qui arrivent sur son point d’entrée. On prend 
comme hypothèse que les paquets sont marqués, de telle sorte que le démultiplexeur peut 
instantanément déterminer à quel sous-flux appartiennent les données. On rappelle que Cruz 
fait l’hypothèse d’un routage statique. 
Dans le cas d’un démultiplexeur à deux sorties, si R1 et R2 décrivent les deux sous-flux en 
entrée, l’entrée du démultiplexeur sera décrite par R1 + R2, et les deux sorties seront 
respectivement décrites par R1 et R2. 
1.3 Modélisation d’un multiplexeur 
Un multiplexeur est un élément possédant plusieurs entrées et un seul point de sortie. Sa 
fonction est de regrouper tous les flux entrants sur la seule sortie. Cruz fait l’hypothèse qu’un 
multiplexeur peut fonctionner en mode « cut-trough », c’est-à-dire que les bits d’un flux 
peuvent sortir immédiatement du multiplexeur. On va noter D la borne sur le délai subi par un 
bit quelconque à l’intérieur du multiplexeur, et Q(t) la quantité de bits qui y sont présents à 
l’instant t, aussi appelé l’arriéré de travail. 
Cruz considère trois types de multiplexeurs, caractérisés par leur politique de service : FIFO, 
FIFO par flux, ou générique. Dans le premier type, les paquets sont retransmis dans l’ordre 
dans lequel ils sont arrivés. La convention adoptée est qu’un paquet est arrivé dès que son 
premier bit est reçu dans  le multiplexeur. Les arrivées simultanées sur plusieurs liens sont 
départagées de manière arbitraire. On fait aussi l’hypothèse qu’un multiplexeur FIFO est 
conservatif, c’est-à-dire qu’il ne reste jamais inactif s’il a du travail à accomplir. 
Formellement, si Q(t) > 0, alors le débit instantané de sortie est égal à la capacité maximale 
du lien de sortie. 
Pour plus de généralité, les deux autres types de multiplexeurs ne sont pas forcément 
conservatifs. Plus précisément, ils peuvent avoir des périodes de repos, qui peuvent modéliser 
par exemple un mécanisme de polling ou tout autre effet qui empêche l’émission durant une 
période. Par définition, une période de repos ne peut débuter au temps t que si Q(t) = 0 et si le 
débit instantané sur le lien de sortie est nul. Durant une période de repos, le multiplexeur ne 
transmet aucun paquet, et toute donnée qui arrive est mise en attente. Evidemment, Cruz 
considère que ces périodes de repos sont bornées, on note V cette borne. 
Un multiplexeur générique a pour caractéristique de retransmettre les paquets reçus dans un 
ordre aléatoire, sans autre contrainte que le fait de ne pas perdre de temps lorsqu’il n’est pas 
en période de repos. 
Un multiplexeur FIFO par flux fait en sorte de retransmettre les paquets appartenant au même 
flux dans leur ordre d’arrivée, mais n’apporte aucune garantie en ce qui concerne les flux 
entre eux. On remarque qu’un multiplexeur FIFO est un cas particulier du multiplexeur FIFO 
par flux, si la durée maximale d’une période de repos est nulle. 
 
Les paragraphes suivants étudient le comportement des multiplexeurs. Les différentes 
formules sont exprimées dans le cas où il n’y a que deux flux, mais elles peuvent être 
facilement étendues au cas plus complexe de n flux. On utilise les notations suivantes : les 
deux flux d’entrée sont décrits par R1 et R2, et possèdent comme enveloppe R1* et R2*. La 
taille des paquets est fixe et notée L. Les capacités des liens d’entrée sont notées C1 et C2, et 
celle du lien de sortie Cout. Pour les multiplexeurs non-conservatifs, on note la durée 
maximale d’une période de repos V. Enfin, on prend l’hypothèse de stabilité suivante :  
( ) −∞=−+∞→ tCtRtR outt .)()(lim *2*1  
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Ceci est une condition suffisante : elle indique qu’au bout d’un long moment, le multiplexeur 
finit toujours pas évacuer tout arriéré de travail, et donc que le système ne peut devenir 
instable. 
1.3.1 Bornes sur le délai 
Cruz démontre les résultats suivants : 
Dans un multiplexeur FIFO, le délai subi par un bit du flux 1 est majoré par : 
[ ]uCCLuRuR
C
D outu
out
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1
2
*
2
*
101,
−++=
≥  
Dans un multiplexeur générique, le délai subi par un bit quelconque est majoré par : 
{ }ααα ..)()(,0:sup *2*1 outout CVCtRtRD ≥++≥=  
Enfin, dans un multiplexeur FIFO par flux, le délai subi par un bit du flux 1 est majoré par : 
[ ]{ }ααααα ..)()(.max,0:max *2*101 outoutout CCRRVCD ≥−+∆+∆+≥= ≥∆  
1.3.2 Bornes sur les enveloppes en sortie 
Pour un multiplexeur FIFO, le flux 1 possède en sortie l’enveloppe suivante : 
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Pour un multiplexeur générique, le flux 1 possède en sortie l’enveloppe suivante : 
{ }[ ]{ }∆−∆+∆++∆+=
≥∆+
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1,1 outoutouti CCVRVtRtCtR  
De plus, il démontre que si les enveloppes en entrée sont concaves et continues, cette borne 
est serrée, ce qui veut dire qu’on ne peut pas trouver d’enveloppe plus petite que celle-ci avec 
les hypothèses considérées. On peut même construire des flux 1 et 2 et un multiplexeur FIFO 
par flux tel que l’enveloppe du flux 1 en sortie soit exactement la fonction définie ci-dessus. 
Cette fonction est donc aussi une borne à l’enveloppe de sortie, pour un multiplexeur FIFO 
par flux cette fois. 
1.3.3 Bornes sur l’arriéré de travail 
Pour un multiplexeur conservatif, et donc en particulier un multiplexeur FIFO, l’arriéré est 
majoré par : 
{ }0.)()(:0sup *2*1 ≥−+≥= xCxRxRxQ out  
Pour un multiplexeur générique, et donc pour un multiplexeur FIFO par flux pour la même 
raison que précédemment, l’arriéré pour le flux 1 est majoré par : 
{ }[ ]∆−∆+∆++∆=
≥∆
..),(min)(max *2
*
101 outout
CCVRVRQ  
1.3.4 Remarque sur l’utilisation de ces résultats 
Dans certains cas où les fonctions de trafic cumulé possèdent des formes suffisamment 
simples (typiquement affine), il est possible de trouver des expressions explicites pour toutes 
les formules citées ci-dessus. Cruz en donne d’ailleurs certaines dans le cas de deux flux en 
entrée. Cependant, dans la majorité des cas, les formules précédentes sont difficilement 
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exploitables. En effet, il est souvent difficile de trouver les différents extremums qui y sont 
utilisés. On citera comme simple exemple le cas où les flux sont décrits par des fonctions en 
escalier : le flux en entrée dans le multiplexeur est donc décrit par une somme de fonctions en 
escalier. Or, pour un tel type de fonctions, il est difficile de trouver les coordonnées de 
l’intersection avec une simple droite affine, ce qui est pourtant nécessaire pour la formule  0 
par exemple.  
Ceci peut être considéré comme une limitation à l’utilité de ces résultats. Cependant, si on les 
utilise avec des fonctions affines, les formes simplifiées s’avèrent parfaitement exploitables. 
1.4 Méthode de calcul sur un réseau complet 
A partir des résultats précédents, Cruz propose une méthode de calcul pour analyser un réseau 
d’interconnexion des éléments définis plus haut, et pour lequel on connaît toutes les 
enveloppes des flux au point de leur entrée dans le réseau. Le principe de la méthode étant 
détaillé dans l’article, nous nous contenterons d’en présenter les principaux points. 
Tout d’abord, il s’agit d’une méthode qui utilise explicitement des enveloppes affines pour les 
différents flux, de par l’utilisation de certaines propriétés de linéarité. D’autre part, elle ne 
peut s’appliquer directement qu’à un ensemble de flux unicast, car elle utilise l’ordre des 
différents éléments traversés par un flux. Enfin, cette méthode exige de représenter 
l’interconnexion des éléments par une matrice, dont les éléments dépendent des paramètres 
initiaux des flux à leur entrée dans le réseau. Le point clé de la méthode est l’inversion de 
cette matrice, ce qui n’est bien sûr pas toujours possible et pose des problèmes de 
conditionnement de matrice. 
Il existe toutefois un cas particulier dans lequel cette méthode se réduit à une expression assez 
simple : il s’agit du cas où le routage des différents flux ne fait pas apparaître de « boucle de 
trafic». Pour expliciter la notion de boucle, il faut introduire la relation suivante : 
On dit que le multiplexeur M2 est en aval du multiplexeur M1 si et seulement si : 
• Le prochain multiplexeur rencontré au long de son chemin par un flux sortant de M1 
est M2, ou 
• M2 est en aval d’un multiplexeur qui est lui-même en aval de M1 (transitivité) 
On dit inversement que M1 est en amont de M2. Une boucle peut se définir comme étant la 
présence dans le réseau de deux multiplexeurs tels que l’un est à la fois en amont et en aval de 
l’autre. 
Un réseau « feed-forward » est un réseau dépourvu de telles boucles de confluence des flux. 
Dans ce type de réseau, la méthode d’analyse est simplifiée, et utilise exclusivement les 
résultats des parties  1.2 et  1.3. En effet, on connaît les enveloppes des flux aux différents 
points d’entrée dans le réseau. Il suffit donc d’analyser les éléments qui reçoivent ces flux 
initiaux (on peut en analyser au moins un sinon il y aurait une boucle), puis de procéder par 
un calcul de proche en proche : l’analyse de chaque élément permet de déterminer les 
enveloppes en sortie de celui-ci, qui sont en entrée d’un autre élément. Ainsi, d’étape en étape 
on connaît l’enveloppe des flux dans de plus en plus d’endroits du réseau, jusqu’à analyse 
complète de celui-ci (complète car le réseau est dépourvu de boucles). 
Cette méthode est certes moins générale que la méthode globale, puisqu’elle ne s’applique 
qu’à des topologies ne présentant pas de boucles, mais elle possède l’avantage de pouvoir 
s’appliquer à toutes les configurations de trafic sans boucle, du moment que chacun des 
éléments du réseau satisfait sa condition de stabilité 0. 
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2 Pourquoi le Network Calculus 
Nous détaillons dans ce paragraphe les raisons pour lesquelles il nous a semblé intéressant 
d’utiliser la théorie du Network Calculus pour répondre à notre problématique. Nous 
indiquons également pourquoi cette théorie peut s’appliquer à notre contexte, alors qu’elle a i 
été développée dans un contexte différent. 
2.1 Intérêt de la méthode 
La principale caractéristique de la méthode d’analyse de réseau proposée par Cruz est qu’elle 
fournit des résultats déterministes. A partir du moment où les flux qui entrent dans un réseau 
peuvent être modélisés par la notion d’enveloppe, et se comportent conformément à cette 
enveloppe, la méthode permet de fournir des bornes qui seront absolues, dans le sens où la 
probabilité pour qu’elles soient dépassées est nulle. Ceci provient du fait que la notion 
d’enveloppe ne considère pas un intervalle temporel particulier, mais plutôt tous les 
intervalles d’une amplitude donnée. De plus, les différentes bornes sont obtenues en 
considérant les extremums de quantités pour toutes ces amplitudes différentes. On s’affranchit 
ainsi de la notion de recherche de pire cas, qui pourrait être envisagée dans une démarche de 
recherche de bornes déterministes. En effet, une recherche de pire cas implique notamment 
l’observation d’évènements sur un intervalle particulier. On essaie généralement de 
particulariser l’intervalle considéré en le caractérisant par un évènement donné, par exemple 
l’arrivée du premier paquet d’un flux dans un élément. Ce faisant, se pose obligatoirement la 
question de savoir si on considère vraiment l’intervalle où se déroule le pire cas. Une 
démarche de pire cas se déroule donc toujours en deux phases : d’abord l’intuition du pire cas, 
et l’étude de celui-ci, puis la preuve que le cas considéré est bien le pire. Cette dernière partie 
est d’ailleurs fréquemment difficile, et l’expérience montre que l’intuition du cas pire est 
rarement justifiée, surtout dans des cas complexes. 
La méthode de Cruz, parce qu’elle considère tous les intervalles possibles, présente donc 
l’avantage de fournir des bornes exactes, et avec des efforts de démonstration moindres. Or 
ceci est particulièrement important en vue de la certification du système avionique, qui 
nécessite que toute borne calculée soit soigneusement démontrée. 
2.2 Applicabilité du Network Calculus 
Nous avons vu qu’il n’est pas possible d’appliquer les résultats du Network Calculus à 
n’importe quel réseau. Les prochains paragraphes explicitent les hypothèses qui sont vérifiées 
pour un réseau avionique conforme à l’ARINC 664. 
2.2.1 Construction d’un modèle 
Comme souvent, on applique la méthode d’analyse sur un modèle du réseau. Il est bien 
évident que la performance globale de l’analyse dépendra de la validité et de la qualité de la 
démarche de modélisation. Dans un premier temps, on peut se questionner sur l’existence 
même d’un tel modèle du réseau. En effet, les différents éléments présentés dans les 
paragraphes  1.2 et  1.3 ne permettent pas de modéliser n’importe quel type de comportement. 
En particulier, ce sont des éléments statiques, dont les caractéristiques sont bien définies. Il 
est donc impossible de les utiliser pour modéliser un caractère dynamique.  
Dans le cadre d’un réseau conforme à l’ARINC 664, cette limitation n’en est pas une puisque 
la norme impose un caractère statique du réseau, comme indiqué dans le chapitre précédent.. 
Il sera donc possible d’analyser le réseau avec un modèle unique, en sachant que celui-ci sera 
valable durant toutes les étapes de la mission de l’aéronef, aussi bien au sol qu’en vol. 
Une autre question que l’on peut se poser est de savoir si on possède suffisamment de 
connaissances sur les différents éléments du réseau, pour permettre l’élaboration d’un modèle 
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réaliste. Dans le monde de l’Internet, on considère qu’il est difficile d’appliquer le Network 
Calculus, en partie parce qu’on ne sait pas construire un modèle d’une partie entière du 
réseau. Bien souvent, les équipements possèdent une grande hétérogénéité, et il n’y a pas 
d’entité centrale qui connaisse les caractéristiques de tous les connectés au réseau. Le cas d’un 
réseau avionique est très différent. En effet, il existe toujours un responsable clairement défini 
pour chacun des différents systèmes. Ainsi, chaque équipementier est responsable de son 
matériel, et l’avionneur est responsable de l’intégration de tous ces équipements dans 
l’aéronef. Chaque équipementier peut donc fournir un modèle de son matériel, qui sera 
forcément précis de par la connaissance complète du matériel par son fabricant. De même, 
l’avionneur sera capable de fournir un modèle précis de l’interconnexion des différents 
équipements, puisque c’est lui qui la définit puis la réalise. On voit donc qu’il est possible de 
modéliser un réseau avionique conforme à l’ARINC 664, et même que ce modèle peut être 
d’une très bonne précision. 
2.2.2 Flux d’entrée 
Une autre raison pour laquelle il est difficile d’appliquer le Network Calculus au cas de 
l’Internet est que le trafic qui y circule est dans la plupart des cas mal connu. De nombreuses 
recherches actuelles visent à créer à partir de mesures réelles un modèle de ces trafics, ou au 
moins à catégoriser ces flux en diverses « races »  [34]. Dans le cas particulier d’architectures 
à qualité de service, il est possible de connaître les caractéristiques des flux qui pénètrent le 
réseau grâce au contrat de trafic qui est lié avec le gestionnaire du réseau lors de 
l’établissement de connexion (contrôle d’admission). Dans un de ces réseaux, il est possible 
d’appliquer les résultats du Network Calculus, comme l’a prouvé Le Boudec dans  [33].  
Cependant, il apparaît clairement que ce genre d’analyses ne peut être faite que dans des cas 
où le comportement des flux est statique : pas d’admissions de nouveau flux dans le réseau, 
par exemple. Ceci limite donc les possibilités offertes par cette méthode d’analyse. 
Par contre, dans le cas du réseau avionique qui nous intéresse, les conditions se prêtent tout à 
fait à l’application de la méthode. Les flux sont connus à l’avance, puisque chaque 
responsable d’équipement qui désire transmettre une donnée sur le réseau doit auparavant en 
demander l’autorisation auprès du gestionnaire du réseau. Faute de cela, tous ses paquets 
seraient détruits, puisque appartenant à un flux non identifié. En effet, la norme impose pour 
les réseaux déterministes de vérifier dans chaque commutateur que toute trame reçue 
appartient bien à un flux identifié, et de détruire toutes les autres. Au moment de réaliser 
l’analyse, on sait donc exactement quels sont les équipements susceptibles d’émettre des 
données à tout moment.  
De plus, pour des raisons de sécurité évoquées dans le chapitre précédent, le comportement de 
ces flux est connu à l’avance. Chacun d’entre eux est tenu à respecter son contrat de trafic, et 
les éléments du réseau se comportent de sorte que toute infraction est sanctionnée par la perte 
de paquets. On peut donc appliquer les résultats du Network Calculus sur une caractérisation 
des flux dont on est sûr qu’elle ne variera pas en cours de mission, et qu’elle décrit bien le 
pire comportement que puissent avoir ces flux. 
A titre d’exemple, on peut considérer le cas d’un contrat de trafic de la forme : le flux 
n’émettra que des données qui ne feront pas déborder un dispositif de type seau percé. Dans 
ce cas, on sait qu’alors le flux possède pour enveloppe la droite affine de pente le débit de 
sortie du seau, et pour ordonnée la taille maximale de ce seau. En fait, il y a même 
équivalence entre ces deux propriétés. 
2.2.3 Topologie du réseau et routage des flux 
On a vu dans le paragraphe  1.4 que la méthode de calcul de Cruz pour un réseau entier ne 
s’applique que dans certains types de réseau : soit tel que la matrice d’interconnexion est 
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inversible, soit de type « feed-forward ». En regardant ces conditions de plus près, on peut 
constater qu’elles ne dépendent que de trois paramètres : la topologie des liens physiques qui 
relient les éléments du réseau, les enveloppes initiales de chacun des flux, et finalement la 
route qu’empruntent ces flux pour aboutir à leur destination.  
Encore une fois, le fait que notre étude se déroule dans le cadre des réseaux avioniques va 
permettre d’appliquer la méthode de Cruz. En effet, dans un réseau de type Internet personne 
ne possède le contrôle absolu de la topologie du réseau, et pour des raisons de performance 
évidentes, le routage y est dynamique. Or une des caractéristiques des réseaux ARINC 664 est 
qu’il existe un responsable unique, qui possède tout le contrôle du réseau et des flux qui y 
circulent. Il peut en particulier modifier le plan de raccordement des différents composants du 
réseau. Il peut également décider quelle sera la route qu’emprunteront les différents flux (on 
rappelle que les tables de commutation sont fixes). Enfin, il peut fixer les différents contrats 
de trafic à un niveau qu’il considère adéquat. 
On voit donc que le responsable du réseau possède toute latitude pour concevoir un réseau tel 
qu’il sera aisé d’y appliquer la méthode de calcul de Cruz.  
 
On a présenté ici les raisons pour lesquelles il est possible d’appliquer le Network Calculus à 
un réseau avionique : il est possible d’en construire un modèle fidèle, le trafic en entrée du 
réseau est contraint, et la topologie et le routage y sont très adaptés à la méthode envisagée. 
On souligne l’importance du rôle central joué par l’avionneur, qui possède toute la 
connaissance du réseau ; cela constitue la principale différence avec des réseaux plus libres ou 
hétérogènes, tels qu’Internet où n’existe pas de contrôle central. 
Nous présentons dans la partie suivante la façon d’appliquer le Network Calculus dans notre 
contexte. 
3 Application du Network Calculus au réseau étudié 
3.1 Description du cas d’étude 
Le cas d’étude que nous avons considéré nous a été communiqué par Airbus. Il ne s’agit en 
aucun cas de la description exacte du futur réseau embarqué de l’A380, mais d’une maquette 
qui a été jugée suffisamment représentative et complexe, de sorte qu’elle a pu servir à tester 
certains outils de conception. 
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Figure 2 Le réseau de test 
 
Il s’agit d’un réseau composé de commutateurs reliés entre eux, auxquels sont raccordés des 
stations émettrices également appelées abonnés. La topologie du réseau est relativement 
simple, et quasiment symétrique. On retrouve ici une architecture commune en avionique, où 
on considère souvent l’aéronef comme constitué de deux bords. Ceci permet d’apporter à 
l’architecture une redondance fondamentale pour la sécurité. De façon générale, les données 
seront traitées sur chaque bord par des équipements correspondants, qui communiqueront 
ensuite pour consolider leurs résultats. 
Le réseau est constitué d’une cinquantaine d’abonnés, et de huit commutateurs. Ces 
commutateurs utilisent la politique de service FIFO. S’agissant d’un réseau commuté Full-
Duplex, on retrouve bien sûr le fait que chaque abonné n’est relié qu’à un seul commutateur. 
Le trafic est constitué d’environ 500 flux multicast, ayant entre un et 5 destinataires. La 
plupart d’entre eux sont constitués de paquets de petite taille puisqu’ils embarquent une 
charge utile d’une vingtaine d’octets. La cadence d’émission est de l’ordre de grandeur d’un 
paquet toutes les trentaines de millisecondes. Seuls quelques flux de contrôle sortent de ce 
gabarit, et nécessitent une attention particulière puisqu’ils sont constitués de plus gros paquets 
(plusieurs centaines d’octets de charge utile) émis plus fréquemment, environ un paquet 
toutes les quelques millisecondes. 
Le routage des flux est lui aussi relativement simple, et suit l’algorithme suivant :  
Soit un flux émis par l’abonné A vers l’abonné B (on rappelle que les VL peuvent être des 
flux multicast). On note S_A le commutateur relié à A, et S_B celui de l’abonné destination. 
Si S_A et S_B sont confondus, le flux n’emprunte que ce commutateur. 
Si S_A et S_B sont directement reliés, le flux les traverse successivement. 
Dans les autres cas, récursivement, le flux se propage de S_A vers le commutateur ayant 
la plus grande connectivité (qui est directement relié au plus de commutateurs). 
Cet algorithme implique évidemment un fort trafic sur les liens reliant les commutateurs 
centraux (qui sont ceux de plus grande connectivité), mais il présente un avantage important : 
allié à la topologie simple du réseau, il permet d’éviter toute boucle de trafic, ce qui nous 
l’avons vu est d’une grande importance pour en permettre l’analyse. 
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3.2 Modélisation du trafic 
Dans le cas d’étude considéré, le trafic nous a été décrit grâce à l’utilisation de la notion de 
Virtual Link (VL), présentée dans le chapitre précédent.  
Revenons sur la notion de BAG pour préciser les hypothèses retenues par la suite. Si on 
considère un modèle du trafic par paquets, la définition du BAG est immédiate : le temps 
minimum entre deux paquets, dont l’apparition est supposée instantanée. Par contre, si le 
modèle retenu est un modèle fluide, c'est-à-dire que chaque bit d’un paquet est transmis tour à 
tour, il convient de mieux définir le BAG. S’agit-il du temps minimum entre les premiers bits 
de deux paquets consécutifs? Entre les deux derniers bits de deux paquets consécutifs? Entre 
le dernier bit du premier paquet et le premier du second paquet? D’autre part, la connaissance 
du temps qui sépare le premier du dernier bit du paquet suppose qu’on connaît la vitesse de 
transmission en l’élément considéré… 
Nous avons choisi, pour cette première étude, de considérer un modèle de trafic par paquets, 
ce qui nous permet de nous affranchir de ces difficultés très liées à l’implémentation retenue. 
3.2.1 Enveloppe initiale 
Pour mener à bien l’analyse du réseau avec la méthode de Cruz, nous avons vu qu’il est 
fondamental de bien définir les enveloppes initiales des flux, c'est-à-dire les enveloppes au 
point d’entrée dans le réseau. Pour ce faire, nous utilisons les informations fournies par la 
définition de chaque VL. Celles-ci peuvent être facilement traduites en une enveloppe de 
forme affine. En effet, en reprenant la définition d’une enveloppe, on constate que l’ordonnée 
à l’origine d’une droite représente la quantité maximale de bits que peut émettre 
instantanément le flux. La pente de la droite représente le débit moyen maximal admissible 
pour le flux. Dans notre cas, le flux ne saurait émettre plus de Smax bits instantanément, 
puisque c’est la taille maximale d’une trame : l’ordonnée à l’origine de son enveloppe est 
donc Smax. D’autre part, le flux ne peut émettre deux trames consécutives que séparées d’un 
intervalle minimum de BAG. Ceci implique donc que le débit maximal émis par le flux sera 
de 
BAG
Smax bits par unité de temps. 
On a donc simplement comme enveloppe pour le flux: 
t
BAG
S
StR .)( maxmax
* +=  
3.2.2 Modélisation du caractère multicast des VL 
Les VL peuvent être multicast, c'est-à-dire destinés à plusieurs abonnés différents. Au lieu de 
modéliser ces VL par un ensemble de flux unicast (représentant chacun une communication 
de bout en bout), circulant dans le réseau conformément au routage présenté précédemment, 
on a choisi une modélisation sous forme d’arbre de segments de flux unicast. Dans les parties 
où tous les flux unicast suivent le même chemin (typiquement au début), le VL n’est 
représenté que par un seul flux. Dès que les routes vers des abonnés différents divergent, on 
duplique le flux précédent, créant ainsi une nouvelle branche de l’arbre. 
Chaque succession de segments de flux entre la racine et une feuille de l’arbre représente 
donc un chemin de bout en bout, d’un abonné à l’autre.  
3.3 Modélisation des éléments du réseau 
3.3.1 L’abonné 
Un abonné est un équipement qui va être raccordé au réseau. La partie spécifique de l’abonné 
qui s’occupe de le relier au réseau AFDX se nomme le End System. La fonction principale du 
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End System est de fournir aux applications de l’abonné un service de transfert de données de 
niveau transport. C’est en particulier à lui de mettre en forme les flux conformément à la 
notion de VL. Il lui revient aussi de réaliser l’assemblage et le désassemblage de toutes les 
trames, ainsi que leur redirection vers les bons ports applicatifs. 
Nous rappelons que notre étude prend comme point de départ les trames qui viennent d’être 
mises en conformité avec la notion de VL. 
Pour ce faire, le End System contient nécessairement un dispositif de régulation des flux. La 
définition des VL étant relativement simple, il est facile de construire un tel dispositif, de type 
seau percé. Pour chaque VL, le End System doit maintenir un compte. Ce compte se remplit 
proportionnellement au temps qui passe, à la vitesse 1/BAG unité par unité de temps. Il peut 
prendre la valeur maximale de 1, et est initialisé à cette valeur. Une trame arrivante est émise 
si le compte possède la valeur 1, sinon elle est stockée jusqu’à ce que le compteur se 
remplisse. A la suite de son émission (qui nous le rappelons est supposée instantanée) la 
valeur du compteur est diminuée de 1. 
Cet algorithme très simple permet de manière évidente d’espacer les trames d’au moins BAG 
unités de temps. 
Compte tenu du point de départ de notre étude, nous avons retenu un modèle de l’abonné 
simple, constitué de multiples sources régulées et d’un multiplexeur FIFO qui représente le 
port d’émission de l’abonné. A noter que le délai de transmission sera pris en compte dans le 
port d’entrée correspondant du commutateur, ce qui explique qu’il n’apparaisse pas ici. 
source 1 
MUX 
source 2 
source 3 
source n 
BAG 2 
BAG 1 
BAG n 
BAG 3 
 
Figure 3 Modélisation d'un abonné 
3.3.2 Les liens 
L’émission des données sur les liens physiques engendre deux types de délais : le délai 
d’émission et le délai de propagation. Pour simplifier l’analyse du modèle, nous avons choisi 
de prendre en compte le délai d’émission des trames dans le commutateur (il est en effet égal 
au délai de réception de la trame dans le commutateur). 
Le délai de propagation est pour sa part de nature constante. On peut noter que ce type de 
délai, dans le Network Calculus, ne modifie pas les enveloppes des flux : il ne modifie pas la 
« régularité » du flux que représente l’enveloppe. De ce fait, il n’est pas nécessaire de les 
prendre en compte au moment de l’analyse. Pour mesurer le délai de bout en bout global 
maximal par exemple, il suffira d’ajouter a posteriori la somme des délais constants, aux 
bornes sur le délai calculées par le Network Calculus. Dans la suite de cette étude, nous 
étudierons donc seulement les délais variables, considérant que l’étude des délais constants 
peut être effectuée parallèlement de manière indépendante. 
Dans ce cadre, le modèle de lien retenu est très simple : puisque le délai d’émission est pris en 
compte dans le port d’entrée du commutateur, notre lien n’est qu’un répéteur, qui a pour 
fonction de propager les enveloppes des flux, sans les modifier. 
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3.3.3 Le commutateur 
Dans le chapitre précédent, nous avons présenté les fonctions globales d’un commutateur au 
sens du standard IEEE 802.1D. Cependant, comme l’impose la norme ARINC 664, les 
opérations de filtrage et de relais des trames ne peuvent être perturbées par les autres 
fonctions  du commutateur, comme par exemple la surveillance de son bon fonctionnement. 
Nous avons donc décidé de ne prendre en compte dans notre modèle que les opérations liées 
au traitement des trames. Plus précisément, voici les tâches successives que va accomplir le 
commutateur pour une trame donnée:  
• réception intégrale de la trame, 
• vérification de l’intégrité de la trame (contrôle du champ FCS), 
• vérification de la validité de la trame (longueur correcte, VL connu, adresse émetteur 
connue), 
• filtrage suivant le trafic du VL (« policing »), 
• consultation de la table de commutation, 
• redirection sur le(s) bon(s) port(s) de sortie, 
• émission de la trame au plus tôt. 
Notre modèle de commutateur va naturellement refléter cette succession d’opérations, et donc 
son architecture générale sera relativement simple. La définition des caractéristiques précises 
de chacun des éléments de ce modèle provient d’exigences formulées par Airbus, pour qu’un 
commutateur soit déclaré propre à être embarqué. Il serait bien entendu intéressant d’affiner le 
modèle en le recalant par rapport aux performances d’un commutateur réel, plutôt que de se 
fier uniquement à ses spécifications. Malheureusement à l’heure où ce modèle a été choisi, il 
n’existait pas encore d’exemplaire opérationnel d’un commutateur conforme. 
 
Comme indiqué plus tôt, nous avons décidé de prendre en compte la durée d’émission sur le 
medium physique lors de la réception de la trame dans le commutateur. Nous avons modélisé 
cette tâche (qui est en fait accomplie par le port d’entrée du commutateur) en utilisant un 
élément tampon de réception, en sachant que le débit entrant est fixé à 100 Mbits/s. On a vu 
que le délai imposé par ce tampon de réception dépend de la taille maximale des trames qu’il 
recevra ; il faudrait donc construire le modèle en fonction du trafic qui y circulera. Comme 
nous souhaitons pouvoir utiliser notre modèle pour différentes configurations, nous allons 
considérer que la taille maximale des trames que recevront tous les tampons de réception du 
réseau sera la taille maximale d’une trame Ethernet, soit 1538 octets, en tenant compte du 
préambule et du gap entre trames, comme l’indique la figure ci-dessous. 
 
127 1 6 6 2 446 ··· 1500
IFGPreamble
S
F
D
Dest @ Src @
Length
/
Type
FCSDATA
Total Ethernet line size:  smin ≤ s ≤ smax
Ethernet frame size:  Lmin ≤ L ≤ Lmax
MAC Payload size
 
Figure 4 Format d'une trame Ethernet 
Les opérations suivantes, à savoir le filtrage de la trame suivant les différents critères (taille 
maximale, adresse source connue, « policing », etc.), peuvent être effectuées plus ou moins 
rapidement, selon la manière dont elles ont été implémentées par le fabricant du matériel. 
Cependant, une des exigences de performance du cahier des charges spécifie que chaque port 
du commutateur doit être capable de filtrer 125 trames en une milliseconde. Nous avons donc 
décidé de modéliser ces opérations par un élément à délai borné, avec la valeur du délai fixée 
à 8 µs. 
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L’opération suivante, l’aiguillage des trames vers le ou les bons ports de sortie, s’inscrit dans 
la même logique. Elle peut se dérouler plus ou moins vite selon le commutateur considéré, 
mais Airbus possède une exigence sur la vitesse de l’aiguillage. Le commutateur, même 
lorsque tous ses ports reçoivent bout à bout des trames de taille minimale, doit être capable 
d’aiguiller N*125 trames en une milliseconde, où N est le nombre de ports. Pour chaque port, 
nous avons donc là aussi décidé de modéliser l’opération d’aiguillage par un élément à délai 
borné, avec la valeur du délai fixée à 8 µs, suivi d’un passage dans un démultiplexeur. 
Enfin, l’émission de la trame sur le bon port de sortie peut être modélisée par un élément 
multiplexeur FIFO, dont la capacité de sortie sera fixée à celle du lien physique, à savoir 100 
Mbits/s. 
Voici donc la chaîne de traitement que va rencontrer chaque trame : 
tampon de réception 
smax=1538 
Délai borné 
8 µs 
Délai borné 
8 µs 
Multiplexeur 
FIFO 
100 Mbits/s 
Port d’entrée Port de sortie Filtrage des trames Aiguillage 
 
Figure 5 Chaîne de traitement d'une trame 
On va maintenant utiliser cette chaîne pour construire le modèle du commutateur complet. Il 
suffit pour cela de se remémorer que l’élément à délai borné se comporte exactement de la 
même façon, qu’y passent un seul flux ou plusieurs. On va se servir de cette propriété pour 
« rassembler » tous ces éléments qui étaient en parallèle, puisqu’ils ont tous la même valeur 
de délai. Voici donc un premier modèle du commutateur complet : 
tampon d’entrée 1 
 
 
 
 
Délai borné 
8 µs 
tampon d’entrée 2 
tampon d’entrée n 
 
 
 
 
Délai borné 
8 µs 
MUX 
MUX 
MUX 
Ports de sortie Aiguillage Ports d’entrée Filtrage des trames 
 
Figure  Premier modèle du commutateur 
 
Il faut bien garder en mémoire que pour le commutateur réel, il n’existe que des ports qui font 
à la fois l’entrée et la sortie, car on est dans le contexte d’une utilisation des liens Full Duplex, 
or le modèle ci-dessus introduit une dissymétrie entre port d’entrée et port de sortie. On peut 
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toutefois conserver ce modèle, en imposant la restriction suivante : si un abonné est relié au 
port  i en entrée (il émet ses trames vers le port i), alors il devra être relié aussi au port de 
sortie i (l’abonné recevra des trames du port de sortie du commutateur qui a le même numéro 
que celui vers lequel il émet). On capture ainsi à moindre frais le caractère Full Duplex, tout 
en conservant un modèle d’une grande lisibilité. 
Enfin, on peut constater que le comportement du tampon de réception ne diffère pas de celui 
d’un élément à délai borné, pour lequel la valeur du délai serait égale à la taille maximale 
d’une trame divisée par la capacité du lien d’entrée, soit 125 µs. Ceci nous permet alors 
d’établir notre modèle final du commutateur :en utilisant le fait que deux éléments à délai 
borné placés en série se comportent comme un seul élément, dont le délai vaut la somme des 
deux premiers.  
 
 
 
 
 
Délai borné 140 µs 
Réception : ≤124 µs 
Filtrage : ≤8 µs 
Aiguillage : ≤8 µs 
 
MUX 
MUX 
MUX 
Ports de sortie Traitement des trames 
 
Figure 6 Modèle du commutateur 
Bien entendu, ce modèle reste relativement simple, et serait certainement très enrichi par une 
étude comparée avec un commutateur réel. Cependant, nous pensons qu’il permet d’une part 
de bien capturer le principal effet des commutateurs sur le trafic, qui est dû au goulot 
d’étranglement que représentent les ports de sortie. D’autre part, les différents délais sont 
fixés à des valeurs qui doivent être pessimistes, puisqu’un commutateur qui ne respecterait 
pas ces valeurs ne pourrait pas être utilisé dans l’aéronef. Nos résultats seront donc peut être 
pessimistes, mais ils seront au moins valides, ce qui est l’objectif de l’étude. 
3.3.3.1 Discussion sur le policing 
Le réseau que nous avons étudié est conforme aux propositions de la norme ARINC 664 pour 
un réseau déterministe. En ce sens, il incorpore un dispositif permettant de réaliser une 
ségrégation spatiale des erreurs, c'est-à-dire de limiter la propagation d’erreurs dans le réseau. 
Ceci est réalisé par des fonctions dites de « policing » implantées dans chaque port d’entrée 
de chaque commutateur. Ces fonctions permettent de fixer pour chaque VL une limite sur le 
trafic maximal reçu ; si le VL ne se comporte pas nominalement et enfreint cette limite, les 
trames supplémentaires sont détruites. Ceci permet, dans le cas où un élément en panne émet 
subitement beaucoup trop de trafic, de limiter l’impact de ce dysfonctionnement sur tous les 
autres VL. 
La façon la plus simple d’implémenter ce policing est d’utiliser le paradigme du seau percé : 
le seau se remplit à un taux fixé, avec une taille maximale donnée. Quand une trame arrive 
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dans le port, elle n’est acceptée que si le seau contient une quantité de liquide égale à la taille 
de la trame, et cette quantité est enlevée du seau ; dans le cas contraire, la trame est détruite et 
le liquide reste dans le seau. 
Pour fixer les paramètres de ce seau percé (vitesse de remplissage, taille maximale), il est 
pratique d’utiliser l’enveloppe du VL, calculée en ce point par notre méthode. On sait en effet 
que si on choisit comme vitesse de remplissage la pente de l’enveloppe, et comme taille 
maximale l’ordonnée à l’origine de cette même enveloppe, alors le seau percé acceptera 
toutes les trames du VL considéré. 
Lors de l’analyse du réseau, une question se pose cependant au sujet du policing : faut-il le 
prendre en compte ? En effet, si tous les VL se comportent de manière nominale, il n’y aura 
jamais de trame rejetée, et l’effet du policing sur le trafic généré par les VL sera nul. Dès lors, 
on peut choisir de ne pas modéliser ces fonctions. Cependant, il peut être intéressant 
d’analyser le comportement du réseau, en présence de VL qui émettent plus de trafic que 
prévu. Dans ce cas de nombreuses trames vont être rejetées. Pour analyser le réseau, on doit 
alors utiliser comme enveloppe des flux à la sortie des éléments de policing, l’enveloppe 
maximale que permettront de faire passer ces éléments, et non plus leur enveloppe d’entrée 
dans ces éléments. 
Nous pensons qu’il s’agit principalement là d’un choix qui est offert à l’utilisateur de la 
méthode d’analyse et qui dépend du but de celle-ci : si on veut étudier le fonctionnement 
nominal du réseau, on peut ne pas modéliser le policing dans les commutateurs. Si on 
souhaite étudier un comportement dégradé du réseau en présence de pannes, alors il  faudra 
modéliser les éléments de policing. La modélisation que nous proposons, dans le cas où ce 
policing utilise le paradigme du seau percé (b,r), est un élément qui va imposer à chaque flux 
une enveloppe b+r.t, quelle que soit l’enveloppe en entrée. 
Dans le reste de ce chapitre, nous avons choisi de n’étudier que le fonctionnement nominal du 
réseau ; nous indiquerons cependant, dans le chapitre suivant, comment prendre en compte 
l’impact du policing sur notre méthode d’analyse, et les résultats obtenus. 
3.4 Méthode de calcul mise en oeuvre 
L’objectif du calcul dans cette première étude était de calculer la latence de bout en bout pour 
chacun des flux, obtenue en additionnant tous les délais locaux subis par les flux. Plus 
précisément, s’agissant de flux multicast, on voulait déterminer une borne sur cette latence de 
bout en bout entre un abonné émetteur et chacun des abonnés récepteurs. Comme indiqué 
dans le premier chapitre de cette thèse, la latence est définie entre le moment où une trame 
sort du dispositif de contrôle de flux du End System de l’abonné, jusqu’au moment où elle 
pénètre dans le End System de l’abonné destination. 
Cette latence peut être considérée comme la somme de deux types de délai : les délais fixes 
d’une part, correspondant par exemple à des latences de propagation du signal sur un lien 
physique, et d’autre part des délais pouvant être variables, qui vont dépendre surtout de 
l’ensemble du trafic des différents flux. Pour calculer la latence totale, il faut donc calculer la 
contribution de chacun des éléments rencontrés tout au long du parcours du flux dans le 
réseau. Le calcul des délais de propagation est bien connu, on sait par exemple que la 
propagation sur un lien de 20 mètres prend 0,114 µs. C’est donc dans le calcul des délais 
dépendant de la configuration du trafic que va porter principalement notre étude. 
Pour calculer les valeurs des différents délais, les résultats de Cruz nécessitent de connaître 
les enveloppes de chacun des flux dans tous les points du réseau. La notion de VL nous 
permet facilement de décrire les flux initiaux, c'est-à-dire de connaître les enveloppes des flux 
au moment où ils pénètrent dans notre domaine d’étude du réseau. Ensuite, le Network 
Calculus nous fournit un ensemble d’équations qui relient dans chaque élément l’enveloppe 
de sortie d’un flux à toutes les enveloppes des flux entrant dans cet élément. Notre cas d’étude 
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étant dépourvu de boucles de trafic, il est possible de résoudre ces équations séquentiellement. 
On peut alors réorganiser les équations « manuellement », ou bien procéder par une approche 
de type « dataflow ». On va simplement parcourir l’ensemble du réseau, et ne résoudre que les 
équations des éléments dont toutes les enveloppes d’entrée sont connues. On va ainsi réaliser 
une première « passe » de calcul, et les passes suivantes permettront de résoudre les équations 
pour de nouveaux éléments, jusqu’à ce que toutes les enveloppes soient connues. 
 
Compte tenu de la description des flux par la notion de VL, nous avons décidé de modéliser 
les flux du réseau au moyen d’enveloppes affines notées (σ,ρ). Ceci permet entre autres de 
simplifier l’expression de la formule  0 comme suit, en tenant compte de l’hypothèse du 
modèle de trafic par paquet présentée dans le paragraphe  3.2: 
C
D 21
σσ +=  
Où C représente la capacité du lien de sortie, à savoir 100 Mbits/s. 
Cette formule se généralise très facilement au cas de n flux : 
C
D
n
i
i∑
== 1
σ
 
Par contre, les expressions concernant l’enveloppe des flux en sortie d’un multiplexeur FIFO 
sont difficilement généralisables. Nous avons alors choisi de déterminer cette enveloppe en 
considérant que le multiplexeur FIFO est en particulier un élément à délai borné D, et en 
utilisant le Théorème 1 : si l’enveloppe d’entrée d’un flux est ttRi .)(
* ρσ += , l’enveloppe en 
sortie sera : ( ) tDtRi ..)(* 1 ρρσ ++=+  
3.5 Description de l’outil réalisé 
Nous avons réalisé pour cette étude un logiciel de calcul en Java qui permet d’automatiser 
l’analyse du réseau. Ce logiciel prend en entrée une description de l’architecture physique du 
réseau au format texte dont voici un extrait : 
 
S6 FCFSswitch S6-1 S6-2 S6-3 S6-4 S6-5 S6-6 S6-7 
S6-8 S6-9 S6-10 S6-11 S6-12 S6-13 S6-14 S6-15 S6-16 
S8 FCFSswitch S8-1 S8-2 S8-3 S8-4 S8-5 S8-6 S8-7 
S8-8 S8-9 S8-10 S8-11 S8-12 S8-13 S8-14 S8-15 S8-16 
A1 EndSystem A1 
A2 EndSystem A2  
L6 TrafficLink S6-13 S8-13 
L1-1 TrafficLink A1 S6-1 
L1-2 TrafficLink A2 S6-4 
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S6 S8 
13 13 
L6 
A1 
1 
L1-1 
1 
L1-2 
1 
4 
A2 
 
Figure 7 Extrait de réseau 
 
Il s’agit bien sûr d’une description toute simple, avec pour chaque élément un nom, un type, 
et le nom des différents ports. Le logiciel crée d’après ce fichier l’ensemble des objets qui 
représentent le réseau, en utilisant des éléments conformes à la modélisation présentée : 
multiplexeurs, démultiplexeurs, éléments à délai borné, etc… 
Le logiciel prend également comme entrée une description du trafic du réseau, conforme à la 
notion de VL. On trouve pour chaque VL : un nom, le nom de l’élément émetteur, la valeur 
du BAG (en microsecondes), la taille maximale d’un paquet, et la liste des destinataires ; ci-
dessous se trouve un extrait de ce fichier : 
 
A6-Service-R1 A6 2000 226 R1 
A6-1   A6 32000 16 A1 A7 A8 
A6-2   A6 32000 16 A2 A3 A4 A5 
A6-3   A6 32000 16 A9 A14 A15 A16 
A6-4   A6 32000 16 A10 A11 A12 A13 
A6-5   A6 32000 16 A30 A31 A32 A48 
A6-6   A6 32000 16 A33 A34 A35 A47 
A6-7   A6 32000 16 A36 A37 A38 A46 
A6-8   A6 32000 16 A30 A31 
 
 
A6 
A11 
A12 
A13 
A6-4 
A10 
 
Figure 8 Le VL A6-4 
 
Le logiciel va alors créer des objets VL, qui possèderont comme attributs les différentes 
caractéristiques présentées précédemment. 
Par la suite, la difficulté réside dans la programmation des VL à l’intérieur du réseau. Nous 
avons choisi de le faire en représentant chaque VL par un arbre de flux individuels 
(implémentés par des objets de classe Flow). Chacun de ces objets représente le VL dans une 
portion du réseau, plus précisément entre deux éléments du modèle. Il possède en particulier 
en attribut deux valeurs (de type float) qui représentent l’enveloppe affine du VL entre ces 
deux points précis. La notion d’arbre de flux individuels permet de prendre en compte le 
caractère multicast des VL ; on l’instancie en faisant en sorte que chaque objet flow possède 
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une référence vers l’objet flow qui le précède immédiatement dans l’arbre. Ainsi, un parcours 
de l’arbre depuis la racine vers une des feuilles représente le chemin du VL entre l’abonné 
émetteur et un des abonnés récepteurs. Un tel parcours est par exemple effectué lors du calcul 
de la borne sur la latence de bout en bout, ce qui permet d’ additionner toutes les contributions 
à la latence totale le long du chemin du VL. 
Une fois les différents éléments et flux instanciés, on peut procéder à l’analyse du réseau. 
Celle-ci se déroule exactement de la façon indiquée au paragraphe  3.4, par passes successives, 
et jusqu’à ce qu’on ne puisse plus rien calculer de nouveau. A l’intérieur de chaque nœud, le 
calcul de délai se déroule selon les résultats de Cruz. Pour un multiplexeur, par exemple, on 
commence par faire la somme de tous les σi des flux entrants. Le résultat est alors obtenu en 
divisant cette valeur par la capacité du lien physique de sortie, soit 100 Mbits/s. Ensuite, le 
multiplexeur parcourt tous les objets flows qui sont issus de lui ; pour chacun, il calcule la 
nouvelle enveloppe, obtenue en prenant l’enveloppe en entrée et en la décalant de la valeur du 
délai vers la gauche, conformément au Théorème 1. Par exemple, pour une enveloppe 
d’entrée (σi,ρi), l’enveloppe en sortie est fixée à : 
Diii *1 ρσσ +=+  
ii ρρ =+1  
L’enveloppe ainsi propagée permettra de calculer la valeur de la borne sur le délai dans 
l’élément suivant lors d’une prochaine passe de calcul. 
Finalement, lorsque tous les calculs de borne ont été effectués, il ne reste plus qu’à trouver la 
valeur de la latence de bout en bout. On pourrait le faire en sommant chacune des bornes 
locales, tout au long d’un chemin ; vu la simplicité de notre modèle, nous avons préféré 
utiliser la remarque suivante : chaque élément va décaler l’enveloppe du flux vers la gauche, 
d’une quantité égale à la borne sur le délai en ce point. Dès lors, on peut facilement accéder à 
la valeur de la latence de bout en bout (à laquelle on devra rajouter les délais constants), qui 
sera égale à la valeur de la translation entre l’enveloppe initiale et l’enveloppe finale. On 
utilisera alors l’expression : 
final
final
total
s
D ρ
σ max−=  
La simplicité de notre modélisation des éléments et des flux, combinée à la méthode de calcul 
par propagation, accorde à notre outil de bonnes performances en terme de rapidité de calcul. 
Sur ce cas particulier de réseau, l’analyse est menée à bien en un temps très court, de l’ordre 
de la seconde. 
4 Etude du réseau au moyen de l’outil développé 
4.1 Calcul avec une politique FIFO 
La topologie du réseau que nous avons étudié est symétrique, et les flux qui y circulent le sont 
également. Il est donc assez logique que les résultats fournis par notre analyse soient eux aussi 
symétriques, ce que nous constatons bien. De plus, nous avons décidé de ne représenter que 
les valeurs des bornes calculées dans les ports des commutateurs. En effet, les valeurs 
calculées dans d’autres éléments sont facilement obtenues, et d’importance relative faible. De 
même, nous n’avons pas représenté la latence de bout en bout pour chacun des flux, car nous 
n’avions pas de donnée objective à laquelle comparer nos résultats. Par contre, Airbus nous 
avait fournit une valeur maximale admissible pour le temps de traversée du commutateur 
(hors temps de réception) : 1 milliseconde. Nous savons que ce temps de traversée est 
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constitué du temps de filtrage de la trame (moins de 8 microsecondes), du temps d’aiguillage 
(moins de 8 microsecondes), et du temps d’attente dans le port de sortie. Compte tenu des 
ordres de grandeur de ces quantités, il est évident que la discussion se déroule sur la valeur de 
cette dernière contribution, ce qui explique notre choix de ne représenter que celle-ci. Voici 
donc un graphique qui représente, pour chacun des ports de sortie des commutateurs, la valeur 
de la borne sur le délai maximal, calculée en millisecondes. Compte tenu de la symétrie des 
résultats obtenus, ne figurent sur le graphique que la moitié des résultats obtenus, mais 
l’analyse a été conduite sur le réseau complet. 
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Figure 9 Commutateurs 1,3,5,7  avec politique FIFO 
Ces résultats nous permettent d’effectuer plusieurs remarques. Tout d’abord, on peut constater 
que l’ordre de grandeur des résultats est correct, puisqu’on est bien proche de la milliseconde. 
On reproche souvent aux résultats issus du Network Calculus d’être exagérément pessimistes, 
et de ne pas permettre d’analyser réellement des réseaux. Si cette remarque est certainement 
justifiée dans les cas d’application du domaine d’Internet, on voit que dans notre cas 
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avionique, qui est très contraint, les résultats sont satisfaisants et certainement utilisables pour 
dimensionner le réseau. 
La seconde remarque est que le réseau qui nous a été fourni satisfait à la contrainte exprimée  
de temps de traversée inférieur à 1 milliseconde. Cependant, il apparaît que le commutateur 
central, qui est selon la topologie et le routage choisis le plus chargé, possède un port qui se 
rapproche fortement de la contrainte. 
4.2 Comparaison avec d’autres politiques de service 
Le réseau qui nous a été fourni possède des commutateurs dont les ports de sortie 
fonctionnent selon le mode FIFO. Il nous a cependant semblé intéressant de voir quel type de 
résultats nous aurions pu obtenir avec d’autres politiques de service. L’analyse que nous 
avons faite précédemment est très peu modifiée, puisqu’on ne modifie dans le modèle que le 
type de multiplexeur. Ceci nous impose juste de modifier la formule utilisée pour le calcul de 
la borne sur le délai dans les multiplexeurs. 
4.2.1 Politique conservative générique 
 Nous avons considéré la politique de service d’un multiplexeur générique (comme l’a défini 
Cruz), mais en rajoutant l’hypothèse qu’il est conservatif (V=0). Ceci est intéressant dans la 
mesure où cela permet de voir quelle serait la valeur maximale du délai dans le cas d’un 
commutateur qui ne fonctionnerait plus normalement : il ne respecterait aucun ordre dans la 
retransmission des trames, tout en restant conservatif. 
Pour un tel multiplexeur, et avec des enveloppes d’entrées affines, la formule  0 se réécrit : 
∑
∑
−=
i
i
i
i
C
D ρ
σ
 
La figure ci-dessous présente les résultats obtenus : 
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Figure 10 Commutateurs 1,3,5,7 avec GMUX 
On peut naturellement constater que les résultats sont moins bons que dans le cas de la 
politique de service FIFO. En particulier, le port le plus chargé ne respecte plus la contrainte 
de la milliseconde. On comprend donc qu’il est nécessaire de posséder une connaissance 
suffisante de la politique de service mise en oeuvre, si on veut pouvoir obtenir de bons 
résultats. 
4.2.2 Politique à deux niveaux de priorité 
Nous avons constaté que le trafic qui nous a été fourni se divisait en deux catégories : la 
plupart des VL ont des tailles de données relativement faibles, et des BAG égaux à 32 
millisecondes. Les autres VL, moins nombreux, ont des tailles plus importantes et des BAG 
de quelques millisecondes. Intuitivement, ce sont ces quelques VL qui vont engorger les ports 
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de sortie des commutateurs. Nous avons donc décidé de voir quels résultats nous pourrions 
obtenir, si nous donnions la priorité aux autres flux. 
Cruz ne fournit pas explicitement la valeur du délai pour ce type de multiplexeur, mais la 
généralisation des résultats est immédiate. On trouve que pour des enveloppes d’entrée 
affines, les délais pour des flux de priorité 1 (la plus haute) et 2 sont respectivement donnés 
par : 
C
s
D prioritédei
i 2max,
1
1
+
=
∑σ
 
∑
∑
−=
1
2
prioritédei
i
i
i
C
D ρ
σ
 
Avec smax,2 la taille maximale pour une trame appartenant à un flux de priorité basse. 
L’autre différence dans la méthode de calcul réside dans la propagation de l’enveloppe. 
Précédemment, on décalait l’enveloppe d’entrée de D vers la gauche. Dans le cas de deux 
niveaux de priorités, il convient de décaler l’enveloppe de D1 si le flux est de priorité 1, de D2 
sinon. Voici une figure qui présente les résultats pour les deux niveaux de priorités, dans 
chaque port : 
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Figure 11 Commutateurs 1,3,5,7 avec double FIFO 
On peut ici constater que les valeurs sont largement diminuées pour des flux de priorité haute, 
par rapport au traitement FIFO, ce qui est intéressant puisque ces flux sont de loin les plus 
nombreux. Il est particulièrement intéressant de constater que pour les flux de priorité 2, les 
valeurs ne sont que faiblement dégradées par rapport au cas FIFO, alors qu’on aurait pu 
s’attendre au contraire. On peut expliquer ce phénomène en pensant que si les flux de priorité 
haute subissent moins de délai, leur enveloppe en sortie du multiplexeur est moins décalée, 
donc elle est plus basse. Dans les éléments suivants, la contribution de ce flux au délai total 
sera donc moins importante, ce qui explique cette faible dégradation des résultats. 
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4.3 Interprétation physique de ces résultats 
Nous voyons d’après la formule  0 que les bornes sur les tailles de files d’attente sont 
directement proportionnelles à la somme des σi. Essayons d’interpréter ce résultat : le σi de 
chaque flux représente sa capacité à émettre instantanément des bits. Il s’agit donc 
directement d’une mesure de l’irrégularité des flux. On peut donc dire que les tailles des files 
d’attente dépendent directement de la régularité des flux qui les traversent.  
D’autre part, les commutateurs centraux sont ceux qui regroupent le plus de flux, il est donc 
normal d’obtenir pour eux les bornes les plus élevées. 
Enfin, la régularité des flux est de plus en plus dégradée au fil de la traversée du réseau, à 
cause des « bouchons » créés par les files d’attente. On aura donc des files d’attente de taille 
plus importante pour les ports situés prés d’un abonné destination, par rapport aux ports situés 
près d’un abonné dans le sens de l’émission. 
5 Conclusion 
L’objectif de ce chapitre était d’étudier si l’utilisation des résultats de Cruz était pertinente 
pour notre problématique. Nous avons d’abord montré que ces résultats s’appliquent bien 
dans notre contexte, notamment grâce au fait que les réseaux avioniques que nous avons 
étudiés sont des réseaux très contraints. Nous avons également souligné le fait que les bornes 
établies par Cruz nous permettent d’étudier les grandeurs qui nous intéressent, à savoir les 
tailles des files d’attente et les délais de bout en bout. Nous avons décrit une méthode 
d’analyse d’un réseau avionique basée sur les travaux de Cruz. Les résultats de cette analyse, 
sur un réseau de test qui nous a été fourni par Airbus, sont encourageants dans le sens où les 
bornes calculées sont d’un ordre de grandeur satisfaisant. Nous avons également montré que 
le facteur déterminant dans cette méthode d’analyse est la régularité des flux étudiés. 
Cette première étude s’est donc révélée satisfaisante ; cependant les bornes obtenues nous 
semblent assez hautes au regard des tailles envisagées des mémoires des commutateurs, et 
semblent indiquer que le réseau ne pourrait absorber beaucoup plus de trafic, tout en 
continuant à satisfaire les spécifications des délais de traversée des commutateurs. Nous 
pensons toutefois que la relative simplicité de notre méthode d’analyse est la source de ce 
problème. Il est donc intéressant de raffiner notre méthode d’analyse, pour essayer de calculer 
des bornes moins pessimistes : ce sera l’objet du troisième chapitre de cette thèse. 
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CHAPITRE 3  
Extensions de la méthode de preuve du déterminisme 
 
Dans le chapitre précédent, nous avons proposé une méthode d’analyse de réseau et prouvé 
qu’elle était bien applicable au cas d’un réseau avionique. Les résultats d’analyse d’un 
prototype de réseau fourni par notre partenaire industriel ne sont cependant pas satisfaisants, 
dans le sens où ils indiquent que dans certains commutateurs les bornes obtenues dépassent 
les spécifications des contraintes sur le délai. De plus, la méthode ne permet pas d’évaluer le 
respect de certaines autres contraintes portant sur le nombre maximum de trames présentes 
dans les files d’attente. Nous nous sommes penchés sur notre méthode d’analyse, et avons 
essayé d’en améliorer les résultats et d’y ajouter les fonctionnalités requises. Pour ce faire, 
nous avons tout d’abord pensé à utiliser les dernières avancées du Network Calculus 
développées à la suite des travaux fondateurs de Cruz présentés dans le deuxième chapitre. 
1 Network Calculus généralisé 
1.1 Introduction de la notion de courbe de service 
Les travaux de Cruz constituent la première contribution à l’ensemble de résultats connus 
aujourd’hui sous le nom de Network Calculus. L’intérêt principal de ces travaux est la notion 
d’enveloppe, qui permet de caractériser un trafic. On a cependant pu constater que la 
caractérisation des différents éléments reste assez rudimentaire, et difficilement généralisable. 
A la même époque, Parekh et Gallager  [27] [32] ainsi que Chang  [37] [40] [44] se concentrent 
sur certains types d’éléments, et grâce à une compréhension plus précise de leur 
fonctionnement, établissent des bornes déterministes sur les tailles de files d’attente, ou même 
des bornes sur le délai de bout en bout de traversée d’un réseau.  
A partir de ces travaux, l’essentiel de l’effort de recherche a porté sur la généralisation des 
résultats précédents, en cherchant un concept qui permette de décrire précisément le 
comportement des éléments réseaux, à l’instar de la notion d’enveloppe pour les flux. Cruz 
propose une première version de cette notion  [38], qui sera appelée courbe de service. L’idée 
consiste en effet, comme dans le cas des enveloppes, à borner le « service » rendu durant 
n’importe quel intervalle temporel, c'est-à-dire la quantité de trafic servi par l’élément en 
fonction seulement de la longueur de l’intervalle. Cette première définition souffre de 
quelques inexactitudes, et ne se prête pas à une application immédiate car elle suppose de trop 
nombreuses hypothèses. En effet, elle repose principalement sur la notion de « période 
d’activité », c'est-à-dire de période telle que ses instants de début et de fin sont caractérisés 
par un arriéré de travail nul. Or l’existence même de telles périodes n’est pas assurée dans le 
cas général. 
Pour combler ces lacunes, quatre équipes différentes ont proposé simultanément des 
définitions plus précises et équivalentes de la notion de courbe de service. Cruz tout d’abord, 
en collaboration avec Sariowan et Polyzos, dans une étude  [39] visant à mettre au point une 
politique de Call Admission Control (CAC ou contrôle d’admission des connexions). Chang 
de son côté a également fourni une définition, dans un article utilisant le formalisme classique 
des systèmes linéaires  [44] ; cet article présente la particularité d’utiliser un modèle en temps 
discret, ce qui simplifie l’expression de la définition. Agrawal Cruz Okino et Rajan ont pour 
leur part utilisé le concept de courbe de service pour étudier certains protocoles de contrôle de 
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congestion  [41]. Enfin, Le Boudec [42] [33] a présenté un formalisme, basé sur l’algèbre min-
plus, qui permet de définir les notions de courbes de service et d’enveloppes au moyen d’un 
nombre limité d’opérateurs, généralisant ainsi la notion de convolution qui avait été utilisée 
entre autres par Agrawal. Ce formalisme étant devenu le plus répandu, nous l’avons retenu 
pour notre étude, et le présentons brièvement dans le paragraphe suivant. 
1.2 Le formalisme de Le Boudec 
Les travaux de Le Boudec ont pour cadre les réseaux à garantie de service, comme IntServ 
(Integrated Services). Dans ce cadre, les connexions ne sont acceptées que si le réseau peut 
leur garantir une certaine qualité de service. La manière de décrire ce service est délicate 
puisque chacun des nœuds du réseau peut utiliser des politiques de service très différentes ; la 
notion de courbe de service permet de caractériser ce service. Ce type de réseau nécessite 
également que les différents flux de trafic respectent un contrat de trafic, qui peut également 
être exprimé facilement par le formalisme mis en place. 
L’idée qui a conduit à introduire ce formalisme est la volonté de se rapprocher de la théorie 
des systèmes, qu’on utilise par exemple pour les réseaux électriques ou le traitement du 
signal. Si on considère cette dernière analogie, on pourrait voir la courbe de service comme la 
réponse impulsionelle du système, qui permet par un opérateur de convolution de calculer la 
sortie d’un système dont les entrées sont connues. 
On peut également souligner le fait que le formalisme introduit par Le Boudec fait largement 
appel à l’algèbre min-plus, qui appartient à la catégorie des algèbres dites exotiques. Par 
analogie avec l’algèbre (R,+,*), dans cette algèbre l’addition est remplacée par le minimum, 
alors que la multiplication est remplacée par l’addition. Cette algèbre permet d’obtenir des 
résultats très puissants, sur l’existence de solutions optimales d’un système d’équations par 
exemple. Cependant, pour les utilisations les plus courantes, les opérateurs introduits peuvent 
être simplement considérés comme un moyen de notation simple et élégant.  
Parmi les applications de ses travaux au domaine de l’Internet, Le Boudec présente le cas de 
la transmission d’un flux multimedia en streaming. Il explique notamment comment la théorie 
du Network Calculus permet de choisir la manière d’émettre le flux, la taille nécessaire du 
buffer de réception, le délai de retransmission, le tout lorsque la courbe de service de bout en 
bout du réseau est connue. 
1.2.1 Caractérisation des éléments par la notion de courbe de service. 
Définition: Soit un système S et un flux passant par S de fonction d’entrée R(t) et de sortie 
R*(t). On dit que S offre au flux une courbe de service β si et seulement si β est 
une fonction positive croissante telle que pour tout t ≥ 0: 
 { })()(inf)(* stsRtR
ts
−+≥ ≤ β  
En pratique, si β est continue et R continue à gauche, on peut remplacer cette définition par : 
Pour tout t, il existe un t0 tel que : 
 
)()()(* 00 tttRtR −+≥ β  
Cette dernière définition est plus facilement intelligible. Elle signifie qu’on peut toujours 
trouver un instant à partir duquel l’élément a servi le flux au moins à la vitesse représentée par 
β.  
On peut citer trois exemples qui permettent d’expliciter cette notion de courbe de service. 
Prenons tout d’abord l’exemple d’un élément qui fait sortir les bits (quand il y en a en 
attente !) à un débit constant C. Ceci peut par exemple modéliser un élément dont le débit de 
sortie est égal à celui du lien physique qui lui est raccordé. On démontre facilement que la 
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courbe de service offerte par cet élément au flux est de la forme λ(t) = C.t. Pour cet élément, 
le t0 correspond à ce qu’on appelle communément période d’activité, c'est-à-dire le début 
d’une période où des bits sont en attente de traitement. 
Le deuxième exemple est proche du précédent, puisqu’il s’agit de celui d’un élément 
implémentant GPS (General Processor Sharing). Dans cette politique de service, chaque flux 
se voit affecté un poids pi, et on garantit à chacun des flux qu’il recevra une fraction de la 
capacité totale de l’élément, proportionnelle à son poids. La courbe de service offerte au flux i 
se déduit immédiatement de cette définition : 
tC
p
pt
i
i
i .)( ×=∑β  
Enfin, le dernier exemple que nous avons choisi sera très utile pour notre analyse : il s’agit de 
l’exemple d’un élément à délai borné T, c'est-à-dire que la seule garantie de service offerte au 
flux est qu’aucun de ses bits ne subira un retard de plus de T unités de temps dans cet 
élément. La fonction δT suivante permet de caractériser un tel élément: 
 
δT(t) = 0 pour t<T 
δT(t) = ∞ pour t≥T 
 
On peut en effet facilement réécrire la définition d’une courbe de service avec cette fonction 
δT en : )()(* TtRtR −≥ , ce qui est précisément le comportement recherché. On remarque que 
ceci permet de généraliser le résultat du Théorème 1 du chapitre précédent. 
1.2.2 Opérateurs pour le calcul réseau 
Nous présentons ici les opérateurs mathématiques présentés par Le Boudec, qui s’appliquent à 
des fonctions croissantes, et nulles pour des instants négatifs (causalité). 
La convolution de deux fonctions f et g se définit par :  ( )( ) ( ) ( ){ }sgstftgf
ts
+−=⊗ ≤≤0inf  
On peut noter que cette opération est bien l’analogue dans l’algèbre min-plus de la 
convolution de deux fonctions dans l’algèbre (R,+,*). Cette opération possède entre autres les 
propriétés d’associativité et de commutativité. Une des autres propriétés qui sera utilisée dans 
la suite est que la convolution de deux fonctions convexes et affines par morceaux est 
convexe, et sa courbe se trouve en mettant bout à bout les différents segments de droite, 
rangés par ordre croissant des pentes. 
Parmi les intérêts de cet opérateur, on peut citer le suivant : il est facile de définir la courbe de 
service cumulée de deux éléments placés successivement sur le chemin du flux.  
Prenons l’exemple suivant : 
 
R(t) = r.t+b 
β 1    β 2
2
1
2
.
R 
Dr b D 
+ = 
1 
1 R 
b D = 
R1(t) = r.(t+D1)+b R2(t) = r.(t+D1+D2)+b
 
Figure 12 Deux éléments consécutifs 
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Dans ce schéma, nous avons représenté un flux qui passe à travers deux éléments FIFO de 
débit de sortie R1 et R2, ainsi que les valeurs calculées pour les bornes sur les délais. 
Par définition de la courbe de service et en utilisant les propriétés de l’opérateur convolution, 
ce système est équivalent au suivant : 
 
r.t+b 
β 1 ⊗ β 2
21
21
0 ),min( 
TT
R R 
b D + + = 
 
Figure 13 Courbe de service cumulée 
On remarque avec ce système que la valeur de la borne sur le délai, calculée en utilisant la 
courbe de service concaténée, est meilleure que la somme des deux précédentes, ce qui 
permet d’illustrer le phénomène connu sous le nom de « pay bursts only once ». 
 
La déconvolution est une sorte d’opération duale de la convolution ; on la définit comme suit : 
α ∅ β (t) = { })()(sup
0
uut
u
βα −+
≥
 
Dans la suite de cette thèse, nous utiliserons ces opérateurs comme des notations plutôt que 
comme des outils permettant d’obtenir des résultats avancés. Par exemple, on peut réécrire le 
fait que la fonction ∗R  est enveloppe d’un flux dont le trafic cumulé est noté par R(t) en : 
∗⊗≤ RRR  
De même, on peut dire que β est une courbe de service offerte à ce flux si et seulement si : 
β⊗≥+ ii RR 1  
où 1+iR désigne le trafic cumulé en sortie de cet élément. 
1.2.3 Reformulation des théorèmes fondamentaux du calcul réseau 
Le Boudec redémontre trois théorèmes très importants du Network Calculus, en utilisant les 
notations précédentes. 
 
• Borne sur le délai 
Soit un flux de courbe d’arrivée α, qui traverse un système S lui offrant une courbe de service 
β. Pour tout t, le délai virtuel d(t) est tel que : 
d(t) ≤ h(α,β) 
Où h(α,β) représente la déviation horizontale entre les deux courbes α et β : 
h(α,β) 
α 
β 
 
Figure 14 Déviation horizontale entre deux courbes 
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• Borne sur l’arriéré de travail 
Soit un flux de courbe d’arrivée α, qui traverse un système S lui offrant une courbe de service 
β. 
L’arriéré de travail )()( 1 tRtR i+−  vérifie pour tout t : { })()(sup)()(
0
1 sstRtR
s
ii βα −≤− ≥+  
En d’autres termes, cet arriéré est majoré par la déviation verticale maximale entre les deux 
courbes. 
{ })()(sup
0
ss
s
βα −
≥
 
α 
β 
 
Figure 15 Déviation verticale entre deux courbes 
• Caractérisation de la sortie d’un élément 
Soit un flux de courbe d’arrivée α, qui traverse un système S offrant une courbe de service β. 
Le flux de sortie de S a comme courbe d’arrivée la courbe α*, définie par : 
βαα ∅=*  
Cas particulier : 
Dans le cas où l’élément offre une courbe de service de type délai borné, β(t) = δD, on peut 
facilement calculer une courbe d’arrivée du flux de sortie grâce au théorème précédent, et aux 
propriétés des opérateurs ∅ et δ. En effet, dans ce cas particulier, la courbe α* n’est autre que 
la courbe α décalée de D vers la gauche : ( ) ( )Dtt += αα *  
On retrouve bien dans cette expression le fonctionnement d’un élément à délai borné décrit 
par Cruz. 
1.2.4 Courbe de service maximale 
On connaît parfois des informations supplémentaires sur le fonctionnement des éléments, 
qu’on aimerait modéliser par le Network Calculus. Le cas le plus fréquent est celui d’un 
élément au sein duquel existe un délai de traversée minimum, et un débit de sortie maximum. 
Pour modéliser ce type d’éléments, on définit une notion de courbe de service maximale, qui 
sera analogue à la courbe de service (minimale) précédente.  
Définition: Soit un système S et un flux passant par S de fonction d’entrée R(t) et de sortie 
R*(t). On dit que S offre au flux une courbe de service maximale γ, fonction 
positive croissante nulle pour les instants négatifs, si et seulement si γ est telle 
que pour tout t ≥ 0 et tout s ≤ t: 
)()()(* stsRtR −+≤ γ  
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soit : γ⊗≤ RR*  
Cette notion de courbe de service maximale permet dans certains cas d’améliorer la borne sur 
le délai. Elle permet également d’améliorer la connaissance du flux en sortie de l’élément, par 
le théorème suivant : 
Soit un flux de courbe d’arrivée α qui traverse un système qui lui offre une courbe de service 
β et une courbe de service maximale γ, alors le flux en sortie de cet élément a comme 
enveloppe : ( ) βγαα ∅⊗=*  
Comme la convolution de α et γ possède la propriété d’être inférieure en tout point aux deux 
fonctions, cette enveloppe ne peut qu’être meilleure que celle donnée seulement par la notion 
de courbe de service, βα∅ . 
1.3 Application au réseau étudié 
Nous avons utilisé le formalisme décrit ci-dessus pour réécrire la méthode d’analyse présentée 
dans le deuxième chapitre. 
1.3.1 Description des flux 
Nous avons vu précédemment que la notion d’enveloppe ne change pas dans ce nouveau 
formalisme. Comme dans la méthode précédente, on utilise donc pour modéliser un VL un 
arbre de diffusion multicast, formé de segments de flux qui sont disposés dans chaque 
élément avant tout calcul, et conformément à la description du réseau fournie. L’enveloppe 
initiale choisie pour le flux qui est à la racine de l’arbre est fixée à : 
maxS=σ  
BAG
Smax=ρ  
1.3.2 Description des éléments 
La description choisie utilise la notion de courbe de service décrite précédemment. 
Ainsi, on modélise un élément à délai borné par la courbe de service δD, notamment le 
traitement des trames dans le commutateur. 
Pour les multiplexeurs, on choisit de les modéliser par des droites λ(t) = C.t, où C vaut 10 ou 
100 Mbps, selon les capacités des ports de sortie des commutateurs ou des End System. Il faut 
toutefois noter que cette courbe de service est offerte au flux total entrant, et non 
individuellement à chaque flux. Pour des raisons explicitées dans le paragraphe suivant, on va 
dans un deuxième temps modéliser les multiplexeurs par un élément à délai borné. 
1.3.3 Méthode de calcul 
On procède comme précédemment à un calcul par propagation des enveloppes de proche en 
proche.  
Pour calculer les valeurs des bornes sur les délais et les tailles de files d’attente, on commence 
par calculer l’enveloppe totale entrant dans l’élément considéré (ce qui est équivalent à 
trouver l’enveloppe du flux agrégé entrant), en additionnant toutes les enveloppes des flux. 
Ensuite, les bornes sont obtenues en calculant la déviation horizontale et verticale entre cette 
enveloppe totale et la courbe de service de l’élément. 
Pour les éléments à délai borné, on applique le troisième théorème cité ci-dessus pour 
connaître une enveloppe de chaque flux en sortie. Avec la courbe de service choisie, on a déjà 
remarqué que cela revient à décaler l’enveloppe d’entrée de la valeur du délai vers la gauche. 
Dans le cas des multiplexeurs, il est difficile de calculer la déconvolution de l’enveloppe des 
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flux avec une courbe de service linéaire. De plus, cette courbe de service n’est pas offerte 
individuellement à chacun des flux. Utiliser le troisième théorème permettrait donc seulement 
de calculer (et c’est difficile) l’enveloppe en sortie du multiplexeur pour le flux total. Pour un 
flux individuel, on sait seulement que la borne sur le délai, calculée en prenant en compte 
l’enveloppe du flux total et la courbe de service linéaire, reste valable : si aucun bit du flux 
total ne reste plus de D dans le multiplexeur, alors ce sera en particulier le cas pour chacun 
des flux. On décide donc de considérer que les multiplexeurs se comportent comme des 
éléments à délai borné D, vis-à-vis de chacun des flux individuels. L’enveloppe en sortie de 
chaque flux est alors obtenue avec l’application du troisième théorème pour une courbe de 
service δD, c'est-à-dire en décalant l’enveloppe de D vers la gauche. 
Cette méthode de calcul n’utilise pas la notion de courbe de service cumulée que nous avons 
présentée précédemment. En effet, dans ce contexte il est très difficile de calculer la courbe de 
service individuelle offerte à un flux par un élément donné. On connaît principalement la 
courbe offerte à l’ensemble des flux. Sans la connaissance de chaque courbe de service 
individuelle, il n’est pas possible de calculer les courbes de services cumulées de bout en 
bout. 
 
2 Proposition de la notion de groupe 
2.1 Motivation  
L’analyse effectuée dans le deuxième chapitre de cette thèse établit des bornes valides dans 
toutes les configurations des temps d’émission possibles. Pour calculer l’enveloppe globale 
des flux entrant dans un élément, on additionne les courbes d’arrivées de tous les flux. 
Intéressons-nous à la signification physique de cette addition, et en particulier à la valeur de 
cette somme calculée en 0. Pour un flux individuel, la valeur de la courbe d’arrivée en 0 
représente la quantité maximale de bits que ce flux peut émettre instantanément. Faire la 
somme pour tous les flux revient à borner la quantité maximale de bits que peut émettre le 
flux agrégé, par la somme de ces quantités pour chaque flux. De manière moins précise mais 
plus imagée, on exprime ainsi le fait que tous les flux peuvent émettre une trame « en même 
temps ». Or il nous est apparu qu’en pratique, certains flux ne pouvaient pas émettre en même 
temps, notamment ceux qui ont parcouru un même lien physique ensemble : pour eux, les 
trames doivent être sérialisées, et les arrivées de trames ne peuvent être simultanées. 
On peut illustrer ceci sur un exemple simple. 
Prenons le cas de deux files d’attente FIFO, reliées par un simple lien physique de capacité C. 
En entrée de la première file, on place deux flux caractérisés par une enveloppe affine notée 
(σi,ρi). 
 
FIFO 1 FIFO 2 
Flux 1 
Flux 2 
Flux 1 
Flux 2 
 
Figure 16 Exemple de l'utilité des groupes 
Le calcul réseau nous donne les valeurs des délais dans les deux files d’attente, D1 et D2. 
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C
DD
C
D 211212211
.; ρρσσσσ +++=+=  
Or pour le cas considéré, sachant que le débit en sortie des deux éléments est C, les bits ne 
devraient pas être retardés dans la deuxième file d’attente, puisqu’ils ont déjà été ordonnés par 
la première ; on devrait avoir D2 = 0. 
On réalise ici que le calcul effectué jusqu’à présent n’utilisait pas cet  effet de sérialisation des 
trames sur les câbles, que nous avions modélisés par un délai constant. Nous avons donc 
décidé d’introduire un concept permettant de prendre en compte le fait que différents flux ont 
déjà traversé des éléments communs, et donc qu’il existe des relations entre eux : la notion de 
groupe de flux. 
2.2 Caractérisation des groupes 
2.2.1 Formation d’un groupe 
On définit  un groupe de flux comme étant l’ensemble des groupes sortant d’un même 
multiplexeur plus les flux sortant du même multiplexeur et qui ne se trouvent pas représentés 
dans un de ces groupes (on ne considère pas les groupes qui sont entièrement inclus dans un 
autre). 
On constate que la définition des groupes est purement locale, puisque liée à un multiplexeur : 
deux flux peuvent être dans un même groupe pour un commutateur donné, et non dans le 
commutateur suivant. On constate également que ce ne sont pas les VL (flux multicast) qui 
font partie des groupes, mais les segments de flux, qui vont d’un élément à un autre. 
Cette définition, dans le cadre du modèle considéré, est équivalente à dire qu’on considère 
que les groupes sont formés des flux circulant sur un même lien physique entre deux 
commutateurs. En effet, nous avons modélisé les ports de sortie des commutateurs comme 
étant des multiplexeurs FIFO de capacité de sortie le débit du lien, donc les deux définitions 
sont équivalentes. Ainsi, ce concept de groupe concerne bien les flux qui subissent l’effet de 
sérialisation décrit précédemment.  
Il est possible lors de la création d’un groupe dans un multiplexeur de constater que plusieurs 
flux faisaient déjà partie d’un même groupe dans un multiplexeur amont, donc ils ont déjà été 
sérialisés. Pour prendre en compte cette information, on utilise lors de la création d’un 
nouveau groupe les groupes déjà existants. La condition portant sur le cardinal de l’ensemble 
signifie alors simplement qu’on utilise pour cela les groupes les plus importants (en nombre 
de flux contenus). Ceci est notamment utile pour le cas où l’un des groupes entrant est lui-
même constitué de plusieurs groupes. 
2.2.2 Enveloppe de groupe 
Nous avons vu dans l’exemple précédent que la prise en compte de l’effet de sérialisation doit 
donner des valeurs de bornes bien plus faibles. Pour ce faire, il convient de décrire 
précisément le trafic généré par un groupe, en définissant sa courbe d’arrivée, dont nous 
allons essayer de donner une interprétation physique. 
Tout d’abord, en notant Rg(t) l’enveloppe du groupe, et Ri(t) celles des flux, on doit avoir de 
manière immédiate : 
∑≤
i
ig tRtR )()(  
En effet, il est évident que le groupe de flux ne peut émettre plus de trafic pendant un 
intervalle de durée t que la somme de ce que chacun des flux peut émettre. 
D’autre part, on sait qu’aucun des flux individuels ne peut émettre plus vite que la capacité de 
sortie du multiplexeur (notée C) puisque celle-ci représente le débit maximal du lien physique 
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auquel est rattaché le multiplexeur. Les flux se partageant le lien physique, le groupe des flux 
ne peut à son tour excéder cette limite. En terme d’enveloppe, on doit donc avoir : 
tCtRg .)( ≤  
L’enveloppe du groupe satisfait ces deux conditions, elle doit donc en tout point satisfaire le 
minimum des deux, ce que l’on peut réécrire en : 
⎭⎬
⎫
⎩⎨
⎧≤∀ ∑ tCtRtRt
i
ig .,)(min)(,  
On représente cette enveloppe dans la figure suivante, dans le cas d’un groupe formé de deux 
flux, avec une capacité C de 100 Mbps. 
b1 
R=100Mbps/s
r1 
b2 
R=100Mbps/s
r2 
b1+b2
R=100Mbps/s 
r1+r2 
 
Figure 17 Modifications des courbes d’arrivée par les groupes 
Si on reprend l’exemple du paragraphe précédent, avec la courbe d’arrivée du groupe définie 
comme ci-dessus, on peut immédiatement vérifier qu’on obtient bien un délai nul dans la file 
d’attente FIFO 2. 
2.2.3 Lien avec la notion de courbe de service maximale 
La courbe d’arrivée précédente possède l’avantage de satisfaire notre compréhension 
physique du comportement du réseau. Il est également intéressant de noter que le concept de 
groupe peut facilement être pris en compte dans le Network Calculus.  
En effet, au lieu de modéliser le lien physique par un élément de type délai constant, on peut 
utiliser un élément plus complexe, un élément à courbe de service maximale. Cette notion de 
courbe de service maximale permet de spécifier le service maximum rendu par un élément ; 
dans le cas d’un lien physique de capacité C, le lien ne peut émettre plus de C bits par 
seconde. On peut donc le modéliser par un élément de courbe de service maximale λ(t) = C.t. 
On sait d’autre part que le lien physique offre également la courbe de service classique (c’est 
à dire le service garanti par le lien) λ(t). Ce service est offert au flux agrégé sortant du 
muliplexeur ; en appliquant le Network Calculus, on sait que l’enveloppe de ce flux agrégé en 
sortie du lien est inférieure à : 
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⎟⎠
⎞⎜⎝
⎛ ⊗= ∑
i
i tRttR )()()(' λ ∅ λ(t) 
On peut maintenant utiliser le fait que la convolution de deux fonctions linéaires par 
morceaux et concaves est obtenue en mettant bout à bout les différents morceaux, par ordre 
décroissant des pentes. En appliquant cette démarche, on constate que l’enveloppe de groupe 
définie précédemment est exactement égale à l’enveloppe en sortie d’un lien physique 
modélisé par une courbe de service λ(t) et une courbe de service maximale λ(t).  
Par la suite, nous avons décidé d’utiliser cette notion de groupe, plutôt que de rendre plus 
complexe le modèle des liens. Néanmoins, la discussion précédente justifie que notre choix ne 
nous fait pas sortir du contexte du Network Calculus. 
2.3 Intégration de la notion de groupe dans le calcul 
Nous avons défini dans le paragraphe précédent la notion de groupe, en précisant bien qu’il 
s’agissait d’une notion propre à un multiplexeur donné (donc locale). Nous étudions 
maintenant la façon d’utiliser ces groupes dans l’analyse d’un réseau complet. 
2.3.1 Propagation de l’enveloppe d’un groupe 
Le comportement des différents éléments réseaux (à part le multiplexeur), comme les 
éléments à délai constant ou à délai borné,  ne dépend pas du nombre de flux qui les 
traversent. Dès lors, il est immédiat de constater qu’ils affectent tous les flux de la même 
manière, donc le flux agrégé qui les traverse également. Ainsi, il est possible de propager les 
enveloppes des groupes au travers de ces éléments, en considérant qu’elles sont modifiées de 
la même façon que celles des flux individuels. Par exemple, au passage dans un élément de 
délai borné D, l’enveloppe du groupe sera décalée de D vers la gauche. 
2.3.2 Fin de la propagation 
Il est évident que la notion de groupe permet d’obtenir des enveloppes plus faibles, donc plus 
intéressantes pour le calcul. On cherche donc à conserver cette information le plus longtemps 
possible. Cependant, si les flux composant le groupe se séparent, on ne peut plus conserver le 
groupe. L’idéal serait de déterminer, au moment de la séparation, quelle est la contribution de 
chacun des flux  à l’enveloppe du groupe. Malheureusement, il n’existe pas actuellement de 
résultat théorique sur cette séparation. Dans notre étude, nous avons donc décidé de faire 
l’analyse en utilisant à la fois les groupes et les flux individuels, de manière à pouvoir 
retrouver l’enveloppe de chacun des flux lorsqu’un groupe se sépare. L’analyse est donc 
effectuée simultanément sur les groupes et les flux. Le paragraphe suivant précise quels 
groupes et flux sont utilisés lors des calculs de délai dans un multiplexeur, le suivant 
présentera en pratique le mode de calcul utilisé. 
2.3.3 Multiplexeurs et groupes 
Lors du calcul des délais et des tailles de files d’attente dans les multiplexeurs, il faut 
déterminer l’enveloppe globale entrante. Nous avons choisi d’utiliser pour ce calcul le plus de 
groupes possible, afin de diminuer au maximum l’enveloppe entrante. Celle-ci est donc 
obtenue en additionnant les enveloppes des groupes (non inclus dans des groupes plus 
grands), puis en additionnant les enveloppes individuelles des flux restants, c'est-à-dire ceux 
qui ne faisaient partie d’aucun groupe. 
De la sorte, on prend en compte les contributions de chacun des flux à l’enveloppe entrante, 
mais en utilisant le plus possible la notion de groupe. 
Extensions de la méthode de preuve du déterminisme 
-51- 
2.3.4 Pratique du calcul 
La première étape du calcul est de former l’ensemble des groupes. Comme indiqué ci-dessus, 
on forme les groupes dans un multiplexeur donné soit à partir de groupes formés 
précédemment, soit à partir de flux individuels. 
Pour tous les éléments sauf les multiplexeurs, on effectue les modifications d’enveloppe de 
tous les flux et les groupes, en particulier le décalage vers la gauche pour les éléments de type 
délai borné. 
Pour les multiplexeurs, on effectue les calculs des bornes de délai D et des tailles de files 
d’attente B, en utilisant comme enveloppe du flux total entrant l’enveloppe présentée dans le 
paragraphe précédent  2.3.3. On précise ensuite comment sont obtenues les enveloppes des 
flux et groupes sortant d’un multiplexeur : 
• Pour les groupes formés en amont du multiplexeur considéré, l’enveloppe de sortie est 
celle d’entrée décalée de D vers la gauche, puisqu’on considère les multiplexeurs 
comme des éléments à délai borné D, de courbe de service δD  1.3.2). 
• Pour tous les flux entrant dans ce multiplexeur, l’enveloppe de sortie est celle d’entrée 
décalée de D vers la gauche pour la même raison. 
• Pour les groupes créés dans le multiplexeur considéré, l’enveloppe est construite 
comme indiqué dans le paragraphe  2.2.2, à partir des enveloppes décrites dans les 
deux points précédents. 
2.4 Gains apportés 
Nous avons appliqué cette nouvelle méthode d’analyse sur le prototype de réseau décrit dans 
le chapitre précédent. La figure ci-dessous représente le nombre de groupes pris en compte 
pour le calcul des bornes dans chacun des multiplexeurs, ainsi que le nombre de flux entrants. 
 
0 10 
20 30 
40 50 
60 70 
ports du réseau
nb flux 
nb groupes
 
Figure 18 Nombre de flux et de groupes utilisés par le calcul dans chaque port 
On peut constater tout d’abord qu’on n’utilise jamais plus de 16 groupes pour les calculs. Ceci 
est tout à fait normal, puisque dans ce réseau chacun des commutateurs ne dispose que de 16 
ports d’entrée-sortie, et puisqu’on crée un groupe par lien physique. Au maximum, on ne peut 
donc jamais avoir plus de 16 groupes en sortie d’un port donné, car les flux sortant d’un port 
sont forcément entrés dans le commutateur sur un des 15 autres ports (15 groupes au plus), ou 
ont été générés dans le commutateur lui-même (1 groupe). 
L’autre constatation est que le nombre de groupes utilisés est bien plus faible que le nombre 
de flux présents, ce qui implique que l’enveloppe utilisée dans les calculs des multiplexeurs 
va être bien meilleure que dans l’analyse précédente. Dans le second chapitre de cette thèse, 
nous avons montré que ce qui influence le plus le résultat du calcul est la taille maximale de 
rafale autorisée par l’enveloppe totale d’entrée. L’intérêt des groupes est de largement 
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diminuer cette taille de rafale admissible (pour des flux du même groupe, il n’est plus possible 
d’émettre des trames simultanément). On s’attend donc à ce que les résultats de la nouvelle 
analyse soient bien meilleurs que précédemment. Nous présentons dans le graphique suivant 
les gains obtenus grâce à l’utilisation conjointe de la notion de groupe et du formalisme plus 
évolué présenté en  1.2. 
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Figure 19 Comparaison analyse avec ou sans groupes 
Chacune des barres du graphique représente la valeur calculée de la borne sur le délai dans un 
port de sortie d’un commutateur du réseau. 
On constate immédiatement un gain de l’ordre de 40%, ce qui confirme bien l’intuition 
précédente que ce mode de calcul donne de bien meilleurs résultats en prenant en compte 
l’effet de sérialisation des flux. 
3 Analyse en trames 
Jusqu’à présent, nos analyses ont utilisé comme unité les bits et les secondes. En particulier, 
les valeurs des courbes d’arrivée et de service représentaient un nombre de bits en fonction du 
temps. Cependant, il peut être intéressant d’obtenir des résultats exprimés en nombre de 
trames, et non en nombre de bits. Prenons l’exemple suivant : dans un commutateur, les 
trames sont stockées au fur et à mesure de leur arrivée dans une zone de mémoire. Par la suite, 
les différentes opérations de relais et d’aiguillage internes au commutateur s’effectuent non 
pas sur des trames complètes, mais sur des pointeurs vers l’adresse mémoire à laquelle la 
trame a été stockée. Supposons qu’une de ces opérations nécessite de placer ces pointeurs 
dans une file d’attente de taille limitée. Si on cherche à vérifier que cette file d’attente ne perd 
pas de trames par congestion, ce n’est pas la taille totale en bits des différentes trames 
représentées par les pointeurs qui compte, mais bien le nombre de trames en attente dans cette 
file. On comprend donc aisément que dans certains cas on cherche des résultats exprimés en 
nombre de trames.  
Pour ce faire, nous avons essayé de mener en parallèle à l’analyse classique une analyse 
« dans le domaine des trames ». 
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Note : Dans la suite de cette thèse, les résultats présentés ont été obtenus avec un nouveau 
réseau de test, qui est d’architecture globalement similaire, mais possède un trafic plus 
important. 
3.1 Mode de calcul en trames 
3.1.1 Enveloppes en trames 
A l’instar de ce qui existe dans le domaine des bits, on va définir une enveloppe en trames 
R*f(t) comme étant le nombre maximal de trames que peut émettre un flux durant un 
intervalle temporel quelconque d’amplitude t.  
Comme dans le domaine des bits, les deux principales questions sont les suivantes : quelle est 
l’enveloppe initiale en trames ? Comment sont modifiées ces enveloppes en trames au 
passage d’un élément réseau ? Pour répondre à la première question, nous décrivons ci-
dessous les enveloppes en trames, sous deux jeux d’hypothèses différents. Le premier reprend 
les hypothèses utilisées dans cette thèse, alors que le second jeu d’hypothèses correspond 
exactement à la définition des VL telle que donnée dans l’annexe 1 de la partie 7 de la norme 
ARINC 664. 
3.1.1.1 Premier jeu d’hypothèses 
Dans ce premier cas, on se place dans le cadre précédemment étudié d’un modèle par paquets. 
On reprend la définition précédente des VL, dont on rappelle le point qui concerne la cadence 
maximale d’émission: un VL émet les trames instantanément (les trames sont générées à 
l’intérieur du End System, avant le multiplexeur de sortie), mais deux trames ne peuvent être 
séparées de moins de BAG unités de temps.  
La figure ci-dessous représente une telle émission à partir d’un instant t0. 
trames 
1 
2 
3 
BAG 
temps 
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Figure 20 Schéma d'arrivée des trames 
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Comme nous l’avons représenté sur la figure, il est très facile de déterminer une enveloppe 
affine, en nombre de trames, pour un VL ayant ces caractéristiques. On a : 
BAG
1;1 == ρσ  
Ce qui signifie exactement que le VL peut émettre instantanément une trame, puis ne peut 
émettre qu’au débit maximal d’une trame toutes les BAG unités de temps. 
 
Dans la suite de notre étude, nous nous placerons dans ce cadre précis. Cependant, pour 
mieux illustrer la notion d’enveloppe en trames, ainsi que l’importance de la définition du 
BAG, nous avons déterminé l’enveloppe initiale sous un jeu d’hypothèses différent. Le 
paragraphe suivant est donc à lire comme une simple illustration des difficultés de l’analyse 
dans le domaine des trames. 
3.1.1.2 Second jeu d’hypothèses 
Les hypothèses considérées ici sont les suivantes : 
• Le VL émet ses trames sur un lien de capacité finie (plus de transmission instantanée) 
• Le temps minimum entre le début de deux trames consécutives est BAG 
• La taille des trames est comprise entre Smin et Smax. 
De plus, on suppose que le temps d’émission d’une trame de taille Smax est inférieur à BAG, 
pour des raisons de stabilité du modèle. 
On rappelle que la convention adoptée dans cette thèse, comme dans la littérature, est qu’une 
trame est comptée transmise lorsque tous ses bits ont été transmis ou (c’est équivalent dans le 
cadre d’un élément FIFO), lorsque le dernier bit de la trame a été transmis. Le schéma suivant 
récapitule ces hypothèses (il ne représente qu’un seul VL, avant qu’il ne soit multiplexé avec 
d’autres). 
Lien de capacité C 
Source de trafic : 
• BAG 
• Smin 
• Smax 
BAG
 
Figure 21 Second jeu d'hypothèses 
On essaie de déterminer une courbe d’arrivée affine pour le VL au point marqué d’une croix, 
compte tenu de la convention précédente. 
Dans un premier temps, il est immédiat de trouver le pire schéma d’émission pour ce VL, 
c'est-à-dire le schéma tel que le trafic cumulé (toujours en considérant la convention, et donc 
en se référant au dernier bit des trames) sera le plus important. Il s’agit d’une trame de taille 
Smax, suivie uniquement de trames de taille Smin. C’est en effet avec ce schéma que les 
derniers bits de deux  trames consécutives seront les plus proches possible.  
Le schéma ci-dessous représente cette émission à partir d’un instant de référence t0. 
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Figure 22 Schéma d'arrivée pire cas en termes de trames 
Nous donnons ci-dessous la valeur de l’enveloppe (en trame) affine de plus faible pente : 
BAGC
SS
BAG
1;11 minmax =−+= ρσ  
Bien sûr, si on cherchait l’enveloppe en bits, ce schéma d’émission ne serait pas le pire. Ce 
serait alors l’envoi par le VL de trames de taille maximale tous les BAG. Pour information, 
voici l’enveloppe affine de plus faible pente que l’on pourrait avoir en bits sous ce jeu 
d’hypothèses. 
BAG
S
BAGC
SS maxmaxmax ;.
1 =⎟⎠
⎞⎜⎝
⎛ −= ρσ  
Cette équation est celle de la droite représentée ci-dessous. 
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Figure 23 Schéma d'arrivée pire cas en termes de bits 
3.1.2 Courbe de service en trames 
De la même façon que précédemment, il est nécessaire de définir une courbe de service en 
termes de trames pour caractériser les éléments. La courbe de service βf(t) d’un élément 
représente donc le nombre minimum de trames que peut traiter un élément durant un 
intervalle temporel d’amplitude t. 
Pour les éléments de type délai borné, la courbe de service ne change pas. En effet, puisqu’on 
compte qu’une trame est reçue (resp. transmise) lorsque son dernier bit est reçu (resp. 
transmis), le délai maximal subi par une trame n’est autre que celui subi par son dernier bit, 
qui est majoré par le délai subi par un bit quelconque. 
Pour les multiplexeurs par contre, le changement est important. En effet, nous avons jusqu’ici 
modélisé ces derniers en fonction du débit du lien physique C qui leur est raccordé, 10 ou 100 
Mbps. Par contre, nous ne disposons pas d’hypothèses sur le débit des liens en termes de 
trames par seconde. Pour déterminer la courbe de service en trames, nous nous sommes placés 
dans le cas pire d’émission en termes de trames : le multiplexeur fait sortir les bits à une 
vitesse de C bits par seconde, donc il émet un nombre de trames plus faible lorsqu’il n’émet 
que des trames de taille maximale. En notant ici Smax le maximum des Smax de tous les flux 
dans ce multiplexeur, le débit de ces trames est donc de C/Smax trames par seconde. De  plus, 
même si le multiplexeur est conservatif dans le domaine des bits (il fait sortir les bits de 
manière continue), il ne l’est plus dans le domaine des trames avec la convention retenue : il 
faut en effet attendre que le dernier bit d’une trame soit transmis avant de compter la trame 
transmise. Le multiplexeur peut donc attendre jusqu’à Smax/C unités de temps entre deux 
trames consécutives. On obtient ainsi la courbe de service en trames suivante, qui minore la 
courbe en escalier que nous venons de décrire : 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ −=
C
S
t
S
Ctf
max
max
,0max)(β  
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C/Smax 1 
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Figure 24 Courbe de service en trames d'un multiplexeur 
3.1.3 Enveloppes de groupe en trames 
Dans le domaine des trames, l’enveloppe d’un groupe ne peut plus se calculer de la même 
manière. On sait tout de même que l’enveloppe de groupes est toujours bornée par: 
∑
∈
≤
gi
ff tRtR
ig
)()(  
On cherche à exprimer d’autre part que le groupe ne peut émettre plus de trames qu’il est 
physiquement possible d’en émettre sur un lien de capacité C. Au maximum, en faisant passer 
C bits/s, il est possible de faire circuler C/Smin trames par seconde sur un lien physique pour 
ce groupe (Smin désignant ici le minimum des Smin pour tous les flux appartenant au groupe). 
On a alors la relation : 
t
S
CtR fg .)(
min
≤  
D’où l’expression en termes de trames de l’enveloppe d’un groupe : 
⎭⎬
⎫
⎩⎨
⎧≤∀ ∑
∈
t
S
CtRtRt
gi
f
i
f
g .,)(min)(,
min
 
Une fois les groupes créés, la propagation de leurs enveloppes répond aux mêmes règles que 
celle des enveloppes en termes de bits. 
3.1.4 Applicabilité des théorèmes 
Nous connaissons maintenant les enveloppes et les courbes de service en termes de trames. 
On peut facilement remarquer que les démonstrations des théorèmes du Network Calculus 
sont également valides dans le domaine des trames, comme l’a d’ailleurs signalé Le Boudec 
dans  [33] . 
 
Tous les ingrédients sont réunis pour effectuer une analyse complète du réseau en termes de 
trames. En particulier, on peut remarquer que les résultats obtenus pour les tailles des files 
d’attente seront un nombre de trames, ce qui était la motivation de cette analyse. 
3.1.5 Stabilité des éléments dans le domaine des trames 
Les paragraphes précédents ont présenté des résultats généraux permettant d’accomplir 
l’analyse d’un réseau dans le domaine des trames. Nous avons naturellement essayé 
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d’effectuer cette analyse sur notre exemple de réseau avionique. Malheureusement, ceci est 
impossible pour une raison relativement simple. Par rapport au domaine des bits, les 
enveloppes initiales des flux sont divisées par Smax. Les courbes de service sont elles décalées, 
mais surtout divisées par  max(Smax). Par rapport au domaine des bits, le réseau analysé dans 
le domaine des trames parait donc plus chargé. En fait, les courbes de service calculées en 
termes de trames pour les multiplexeurs sont tellement faibles dans notre cas, que pour 
certains d’entre eux elles ne coupent pas la courbe d’arrivée. Ceci caractérise une situation 
d’instabilité, dans laquelle il n’est pas possible d’appliquer les théorèmes : on ne peut pas 
calculer les différents extremums qui y figurent.  
trames 
longueur d’intervalle Smax/C 
C/Smax 
dernier segment de l’enveloppe 
 
Figure 25 Illustration de l'instabilité 
Notre exemple de réseau ne se prête donc pas à l’analyse en termes de trame décrite 
précédemment. La méthode reste cependant valide, et pourrait donner de bons résultats sur un 
autre réseau (par exemple avec des flux de trames de taille constante). Il nous reste cependant 
à étudier le cas où l’analyse dans les deux domaines simultanément est possible, notamment 
la manière de consolider les résultats obtenus par les deux analyses. Ceci souligne 
l’importance du choix du modèle lorsqu’on souhaite appliquer une méthode basée sur le 
Network Calculus. 
3.2 Proposition d’une méthode de calcul en trames 
Nous avons vu précédemment qu’il n’est pas possible dans le cas du réseau considéré 
d’appliquer une analyse entièrement en trames. Il convient donc de déterminer une méthode 
permettant d’obtenir une borne sur les tailles de files d’attente en nombre de trames. 
3.2.1 Calcul direct à partir des bornes en bits 
Nous supposons connue une borne sur la taille de files d’attente en termes de bits (Bb) pour un 
multiplexeur donné. Pour être sûrs d’avoir une borne valide en nombre de trames, on doit se 
placer dans le cas pire, qui est celui pour lequel toutes les trames qui constituent cette file 
d’attente de Bb bits sont de taille minimale. Dans ce cas, une borne sur la taille de la file 
d’attente est donnée par : 
⎥⎥
⎤⎢⎢
⎡=
)min( minS
B
B bf  
On peut prouver la validité de cette formule par l’absurde : s’il y avait un nombre B de 
trames, B> Bf, ces trames auraient par définition des tailles supérieures ou égales à )min( minS , 
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et donc la taille de la file d’attente en bits serait supérieure ou égale à )min(* minSB f , ce qui 
est strictement supérieur à Bb et contredit l’hypothèse.  
 Nous présentons ci-dessous un extrait des résultats obtenus grâce à cette méthode de 
conversion. 
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Figure 26 Résultats obtenus à partir des bornes en bits et de la taille minimale 
3.2.2 Deuxième méthode 
Nous avons développé conjointement avec Rockwell Collins une autre méthode permettant de 
calculer des bornes en trames, à partir des résultats sur les bornes en bits, et des enveloppes 
des flux dans les deux domaines. 
Les résultats obtenus avec cette deuxième méthode (dont un extrait est représenté ci-dessous) 
sont légèrement meilleurs qu’avec la méthode plus simple précédente ; cependant, la 
complexité accrue des calculs ne nous a pas semblé être compensée par l’amélioration des 
résultats, aussi avons-nous utilisé dans cette thèse la méthode la plus simple. 
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Figure 27 Comparaison des résultats des deux méthodes 
Nous avons présenté dans ce troisième paragraphe une méthode d’analyse entièrement en 
trames, ainsi qu’une méthode permettant d’obtenir des bornes en nombre de trames à partir de 
celles en bits, dans le cas où cette analyse n’est pas applicable.  
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4 Prise en compte des priorités 
Jusqu’à présent dans ce chapitre, nous avons montré des modifications apportées à la méthode 
d’analyse du réseau présentée dans le chapitre 2. A présent, nous allons présenter une 
modélisation différente des commutateurs, de manière à être plus fidèle au matériel qui pourra 
être utilisé dans un réseau avionique. Cette modélisation prend en compte un fonctionnement 
plus complexe des commutateurs, dans lequel la politique de service des ports de sortie n’est 
plus FIFO. 
La politique de service retenue est à base de priorité statique. On peut la définir comme suit : 
chaque VL se voit attribuer une priorité différente, 1 (priorité haute) ou 2 (priorité basse). 
Pour permettre une utilisation plus générale, nous utilisons dans cette partie  4 une définition 
légèrement différente, dans laquelle la priorité des VL n’est pas définie globalement, mais 
localement : ainsi, un VL peut être de priorité haute pour un commutateur donné, mais de 
priorité basse dans le suivant. Un port de sortie transmet en priorité les trames de priorité 1, 
dans leur ordre d’arrivée, puis les trames de priorité 2, également dans leur ordre d’arrivée. Le 
traitement est non préemptif, c'est-à-dire que le traitement d’une trame de priorité 2 ne peut 
être interrompu par l’arrivée d’une trame de priorité 1. 
Cette politique de service possède l’avantage d’être plus souple que le FIFO strict, puisqu’elle 
permet une différenciation de service. Elle est également relativement simple 
d’implémentation, puisque deux files d’attente suffisent, et que l’algorithme de choix de la 
file à servir est très simple. 
Nous modéliserons ces ports de sortie par des multiplexeurs, offrant une courbe de service 
différente aux flux agrégés de priorité haute et basse. 
Note : Le cas de multiplexeurs FIFO n’est autre qu’un cas particulier de cette politique, où 
tous les flux ont la même priorité. 
4.1 Définition de la courbe de service 
Cette politique de service est bien connue et a souvent été étudiée. On trouve le résultat 
suivant dans la littérature (voir Le Boudec  [33] par exemple) : 
Soit un élément à taux d’émission constant C, qui sert deux flux H et L avec une priorité non 
préemptive pour H. On note )(* tRH et )(
* tRL les courbes d’arrivée de ces deux flux, et 
LSmax  la 
taille maximale d’une trame du flux L. 
Alors, le flux H reçoit une courbe de service de type )(, tTRβ avec CR = et C
ST
L
max= . 
Le flux de priorité basse reçoit une courbe de service ( )+−= )(.)( * tRtCtS LL . 
4.2 Impact sur le calcul 
4.2.1 Propagation de l’enveloppe 
Les calculs permettant de déterminer des bornes sur les délais et les tailles de files d’attente 
s’effectuent en utilisant les courbes de service définies ci-dessus. On obtient donc par 
exemple une borne sur le délai 1D subi par une trame appartenant à un flux de priorité 1. 
Au moment de calculer l’enveloppe de sortie, on considère que ce multiplexeur se comporte 
pour tous les flux de priorité 1 comme un élément à délai borné 1D , de courbe de 
service )(
1
tDδ . Pour un flux de priorité 1, l’enveloppe de sortie sera donc égale à celle d’entrée 
décalée de 1D vers la gauche, et similairement pour un flux de priorité 2.  
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4.2.2 Influence sur les groupes 
La notion de priorité va nous obliger à modifier la définition des groupes. En effet, pour 
effectuer les calculs de bornes par exemple, il faut que tous les flux d’un groupe aient la 
même priorité. 
Un groupe dans un multiplexeur sera formé de flux (éventuellement de groupes): 
• qui ont même priorité dans le multiplexeur où se forme le groupe. 
• qui ont le même multiplexeur en aval 
• qui ont même priorité dans ce multiplexeur aval 
 
Cette définition assure que les calculs sont effectués avec des groupes dont tous les flux ont 
même priorité. De plus, les enveloppes de ces groupes sont récursivement calculées par le 
multiplexeur précédent, ce qui explique les deux dernières conditions. On pourrait arguer 
qu’il n’y a pas toujours de multiplexeur précédent, notamment dans le cas d’un commutateur 
directement relié à un abonné. Entre autres, dans le cadre de notre modèle, l’émission des 
abonnés ne prend pas en compte les priorités des VL. On peut alors considérer que tous les 
flux provenant d’un multiplexeur FIFO ont même priorité, et dans ce cas la création de groupe 
décrite dans le paragraphe  2.2.2 spécifie l’initialisation de l’enveloppe du groupe. 
Par la suite, les groupes créés ainsi se manipulent comme indiqué dans la partie  2.3. 
4.3 Application 
Pour voir l’influence de cette utilisation des priorités, nous avons appliqué la méthode 
d’analyse au même réseau que précédemment, avec des priorités aléatoires pour les VL. Pour 
simplifier l’analyse, nous avons choisi de fixer pour chaque VL une priorité identique de bout 
en bout. 
La figure ci-dessous présente une comparaison des bornes sur les tailles de files d’attente 
obtenues avec une certaine affectation des priorités, par rapport aux valeurs calculées dans le 
cas où tous les flux avaient même priorité. 
Bien entendu pour effectuer ces comparaisons, on représente la somme des bornes pour les 
deux priorités. Pour des raisons de clarté, seuls les résultats obtenus pour deux des 
commutateurs les plus chargés sont présentés. 
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Figure 28 Exemple d'affectation de priorités 
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On observe sur ces résultats qu’il est possible d’avoir de meilleures bornes lorsqu’on utilise la 
notion de priorités. Par contre, sur d’autres ports et avec un autre choix de priorités, on obtient 
de moins bonnes bornes : 
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Figure 29 Cas d'une autre affectation de priorités 
On montre ainsi que l’affectation des priorités a une réelle influence sur les résultats de notre 
méthode d’analyse. Il convient donc de choisir de façon adaptée ces priorités, mais ce choix 
est un problème extrêmement complexe, que nous étudierons plus avant dans le chapitre 
suivant. 
 
Conclusion 
Dans ce chapitre, nous avons tout d’abord présenté plusieurs améliorations de la méthode 
d’analyse de réseau, qui permettent d’obtenir des bornes bien meilleures qu’avec la méthode 
présentée dans le chapitre précédent. Ensuite, nous avons apporté à cette méthode de 
nouvelles fonctionnalités, comme l’analyse en trames ou la prise en compte de plusieurs 
niveaux de priorité. 
Nous disposons à présent d’un outil permettant d’étudier un réseau avionique. L’application à 
notre réseau test a démontré que celui-ci satisfait bien les exigences de performance qui ont 
été fixées. Cependant, les bornes obtenues sont proches de ces contraintes, et laissent peu de 
marge pour les futures évolutions du réseau. Dans le chapitre suivant, nous présentons 
plusieurs pistes permettant de mieux utiliser le réseau existant, de façon à ménager un peu 
plus de marges. Par exemple, un algorithme de choix d’affectation des priorités y est proposé. 
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CHAPITRE 4  
Méthodes d’optimisation du réseau 
 
Dans le chapitre précédent, nous avons proposé une méthode d’analyse d’un réseau 
avionique. Celle-ci permet notamment de vérifier si un réseau étudié est capable de fournir 
aux flux qui le traversent une qualité de service,, caractérisée dans le cadre de notre étude par 
un délai de bout en bout et une gigue bornés, ainsi que par la garantie de ne perdre aucune 
trame par congestion d’une file d’attente. Pour garantir ce dernier point, nous obtenons des 
bornes sur la taille maximale de chacune des files d’attente, bornes qui sont ensuite 
comparées à la taille physique de la mémoire réservée pour ces files. L’analyse grâce à cette 
méthode d’un prototype de réseau, mis à notre disposition par notre partenaire industriel, fait 
apparaître deux éléments importants. Premièrement, le réseau de test est analysable par la 
méthode, et les résultats de cette analyse indiquent que le réseau satisfait bien aux contraintes 
rappelées ci-dessus. Deuxièmement, les marges sont faibles : pour certaines files d’attente, les 
contraintes ne sont respectées qu’à quelques pourcents près seulement. C’est notamment le 
cas pour les ports les plus chargés du réseau, qui pourraient difficilement accueillir plus de 
flux. 
Nous souhaitons souligner l’importance d’avoir des marges importantes en aéronautique. De 
manière générale tout d’abord, il est préférable pour des raisons de sécurité que le 
fonctionnement normal d’un système soit éloigné des limites de son domaine d’utilisation. 
D’autre part, les aéronefs possèdent des durées de vie très importantes, ce qu’il faut prendre 
en compte dès la phase de conception, en laissant des marges d’évolution. L’ajout de 
nouveaux équipements réalisant de nouvelles fonctions est quasiment incontournable au cours 
des 30 années de la vie de l’appareil. Le réseau avionique devra être capable de supporter les 
nouveaux besoins de communication induits par ces ajouts. Il faut également se rappeler qu’il 
existe une réutilisation importante des technologies d’un programme à l’autre. Dans le cadre 
d’un programme ultérieur, de fortes économies pourraient être réalisées si le réseau avionique 
étudié était utilisé, ce qui implique qu’il ne soit pas dimensionné au plus juste des besoins de 
communication actuels. 
Nous avons donc essayé de trouver des moyens de ménager cette marge recherchée, c'est-à-
dire des modifications du réseau telles que les résultats de l’analyse soient meilleurs.  
Nous avons identifié deux domaines susceptibles de recevoir des modifications : 
• Le trafic circulant dans le réseau 
• L’architecture physique du réseau 
En ce qui concerne le trafic, les modifications pourraient être importantes : on pourrait par 
exemple diminuer la cadence d’émission d’un VL donné, ou décider de scinder en deux les 
trames des VL dont le Smax est grand. Cependant, nous avons considéré que ces modifications 
ne peuvent être effectuées sans une bonne connaissance de l’importance de chaque VL pour 
les systèmes concernés ; aussi avons-nous décidé de ne pas considérer ce type de 
changements, et de prendre en compte le trafic tel qu’il nous a été décrit. La seule 
modification restante porte alors sur la priorité de chacun des VL, non spécifiée actuellement 
par notre partenaire industriel, et qui peut s’avérer un levier intéressant comme indiqué dans 
le chapitre précédent. La première partie de ce chapitre présente plusieurs méthodes 
permettant de choisir ces priorités de manière efficace. 
En ce qui concerne l’architecture physique du réseau, nous avons étudié deux axes de 
recherche. Le premier est relatif à la manière de relier les commutateurs entre eux : nous 
avons voulu voir si multiplier le nombre de liens permettait de diminuer l’importance des 
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congestions. Le deuxième axe envisagé porte sur une modification de la politique de service 
des ports de sortie des commutateurs. Nous avons étudié l’impact sur la méthode d’analyse 
d’une « régulation » des flux (« reshaping ») dans ces ports. 
Note : les résultats présentés dans ce chapitre ont été obtenus avec un policing en bits, 
présenté dans le chapitre 3. Nous rappelons que le réseau analysé n’est pas un réseau réel, 
mais un exemple  représentatif de la complexité d’un réseau avionique. 
1 Affectation des priorités aux VL 
1.1 Complexité du problème 
Le réseau avionique que nous avons étudié permet de prendre en compte une priorité 
différente pour chaque VL. Plus précisément, il est possible de choisir pour chaque VL quelle 
sera sa priorité dans chaque port de sortie de chaque commutateur du réseau. Cependant, pour 
des raisons de facilité d’implémentation, il est très probable qu’ un VL aura la même priorité 
dans tous les ports de sortie d’un même commutateur. Le problème que nous avons étudié est 
celui du choix de ces priorités. (On appelle configuration un choix de toutes les priorités) 
Nous avons choisi de mesurer la valeur d’une configuration selon deux critères. Le premier 
est la valeur du maximum des bornes calculées sur les tailles de files d’attente (priorité haute 
+ priorité basse), en trames. En effet, ce critère est très important puisque c’est lui qui indique 
s’il existe un risque ou non de perdre des trames par congestion des files d’attente (supposées 
limitées par un nombre total maximal de trames). Nous voulions cependant nous assurer que 
diminuer le maximum n’augmente pas la moyenne de façon trop importante. Nous voulions 
également connaître l’influence de cette optimisation sur les valeurs des bornes sur les délais 
dans chaque port. Le second critère choisi porte donc sur la moyenne des bornes sur les 
délais. Cependant, nous avons jugé qu’une moyenne pure a peu de signification : en effet, si 
le délai 1D  d’un port concerne 200 flux, alors que le délai 2D  d’un autre port ne concerne que 
2 flux, il ne serait pas significatif de dire que la moyenne des délais est de
2
21 DD + . Nous 
avons préféré à cette moyenne pure la moyenne des bornes sur le délai pondérée par le 
nombre de flux qui risquent de subir ce délai. Pour raccourcir l’expression de ce second 
critère, nous l’avons improprement appelé « espérance » du délai. Dans le cas précédent, on 
dira donc que l’espérance du délai est de :
202
.2.200 21 DD + . 
Du point de vue mathématique, le problème étudié est un problème d’optimisation de grande 
complexité. En effet, le nombre de variables est très important : en faisant l’hypothèse 
simplificatrice qu’un VL doit avoir la même priorité partout dans le réseau (ce qui divise par 
trois environ le nombre de paramètres), il reste autant de paramètres que de VL dans le 
réseau, soit 1008. Chacun de ces paramètres est binaire, puisque la priorité peut être haute ou 
basse. L’espace des solutions est donc de dimension 1008, et contient 21008 configurations 
différentes !  
A ce grand nombre de solutions possibles s’ajoute le fait que le réseau est un système très 
complexe, et que son comportement par rapport à chacune des variables est extrêmement 
difficile à expliciter. Prenons comme exemple l’effet des groupes : modifier la priorité d’un 
VL appartenant à un groupe peut avoir très peu d’effet ou bien énormément, notamment dans 
le cas où le VL est le seul composant de ce groupe, et qu’il peut rejoindre en changeant de 
priorité un groupe existant (on diminue le nombre total de groupes). Un autre effet est celui 
induit par la taille variable des trames : il suffit parfois de modifier la priorité d’un seul VL 
pour modifier la valeur du minimum de minS , qui est utilisée pour calculer les bornes en 
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termes de trames. Un dernier facteur de complexité du problème réside dans le fait que 
l’analyse du réseau se fait par propagation. Il suffit que la modification d’une priorité ait de 
l’importance en un point pour automatiquement avoir des répercussions dans tout le réseau : 
une amélioration locale peut dégrader tout le reste du réseau. 
De manière intuitive, on peut toutefois dégager une première règle pour les choix des 
priorités : en général, il vaudra mieux mettre en priorité haute des trames de petite  taille. Si 
une trame très longue se trouve en priorité haute, elle sera traitée en priorité mais bloquera 
pendant longtemps le port du commutateur. Si les trames en priorité basse sont courtes, il peut 
s’en accumuler un grand nombre pendant l’émission d’une seule longue trame. Il vaut mieux 
donc donner la priorité aux trames courtes, pour désengorger le plus vite possible les files 
d’attente (dans lesquelles une trame courte compte autant qu’une longue). 
Pour conclure la présentation de notre problématique, nous soulignons le fait que nous ne 
cherchons pas LA solution optimale au problème considéré. En effet, la complexité du 
problème fait qu’il est impossible de démontrer l’unicité d’une telle solution (l’existence est 
garantie, puisqu’il n’existe qu’un nombre fini, mais gigantesque, de configurations); il nous 
est même impossible, connaissant une bonne solution, de vérifier si elle est ou non optimale. 
Nous nous contenterons de rechercher des configurations qui apportent des gains, compte 
tenu des critères d’évaluation retenus, par rapport à la configuration de base dans laquelle tous 
les VL ont la même priorité (basse, par exemple). 
1.2 Algorithmes classiques 
Pour résoudre ce problème d’optimisation complexe, nous avons envisagé de faire appel à des 
méthodes classiques ; il nous a cependant semblé qu’aucune ne s’appliquait simplement à 
notre problème. Nous avons cependant retenu deux méthodes, qui après adaptation pouvaient 
nous apporter des résultats : l’algorithme de réduction d’espace solution alpha bêta, et la 
méthode du gradient. L’objectif de nos expériences était de voir si ces algorithmes pouvaient 
ou non découvrir de bonnes configurations en un temps de calcul acceptable. 
1.2.1 Une variation sur l’algorithme Alpha bêta 
Dans cet algorithme, on représente les solutions possibles dans un arbre, dans lequel des 
coupes permettent de restreindre les branches qu’il est nécessaire d’explorer. Dans notre cas, 
nous créons l’arbre des solutions de la manière suivante : les VL sont ordonnés (le choix de 
l’ordre étant important, nous le détaillerons par la suite), et un nœud situé à la hauteur n de 
l’arbre constituera un choix de priorités pour les n premiers VL. L’arbre ainsi construit est 
binaire, puisqu’à chaque nouveau niveau, le n+1ème VL peut adopter la priorité haute ou 
basse. Il comporte autant de niveaux que de VL présents dans le réseau, soit 1008 dans notre 
cas d’étude. Une branche complète, depuis la racine jusqu’à une feuille, décrit donc une 
configuration complète. 
Nous définissons comme valeur d’un nœud appartenant au nème  niveau le maximum de toutes 
les bornes sur les tailles en trames calculées dans tous les ports du réseau, en supposant que ne 
circulent dans le réseau que ces n VL, avec des priorités fixées suivant la position du nœud 
dans l’arbre. Pour élaguer les branches, on constate que tous les descendants d’un noeud ont 
forcément des valeurs supérieures à celle du nœud considéré, simplement parce que plus de 
trafic circule dans le réseau. Si on dispose d’une valeur de référence, par exemple celle 
obtenue pour une configuration donnée, on élaguera toutes les branches issues d’un nœud qui 
aurait une valeur supérieure à cette valeur référence. 
 
Première expérience 
La première expérience que nous avons menée possédait comme individu de référence celui 
pour lequel tous les VL sont de priorité basse. Nous avons essayé de déterminer un ordre de 
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grandeur de la plus grande coupe qui serait effectuée par l’algorithme, pour essayer de prédire 
sa vitesse d’exécution. En nous basant sur l’hypothèse qu’il vaut mieux mettre les VL qui 
possèdent de petites trames en priorité haute, nous avons déduit qu’en mettant en premier les 
VL qui possèdent les plus grands minS  en priorité haute, nous allions construire une mauvaise 
configuration, qui serait d’une longueur proche de celle de la plus petite branche explorée par 
l’algorithme. Nous avons constaté qu’avec seulement les 536 VL de plus grand minS  présents 
dans le réseau, la valeur de l’individu référence était dépassée. Cette constatation nous a 
conduit à reconsidérer le fonctionnement de l’algorithme. Nous souhaitions en effet choisir 
une configuration en parcourant une branche de l’arbre, depuis la racine jusqu’à une feuille ou 
jusqu’à dépasser la valeur de référence. Dans ce dernier cas, nous serions remonté d’un 
niveau puis aurions parcouru le demi arbre restant. Cependant, sachant qu’il suffit d’à peu 
près 500 flux pour dépasser cette valeur de référence, le nombre de branches à explorer est 
immense, et il aurait fallu un temps considérable avant d’aboutir à une seule configuration 
complète. 
 
Deuxième expérience 
Nous avons alors décidé de partir d’un individu de référence, donnant déjà de « bons » 
résultats. L’algorithme retenu pour parcourir l’arbre est le suivant : 
On examine les configurations qui sont identiques à la configuration de référence depuis la 
racine jusqu’au niveau n. Le n est décroissant, de 1007 à 1. Ainsi, l’étude du niveau n 
permettra d’obtenir toutes les configurations similaires à celle de référence pour les  n 
premiers VL, et différentes pour les (1008-n) VL restants, et dont la valeur est inférieure à 
celle de référence.  
On note H un VL de priorité haute, B sinon. Soit Sn = a1a2a3….an la chaîne formée par les 
priorités des n VL mises bout à bout. Par exemple, pour n=4, S4 peut valoir HBBH ou 
BHBH. Sn permet de décrire une configuration partielle de n VL. 
L’étude d’une configuration de niveau n se déroule comme suit : 
On calcule la valeur de la configuration décrite par Sn grâce à notre méthode d’analyse. 
- si sa valeur est moins bonne que celle de référence, l’analyse est terminée, car tous ses 
descendants seront également moins bons. 
- si sa valeur est meilleure,  
o si la configuration est complète (on a choisi la priorité de chaque VL, n=1008) 
on a trouvé une configuration meilleure que celle de référence. 
o sinon, on examine récursivement les configurations Sn+H et Sn+B. 
Cet algorithme présente l’avantage de partir d’une configuration connue, et de découvrir 
parmi les configurations proches de lui (dont les premiers VL ont la même priorité que pour 
lui) s’il en existe une meilleure. 
La configuration de référence que nous avons choisi pour appliquer cette méthode a été 
obtenue grâce à une heuristique décrite dans le paragraphe  1.3.1. 
Un des points fondamentaux pour la bonne marche de l’algorithme est bien sûr l’ordre dans 
lequel sont rangés les VL. Si les derniers VL sont tels que la modification de leur priorité ne 
change pas beaucoup la valeur de la configuration, alors l’algorithme va rechercher en priorité 
des configurations meilleures que celle de référence, mais dont le gain ne sera pas très 
important. Si au contraire on place en dernier des VL dont la modification de la priorité 
change grandement la valeur de la configuration, l’algorithme va rapidement remonter dans 
les niveaux, si la configuration de référence a déjà bien choisi ces priorités. Il sera difficile et 
long de trouver une configuration meilleure que celle de référence, mais le gain espéré est 
plus grand. 
Il est toutefois difficile de quantifier si la modification de la priorité d’un VL va ou non 
modifier grandement la valeur calculée, et donc de classer ces flux. Par exemple, l’effet de 
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groupe peut faire que la modification d’un VL ne va pas beaucoup changer la valeur, sauf s’il 
est modifié en même temps que certains autres VL. Pour pouvoir néanmoins appliquer notre 
méthode, nous avons choisi de classer les VL d’après leur minS  car il nous a semblé que 
c’était un critère très important, notamment lors du calcul des bornes en nombre de trames.  
Dans une première application, nous avons rangé ces VL par ordre croissant, ce qui devait 
nous permettre d’assister au premier comportement décrit ci-dessus. En pratique, l’algorithme 
a découvert assez rapidement (45 niveaux) un individu meilleur que celui de référence, mais 
avec un gain très faible, inférieur au pourcent. Par la suite, il n’a plus découvert de nouvelle 
bonne configuration avant que le critère de terminaison que nous avions fixé ne soit satisfait 
(5 millions de configurations testées). 
Dans le cadre d’une deuxième application, nous avons rangé les VL par ordre décroissant, en 
espérant découvrir de bien meilleures configurations. Malheureusement, avant que le critère 
de terminaison ne soit satisfait, l’algorithme avait étudié 104 niveaux sans obtenir de 
configuration complète. 
 
D’après ces expériences, nous avons conclu plusieurs choses. Tout d’abord, la complexité du 
problème est telle que l’algorithme ne peut pas aboutir à de bonnes configurations si on ne lui 
donne aucune information complémentaire. Connaître une bonne configuration de référence, 
ou ranger les VL dans un bon ordre, permettraient de mieux diriger l’algorithme, mais le 
temps de calcul reste rédhibitoire. D’autre part,  la configuration de référence choisie est assez 
bonne, puisque l’algorithme n’a pas pu découvrir de configuration réellement meilleure, 
malgré un long temps de calcul (5 millions de configurations). 
Il semble donc que cet algorithme, fondé sur la coupe alpha bêta, ne permet pas de choisir 
comment affecter les priorités des VL ; il permet tout au plus de vérifier si on ne peut pas 
gagner un petit peu en modifiant légèrement une configuration connue. 
1.2.2 Une variation sur la méthode du gradient 
L’application de la méthode du gradient classique est délicate dans notre cas, où toutes les 
variables sont binaires. Nous proposons donc l’algorithme suivant, qui peut être vu comme 
une variation de la méthode de plus forte pente. 
 
booléen trouvé_mieux = vrai 
configuration ref 
 
tant que (trouvé_mieux) { 
 trouvé_mieux = faux 
pour (i=1 à nb_VLs) faire { 
  obtenir un nouvelle configuration à partir de ref en 
changeant la priorité du VL i 
  calculer la valeur de la nouvelle configuration 
  si elle est meilleure que ref:  
   trouvé_mieux = vrai 
   ref = nouvelle configuration 
 } 
} 
 
Comme précédemment, nous définissons ici la valeur d’une configuration comme étant la 
plus grande des bornes (exprimée en nombre de trames) calculées sur toutes les files d’attente 
du réseau. On remarque que dans cette méthode, l’ordre des VL est beaucoup moins 
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important que pour la méthode précédente, puisque les VL sont scrutés de manière 
successive. 
 
Nous avons mené de nombreuses expériences en partant de configurations aléatoires, mais 
aucune ne s’est arrêtée malgré un temps de calcul important. Ceci est très certainement dû à la 
taille très importante du problème, et à la non linéarité par rapport aux différentes variables. 
Par contre, utiliser cet algorithme à partir de configurations connues pour être assez bonnes 
nous a permis de découvrir de nouvelles configurations, très légèrement meilleures car assez 
« proches » de celle de départ. Nous avons donc décidé de retenir cet algorithme, qui nous 
permettra de « finaliser » les résultats d’autres recherches, en recherchant autour des solutions 
trouvées s’il existe des configurations légèrement meilleures. Cette recherche doit être assez 
rapide si les solutions sont déjà bonnes, grâce à la simplicité de l’algorithme. 
 
D’après ces deux expériences, nous avons conclu que le problème était trop complexe, et ne 
permettait pas d’appliquer des méthodes d’optimisation classique. Nous nous sommes alors 
penchés sur deux types d’approches différentes. Tout d’abord nous avons décidé d’utiliser des 
heuristiques, qui permettent d’utiliser la connaissance que nous avons du fonctionnement du 
réseau pour trouver de bonnes configurations. Dans un deuxième temps, nous avons essayé 
d’utiliser des algorithmes d’évolution, qui sont généralement bien adaptés aux problèmes de 
grande dimension et de complexité élevée. 
1.3 Heuristiques d’affectation 
1.3.1 Heuristique « Smin » 
La première heuristique que nous présentons est directement reliée à l’intuition que nous 
avons déjà décrite, selon laquelle il vaut mieux mettre les petites trames en priorité haute. De 
cette façon, on espère diminuer le nombre de trames présentes dans un port de sortie à tout 
moment, en évitant le blocage de nombreuses petites trames le temps d’en émettre une très 
longue. Du point de vue de la méthode de calcul déterministe, on retrouve bien l’influence de 
ce facteur minS . Dans le calcul des bornes sur les tailles de files d’attente, qui peut être 
effectué selon deux méthodes présentées dans le chapitre précédent, on retrouve 
systématiquement le facteur minS  au dénominateur. La borne calculée est donc inversement 
proportionnelle à la plus petite taille d’une trame. Plus précisément, le facteur impliqué est le 
minimum des minS  pour tous les flux d’une même priorité. Ceci nous fait penser qu’il vaut 
mieux que tous les flux possédant le même minS  aient la même priorité. Si par exemple on 
choisit la priorité haute pour tous les VL possédant le plus petit minS , on est sûrs que parmi les 
flux restant en priorité basse, il n’y aura que des minS  strictement supérieurs, et donc on 
diminuera la borne calculée sur la file d’attente de priorité basse. 
 
Application 
Nous avons appliqué le raisonnement précédent en utilisant l’heuristique suivante, que nous 
avons baptisée heuristique minS  : 
 
- La configuration initiale a tous les VL en priorité basse 
- Les VL sont triés par ordre de minS  croissant. (les ex-aequo rangés aléatoirement) 
- La première configuration est obtenue en mettant le premier VL en priorité haute 
- La deuxième en mettant les deux premiers VL en priorité haute, etc. 
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On obtient ainsi autant de configurations qu’il y a de VL présents dans le réseau, soit 1008. 
Le graphique suivant présente les résultats obtenus, où pour chaque configuration on indique 
le maximum des bornes sur les tailles de files d’attente, maximum pour tous les ports de tous 
les commutateurs du réseau (borne priorité haute + borne priorité basse). 
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Figure 30 Evolution de la taille max durant l'heuristique 
 
On peut remarquer plusieurs choses sur cette courbe. Tout d’abord, les valeurs obtenues pour 
la première et la dernière configuration sont identiques. Ceci est tout à fait normal puisque 
dans ces deux cas tous les VL ont même priorité (tous basse dans le premier cas, haute dans le 
second), et dans ces cas les ports d’attente des commutateurs se comportent comme une 
simple file FIFO. La deuxième constatation est que la courbe obtenue présente un certain 
nombre de paliers. Ces discontinuités peuvent s’expliquer par la présence dans les 
commutateurs de plusieurs VL qui présentent le même minS . Tant qu’ils n’ont pas tous changé 
de priorité, il reste des VL de ce minS  là en priorité basse, et la discontinuité se rencontre 
lorsque le dernier VL de cet ensemble change de priorité. 
Pour les tendances générales, on constate que la courbe est croissante dans un premier temps, 
avant de redescendre pour présenter un minimum, puis de remonter jusqu’à la valeur initiale.  
La croissance initiale s’explique en se rappelant qu’on groupe les flux provenant du même 
port, allant dans le même port, et de même priorité. Lorsqu’on passe un VL en priorité haute 
au début, on crée un nouveau groupe, de priorité haute, sans pour autant supprimer celui de 
priorité basse. En effet, il n’y a aucune raison que tous les VL appartenant à un même groupe 
aient tous un minS  faible. Dès lors, on perd un peu du bénéfice apporté par la notion de groupe, 
en multipliant le nombre de ceux-ci, comme l’explicite la figure ci-dessous. On peut y lire que 
pendant les 500 premières configurations, on ajoute 2000 groupes de priorité haute, alors que 
dans le même temps on n’en supprime que 700 de priorité basse. 
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Figure 31 Evolution du nombre de groupes durant l'heuristiqu 
 
La décroissance constatée au bout de 500 configurations s’explique en partie par le fait qu’on 
crée moins de groupes de priorité haute, alors qu’on en supprime de plus en plus de priorité 
basse (ils ne contiennent plus de VL). Cependant, le facteur principal est le fait que la taille 
minimale de trames pour les groupes de priorité basse restants commence à augmenter 
fortement ; en effet, on a enlevé de ces groupes les flux possédant un minS  faible : 
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Figure 32 Evolution de la taille min pour les groupes de priorité basse durant l'heuristique 
 
Comme le calcul de tailles en trames utilise ce facteur, on constate une forte diminution de la 
contribution de la priorité basse à la taille totale. 
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Ce phénomène continue jusqu’à la fin de l’heuristique, mais comme le nombre de groupes 
restants en priorité basse diminue de plus en plus, l’effet est moins important, ce qui explique 
la remontée du maximum des tailles vers la fin de l’heuristique. Pour illustrer cette remontée, 
la figure ci-dessous retrace la somme, dans tout le réseau, de tous les minS  de tous les groupes. 
On peut y lire que l’effet dû à l’augmentation du minimum des minS  est très largement 
compensé par l’effet contraire, relatif à la diminution du nombre de groupes de priorité basse. 
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Figure 33 Evolution de somme des Smin durant l'heuristique 
 
La dernière remarque a trait à la valeur de la configuration pour laquelle le minimum est 
atteint. On obtient en effet une valeur de 526 trames, contre 769 pour la configuration initiale, 
soit une baisse d’environ 30%, ce qui est très positif. C’est cette configuration que nous avons 
choisie comme configuration de référence, par exemple pour les algorithmes du gradient et de 
coupe alpha bêta présentés ci-dessus. 
 
Analyse complémentaire 
Nous soulignons tout d’abord que les bons résultats de cette heuristique sont très liés à la 
méthode de calcul des bornes sur les tailles en trames, c'est-à-dire à la déduction de bornes en 
termes de trames, à partir des bornes calculées en termes de bits. En effet, au cours de 
l’analyse, la borne maximale en bits est loin de se comporter de la même manière : 
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Figure 34 Evolution de la taille max en bits durant l'heuristique 
Ce qui permet d’expliquer les bons résultats en terme de trames, alors même que les tailles en 
bits sont dégradées, c’est que la manière de calculer la taille en trames à partir de la taille en 
bits, pour une priorité donnée, fait intervenir le minimum des minS pour les VL de cette 
priorité. Or, comme nous l’avons vu, l’heuristique permet de trouver des configurations pour 
lesquelles les minS des VL de priorité basse sont de plus en plus élevés, ce qui permet de 
réduire la contribution de la priorité basse à la taille totale. La taille en bits dépend plus 
directement du nombre de groupes présents dans le réseau, que l’on a représenté dans la 
figure suivante : 
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Figure 35 Evolution du nombre total de groupes durant l'heuristique 
 
Nous avons également voulu vérifier l’importance de notre choix de ne regarder que le 
maximum des bornes calculées, ce qui nous a conduit à suivre l’évolution au cours de 
l’heuristique de la moyenne de ces bornes (pondérée par le nombre de flux). 
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Figure 36 Evolution de la moyenne des bornes sur les tailles durant l'heuristique 
 
On peut constater avec satisfaction que l’heuristique permet de diminuer le maximum des 
bornes calculées, sans pour autant en augmenter la moyenne. 
Dans le même ordre d’idée, nous avons voulu voir si cette amélioration du maximum des 
bornes sur les tailles se faisait au détriment des bornes calculées sur le délai. Le graphique 
suivant montre l’évolution de notre second critère au cours de l’heuristique. 
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Figure 37 Evolution de l'espérance du délai durant l'heuristique 
Encore une fois, on peut constater heureusement que l’heuristique ne dégrade pas les bornes 
calculées sur le délai. 
 
En conclusion, l’heuristique minS  que nous avons présentée permet de trouver des 
configurations bien meilleures que celle de référence où toutes les priorités sont fixées à 
basse. Cette heuristique présente également l’avantage de ne pas nuire aux bornes sur le délai, 
et de ne pas augmenter non plus la moyenne des bornes sur les tailles. 
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1.3.2 Autres heuristiques envisagées 
Nous avons constaté qu’outre la taille minimale des trames, plusieurs autres facteurs 
influaient sur le calcul des valeurs des configurations, comme l’effet de groupe ou la taille 
maximale des trames. Nous avons alors essayé d’appliquer le même type d’heuristique que 
précédemment, mais en modifiant le critère utilisé pour classer les VL.  
Effet de groupe 
Nous avons mis en avant l’importance dans l’heuristique minS  des groupes qui sont scindés 
puis reconstitués. Ceci nous a donné l’idée d’utiliser comme critère de classement des VL le 
nombre de fois où un VL est associé aux autres dans des groupes. Plus formellement, on 
définit la « corrélation » du VL i avec le VL j comme étant le nombre de groupes dans le 
réseau où i et j apparaissent ensemble. Nous trions ensuite les VL d’après la somme de leurs 
corrélations avec tous les autres VL. Ainsi, nous faisons en sorte de déplacer en premier les 
VL qui sont très « groupés » avec d’autres ; on s’attend donc à ce que les valeurs des 
premières configurations se dégradent plus vite que précédemment, puisqu’on scinde un 
grand nombre de groupes dès le début de l’heuristique. 
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Figure 38 Evolution de la taille max durant l'heuristique utilisant l'effet de groupe 
 
Les résultats de cette heuristique sont bien conformes à nos prédictions, en ce qui concerne 
l’allure générale de la courbe, ce qui conforte bien l’importance du facteur « effet de groupe » 
sur l’analyse (nous avons vérifié par ailleurs que déplacer les VL dans le sens contraire ne 
donne pas de meilleurs résultats). Cependant, cette heuristique ne nous permet pas d’exhiber 
de configuration meilleure que la configuration initiale.  
 
Effet de Smax 
Un autre facteur important de la méthode d’analyse du réseau est la taille maximale des 
trames de chaque VL. En effet, ce paramètre sert à la définition des enveloppes initiales (on 
rappelle que l’ordonnée à l’origine de l’enveloppe initiale est fixée égale à ce Smax pour 
chaque VL). Il sert également lors du calcul des courbes de service dans les multiplexeurs, car 
le traitement est non préemptif et donc les trames de priorité haute peuvent avoir à attendre la 
fin du traitement d’une trame de priorité basse. Nous avons donc fait une nouvelle expérience 
en triant les VL par valeur de Smax décroissant. 
Méthodes d’optimisation du réseau 
-75- 
700
750
800
850
900
950
1000
0 200 400 600 800 1000
numéro de configuration
m
ax
 d
es
 b
or
ne
s 
(tr
am
es
)
 
Figure 39 Evolution de la taille max durant l'heuristique Smax 
Comme dans le cas précédent, on constate que l’analyse est sensible à ce facteur Smax, mais 
qu’on ne peut pas en déduire une heuristique efficace pour réduire la borne maximale 
calculée. 
1.3.3 Améliorations de l’heuristique Smin 
Les expériences précédentes nous ont montré que le facteur minS  est prépondérant pour 
trouver de bonnes configurations. Elles ont également montré que les facteurs Smax et effet de 
groupe sont importants pour l’analyse. Nous avons alors décidé d’utiliser ces facteurs pour 
raffiner l’heuristique minS . En effet dans celle-ci, les VL sont triés par ordre croissant de minS , 
mais ceux de même minS  sont triés aléatoirement. Notre idée a donc consisté à séparer ces ex-
aequo sur la base des deux autres critères. Nous représentons ci-dessous les résultats des deux 
expériences correspondantes. 
500
600
700
800
900
1000
1100
0 200 400 600 800 1000
numéro de configuration
m
ax
 d
es
 b
or
ne
s 
(t
ra
m
es
)
heuristique smin smin et smax smin et groupage
 
Figure 40 Evolution de la taille max pour d'autres heuristiques 
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Ces modifications portées à l’heuristique minS  modifient surtout le comportement de celle-ci 
pour les premières configurations calculées. Malheureusement ce ne sont pas celles qui nous 
intéressent, car elles possèdent des valeurs assez élevées. Parmi les configurations obtenues, 
la meilleure améliore de moins de 1% celle obtenue par l’heuristique minS , ce qui ne 
représente pas un gain très intéressant. 
 
1.3.4 Synthèse   
L’heuristique minS que nous avons présentée permet de trouver de bons individus, améliorant 
jusqu’à 30% le maximum des bornes calculées dans le réseau, sans pour autant en augmenter 
la moyenne ou les bornes sur les délais. Elle présente également l’avantage d’être 
relativement peu coûteuse en calculs, car il suffit d’analyser un millier de configurations 
différentes, ce qui représente une dizaine de minutes seulement. Par contre, raffiner cette 
heuristique pour obtenir des individus encore meilleurs est délicat, et n’apporte pas beaucoup 
de gains. 
1.4 Algorithmes d’évolution 
Devant la complexité du problème, nous avons pensé avoir recours à des algorithmes 
d’évolution, qui sont réputés pouvoir trouver des solutions même dans le cas d’espaces de 
solutions de très grande taille. De plus, dans notre cadre d’étude, il est relativement facile 
d’analyser une configuration donnée, puisque le calcul ne dure que quelques dixièmes de 
seconde.  
Le principe général de ces algorithmes est d’imiter le processus de l’évolution naturelle, en 
espérant que la sélection naturelle au sein d’une population permettra d’obtenir (de converger 
vers) de bons individus. Nous présentons ici cette famille d’algorithmes et leur principe 
général, puis nous présenterons les adaptations nécessaires de ces algorithmes au contexte 
d’optimisation multicritères dans lequel nous nous situons. Les paragraphes suivants 
présenteront nos différentes expériences, ainsi que les résultats obtenus. 
1.4.1 Généralités sur les algorithmes d’évolution  [45] 
Cette famille d’algorithmes est relativement récente, bien que des travaux préliminaires aient 
été effectués dès les années 50 ( [46] [47] [48] [49]). La principale raison du développement 
actuel de ce type d’algorithme est la mise à disposition des chercheurs de moyens de calcul 
suffisamment puissants pour permettre l’utilisation pratique de ce genre d’approche, qui 
nécessite de nombreux calculs. Le principal avantage de ces algorithmes, outre  leurs 
performances souvent intéressantes, est de pouvoir facilement s’adapter à de nombreux types 
de problèmes, ce qui justifie des applications de plus en plus nombreuses, y compris dans 
l’industrie.  
On peut classer les algorithmes d’évolution en trois grandes familles, qui ont été à l’origine 
développées séparément, mais qui présentent de nombreux points communs. 
Les algorithmes génétiques ont été présentés par Holland  [50] [51] [52], avant d’être étudiés 
par de nombreux groupes de recherche. Leur principe est de faire l’analogie avec la théorie de 
la génétique, en manipulant des gènes qui décrivent les individus. Comme la plupart des 
algorithmes d’évolution, leur principal champ d’application réside dans les problèmes 
d’optimisation. 
La programmation évolutive a été utilisée dans le cadre de la recherche sur l’intelligence 
artificielle, comme dans les travaux de Fogel  [53] [54]ou Burgin  [55] [56], Atmar  [57]. Il s’agit 
principalement d’une extension des automates à éléments finis. Dans ce cadre, un automate 
composé d’un nombre fini d’états réagit à une séquence d’entrée, qui utilise un ensemble fini 
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de symboles. Selon le symbole lu, l’automate change d’état, conformément à un nombre fini 
de règles de transition, et produit des symboles de sortie. L’idée originelle était de faire 
évoluer l’automate, en modifiant ses états ou ses règles de transition, de sorte que les 
symboles de sortie prédisent les symboles suivant d’entrée, ou du moins de mesurer grâce à 
une fonction de comparaison l’écart entre la prédiction et la réalité. 
La dernière famille est celle des stratégies d’évolution. Les travaux pionniers de ce domaine, 
comme ceux de Rechenberg  [58] [59] et Schwefel [60] [61], ont présenté ce type de méthode 
d’optimisation de paramètres. 
 
Le principal point commun de ces trois familles d’algorithmes réside dans leur structure. 
Celle-ci veut copier le comportement de l’évolution naturelle, et se sert pour cela du modèle 
darwininen classique. Dans celui-ci, un individu est soumis à la concurrence de ses 
semblables (nourriture, prédateurs, reproduction), ainsi qu’à son environnement (climat). Plus 
un individu est adapté à ces conditions, plus il a de chances de produire une descendance, qui 
héritera de ses caractéristiques. Au fil des générations, la population est alors de plus en plus 
constituée d’individus performants. Mais, la reproduction des individus étant soumise à des 
phénomènes aléatoires, il existe toujours un renouvellement de l’information génétique totale, 
qui permet de préserver la diversité de la population. Ce modèle est décrit dans l’algorithme 
suivant (tiré de  [45]), où P(t) représente la population totale de la génération t (de taille µ), Q 
un ensemble d’individus choisis selon des critères qui varient suivant l’algorithme et P’(t) un 
ensemble de λ descendants de la population P(t). 
 
t =0; 
Initialiser P(t); 
Évaluer P(t); 
Tant que (!critère_de_terminaison) { 
 P’(t) = variation(P(t)); 
 Évaluer P’(t); 
 P(t+1)=sélection[P’(t) U Q(t)] ; 
 t=t+1; 
} 
 
Un algorithme d’évolution sera déterminé par la donnée de tous les opérateurs utilisés ci-
dessus : représentation des individus, variation, évaluation, et sélection. C’est principalement 
dans ces opérateurs que l’on peut différencier les trois grandes familles présentées. 
Cependant, la majeure partie des implémentations actuelles utilise des approches hybrides, 
aussi les trois familles ont-elles tendance à être de moins en moins distinctes. 
Le critère de terminaison peut être lié à la durée d’exécution de l’algorithme (1 heure de 
calcul, 1000 générations, etc.), ou bien à des critères portant sur la population. On peut 
décider d’arrêter l’algorithme lorsque tous les individus sont « bons » en moyenne, ou bien si 
on obtient un individu satisfaisant, etc. 
L’évaluation des individus est généralement effectuée grâce à une fonction de coût, dont le 
bon choix détermine bien sûr le fonctionnement de l’algorithme, et son adéquation au 
problème étudié. 
1.4.1.1 Représentation des individus 
En général, on cherche à étudier des objets appartenant au monde réel, comme par exemple 
des composants électroniques, des actionneurs, des produits chimiques, etc. Les différents 
paramètres de ces objets constituent ce qu’on appelle le phénotype. Les opérateurs dont nous 
avons parlé opèrent sur des représentations symboliques de ces objets, qui forment un espace 
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nommé génotype. L’opérateur de représentation des individus consiste donc à faire le lien 
entre phénotype et génotype. Deux types d’approche sont possibles pour cette représentation. 
On peut décider de coder les individus de façon à ressembler le plus possible aux paramètres 
des objets appartenant au phénotype. Cette approche court le risque d’utiliser dans les calculs 
des individus très complexes ; par contre, il est facile de voir l’individu correspondant dans le 
phénotype. A l’inverse, on peut choisir d’utiliser dans le calcul des individus de type bien 
connu, comme des chaînes de caractères ou des vecteurs de nombres flottants. L’inconvénient 
de ce type de représentation est de complexifier la correspondance avec les objets réels. 
Mathématiquement, selon la complexité de la fonction de codage/décodage, il peut apparaître 
des phénomènes perturbateurs comme des non linéarités ou des singularités. Dans le cas 
général, il n’existe pas de résultat théorique permettant d’affirmer la supériorité d’une 
approche par rapport à l’autre [45]. En pratique cependant, on a plus tendance à utiliser la 
deuxième approche, principalement pour les gains de temps de calcul qu’elle implique. Un 
autre facteur à ne pas négliger est qu’ainsi on peut réutiliser des algorithmes déjà écrits sur 
des objets de type bien connu. 
 
Pour les algorithmes génétiques, la notion centrale est celle de gène. On va donc représenter 
un individu par une chaîne de caractère, censée représenter l’intégralité de son génome. On 
retrouve bien l’analogie avec la génétique, où les chaînes ADN sont représentées par la 
séquence de leurs peptides A T C G. De façon classique, on ne considère que des chaînes 
constituées de caractères binaires, 0 ou 1. Ceci peut conduire à des fonctions de décodage très 
complexes : dans le cas où il faut coder un vecteur de nombre réels appartenant à Rn, on 
commence par scinder le gène en n fragments de longueur identique ; chacun de ces 
fragments correspond au codage classique d’un nombre flottant en binaire. 
Pour les deux autres familles d’algorithmes, les individus sont représentés par des vecteurs de 
réels (stratégies d’évolution) ou des matrices de réels (programmation évolutive, la matrice 
représente les transitions entre états). 
1.4.1.2 Opérateurs de mutation 
Les opérateurs de mutation font partie des opérateurs de variation. Leur rôle consiste à trouver 
un descendant à partir d’un individu donné, par analogie avec les mutations aléatoires du 
génome qui interviennent dans la nature.  
Pour les algorithmes génétiques, cette opération revient simplement à modifier aléatoirement 
un des caractères de la chaîne. En général, on fixe la probabilité de mutation d’un caractère à 
une valeur basse, 0,0001 par exemple, ce qui est une valeur beaucoup plus forte que pour 
l’évolution naturelle, mais qui permet de voir rapidement des modifications intervenir au sein 
de la population. Certains travaux ont cependant montré que choisir une probabilité très forte 
à l’origine mais décroissante au fil des générations, pouvait permettre de converger plus 
rapidement vers de bons individus [62] [63]. 
Dans le cadre de la programmation évolutive, la mutation peut être effectuée par la création 
ou suppression aléatoires d’états, ou bien la redéfinition de transitions. 
Pour les stratégies évolutives, la mutation d’un individu représenté par le vecteur de réels [ ] niixx ..1∈= s’effectue généralement de la façon suivante :  ( )1,0.' iiii Nxx σ+=  
Le vecteur σ est appelé vecteur des paramètres de la stratégie. La mutation consiste donc à 
ajouter à chaque composante ix  une valeur d’espérance nulle et de variance
2
iσ . De nombreux 
travaux récents  [64] [65] font de iσ un des paramètres à optimiser par l’algorithme, ce qui 
porte le nom d’auto évolution. 
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1.4.1.3 Opérateurs de recombinaison 
Comme les opérateurs de mutation, les opérateurs de recombinaison sont des opérateurs de 
variation. Dans l’analogie avec l’évolution naturelle, ils représentent la reproduction sexuée, 
puisque leur rôle est de déterminer un descendant à partir de deux (ou plus) parents. 
Pour les algorithmes génétiques, la recombinaison est le plus souvent effectuée en choisissant 
aléatoirement un point de croisement des gènes (position dans la chaîne). Le gène résultant est 
obtenu en concaténant la partie gauche du gène d’un parent avec la partie droite de celui de 
l’autre parent.  
Pour les stratégies d’évolution le choix est très ouvert. On peut choisir des opérateurs qui 
sélectionnent aléatoirement les composantes de l’un ou l’autre des parents, ou bien utiliser des 
moyennes entre ces composantes. 
Des travaux récents ont montré que l’utilisation de plusieurs parents permet d’accélérer la 
recherche de bons individus  [66]- [68], mais la compréhension du fonctionnement de ces 
opérateurs de recombinaison est encore un problème de recherche très ouvert. 
1.4.1.4 Sélection 
Contrairement aux opérateurs précédents, la sélection ne s’appuie pas sur la représentation des 
individus dans le génotype, mais sur leur valeur calculée grâce à la fonction d’évaluation 
choisie. On dispose de nombreuses méthodes pour choisir certains individus, pour la 
recombinaison par exemple. Une méthode consiste à assigner à chaque individu une 
probabilité de sélection directement proportionnelle à sa valeur. Une autre assigne cette 
probabilité en fonction du classement de l’individu dans la population totale (le meilleur 
individu a plus de chances d’être choisi que les autres, et ainsi de suite). Une méthode 
fréquemment utilisée, car elle est efficace et très simple à programmer, est celle du tournoi. 
Dans celle-ci, on choisit au hasard un certain nombre d’individus, et on choisi parmi ceux-ci 
le meilleur. On reconduit cette méthode jusqu’à avoir sélectionné le bon nombre d’individus. 
Le nombre d’individus choisis pour chaque tournoi permet de fixer le niveau d’exigence de la 
sélection : plus il sera important, meilleurs seront les individus choisis. 
1.4.1.5 Quelques perspectives 
Plusieurs pistes ont été envisagées pour améliorer ces différents algorithmes. On pourrait par 
exemple prendre en compte l’âge des individus au moment de choisir les individus pour la 
reproduction. Une autre approche serait d’effectuer en parallèle l’évolution de plusieurs races, 
ce qui impliquerait de nouvelles interactions. Il serait également possible de considérer des 
générations décalées, ou bien des évolutions de populations en des endroits différents, avec 
des effets liés aux migrations (ceci permettrait de répartir le calcul). Enfin, certains envisagent 
d’utiliser un mode de représentation ou une fonction d’évaluation qui évolueraient en fonction 
du temps. 
1.4.1.6 Synthèse 
Le principal point fort des algorithmes d’évolution réside dans la quantité de choix 
disponibles, à chaque niveau de la démarche. Cela permet d’obtenir facilement un algorithme 
très adapté au problème étudié. Par rapport aux algorithmes d’optimisation classique, des 
études  [69] ont montré que les résultats sont souvent aussi bons, mais qu’en plus les 
algorithmes d’évolution s’appliquent à des cas pour lesquels il n’existe pas de méthode 
classique.  
Comme souvent, cette force constitue également la grande faiblesse de ces algorithmes. En 
effet, le grand nombre de paramètres à fixer les rend difficiles à utiliser, d’autant plus qu’il 
manque encore de connaissances théoriques sur leur fonctionnement (ce qui permettrait de 
mieux choisir les bons paramètres et opérateurs). 
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1.4.2 Généralités sur les algorithmes multicritères  [70] 
Le fait que les algorithmes d’évolution donnent de bons résultats pour des problèmes 
d’optimisation complexes en a fait des candidats de choix pour les problèmes d’optimisation 
multicritère. Contrairement aux algorithmes précédents où la fonction d’évaluation jugeait les 
individus selon un critère prédéfini, dans cette classe de problèmes les individus sont jugés 
selon plusieurs critères. Dans le reste de cet exposé, nous nous contenterons du cas de deux 
critères, sans perte de généralité. On se trouve immédiatement confronté au problème 
suivant : soient deux individus A1 (valeurs u1 et v1) et A2 (u2 et v2), comment les 
comparer ? On utilise la notion de domination au sens de Pareto : A1 domine A2 si et 
seulement si u1>u2 et v1>v2. On constate immédiatement que cette relation n’est pas une 
relation d’ordre total, puisque deux individus peuvent très bien ne pas être comparables avec 
cette relation. Nous illustrons cette notion dans le schéma suivant, qui représente l’espace des 
objectifs : chaque point représente un individu et a comme coordonnées les valeurs de 
l’individu par rapport aux différents critères. 
 
y1 
y2 
mieux 
moins bon 
 
Figure 41 Plan des objectifs, notion de « mieux » 
 
Plutôt que la recherche d’un individu optimal, le but de la recherche multicritère est remplacé 
par la recherche du front de Pareto. Le front de Pareto est une courbe dans le plan des 
objectifs, qui constitue la frontière entre les individus dominés et non dominés : si un individu 
se situe sur le demi-plan supérieur, il sera non dominé. Au sein d’une population de taille 
donnée, l’ensemble des individus non dominés  fournit une estimation du front de Pareto. 
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individus non dominés 
y1 
y2 
front de Pareto 
 
Figure 42 Evocation du front de Pareto 
 
La signification physique de ce front de Pareto est évidente : il s’agit de la courbe d’échange 
entre les deux critères. Elle indique par exemple, si on veut gagner sur le critère 1, de combien 
on va perdre sur le critère 2. La connaissance de ce taux d’échange est souvent primordiale 
lors des phases de conception, pendant lesquelles on cherche le meilleur compromis entre 
plusieurs critères. 
Cet aspect multicritère va créer plusieurs difficultés pour les algorithmes d’évolution, et nous 
détaillons les principales dans les trois paragraphes suivants. 
1.4.2.1 Evaluation des individus 
Dans le cas des algorithmes monocritères,  il est facile de juger de la qualité d’un individu 
donné. Quand plusieurs critères sont présents, il faut déterminer une méthode permettant de 
juger cette qualité, en tenant compte des différents critères, notamment pour les phases de 
sélection. On distingue généralement trois méthodes. 
La première méthode permet de se ramener au cas précédent, puisqu’il s’agit simplement de 
faire une moyenne pondérée des valeurs sur chacun des critères. Pour conserver l’aspect 
multicritère, les poids utilisés varient au cours de l’évolution. 
La deuxième méthode est de regarder les critères à tour de rôle : le premier individu est choisi 
en fonction d’un critère, le second en fonction d’un autre critère, etc. Une variante de cette 
méthode consiste à affecter à chaque critère une probabilité d’être le critère pris en compte 
pour le choix de l’individu. 
La dernière famille de méthodes utilise la notion de domination au sens de Pareto. La qualité 
d’un individu peut être établie en comptant combien d’individus il domine, ou combien le 
dominent, ou alors en tenant compte de ces deux chiffres, comme par exemple dans 
l’algorithme SPEA2  [74] que nous détaillons plus loin. On remarque que les deux dernières 
méthodes jugent la qualité d’un individu par rapport à la population totale, alors que la 
première fixe cette qualité uniquement sur la base des différents critères. 
1.4.2.2 Préservation de la diversité 
Un des points clés des méthodes multicritères est de préserver la diversité génétique au sein 
de la population. Ceci permet en principe d’éviter que tous les individus ne ressemblent au 
meilleur, c'est-à-dire que la population ne converge que vers un point du front de Pareto, au 
lieu de le décrire. La technique utilisée dans la plupart des algorithmes consiste à diminuer la 
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probabilité de sélection d’un individu (en diminuant sa qualité calculée précédemment), s’il 
est dans une zone « dense » de la population. On distingue ici aussi trois grandes méthodes 
permettant d’estimer cette densité. 
La première est la plus consommatrice de puissance de calcul : pour estimer la densité autour 
d’un individu donné elle commence par calculer toutes les distances (dans l’espace des 
objectifs)  de cet individu à tous les autres. Ces distances sont alors utilisées comme 
arguments d’une fonction « densité ». Ce peut-être une simple moyenne, ou d’autres fonctions 
plus complexes. 
La deuxième méthode est celle du plus proche voisin. Ici encore, on calcule toutes les 
distances, et on estime la densité par la distance au kème voisin le plus proche. En général, k 
est fixé à 1. 
La dernière méthode consiste à découper l’espace des objectifs en petites zones, généralement 
grâce à une grille régulière. La densité locale est estimée simplement en comptant combien 
d’individus se trouvent dans la même case. 
1.4.2.3 Elitisme 
Au cours de l’évolution, on ne souhaite pas perdre de bons individus. Ceci implique en 
général le stockage de ces individus dans une archive, et la consultation de cette archive au 
moment de constituer les nouvelles populations. Le problème se pose lorsqu’on considère que 
pour des raisons d’efficacité d’implémentation, cette archive doit être de taille limitée. Pour 
cette raison, on se limite généralement à ne stocker que des individus non dominés. Mais cette 
précaution est loin d’être suffisante, puisque il peut en principe exister un nombre infini 
d’individus non dominés. Un tri de l’archive est donc nécessaire à chaque génération. Pour ce 
faire, les algorithmes peuvent par exemple utiliser des informations sur la densité : si deux 
individus sont proches, on peut ne garder qu’un des deux. Malheureusement, cette méthode 
peut conduire à une perte de diversité génétique, car ce n’est pas parce que deux individus ont 
des valeurs proches pour les critères choisis, que leurs gènes se « ressemblent ». D’autres 
algorithmes utilisent « l’âge » des individus comme critère de choix, en décidant de ne 
conserver que les individus les plus récemment ajoutés dans l’archive, ou au contraire les plus 
anciens.  
Cette gestion de l’archive reste un point très délicat des algorithmes multicritères, car il est 
source d’une perte de diversité génétique, et qu’il peut également introduire l’effet suivant : 
un individu présent dans l’archive à la génération t peut être dominé par un individu ayant été 
dans l’archive au temps t’<t, mais ayant été supprimé depuis. Les performances d’un 
algorithme multicritère sont donc très souvent mesurées au regard de la qualité de leur gestion 
d’archive  [71] [72]. 
 
1.4.3 Application des algorithmes génétiques multicritères au problème étudié 
Pour développer notre application d’un algorithme d’évolution adapté à notre contexte, nous 
avons retenu l’architecture présentée par Bleuler, Laumanns, Thiele et Zitzler sous le nom de 
projet PISA  [73]. Cette architecture a été construite sur la base de deux constatations : d’une 
part, compte tenu de la complexité importante des algorithmes utilisés, il devient difficile 
pour un non spécialiste de développer et d’utiliser ce type d’approches, pour résoudre un 
problème donné. D’autre part, les développeurs d’algorithmes d’évolution ont du mal à 
trouver des problèmes concrets leur permettant de tester les performances de leurs 
algorithmes. Les auteurs de  [73] ont donc pris le parti de créer une interface simple pour relier 
ces deux mondes. Ils séparent d’un côté ce qui dépend directement du problème étudié, c'est-
à-dire les opérateurs de mutation, de recombinaison, ainsi que la fonction d’évaluation, et de 
l’autre ils placent tout ce qui est indépendant de la nature du problème, comme la sélection 
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qui n’utilise que les valeurs calculées pour les individus. L’idée est donc que les spécialistes 
d’optimisation peuvent développer des modules spécifiques indépendants du problème, que 
les développeurs d’applications n’auront plus qu’à connecter au module représentant leur 
problème. Le schéma ci-dessous, tiré de  [73], illustre cette architecture. 
 
 
Figure 43 Architecture PISA 
 
L’architecture ainsi développée présente l’avantage de permettre la réutilisation de modules 
existants, avec une certaine souplesse. Le lien entre les deux modules est effectué grâce à une 
interface simple (mode texte). Les données échangées sont soit des données de contrôle (par 
exemple : « le variateur a fini, c’est au tour du sélecteur »), soit des données relatives aux 
individus (valeurs pour chaque critère, index des individus choisis dans la population). 
Certains paramètres communs aux deux modules choisis (taille des populations, archives, 
pression sélective) sont regroupés au sein d’un fichier texte supplémentaire. 
 
Paramètres globaux choisis 
Les paramètres nécessaires dans notre cas ont été fixés comme suit : 
 
Paramètre Description Valeur choisie 
α Taille de la population initiale et de 
l’archive 
1000 
µ Nombre d’individus sélectionnés pour la 
reproduction 
100 
λ Nombre de nouveaux individus à chaque 
génération 
10 
P Pression sélective (nombre d’individus 
dans chaque tournoi) 
3 
Dim Dimension du problème : nombre de 
critères d’évaluation des individus 
2 
Max_gen Nombre maximal de générations 15000 
 
Il s’agit ici des valeurs fixées en général dans toutes nos expériences. Cependant, il nous a 
parfois été nécessaire d’utiliser des valeurs différentes, par exemple pour juger de l’influence 
respective de ces paramètres. 
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La taille de l’archive retenue peut sembler faible au regard de la complexité du problème, 
puisque elle est même inférieure à la longueur des gènes. Cependant, certaines études 
montrent que les algorithmes d’évolution sont peu sensibles à cette taille d’archive. De plus, 
une taille de population relativement faible rend l’occupation mémoire du programme plus 
raisonnable, et l’exploitation des résultats plus simple. Nous avons choisi de sélectionner pour 
la reproduction une portion importante de la population (10%), mais de n’utiliser que 20% de 
ces individus pour la reproduction (deux parents pour un enfant, choisis aléatoirement parmi 
µ). Nous pensons ainsi permettre de préserver la diversité de la population en ne sélectionnant 
pas exclusivement les meilleurs individus. Pour la même raison, nous avons choisi une 
pression sélective relativement faible. Ces choix ont été établis en fonction de notre 
compréhension du problème ; l’article  [45] déclare d’ailleurs qu’il n’existe pas de « guide 
théorique du choix des paramètres », car ce choix est intimement lié au problème étudié. 
 
Sélecteur choisi 
Pour notre application, nous avons choisi pour le sélecteur l’algorithme SPEA2  [74]. En effet, 
une étude de plusieurs algorithmes d’optimisation multicritère  [72] a conclu qu’il était 
aujourd’hui le meilleur sur la plupart des critères : préservation de la diversité, élitisme, 
distance moyenne au front de Pareto. 
On rappelle ici les principales caractéristiques de cet algorithme : 
- la qualité d’un individu est jugée d’après des critères de domination dans la population 
globale. Plus précisément, on affecte à chaque individu i une valeur S(i), qui 
représente le nombre d’individus de la population qui sont dominés par i. La qualité 
d’un individu j est alors obtenue en additionnant les S(i) pour tous les individus i qui 
dominent j. 
- l’estimation de la densité est effectuée par une méthode inspirée de celle de plus 
proche voisin : les distances à tous les voisins sont calculées, et on ajoute à la qualité 
de l’individu (décrite dans le point précédent) l’inverse de la distance au k-ième voisin 
(en général, k est fixé à 1). 
- l’algorithme utilise une archive d’individus de taille fixe. En cas de besoin, le tri de 
l’archive est effectué en enlevant l’individu qui a le plus proche voisin (en cas 
d’égalité, on regarde le second plus proche voisin). 
 
Le déroulement général de SPEA2 est explicité par l’algorithme suivant : 
 
Données : M taille de la population engendrée, N taille de l’archive, T nombre maximum 
de générations. 
 
Etape 1 : Initialisation. Création d’une population initiale 0P , d’une archive initiale 
vide 0A . 
 
Etape 2 : Evaluation des individus. On calcule la qualité de chacun des individus 
(population tP  et archive tA  ) comme indiqué ci-dessus. 
 
Etape 3 : Sélection. Recopie de tous les individus non dominés de tP  et tA  dans 1+tA . Si 
la taille de 1+tA  est supérieure à N, on la trie selon le critère cité précédemment. 
Si elle est inférieure à N, on la remplit d’individus dominés. 
 
Etape 4 : Terminaison. Si un critère de terminaison est vérifié, ou que le nombre de 
générations calculées est supérieur T, fin de l’algorithme. Le résultat est formé 
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de l’ensemble des individus non dominés de 1+tA . 
 
Etape 5 : Sélection pour la reproduction. On choisit un ensemble de « parents » par 
tournois successifs au sein de 1+tA . 
 
Etape 6 : Variation. On applique les opérateurs de recombinaison et de mutation sur 
l’ensemble des parents choisis. Les individus résultants constituent 1+tP . 
1+= tt , et on boucle sur l’Etape 2. 
 
 
Variateur choisi 
Conformément à l’architecture PISA, notre variateur représente notre problème. Nous avons 
fait les choix suivants : 
- les individus représentent des configurations différentes, c'est-à-dire qu’une 
configuration correspond à un choix de priorités pour tous les VL du réseau. Chaque 
individu est représenté par son gène, codé dans notre application par une chaîne de 
caractères « 1 » ou « 2 ». Les VL sont ordonnés lors de l’initialisation de l’algorithme, 
et un « 1 » en ième  position indique que le VL numéro i est de priorité haute. On 
obtient des gènes de longueur le nombre de VL dans le réseau, soit 1008. 
- Chaque individu est analysé par une nouvelle exécution de notre programme 
d’analyse. Les critères de mesure retenus sont ceux présentés plus tôt, c'est-à-dire 
d’une part la plus grande borne sur les tailles de files d’attente calculées (pour tous les 
multiplexeurs du réseau), et d’autre part l’espérance des bornes sur le délai calculées 
dans tout le réseau.  
- La variation proprement dite est effectuée parmi les µ individus choisis pour la 
reproduction, en appliquant λ fois l’opérateur de recombinaison. Pour les λ individus 
ainsi obtenus, on fixe une probabilité de mutation 0,4. 
- l’opérateur de mutation choisi est classique : pour un individu donné, la mutation est 
effectuée en modifiant les priorités de 2 pourcents des VL, choisis aléatoirement. 
- l’opérateur de recombinaison est également classique : A partir de 2 individus parents, 
on obtient un nouvel individu en concaténant les parties droites d’un parent et gauche 
de l’autre parent, avec un point de croisement aléatoire (l’index dans la chaîne où l’on 
coupe les gènes). 
- Le choix de la population initiale est très important, comme nous l’illustrerons par la 
suite. Dans un premier temps, les α premiers individus sont obtenus en tirant 
aléatoirement des chaînes de caractères binaires de la bonne longueur (celle du 
génotype). 
1.4.4 Résultats obtenus sans choix de la population initiale 
Nous présentons ci-dessous les résultats de notre première utilisation de l’algorithme ainsi 
constitué pour déterminer de bonnes affectations de priorité. 
Chaque point représente une configuration différente, avec en abscisse l’espérance du délai, et 
en ordonnées la borne maximale calculée (en trames). Les individus appartenant à une même 
génération sont représentés de la même couleur ; les nuages de points représentent donc les 
populations à des instants différents. Dans notre application, nous avons choisi de minimiser 
les deux critères, les meilleurs individus sont donc dans le coin inférieur gauche du graphique. 
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Figure 44 Evolution de la population au cours de l'algorithme 
 
La première constatation qu’on peut formuler à propos de ce graphique est que l’algorithme 
converge bien, vers une population restreinte, composée d’individus nettement meilleurs que 
ceux initialisés aléatoirement. Pour confirmer cette impression, nous présentons sur le 
graphique suivant l’évolution de la « dispersion » des nuages au fil des générations. (On 
définit cette dispersion comme la somme des distances euclidiennes au carré de chaque point 
à tous les autres.) 
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Figure 45 Evolution de la dispersion de la population au cours de l'algorithme 
 
On peut bien vérifier avec cette courbe que la population est de plus en plus concentrée. 
Les performances moyennes des individus sur le premier critère (taille maximale) sont 
présentées sur le graphique suivant : 
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Figure 46 Evolution de la valeur moyenne des individus au cours de l'algorithme 
 
On peut observer sur ce graphique que les individus des dernières populations sont en 
moyenne 15% meilleurs que ceux de la population initiale en ce qui concerne le premier 
critère (on obtiendrait le même ordre de grandeur sur le deuxième critère). 
Ceci nous permet de conclure que notre algorithme fonctionne correctement, puisqu’il permet 
d’obtenir de bons individus, et qu’il converge de façon satisfaisante. 
Cependant, ces résultats nous semblent insuffisants, dans le sens où ils ne nous permettent pas 
d’exhiber des individus aussi performants que ceux trouvés par l’heuristique minS , présentées 
dans la section  1.3.1. On rappelle en effet que cette méthode nous a fait découvrir des 
individus qui auraient sur le premier graphique les coordonnées (0.0016 ; 524). Les individus 
de la population finale sont même équivalents à l’individu de référence, pour lequel tous les 
VL ont une priorité basse : (0.002 ; 768). 
Nous avons interprété ce manque de performance comme une perte de diversité dans nos 
populations, ou du moins un manque de recherche d’innovations génétiques : il semblerait 
que notre algorithme ait convergé vers des « points attracteurs » de l’espace des solutions. 
Pour essayer de contourner ce problème, nous avons pensé à augmenter les paramètres 
responsables de la création de nouveaux individus : probabilité de mutation, sévérité de ces 
mutations, nombre de descendants par génération. Le graphique suivant présente les résultats 
obtenus en utilisant ce nouveau jeu de paramètres : 
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Figure 47 Evolution de la population au cours de l'algorithme, nouveaux paramètres 
 
Il apparaît que les résultats obtenus avec ces paramètres ne sont pas meilleurs que dans le cas 
précédent. En fait, nous avons déduit que l’impact de cette modification des paramètres a 
simplement permis d’accélérer la convergence de l’algorithme, sans pour autant améliorer la 
valeur des individus des dernières générations. On peut constater cette accélération de 
convergence en reprenant l’évolution de la moyenne des valeurs sur le premier critère, au fil 
des générations : 
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Figure 48 Evolution de la valeur moyenne des individus avec ces nouveaux paramètres 
 
On constate immédiatement une convergence bien plus rapide, puisqu’on se rapproche 
presque deux fois plus vite que précédemment d’une valeur supérieure à 1% à la limite.  
Nous avons alors tenu à vérifier que le fait d’optimiser par rapport à deux critères ne limite 
pas la performance de l’algorithme par rapport à l’un d’entre eux. Nous avons donc choisi 
d’utiliser notre algorithme pour optimiser seulement la borne maximale sur les tailles de files 
d’attente. 
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Figure 49 Evolution de la population au cours de l'algorithme mono-objectif 
 
Encore une fois, on constate que l’algorithme converge vers des individus meilleurs que les 
individus initiaux, par rapport au seul critère retenu. La valeur de ces individus, proche de 
727, est légèrement meilleure que dans le cas de la recherche multicritère, d’environ 5%. On 
touche là une limite de l’algorithme multicritère : il n’a pas permis de découvrir des individus 
de ce type, c'est-à-dire légèrement meilleurs pour un critère donné, mais bien moins bons par 
rapport à l’autre (on peut le vérifier par ailleurs). Cependant, même en optimisant par rapport 
à un seul critère, on n’est pas parvenu à découvrir des individus aussi bons que ceux exhibés 
par l’heuristique minS . 
 
Nous concluons de ces expériences que l’algorithme, initialisé avec des individus choisis 
aléatoirement, tend à converger vers des individus dont les valeurs ne sont pas excellentes ; il 
ne permet pas de se diriger au sein de l’espace solution vers de meilleurs individus. Nos 
tentatives de modifier le comportement de l’algorithme, en changeant les opérateurs de 
variation, ou en essayant de favoriser un critère par rapport à l’autre, n’ont pas permis de 
mieux diriger l’algorithme, ce qui semble indiquer que les « bons » individus occupent une 
portion très restreinte de l’espace solution. Compte tenu de la complexité du problème, il ne 
nous a pas semblé abordable d’étudier les propriétés topologiques de l’espace solution, de 
manière à « guider » les recherches de l’algorithme. 
1.4.5 Résultats obtenus avec population initiale choisie  
Il nous alors semblé que la meilleure façon de guider l’algorithme était de ne pas le laisser 
chercher « en aveugle », mais d’y inclure nos connaissances sur le fonctionnement du réseau. 
Pour ce faire, nous avons choisi de jouer sur la population initiale. L’idée est de donner à 
l’algorithme des individus initiaux qui possèdent déjà de bonnes propriétés. On sait en effet 
qu’une des caractéristiques de l’algorithme est de favoriser les individus performants, et de 
faire en sorte de répandre dans la population entière leurs propriétés. 
Nous avons donc choisi de remplir la population initiale avec les configurations étudiées dans 
l’heuristique minS , parmi lesquelles on sait se trouver de très bonnes configurations. On 
complète cette population initiale avec des individus dont les gènes sont choisis 
aléatoirement. 
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Les résultats obtenus sont représentés sur le graphique suivant. 
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Figure 50 Evolution de la population au cours de l'algorithme, initialisation choisie 
 
On voit facilement sur ce graphique l’évolution des populations au cours de l’algorithme, et 
surtout comment les bonnes propriétés des quelques bons individus initiaux se propagent au 
sein de la population. Conformément à nos attentes, la population finale est constituée 
d’individus bien meilleurs que dans l’expérience précédente, où la population initiale était 
choisie aléatoirement : on constate en effet des gains jusqu’à 25% pour le critère de borne 
maximale. Pour mieux voir les individus de la population finale, nous effectuons un zoom sur 
la partie inférieure gauche du graphique, en ne représentant que la première et la dernière 
génération. 
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Figure 51 Zoom sur la population finale 
 
On voit assez distinctement deux types de points sur ce graphique. Le premier groupe est 
formé d’individus pour lesquels l’espérance du délai est inférieure à 0.00135 ms. Ils ont en 
général des valeurs sur l’autre critère comprises entre 780 et 800 trames. Le « taux 
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d’échange » entre les deux critères semble ne pas être très important, puisqu’il est possible 
d’améliorer l’espérance du délai sans trop modifier la borne maximale calculée. On remarque 
que ce groupe est formé en grande partie des individus initiaux, ce qui indique que notre 
algorithme n’a pas trouvé de configurations bien meilleures que celles données par 
l’heuristique. La seconde catégorie d’individus regroupe ceux qui sont meilleurs pour le 
critère des tailles. Le « taux d’échange » est plus difficile à définir ici, mais on constate bien 
que pour gagner sur un critère il faut perdre sur le second. On remarque également qu’on n’a 
pas pu trouver d’individu significativement meilleur que ceux donnés par l’heuristique, vis-à-
vis de ce critère de taille, mais par contre on trouve des individus tout aussi bons pour ce 
critère, mais 5% meilleurs pour l’autre critère. L’allure générale de la population finale nous 
donne une bonne idée du front de Pareto de ce problème, et peut permettre de mieux 
comprendre quels sont les termes de l’échange entre diminuer la borne maximale calculée et 
augmenter le délai moyen dans le réseau. 
 
1.4.6 Apport des algorithmes génétiques au problème 
Les algorithmes d’évolution se posent a priori comme de bons candidats pour trouver des 
solutions à des problèmes d’optimisation multicritères de forte complexité. L’application 
d’une de ces techniques à notre problème nous a cependant confrontés aux problèmes connus 
de ce type de démarche : convergence de l’algorithme vers des bassins d’attraction, difficulté 
de régler les différents paramètres utilisés. Nous avons montré toutefois que le fait de guider 
l’algorithme en lui indiquant dès l’origine quelques bonnes solutions permet d’en améliorer 
grandement les performances. Au final, ce couplage heuristique minS  + algorithme génétique 
se présente à nous comme l’outil le plus efficace pour découvrir de bonnes solutions à notre 
problème. Outre le fait qu’il est plus performant que nos différentes optimisations de 
l’heuristique minS , il permet d’esquisser l’allure du front de Pareto, ce qui peut s’avérer très 
utile pour le responsable du réseau. Cela peut en effet lui permettre de choisir en toute 
connaissance de cause un compromis entre les deux critères. 
 
1.5 Synthèse sur l’affectation des priorités aux VL 
Le problème du choix des priorités pour le millier de VL présents dans le réseau est un 
problème extrêmement complexe, de par sa taille mais aussi à cause des multiples effets, 
parfois contraires, qui influencent la méthode d’analyse.  
Pour résoudre ce problème, nous avons présenté une heuristique relativement simple, qui 
permet d’obtenir rapidement de bonnes configurations. Nous avons également présenté une 
méthode à base d’algorithme génétique permettant d’améliorer cette heuristique, au prix 
toutefois d’une bien plus grande complexité. 
Les résultats obtenus par ces méthodes sont intéressants à deux titres. Tout d’abord, on arrive 
à choisir de bonnes affectations pour les priorités des VL, qui permettent d’améliorer les 
résultats de l’analyse du réseau de plus de 30% (par rapport à la configuration tous les VL de  
priorité basse) : on passe par exemple d’une borne maximale de 769 trames à seulement 525, 
tout en réduisant la moyenne des bornes sur le délai dans les ports du réseau de 25% environ. 
D’autre part, on met en évidence les termes du compromis entre ces deux critères, ce qui 
permet de choisir la bonne configuration en fonction des besoins. 
Plusieurs études intéressantes permettraient de compléter notre étude. La première porterait 
sur une meilleure compréhension du déroulement de l’évolution au cours de l’algorithme 
génétique. Il serait notamment intéressant de quantifier l’importance relative de chacun des 
paramètres que nous avons fixés. Une autre étude plus axée sur le réseau pourrait se focaliser 
sur la caractérisation des bonnes configurations trouvées. Il serait en effet intéressant de 
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découvrir leurs points communs, ce qui permettrait peut-être à terme de mieux comprendre le 
fonctionnement global du réseau, et de son analyse par notre outil. On pourrait notamment 
essayer de quantifier les « corrélations » entre plusieurs VL, c'est-à-dire comprendre quels 
sont les VL dont les priorités doivent être modifiées en même temps, pour améliorer le plus 
possible les résultats. Cette connaissance permettrait alors de créer une nouvelle heuristique, 
ou d’améliorer l’heuristique minS  proposée. 
2 Optimisation de l’architecture matérielle du réseau 
Nous disposons maintenant d’une méthode d’analyse complète du réseau, qui permet de juger 
si un réseau avionique respecte les contraintes liées à la qualité de service exigée. Sachant que 
le réseau sera jugé de cette façon, nous cherchons à l’optimiser vis-à-vis de cette méthode 
d’analyse. Dans la première partie de ce chapitre, nous avons modifié les caractéristiques du 
trafic passant dans le réseau, plus précisément les priorités affectées à chaque VL. Nous 
étudions maintenant des modifications plus profondes du réseau, qui touchent à son 
architecture physique. Dans un premier temps, nous nous pencherons sur une modification de 
la manière de relier les commutateurs entre eux, puis nous envisagerons les gains éventuels 
apportés par une modification de la politique de service des ports de sortie de ces mêmes 
commutateurs. 
2.1 Mode d’interconnexion des commutateurs 
Les travaux présentés ci-dessous ont été réalisés en collaboration avec des étudiants de 
l’ENSEEIHT, dans le cadre de leur projet long. Ils sont détaillés dans le rapport de projet 
rédigé à cette occasion  [81]. 
2.1.1 Motivations 
Au cours de nos analyses précédentes, nous avons pu constater que les ports qui posent 
problème, c'est-à-dire au sein desquels la borne calculée est très élevée, sont très peu 
nombreux : moins d’une dizaine sur plus de 300 ports. Les problèmes sont donc localisés en 
ces points, ce qui nous a donné l’idée de leur apporter une solution locale. 
La solution que nous avons envisagée est relativement simple : puisque les ports de sortie 
constituent des points d’engorgement, nous avons pensé à doubler ces ports. Dans le cas d’un 
port qui relie deux commutateurs par exemple, nous avons ajouté un nouveau lien entre deux 
autres de leurs ports. De manière intuitive, on divise ainsi le trafic qui passe dans les ports, ce 
qui implique automatiquement une réduction des bornes calculées. 
Bien entendu, nous faisons l’hypothèse qu’il y a au moins un port disponible sur chacun des 
commutateurs impliqués. 
2.1.2 Réalisation 
La mise en pratique de cette idée est relativement aisée. La principale question qui se pose 
porte sur le choix des VL à déplacer sur le nouveau lien. Considérant l’expérience acquise 
précédemment avec le choix des priorités, nous avons décidé de déplacer d’abord les flux de 
plus petit minS . Plus précisément, nous en avons fait deux heuristiques : pour un port donné 
que nous doublons, la première heuristique déplace un par un les flux, par ordre croissant de 
minS . La deuxième heuristique déplace quant à elle les groupes, toujours selon le même ordre. 
Les paragraphes suivants présentent les résultats obtenus. 
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2.1.3 Résultats locaux  
Pour pouvoir juger de l’efficacité de nos heuristiques, nous avons bien sûr observé la somme 
des bornes calculées pour les deux ports, celui d’origine et le dupliqué. 
Les deux graphiques suivants présentent l’évolution de la somme des deux bornes, au cours 
des deux heuristiques présentées. Le port que nous avons choisi de dupliquer est l’un des plus 
chargé du réseau: nous avions calculé pour ce port une borne sur la taille maximale de 730 
trames. 
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Figure 52 Heuristique Smin en utilisant les flux passant par le port doublé 
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Figure 53 Heuristique Smin utilisant les groupes passant par le port doublé 
Ces deux graphiques appellent un certain nombre de commentaires. Tout d’abord, l’évolution 
au cours de l’heuristique est très marquée, puisque la différence entre l’instant de départ et la 
valeur atteinte au minimum peut atteindre 40%. On constate bien sûr que les valeurs initiales 
et finales sont égales, puisque elles correspondent aux cas où tous les flux sont dans un port 
ou dans l’autre. Il est très intéressant de noter que la somme des deux bornes a tendance à 
diminuer lorsqu’on répartit le trafic dans les deux ports. Nous interprétons ceci en pensant que 
lorsque le trafic est moindre dans un port, les congestions sont largement moins importantes : 
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la somme des valeurs atteintes lors de deux petites congestions est nettement inférieure à celle 
atteinte lors d’une grosse congestion.  
En ce qui concerne la comparaison entre les deux heuristiques, on peut surtout constater que 
la première permet de diminuer de manière plus importantela somme des bornes que la 
seconde, de près de 15%. On peut penser que ceci provient du fait que la première heuristique 
permet de choisir plus librement les flux à déplacer. 
On voit donc grâce à ces résultats qu’on peut largement diminuer la taille totale des files 
d’attente nécessaire dans un commutateur, en répartissant le trafic entre plusieurs ports. 
2.1.4 Influence sur le reste du réseau 
Nous avons vu dans le paragraphe précédent que localement, la solution proposée présente 
bien des avantages. Nous avons cependant voulu étudier l’impact de ces modifications locales 
sur le reste du réseau. Pour ce faire, nous avons regardé la somme des bornes sur tous les 
ports de sortie du commutateur qui reçoit le trafic par le lien doublé. 
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Figure 54 Maximum des bornes sur SW-4 au cours de l'heuristique déplaçant les flux 
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Figure 55 Maximum des bornes sur SW-4 au cours de l'heuristique déplaçant les groupes 
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Il convient ici de différencier l’analyse suivant l’heuristique considérée. Pour l’heuristique qui 
déplace les flux, on voit clairement que l’impact sur le commutateur suivant est néfaste, 
puisque la somme des bornes augmente de près de 150 trames. Ceci s’explique très 
simplement par le fait que cette heuristique casse des groupes, ce qui limite donc les gains 
apportés par le groupage des flux. 
Pour l’heuristique qui déplace des groupes entiers, ce phénomène n’existe pas. Contrairement 
à l’autre heuristique, elle permet de conserver les groupes, et de bénéficier de la réduction du 
délai dans le premier commutateur. En effet, si les groupes subissent moins de congestions 
dans le commutateur précédent, leur régularité sera moins affectée, et donc leur enveloppe 
plus basse, ce qui permet d’expliquer les gains constatés dans ce cas, environ 5%.  
2.1.5 Synthèse 
Les résultats de nos deux heuristiques nous permettent de dire que doubler certains liens 
permet de diminuer la somme des bornes calculées dans un commutateur. On a là une solution 
locale à des problèmes d’engorgement très localisés. Par contre, ces modifications ne sont pas 
sans conséquences sur le reste du réseau, et peuvent conduire à en dégrader le fonctionnement 
en réduisant l’effet de groupage. Nous pensons donc que c’est une solution à utiliser avec 
précaution, en ayant pleinement  conscience de l’impact global de ce genre de modifications. 
2.2 Politique de service des ports de sortie des commutateurs 
Les travaux présentés ci-dessous ont également été réalisés en collaboration avec un groupe 
d’étudiants de l’ENSEEIHT, dans le cadre de leur projet long de troisième année. Ils sont 
détaillés dans le rapport de projet rédigé à cette occasion  [82]. 
2.2.1 Motivations 
Dans les chapitres précédents, nous avons montré que les congestions proviennent des rafales 
de trafic, qui s’amplifient au fur et à mesure de la progression des flux dans le réseau. La 
cause de cette amplification est le fonctionnement des ports de sortie des commutateurs, qui 
implémentent des politiques de service conservatives. Dans celles-ci, les trames sont émises 
dès que possible, et donc si elles arrivent en rafale, elles seront également émises en rafale. La 
longueur de celle-ci sera augmentée des nouvelles trames qui se seront accumulées durant le 
temps d’émission de la rafale. 
Ce type de politique de service a été choisi pour deux raisons principales. D’une part, les 
politiques de service conservatives sont souvent d’implémentation plus simple que les 
politiques non conservatives, principalement parce qu’il n’y a pas besoin de calculer à quelle 
date retransmettre les trames reçues, ce qui implique l’utilisation d’horloges, 
d’ordonnanceurs, etc. D’autre part, le fait de retransmettre au plus tôt les trames semble 
intuitivement être la meilleure solution pour limiter le délai moyen subi par les trames. En 
effet, le principe des politiques non conservatives est de retarder l’émission de certaines 
trames, pour améliorer la régularité de l’émission des flux. De plus amples détails sur les 
différentes politiques de service peuvent être trouvés dans le rapport technique  [80], dont une 
partie est consacrée à un état de l’art sur le sujet. 
Dans le cadre de notre étude, nous avons jugé intéressant d’étudier l’apport d’une politique de 
service non-conservative. Une telle politique permettrait d’améliorer la régularité des flux, 
donc de diminuer les enveloppes des flux, et donc les bornes calculées. De plus, notre étude 
s’intéresse aux valeurs maximales du délai, et pas au délai moyen ; il se pourrait alors que nos 
résultats ne soient pas trop dégradés par ce changement de politique. 
D’un point de vue pratique, nous avons choisi comme politique de service non conservative 
un régulateur de trafic, utilisant le paradigme du seau percé, suivi d’un ordonnanceur de type 
SP (Static Priority). On peut observer que la politique ainsi obtenue n’est autre qu’un exemple 
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particulier de politique RCSP, modèle général qui a été étudié par Zhang dans  [75]- [78]. De 
plus, nous soulignons que ce type de politique de service est facilement analysable par le 
Network Calculus : le régulateur proposé peut se modéliser grâce à un élément appelé 
« shaper » [79]. Nous rappelons que pour ce type d’élément, la courbe de service offerte au 
flux est égale à l’enveloppe induite par le dispositif à seau percé. Cette courbe de service 
permet alors d’effectuer l’analyse en suivant la méthode d’analyse proposée dans le chapitre 
précédent. Cependant, le but de ce paragraphe est de mettre en lumière l’apport éventuel 
d’une telle politique dans notre contexte. En ce sens, nous nous limitons à l’analyse de flux de 
priorités identiques et nous n’utiliserons pas la notion de groupe, pour ne pas subir 
d’interférences dues aux effets de priorités différentes ou de groupage. 
Le schéma général de la politique de service retenue, pour un flux donné, sera le suivant : 
 
rég ord 
(σ’, ρ’)  (σ, ρ)  (σ’’, ρ’’)  
 
 
Il existe plusieurs façons de mettre en place cette politique de service ; elles se différencient 
principalement par le réglage du régulateur à seau percé. Nous avons retenu deux approches 
différentes : dans la première, nous régulons tous les flux mais l’importance de cette 
régulation est configurable. Dans la deuxième approche, nous avons choisi de ne réguler que 
les flux dont l’enveloppe a beaucoup  augmenté (« beaucoup » dépendant d’un seuil que nous 
fixons) lors de la traversée du réseau ; la régulation est alors totale, c'est-à-dire qu’on force le 
flux à avoir la même enveloppe que lorsqu’il a pénétré dans le réseau. 
2.2.2 Première approche : régulation atténuée 
2.2.2.1 Principe 
Le principe de cette approche est de réguler tous les flux, mais cette régulation dépendra de la 
valeur d’un coefficient de régulation, K. Pour K=0, il n’y a pas de régulation : les enveloppes 
entrant dans le régulateur sont conservées. Inversement, K=1 correspond à une régulation 
totale, c'est-à-dire que les enveloppes des flux sont régulées jusqu’à être exactement égales à 
l’enveloppe qu’avaient ces flux au moment où ils pénétraient dans le réseau. 
Plus précisément, en respectant les notations présentées ci-dessus, et avec (σ0, ρ0) l’enveloppe 
initiale du flux considéré : ( ) '.1. 0 σσσ KK −+=  
0' ρρρ ==  
 
La courbe de service du régulateur sera donc : 
 ( ) uKKu .'.1.)( 00 ρσσβ +−+=  
2.2.2.2 Réalisation 
Pour étudier cette politique de service, nous avons utilisé dans notre outil de calcul un nouvel 
élément, de type « shaper », dont la courbe de service vient d’être explicitée. Ce type 
d’élément est décrit en détail dans les travaux de Le Boudec  [79]. Pour pouvoir comparer les 
résultats de cette méthode avec nos résultats précédents, il convient de faire la somme des 
bornes obtenues, à la fois sur le régulateur et sur l’ordonnanceur. En effet, la mémoire 
nécessaire pour le commutateur se décompose en deux parties, celle pour stocker les trames 
que le régulateur retarde, et celle pour stocker les trames qui attendent d’être émises par 
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l’ordonnanceur. De même, le délai subi par une trame sera égal à la somme du délai subi dans 
le régulateur et du délai subi dans l’ordonnanceur.  
Cependant, faire cette somme pourrait être injustement néfaste à la politique non 
conservative. En effet, en ce qui concerne la mémoire nécessaire, on considère en faisant ce 
calcul que les VL sont régulés dans chaque port de sortie. Or une implémentation judicieuse 
consisterait à réguler les VL non pas dans chaque port de sortie, mais au niveau des ports 
d’entrée, avant la phase de commutation, et surtout la duplication des trames. Pour une telle 
implémentation, la mémoire totale nécessaire dans le commutateur est bien moindre qu’avec 
une régulation dans tous les ports de sortie. En ce qui concerne les délais, on majore le délai 
subi par une trame dans un port de sortie par la somme : délai subi dans l’ordonnanceur + 
maximum des délais subis dans leur régulateur par les trames utilisant ce port de sortie.  
Nous donnerons par les suites les résultats obtenus dans le cas d’une régulation « avant la 
commutation ». 
2.2.2.3 Résultats 
Le graphique suivant présente les résultats de notre étude. 
En abscisse de ce graphique figurent les différentes valeurs du coefficient de régulation K. 
La première série de données représente la moyenne du délai de bout en bout subi par les flux 
(on considère chaque flux unicast). 
La seconde série représente le maximum, pour tous les ports du réseau, de la borne sur la 
taille de files d’attente. Comme indiqué dans le paragraphe ci-dessus, la valeur est obtenue en 
additionnant la borne calculée dans le port (avec les enveloppes régulées), plus la somme des 
bornes sur les tailles des régulateurs (un régulateur par VL). 
On a ainsi une idée de l’impact global de la politique de service étudiée sur le réseau. 
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Figure 56 Evolution des bornes en fonction du seuil de régulation 
 
Ce graphique montre clairement que plus la régulation est importante, plus les bornes 
calculées sur les tailles de files d’attente diminueront, ce qui était bien le but poursuivi par 
cette étude. Nous comprenons cependant ici le prix de cette amélioration des tailles : les 
latences calculées augmentent d’autant plus que la régulation est plus importante. On voit 
notamment que les bornes sur les délais peuvent augmenter en moyenne de 45%, pour un gain 
sur les tailles de files d’attente de quelques pourcents (environ 2%), obtenu dans le cas d’une 
régulation totale. 
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Nous avons voulu vérifier si les résultats ne seraient pas meilleurs dans le cas d’un réseau plus 
chargé. Pour ce faire, nous avons multiplié le trafic du réseau par un facteur trois, en triplant 
le débit de chaque VL. Les résultats présentés ci-dessous montrent clairement que la nouvelle 
politique de service est plus efficace dans le cas d’un réseau plus chargé, car on peut atteindre 
ici dans le cas d’une régulation totale (K=1) avant la commutation des gains proches de 10%, 
en ce qui concerne les tailles. Cependant, la moyenne des délais augmente encore plus dans ce 
cas : elle est presque doublée dans le cas d’une régulation totale. 
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Figure 57 Evolution des bornes en fonction de la régulation, trafic triplé 
 
2.2.3 Deuxième approche : régulation adaptative 
2.2.3.1 Principe 
Le principe de cette deuxième approche est de ne réguler que les flux dont l’enveloppe a 
beaucoup augmenté. Nous espérons de cette façon diminuer le nombre et l’importance des 
régulations, et peut-être ainsi diminuer la mémoire nécessaire aux régulateurs. 
Plus précisément, on caractérise l’augmentation de l’enveloppe d’un flux de la façon suivante, 
avec (σ0, ρ0) l’enveloppe initiale du flux considéré et  (σ’, ρ’) son enveloppe courante: 
0
'
σ
σ=onaugmentati  
On règle le régulateur en fonction d’un seuil R : si l’augmentation est plus grande que R, le 
VL sera régulé totalement (retour à l’enveloppe initiale) ; dans le cas contraire, pas de 
régulation. 
Comme précédemment, nous présentons les résultats obtenus en implantant la régulation 
avant la commutation.  
2.2.3.2 Résultats 
Pour commencer, nous représentons pour un port donné l’impact de cette politique de service, 
vis-à-vis de la borne sur le délai. En abscisse figure la valeur du seuil de régulation R : R=10 
correspond à une régulation de très peu de flux, mais dont l’enveloppe aurait beaucoup 
augmenté. R = 1 correspond à la régulation de tous les VL dans tous les commutateurs. 
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Régulation adaptative avant la commutation
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Ce graphique nous montre que pour un port donné, il est difficile de prédire l’évolution de la 
borne sur le délai en fonction de la valeur du seuil. On peut expliquer cette irrégularité par le 
fait que suivant le seuil, le flux peut avoir ou non été régulé dans un port précédent. 
En ce qui concerne l’impact global sur le réseau, le graphique suivant présente les 
résultats obtenus:  
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Figure 58 Evolution des bornes en fonction du seuil de régulation 
Puisque le cas où le seuil est égal à 1 correspond à celui où le coefficient de régulation K de 
l’approche précédente est égal à 1, et que le cas où le seuil est supérieur à 10 est similaire à 
celui où le coefficient de régulation est égal à 0, il est logique de retrouver les mêmes 
variations entre les extrémités des courbes. Ainsi, on retrouve la baisse de 2 % pour la taille 
maximale de files d’attente dans le cas de la régulation avant commutation. Cependant pour 
des valeurs intermédiaires, on constate que l’évolution n’a pas la même allure. Pour cette 
approche, les valeurs sont peu modifiées tant que le seuil est supérieur à 3. Ceci s’explique 
par le fait que, dans notre réseau, la très grande majorité des flux subit (de bout en bout) une 
augmentation inférieure à 3, comme l’indique le graphique ci-dessous : 
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Figure 59 Augmentation de l’ordonnée à l’origine des enveloppes lors de la traversée du réseau 
 
Pour des valeurs plus faibles du seuil de régulation, on voit clairement que l’évolution de la 
taille maximale est peu régulière, ceci étant dû au phénomène mis en évidence plus tôt, à 
savoir que les LV peuvent avoir été régulés dans un port précédent le port où est atteint la 
valeur maximale. 
On peut conclure de ces résultats que pour le réseau que nous avons étudié, cette seconde 
approche n’est pas particulièrement intéressante, puisqu’elle permet un réglage moins fin 
qu’avec l’approche précédente. Pour un autre réseau, où l’augmentation des flux est plus 
répartie, elle pourrait peut-être aboutir à de meilleurs résultats. 
2.2.4 Synthèse 
Nous avons présenté dans ce paragraphe deux approches dans lesquelles les flux sont 
partiellement régulés dans les commutateurs. Nous avons souligné que pour le réseau étudié 
la première approche, consistant à réguler tous les flux dans tous les commutateurs suivant un 
coefficient de régulation, s’avère plus intéressante. La régulation ainsi effectuée permet de 
limiter la taille des rafales, et donc de diminuer les bornes sur les tailles calculées jusqu’à 
10%. Cependant, ce gain intervient au détriment des bornes sur le délai, qui peuvent presque 
être doublées, du fait que l’on retarde des trames pour conserver la régularité des flux. 
La conclusion de notre étude semble être que le choix de la meilleure régulation dépend du 
réseau étudié, de sa charge, mais surtout de l’objectif poursuivi par le responsable du réseau : 
est-il prêt à augmenter le délai de traversée du réseau, pour y diminuer les risques de 
congestion ? Notre étude permet de mieux comprendre les termes de cet échange.  
2.3 Synthèse sur l’optimisation de l’architecture matérielle 
Dans cette partie, nous avons étudié certaines modifications touchant à l’architecture physique 
du réseau, toujours pour chercher à créer plus de marge. Nous avons vu que la duplication de 
certains liens entre commutateurs pouvait diminuer localement les bornes calculées sur les 
tailles. Cependant, l’impact de cette modification sur le reste du réseau peut être négatif. 
D’autre part, nous avons montré que l’utilisation de politiques de service non conservatives 
pouvait permettre de diminuer globalement les bornes sur les tailles, mais au détriment des 
bornes sur le délai. 
Dans les deux cas, il s’agit de méthodes qui permettent d’améliorer des bornes au détriment 
d’autres. Nous pensons que notre étude permet de mieux choisir  s’il faut ou non utiliser ces 
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méthodes et la manière de les utiliser,  en fonction des objectifs poursuivis et en comprenant 
les répercussions de ces choix. 
 
Conclusion  
L’objectif de ce chapitre était de présenter des méthodes permettant de dégager de la marge 
pour une éventuelle augmentation du trafic dans le réseau. Nous avions distingué deux 
domaines où apporter des modifications : le trafic, et l’architecture physique du réseau. En ce 
qui concerne le trafic, nous avons montré que choisir convenablement les priorités des flux 
permettait des gains importants, en diminuant par exemple les bornes sur les tailles calculées 
de 30%. Nous avons présenté, pour aider l’utilisateur dans sa démarche, une heuristique 
simple permettant un bon choix pour ces priorités, ainsi qu’un algorithme plus complexe qui 
permet d’obtenir des bornes légèrement meilleures.  
Parmi les modifications relatives aux éléments matériels du réseau, nous avons montré qu’on 
pouvait localement gagner un peu de marge en reliant les commutateurs par plus d’un lien 
physique. Nous avons cependant souligné les conséquences éventuellement néfastes d’une 
telle modification sur le reste du réseau (report de congestions). D’autre part, nous avons 
montré que l’utilisation dans les commutateurs de fonctions de régulation (« reshaping ») 
pouvait améliorer les bornes sur les tailles, au détriment cependant des bornes sur les latences. 
Au final, nous avons présenté dans ce chapitre plusieurs méthodes permettant d’améliorer 
sensiblement les bornes, en essayant d’indiquer les éventuelles conséquences de ces 
modifications, pour que leur utilisateur puisse le faire en toute connaissance de cause. 
Bien sûr, les méthodes présentées pourraient faire l’objet d’études ultérieures pour encore 
améliorer ces résultats, mais nous pensons qu’une plus grande source d’amélioration se trouve 
dans l’adoption d’une démarche de certification différente, que nous présentons dans le 
chapitre suivant. 
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CHAPITRE 5  
Une approche combinée déterministe stochastique 
 
1 Motivations 
Les chapitres précédents ont montré que les résultats du Network Calculus peuvent 
s’appliquer au cas d’un réseau avionique, et que leur application est réellement intéressante. 
Ils s’avèrent même particulièrement bien adaptés pour deux raisons. D’une part la notion 
d’enveloppe, qui est au centre de la théorie, modélise de façon très exacte les contraintes qui 
sont imposées aux flux en bordure de réseau lorsqu’ils sont mis en forme pour correspondre 
aux spécifications du VL. D’autre part, le calcul réseau fournit des valeurs sur les tailles de 
files d’attente ou les valeurs des délais dont on est sûr qu’elles bornent bien les valeurs 
réelles. Or ceci correspond exactement à ce qui est exigé par le processus de certification du 
système avionique retenu en accord avec les autorités de certification. 
Cependant, cette dernière exigence est directement reliée au fait que la technologie Ethernet 
commuté est d’utilisation récente dans le domaine, et qu’on cherche par conséquent à la 
mettre en pratique en diminuant au maximum les risques. Il est envisageable dans un 
programme futur, si la technologie est jugée assez mûre, de relâcher cette contrainte de 
déterminisme, et d’effectuer un autre choix de méthode de certification du réseau. Les 
prochaines parties visent à mieux comprendre quelles sont les limitations introduites par 
l’exigence forte du déterminisme, puis présenter des approches différentes qui permettraient 
de tirer parti d’une modification de cette contrainte. 
1.1 Le caractère pessimiste des bornes déterministes 
Le véritable objectif du calcul réseau est de fournir des bornes, c'est-à-dire des valeurs qui ne 
seront jamais dépassées, même dans le pire cas envisageable. Pour ce faire, et puisqu’il est 
extrêmement difficile de déterminer la configuration qui pourra aboutir à un cas pire, la 
méthode impose de considérer à chaque étape du calcul des hypothèses qui sont peut-être 
excessivement pessimistes.  
En pratique, on s’attend à se retrouver dans le cas de figure suivant : 
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Valeur moyenne 
Valeur lors du pire cas 
Valeur calculée de la borne 
 
Figure 60 Borne calculée et valeurs réelles 
Le schéma ci-dessus peut illustrer par exemple la situation pour la taille d’une file d’attente 
particulière, dans un port d’un commutateur donné. En moyenne, il est très probable que la 
taille de cette file soit beaucoup plus faible que dans le cas pire, puisque ce cas pire ne peut 
arriver que dans des situations très précises, correspondant par exemple à des arrivées 
simultanées de trames en provenance de plusieurs sources. D’autre part, la borne calculée doit 
majorer la valeur réelle de la taille de la file d’attente, même dans le cas pire. Il est 
raisonnable de penser que la borne calculée est strictement supérieure à la valeur réelle, 
puisque de nombreuses approximations ont été faites au cours de la démarche de calcul, et ce 
toujours de manière conservative. On peut classer les origines de ces approximations en 
plusieurs catégories, suivant leur origine : 
• Modélisation du réseau : comme toujours lors d’un calcul, l’analyse s’effectue sur un 
modèle du réseau, qui par définition ne peut pas prétendre être une représentation 
totalement exacte de la réalité. Il faut donc lors de l’étape de modélisation ne retenir 
que des hypothèses conservatives, pour s’assurer que le modèle n’engendrera pas de 
résultats trop optimistes. La modélisation du commutateur qui a été retenue dans cette 
étude en est un bon exemple : les différents processus mis en œuvre dans le 
commutateur ont été modélisés au moyen d’un élément de type délai borné. Cette 
modélisation est sûre, puisque elle fait partie des spécifications du commutateur, mais 
elle est certainement pessimiste par rapport au fonctionnement réel du commutateur. 
• Modélisation du trafic : le trafic est modélisé conformément à la notion de VL ; or 
celle-ci  est intrinsèquement pessimiste, car elle ne décrit que le trafic maximum qui 
peut être émis par un abonné ; celui-ci peut en réalité en émettre moins. Il faut 
également avoir conscience qu’il n’est pas toujours évident de dimensionner 
correctement les VL, faute de connaître assez précisément le fonctionnement des 
applications embarquées. Les VL définis réservent donc certainement trop de 
ressources dans le réseau par rapport aux besoins réels de communication. 
• Méthode de calcul elle-même : il a été démontré que les bornes données par les 
théorèmes du Network Calculus sont serrées, c’est-à-dire qu’il est possible de créer un 
système qui atteigne ces bornes. Cependant, l’application des théorèmes au cas 
particulier d’un réseau avionique peut engendrer des majorations supplémentaires. Un 
tel exemple de majoration peut être trouvé, dans la présente étude, lors des 
conversions effectuées entre le domaine des bits et le domaine des trames. Pour 
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s’assurer de la validité du calcul, les conversions doivent prendre pour hypothèse que 
toutes les trames ont la pire taille possible, minimale ou maximale suivant le cas. 
 
L’ensemble de ces hypothèses conservatives explique pourquoi notre méthode d’analyse ne 
permet pas de réellement étudier le fonctionnement du réseau, mais seulement de borner 
certaines valeurs. 
D’après l’analyse précédente de la situation, un premier axe de recherche consiste à 
rapprocher la valeur calculée de la valeur réelle mesurable lors d’un cas pire. Pour ce faire, il 
convient de diminuer les majorations effectuées au cours de chaque étape de l’analyse du 
réseau. On peut notamment améliorer le modèle du réseau, par exemple en améliorant la 
modélisation du commutateur que nous avons adoptée. Ceci pose cependant la question de 
l’indépendance de l’analyse par rapport aux équipements matériels mis en place. Le modèle 
existant a en effet l’avantage de ne seulement prendre pour hypothèse que le commutateur 
utilisé est conforme aux spécifications. Pour affiner la modélisation actuelle, il faudrait 
développer un modèle qui se rapproche plus de l’implémentation choisie par le fabricant de 
matériel. Le modèle serait certes plus représentatif de la réalité, mais ne serait plus valable dès 
qu’un autre commutateur (pourtant conforme aux spécifications) serait utilisé. On pourrait 
également penser à s’assurer que les VL sont bien déclarés conformément aux besoins réels 
des abonnés, mais cette démarche est d’une part difficile à accomplir d’un point de vue 
technique (difficulté d’évaluer les besoins réels actuels ou à court terme), et elle relève 
également d’un caractère industriel lié à la problématique de l’organisation des différents 
services de l’avionneur. Enfin, la source d’amélioration qui apparaît  potentiellement la plus 
profitable est de modifier la méthode de calcul proprement dite. Cela a été en partie réalisé 
dans le chapitre 3 de cette étude, avec notamment l’utilisation de groupes et la réflexion 
menée sur les conversions entre les domaines des bits et des trames, mais d’autres 
améliorations sont toujours envisageables. Toutes ces améliorations permettraient 
certainement de diminuer la valeur calculée, mais afin de connaître les marges de progression 
existantes, il est fondamental de mieux connaître la valeur réelle mesurable dans le cas pire. 
Pour ce faire, on peut envisager des campagnes de test sur le réseau réel, ou bien avoir recours 
à des simulations de ce réseau. Les deux démarches possèdent le point commun de devoir 
mesurer des phénomènes qui peuvent être extrêmement rares, ce qui les rend toutes deux 
difficiles à accomplir de manière rigoureuse. 
1.2 Apport des méthodes stochastiques 
Le second axe de recherche envisagé consiste à se rapprocher non pas de la valeur dans le cas 
pire précédente, mais bien de la valeur « probable ». On entend par valeur probable une valeur 
plus faible que la valeur dans le cas pire, mais suffisamment élevée pour qu’elle ne soit 
dépassée qu’en de très rares occasions. Cette notion de valeur probable fait bien entendu 
surgir la notion de probabilité d’occurrence des cas pires, dont on peut avoir l’intuition qu’elle 
est très faible. En effet, même pour un élément isolé, les scénarios qui conduisent au cas pire 
supposent qu’un ensemble de conditions très précises soit réuni, ce qui est peu probable dans 
un système réel, et encore moins probable lorsqu’on considère un réseau entier. Cependant, 
cette probabilité est très difficile à évaluer de manière directe, tant les scénarios aboutissant au 
cas pire sont difficiles à déterminer. On pourrait utiliser les méthodes statistiques classiques 
pour étudier ce problème, et découvrir ces probabilités. En effet, ces méthodes possèdent 
l’avantage d’être bien connues, et d’avoir été fréquemment utilisées. Le modèle utilisé pour le 
réseau peut facilement être converti en un modèle par files d’attente, qui est bien adapté à ce 
genre de démarches. Malheureusement, il manque dans ce cas particulier un élément 
fondamental pour utiliser une approche statistique classique, qui est la caractérisation des 
entrées. En effet, ce type d’approche nécessite une connaissance du comportement statistique 
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des entrées, notamment par le biais de la définition de leur loi. On peut par exemple trouver 
de nombreux résultats si on suppose un modèle d’entrée de type Markovien modulé fluide 
 [105] [106]ou « fractional brownian  [107] ». Le livre  [108] recense un grand nombre de ces 
études. Dans le cas d’étude considéré, ce genre de connaissance fine du comportement des 
flux n’est pas disponible. Les seules données connues sont fournies par la notion de VL, qui 
caractérise l’émission maximale des flux d’une certaine manière, et qui ne contraint pas le 
comportement statistique de ces flux : par exemple, la donnée d’un temps inter émission 
minimum ne spécifie en rien le temps moyen inter émission. 
Une autre approche envisageable pour étudier le problème est d’avoir recours à des 
simulations du réseau. Nous avons cependant jugé la tâche hors de la portée de cette thèse, 
pour plusieurs raisons. Tout d’abord, la complexité de telles simulations est très importante, à 
cause de la taille du réseau, mais surtout à cause de la granularité très fine qu’il faut employer 
pour pouvoir suivre des évènements très rares. D’autre part, il nous a semblé que des résultats 
de simulations pouvaient difficilement servir de base à une nouvelle méthode de certification, 
qui pourrait éventuellement être mise en place pour des programmes futurs. Enfin, cette 
approche nécessite également de faire certaines hypothèses sur le comportement statistique 
des flux en entréé. 
A partir de ces constatations est née l’idée d’utiliser une approche combinée stochastique 
déterministe, qui offre l’important avantage de conserver la notion d’enveloppe déterministe,  
particulièrement adaptée à notre cas d’étude, et celui d’offrir des garanties de type statistique. 
2 Principe d’une approche combinée déterministe stochastique 
2.1 Etat de l’art sur les garanties statistiques 
Un certain nombre de travaux ont porté sur l’établissement de résultats de type stochastique. 
La principale difficulté rencontrée est de trouver un modèle qui soit valable à l’intérieur du 
réseau, et pas seulement pour les éléments périphériques. On peut par exemple distinguer les 
approches de type « mieux que Poisson », introduites par Bonald  [96]. Dans cette approche, 
on suppose que les flux en entrée du réseau sont indépendants et périodiques. La méthode 
proposée repose sur la conjecture, vérifiée par simulation mais non démontrée, que les tailles 
des files d’attente d’un nœud à priorité statique sont majorées par celles du même nœud, mais 
qui aurait comme entrées un flux poissonien de paquets de taille constante. En utilisant cette 
conjecture, les auteurs démontrent que chaque nœud peut être modélisé par une file M/D/1. 
Ce faisant, ils établissent la répartition du délai de bout en bout.  
D’autres approches prennent seulement comme hypothèse que les différentes sources sont 
indépendantes, mises en forme avant leur entrée dans le réseau, et stationnaires. 
2.1.1 Hypothèse des sources on-off 
Les travaux dans cette catégorie  [91] [92] [95] ont en commun d’utiliser l’heuristique 
suivante : on considère que le cas pire pour un multiplexeur est atteint lorsque les flux qu’il 
reçoit possèdent un trafic de type « on-off ». Ceci signifie que les sources vont 
périodiquement émettre à leur débit maximum durant une certaine période, puis ne plus rien 
émettre. Cette hypothèse permet d’obtenir de nombreux résultats, bien qu’on ne puisse pas 
garantir qu’elle soit rigoureusement exacte dans de nombreux cas, comme le souligne 
Rajagopal, Reisslein et Ross dans  [94]. 
2.1.2 Inégalités de Hoeffding 
Dans  [89] [90], les auteurs étudient le problème d’un multiplexeur à taux constant, dont les 
arrivées (identiques) sont contraintes par deux régulateurs successifs de type seau percé. Cette 
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contrainte signifie simplement que les sources ont un comportement crête et un comportement 
moyen connus. A partir de ces hypothèses, en utilisant un argument de type inversion de 
Palm, ils expriment une borne sur la répartition de la taille de la file d’attente. 
Dans  [83], les auteurs étudient le même problème, et parviennent à généraliser les résultats 
précédents au cas de flux caractérisés par des enveloppes, au sens du calcul réseau 
déterministe. 
Ces deux travaux ont en commun d’avoir été généralisés par Vojnović et Le Boudec dans 
 [84] [85] ; il a même été démontré que les deux méthodes développées pouvaient être 
considérées comme des cas particuliers d’application de bornes de Hoeffding   [88], comme 
nous le verrons en détail dans la partie  2.2. 
2.1.3 Enveloppes à ε près 
Une autre approche a été présentée par Boorstyn, Liebeherr et Burchard dans  [97]. Cette 
démarche, basée sur les bornes de Chernoff et le théorème central-limite, définit le concept 
d’enveloppes « à ε près ». Ces enveloppes ne sont plus déterministes, mais telles que la 
probabilité d’être dépassées est très faible. De façon duale, les auteurs définissent dans  [98] la 
notion de courbe de service « à ε près ». Munis de ces deux éléments, ils démontrent à 
nouveau des théorèmes similaires à ceux du calcul réseau déterministe. L’inconvénient 
majeur de cette méthode est qu’elle est difficile d’application. En effet, les résultats ne sont 
pas fournis sous forme d’expressions explicites, et nos tentatives d’application se sont 
trouvées confrontées à des problèmes de type résolution d’extremums. 
On peut également trouver dans la littérature  [109] [110]  [111] des travaux fondés sur la 
méthode dite « exponential bounded burstiness ». Selon Le Boudec et Fioriu  [86] ceux-ci 
peuvent être considérés comme des cas particuliers d’enveloppes « à ε près ». 
2.2 Présentation des travaux de Vojnović  
2.2.1 Contexte 
Les travaux présentés dans  [84] [85] par Vojnović et Le Boudec ont pour cadre les réseaux de 
type IETF Differentiated Services (DiffServ)  [102]. Dans ce type d’architecture, on offre aux 
flux plusieurs types de qualité de service, et le PHB (Per Hop Behaviour) pour chaque service 
spécifie la façon dont chaque routeur va traiter les paquets appartenant à des flux ayant 
demandé cette qualité de service. Une grande différence de DiffServ par rapport à IntServ est 
que les routeurs ne traitent pas chacun des flux individuellement, mais plutôt les flux agrégés 
formés de tous les flux individuels appartenant à la même classe de service.  
Vojnović et Le Boudec s’intéressent particulièrement au PHB Expedited Forwarding (EF) 
 [99] [100]. La définition de EF repose sur un modèle abstrait de nœud, inspiré de GPS et 
appelé Packet Scale Rate Guarantee (PSRG). Un nœud offre cette garantie au flux agrégé EF 
avec un taux r et une latence e si et seulement si, la date de départ dn du nième paquet, compté 
selon l’ordre d’arrivée, satisfait : 
efd nn +≤  
où fn est défini par récurrence, avec f0=0 et 
{ } 1,,min,max 11 ≥⎭⎬
⎫
⎩⎨
⎧ += −− nc
l
fdaf nnnnn  
avec an et ln respectivement la date d’arrivée et la taille du nième paquet. 
Le but de PSRG est de définir formellement l’idée suivante : le nœud garantit au flux agrégé 
au moins le taux de sortie r, avec une tolérance e. Un cas particulier de PSRG est un 
ordonnanceur qui accorde une priorité haute au flux EF par rapport aux autres flux, mais en 
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restant non préemptif. Dans ce cas, le taux r est la capacité de sortie de l’ordonnanceur, et la 
tolérance correspond au temps d’émettre un paquet non EF de taille maximale. 
Ce modèle abstrait PSRG, outre le fait qu’il permet de formaliser proprement l’idée 
précédente, permet aussi d’obtenir facilement des bornes sur les délais de bout en bout dans 
un réseau. Il permet également d’obtenir des bornes sur le délai à partir de bornes sur les 
tailles de files d’attente, ce qui serait impossible avec une caractérisation du service d’un 
élément avec la notion de courbe de service  [104]. 
Le point qui permet d’effectuer le rapprochement avec notre contexte d’étude est que les flux 
EF, tout comme les flux appartenant à des VL, sont mis en forme avant leur entrée dans le 
réseau conformément à un contrat de trafic. A ceci s’ajoute le fait que ces travaux utilisent le 
même formalisme que celui adopté dans la méthode de calcul réseau déterministe, y compris 
la notion de courbe de service. On verra enfin que certains de ces résultats nécessitent une 
analyse déterministe préalable du réseau. 
2.2.2 Principales hypothèses 
Les hypothèses sur les flux sont les suivantes: 
 
(A1) A l’entrée dans le réseau, les flux sont statistiquement indépendants. Plus précisément, 
pour toute amplitude d’intervalle t∆ , les variables aléatoires définies comme étant 
l’accroissement du premier flux de chaque VL durant t∆ seront indépendantes. Cette 
hypothèse a été retenue dans d’autres travaux de recherche, notamment ceux de Bonald, 
Proutière et Roberts [96]. On note Ri(t) l’accroissement du flux i entre 0 et t, et R(t) la somme 
de tous les Ri(t). Plus généralement, l’indice i désigne un flux particulier, l’absence d’indice 
désignant le flux agrégé. 
 
(A2) A l’entrée dans le réseau, les flux traversent un régulateur. Pour le flux i, on note αi 
l’enveloppe induite. 
 
(A3) On a pour chaque flux: ( ) tsstsRtRE iii ≤∀−≤− ),()()( ρ  
où: 
t
ti
ti
)(
lim
αρ +∞→= . On peut remarquer que ceci est vrai en particulier pour des flux 
ergodiques ayant des accroissements stationnaires. On notera ρ la somme de ces ρi. 
 
(A4) Chaque nœud offre au flux agrégé une courbe de service β. Certains résultats sont 
démontrés dans le cas particulier d’une courbe de service super additive, c'est-à-dire telle 
que 0,),()()( ≥∀+≥+ ststst βββ . 
 
Dans le paragraphe suivant, on retrouvera également les notations: 
• R*i(t) le trafic cumulé du flux i en sortie de l’élément considéré. 
• Q(t) = R(t) – R*(t) la quantité de bits présents dans le noeud à l’instant t. 
• τ la borne sur la durée d’une période d’activité, définie par: 
{ }inf 0 / ( ) ( )u u uτ α β= ≥ ≤  
On remarque que τ est de manière immédiate une borne sur le délai au sein de 
l’élément. Plus précisément, il s’agit de la borne établie par Cruz pour un élément de 
type multiplexeur générique conservatif. 
• λc(t) la droite d’équation  tctc .)( =λ  . 
• { })()(sup),(
0
ugufgfv
u
−=
≥
la distance verticale entre les courbes f et g. 
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• De même, ),( gfh est la distance horizontale entre f et g. 
2.2.3 Méthode 
 La méthode proposée par Vojnović permet de fournir des résultats de type stochastique sur 
les tailles de files d’attente dans un élément particulier, sous les hypothèses présentées 
précédemment. Le schéma général permettant d’aboutir à ces bornes est le suivant : 
1. majorer la taille de la file par une somme de processus indépendants, 
2. utiliser les résultats du calcul réseau déterministe pour majorer ces processus, 
3. appliquer les bornes de Hoeffding  [88] pour obtenir le résultat recherché. 
Ces dernières sont un outil important fréquemment utilisé dans la conception d’algorithmes 
aléatoires, ou dans le cadre de méthodes probabilistes  [101]. Elles portent sur les sommes de 
variables aléatoires indépendantes et bornées, et constituent une généralisation des bornes de 
Chernoff.  
Plus précisément, soient X1, X2,…,XN des variables aléatoires indépendantes, on 
note ∑=
i
iXX , [ ]XE=µ , 0,).1( ≥+= δµδa . On cherche à majorer la probabilité 
( )aXP ≥ . L’idée présente derrière ces résultats est de considérer que, selon l’inégalité de 
Markov,  
( ) ( ) [ ]attXattX eeEeePaXP ≤≥=≥  
Ensuite, il faut calculer une borne u(t) sur [ ]tXeE , puis minimiser ate tu )( pour t>0 pour obtenir 
la borne sur la probabilité ( )aXP ≥ . 
La première des inégalités de Hoeffding peut s’exprimer de la façon suivante avec 
iii bXa ≤≤  : 
[ ] ∑≤≥− −
−
i
ii ab
tn
etXP
2
22
)(
2
µ  
2.2.4 Principaux résultats 
Vojnović a utilisé la méthode décrite précédemment de deux manières différentes. La 
première permet de généraliser les résultats obtenus par Kesidis et Konstantopoulos  [89] [90], 
à des enveloppes et des courbes de service quelconques. La seconde manière permet de 
généraliser les résultats de Chang, Song et Chiu  [83] au cas d’une courbe de service super 
additive. Dans les deux cas, Vojnović fournit des résultats explicites même dans le cas de 
variables aléatoires non uniformément bornées. 
2.2.4.1 Bornes de Kesidis et Konstantopoulos 
On ne présentera dans cette partie que la méthode s’appliquant au cas hétérogène, c'est-à-dire 
le cas où tous les flux ne sont pas bornés par les mêmes quantités. Le cas homogène se traite 
résolument de la même façon. L’idée consiste à considérer l’arriéré de travail qui est dû à 
chacun des flux séparément. Plus formellement, on considère que ∑≤
i
i tQtQ )()( , où Qi(t) 
représente la partie de l’arriéré de travail qui serait due au flux i, si celui-ci recevait une 
fraction γi du service total offert au flux agrégé : { } 1/,)(.)()(sup)( =∀−−−−= ∑≤ i iiiiitsi ststRtRtQ γγβγ . 
Selon le calcul réseau déterministe, ).,()(0 βγα iii vtQ ≤≤ . 
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Ensuite, en appliquant la borne de Hoeffding, on obtient :  
( ) ( )( ) ⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ −−≤> ∑
i
iiv
hbbtQP 2
2
,inf
),(2exp)( βγα
βαρ
γ
 
2.2.4.2 Bornes de Chang, Song et Chiu  
Les résultats suivants sont valides pour une courbe de service super additive. Encore une fois, 
on ne montre ici que l’obtention des résultats dans le cas hétérogène, qui est celui qui se 
rapproche le plus de notre contexte.  
Dans cette approche, on commence par remarquer que : 
{ }
0
( ) sup ( ) ( ) ( )
s
Q t R t R t s s
τ
β
≤ ≤
≤ − − −  
τ étant une borne déterministe sur la durée d’une période d’activité. 
Au lieu de considérer l’arriéré de travail dû à chacun des flux, comme précédemment, on va 
utiliser dans cette approche l’arriéré de travail qui peut se rajouter dans des intervalles 
temporels plus petits que [0, τ]. Pour appliquer la méthode, on va définir une partition sk de 
cet intervalle, et prendre comme variable aléatoire les )()( 1+−− kii stRtR  qui représentent 
l’accroissement de Q(t) sur chacun des [sk,sk+1]. Plus précisément, par passage aux 
probabilités on réécrit la formule précédente en : 
{ }1( ( ) ) ( ) ( ) ( )k k
k
P Q t b P R t R t s b sβ+> ≤ − − > +∑ , 
D’après la définition des enveloppes, les variables aléatoires choisies sont comprises entre 0 
et αi(sk+1). On peut donc appliquer les bornes de Hoeffding pour obtenir : 
2
1
2
1
2. ( ( ) . )
( ( ) ) exp
( )
k k
k i k
i
b s s
P Q t b
s
β ρ
α
+
+
+
⎛ ⎞⎡ ⎤+ −⎜ ⎟⎣ ⎦> ≤ −⎜ ⎟⎜ ⎟⎝ ⎠
∑ ∑  
De la même façon, on peut considérer comme variables aléatoires les )0(~)(~)( iii QtQtZ −= , où 
{ })()()(sup)(~ stsRtRtQ iii
ts
i −−−= ≤ ρ .On a de manière immédiate: 
( , ) ( ) ( , )
i ii i i
v Z t vρ ρα λ α λ− ≤ ≤ . 
D’après une nouvelle inégalité de Hoeffding, 
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v ρ
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+
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En prenant le minimum des deux expressions, on trouve finalement: 
2
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2 2
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( ( ) ) exp
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i k i
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s v ρ
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Il convient de remarquer que cette formule est valable pour toute subdivision sk ; la question 
du choix de la subdivision sera abordée dans la partie 3. 
Dans la suite de nos travaux, il a été choisi de ne considérer que la dernière borne, qui est 
celle qui donne les meilleurs résultats dans la plupart des cas, comme le démontre Vojnović 
dans  [84]. 
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2.2.5 Autres résultats 
2.2.5.1  Bornes aux instants d’arrivée 
Les résultats précédents peuvent être interprétés comme étant la fraction de temps pendant 
laquelle la taille de la file d’attente est supérieure à un certain niveau. Il peut être intéressant, 
notamment dans le cas d’un modèle PSRG, de connaître la probabilité que la file d’attente soit 
supérieure à un certain niveau, au moment de l’arrivée d’une trame (probabilité de Palm). En 
notant PA cette probabilité, et βˆ la pente maximale de β, Vojnović démontre : 
( ) ( )btQPbtQPA >≤> )(ˆ)( ρ
β
 
 
Dans le cas d’un modèle PSRG, et contrairement au cas où la seule connaissance sur  
l’élément est qu’il offre une certaine courbe de service, il est possible d’obtenir une borne sur 
le délai à partir de la borne sur l’arriéré de travail. En utilisant la formule précédente, on peut 
déterminer une borne sur la répartition du délai  [85]. 
2.2.5.2 Extension du calcul à plusieurs éléments 
Les résultats démontrés jusqu’à présent sont tous valables pour des éléments dont les entrées 
sont indépendantes. Ceci peut être valide pour les éléments périphériques du réseau, mais n’a 
plus de raison d’être pour les éléments centraux. Nous proposons deux méthodes pour 
effectuer tout de même ce calcul au cœur du réseau. 
La première est inspirée du fait que les flux ne sont plus indépendants dès qu’ils ont été 
multiplexés sur un lien physique commun. Cet effet a déjà été pris en compte dans notre 
analyse grâce à l’utilisation de groupes ; l’idée est donc d’utiliser ces groupes, et non les flux 
individuels, dans l’application des résultats ci-dessus. 
La seconde méthode est suggérée par Chang, Song et Chiu dans  [83], et fait encore une fois 
appel aux résultats de l’analyse déterministe. On remarque 
que )()()()(, 00 ∆−−≤−∀ sRtRsRtRts iiii , où R0 désigne la fonction cumulative décrivant le 
flux en bordure du réseau, et ∆ représente une borne sur la gigue maximum subie par le flux, 
depuis son entrée dans le réseau jusqu’à l’élément considéré. On va ainsi se ramener à 
mesurer l’accroissement des flux initiaux, qui sont par hypothèse indépendants. 
En pratique, cette technique de majoration appelée « fresh traffic majorization » revient à 
remplacer dans les différentes formules sk+1 par sk+1+ ∆. 
2.2.5.3 Borne sur la fraction de pertes à long terme 
Les résultats précédents nous offrent des bornes sur la probabilité instantanée de congestion 
de la file d’attente. En pratique il peut être intéressant de savoir quelle est la fraction du trafic 
total qui va être perdue par congestion, à cause de la taille physique de la file d’attente et 
pendant une longue période de fonctionnement du réseau. En notant L(t) la quantité de trafic 
perdue durant [0,t], on peut définir la fraction de pertes par 
)(
)()(
tR
tLtl = , et on s’intéresse à 
)(lim tll
t ∞→= . D’après Chuang et Chang  [103], on connaît une borne déterministe sur cette 
fraction de perte durant un intervalle de temps de longueur t, pour une file d’attente de taille 
B : ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−=
≤ )(
)(inf1)(ˆ
s
Bstl
ts α
β . En utilisant ce résultat, Vojnović démontre, avec l’hypothèse 
supplémentaire d’un temps discret,  
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[ ] ( )BtQPltLtLE >≤−− )().1()1(ˆ)1()( α  
Ce qui lui permet de démontrer : 
( )BtQPll >≤ )()1()1(ˆ ρ
α
 
Il convient de bien noter que ces résultats sont valides pour un temps discret, et donnent des 
probabilités de perte de bits. Il serait intéressant dans notre contexte de vérifier la validité de 
ces résultats en temps continu, et d’en déduire des probabilités de perte de trames. 
3 Etude des bornes obtenues par Vojnović 
3.1 Etude des facteurs influents de ces bornes 
Les formules présentées dans la partie précédente ne sont pas de lecture aisée, et ne se prêtent 
pas à une interprétation physique évidente. Nous avons donc décidé de proposer une première 
approche de ces résultats de type « boite noire », c'est-à-dire en faisant varier un à un les 
différents paramètres intervenant dans ces formules, pour quantifier leur importance relative. 
Les résultats suivants ont été obtenus pour un multiplexeur FIFO à capacité de sortie 
100Mbps, dont les entrées possèdent des enveloppes affines (σi,ρi) telles que 
bits
i
i 31744=∑σ , et sbits
i
i /10.6,36
6=∑ρ . Dans ces conditions, on peut calculer une 
borne déterministe sur le délai, D=317.4 µs, ainsi que sur la taille maximale de la file 
d’attente, Q=31744 bits. Le calcul fait aussi intervenir une borne sur la longueur maximale 
d’une période d’activité, τ=32,9ms. Parmi les différents paramètres, nous avons étudié 
particulièrement l’influence du nombre d’intervalles dans la subdivision de [0, τ], du nombre 
de sources, de leur charge et de leur homogénéité.  
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3.1.1 Influence du nombre de pas de subdivision 
 
Figure 61 Effet du nombre de subdivisions 
 
La figure ci-dessus, comme toutes celles de cette section, montre en abscisse une taille de file 
d’attente, et en ordonnée une majoration de la probabilité de dépasser cette valeur. Bien 
évidemment, plus la taille de file d’attente est grande, plus la probabilité de la dépasser est 
faible. D’autre part, les graphiques sont représentés en échelle logarithmique, ce qui est plus 
adapté au vu des formules utilisées. 
Les subdivisions choisies ici sont régulières ; d’autres études ont été menées sur des 
subdivisions irrégulières. Il apparaît cependant qu’il est très difficile de choisir la régularité de 
la subdivision dans le but d’améliorer les résultats, à nombre de subdivisions constant. La 
première constatation que l’on peut faire est que la borne dépasse la valeur 1 pour les faibles 
valeurs de taille de file d’attente. Il est évident que nous aurions pu choisir de ne représenter 
que min(1, P(Q(t)>b). Néanmoins, cela n’aurait pas apporté de réelle amélioration, puisque 
les ordres de grandeur intéressants n’apparaissent que pour des b beaucoup plus grands. 
Il apparaît assez clairement ici que le nombre de pas de subdivision choisi n’est pas un facteur 
de premier ordre. La différence entre les courbes est relativement faible, on peut donc penser 
utiliser ce paramètre uniquement dans le but d’optimiser des résultats. Par la suite, nos études 
utiliseront un faible nombre de subdivisions (3 ou 5) pour diminuer le nombre de calculs. 
3.1.2 Influence du nombre de sources 
Le graphique ci-dessous montre l’évolution des bornes en fonction du nombre de sources qui 
entrent dans l’élément ; nous avons choisi ici de rester à charge totale constante quel que soit 
le nombre de flux. 
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Figure 62 Effet du nombre de flux 
 
Ce graphique fait apparaître clairement que le nombre de flux pris en compte par le calcul est 
lui un critère très important : plus il y aura de flux, et meilleures seront les bornes. On peut 
tout à fait justifier cette observation en pensant au phénomène suivant : pour obtenir de fortes 
tailles de files d’attente, il faut que les flux suivent un scénario précis, exigeant par exemple 
que les arrivées de trame de plusieurs flux soient simultanées. Or, plus les flux sont nombreux  
plus il est probable que des arrivées de trames soient simultanées, mais moins il est probable 
qu’elles le soient toutes. Le comportement des bornes est donc tout à fait satisfaisant compte 
tenu de la compréhension du fonctionnement réel des éléments. 
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3.1.3 Influence de la charge des sources 
On représente dans la figure ci-dessous l’influence de la charge des sources. Pour ce faire, on 
pose qu’un flux est plus chargé qu’un autre si ses paramètres σi et ρi sont supérieurs aux 
paramètres de l’autre flux (bien sûr ce n’est pas une relation d’ordre total). Dans notre étude, 
nous avons considéré le cas initial, puis des cas pour lesquels on a multiplié par un facteur 
entier les enveloppes de ces flux, ce  qui correspond à une augmentation de charge. 
Les résultats obtenus montrent bien que ce paramètre de charge des flux est très important, 
puisque les bornes se dégradent très vite en fonction de l’augmentation de la charge. Ici 
encore, ce résultat est conforme à l’intuition, puisqu’il est bien évident que plus les flux sont 
chargés, plus la probabilité d’obtenir des tailles importantes est élevée. 
 
  
Figure 63 Effet de la charge 
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3.1.4 Influence de la dispersion des sources 
 
Figure 64 Effet de la dispersion 
 
Nous avons ici voulu étudier l’importance de la « ressemblance » des flux. En effet, les 
travaux de Vojnović comportent systématiquement deux types de formules, un pour le cas 
homogène (tous les flux ont même enveloppe), et un autre pour le cas hétérogène. Il semble 
donc intéressant de voir l’influence de ce paramètre sur les bornes. 
Pour ce faire, nous avons décidé de multiplier les paramètres σi et ρi de chacun des flux par 
respectivement : 1, 1,4, 1,8, 2,2, 2,6, 1/2,6, 1/2,2, 1/1,8, 1/1,4 et 1. Nous obtenons ainsi la 
deuxième courbe (indice 1). Les courbes suivantes sont obtenues en répétant j fois ces 
opérations de multiplication pour la courbe d’indice j. On peut facilement constater que le 
résultat de ces multiplications successives est bien de rendre les flux de moins en moins 
semblables, tout en gardant une charge totale constante sur l’élément. 
Les résultats sont assez significatifs du fait que plus les flux sont hétérogènes, moins bonnes 
sont les bornes. Ceci peut être expliqué comme étant directement relié aux bornes de 
Hoeffding, qui sont au coeur de la démarche. En effet, ces bornes se comportent elles aussi 
moins bien dans le cas de flux hétérogènes. 
 
Pour résumer l’ensemble de ces expériences, on peut dire que les bornes donnent de meilleurs 
résultats pour des flux en nombre important, dont la charge est relativement faible, et les 
caractéristiques homogènes.  
3.2 Confrontation des bornes de Vojnović à une simulation 
Il semble intéressant de conforter notre confiance dans les résultats de Vojnović par une 
approche de type simulation. Cette simulation a été effectuée en QNAP en considérant des 
sources dont les temps inter trames suivent une loi normale de moyenne la valeur i
i
Smax
ρ
 . Les 
flux passent ensuite par un dispositif (shaper) de type seau percé avant de pénétrer dans un 
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multiplexeur. La figure suivante compare les résultats obtenus par simulation aux valeurs 
théoriques, dans le cas de 10 flux homogènes.  
 
  
Figure 65 Comparaison résultats théoriques / simulation 
Les mesures ont été effectuées avec des trames de taille constante, ce qui explique l’aspect en 
marche d’escalier : on peut voir ici la « probabilité » mesurée d’avoir 2, 3, 4 ou 5 trames dans 
la file d’attente (la « probabilité » est en fait une mesure du nombre d’occurrences, qu’on 
divise ensuite par le nombre d’observations total).  
La première constatation est de remarquer que les valeurs théoriques sont bien des bornes sur 
les valeurs mesurées. On peut également constater que les deux courbes offrent un 
comportement relativement similaire, ce qui conforte les résultats théoriques. L’écart entre les 
deux courbes tend à montrer que les bornes théoriques ne sont pas très « serrées » ; cependant, 
il ne faut pas oublier que nos résultats obtenus par simulation ne prétendent pas à être 
parfaitement précis, compte tenu de la simplicité du modèle de simulation retenu. 
Il semble d’après cette première comparaison que le comportement des bornes est satisfaisant, 
bien qu’il soit possible de mieux vérifier cette proposition en menant à bien des simulations 
plus poussées et précises. 
 
Nous concluons de cette étude de type « boite noire » que les résultats de Vojnović peuvent 
être intéressants dans notre contexte, mais qu’ils semblent assez sensibles à la façon de les 
appliquer (nombre de flux notamment) ; nous prévoyons que selon la configuration du réseau 
et du trafic, les résultats obtenus seront plus ou moins bons. 
4 Application de l’approche combinée au réseau étudié 
Nous avons appliqué les résultats de Vojnović au cas d’étude présenté dans le chapitre 2 de 
cette thèse. Nous utilisons le modèle des commutateurs utilisant des files FIFO pour 
modéliser les ports de sortie des commutateurs. Nous faisons l’hypothèse que tous les flux ont 
même priorité. Cette hypothèse répond principalement à des raisons de clarté d’exposition, 
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pour ne pas avoir à présenter une courbe par priorité pour chaque étude. Bien entendu, 
puisqu’on sait définir une courbe de service offerte à chacune des priorités, les résultats sont 
applicables pour des flux de priorités différentes. 
4.1 Vérification des hypothèses de la méthode 
On commence par vérifier que le réseau avionique considéré répond bien aux hypothèses des 
travaux de Vojnović. 
4.1.1 Indépendance des flux 
Les résultats de Vojnović nécessitent que les flux soient statistiquement indépendants (ou au 
moins qu’ils le soient au moment où ils pénètrent dans le réseau, pour appliquer la méthode 
de « fresh traffic majorization », présentée dans le paragraphe  2.2.5.2). 
Il est évident que cette hypothèse est vérifiée pour des VL issus de End System différents, 
puisque ceux-ci sont tous indépendants les uns des autres (aucun contrôle centralisé, par 
exemple). Par contre, la question se pose à deux autres niveaux : à l’intérieur d’un End system 
donné, est-ce que les VL issus de deux partitions différentes sont indépendants ? D’autre part, 
si une même partition émet des données sur deux VL, ceux-ci seront-ils indépendants ? 
4.1.1.1 Deux partitions 
Les partitions s’exécutant sur un même équipement partagent des ressources (temps de calcul, 
mémoire). Selon la façon dont est effectué ce partage, il pourrait se créer des dépendances 
entre les VL utilisés par deux partitions différentes. Par exemple, ce serait le cas si une 
partition attendait la fin du traitement d’une autre avant d’émettre une donnée sur le VL 
qu’elle utilise. Cependant, en avionique, il existe une exigence forte de ségrégation temporelle 
et spatiale des partitions. En général, la ségrégation temporelle est réalisée en utilisant un 
ordonnancement statique des tâches, de type « rate monotonic ». Avec ce type 
d’ordonnancement, il ne peut exister de dépendance entre les VL utilisés par deux partitions 
différentes. 
4.1.1.2 Pour une même partition 
Il est tout à fait possible qu’une partition donnée envoie des données sur deux VL. Selon la 
façon dont sont gérées ces émissions, il est possible que ces deux VL ne soient pas 
statistiquement indépendants. Ce serait par exemple le cas si une émission sur le deuxième 
VL intervenait systématiquement après chaque émission sur le premier. Pour savoir si les VL 
utilisés par une même partition sont indépendants, il est donc nécessaire de posséder une 
connaissance fine du fonctionnement de la partition en question. Ne disposant pas de telles 
informations, nous nous contenterons par la suite d’indiquer la manière d’obtenir des 
résultats, dans le cas où on peut supposer que ces flux sont bien indépendants, et dans le cas 
contraire. Bien entendu, les résultats obtenus dans le premier cas seront meilleurs. 
4.1.2 Régulation des flux 
Les flux sont bien régulés avant leur entrée dans le réseau, afin de correspondre à la définition 
du VL. Nous avons vu que ceci constitue même la principale raison pour laquelle nous avons 
recours à une approche combinée déterministe stochastique. Les résultats sont établis pour 
une forme quelconque de cette enveloppe, mais nous savons que dans notre cas d’étude les 
enveloppes initiales sont des enveloppes affines de type (σi,ρi). 
Une approche combinée déterministe stochastique 
-119- 
4.1.3 Débit à long terme 
La troisième hypothèse signifie que l’accroissement du trafic cumulé pour un flux donné se 
fait en moyenne au débit iρ . La définition des VL, ainsi que la méthode de calcul déterministe 
adoptée, nous conduisent en pratique à utiliser des enveloppes affines par morceaux et 
concaves. Pour celles-ci, 
t
ti
ti
)(
lim
αρ +∞→=  représente la pente de leur dernier segment. 
L’hypothèse est donc naturellement vérifiée, car si ce n’était pas le cas l’enveloppe ne serait 
pas respectée à long terme. 
4.1.4 Caractérisation des éléments 
On a pu définir lors de nos premières études les courbes de service offertes par chacun des 
éléments du modèle, à l’ensemble des flux qui les traversent. On rappelle qu’on prend pour 
courbe de service pour un port de sortie la fonction β(t) = C.t, où C désigne la capacité du lien 
physique relié à ce port (généralement 10 ou 100Mbps). La dernière hypothèse des travaux est 
donc bien vérifiée. 
4.2 Propositions de méthodes d’application des bornes au réseau complet 
Les résultats de Vojnović s’appliquent a priori sur un seul élément, puisqu’ après la traversée 
d’un élément, l’hypothèse d’indépendance des flux n’est plus vérifiée. En suivant les pistes 
présentées dans  [85], nous proposons deux méthodes permettant d’étendre ce calcul à tout le 
réseau. Les deux méthodes ont en commun de nécessiter une analyse déterministe préalable 
du réseau. Pour ce faire, nous appliquons la méthode d’analyse décrite dans le chapitre 3 de 
cette thèse, en utilisant notamment la notion de groupes, pour obtenir de bons résultats pour 
les bornes déterministes. 
La première méthode proposée consiste à appliquer les résultats de Vojnović en prenant pour 
entrées les groupes, et non les flux individuels. Les groupes ont en effet la propriété d’être 
indépendants entre eux à l’intérieur du réseau, ce qui n’est pas le cas des flux individuels à 
cause de la sérialisation sur les liens physiques. 
La seconde méthode consiste à utiliser la méthode de « fresh traffic majorization » présentée 
dans le paragraphe  2.2.5.2. Suite aux résultats obtenus dans la partie  3.1, on s’attend à ce que 
cette seconde méthode fournisse de bien meilleurs résultats. En effet, l’utilisation des groupes 
dans la première méthode diminue le nombre de flux pris en compte pour le calcul, et ces flux 
sont plus chargés, ce qui tend à dégrader les résultats. 
Les graphiques suivants sont obtenus sur le port de sortie pour lequel le calcul déterministe 
donne la plus forte borne, 516600 bits en l’occurrence. On effectue les calculs avec 5 
subdivisions de l’intervalle [0, τ]. 
4.3 Résultats obtenus 
4.3.1 Première méthode 
Le graphique ci-dessous, comme tous ceux de cette partie, représente en abscisse la taille de la 
file d’attente, et en ordonnée une majoration de la probabilité de dépasser cette valeur. Par 
exemple, on peut lire ci-dessous que la probabilité de dépasser une taille de 300000 bits est 
inférieure à 10-1. 
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Figure 66 Application avec les groupes 
Ces résultats sont assez décevants, dans le sens où on peut y lire que la probabilité de dépasser 
la borne déterministe connue est inférieure à 0.0001, alors que par ailleurs on sait que cette 
probabilité est nulle. Il semble donc que cette méthode d’application ne donne pas de résultats 
exploitables. 
4.3.2 Deuxième méthode 
Dans un premier temps, on suppose qu’on ne sait pas si les VL issus d’un même End System 
sont indépendants entre eux ou non. La seule information dont on dispose alors est que les 
émissions de deux End System différents sont indépendantes. On applique donc la méthode 
de « fresh traffic majorization », mais en considérant comme flux initiaux indépendants les 
groupes issus de chaque End-System. Plus précisément, lors du calcul dans un port de sortie 
d’un commutateur donné, on regarde l’origine des flux qui le traversent. Pour chaque End 
System origine, on calcule l’enveloppe du groupe formé par tous les flux qui passeront 
ensuite dans le port considéré. 
Voici les résultats obtenus, toujours pour le port possédant la borne déterministe la plus 
grande. 
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Figure 67 Application "fresh traffic majorization" aux groupes sortant des ES 
Encore une fois, on peut voir que les résultats obtenus avec cette hypothèse ne sont pas bons, 
puisqu’ils sont encore moins bons qu’avec la méthode précédente. Ceci est normal dans le 
sens où on utilise à peu près le même nombre de flux (groupes) pour le calcul que dans cette 
méthode, mais qu’ils sont plus chargés, à cause de la méthode de « fresh traffic 
majorization ». 
 
Dans un second temps, nous avons considéré au contraire que nous disposons de la 
connaissance que tous les VL sont indépendants entre eux. Les résultats doivent être bien 
meilleurs que précédemment, puisqu’on utilisera dans les calculs tous les flux initiaux, et non 
les groupes issus de chaque End System.  
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Figure 68 Application "fresh traffic majorization" avec l'hypothèse flux indépendants 
 
 
Les résultats obtenus par cette méthode sont bien plus satisfaisants, et comme on pouvait s’y 
attendre bien meilleurs qu’avec la première méthode. On voit par exemple que la probabilité 
de dépasser 75% de la borne déterministe est inférieure à10-9. 
Selon la connaissance disponible sur l’indépendance relative des VL, il est possible d’obtenir 
des résultats en suivant notre méthode d’analyse, en regroupant les flux dont on ne sait pas 
s’ils sont indépendants. Les résultats obtenus seront alors compris entre les deux extrêmes que 
nous venons de présenter. Dans la suite de cette thèse, les résultats présentés feront 
l’hypothèse que tous les VL sont bien indépendants. 
 
Grâce à cette approche combinée, on confirme aussi l’intuition présentée dans le paragraphe 
 1.1 1.1, à savoir que la borne déterministe est très pessimiste par rapport aux valeurs qu’on 
pourrait qualifier de « probables ». Plus exactement, ces résultats indiquent que les 
probabilités d’occurrence des cas provoquant de grandes tailles de files d’attente sont très 
faibles.  
4.4 Obtention de bornes en  trames 
L’ensemble des formules précédentes concerne les probabilités que la taille de la file d’attente 
dépasse un certain nombre de bits. Dans le cas particulier où la taille de la file d’attente est 
comptée en trames, et non en bits, les résultats manquent. Dans un premier temps, on pourrait 
penser effectuer l’ensemble de l’analyse en trames, comme indiqué dans le chapitre 3 de cette 
thèse. On appliquerait donc les formules précédentes avec les enveloppes des flux en trames, 
et pour courbe de service 
max
.)(
S
tCt =β pour chaque port de sortie des commutateurs, c'est-à-
dire supposer de manière pessimiste que le commutateur ne fait sortir que des trames de taille 
maximale. Malheureusement, on a pu constater qu’avec ces courbes de service, les 
multiplexeurs ne sont pas stables : les courbes d’arrivée et de service ne se coupent plus. On 
ne peut donc pas appliquer les formules de cette manière. 
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On adopte alors la démarche suivante : l’évènement « la file d’attente a plus de N trames » 
implique l’évènement « la taille de la file d’attente est supérieure à N. Smin bits ». On a donc la 
relation suivante pour les probabilités : ( ) ( )min.SNQPNQP bf ≥≤≥  
A partir des résultats précédents, une simple division par Smin permet donc d’obtenir une 
majoration sur la probabilité d’avoir plus de N trames dans la file d’attente : 
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Figure 69 Cas de la taille  comptée en nombre de trames 
Encore une fois, l’ordre de grandeur des résultats est intéressant, puisqu’il est identique à 
celui obtenu pour la taille en bits. On peut noter que la majoration effectuée pour obtenir le 
résultat précédent est assez grossière, puisqu’il est très probable qu’une taille supérieure à 
N.Smin bits soit le résultat de l’arrivée dans la file d’attente de trames de taille différente de 
Smin. Il doit donc être possible de découvrir une autre démarche pour aboutir à de meilleurs 
résultats dans le cas où la taille de la file d’attente est comptée en nombre de trames. 
4.5 Obtention de bornes sur le délai 
Dans le cas général d’un élément seulement caractérisé par la courbe de service offerte à un 
flux agrégé, il n’est pas possible de trouver une borne sur le délai à partir de la borne sur la 
taille de la file d’attente. C’est d’ailleurs ceci qui a conduit à utiliser le modèle de PSRG dans 
la définition actuelle du PHB EF de DiffServ. Cependant, pour un élément FIFO à capacité de 
sortie C constante, on peut obtenir des résultats : le délai subi par le premier bit d’une trame 
est constitué par le temps nécessaire pour émettre au débit C la quantité de bits déjà présents 
dans la file FIFO. Cette quantité est majorée grâce au résultat présenté dans le paragraphe 
 2.2.5.1, à partir des probabilités de Palm. Ainsi, pour obtenir une borne sur la répartition du 
délai subi par le premier bit d’une trame, il suffit de prendre la courbe donnant la répartition 
de la taille de la file d’attente au moment de l’arrivée de la trame, et de diviser les abscisses 
par C. Le dernier bit attendra quant à lui au maximum Smax/C de plus, où Smax représente la 
taille maximale d’une trame pour tous les VL passant dans l’élément considéré. A partir de la 
courbe précédente, une simple translation de Smax/C donne donc la probabilité de dépasser un 
certain délai. La figure ci-dessous a été obtenue de cette manière ; on rappelle que dans le cas 
considéré, la borne déterministe sur le délai est de 5,163ms. 
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Figure 70 Répartition des délais (ms) 
Ici encore, on peut lire que l’application des résultats de Vojnović donne des résultats d’un 
ordre de grandeur suffisamment faible pour permettre une utilisation pratique. Par exemple, la 
probabilité de dépasser 75% du délai maximum est inférieure à 10-9. 
4.6 Illustration de l’intérêt pratique de ces bornes 
Nous souhaitons montrer dans ce paragraphe comment les résultats précédents peuvent être 
utilisés en pratique.  
4.6.1 Premier exemple 
Supposons qu’on souhaite dimensionner la taille maximale (notée Q) de la file d’attente  
précédente, de sorte qu’on puisse garantir sur 100h de fonctionnement une probabilité de 
perte de trame inférieure à 10-9. 
On commence par calculer combien de trames peuvent arriver au maximum en 100h. On 
calcule donc la valeur de l’enveloppe globale (somme des enveloppes de tous les flux) pour la 
valeur st 3600001006060 =××= . On trouve 1,06. 1013 bits, ce qui correspond dans le pire 
des cas (avec une taille minimale de trames de 84 octets) à 15.64 milliards de trames. 
Dans un deuxième temps,  on cherche à évaluer la probabilité de perdre une trame. Une trame 
sera perdue si, au moment où elle arrive, la taille courante de la file d’attente est égale à Q. 
Ceci impliquerait que le nombre de bits présents dans la file, au moment de l’arrivée de la 
trame, serait supérieur à minSQ× . La probabilité de perdre une trame est donc inférieure à la 
probabilité que la taille de file d’attente soit supérieure à minSQ× bits. Cette probabilité est 
bornée par la courbe suivante, obtenue conformément au paragraphe  2.2.5.1. 
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La probabilité de perdre une trame en 100h est inférieure au nombre de trames pouvant passer 
dans le port considéré durant 100h, multiplié par la probabilité que chacune d’entre elle soit 
perdue au moment de son arrivée. Pour atteindre l’objectif fixé, il faut donc que Q soit tel que 
la probabilité de perdre chacune des trames soit inférieure à 6.39. 10-20. Ceci est le cas pour 
des tailles supérieures à 473215 bits, ce qui implique Q supérieur ou égal à 705 trames. 
On vient donc de montrer que dimensionner la taille de file d’attente à 705 trames suffit pour 
garantir que sur 100h de fonctionnement, la probabilité de perdre une trame est inférieure à 
10-9, ce qui représente un gain d’environ 8% par rapport à un dimensionnement fondé sur la 
seule borne déterministe. 
 
4.6.2 Deuxième exemple 
Un autre cas pratique d’utilisation est le suivant : l’analyse déterministe du réseau fournit 
comme borne pour le port le plus chargé du réseau 769, or la taille physique de la file 
d’attente est inférieure de 20 % à cette valeur (on prend comme exemple 612). On ne peut 
donc pas garantir avec cette borne que la file d’attente ne débordera jamais ; on va utiliser les 
résultats ci-dessus pour majorer cette probabilité de perte de trame, par exemple sur une heure 
de fonctionnement. 
Avec le même calcul que précédemment, on montre que la file d’attente reçoit au maximum 
156,4 millions de trames en une heure. Il y aura perte de trame s’il se trouve plus de 612 
trames ( 411264884612 =×× bits au minimum) dans la file au moment où en arrive une 
nouvelle. Donc la probabilité de perdre une trame sera inférieure à la probabilité que la taille 
de file d’attente dépasse 411264 bits, soit 1. 10-11. La probabilité de perdre une trame durant 
une heure de fonctionnement sera donc inférieure à 3116 10.5,110.110.4,156 −− =× , ce qui 
correspond à moins d’une trame perdue toutes les 600. 
 
Conclusion 
Le but de ce chapitre était de compléter notre analyse du fonctionnement du réseau, en 
essayant d’estimer les probabilités d’occurrence des cas pires, pour lesquels nous avons 
majoré certaines quantités dans les chapitres précédents. Pour ce faire, nous avons utilisé des 
résultats présentés par Vojnović, qui propose une méthode combinée déterministe-
stochastique. Comme pour le calcul déterministe, nous avons montré que cette méthode 
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s’applique bien au contexte considéré, notamment grâce à la notion de VL qui permet de bien 
caractériser les entrées dans le réseau. D’autre part, nous avons proposé une méthode 
permettant d’appliquer ces résultats à un réseau avionique, en fonction de la connaissance du 
réseau dont on dispose. Enfin, nous avons montré comment obtenir à partir de ces résultats 
des informations sur la répartition du nombre de trames dans une file d’attente, ou sur le délai 
subi par les trames. 
Les résultats obtenus confirment bien l’intuition que les bornes déterministes sont largement 
supérieures aux valeurs atteintes dans la très grande majorité des cas. L’ordre de grandeur de 
cette différence est même très intéressant : on sait en effet qu’en aéronautique, on accepte 
dans le cadre de la méthode de conception « safe-life » des probabilités de 10-9 ce qui est tout 
à fait le cas ici. 
Dès lors, on peut songer utiliser cette méthode pour atteindre deux buts précis. Le premier 
serait naturellement de redimensionner les éléments du réseau. On pourrait en effet concevoir 
de relâcher la contrainte de non perte de trame, pour adopter une contrainte du type 
« probabilité de perdre une trame < ε », avec ε connu. De ce fait, les tailles de files d’attente 
pourraient être largement diminuées. Bien entendu, une telle approche ne saurait être retenue 
qu’en accord avec les autorités de certification. 
Une autre application de la méthode combinée peut concerner les procédures de test, par 
exemple lors de la recette des commutateurs. En effet, compte tenu du débit du réseau, il est 
très difficile d’équiper les appareils pour mesurer des valeurs en temps réel. Un des rares 
paramètres que l’on peut mesurer est le nombre de trames perdues, puisque ces évènements 
doivent être enregistrés par les commutateurs selon la norme ARINC 664. Dès lors, en faisant 
varier le trafic entrant dans un commutateur, on peut vérifier qu’il suit bien les probabilités de 
perte prévues par la méthode. 
Les travaux futurs devraient chercher à établir de meilleures bornes sur la probabilité de 
perdre des trames, alors que la méthode actuelle est entièrement dérivée du domaine des bits. 
D’autre part, il faudrait également établir des formules concernant la probabilité de perte de 
trames à long terme, qui seraient plus faciles à interpréter dans le contexte aéronautique ; on 
rappelle que pour l’instant Vojnović n’a démontré des formules de ce genre que dans le cas 
temps discret. 
Un axe de recherche que nous avons envisagé est celui d’une méthode d’analyse fondée 
exclusivement sur ces résultats de type statistique, sans recours à une analyse déterministe 
préalable. L’idée fondatrice de cette étude est qu’à partir de la fonction de répartition du délai 
obtenue, on peut obtenir un encadrement de l’enveloppe des flux en sortie : on sait majorer la 
probabilité que l’accroissement d’un flux durant un intervalle donné soit comprise entre deux 
valeurs. De cette façon, la propagation des enveloppes n’utiliserait plus les résultats 
déterministes. 
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CONCLUSION 
 
1 Résumé des travaux 
La première partie de cette thèse a permis de remettre dans son contexte le type de réseau 
étudié, à savoir les réseaux déterministes au sens du projet de norme ARINC 664. Compte 
tenu de la criticité des informations circulant sur le réseau, il convient de prouver que le 
réseau satisfera aux contraintes de qualité de service exigées. Pour ce faire, nous avons 
montré dans une première étude (chapitre 2) que les résultats de Cruz sur le Network Calculus 
s’appliquent dans ce contexte, principalement grâce au fait que toute la gestion du réseau est 
entièrement entre les mains de l’avionneur : celui-ci possède une connaissance précise de 
chaque élément du réseau, de tous les flux qui y circulent, et peut choisir la manière dont 
ceux-ci seront routés sur le réseau. Les théorèmes du Network Calculus permettent de vérifier 
si les contraintes de sécurité sont respectées par le réseau ainsi utilisé, en établissant des 
bornes sur les latences locales, de bout en bout, et sur les tailles des files d’attente. Nous 
avons vérifié que ces bornes possèdent un ordre de grandeur satisfaisant, qui permet 
d’envisager leur utilisation pour dimensionner le réseau. Cette première étude nous a 
également permis de montrer que ces bornes dépendent principalement de la régularité des 
flux circulant dans le réseau. 
Par la suite (chapitre 3), nous avons apporté plusieurs modifications à cette méthode d’analyse 
fondée sur le Network Calculus. Certaines de ces modifications visent à améliorer les bornes 
obtenues par la méthode : utilisation d’une caractérisation plus fine du fonctionnement des 
éléments (courbe de service), prise en compte de l’effet de sérialisation entre flux induit par 
les liens physiques (notion de groupes). Les autres modifications permettent d’affiner 
l’analyse, par exemple en permettant de l’effectuer en termes de trames ou de bits, ou bien de 
lui ajouter de nouvelles fonctionnalités, comme la prise en compte de l’effet de policing ou de 
flux de priorités différentes. 
Munis de cette méthode d’analyse du comportement du réseau, nous avons voulu présenter 
dans le chapitre 4 des méthodes permettant d’améliorer le réseau vis-à-vis d’elle, c'est-à-dire 
que ces méthodes vont permettre de diminuer les bornes calculées au cours de l’analyse. Les 
premières de ces méthodes visent à choisir une bonne affectation des priorités pour les 
différents VL. Nous avons notamment présenté en ce sens une heuristique, reposant sur la 
taille minimale des trames des VL, ainsi qu’un outil plus complexe utilisant des algorithmes 
d’évolution multicritères. Les autres méthodes proposées s’intéressaient à l’architecture 
matérielle du réseau. Nous avons ainsi montré pourquoi et comment utiliser plusieurs liens 
physiques pour relier les commutateurs entre eux, et nous avons également montré les 
avantages et les inconvénients d’une régulation des flux dans les commutateurs. 
Enfin, nous avons voulu mieux comprendre le lien entre les bornes calculées par notre 
méthode d’analyse, et le comportement en moyenne du réseau. Nous nous sommes 
particulièrement intéressés dans ce sens aux récents résultats du calcul réseau probabiliste, qui 
s’appuie sur le Network Calculus déterministe que nous avons utilisé dans notre méthode. 
Nous avons montré comment développer une méthode d’analyse avec ces résultats dans notre 
contexte. Les résultats de cette méthode sont constitués de bornes, dont on sait qu’elles 
n’auront qu’une très faible probabilité d’être dépassées, ce qui pourrait constituer la base 
d’une nouvelle méthode de certification pour de futurs programmes.  
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2 Synthèse de la démarche 
Les recherches effectuées dans le cadre de cette thèse peuvent être regroupées en trois grandes 
thématiques : 
• déterminer une méthode d’analyse du réseau 
• mieux comprendre le fonctionnement du réseau 
• donner des méthodes permettant d’optimiser le réseau 
Nous tenons à souligner les rapports très fréquents entre ces trois thématiques. 
 
Méthode d’analyse / Méthodes d’optimisation 
Les méthodes d’optimisation que nous avons proposées reposent sur la méthode d’analyse 
que nous avons présentée. En fait, l’optimisation recherchée porte toujours sur des critères, 
qui sont évalués par notre méthode d’analyse. 
 
Méthode d’analyse / Compréhension du réseau 
La méthode d’analyse du réseau permet de mieux comprendre le fonctionnement du réseau, 
par exemple en mettant en évidence l’importance de la régularité des flux. En fait, l’étude de 
type Network Calculus permet d’établir le contour du domaine d’utilisation de ce réseau, en 
précisant ce qu’il advient lors de cas pires. De plus, l’approche combinée déterministe 
stochastique ouvre de nouvelles perspectives d’études des régions proches de ce contour. 
Réciproquement, notre méthode d’analyse a tiré parti de la connaissance du fonctionnement 
du réseau, notamment grâce à l’utilisation de la notion de groupes. 
 
Méthodes d’optimisation / Compréhension du réseau 
Les méthodes d’optimisation que nous avons présentées utilisent énormément notre 
connaissance du réseau : les heuristiques proposées pour affecter les priorités utilisent 
l’intuition qu’il vaut mieux mettre en priorité haute les trames les plus petites. La manière de 
placer les flux sur les nouveaux liens prend en compte l’importance que l’on sait grande de 
l’effet de groupe. A l’inverse, ces méthodes nous ont permis de mieux comprendre certains 
détails du fonctionnement du réseau : par exemple, l’algorithme génétique multicritère utilisé 
nous a permis de mieux comprendre les termes de l’échange taille maximale – délai moyen. 
Cet équilibre a également été étudié lors de notre étude sur une méthode de régulation des 
flux. Enfin, l’étude sur la duplication des liens physiques entre commutateurs  a montré 
l’influence globale de modifications mineures locales. 
On voit ainsi à quel point les recherches dans un secteur donné ont influencé les autres, ce qui 
a permis simultanément de mieux comprendre le fonctionnement du réseau, de proposer une 
méthode d’analyse complète de ce type de réseau, et finalement de présenter plusieurs 
méthodes permettant d’optimiser ces réseaux, tout en aidant leur utilisateur à mieux 
comprendre l’impact de ces modifications. 
 
D’autre part, la problématique que nous avions dégagée était la suivante : l’évolution de la 
complexité des systèmes avioniques a conduit à l’utilisation d’une nouvelle technologie de 
réseaux embarqués, l’Ethernet commuté Full-Duplex. Cette nouvelle technologie pose de 
nouveaux problèmes, parmi lesquels un des plus importants est qu’il est nécessaire de prouver 
que ce réseau offre des garanties de qualité de service suffisantes : pas de perte de trames par 
congestion des commutateurs, temps de traversée du réseau borné. Tout le problème était 
donc de trouver une méthode permettant d’apporter cette preuve. La première contribution de 
cette thèse est justement de proposer une telle méthode, en utilisant des résultats du Network 
Calculus.  
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Dans un deuxième temps, une nouvelle problématique s’est dégagée : sachant que le réseau 
sera certifié suivant cette méthode, comment régler les quelques degrés de liberté du réseau 
étudié pour  améliorer les résultats de l’analyse ? Nous avons proposé en ce sens des 
méthodes permettant sinon de faire le choix, du moins de mieux comprendre les conséquences 
de ces choix. 
Enfin, nous avons pensé que ces réflexions nous menaient à la question plus générale du 
dimensionnement du réseau. La dernière contribution de cette thèse est une méthode, fondée 
sur des résultats récents combinant les côtés stochastique et déterministe, qui donne de réelles 
indications sur comment dimensionner les files d’attente. 
3 Perspectives de recherche 
Nos travaux ont permis de mettre en lumière plusieurs nouvelles pistes de recherche, que nous 
avons regroupées au sein des trois domaines évoqués précédemment. 
 
En ce qui concerne la méthode d’analyse, nous pensons qu’il serait intéressant d’utiliser une 
nouvelle définition des groupes, qui permette des groupes « mixtes », à savoir formés de flux 
appartenant à des VL de priorités différentes. Nous pensons aussi qu’il serait intéressant de 
regarder les courbes de service de bout en bout offertes à certains flux, par opposition aux 
courbes de service locales étudiées ici. Enfin, nous avons vu qu’une contrainte très forte 
introduite par la méthode d’analyse est qu’il ne peut y avoir de boucles de trafic dans le 
réseau. Découvrir un moyen de propager le calcul même dans ce cas de figure serait d’un 
intérêt industriel certain. 
Pour les différentes méthodes d’optimisation du réseau, nous pensons que la question de 
l’affectation des priorités peut encore susciter de nombreux travaux, peut être encore une fois 
lorsque la connaissance du réseau aura augmenté. De plus, il pourrait être intéressant de 
s’intéresser à la manière de router les flux sur le réseau. On sait ce problème complexe 
(nombreuses contraintes de sécurité), mais très important pour la méthode d’analyse, puisque 
actuellement il faut éviter la formation de boucles de trafic. Enfin, nous avons pris comme 
hypothèse dans notre étude que les caractéristiques des différents VL ne pouvaient être 
modifiées. Nous pensons qu’une source importante d’amélioration des bornes réside dans une 
redéfinition de ces VL. Peut-être est-il intéressant de faire plusieurs VL au lieu d’un seul très 
chargé, ou bien de définir un VL pour transmettre des trames de grande taille, et un autre pour 
les trames plus petites ? 
Enfin, il reste vraisemblablement encore beaucoup d’études à accomplir pour mieux 
comprendre le comportement temporel du réseau. En premier lieu, nous pensons qu’une 
démarche de simulation compléterait notre analyse, puisqu’elle permettrait de visualiser le 
comportement « en moyenne » du réseau, au lieu de visualiser seulement les cas pires de 
fonctionnement. Les bornes de type probabiliste que nous avons établies doivent être 
cohérentes avec des résultats obtenus par simulation. En effet, on peut dimensionner les files 
d’attentes de sorte que la probabilité de perdre une trame soit plus importante, et sortir ainsi 
du cadre des évènements rares qui sont difficiles à observer par simulation. On pourrait ainsi 
valider le modèle de simulation s’il permettait de visualiser ces évènements plus probables. 
Une fois ce modèle validé, il pourrait à son tour servir à valider des éléments matériels, par 
comparaison avec les résultats de tests sur des bancs d’essai. Il faudrait également poursuivre 
l’étude combinée déterministe – stochastique qui a été amorcée ici, et qui est certainement 
porteuse de résultats intéressants, tant du point de vue recherche que du point de vue 
industriel. Enfin, nous pensons que notre étude sur l’affectation des priorités a soulevé un 
problème intéressant : nous avons mis en avant le fait que nos méthodes pourraient être 
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améliorées si on savait quels VL étaient très dépendants les uns des autres. Pour reprendre 
l’analogie avec le génome humain, il s’agirait d’identifier les gènes, c'est-à-dire regrouper les 
peptides (priorité d’un VL donné) qui doivent être modifiés en même temps. 
 
L’ampleur du travail suggéré dans ces perspectives montre bien à quel point les travaux en ce 
domaine posent des questions complexes. L’évolution constatée dans le contexte aéronautique 
en faveur de l’utilisation de réseaux embarqués de type Ethernet commuté a également 
introduit de nouveaux problèmes. Ceux-ci sont d’autant plus épineux que les ressources 
disponibles à bord d’un avion sont limitées : on ne peut pas simplement contourner le 
problème en augmentant la bande passante, ce qui représente souvent la solution la plus 
simple dans le cadre des réseaux classiques. L’utilisation de cette nouvelle technologie, qui 
présente au demeurant un grand nombre d’avantages, va donc nécessiter de nouvelles 
techniques pour la certification, pour le dimensionnement et pour l’analyse de performances 
des réseaux. Il faudra désormais aux avionneurs développer un vrai savoir-faire réseau : calcul 
déterministe, simulations, tests sur des bancs d’essai font partie des outils indispensables aux 
futurs ingénieurs qui travailleront sur ces réseaux. 
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Résumé 
Les nouvelles générations d’aéronefs embarquent de plus en plus de systèmes avioniques, 
pour augmenter à la fois la sécurité et le confort des passagers, tout en maintenant une haute 
rentabilité pour les compagnies aériennes. Ces nouvelles fonctions entraînent une forte hausse 
des échanges de données, ce qui nécessite plus de débit et de possibilités d’interconnexion. Les 
bus classiques de communications avioniques ne peuvent répondre à cette nouvelle demande, ce 
qui a poussé les constructeurs Airbus et Boeing à installer à bord un réseau de communication 
utilisant la technologie Ethernet commuté. 
Le principal apport de cette thèse est le développement d’une méthode de preuve du 
déterminisme de ce type de réseaux, démonstration fondamentale pour permettre leur 
certification aéronautique. Cette méthode, utilisant la théorie du Network Calculus, a été retenue 
par Airbus pour la certification du réseau AFDX de l’A380. 
Nous proposons également des optimisations de ce réseau (politiques de service des 
commutateurs, interconnexion des éléments réseau) en vue d’améliorer les résultats de son 
analyse de déterminisme par la méthode précédente. Enfin, nous proposons une extension de 
nature stochastique à notre méthode déterministe, qui pourrait dans le cadre d’un futur 
programme permettre de dimensionner au plus juste les ressources physiques du réseau. 
Title 
STUDY AND EVALUATION OF THE SWITCHED ETHERNET TECHNOLOGY 
FOR AVIONIC SYSTEMS INTERCONNECTION 
Abstract 
The recent aircrafts need to accommodate more passengers or freight, with increasing 
safety and comfort conditions. The new embedded systems imply a large burst in the number 
and the volume of exchanged data. The avionic data buses cannot cope anymore with these 
new communications needs. Both Airbus and Boeing made the choice to replace these buses 
with a network using the Switched Ethernet technology. One of the key issues of this 
technology is that it must be demonstrated to the certification authorities that it offers a 
deterministic behaviour, i.e. bounded latencies and jitter and no frames loss due to switches 
congestions. 
The main contribution of this thesis is a method, based on the Network Calculus theory, that 
makes it possible to prove this determinism. 
Since the network resources will be dimensioned according to the results of the 
determinism analysis, we also introduce some network optimisations according to this criterion. 
Finally, we propose a stochastic extension to the determinism analysis that gives a better 
understanding of the previously determined deterministic bounds, which could lead to a new 
certification process for future programs. 
Discipline 
RESEAUX ET TELECOMMUNICATIONS 
Mots-clés 
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