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The reliability investigations in power semiconductor components have tradition-
ally concentrated on statistical analysis of the failure data in order to set regular
maintenance intervals to prevent failures in the field. A more recent discipline,
prognostics, in turn attempts to evaluate online the current state-of-health of the
device and to predict the remaining useful life by interpreting signals of degra-
dation. The utilization of prognostics is valuable to businesses as it enables
addressing the maintenance only to the products close to failure.
In this thesis we studied prognostics from the physics-based perspective in two
types of silicon carbide power MOSFETs, in 11 samples in total. The components
were aged in a power cycling test system to produce data of the selected failure
precursor, drain-source on-state resistance. For the prognostic analysis we devel-
oped a kernel-smoothing-based particle filter and applied it to joint state-param-
eter estimation in a selected sample. The analysis results indicated satisfactory
performance considering the estimation of the states and the parameters but
revealed significant deficiencies in the prediction performance of the remaining
useful life.
Although the work mainly focuses on studying the power MOSFET as a single
component it is important to observe it also as a part of a larger entity. Therefore,
at the end of the work we propose design principles for a new test system where
the power MOSFET operates in a DC-DC converter. The derived precepts are
based on the insight of reliability data analysis and prognostics gained during the
study.
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Chapter 1
Introduction
Reliability and lifetime management have become central to the develop-
ment of power semiconductor components. This has been affected by the
emergence of new application fields where the power semiconductors are in a
more critical position for safety and closer to an everyday consumer. Further-
more, the general trend of electronics’ miniaturization and the development
of wide-bandgap devices have unveiled new type of failure mechanisms that
need to be addressed.
Traditionally the reliability research has focused on statistical analysis of
the failure data gathered from accelerated ageing tests during the product
development phase. The results of the analysis have then been utilized in
setting of regular maintenance intervals to prevent device failures in the field.
However, as the failure times depend significantly on the conditions the de-
vices operate in, the setting of these intervals is challenging if the intended
usage environments vary. In this case the described strategy might not be
able to filter the breakdowns, and on the other hand may result in healthy
devices being replaced or repaired unnecessarily.
Prognostics is a relatively novel discipline stemming from this inaccuracy,
and targets in providing health information of a device during its actual use.
By interpreting signals of degradation, so called failure precursors, prognos-
tics aims to determine the current state-of-health and to predict the future
degradation to estimate the remaining useful life (RUL). Depending on the
selected approach, algorithms from the field of state estimation, statistics
and artificial intelligence are incorporated in the process.
Within power semiconductor components the utilization of prognostics is
still quite limited. Majority of the research has focused on investigating the
precursor monitoring possibilities, which has been found to be impeded by
many difficulties. As collecting of suitable data has already been detected
challenging, the investigation of prognostic prediction algorithms has lagged
1
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behind. However, some explorations have been conducted especially with
power MOSFETs and insulated-gate bipolar transistors (IGBT).
In this work we studied physics-based prognostics in two types of silicon
carbide (SiC) power MOSFETs using drain-source on-state resistance as a
failure precursor. For the RUL prediction we developed an algorithm for
joint state-parameter estimation by kernel-smoothing-based particle filtering
and applied it to one of the measurement trajectories. 11 components in
total were aged in an accelerated manner in a power cycling test system to
produce analysable degradation data in a reasonable time scale.
There are three objectives in the study. Firstly, we aim to demonstrate
the RUL prediction process by the physics-based prognostic approaches using
the developed method. Secondly, we want to assess the suitability of the
selected failure precursor in the two tested device types. Lastly, the final
goal of the thesis is to provide design principles for a new test system where
the power MOSFETs would be used as a part of a DC-DC converter. The
derived precepts are based on understanding of the traditional reliability data
analysis and prognostics, gathered during the study.
The thesis is divided into 7 chapters. The theoretical basis for the work
is discussed in the first three. General considerations in reliability and ac-
celerated ageing are given in Chapter 2, together with providing insight into
the traditional statistical analysis of the failure data. Chapter 3 explores
the framework of prognostics focusing on the physics-based approaches and
particle filtering as its tool. In Chapter 4, the power MOSFET is reviewed in
general, still emphasizing reliability issues and condition monitoring of a few
selected failure precursors. The empirical work of the study is reported in the
following three chapters. The power cycling test conducted for the SiC power
MOSFETs is documented in Chapter 5. In Chapter 6, the development of
the prognostic method and the analysis executed on the power cycling test
results are described. The considerations for the new test system are given
in Chapter 7. Finally, conclusions are drawn in Chapter 8.
Chapter 2
Accelerated ageing
As a device ages, concerns in reliability emerge due to continuing degradation
of materials. Eventually, this results in a failure, when a critical parameter
in the device can no longer fulfil the specified requirement for proper func-
tionality [1, p. 1]. Therefore, it is appropriate to state that the term failure
does not only cover pronounced mechanical breakdowns, but also such events
as decrease of capacitance under certain safety threshold. These various ap-
plication dependant definitions are referred to as failure mechanisms.
The material degradation, and thus the failures, are tightly connected to
the stress the device confronts. It is important to notice that in this context
the term stress is not restricted only to the standard mechanical stress, but
rather comprises a more general definition of any external agent that is able
to cause degradation [1, p. 1]. Therefore, various physical quantities such as
temperature, humidity, vibration, voltage and pressure are also considered
as stresses.
Different stresses involve different failure mechanisms. For example, me-
chanical stress may cause a terminal of an aluminium electrolytic capacitor
to detach, whereas the decrease of capacitance results from electrolyte evap-
oration associated with thermal and electrical stresses [2]. Moreover, also the
magnitude of the stress, i.e. the stress level, and other stress-profile-specific
parameters may affect on the occurring failure mechanism. For instance,
many typically encountered failures in soldered interconnects are related to
temperature variations, but fluctuations with extremely steep slope, the so
called thermal shocks, may cause different mehcanims compared to more
gradual cycling [3].
A failure occurs as the stress overcomes the degrading strength of the
material. Due to tiny differences in the materials’ microstructure, which can
exist even in nearly identically manufactured products, the degradation does
not propagate evenly between units, whereby the devices will not fail at the
3
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same time although subjected to similar stress conditions [1, p. 61]. As a
consequence, the failure rate of a device population is typically not constant
but takes the form of the bathtub curve [1, p. 81], shown in Figure 2.1.
During the early use of a product, in the region of early failure rate (EFR),
a lot of failures occur due to manufacturing defects caused by materials with
extremely low strengths. However, the rate decreases sharply as the weak
population of the products quickly fails. In the middle, at the bottom of the
curve, lies the region of intrinsic failure rate (IFR), in which the rate is quite
low and close to constant. The IFR failures are mostly caused by very small
defects slightly reducing the strength of the materials in otherwise decent
products. After IFR, the failure rate starts to rise rather quickly in the
wear-out region. In this phase even the products with the highest strengths
eventually begin to fail.
EFR IFR Wearout t
F
a
il
u
re
ra
te
Figure 2.1: Bathtub curve for device reliability.
Tests are required to analyse the occurrence of faults in order to ensure
sufficiently reliable operation during the device lifetime. However, since an
industrial electronic product may function without failures even for decades
if operated within specifications, it may not be possible to base investigations
on the use conditions. Therefore, to achieve results in a reasonable time scale,
accelerated ageing is typically the only option.
2.1 Overstressing
The accelerated ageing methods can be classified roughly into two: usage-rate
and overstress [4]. In the former, the product is operated more frequently
than normally, whereby the life of the device is consumed more quickly. How-
ever, since the industrial electronic devices considered in this work may func-
tion close to continuously, stopped only on occasional maintenance breaks,
the latter approach appears more appropriate. In overstress acceleration the
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magnitude of a stress attributed to a previously acknowledged critical failure
mechanism is elevated to induce failures at a faster rate.
The adjustment of the stress level for accelerated ageing is based on the
stress limits of the product, illustrated in Figure 2.2. In the use conditions
the device is exposed to a stress that stays within the specification limits.
Inside these limits the faultless operation of the product is assumed. If the
stress exceeds the specification limits, the product may still work, but is now
outside of the zone it is designed to operate in. Moving further, the device
ceases to work at the operating limits, but reversion to normal operation is
possible provided that the destruct limits are not exceeded. If the applied
stress grows higher than the destruct limits the product becomes perma-
nently damaged and is unusable until repaired. Due to the variability in
the materials in a device population, the operating and destruct limits are
accompanied with distributions to describe the uncertainty around the mean
value. The specifications, instead, are strict values set by the manufacturer
and therefore do not incorporate any variance.
Stress level
Lower
destruct
limit
Lower
operating
limit
Lower
specifi-
cation
limit
Upper
specifi-
cation
limit
Upper
operating
limit
Upper
destruct
limit
Figure 2.2: An illustration of the device stress limits.
When overstressing is used for accelerating failures for quantitative anal-
ysis of a product lifetime, further discussed in 2.2, Vassiliou et al. [4] argue
that the stress level should exceed the level the product encounters in its nor-
mal use. However, the authors remind that the stresses and the levels should
be chosen and adjusted so that they only accelerate the failure mechanisms
under consideration, and do not evolve additional mechanisms unnatural in
the use conditions. They further note that the higher the stress, the shorter
the testing time, but on the other hand as the stress recedes from the use
level, the probability of affecting on the physics-of-failure increases. Thus,
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the suitable setting for the stress level is typically between the specifications
and the operating limits.
2.2 Accelerated life testing
As already noted, although exposed under similar environmental and usage
conditions, the unit-to-unit variability in the device materials causes the time
instants of the failures, the times-to-failure (TF), to distribute. Accelerated
life testing (ALT) is a statistical analysis method that exploits the distribut-
ing TF data collected from tests in multiple accelerating stress levels, in
order to model the life of the devices in the specified use conditions. To
ensure sufficient data in a sensible time frame the principles of overstressing
are utilized, but as discussed, the stress level has to be adjusted carefully
so that the acceleration affects only the failure mechanisms typical in the
normal usage. On the other hand, it has to be emphasized that as the ALT
analysis is based on the times-to-failure, the process has little to offer if no
failures occur.
For business purposes the quantitative reliability analysis is often neces-
sary with many industrial products as it enables estimating the proportion
of devices failing before certain time. This knowledge can assist in the spec-
ification of service intervals to reduce the number of abrupt maintenance
events that tend to be costly. Furthermore, comparison of the ALT results
may lead to design improvements, and thus lower the warranty costs and
indirectly enhance customer relations via increased product reliability.
2.2.1 Distribution fundamentals
To understand the ALT analysis it is inevitable to first consider the basics in
statistical distributions. The probability of observing a continuous random
variable T within an interval [a, b] is defined as
P (a 6 T 6 b) =
∫ b
a
fT (t) , (2.1)
where fT (t) is the probability density function (PDF). For simplicity, from
hereafter it is marked as f (t).
From the PDF we can derive the cumulative distribution function (CDF),
expressed as
F (t) =
∫ t
−∞
f(x)dx, (2.2)
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where x is a dummy integration variable. In the context of reliability engi-
neering, the CDF is typically referred to as the unreliability function, as it
gives the probability of observing failure in a unit before time tf . Alterna-
tively, the function can be interpreted to describe the proportion of failed
units in a population of devices before certain time, here marked tf .
From CDF we can further derive the complementary cumulative distri-
bution function (CCDF) as
R (t) = 1− F (t) . (2.3)
R (t) is in turn called the reliability function as it describes the probability
of not observing the failure before tf , or the proportion of healthy units in
the population. In Figure 2.3
The functions f , F and R are visualized in the form of Weibull distribu-
tion in Figures 2.3a, 2.3b and 2.3c, respectively. The probability of observing
a failure by time tf is illustrated with the PDF and the unreliability func-
tion. With the reliability function the value at tf equals the probability of
not observing the failure before that time.
tf t
f
(t
)
tf
1
t
F
(t
)
tf
1
t
R
(t
)
(a) PDF (b) Unreliability (c) Reliability
Figure 2.3: The concept of distributions introduced in the form of Weibull.
2.2.2 Understanding the analysis
In ALT analysis we search for the dependency between the stress and the dis-
tributing times-to-failure of the tested devices. This is defined by conducting
the tests in multiple accelerating stress levels in order to model the change
of the distribution caused by the varied stress. The constructed model can
then be extrapolated to the nominal stress level to reveal the distribution in
the use conditions.
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The first step in the analysis is to determine the underlying life distribu-
tion describing the times-to-failure. Typically, it is selected from well-known
statistical models based on the following reasons [5]:
1. A physical or statistical argument theoretically supports its connection
to a failure mechanism in question
2. The model has already been successfully used with similar failure mech-
anisms
3. A feasible model provides a decent empirical fit to the data
In relibility engineering the two most frequently used distributions are
Weibull and lognormal, of which the former has been especially applied in
modelling TF data from semiconductors [1, p. 65]. Therefore, we present the
analytical expressions of the PDF and the CDF of the 2-parameter Weibull
distribution, defined respectively as
f(t) =
β
η
(
t
η
)β−1
exp
[
−
(
t
η
)β]
(2.4)
and
F (t) = 1− exp
[
−
(
t
η
)β]
, (2.5)
where η is the scale parameter and β the shape parameter.
In order to model how the life distribution varies by the stress level, a
distribution-specific parameter is substituted with a stress-dependent model,
stress-life relationship. With the 2-parameter Weibull, it is typically ad-
dressed to the scale parameter, since the shape of the distribution is con-
sidered constant. This assumption of constant β implies that the dominant
failure mechanism stays the same between different stress levels [4]. However,
if the assumption is violated and a good fit is not provided, competing failure
mechanisms may have been involved, in which case they typically have to be
separated for successfull analysis [6].
The stress-life relationship is often selected from empirically verified mod-
els given the accelerating stress. For instance, Arrhenius equation, which
originally describes the effect of temperature on the rate of a simple chemical
reaction, has been applied especially in modelling temperature acceleration.
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However, in statistical analysis it can be generalized for any stress, having
the magnitude ξ, whereby Arrhenius is defined as [4]
l(ξ) = c exp
(
b
ξ
)
, (2.6)
where l is a distribution-specific quantifiable life measure and the parameters
b and c are reaction specific constants to be defined as a result of the analysis.
Substituting (2.6) for η in (2.4) results in
f (t, ξ) =
β
c exp
(
b
ξ
)
⎡⎣ t
c exp
(
b
ξ
)
⎤⎦β−1 exp
⎧⎪⎨⎪⎩−
⎡⎣ t
c exp
(
b
ξ
)
⎤⎦β
⎫⎪⎬⎪⎭ , (2.7)
which is the PDF of the Arrhenius-Weibull model. The CDF is derived
similarly by substituting the η in (2.5) with (2.6) leading to
F (t, ξ) = 1− exp
⎧⎪⎨⎪⎩−
⎡⎣ t
c exp
(
b
ξ
)
⎤⎦β
⎫⎪⎬⎪⎭ . (2.8)
Using the methods provided in 2.2.3 the Arrhenius-Weibull model can be
fitted to TF data obtained from the tests performed in multiple accelerating
stress levels. Testing in two different levels is required in order to fit a single
stress model, which is an analogy to the need of two points while assaying
a line [4]. It may be possible to construct a more accurate model by testing
several levels.
To demonstrate the analysis with two accelerating levels and the resulting
extrapolated use level, an example fit of the Arrhenius-Weibull is illustrated.
The equations (2.7) and (2.8) with exemplar values of β, b and c are drawn
in respect of time and stress in Figures 2.4a and 2.4c, respectively. Fig-
ures 2.4b and 2.4d correspond to the PDF and the CDF with constant ξ in
two accelerating levels and in the extrapolated use level.
Another metric typically derived as a part of the ALT analysis is the
amount of acceleration produced in the test. This is defined by the accel-
eration factor (AF), describing how much faster the life of a product was
consumed in the high stress compared to the use stress. AF is expressed as
the ratio of the selected life measure in use and accelerated conditions as
AF =
l(ξuse)
l(ξacc)
. (2.9)
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Figure 2.4: The Arrhenius-Weibull model by time and stress ξ, parametrized as
β = 3, b = 1100 and c = 5.
Thus, for Arrhenius relationship the acceleration factor is defined by com-
bining (2.6) and (2.9), which results in
AF =
c exp
(
b
ξuse
)
c exp
(
b
ξacc
) = exp [b( 1
ξuse
− 1
ξacc
)]
. (2.10)
2.2.3 Data format and parameter estimation
The ALT analysis culminates in fitting the selected f (t, ξ) to time-to-failure
data from various stress levels. Basically, this comprises estimation of the
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parameters so that the model describes the collected data as well as possible.
To understand the estimation methods to be utilized, the actual data format
has to be considered first.
The TF data can be generally divided into complete and censored. As
illustrated in Figure 2.5a, for complete data the exact time-to-failure is known
for every unit in the sample. However, due to constraints in the allocated
testing time, all of the units may have not failed by the end of the test, or
real-time monitoring of each unit may have not been possible. Censored data
comprises the observations that can be made in these types of circumstances.
In right-censoring, as shown in Figure 2.5b, the exact times-to-failure are
known only for some units, whereas others have either survived the test or
they have been removed for some reason before a failure. These data are
referred to as suspensions. Despite the exact TF is not known, it is still
assumed that the failures would have occurred eventually. In other words,
considering the last observed time instant, the time-to-failure of a unit would
lie somewhere to the right on the time-scale. In addition, if the target of the
analysis is to model only a single failure mechanism, failures with unrelated
mechanisms may also be considered as suspensions [7].
Unit 5
Unit 4
Unit 3
Unit 2
Unit 1
t Test end
Unit 5
Unit 4
Unit 3
Unit 2
Unit 1
?
?
t
(a) Complete (b) Right-censored
Figure 2.5: The two time-to-failure data formats in the case of 5 units.
To explain the estimation of a parameter vector θ in a certain model
f (t, ξ,θ), it is the simplest to deal first only with data in the complete form.
Although various methods may be utilized, the most suitable approach in
ALT analysis is typically the maximum likelihood estimation (MLE) [4],
which searches for such parameter values that maximize the likelihood func-
tion. A detailed explanation of the method is omitted here, but the concept
of likelihood is elaborated in Chapter 3.
In a time-to-failure data set ti, i ∈ 1, 2, ..., n, each observation is accom-
panied with the stress level ξi the failure occurred in. Here, the likelihood
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function becomes [8, p. 174], [9]
L (θ | (t1, ξ1) , ..., (tn, ξn)) =
n∏
i=1
f(ti, ξi,θ). (2.11)
The distribution parameters, which are now also the maximum likelihood
estimators, are therefore obtained by maximizing L. Because of the repeated
multiplication this is typically quite difficult, whereby the logarithmic version
of MLE is often preferred. The logarithmic likelihood function is derived
from (2.11) as
Λ = lnL =
n∑
i=1
ln f (ti, ξi,θ). (2.12)
The estimates which maximize Λ may now be found by solving the roots of
the partial derivatives as [7]
∂Λ
∂θa
= 0 a ∈ 1, 2, ..., k, (2.13)
where θa is a single parameter in the vector θ of length k. The distribu-
tion specific analytical expressions do not necessarily exist, in which case
numerical methods need to be employed [10, 11].
To include also the right-censored data, (2.11) has to be appended with
an additional term to take the aforementioned suspensions sj, j ∈ 1, 2, ...,m
into account. The overall estimation method stays the same whereby the
likelihood function is defined as [8, p. 174]
L (θ | (t1, ξ1) , ..., (tn, ξn) , (s1, ξ1) , ..., (sm, ξm)) =
n∏
i=1
f (ti, ξi,θ)×
m∏
j=1
[1− F (sj, ξj,θ)] , (2.14)
from which we can similarly to (2.12) derive the logarithmic form as,
Λ = lnL =
r∑
i=1
ln f (ti, ξi,θ) +
m∑
j=1
ln [1− F (sj, ξj,θ)]. (2.15)
As previously, the parameters are solved as in (2.13) or with numerical ap-
proaches.
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2.2.4 Advanced concepts
For simplicity, so far we have considered time-to-failure modelling with the
assumption of a single stress. In practice, however, the life of an applica-
tion is often affected by several environmental and usage-dependent stresses.
Therefore, to study the product reliability it may be necessary to conduct the
tests and the analysis also with multiple simultaneously accelerating stresses.
Also the power semiconductor components considered in this work are
susceptible to multiple stresses during their use in various conversion appli-
cations. As further discussed in Chapter 4, many failure mechanisms of the
power semiconductor packages originate from temperature fluctuations with
which the most commonly used stress-life relationship is the Coffin-Manson
model [12, p. 86]. It describes the effect of the temperature swing ∆T on the
number of cycles-to-failure based on the inverse power law, expressed as
N =
δ
(∆T )γ
, (2.16)
where δ and γ are the parameters to be determined as a result of the analysis.
In this case, the modelling is based on cycles-to-failure, instead of times-to-
failure, which is meaningful as the defining variable is now cycle.
The Coffin-Manson model assumes that the acceleration is attributed
solely to the magnitude of the temperature swing. However, empirical evi-
dence has shown that the effect of temperature cycling may depend impor-
tantly also on other parameters of the stress profile, whereby Escobar and
Meeker [13] introduced a more comprehensive relationship to take into ac-
count the cycle maximum temperature Tmax and the cycling frequency f .
The former is included as the Arrhenius relationship (2.6) whereas the latter
incorporates the inverse power law similarly to (2.16). Thus, the extended
Coffin-Manson model becomes
N =
δ
(∆T )γ1
× 1
fγ2
× exp
(
b
Tmax
)
, (2.17)
describing the life of the device by three stresses. As explained in 2.2.2, in
the ALT analysis the above model would be substituted for a distribution
specific parameter to fit the data utilizing the methods discussed in 2.2.3.
Furthermore, the acceleration factor for (2.17) is derived from (2.9) as
AF =
(
∆Tacc
∆Tuse
)γ1(facc
fuse
)γ2
exp
[
b
(
1
Tmaxuse
− 1
Tmaxacc
)]
. (2.18)
With multi-stress models the effect of each stress on the life of the device has
to be decoupled in order to extrapolate from the accelerating levels to the
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use level. Therefore, the tests are conducted with different combinations of
the accelerating stress levels. Generally, the more stresses are incorporated,
the more testing capacity is required and the more complicated the analysis
becomes.
Chapter 3
Prognostics
The traditional accelerated life testing discussed in Chapter 2 is primarily
used to define suitable maintenance intervals for the devices to be replaced
or repaired before a failure takes place. This strategy, referred to as predic-
tive maintenance, has typically been appropriate with productions of large
volume when it is feasible to invest resources on the development of the time-
to-failure models. However, problems arise when the market of the product
covers applications in great variety of environmental and usage conditions. In
this case, even if comprehensive time-to-failure models could be achieved by
extensive test capacity, the setting of the service intervals becomes challeng-
ing due to the widely distributing times-to-failure in the field. This problem
can be somehow mitigated through querying the customer of the application
characteristics, but the true solution would be some kind of a feedback of the
actual health condition of the device.
With some products, thanks to development in sensor technology, the
online assessment of the health state has been achieved through condition
monitoring (CM) [14]. CM comprises interpreting indicators of impending
failures, referred to as failure precursors, often seen as a change or a drift
in a measurable variable associated with a certain failure mechanism [15].
In power electronic applications this degradation can rarely be measured
directly, and estimation from more accessible and sufficiently closely related
surrogates is commonly required.
The CM acts a key facilitator in condition-based maintenance (CBM), a
strategy to replace or repair only the components that are indicating deteri-
oration and thus a possible failure. As indicated in Figure 3.1, describing the
costs associated with the different maintenance strategies, CBM would result
in benefits in the most engineering applications [16, p. 1]. In the preventive
maintenance the periodical replacements will considerably reduce the num-
ber of failures requiring sudden actions, whereby the costs associated with
15
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the repairs are low. However, since all the products are replaced regularly,
including also those that would not fail in the near future, the increased re-
liability is achieved with high prevention costs. In corrective maintenance,
in turn, actions are taken only after the failure has occurred, whereby the
prevention costs hardly exist. On the other hand, this results in high number
of field failures and thus extensive repair costs. Therefore, the cost optimum
of the total maintenance, comprising both repairs and prevention, can be
found in the region of CBM. Here the number of products requiring repair
is moderate, but again, the prevention costs only stem from preventing the
failure in those particular products.
Preventive
maintenance
Corrective
maintenance
CBM
Optimum
Number of failures
C
os
t
Repair
Prevention
Total
Figure 3.1: Maintenance costs in various strategies as a function of number of
occurring failures.
Eventually, the CBM has evolved into a discipline of prognostics and
health management (PHM), which can be further divided into two, accord-
ing to its name. Prognostics focuses on estimating the remaining uselful
life (RUL) of a device, based on the past and present CM data in combi-
nation with the predicted future environmental and operational conditions.
Health management in turn utilizes this information in a wider context to
perform maintenance, logistics and product life extension intelligently. [17]
Originating from the aerospace industry, PHM is a reliatively new field of
research, especially applied in mechanical engineering. Within electronics,
it has still been utilized only to a limited extent, mainly due to challenges
in the condition monitoring of various components [15]. Recently, however,
great interest towards prognostics has been developed especially in batter-
ies [18, 19, 20], power semiconductors [21, 22, 23], aluminium electrolytic
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capacitors [24, 25, 26] and light-emitting diodes [27, 28, 29].
Because of the novelty of the discipline, the classification of the data
analysis methods for RUL prediction still requires disambiguation. The re-
cent grouping into physics-based, data-driven and hybrid approaches [30, 17]
seems the most established and should be elaborated. The physics-based
methods incorporate a previously identified model whose parameters are es-
timated based on observed degradation in order to predict the future degra-
dation. The data-driven prognostics in turn involves artificial intelligence or
statistical methods to learn the damage progression directly from the mea-
surements, without any actual knowledge of the degradation physics. The
hybrid methods pursuit to improve the prediction performance by combin-
ing the strengths of the other two approaches. In this study we emphasize
the physics-based class, since the majority of the methods investigated un-
der power MOSFET belong into this category. However, as the actual solu-
tions in PHM applications are rarely confined to physics-based or data-driven
alone, some hybrid considerations are also included.
3.1 Physics-based approaches
Since degradation is associated to natural phenomena, the goal in many
studies has been to form models explaining application specific failure pre-
cursors. As all models, also these can be divided into physical and empirical.
In the framework of prognostics the former category incorporates knowledge
on how the degradation is affected by the environmental and usage condi-
tions, whereas the models in the latter class are extracted from numerous
laboratory tests by fitting the measured degradation with a mathematical
relationship. Generally, supplementing the relationship with knowledge on
how the usage conditions affect the degradation is beneficial, but due to
challenges in modelling of the degradation physics, empirical models with-
out stress dependencies are still widely used [16, p. 130]. Therefore, the
classification of physics-based PHM approaches is sometimes referred to as
model-based.
The identified degradation model is utilized in predicting the future be-
haviour of the degradation in the field use of the device. The parameters
of the model can be either derived directly from the laboratory tests, or
estimated real-time using the degradation measurement data. The former
approach indicates that the model basically depends only on time, and op-
tionally the measured stress conditions, and does not include any feedback of
the actual degradation measurement. The latter is based on condition mon-
itoring: the model parameters may be estimated by utilizing degradation
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measurements up to the current time instant. As new data is acquired, the
estimation process updates the model parameters in pursuit for more accu-
rate and reliable RUL prediction. Due to variability in the device materials
and the stress conditions, more precise forecast is achieved if the parameters
are updated [30], [16, p. 128].
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Figure 3.2: RUL prediction process with model parameter updating.
The RUL prediction process in physics-based approaches with model pa-
rameter estimation is illustrated in Figure 3.2, where the measured degrada-
tion is shown as a black trajectory. At t1 and t2, indicated by the blue and red
dashdotted lines, respectively, exponential type of models are extrapolated
to the failure threshold (FT), a limit indicating some amount of degradation
which is considered intolerable. The model-threshold intersections at tˆEoL1
and tˆEoL2 mark the time instants where the device is predicted to cross the
limit, EoL being the abbreviation for end-of-life. The predicted RUL is the
difference between ti and tEoL, but due to uncertainty in the data, modelling
and existing conditions, the prediction is also associated with some confi-
dence shown as the dotted lines. Therefore, tˆEoL1 and tˆEoL2 are accompanied
with distributions pdf1 and pdf2, describing the probability of the prediction.
In this particular example, due to longer history of measurements and thus
more accurately estimated model parameters, the prediction is more suc-
cessful at t2 than at t1. This can be noticed from the estimated EoL being
closer to the true EoL, and the accompanied PDF being more narrow, which
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indicates lower uncertainty. However, both tˆEoL1 and tˆEoL2 still lie inside
the corresponding confidences bounds. Considering real applications, it has
been proposed that the decision making should be based on the uncertainty
measures of RUL rather than the mean value [31].
Considering the physics-based prognostics, several algorithms have been
applied in estimation of the degradation model parameters for the RUL
prediction. These include for example the Kalman filter [32, 33], the Ex-
tended Kalman filter [34, 33], the Unscented Kalman filter [35], the Bayesian
method [36] and the particle filter (PF) [34, 18]. In this study however, we
focus only on PF, which is is the most commonly exploited framework of
algorithms in the field of prognostics, primarily due to its applicability with
non-linear processes and non-Gaussian noise [30].
3.2 Particle filtering
Particle filtering, or sequential Monte Carlo, is based on Bayesian infer-
ence [37] applied for distributions, where observations are utilized in estimat-
ing and updating unknown quantities expressed in the form of probability
density functions. Fundamentally, the Bayesian inference begins with the
prior distribution, which can be interpreted as the probability of a variable
before upcoming evidence is taken into account. The evidence, or observa-
tion, updates the prior distribution by the likelihood function, the probability
of the observation conditional on the prior knowledge. The outcome is the
posterior distribution describing the updated probability of the variable con-
ditional on the made observation. The posterior distribution for a random
variable x and observation y is defined by the Bayes’ theorem as
p (x | y) = p (y | x) p (x)
p (y)
∝ p (y | x) p (x) , (3.1)
where p (x) is the prior distribution of the parameter vector; p (y | x) is
the likelihood function, the probability of observing y given the parame-
ters; and p (y) is considered a normalizing constant as it does not depend
on x, hence the proportional form is often expressed [16, p. 103]. In all
the aforementioned estimation algorithms the Bayesian inference is executed
consecutively, referred to as recursive Bayesian update. Thus, the posterior
distribution from the previous step is used as the prior distribution in the
next step, which in turn is updated whenever a new observation is available.
The significant difference the particle filter has compared to the other
aforementioned algorithms, is that the conventionally continuous distribu-
tions are approximated with particles, also called samples. In order to de-
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scribe the distributions accurately enough with finite number of these parti-
cles, PF also incorporates a method called importance sampling, where each
particle is weighted based on an arbitrarily selected proposal distribution
π
(
x
(i)
k | x(i)0:k−1,y1:k
)
, also called importance density. Hence, the probabil-
ity information of the approximated distributions is described by particle
locations and their weights, as illustrated in Figure 3.3.
Figure 3.3: An illustration of a distribution approximated by particles, indicated
by the circles. The weight of the particle is described by the circle radius.
In sequential importance sampling the weights are corrected based on
the recursive Bayesian update. Whenever a new observation is available the
normalized importance weights w at time instant k − 1 are updated to the
next time instant k by combining the Bayesian inference in (3.1) with the
importance density as [38, p. 9]
w
(i)
k ∝ w(i)k−1
p
(
x
(i)
k | yk
)
π
(
x
(i)
k | x(i)0:k−1,y1:k
) = w(i)k−1p
(
yk | x(i)k
)
p
(
xk | x(i)k−1
)
π
(
x
(i)
k | x(i)0:k−1,y1:k
) , (3.2)
where i denotes the index of the particle and y1:k all the past observations.
Unfortunately, due to inevitable increase of variance in the weights, re-
cursive usage of (3.2) results in the degeneracy problem, where after a cer-
tain number of iterations all but one particle have negligible normalized
weights [39, p. 40]. This phenomenon can be mitigated by employing an addi-
tional resampling step, where each particle is either eliminated or multiplied
based on its weight. In this work we introduce two different PF algorithms
exploiting the resampling. The standard sampling importance resampling
(SIR) is presented first in 3.2.1 to provide understanding on particle filtering
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in general. The auxiliary sampling importance resampling (ASIR), a more
complex modification of SIR, is discussed as a part of joint state-parameter
estimation in 3.2.2.
3.2.1 SIR filter
Sampling importance resampling, an algorithm originally published under
the name bootstrap filter [40], incorporates a special case of the importance
density which is selected to be the transitional prior. With this modification
(3.2) is reduced to
w˜
(i)
k ∝ p
(
yk | x(i)k
)
, (3.3)
whereby the weights are expressed completely by the likelihood. The weights
are further normalized as
w
(i)
k =
w˜
(i)
k
ns∑
j=1
w˜
(j)
k
, (3.4)
so that their sum always equals one. Additionally, SIR employs the resam-
pling at every time step.
Due to the easiness in the evaluation of the weights and in the sampling
of the importance density, the assumptions required for the usage of SIR can
be considered very weak [39, pp. 48–49]. This makes the SIR filter widely
applicable in various estimation problems [41], and in the field of prognostics
it also seems to be the most employed PF [42].
In order to discuss SIR in detail, we consider state estimation of a sys-
tem with known and static parameters, a conventional environment for the
algorithm to be applied in. Consisting of the state transition function f and
the measurement function g, a general discrete state-space model is defined
as
xk = f (xk−1,vk−1) (3.5)
yk = g (xk, ϵk) , (3.6)
where k is the index corresponding with the time instant tk, xk is the state
vector, vk−1 is the process noise vector, yk is the output vector and ϵk is the
measurement noise vector.
The SIR algorithm can be divided into four steps of initialization, pre-
diction, update and resampling, which are discussed below in detail with the
help of Figure 3.4. The illustration considers a section in an estimation pro-
cess where the SIR filter traverses from the posterior at k− 1 to the prior at
k + 1.
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Figure 3.4: Illustration of a section in the sampling importance resampling process,
from the posterior at k−1 to the prior at k+1. The distributions are approximated
by the corresponding particles.
1: Initialization. The initial distribution is determined and is then approx-
imated by ns randomly drawn particles x
(i)
0 . The distribution is typ-
ically defined based on some initial knowledge of the system state, a
common choice is to sample from the uniform distribution [16, p. 154].
In this case the initial particles are drawn as
x
(i)
0 ∼ p (x0) = U
(
r−, r+
)
, (3.7)
where U denotes the uniform distribution and its limits r−, r+ thus
characterize the initial state-space.
2: Prediction. The particles which approximate the prior distribution as
x
(i)
k ∼ p
(
xk | x(i)k−1
)
(3.8)
are predicted from the initial particles if k = 1, or otherwise from the
particles approximating the posterior distribution p (xk−1 | y1:k−1). In
other words, the posterior particles from k − 1 are propagated in time
to k based on the state transition function (3.5) as
x
(i)
k = f
(
x
(i)
k−1,vk−1
)
. (3.9)
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The particles are thus evolved both deterministically and stochastically,
by the dynamic model and the process noise, respectively. The latter
is also referred to as diffusion, as it separates otherwise overlapping
particles.
3: Update. The particles of the predicted prior distribution are corrected
based on a newly obtained measurement yk. As expressed in (3.3)
the likelihood of the observation is calculated for each particle and
assigned to the weight. If the measurement noise is assumed normally
distributed, i.e. ϵ ∼ N (0,σ2ϵ ), the likelihood and thus the weights
become [16, p. 155]
w˜
(i)
k = p
(
yk | x(i)k
)
=
1√
2πσ2ϵ
exp
⎧⎪⎨⎪⎩−
[
yk − g
(
x
(i)
k
)]2
2σ2ϵ
⎫⎪⎬⎪⎭ , (3.10)
which is the normal probability density having the expected output
from (3.6) as the mean. The likelihood is therefore a comparison of
the actual observation and the expected measurement, determined by
the assumed distribution of the measurement noise. Furthermore, the
weights are normalized as in (3.4).
4: Resampling. The particles with low weights are likely to be eliminated
whereas the particles with high weights are likely to be multiplied. Al-
though various resampling procedures exist [43] only the systematic
resampling [44, 45] is considered here due to its computational sim-
plicity and decent empirical performance. The method is based on
cumulative sum of weights (CSW), defined as
CSW (i) =
i∑
j=1
w
(j)
k , i ∈ 1, ..., ns, (3.11)
describing the cumulative distribution function of the normalized weights.
The weights are then sampled by linking the sampling variables u(a) into
ns evenly spaced sub-intervals as [43]
u(a) =
a− 1
ns
+ U a ∈ 1, ..., ns, (3.12)
where U is a single randomly drawn sample from the uniform distribu-
tion U (0, 1/ns). Thus, the sampling variables are also spaced evenly, but
the common location in the sub-interval is selected randomly. Then,
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by solving for every a the smallest i for which applies u(a) 6 CSW (i),
the indices of the multiplied particles are defined.
The systematic sampling procedure can also be described with the help
of Figure 3.5, where the CSW is generated from 10 weighted particles
on the bottom and the systematically set sampling variables are dis-
played on the left. Starting from the bottom left, the particle associated
with the step that first exceeds u(a), is multiplied. The resulting ap-
proximated posterior distribution is indicated by the circles on the top.
It can be noticed that the probability of resampling a particle with a
greater weight is higher compared to a particle with a lower weight.
u(1)
u(2)
u(3)
u(4)
u(5)
u(6)
u(7)
u(8)
u(9)
u(10)
0
1 ns
1
i
CSW (i)
Figure 3.5: Systematic resampling.
In SIR the weights are irrelevant after resampling as they do not depend
on the past but only on the likelihood of the current iteration as defined
in (3.3). After resampling the next iteration begins from the prediction
step.
Based on the above description of the SIR process, Algorithm 1, comprising
a single iteration, is presented in pseudo code. It is to be executed whenever
a new measurement is obtained. For enhanced modularity, the pseudo code
for the systematic resampling is given separately in Algorithm 2.
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Algorithm 1 SIR filter
1: function sir(xk−1,yk) ◃ Posterior particles, new meas
2: for i = 1 : ns do ◃ For every particle
3: x
(i)
k ← f
(
x
(i)
k−1,vk−1
)
◃ Prediction: prior
4: w˜
(i)
k ← p
(
yk | x(i)k
)
◃ Update: weights from likelihood
5: end for
6: W ← sum(w˜k) ◃ Sum of weights
7: for i = 1 : ns do
8: w
(i)
k ← w˜(i)k /W ◃ Normalize weights
9: end for
10: [xk,−]← resample(xk,wk) ◃ Resample: posterior
11: return xk
12: end function
Algorithm 2 Systematic resampling
1: function resample(xk,wk)
2: CSW ← cumsum(wk) ◃ Create CSW
3: U ∼ U [0, 1/ns] ◃ Draw the random sample
4: for i = 1 : ns do
5: u(i) ← (i− 1)/ns + U ◃ Create the sampling variables
6: end for
7: for i = 1 : ns do ◃ For every u
8: while u(i) > CSW (j) do ◃ Find first level exceeding u
9: j = j + 1
10: end while
11: x
(i)
k ← x(j)k ◃ Multiply corresponding particle
12: j(i) ← j ◃ Get index of the resampled particle
13: end for
14: return xk, j ◃ Return resampled particles and indices
15: end function
3.2.2 Joint state and parameter estimation
So far we have discussed particle filtering in the conventional case of state
estimation with fixed and known model parameters. PHM applications, how-
ever, are marked by a couple of features opposing this assumption. Firstly,
the parameters the degradation model depends on are typically unique to
the specific component [46]. Therefore, their value may be assessed only to
some extent based on historical data. Secondly, the parameter values may be
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further altered from those obtained in laboratory tests due to the environ-
mental conditions appearing in the field [16, p. 153]. Lastly, the parameters
may also vary significantly in respect of time, especially if the use conditions
are subjected to high dynamics. Therefore, if we consider the degradation
as the state, robust RUL prediction often necessitates simultaneous estima-
tion of both the state and the degradation parameters. The challenge we
confront falls in the framework of joint state and parameter estimation, for
which selected particle filtering methods are discussed below.
The problem is commonly approached by augmenting the parameters θ
into the state vector in the system model [47], in our case (3.5). Thus the
combined state-parameter space may be expressed as
x∗k =
[
xk
θk
]
, (3.13)
where the parameters can now be considered as state variables, and the
problem is reduced to the original state estimation. The Algorithms 1 and 2
presented previously are therefore applicable by replacing x with x∗k. The
difference is that each particle now comprises an estimate for both the states
and the parameters.
However, in contrast to the states, the model based on which θ evolve is
typically unknown. Nevertheless, the parameters have to be assigned with
some type of a transition to enable their estimation. The most simple al-
ternative is the so called persistance model, where the parameters are not
changed between the time steps, i.e. θk = θk−1 [47, 48]. In this case the
transition function (3.5) in combination with (3.13) becomes
x∗k =
[
xk
θk
]
=
[
f (xk−1,θk−1,vk−1)
θk−1
]
, (3.14)
and we can see that all the possible θ values for the algorithm to estimate
from are set by the initialized particles.
Although the persistance model has its advantages in computational sim-
plicity, it often falls short if the particles have not been initialized properly.
More specifically, if the initial distribution is misplaced or the number of
particles is not high enough, the estimation performance may suffer as the
resampling is to be executed on the same poorly specified set of particles at
each time step. The technique appears especially inadequate if the param-
eters are subjected to significant changes, in which case proper estimation
would require a relatively wide initial distribution of θ. However, in the field
of prognostics the persistance model has been reported in estimation of the
joint state-parameter space in mechanical crack growth [49] as well as power
CHAPTER 3. PROGNOSTICS 27
MOSFET on-state resistance [34]. Here it is essential that the parameters
of the degradation model can be defined accurately enough based on some
initial or historical measurement data, and that they stay close to static
throughout the degradation process.
The assumption of relatively well-known and close to fixed θ may appear
too strict for PHM applications in changing environmental conditions and
varied usage. Therefore, we have to consider further methods for estimating
unknown and time-variant parameters. A typical approach for applying dy-
namics into θ is to incorporate random walk, where an artificial noise term
is added into the model to evolve the parameters [47]. In this case, (3.14) is
modified as
x∗k =
[
f (xk−1,θk−1,vk−1)
θk−1 + ζk−1
]
(3.15)
where the artificial noise vector ζk−1 may be defined Gaussian as
ζk−1 ∼ N (0,Wk−1) , (3.16)
for some predefined variance matrix Wk−1.
Although the random walk has been applied in conventional joint state
and parameter estimation techniques, problems arise as the artificial evolu-
tion increases the variance of the particles, leading to overdispersed posterior
estimates [50, 51]. We may consider a Gaussian parameter posterior, which
is approximated by the particles as [51]
p (θk | y0:k) ≈
ns∑
i=1
w
(i)
k−1N
(
θk | θ(i)k−1,Vk
)
, (3.17)
where Vk denotes the Monte Carlo posterior variance matrix. Now, if we add
the artificial noise defined as (3.16), the resulting prior parameter distribution
retains the mean θ¯k+1 = θ¯k, but the variance matrix is increased to
Vk+1 = Vk +Wk, (3.18)
which accumulates in respect of k.
This inevitable increase of Vk has some unwanted effects. As Daigle
and Goebel [46] state, the estimation performance with random walk PF
becomes highly sensitive on the selectedWk. Generally, large variance yields
quick convergence, but the tracking of the trajectory is marked by wide
variations. Too small variance in turn, results in very slow convergence,
if at all, but in the case of success only small variations occur during the
tracking. For prognostics the effect of the random walk is especially harmful
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since the accumulated variance propagates into the estimated EoL and RUL
distributions unnecessarily increasing uncertainty in the prediction.
To overcome the problem of the increasing variance Liu and West [51]
proposed a rather recognized method where kernel smoothing is applied for
the parameter posteriors. This is implemented by shrinking θk closer to their
mean θ¯k, to the so called kernel locations expressed as
m
(i)
k = aθ
(i)
k + (1− a) θ¯k, (3.19)
where a is defined by the smoothing factor h as
a =
√
1− h2. (3.20)
After the shrinkage, a small degree of noise is added with variance h2Vk,
whereby the next parameter prior becomes
p (θk+1 | θk) ∼ N
(
θk+1 |m(i)k , h2Vk
)
, (3.21)
which is the evolution assigned for θk in the transition function. Now, the
over-dispersion implied by (3.18) is trivially corrected [51, p. 204]. Here we
want to remind that as the particles approximate the posterior distribution
as in (3.17), their mean and variance matrix are calculated as [52]
θ¯k =
ns∑
i=1
w
(i)
k θ
(i)
k (3.22)
Vk =
ns∑
i=1
w
(i)
k
(
θ
(i)
k − θ¯k
)(
θ
(i)
k − θ¯k
)ᵀ
, (3.23)
where the weights wk are, as denoted, normalized.
Within particle filtering kernel smoothing is typically incorporated in an
auxiliary sampling importance resampling (ASIR) filter [51, 52, 53] originally
introduced as a variant of the standard SIR [54]. The fundamental idea in
ASIR is to conduct the resampling of the time instant k − 1 utilizing the
knowledge of the measurement at k. In this manner the filter pursuits to
simulate a situation where the optimal importance density would be avail-
able [39, p. 49]. This is achieved with the help of an auxiliary integer variable,
denoted as j(i), marking the index of the corresponding particle at k − 1.
The ASIR filter operates as follows [39, p. 50], [51, p. 201]. The auxiliary
integer variables are based on the likelihood of the so called reference points
µ
(i)
k , which some how characterize the state transition, such as the mean or
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a sample. Utilizing the reference points the auxiliary integers are given by
resampling the weights
w
(i)
k ∝ p
(
yk | µ(i)k
)
w
(i)
k−1, (3.24)
which enable us to draw the actual samples as
x
(i)
k ∼ p
(
xk | xj(i)k−1
)
. (3.25)
Finally we can derive new weights from the difference in the likelihoods of
the actual sample and the reference point as
w
(i)
k ∝
p
(
yk | x(i)k
)
p
(
yk | µj(i)k
) . (3.26)
As the ASIR is combined with kernel smoothing of the parameter posteri-
ors, the core idea of the filter stays the same with the addition of calcu-
lating the kernel locations as in (3.19) and drawing the parameters based
on (3.21). Thus, the ASIR-KS filter for a single iteration becomes as in Al-
gorithm 3 [51, 53] presented on the next page. Here the kernel smoothing is
performed only once but optionally it can be repeated multiple times [51, 52].
The convergence of the parameter estimates in kernel-density-based par-
ticle filters is adjusted by the smoothing factor, for which Chen et al. [55]
propose the following settings regarding the required rate of dynamics. If
θ are assumed to be fixed or vary only slowly, a small positive value of h
should be set, i.e. 0 < h < 0.2. On the other hand, if it is expected that
the parameters are subjected to significant changes, h should take a value
close to 1, i.e. 0.8 < h < 1. Other methods for defining the smoothing factor
include optimization from historical data [55] and a separate online tuning
algorithm [56].
Kernel smoothing may be considered as an adaptive technique to miti-
gate the effect of the increasing variance driven by the smoothing factor. In
the field of prognostics Hu et al. [57] applied a kernel-smoothing-based PF
in the RUL prediction of Lithium-ion batteries. Also other adaptive parti-
cle filtering approaches have been proposed to address the variance problem
within prognostics. For instance, Daigle and Goebel [46] incorporated SIR
with an online Wk tuning algorithm based on relative median absolute de-
viation of the posterior parameter estimates. The algorithm was applied in
RUL prediction of a simulated centrifugal pump with successful results.
In addition to the increase of variance, the state-augemented particle fil-
tering for simultaneous estimation of states and parameters is associated with
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Algorithm 3 ASIR-KS filter
1: function asir-ks(xk−1,θk−1,wk−1,yk, h)
2: Calculate θ¯k−1 and Vk−1 as in (3.22) and (3.23)
3: for i = 1 : ns do
4: µ
(i)
k ← f
(
x
(i)
k−1,θ
(i)
k−1
)
◃ Reference points as the mean
5: m
(i)
k−1 ← aθ(i)k−1 + (1− a) θ¯(i)k−1 ◃ Kernel locations as in (3.19)
6: w˜
(i)
k ∝ p
(
yk | µ(i)k ,m(i)k−1
)
w
(i)
k−1 ◃ Weights
7: end for
8: W ← sum(w˜k) ◃ Sum of weights
9: for i = 1 : ns do
10: w
(i)
k ← w˜(i)k /W ◃ Normalize weights
11: end for
12: [−, j]← resample(xk,wk) ◃ Resample for aux integer
13: for i = 1 : ns do ◃ Using aux integer do the following
14: θ
(i)
k ∼ N
(
· |mj(i)k−1, h2Vk
)
◃ Draw new parameters as in (3.21)
15: x
(i)
k ← f
(
xj
(i)
k−1,θ
j(i)
k ,vk
)
◃ Predict state by the model
16: w˜
(i)
k ∝
p
(
yk | x(i)k ,θ(i)k
)
p
(
yk | µj(i)k ,mj
(i)
k−1
) ◃ Weights as the ratio of likelihoods
17: end for
18: W ← sum(w˜k) ◃ Sum of weights
19: for i = 1 : ns do
20: w
(i)
k ← w˜(i)k /W ◃ Normalize weights
21: end for
22: return xk,θk,wk
23: end function
challenges in computational performance. Inefficiency is observed especially
with complex systems as the number of particles required for successful es-
timation generally increases by the dimension of the joint state-parameter
space [46]. As a consequence, different particle filtering approaches for com-
bined state and parameter estimation have also been investigated. These
methods include for instance a dual particle filter [41], where two SIR al-
gorithms function in parallel: one is determined to estimate the state and
the other the parameters. In a process control application of an ore mill
it outperformed the SIR combined with random walk. A similar algorithm
was also used in battery state-of-charge estimation with unkown parameters
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and the results were successful in comparison with traditional methods [58].
However, as the joint state-parameter space in this study here is considered
quite modest, these approaches are not further examined.
3.3 RUL prediction and prognostics metrics
Utilizing the methods discussed in 3.2.2, the degradation state and the model
parameters are estimated based on the past measurements up to the time
instant of prediction tk = tP . The future behaviour is then predicted by
propagating the degradation with the most recently renewed parameter es-
timates θP to the predominantly set failure threshold. Basically, this equals
solving the time tˆEoL, the intersection of the predicted degradation trajectory
and the FT as
d
(
tˆEoL,θP
)
= FT , (3.27)
where the function d corresponds with the continuous time-space representa-
tion of the discrete state transition function (3.5). However, as the estimated
parameters are in the form of a distribution, approximated by particles, also
the outcome of the prediction comprises distributions. More specifically, the
analysis aims to compute the EoL distribution p (EoL | y1:P ), describing the
probability density of the times the predicted degradation trajectories and
the FT intersect. The RUL distribution p (RUL | y1:P ) is then derived by
subtracting tP from p (EoL | y1:P ), characterizing the PDF estimate of the
time that is left before FT is reached.
The prediction process at tP is illustrated in Figure 3.6 on the next page
and goes as follows. Since there are ns particles the EoL is computed sep-
arately for each θ
(i)
P , resulting in ns possible trajectories from tP to FT.
Thus, there are also ns estimated EoLs, denoted as tˆ
(i)
EoL, which can be de-
rived as the analytical solution of (3.27) given the estimated parameters of
each particle. The analytical solution, however, typically exists only with
simple models, in which case the EoL distribution may be achieved through
simulation. Each particle, having its own estimates of the state and the pa-
rameters, is propagated recursively with the transition function (3.5) until
the degradation overcomes the failure threshold. Furthermore, as the weight
w
(i)
P describes the probability of the particle i at P , the same weight can be
used as the probability of the corresponding tˆ
(i)
EoL [46]. In other words, the
most recent weights approximate the predicted EoL probability density at
the failure threshold. The predicted RUL distribution is finally calculated
by subtracting tP from each tˆ
(i)
EoL.
The RUL prediction performance is of key importance in the development
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Figure 3.6: An illustration of RUL prediction through simulation at tP . Each
particle (here ns = 6) is propagated to the failure threshold, which results in a
probability density approximated by the particle weights. The discrete distribution
may be smoothed if desired.
of PHM applications. Therefore, the estimation algorithms are evaluated of-
fline against the true RUL by the true degradation. In these efforts, the
degradation measures are commonly obtained from simulations or from ac-
celerated tests performed in laboratory environment. For the performance
assessment Saxena et al. [59] propose a process of four tightening metrics
including prognostic horizon (PH), α-λ accuracy, relative accuracy (RA) and
convergence. These shall be applied sequentially provided that the require-
ments set by the previous metrics are fulfilled. Below, we discuss these
metrics in detail.
As illustrated in Figure 3.7a, the PH is defined as the time between the
EoL and the first time index a when a certain parameter in the predicted
RUL distribution, such as the mean RUL, falls within a fixed accuracy zone
specified by the true RUL, which we denote here as RUL∗, and the limits
α+ and α−. Mathematically the requirement is expressed at each prediction
point j as
α− = RUL∗j − αtEoL 6 RULj 6 RUL∗j + αtEoL = α+ (3.28)
where α is the a coefficient constant describing a certain proportion of RUL∗.
As noticed in the graph, in this example the mean later returns beyond the
limits at b, which may result from sudden unexpected operational transients
or other various uncertainties in the actual applications. Although in this case
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Figure 3.7: The four prognostic performance metrics. The RUL distributions are
displayed as smoothed to enhance the visualization. Other alternatives for the
visualization of distributions include for instance the box plot or bars describing
some characteristic values. Notice also that the M1 in (d) equals 1 − RA, where
RA is from (c), but scaled differently.
an optional approach would comprise a more conservative PH declaration by
the last index the RUL enters the zone, the authors in [59] encourage to
exclude such anomalies by further improving the prediction algorithm and
to favour the original definition to avoid confusion. In either method, the
longer the horizon is, the earlier it is justified to begin to rely on the forecast.
To further emphasize the distributional nature of the prediction process the
metric may be improved by regarding the proportion of the probability mass
f [p (RUL | y1:j)] within the accuracy limits. Then the criterion can expressed
as
f [p (RUL | y1:j)]|α
+
α− > β ∈ [0, 1] , (3.29)
which essentially reverts to (3.28) if β = 0.5, as the mean marks the half of
the probability mass.
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The α-λ increases the accuracy demands in PH by incorporating limits
relative to the true RUL at a given time. As seen in Figure 3.7b, since
RUL∗ approaches to zero, this definition results in a conical accuracy zone
determined by the α parameter. The λ parameter, in turn, specifies a time
instant tλ at which the mean of the predicted RUL distribution must fall
within the limits. The λ is defined as a proportion of the time scale ranging
from the first instant the prediction is applied, to the actual EoL. Thus, the
metric employs evaluation of the condition
α− = (1− α)RUL∗λ 6 RULλ 6 (1 + α)RUL∗λ = α+, (3.30)
where RUL∗λ denotes the true RUL at λ and RULλ the corresponding mean of
the predicted RUL distribution. Similarly to the PH, also now the accuracy
criterion may be set on the probability mass.
In comparison with the α-λ, the RA further quantifies how well the algo-
rithm performs at a given time tλ. The metric is defined by the normalized
error between the true RUL and the mean of the predicted RUL distribution
as
RAλ = 1− |RUL
∗
λ − RULλ|
RUL∗λ
, (3.31)
according to which higher RA designates better performance. In order to ex-
tend the assessment over a time range, cumulative relative accuracy (CRA)
may be used. It is defined as a normalized weighted sum of the evaluated rel-
ative accuracies at all prediction points before tλ. Thus the CRA is expressed
as
CRAλ =
1
|lλ|
lλ∑
i=1
wf (RUL)RAλ, (3.32)
where lλ is the set of all the prediction time indices before tλ, |lλ| is the
cardinality of lλ and wf (RUL) is a specified weight factor as a function of
RUL at the elements of lλ. The concept of RA and CRA are illustrated in
Figure 3.7c, the latter as a special case where wf (RUL) = 1 and λ = EoP .
Furthermore, we set |lλ| = 1, i.e. CRA is not normalized, just to clarify the
graph.
Finally, the convergence can be regarded as a meta-metric as it quantifies
how another non-negative precision metric, such as RA, approaches to the
optimum. For enhanced conformity it is often desired to consider the error
between the instantaneous value and the optimum, whereby the ideal value
always equals zero. In this case, the convergence is defined by the euclidean
distance between (tP , 0) and the mass center under the error curve, (xc, yc),
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and is thus expressed as
CM =
√
(xc − tP )2 + y2c , (3.33)
where
xc =
1
2
EoP∑
i=P
(
t2i+1 − t2i
)
M (i)
EoP∑
i=P
(ti+1 − ti)M (i)
(3.34)
and
yc =
1
2
EoP∑
i=P
(ti+1 − ti) [M (i)]2
EoP∑
i=P
(ti+1 − ti)M (i)
, (3.35)
where M (i) denotes the error of the selected metric at a given time index
i. In Figure 3.7d the convergence is drawn for M1 = 1 − RA, where RA is
the one from Figure 3.7c. Additionally, an example metric M2 is illustrated
for comparison. The smaller the CM , the faster the convergence, whereby we
can notice that M2 performs better.
Chapter 4
Power MOSFET
The power MOSFET is widely used as the switch in power electronic convert-
ers, especially in the lower power range and in assemblies dedicated for high
switching frequency. Furthermore, the development of silicon carbide has
enabled even faster operation and usage in high temperatures and voltages.
Although this study considers SiC power MOSFETs in the empirical part,
due to the novelty of the material we have also included considerations orig-
inating from the traditional silicon devices. In this chapter power MOSFET
structure, basic operation, failure mechanisms and condition monitoring are
discussed.
4.1 Structure and operation
The power MOSFET is typically packaged discretely, indicating that it only
consists of a single semiconductor chip. The discrete packaging field is today
dominated by the transistor outline (TO) family, consisting of many stan-
dardized package types of which TO-220 and TO-247 are the most popular
representatives. In these outlines, the chip, or the die, is soldered on a copper
plate thus forming the die attach. The copper plate is in direct contact with
one of the leads while the others are connected to different areas on the chip
with aluminium bond wires. All the parts are housed in a transfer mold,
leaving bare the ends of the leads and the back side of the copper plate. [60,
pp. 348-349] When assembled the leads are soldered to the printed circuit
board, and the copper plate is attached to a heat sink. The principle of the
package is shown below, on the left side of Figure 4.1, whereas the exterior
of a TO-247 package is illustrated on the right.
A traditional power MOSFET die structure used in switched-mode power
supplies is Vertical Diffused MOS (VDMOS). ”Vertical” stands for mainly
36
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Figure 4.1: Power MOSFET packaging principle. Adapted from [60, p. 349].
upright current flow, whereas ”Diffused” refers to the p and n+ wells achieved
via manufacturing process called diffusing, in this particular case actually
double diffusing. Normally, n-channel enhancement type is preferred in power
electronics due to electrons being superior over holes in mobility, and since
the normally-off feature is often desired [60, p. 285].
A cross section of the chip, a single n-channel VDMOS cell, is presented
below in Figure 4.2. The highly doped n+-wells, containing many free elec-
trons, are carved in the p-wells containing holes, and the both are connected
to the source metallization. The majority of the volume is taken by the lightly
doped n--epitaxial layer, which has significantly less free electrons than the
n+-wells, but is essential in improving the breakdown voltage rating of the
component. The lowest layer in the wafer is another highly doped region,
the n+-substrate, which is joined to the drain metallization.
Drain metallization
n+
p
n+
p
n+
Source metallization
Gate oxide
Drain
Source
Gate
Channels
n-
Figure 4.2: Structure of an N-channel VDMOS cell.
The electrical operation of the VDMOS can also be expressed with the
help of Figure 4.2. By increasing the gate-source voltage vGS , the holes in
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the p-wells are pushed downwards, whereas the electrons accumulate next
to the oxide attracted by the positive charges in the gate. As vGS exceeds
a certain threshold voltage VGS th , the electron concentration in the surface
exceeds the concentration of the holes. Thus a channel, an inversion layer,
is formed between the n+-wells and the n--epitaxial layer, creating a route
for the electrons through p-wells. If a positive drain-source voltage vDS is
applied, the current starts to flow from drain to source. If vGS drops below
vGS th , the channel is closed and the current flow is ceased. The ”verticality”
can now be seen clearly: in the on-state the current flows upward from the
drain electrode on the bottom, to the source on the top.
4.1.1 On-state
In the on-state the power MOSFET is turned on with a positive gate-emitter
voltage bias enabling current flow from drain to source. The total on-state
resistance RDSon to the current consists of 6 resistances, associated with dif-
ferent parts between the electrodes, considered to be connected in series [60,
p. 292]. Five of them are related to the chip: source layer Rn+, channel Rch ,
accumulation layer Ra, n
--epitaxial layer Repi and n
+-substrate Rsub . The
sixth term Rwcml is related to packaging factors, including resistances associ-
ated with bond wires and their connections, metallizations-to-chip interfaces
and die attach soldering [32].
n+
p p
n+
Gate
Drain
Source
Rwcml
Rn+ Rch Ra
Repi
Rsub
n-
Figure 4.3: N-channel VDMOS with the on-state resistance components.
Thus the total on-state resistance can be calculated as
RDSon = Rwcml +Rn+ +Rch +Ra +Repi +Rsub , (4.1)
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Of these, the one related to the n--epitaxial layer has the greatest value in
a pristine component. Silicon carbide chips have lower Repi than traditional
silicon-based power MOSFETs. [60, p. 309]
4.1.2 Turn-on and turn-off
The switching of a power MOSFET is characterised by its parasitic capaci-
tances. Parasitic capacitances exist in electronic components as closely sit-
uated conductors in different electric potentials create electric field causing
electric charge, thus behaving like a capacitor. In power MOSFET these in-
clude the gate-source capacitance (CGS ), the drain-source capacitance (CDS )
and the gate-drain capacitance (CGD), also referred as input, output and
Miller capacitance, respectively [61, p. 409].
As the power converters commonly operate under inductive loads, the
power MOSFET switching waveforms are commonly studied based on a
clamped inductive circuit. Furthermore, to simplify the analysis the load
current is often assumed to stay approximately constant during the pro-
cess [62], whereby the load inductor is replaced with an ideal current source
IL as shown in Figure 4.4. The clamping, in turn, is provided by the free-
wheeling diode DFW connected in parallel with IL. Using this ideal clamped
inductive arrangement we first describe the turn-on process presenting the
waveforms in Figure 4.5. Afterwards, an investigation of the turn-off is con-
ducted, and the waveforms are shown in Figure 4.6. In both analyses the
parasitic inductances and diode reverse recovery are neglected.
Caused by the aforementioned parasitic capacitances, the power MOS-
FET turns on in a four-phase process of turn-on delay, drain current iD
rise, drain-source voltage vDS fall and gate-source voltage vGS rise. Initially,
the power MOSFET is in the off-state, in other words, the drain current
is zero and vDS equals an externally supplied voltage VD. Moreover, the
free-wheeling diode DFW is conducting the external load current IL.
At the beginning of the turn-on delay phase, at t0, the switch S2 is opened
and the switch S1 is closed, whereby the voltage source VG begins to supply
the gate with current iG, through the gate resistor RG. Thus, vGS begins
to increase as CGS is charged by the main part of the gate current, the
displacement current iGS . On the contrary, the voltage vDS − vGS over the
Miller capacitance is decreasing, whereby CGD is simultaneously discharged
with the displacement current iGD [63, p. 36],[62],[64]. It is also worth noting
that iGS closes its loop to the gate voltage source right from the source pin,
but as the channel is not yet conducting, iGD has to flow back to VG through
the free-wheeling diode [65]. The first phase ends at t1, whereupon vGS
overcomes the gate-source threshold voltage VGS th , enabling current to flow
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Figure 4.4: Power MOSFET and the parasitic capacitances in an ideal clamped
inductive circuit where the load inductor is modelled with an ideal current source
IL.
in the channel.
In the iD rise phase, between t1 and t2, the drain current begins to in-
crease, as the current iGD + IL, which was previously flowing through DFW ,
now starts to change its path towards the opening channel [65]. However,
vDS remains constant, as the free-wheeling diode cannot block voltage until
all the load current is transferred to the channel. Moreover, vGS continues
to increase as iGS is still charging CGS .
By the beginning of the vDS fall phase at t2, the drain current has risen
up to its maximum IL, and the free-wheeling diode is able to support voltage.
Therefore, vDS starts to decrease as the input and Miller capacitances are
now discharging through the opened channel, increasing the channel current
to IL + iGD + iDS [63, p. 37],[65]. Although the drain-source voltage at first
decreases quickly, the fall is decelerated since CGD and CDS have negative de-
pendence on vDS [63, p. 37],[62]. Eventually, the sign of the voltage over CGD
is changed as the decreasing drain-source voltage bypasses the level of vGS .
Thus, most of the gate current is transferred from the input capacitance to
charge the Miller capacitance instead, which has also increased considerably
due to negative vDS dependence [63, p. 38]. The drastic reduction in iGS
CHAPTER 4. POWER MOSFET 41
0
VGS th
VGP
VG
t
vGS (t)
0
IL
iD
iCH
t
iCH (t)
iD (t)
t0 t1 t2 t3
0
VD
1 2 3 4
VDSon (VG)
VDSon (VGP )
t
vDS (t)
1 turn-on delay
2 iD rise
3 vDS fall
4 vGS rise
Figure 4.5: The turn-on waveforms of the power MOSFET in the ideal clamped
inductive circuit.
results in approximately constant gate-source voltage, a flat region referred
as Miller or gate plateau, with an amplitude of VGP . The plateau exists until
CGD has been charged, during which vDS reduces to the on-state voltage drop
at the gate-source voltage of VGP , i.e. vDS = ILRDSon (VGP) [61, p. 439],[66].
Although, the drain source voltage actually depends on the channel current,
the approximation with the drain current is commonly used, as iCH is not
generally measurable.
In the vGS rise phase, starting from t3, the currents iGD and iDS of the
charged CGD and discharged CDS become negligible, whereby iCH quickly
saturates into its final value IL [65]. In addition, due to the charged CGD ,
most of the gate current is reverted to charge CGS until vGS reaches the level
of VG. The increasing gate-source voltage results in reduction in the on-state
CHAPTER 4. POWER MOSFET 42
0
VGS th
VGP
VG
t
vGS (t)
0
IL
iD
iCH
t
iCH (t)
iD (t)
t4 t5 t6 t7
0
VD
5 6 7 8
VDSon (VG)
VDSon (VGP )
t
vDS (t)
5 turn-off delay
6 vDS rise
7 iD fall
8 vGS fall
Figure 4.6: The turn-off waveforms of the power MOSFET in the ideal clamped
inductive circuit.
resistance, whereby a small decrease in the drain-source voltage down to
ILRDSon (VG) is yet observed [61, p. 440].
Like the turn-on, also the turn-off process can be divided into four phases:
turn-off delay, vDS rise, iDS fall and vGS fall. Initially, the power MOSFET
is in the on-state, i.e. vGS = VG, iD = IL and vDS = ILRDSon (VG).
At the beginning of the turn-off delay phase, at t4, the switch S1 is opened
and subsequently the switch S2 closed. This causes the capacitances CGS and
CGD to discharge through the gate resistor, whereby the gate-source voltage
starts to decrease. However, IDS still remains at its level at IL as the reverse-
biased free-wheeling diode cannot conduct current. In addition, also vDS
stays close to constant, although, a small rise is experienced due to increased
on-state resistance caused by the decreased vGS [61, p. 440].
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In the vDS rise phase, between t5 and t6, the decrease of the drain-source
voltage is accelerated due to the negative dependence CGS and CGD possess
on VDS [63, p. 39]. Eventually, the voltage over CGD changes sign as vDS
bypasses the level of the gate-source voltage, whereby the Miller capacitance
starts to charge instead of discharging. Therefore, iGS , the current discharg-
ing CGS , is now compensated by the opposite charging current of CGD , and is
thus reduced considerably resulting in approximately constant vGS [63, p. 40].
As in the turn-on, this similar flat region in the gate-source voltage in the
turn-off process, is called the Miller plateau. In addition, as the drain-source
voltage increases, the output capacitance is charged, whereby the channel
current is decreased below the drain current [63, p. 39],[67],[68].
By the beginning of the iD fall phase at t6, the drain-source voltage has
risen up to its maximum VD, whereby the charging of the Miller capacitance
is finished. The free-wheeling diode becomes forward biased, the load current
begins to shift from the channel to the diode and the drain current starts
to decrease. The input capacitance is again discharging, whereby the gate-
source voltage is also decreased. The drain current reaches the zero level
when vGS equals VGS th . Finally, in the vGS fall phase, the gate-source voltage
is lowered down to zero as the input capacitance is eventually discharged.
4.1.3 Losses
The efficiency of a power converter is defined by the losses in the transfer
of the electric energy from the input of the converter to its output. The
lost energy mostly dissipates into heat, whereby thermal management solu-
tions have to be included and determined depending on the efficiency of the
converter. Moreover, in power semiconductor applications, online measuring
and calculation of the losses is arranged for junction temperature estimation
to be further utilized in diagnostic and prognostic purposes.
In switched-mode converters the total losses are greatly affected by the
losses in the switch. For the power MOSFET they can be divided into the
operational stages of the on-state, turn-on and turn-off. Technically, a lit-
tle energy is also lost in the off-state, but since the leakage current in the
device is typically in the order of few micro amperes, this stage is generally
neglected [60, p. 303]. The total energy losses Etot are thus achieved as the
sum of the losses in the three stages, whereby the average power loss Pave in
an operational cycle T is expressed as
Pave =
Etot
T
=
1
T
(Eon + Eturn−on + Eturn−off ) , (4.2)
where Eon , Eturn−on and Eturn−off are the energy losses in the on-state, turn-
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on and turn-off, respectively. Furthermore, electric energy is defined as a
time integral of the instantaneous electric power given by
E =
∫
t
vDS (t) iD (t) dt. (4.3)
In reality, in the semiconductor chip the determinative current would actually
be the channel current. However, due to practical impossibility of channel
current measuring, the approximation to drain current is typically conducted.
In the analysis of the lost power in each of the stages, an ideal clamped
inductive circuit in Figure 4.4 from Subsection 4.1.2 is assumed and utilized
together with the derived switching waveforms in Figures 4.5 and 4.6. Thus,
in the on-state, a static condition is assumed, whereby (4.3) becomes
Eon = tonVDSonIDon = tonRDSonI
2
L, (4.4)
where ton is the duration is the on-state.
As discussed in Subsection 4.1.2, during switching the drain current and
drain-source voltage exhibit complicated dependencies on the parasitic ca-
pacitances, whereby accurate determination of the power losses is non-trivial.
However, these complexities are typically overcome by linear approximation
of the rise and fall of vDS and iD, in combination with neglecting the slight
changes in the drain-source voltage during the vGS rise phase [61, p. 443].
Therefore, (4.3) can be simplified for turn-on and turn-off as
Eturn−on = (t3 − t1)VDIL (4.5)
Eturn−off = (t7 − t5)VDIL. (4.6)
By substituting (4.4), (4.5) and (4.6) into (4.2), the average power loss for
an operational cycle of a power MOSFET is formulated as
Pave =
ton
T
RDSonI
2
L +
1
2T
(t3 − t1)VDIL + 1
2T
(t7 − t5)VDIL
= dRDSonI
2
L +
f
2
[t7 + t3 − (t5 + t1)]VDIL, (4.7)
where d is the duty ratio and f the switching frequency.
4.1.4 Junction temperature estimation
Since many of failure mechanisms typically met in power semiconductors orig-
inate from temperature variations, as later discussed in 4.2, the estimation
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of the temperature inside the component is of great interest. The junction
temperature Tj, i.e. the temperature in the junction of the semiconductor
chip and its solder, is the highest operational temperature in the device and
is thus the target of the process. The knowledge of the Tj may be further
utilized in diagnostic and prognostic purposes.
The conventional method to derive the junction temperature in power
semiconductors exploits the knowledge from the power losses converting into
heat. The losses are calculated based on the input power and a thermal
impedance model is used to estimate the generated temperature change [69].
The resulted temperature change ∆Tj is added on top of the simultaneously
measured case temperature Tc in order to derive the junction temperature.
Unfortunately, with discrete packages, which is the most common package
type with power MOSFETs, the sensor is not typically equipped. Further-
more, it has been shown that the device degradation affects the heat path
and thus the thermal impedance, whereby updating of the model is required
to avoid erroneous estimation [70].
The other possibilities for determining Tj in a power MOSFET can be
divided into physical, optical and electrical methods [71]. As the first two
require either a physical contact or a visual path to the chip, considering the
typically closed package of the power MOSFET we focus only on the electrical
methods. These consist of estimating the junction temperature from thermo-
sensitive electrical parameters (TSEP), which in case of a power MOSFET
include at least the body diode forward voltage, drain-source on-state re-
sistance and gate threshold voltage [70]. Additionally, various parameters
in the switching waveforms, such as the delays have been studied in search
for new TSEPs [72]. A calibration procedure, where the device is heated in
different temperatures for the electrical parameter measurement, is required
to decouple the mathematical dependency between the two.
4.2 Failure mechanisms and condition moni-
toring
Failure mechanisms in power semiconductors can be generally classified into
two categories: package-related and chip-related [73]. Since the most fre-
quently observed mechanisms in modern power devices originate from the
thermomechnical stresses experinced in the semiconductor package [74], they
have also acquired the widest attention in the power MOSFET condition
monitoring, and are discussed in 4.2.2. As for package-related CM, many
studies have also been conducted under IGBTs, which are also applicable
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since similar packaging technologies are utilized in both devices. Regarding
the chip-related mechanisms, the emerging trend of the silicon carbide de-
vices has brought forth major concerns in the gate oxide reliability which is
thus discussed along with possible CM solutions in 4.2.3. However, before
further investigating the aforementioned topics in detail, general challenges
in condition monitoring of power semiconductors are considered in 4.2.1.
4.2.1 Challenges
The adaptation of prognostic approaches into power semiconductor appli-
cations is impeded by various difficulties in the condition monitoring. A
fundamental problem arises from the failure precursors being often affected
by multiple simultaneous degradation mechanisms. This generates uncer-
tainty which has to addressed by the prognostic algorithms and in the worst
case may result in a situation where the effects of the mechanisms cancel
each other in the followed indicator. On the other hand, if the effect on the
measurement is unidirectional it may still be difficult to distinguish what is
the actual state of degradation in each of the mechanisms. However, in some
cases knowledge on the total accumulated degradation may still be sufficient.
Another emblematic issue to the CM in power semiconductors emanates
from the temperature dependence of the failure precursors. An observed
change may be related to degradation of materials as suspected, or it may
be caused by altered junction temperature due to external factors. Thus,
conclusions about the health of the device can only be made if the value
of Tj, at the time instant the degradation measurement is taken, can be
measured or estimated.
The most suitable junction temperature estimation method presented for
power MOSFET in 4.1.4 was to utilize thermo-sensitive electrical parameters,
which are associated with certain difficulties regarding condition monitoring.
Also the TSEPs are susceptible to degradation, whereby the temperature
measurement may become erroneous as the device ages. The usage of a
particular TSEP is thus only valid if it is not significantly affected by the
degradation. As an example, Chen et al. [70] utilized gate-source voltage
threshold in order to estimate the junction temperature in a power MOSFET
assuming that the degradation affects only the die-attach solder and not the
actual semiconductor chip. Moreover, many times the TSEPs are the same
parameters desired to be condition monitored. In those cases, it has to be
taken into account that the same indicator should not be used as both a
failure precursor and a temperature sensor [74].
In addition to the junction temperature, many precursors also depend
on other variables, such as the drain current in power MOSFET, which is
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determined by the normal operation of the converter and thus cannot usu-
ally be varied in the means of condition monitoring. As with the junction
temperature, in order to derive the health state of the device, the value of iD
has to be known at the time instant the degradation is measured. Generally,
a certain calibration step at the commissioning of the converter is required in
order to decouple the dependency of the precursor on the affecting variables.
A further issue to be regarded is how to enable condition monitoring in
a power semiconductor field application. For a real-online solution the CM
should be executed during the normal operation of the converter, complicated
by the challenges discussed above. In order to reduce the this complexity
some studies have focused on measuring the degradation only on conditions
where some of the dependencies can be ignored Dusmez and Akin [75] pro-
posed taking measurements during the starts of the converter when junction
temperature may be assumed to be close to ambient. In this case, only a
Tc or ambient sensor might be sufficient greatly simplifying the temperature
measuring and further facilitating the calibration process. Similarly, Xiong
et al. [76] introduced a prognostic application with inverters in electric ve-
hicles where the degradation measurement routine is triggered by key-on
and key-off events. Naturally, these approaches require system downtime,
but while still being economically and technologically feasible, they might
provide enough data for prognostic purposes if a sufficient number of stops
during the life of the device can be guaranteed.
Despite the introduced intricacy in the condition monitoring, the most
complex task in power semiconductor prognostics may still stem from the
connection to the prediction algorithms. Assuming that the CM could be ar-
ranged based on some precursor, the physics-based prognostics necessitates
knowledge of the critical level of degradation, the failure threshold. Un-
forunately, we were not able to find any general rule in the literature of how
this should be addressed within power devices, but rather the setting of the
threshold seems to be highly dependent on the application [74]. It can be
expected that a lot ageing tests for a technology in question are required
before any generalizations can be made. Even in this case it might be appro-
priate to assign the threshold with some uncertainty [17], whereby we would
consider a distribution of thresholds.
4.2.2 Package-related mechanisms
The package-related failure mechanisms in powe semiconductors are mostly
attributed to the different coefficients of thermal expansion (CTE) possessed
by the various materials of the package and the semiconductor die. Espe-
cially the interfaces of joint parts with different CTEs experience stress as
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exposed under temperature swings originating from both the application and
the environment [77]. The changes in the temperature induced by the ac-
tive switching of the load current by the semiconductor itself, is typically
referred as power cycling, whereas in thermal cycling the swings are caused
by alternating ambient temperature.
The greatest temperature variations in power semiconductor packages are
generally concentrated on the bond wires and their joints to the chip met-
allization, originating from the power dissipation in both the die and the
wire itself. The generated shear strain in the joint is further increased by a
great CTE mismatch between the materials. Repeated flexure of the wire
and the shear strain in the joint, most commonly initiate an advancing crack
at the tail of the wedge bond, eventually resulting in a complete lift-off of
the wire from the bond pad. It is important to note that although the crack
is located close to the interface of the wire and the die metallization, it still
typically propagates within the wire material, and not at the interface, which
in turn would be caused by improper welding or delamination of the metal-
lization. [73] A cross-sectioned bond wire connection with a small initiated
crack is shown in Figure 4.7.
Figure 4.7: A cross-sectioned bond wire connection showing a propagating crack.
The image is adapted from [78].
The heel of a bond wire is another possible location for a crack to initi-
ate at, although this failure mechanism is rarely met with advanced power
semiconductors. However, heel cracks may occur after long lasting reliability
tests, especially if the ultrasonic bonding process has not been properly opti-
mized. As with bond-wire lift-offs, the cause of heel cracking is the repeated
flexure of the wire due to temperature variations. [73]
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Another critical location in a power MOSFET affected by the temper-
ature variations is the die-attach. Due to the CTE mismatch of the chip,
the solder and the copper, shear and tensile strains occur in the material
interfaces resulting in deformation of the solder. More specifically, the solder
experiences three forms of deformation during a temperature cycle: elastic,
plastic and creep [79]. As a consequence, repeated cycling of the temper-
ature induces and augments cracks, which propagate most typically within
the solder-copper intermetallic formed in the manufacturing process [73].
The growth of these cracks eventually results in delamination, gradual de-
tachment of the chip and the copper commenced at the corners and at the
edges of the die-attach. In addition, the crack growth may create and aug-
ment voids, which have been found to propagate towards the center of the
die-attach [80]. A scanning acoustic microscopy (SAM) images of two power
MOSFET die-attaches showing ageing effects are presented in Figure 4.8.
The delamination, indicated by red arrows is much more severe at A, whereas
with B only little delamination may be observed. The blue arrow at B points
a void.
A B
Figure 4.8: SAM images of power MOSFET die-attaches showing delamination
(red arrows) and a void (blue arrow). The images are adapted from [81].
A lot of research has been conducted in order to decouple the effect of
various properties in temperature variations on the formation of the failure
mechanisms discussed above. Generally, the prevalent view in the literature
is that the parameter with the most severe effect is the magnitude of the
junction temperature swing ∆Tj [77, 82], but that the mean junction tem-
perature and the slope of the swing
∆Tj
dt
should not be neglected either [83].
More specifically, Schmidt and Scheuermann [82] demonstrated that increas-
ing the duty ratio in a power cycle without altering ∆Tj, accelerates the die-
attach ageing but does not particularly influence the bond wire degradation.
On the other hand, Dusmez et al. [84] observed die-attach degradation before
noticing any significant damage on the bond wires with junction temperature
swings of low frequency and relatively high mean temperature. They further
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state that with discrete packages it is likely for the solder joint to degrade
faster compared to the bond wires when the frequency of the temperature
cycling is low.
Considering the condition monitoring of the temperature-related packag-
ing failures in power MOSFETs, one of the most studied precursor is the
change in the drain-source on-state resistance [85, 86, 87, 81]. Induced by
both the bond wire and the die-attach degradation, the actual mechanism the
two affect on RDSon differ from each other. The bond wire cracks and lift-offs
reduce the electrical connectivity between the drain and the source, therefore
increasing the resistance [88]. The die-attach degradation, in turn, influences
by deteriorating the thermal impedance as the heat transfer through the de-
forming solder is reduced and the temperature dependent RDSon drifts by the
junction temperature increase [88, 89, 74]. Additionally, the crack propaga-
tion in the solder joint has been shown to increase the electrical resistance
as well [90]. Other reported mechanisms affecting RDSon include aluminium
reconstruction in the chip metallization [73, 74] and gate oxide degrada-
tion [91, 92, 93]. The latter is further discussed separately in 4.2.3, since
typically the drain-source on-state resistance has been devoted to studying
package-related failures and the gate oxide degradation has been monitored
with other indicators.
Because of the numerous presented simultaneously affecting failure mech-
anisms the power MOSFET condition monitoring by RDSon seems challeng-
ing. Consequently, the RDSon trends reported in the literature include some
inconsistency. With Si power MOSFETs mainly exponential increase in re-
spect of time or temperature cycles has been observed [85, 34, 94]. In the
case of SiC power MOSFETs upward behaviour during cycling tests has also
been mostly demonstrated [78, 95], but, on the contrary, Baker et al. [96]
reported increase only in the bond wire resistances whereas the total RDSon
experienced a slight decrease. The measurement method of the two resis-
tances was based on utilization of the kelvin-source terminal. Additionally,
bond-wire lift-offs have been found to induce sudden upturns in the IGBT
VCEon measurements [97]. The uncertainty in the observable trend compli-
cates the usage of the drain-source on-state resistance as a prognostic failure
precursor.
In addition to the challenges stemming from the various degradation
mechanisms, condition monitoring by the drain-source on-state resistance
is further complicated by the significant Tj and iD dependence of RDSon .
Thus, in order to quantify the degradation ∆RDSon over time, the relation-
ship RDSon (iD, Tj) has to be determined in the first place. In the actual
applications this so called calibration should be performed during the com-
missioning, especially if unit-to-unit variability of the power semiconductors
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is desired to be neglected. In laboratory environment some integrated solu-
tions already exist, as Stella et al. [98] introduced a method for calibrating a
SiC power MOSFET module. The study proposes an application where the
temperature of the heat sink is stabilized with external resistors and fans,
and the drain-source voltage is measured while injecting a short current pulse
into the semiconductor controlling the gate driver. The procedure is then re-
peated with different pairs of Tj and iD, fundamentally assuming that the
current pulse is short enough not to increase the junction temperature sig-
nificantly, compared to the temperature of the heat sink.
With a calibrated device, possible degradation in the on-state resistance
may be quantified by comparing RDSon values derived from the calibrated re-
lationship at specified drain current and with simultaneously estimated junc-
tion temperature [75]. However, it has to be noted that also the RDSon (iD, Tj)
relationship experiences change due to aging, whereby recalibration may be
required in order to monitor the health condition accurately enough [98].
4.2.3 Gate-oxide degradation
The gate-oxide of Si and SiC power MOSFETs consist of silicon dioxide
(SiO2) which has been shown to degrade over time in both, although, the
actual degradation mechanism differs. With Si, the degradation accumu-
lates positive oxide-trapped charges in the gate oxide, and negative interface-
trapped charges at the oxide-silicon interface [99]. On the contrary, with SiC
the degradation is caused by direct tunnelling of electrons into near-interface
oxide traps, oxygen defects that exist near the SiC-SiO2 interface [100, 101].
Compared to traditional Si devices, the degradation of the gate oxide is
much more crucial for SiC power MOSFET. The difference originates mainly
from the magnitude of the electric field in the silicon dioxide, whose maximum
in SiC power MOSFET is approximately ten times as large as in Si power
MOSFET. High electric field induces high threshold voltage, which has to
be decreased by reducing the thickness of the gate oxide in order to avoid
high RDSon . [102] The thinner oxide results in lowered reliability, which has
been a major concern preventing the wide usage of SiC power MOSFETs in
power electronic applications.
In most studies considering the reliability of the gate oxide, the degra-
dation tests have been conducted under different combinations of constant
temperature stress and constant positive gate-source voltage stress. These
investigations have shown that under the particular conditions the gate-
source threshold voltage drifts due gate oxide degradation in both Si [99]
and SiC [100, 101, 103] power MOSFETs. Moreover, similar change has
been identified very recently in the Miller plateau voltage and in the Miller
CHAPTER 4. POWER MOSFET 52
plateau time tGP for both Si [104, 91] and SiC [105] power MOSFETs under
positive gate-source voltage stress.
Due to the aformentioned difference in the degradation mechanisms, the
time-dependent behaviour of VGS th , VGP and tGP observed in the literature
show some difference between Si and SiC power MOSFETs. For silicon de-
vices, it has been proposed that over time all the three precursors exhibit a
dip-and-rebound variation [104, 91], illustrated in Figure 4.9a. In this pat-
tern a short decrease phase at the beginning, caused by the oxide trapped
charges, is soon compensated by the accumulating interface trapped charges.
This results in a continuing increase after the turn-around point, eventually
exceeding the level of the precursor in a pristine component. On the con-
trary, with silicon carbide components the dip effect has not been observed,
but an increasing trend depending positively on the magnitude and duration
of the temperature and gate-bias stress [105]. Moreover, Santini et al. [103]
reported that with VGS th the trend is initially steep, but quickly decelerates
into more gradual rising, as presented in Figure 4.9c. The effect of the gate-
oxide degradation as seen in the gate-source voltage curve during turn-on, is
shown for both Si and SiC in Figures 4.9b and 4.9d, respectively.
Constant temperature and gate-source voltage may not resemble very
realistically the conditions the power MOSFET encounters as part of a
switched-mode DC-DC converter, whereby some studies have considered the
gate oxide degradation under more variable stresses. Dusmez et al. [84] ex-
hibited increase in the gate-source voltage threshold of normally switching
Si power MOSFETs operating under thermal cycling. Moreover, Fayyaz and
Castellazzi [106] reported rising in VGS th of SiC power MOSFETs with pulsed
gate but without any load in constant high temperature. On the contrary,
Ouaida et al. [107] were not able to observe significant change in VGS th of
SiC power MOSFETs under switching conditions in constant high temper-
ature. The behaviour of VGS th , VGP and tGP in variable temperature and
under normal switching remains of great interest, especially with SiC power
MOSFETs.
The adaptation of the aforementioned parameters for condition monitor-
ing in the power MOSFET applications has been limited to utilization of the
gate-source threshold voltage, stemming from the novelty of identifying VGP
and tGP as precursors. In these endeavors the constant current method is
typically adopted, where VGS th is achieved at a predetermined drain current,
indicating the opening of the channel [108]. During normal operation, this
would require an accurate measurement current to be injected at the off-state
of the converter, which in turn demands for isolation of the gate from the
driver [70]. Considering the high switching frequency of power MOSFETs,
which can be even higher with SiC devices, the approach seems difficult and
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Figure 4.9: Gate oxide degradation precursors in Si (a-b) and SiC (c-d) power
MOSFETs.
might be only possible at the times the converter is not modulating [74].
Additionally, the drain current value to be measured in the constant cur-
rent method is typically very small, which may cause challenges in noisy
environments.
Chapter 5
Power cycling test
In this chapter we report the power cycling test conducted for accelerated
ageing of 11 TO-247-3 packaged SiC power MOSFETs of two different types.
Additionally, 3 more devices were saved for an auxiliary cycling session, which
is also considered. During the test, the junction temperature of the devices
was estimated by the body diode forward voltage for the assessment of the
stress profile. The vDSon data collected concurrently with the body diode
measurements forms the basis for the prognostic analysis of the on-state
resistance documented in Chapter 6.
Since the test system used in this study was just recently procured to
the laboratory, its usage was a thorough learning process and setting of
some parameters raised particular challenges which we attempted to resolve
with careful justification. Proper parameter selection is highly important for
achievement of reliable measurements. Furthermore, some parameter values
were updated between the test groups by the gained knowledge, in order to
generate a more expedient environment for the devices under test (DUT).
Therefore, in addition to presenting the test results we review the parameter
settings. Exact reporting is also essential for the test repeatability.
5.1 Test system
The test equipment used in the study was selected from the already existing
apparatus in ABB Drives Quality & Reliability (Q&R) Laboratory. The
initial idea was to pursuit for some failure precursor measurements in SiC
power MOSFETs during a long-term test. Based on the literature review in
the previous chapters, perhaps the most intriguing parameters were related
to the Miller platform, considering their close relation with the reliability
issues in the gate oxide of SiC devices. However, it was shortly realised that
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suitable equipment for such measurements was not readily available.
It was decided to shift the research focus towards packaging-related failure
mechanisms as a newly arrived instrument, a customized MicReD® Indus-
trial Power Tester 1500A by Mentor® [109], was found suitable in studying
some of the related precursors in power MOSFETs. The tester is primarily
designed for in-situ failure diagnosis and TSEP-based thermal characteriza-
tion of various power semiconductors, such as IGBTs, diodes and MOSFETs.
The measurements may be further carried out during an automated power
cycling test to investigate the signals and the thermal behaviour as the de-
vices are aged. After testing the acquired data can be analysed in multiple
manners, the software provided by the manufacturer focuses mostly on deriv-
ing and comparing the structure functions [110], which characterize the heat
flow through the device. The system supports sensing of several precursors
and TSEPs in various loading and powering arrangements.
1
2
3
4
Figure 5.1: The customized MicReD® Industrial Power Tester 1500A and the
thermostats used in the study.
The test system is shown in total in Figure 5.1, where the actual tester
(2) in the middle is accompanied with two heat exchangers used for temper-
ature control of the thermal platforms in the tester. The one on the left (1)
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is capable of more accurate and stable regulation and is thus intended for
calibration purposes and power cycling of devices requiring only low cooling
power, such as the discretes. The one on the right (3), in turn, is to be uti-
lized when power cycling larger semiconductor modules where the amount
of the needed cooling power is high. The tester is controlled and configured
by the MicRed® Power Tester Measurement Control Software which is
accessed through the attached touch screen (4).
5.1.1 Measurement method
Although in this study we focus on the RDSon as a failure precursor, an
additional TSEP measurement is considered to set a suitable temperature
profile for the power cycling test. From the several supported configurations
in the test system we chose to heat each device under test (DUT) with a
high current through the channel and to estimate the junction temperature
by the body diode forward voltage measured while the device is cooling.
Essentially, the body diode forward voltage vF is sensed as the drain-source
voltage but the measurement result is oppositely signed compared to vDSon
due to reversely directed currents.
V
S
D
G
Isense
Icycle
VG−VG+
Figure 5.2: The circuitry for heating the power MOSFET through the channel and
sensing the body diode forward voltage.
The wiring diagram of the electrical circuit corresponding the selected
measurement method is illustrated in Figure 5.2. The DUT is separated
with the dashed contour, whereas the other components are part of the tester
hardware. With the help of the figure we can clarify the loading and measur-
ing principles. In the on-state the power MOSFET gate is positively biased
with VG+ and a cycling current Icycle is flowed through the channel to heat
the component for a user-specified amount of time ton . In the off-state the
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Icycle is switched off by the tester and the DUT gate is negatively biased
with VG− , which allows for a constantly applied measurement current Isense
to flow through the body diode for the vDS measurement during toff . The
small measurement current results in much lower power dissipation compared
to Icycle and the semiconductor quickly cools down as the package is pressed
against the thermal platform kept at low temperature by the heat exchanger.
As noticed, the cycling current is controlled by an additional switch, which
is operated simultaneously with the gate voltage selector. The measurement
current, in turn, is supplied continuously.
The system provides three of the aforementioned measurement channels,
whereby three discretely packaged power MOSFETs may be tested indepen-
dently. The number of the DUTs may be increased, however, as the system
provides four measurement positions in each of the channels. In this case,
the devices share the same cycling and measurement current, but the gate
voltage supplies are individual as well as the voltage measurements, thanks
to the multiplexed volt meter. With discretes, this indicates that the devices
are to be connected in series. Unfortunately, with the tester used in this
study the maximum voltage in each channel was 12V, which was observed
to limit the testing capacity due to high vDSon in SiC power MOSFETs.
To estimate the junction temperature based on the body diode forward
voltage, a dependency between the two subjects has to be determined first.
This is identified in a calibration procedure where the Isense is constantly
applied through the body diode as the DUT is driven into blocking with
a user-specified VG− . Controlling the thermal platform, the temperature of
the power MOSFET is stabilized into a certain value at a time in order to
acquire and log the corresponding vF . In the tester the dependency is formed
in an automated process by measuring the voltage at multiple user-defined
temperatures. The stabilization conditions incorporate monitoring of the
thermostat temperature and the vF measurement, which both must remain
within predefined boundaries for a user-specified amount of time. Since the
result of the calibration is dependent on the set Isense and VG− , it is important
to use the same values later on in the power cycling where the dependency
is required in converting vF measurements into temperatures.
During the power cycling the tester measures the body diode forward
voltage just after switching the Icycle off and just before switching it back
on, as illustrated in Figure 5.3. The logged vF values, referred to as Vhot
and Vcold respectively, are used in combination with the calibration result to
estimate the junction temperatures at the top and the bottom of the cycle,
i.e. Tjmax and Tjmin . Furthermore, for the Tjmax calculation the electrical
transient originating from the switching is compensated with a model fitted in
a preliminary transient measurement. The model is extrapolated to the time
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instant of the switching to assess the actual Tjmax at its highest. Finally, the
temperature swing ∆Tj is derived as a difference between the two extremes.
At the end of the heating phase the system also measures the vDSon , denoted
as Von , which we used to derive the RDSon data for the prognostic analysis.
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Figure 5.3: The power cycling profile and the measured quantities. In addition, it
can be noticed that the actual drain current in the on-state is lower than Icycle as
the negative Isense is applied continuously.
Additionally, the user may specify an intermittent Rth measurement to
characterize the whole cooling curve at desired intervals during the power
cycling. Here the test system returns vF data points during toff with the
maximum time resolution of 1µs [109], thus in much greater amount com-
pared to bare Vhot and Vcold given in a standard power cycle. The T3ster
Master software provided by the manufacturer may be utilized to study the
Rth measurements and to derive them into the structure functions. In this
work this feature was enabled with some of the power cycling sessions, but
the collected data was not further analysed.
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5.2 Test description
Fourteen TO-247-3 packaged SiC power MOSFETs, 9 of the type A and 4
of the type B, were calibrated and power cycled with the introduced test
system. In order to set a suitable stress profile, the body diode forward
voltage measurement method was utilized to estimate the DUT junction
temperatures. To identify each sample we use the notation XXX Y where
XXX is a zero-padded unique ID number for each device, and Y marks the
type, A or B in this case.
The 14 samples were divided into three groups. Group 1, i.e. DUTs of
IDs 000-006, was tested first and the parameter setting and thus the results
reflect the unfamiliarity with the new test system. Group 2, consisting of
IDs 007-009, was used to study some of the obscurities arisen with Group 1,
and is only briefly considered. For Group 3, comprising the devices of IDs
011-013 and 015, a few new arrangements were made and several parameter
values were updated based on the gained understanding from the results of
the first two sets. The prognostic analysis documented in Chapter 6 was
conducted only for Group 1 and Group 3.
The settings of the test parameters for the DUTs in Group 1 and 3 are
collected in Appendix A. In the following subsection 5.2.2 we go through the
main points how we came to the presented values. As some of the parameters
were updated based on findings in the previous test groups, these changes
are considered in the corresponding subsections 5.2.2, 5.2.3 and 5.2.4 also
reporting the test results. The cycles-to-failure and selected characteristics
of the stress profiles are also summarized Appendix A.
5.2.1 Parametrization
Of the user-definable parameters Isense and VG− greatly characterize the re-
sulting calibration curves, and their setting should be considered carefully
also in preparation for the power cycling test. For the former we decided to
use the maximum negative value available in the tester software, -1000mA,
in order to achieve the strongest possible voltage measurement signal for en-
hanced noise rejection. A little inconveniently, in the power cycling test this
selection was observed to create a trade-off: in the cooling phase the high
measurement current heated the DUTs considerably, resulting in elevated
Tjmin and thus lowered ∆Tj. However, by decreasing the temperature of the
thermal platform together with increasing the Icycle , the problem could be
mitigated and desired settings for appropriate temperatures were found. It
may be argued, nevertheless, that the greater the measurement current, the
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more the cooling behaviour of the DUT is affected, and the more the volt-
age measurements recede from the real values ideally measured without the
sensing current. In this study the comparability and quality of the measure-
ment results assumedly provided by the Isense of greater absolute was still
preferred.
The VG− was set differently between Groups 1 and 3. For Group 1,
the setting was desired to be made equally between the two device types
and the value of -3V was selected for every DUT in that group. However,
as some improvements in the behaviour of the body diode forward voltage
transient correction with even lower gate-source voltages were noted to have
been proposed [111], for Group 3 the voltage was decreased to the lowest
operational values allowed in the device data sheets. For the type A this
means -5V and for the type B -6V.
While setting the parameter values for the power cycling test it is im-
portant to keep in mind the basics in accelerated testing. As stated the
accelerated conditions should not be traversed too far from the actual use
conditions, whereby we have to assess the veracity of the power cycling test
to set the associated parameters correctly. Here an important fact to be
considered is that as the DUTs are not actively chopping the current, the
temperature swings produced are mostly attributed to the conduction losses.
Therefore, the power cycling may be interpreted to simulate the start and
stop events in a DC-DC converter when the mains are toggled on and off. The
test profile is then chiefly comparable to applications with regular starts and
stops, with the exception that the smaller temperature fluctuations originat-
ing from the normal switching operation are neglected. The life acceleration
in the power cycling test is based on more frequently occurring cycles and on
the other hand possibly on higher ∆Tj and Tjmax , depending on the parameter
settings. This inference forms the basis for the set parameter values.
The test system supports four different cycling current regulation strate-
gies for the power cycling including constant Icycle , constant power step,
constant ∆Tj and constant case temperature swing ∆Tc. Of the available
alternatives the first was thought to simulate a real application the best and
was therefore selected. This choice, however, led to the question of how to
determine the value of Icycle , which caused some meaningful difficulties.
The original idea was to set Icycle based on the produced initial ∆Tj,
but it was soon observed that even devices of the same type generated very
different temperature swings although driven with the same current. This
meant that Icycle should have been altered significantly within the DUTs
of the same type, which was though to result in abnormal variety of usage
considering the regulation in actual applications. Therefore we decided to
drive the DUTs of the same type with the same current, but to set its value
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so that the average initial ∆Tj became as desired. Some mitigations to the
rule had still to be made in order to not exceed the DUT specifications
for the maximum operational Tj to avoid evoking failure mechanisms from
unusually high temperatures. To calculate the initial DUT-specific ∆Tj we
used a protocol of ignoring the first 10 measurements to provide a more stable
measurement event, and then averaged the subsequent 40 measurements.
Of the remaining power cycling parameters the ones related to the body
diode voltage measurement, Isense and VG− , are fixed by the calibration set-
tings. On the contrary, the VG+ has to be determined, and 18V was selected
for every DUT. Considering the DUT specifications, this choice lies in the
upper range of the permitted gate-source voltages and was made based on
an educated advice.
After setting the parameters, the stop criteria needs to be addressed be-
fore starting the power cycling test. For this, the system supports configuring
of several limits based on the highest and the lowest permissible measurement
values including the maximums in Von , ∆Tj and Tjmax , and the minimums
in Von , Icycle and ∆P . The limits may be set absolutely, or relatively based
on the measurement values at the beginning of the test. In the test system
software, these initial values are calculated in default by excluding the first
10 and then averaging the subsequent 10 data points. This procedure was
not edited for the study.
Basically, the selection of the limit values depends on the failure defi-
nition, which for the most part shares the same challenges as the failure
threshold setting already considered for power MOSFET prognostics in 4.2.2.
Certain precepts can still be distinguished for research purposes: ideally the
stop would occur only when the in-situ measurement data supports the fail-
ure event reliably enough, but on the other hand before physical evidence
of the failure is destroyed. The former requirement enables the prognostic
data analysis whereas the latter is essential for possible after-test root cause
investigations of the failed devices. These matters considered, with Group 1
we chose to set the aforementioned maximum limits to 140% of the initial
measurements, whereas the minimum limits were set to 70% of the initial
values. Later on, for Group 3 the maximum limits were updated to 120%
based on findings in the literature [82, 112]. The minimums were considered
only to be achieved in the case of problems somewhere else than in the DUTs.
5.2.2 Group 1
With Group 1 the targeted initial average ∆Tj was set to 90. Consider-
ing the DUT specifications, the targeted ∆Tj represents quite conservative
stressing, which was desirable as the power cycling endurance of the samples
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was hardly known initially. The rather moderate life acceleration induced
by the selected temperature swing was therefore decided to be compensated
with a short cycle time to produce cycles at a very high rate. As a conse-
quence, ton and toff were both set to two seconds. The temperature of the
thermal platform was kept at 25.
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Figure 5.4: Group 1 Von and ∆Tj measurements. The x-axis has been cut twice
to exclude uninteresting sections in the data.
The Von and the ∆Tj measurements collected during the power cycling
test of Group 1 are presented in Figure 5.4, from which the following obser-
vations can be made. First, the cycles-to-failure seem to vary significantly
between the samples. Second, 006 B did not fail, even though it was run for
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over 670000 cycles. Third, it may be noticed that the curves belonging to the
type A devices are marked by quite sudden upward jumps after which the
curve stays elevated. As discussed in 4.2.2, behaviour of this kind is typically
related to the bond wire lift-offs. Also with type B devices some discontinu-
ities exist but these could be traced back to the stops occurred because of
failures in other DUTs. Lastly, on the contrary to the expected increasing
behaviour, also decrease may be observed in many of the trajectories. This
trend seems to decelerate as the test progresses.
The decreasing trend in the ∆Tj trajectories indicates that the cooling
performance of the DUTs enhances during the test. Although this could be
considered as a relief in an actual application, from the research perspective
it is troublesome as the stress initially set by the targeted ∆Tj gradually re-
duces. Furthermore, if some failure mechanisms would induce upward trend,
as it was expected, these tendencies might be buried beneath the oppositely
directed behaviour, hiding the evidence required in the RUL prediction. For
these reasons, we decided to conduct an auxiliary power cycling session for
further explanation.
5.2.3 Group 2
It was speculated that the decreasing phenomenon could possibly originate
from instability in the joint formed by the insulator pad pressed between the
power MOSFET back plate and the thermal platform. To study the hypoth-
esis, the Group 2 devices devoted in the test were at first power cycled and
then the test was stopped to replace the insulator pads with pristine samples.
Afterwards, the test was continued normally. As shown in Figure 5.5, the
change of the pads resulted in significant shifts in the Von and ∆Tj curves
towards the initial values at around 35000 cycles. Furthermore, as seen in the
figure, the measurement trajectories started to experience similar reduction
to the beginning of the test. Obviously, this demonstration does not take
into account many other variables in the insulator pad replacement process,
but to some extent supports the set hypothesis about the instability in the
back-plate-insulator-pad-thermal-platform joint.
A possible solution to the described problem involves a better behaving
insulator pad, in terms of thermal stability, which however still requires fur-
ther research. Another alternative incorporates an additional heat spreader,
such as a block of copper, installed between the power MOSFET and the
thermal platform. In this case the insulator pad may be moved to the inter-
face of the spreader and the thermal platform, which, as Sarkany et al. [113]
state, significantly reduces the effect of the pad. However, it has to be re-
membered that the latter proposal adds extra variables possibly contributing
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Figure 5.5: Group 2 Von and ∆Tj measurements. The effect of the replaced insu-
lator pads can be seen at around 35000 cycles.
to the comparability of the results. Due to scope of the work neither of the
presented techniques was employed in this study, but they represent possible
solutions to the necessary modifications for future investigations.
5.2.4 Group 3
As a conclusion of the issues regarded with the power cycling of Group 1
devices, certain new arrangements as well as updates on the parametrization
were made for Group 3. Since some of the samples in Group 1 did not fail or
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survived very long, the targeted initial ∆Tj was raised to 125 to produce
failures more quickly. On the other hand, in order to not exceed the device
specific limits, we decided to lower the temperature of the thermal platform
to 20. Also the connection method was changed to support more samples
simultaneously and two power MOSFETs were now connected in series.
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Figure 5.6: Group 3 Von and ∆Tj measurements. The spikes at the very beginning
and at around 12500 cycles were caused by issues with the power compensation in
the test system during the start (or resumption) of the test.
It was also be speculated whether the generated stress was overly concen-
trated on the bond wires in comparison with the actual use conditions of the
power MOSFETs. This notion was made as most of the presented trajec-
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tories from Group 1 showed resemblance to those in the literature proposed
having bond wire issues. Therefore, a decision was made to lengthen the
cycle with the aim of relieving the stress experienced by the bond wires and
thus possibly target the stress more on the die-attach. As a consequence, ton
and toff were set to 5 s and 10 s, respectively.
The Von and the ∆Tj measurements of Group 3 are shown in Figure 5.6.
As noticed, the ∆Tj is now significantly higher than with Group 1, and all
the devices failed within a reasonable time scale. However, although the
cycle was lengthened the type A trajectories are still marked by the sudden
upturns.
Chapter 6
Prognostic analysis
The prognostic analysis was conducted based on the data from the power
cycling test of the SiC power MOSFETs in Groups 1 and 3 reported in
Chapter 5. More specifically, we derived comparable ∆RDSon values based on
the Von measurements provided by the test system, and developed a particle
filtering approach to study physics-based prognostics in the selected DUTs.
Furthermore, the suitability of ∆RDSon as a failure precursor was evaluated
in the two tested power MOSFET types. In the chapter below these efforts
are documented in detail.
6.1 Failure precursor: change in the on-state
resistance
To derive ∆RDSon values from the power cycling data, we utilized the Von
measurements provided by the test system. Although in a real application
the acquisition of comparable on-state drain-source resistance measurements
is challenging, in a controlled environment the task is greatly simplified. With
the introduced test system we found three aspects supporting this statement.
Firstly, the DUT case temperature is assumed not to vary significantly be-
tween the cycles, thanks to the controlled thermal platforms much larger
in size compared to the TO-247-3 package. Therefore, the vDSon variation
from the external temperature changes may be neglected. Secondly, since the
power MOSFETs were driven with a constant cycling current, it is regarded
that the total current Icycle + Isense stays similar enough between the Von
measurements. Lastly, although the vDSon changes during the on-state due
to the increasing temperature, the tester always measures its value, the Von ,
at the end of the on-state.
Combining the above points, we assume that the change in the Von mea-
67
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surements between the cycles is mostly attributed to the ageing effects un-
der investigation and that comparable RDSon values describing those effects
may be derived by simply dividing the provided Von with the used current
Icycle + Isense . Furthermore, to narrow the initial sampling interval of the
degradation state set for the estimation algorithm, we can consider the change
in RDSon by subtracting each data point with an averaged initial value at the
beginning of the trajectory. For the averaging we used the following rule,
first 10 samples were neglected and the subsequent 40 were averaged.
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Figure 6.1: The calculated ∆RDSon of Group 1 and Group 3 divided based on the
device type. The sample that survived in the test, 006 B, is excluded.
The ∆RDSon curves for both Group 1 and 3 are shown in Figure 6.1.
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Here we have divide the results in two: the type A devices are shown in the
upper graph whereas the lower graph exhibits the curves from type B devices.
From the prognostics perspective the former do not seem very potential as
the trajectories are marked by the sudden upturns typically observed due to
bond-wire lift-offs. Theoretically, as the devices still seem to operate after
the first jump, this information could possibly be exploited in simple boolean
diagnostics, if the application would only allow such transients. However,
the actual RUL prediction by the presented physics-based methods does not
seem conceivable considering the lack of observable trend associated with the
failure. The type B devices, in turn, experience gradual drift well before the
moment of failure, whereby inference of the EoL, and the RUL, in the means
of prognostics seems possible. Therefore, in the prognostic analysis we focus
only on the type B.
6.2 Degradation model development
Due to the lack of actual physical models the RDSon degradation has been
typically modelled based on empirically verified behaviour. As introduced
in 4.2.2, with traditional Si power MOSFETs it has been observed to follow
simple exponential relationships [85, 34, 94]. Since we did not find investi-
gations of RDSon modelling with SiC power MOSFETs in the literature, we
decided to adopt the methods proposed with silicon-based devices. Consider-
ing the previously presented ∆RDSon trajectories, this was reagarded feasible
as the type B curves seemed to roughly realize exponential behaviour be-
fore the actual failure. A modelling example is shown in Figure 6.2, where
∆RDSon of 013 B is fitted with
∆RDSon (t) = θ1 exp (θ2t) + θ3, (6.1)
where θ1, θ2 and θ3 are the model parameters to be determined by the prog-
nostic algorithm. Considering the figure, it can be stated that the model
is quite approximate and for example does not take into account the rapid
step-like change in the amplitude around 1200 cycles, and neither the change
of slope at 6600 cycles. Therefore we have to expect that the parameters of
the model are time-variant.
Another possible model, which was also considered, expands (6.1) with
another exponential function to characterize the accelerating degradation
process close to the moment of failure. The original exponential term, in
turn, would be used to describe the gradual change prior the additional
term begins to prevail. Similar approach has been applied to prognostics
of capacity degradation in Lithium-ion batteries [57]. However, to provide
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Figure 6.2: ∆RDSon of 013 B and the model (6.1) with parameters θ1 = 0.02075,
θ2 = 7.041e− 05 and θ3 = −0.01774.
some marginal for the prediction uncertainty we speculated that the failure
threshold should still situate in the region of safe operation. Consequently,
we regarded that it would be appropriate to set the FT at the end part of
the gradual degradation, whereby modelling the faster degradation process
at the end would not be very meaningful considering the prediction process.
Thus, the idea of the double exponential model was omitted and the single
exponential model expressed in (6.1) was selected.
6.3 Estimation algorithm and metrics
Considering the variety in the presented ∆RDSon curves and the roughness of
the derived model, it seemed essential that the estimation algorithm should
be able to track the parameters in parallel with the degradation state. Oth-
erwise successful RUL prediction would require extensive prior knowledge of
the parameter values. Regarding the wide variety of environments and usage
with actual power semiconductor applications, and also the possibility of the
change in the conditions, information this accurate might not be available.
Therefore, we adapted a particle filtering approach in pursuit to estimate the
joint state-parameter space.
To use the developed degradation model (6.1) with particle filtering, it has
to be converted first into discrete state-space. Starting with time-invariant
parameters, if we set the state as x (t) = exp (θ2t) and identify that the
measurement y is from ∆RDSon , we can derive the system model in continuous
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state-space as {
x˙ (t) = θ2x (t) + v (t)
y (t) = θ1x (t) + θ3 + ϵ (t) .
(6.2)
Discretization with zero-order hold leads to{
xk = exp (θ2∆t)xk−1 + vk
yk = θ1xk + θ3 + ϵk,
(6.3)
where ∆t is the time between the steps k and k − 1.
For the particle filter to estimate the parameters they need to be assigned
with some artificial evolution model as discussed in 3.2.2. The typical solution
is to use random walk with which particle filter unfortunately results in
poor estimation performance due to increasing variance in the estimated
posteriors. To address this problem, we applied the ASIR-KS presented in
pseudo code for a single iteration in Algorithm 3 in 3.2.2, which exploits
kernel smoothing for the parameter posteriors. Shortly, the method shrinks
the particles closer to their mean and adds variance controllably based on
the smoothing factor h. For the resampling procedure we ended up using
multinomial resampling as it seemed to provide better results in comparison
with systematic resampling presented in Algorithm 2 in 3.2.1.
The future degradation is predicted at predetermined points by propa-
gating each particle with the model (6.3) to the failure threshold using the
latest state and parameter estimates. An example of the procedure, which
was also introduced in 3.3, is presented in Figure 6.3. In the upper graph the
actual ∆RDSon measurements from 013 B are shown in blue, whereas the pre-
dicted degradation trajectories are drawn in red. The lower graph, in turn,
shows the corresponding EoL distribution given by the predicted FT inter-
sections and the corresponding particle weights evaluated at the prediction
point. This discrete probability density is kernel smoothed to provide the
presented continuous distribution for enhanced visualization. In the actual
analysis we chose to conduct the prediction at 8 points, starting from 20% of
the true EoL and advancing by 10% percentage point intervals up to 90%.
Furthermore, α-λ metric was used in analysing the prognostic performance
of the developed algorithm. The algorithm and the analysis tools were all
programmed with Matlab.
To initialize the estimation algorithm we have to set the distributions
from which the first particles are drawn. In the case of typically used uni-
form distributions a good guess of the distribution limits may enhance the
estimation performance significantly. On the other hand, it is often neces-
sary for the algorithm to function satisfactorily although the range would be
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Figure 6.3: An example of the prediction process with 013 B at 30% of the true
EoL. Only 50 of the actual 1000 trajectories are plotted to avoid unnecessarily
increasing the file size of the image. The shown EoL distribution is still calculated
based on all the particles.
placed with greater uncertainty. In our case, if we assume that the ∆RDSon
increases, then θ1 and θ2 would generally be positive. The θ3, in turn, typi-
cally would have a negative value as it may be expected that at the beginning
the ∆RDSon is close to 0. Furthermore, in the case of prognostic algorithms
the limits may be specified by assessing the minimum and maximum tEoL,
and calculating the corresponding parameter values from the degradation
model.
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6.4 Results and discussion
We decided to test our algorithm on the ∆RDSon measurements collected from
the DUT 013 B. This sample was selected as the measurement trajectory
incorporated some uncertainties that we considered could be encountered
in actual applications as well, namely, the ones discussed in 6.2. On the
other hand, this curve did not have the troublesome decreasing phase in the
beginning. The change from the decrease to the increase could possible be
identified by studying the derivative of the measurement and by starting
the estimation only after a possible observation is made. However, in this
study we did not want to commit ourselves on handling this issue and thus
sample 013 B was selected for the analysis basis. With this trajectory we
set the failure threshold in 0.03Ω. In possible future investigations the other
trajectories may also be considered.
As we observed quite a lot of variance in the RUL prediction performance,
we show here results from two distinctive test runs, we call these run 1 and run
2. In these the state and the parameters were initialized as x = U [0.9, 1.1],
θ1 = U [0, 0.005], θ2 = U [0, 0.0005] and θ3 = U [−0.005, 0]. Calculating
from (6.1) this results in an approximate expected life range of (3583,∞)
cycles. Furthermore, we used 1000 particles, the process noise for x was
set to 0.005 and the measurement noise was set to 0.0005. Additionally,
smoothing factor of 0.3 was used.
The α-λ metrics with α = 0.2 and λ = 0.5 for both of the runs are shown
in Figures 6.4 and 6.5. Furthermore, the mean, minimum and maximum
trajectories of the posterior estimates for the runs 1 and 2 are displayed in
Figures 6.6 and 6.7, respectively. The figures are shown in the following three
pages.
It seems clear that run 1 performs better in the means of RUL prediction
but cannot either stay inside the accuracy cone in the α-λ metric. In the run
2, in turn, the algorithm underestimates the RUL throughout the run. What
is remarkable is that the state estimation performance for the both runs is
almost equal although the parameters converge into different values between
the runs. Furthermore, the algorithm does not seem to adapt the parameters
based to the change in the slope at 6600 cycles. All in all, we were not able
to initialize our algorithm in the manner it would have converged into such
parameter values that the predicted mean RUL would have stayed inside the
α-λ accuracy zone starting form tλ. These points might indicate that the
model (6.1) does not describe degradation well enough for the algorithm to
decouple such parameter values that would result in successful prediction. On
the contrary to the model used here, some physics-based prognostic studies
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exploit the actual device physics in the modelling to a much greater extent
and map the propagating degradation into the so called wear parameters,
which are the parameters to be estimated [46]. However, further research is
required before additional conclusions can be made.
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Figure 6.4: Run 1: the α-λ metric based on the ASIR-KS RUL prediction for
∆RDSon measurements from 013 B.
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Figure 6.5: Run 2: the α-λ metric based on the ASIR-KS RUL prediction for
∆RDSon measurements from 013 B.
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Figure 6.6: Run 1: ASIR-KS posterior estimates based on the ∆RDSon measure-
ments from 013 B. Estimates from top to bottom: measurement yˆ, state xˆ, pa-
rameter θˆ1, parameter θˆ2 and parameter θˆ3.
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Figure 6.7: Run 2: ASIR-KS posterior estimates based on the ∆RDSon measure-
ments from 013 B. Estimates from top to bottom: measurement yˆ, state xˆ, pa-
rameter θˆ1, parameter θˆ2 and parameter θˆ3.
Chapter 7
Considerations for the new test
system
In order to provide an answer to the final goal set and introduced in Chap-
ter 1, we consider a new test system for reliability and prognostics research in
switched-mode DC-DC converters. The SiC power MOSFET, the component
studied in this work, acts as a switch in these power electronic applications.
The starting point for the considerations is that in the new system the DC-
DC converter is tested as a whole.
7.1 Testing principles
By the findings in literature and also in the empirical work, we have identified
three different principles which the test system may be based on. These
principles reflect the possible options we found, how the data analysis within
device reliability can generally be conducted. We want to emphasize that
the selection of the overall testing principle is one of the most important
decisions to be made for the future test design and should not be neglected.
Without properly defining the research question, setting the hypothesis and
understanding how to analyse the obtained data the development efforts
might go to waste.
Principle 1: Traditional ALT. The test system may be based on tradi-
tional ALT with the emphasis on studying the DC-DC converter as a
whole. In this case the time-to-failure data is gathered and analysed
as specified in Chapter 2. As the converters may be quite complex, the
testing may involve multiple failure mechanisms which are possibly to
be separated. The advantages for this system are quite easy implemen-
tation, the failure criteria may be set for instance on the power output.
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On the other hand, there is always a possibility that no failures occur
during the tests, whereupon there would be only little to draw from.
Principle 2: ALT analysis by critical components. The second option
is to model the reliability of the DC-DC converter by its components.
In this case, the converter would be tested as an entity but the time-
to-failure models would be based on stress-measurements and failures
on individual components identified to be critical for the total device
reliability. For instance, we might want to pursuit for TSEP-based
temperature measurements in the power MOSFETs.
There are certain considerations, however, that have to be taken into
account with this approach. If the stress experienced by a selected
critical component did vary within a converter population, due to vari-
ability in the device materials, the basics in ALT would require con-
trolling the converters so that similar stress in each selected component
is achieved. This is one of the fundamentals in ALT, the analysis is
based on statistics where the stress level acts as the common denomi-
nator for all the products tested on that level. Again, in the case of the
main switch of the converter, if the temperature stress varies within
the device population, we could control the electric load to achieve the
same temperature in all the main switches. On the other hand, we
could also refrain from modifying the electric load and base the analy-
sis on that, in which case the load would be considered the accelerating
stress, and the temperature variations would be ignored. Nelson [12,
p. 30] describes this selection as identifying the real stress, the stress
that actually accelerates the failures.
Principle 3: Studies in prognostics. The test system may be used for
studying the failure precursors for condition-monitoring and prognos-
tics. This option differs from the other two as its purpose is not to build
the time-to-failure models but to pursuit for investigations of RUL pre-
diction possibilities. Although the condition monitoring of power elec-
tronic components is challenging in the actual use, some complexity
may be omitted in the test environment. For instance, the converter
could be stopped automatically, the ambient temperature stabilized
and the power MOSFET electrically disconnected from the converter
to inject a measurement current for more robust RDSon sensing. This
approach would generally still need some modifications on the actual
application. On the other hand, if the desire is to gather precursor
measurements during the operation of the converter the requirements
are probably increased. This third principle might be the most difficult
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to implement, but on the other hand, might also be the most beneficial
considering future investigations.
7.2 Selected requirements
As the requirements for the test system are greatly dependent on the chosen
testing principle, identified in 7.1, very accurate requirement setting would
be inappropriate. Therefore, we present here a guideline which can expanded
after the testing principle selection. We have utilized Sonnenfeld et al.’s [114]
work among a prognostic test system in specifying some of the requirements.
Requirement 1: Operation on different types of switched-mode
DC-DC converters The tester must accommodate switched-mode
DC-DC converters with different input and output voltages and cur-
rents. In order to make the system realizable, some limits for these
quantities have to be set. It seems necessary that the system is able to
operate at least with every switched-mode DC-DC converter used in
the products of ABB Drives, Drive Products.
Requirement 2: Operation on multiple switched-mode DC-DC con-
verters simultaneously Considering reliability of the results, the
number of the simultaneously tested units has to be high enough in
order to provide sufficient amount of data for the analysis. In addition,
to shorten the testing time, it is desired that the system is capable of
operating on multiple sets of different types of switched-mode DC-DC
converters simultaneously.
Requirement 3: Comprehensive accelerated testing capability With
the test system it must be possible to execute various testing profiles
in which elevated temperature and temperature cycling are the main
accelerating stresses. In its natural environment, as part of the variable
frequency drive, the switched-mode DC-DC converters in question are
exposed to temperature-based stresses, stemming from the environment
and self-heating from loading.
Requirement 4: Data acquisition and logging With the acquisition
system it should be possible to reliably gather information about var-
ious signals of the device under test and also from the environment.
Although the prognostic method should be included in the switched-
mode power supply board (in order to enable online prognostics, the
measurements in a real implementation have to be done internally),
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studying and verification of the measured signals is typically conducted
externally.
Requirement 5: Flexibility and scalability In a research-oriented en-
vironment new insight may often sharpen the actual research ques-
tion, which may demand reconfiguration of the specified requirements.
Thereby, it is best to design the system so that it is easy to modify
and to expand. In software terms we can say that the system has to
have high cohesion and loose coupling; the system consists of modules,
each module’s elements have strong relationship to each other, but only
need minimum amount of knowledge of the other modules’ elements.
The most basic version of the tester consists of a set of modules, which
creates a fully functional tester for a certain number of units. In order
to cover a greater sample count, it should be able to expand the system
by multiplying all or some of these modules. The work needed should
only require minor modifications to the the existing components. This
applies in both hardware and software. The hardware system should
be so flexible that it is easy to add new instruments. In software we are
talking about agility: implementation of new software features should
not require redesigning of the existing entity.
Requirement 6: Easy test start-up To mitigate the effort needed in
starting a test, it is desired that the user can set up the test relatively
easily. After all, a test system cannot provide any value if it is not
used, which might be the case if the system is not easy to set up.
Chapter 8
Conclusions
In this study we aimed to demonstrate the RUL prediction process by physics-
based prognostic approaches. This was done by developing a kernel-smooth-
ing-based particle filtering algorithm for joint state-parameter estimation and
testing it on the drain-source on-state measurement trajectory from the se-
lected power cycled SiC power MOSFET. The results indicated satisfactory
performance in the estimation of the states and the parameters but revealed
inconsistent performance in the RUL prediction. Although we were not able
to produce a solution that would have predicted the RUL in sufficient ac-
curacy in concurrent test cases, the analysis conducted still exemplifies a
possible research orientation to be taken.
Furthermore, we wanted to assess the suitability of the developed prognos-
tic method in the two tested device types. The changes in the ∆RDSon type A
devices were so sudden that the prediction by these trajectories seemed very
challenging. The type B devices, in turn, showed drift that could possibly
be exploited for prognostics. However, also these trajectories showed many
uncertainties that have to be considered in further research.
The third objective of the study, the design considerations for a new test
system where the power MOSFET would be part of a DC-DC converter,
was approached by reviewing general testing principles. The alternatives
presented stem from the insight in prognostics and traditional reliability data
analysis, gathered throughout the study. Generally, there is a decision to be
made whether to base the research on traditional time-to-failure analysis or
whether to study the prognostics of power semiconductors devices.
Even though interest in prognostics of power semiconductors has in-
creased it seems that the proposed solutions in the literature are still not
very general. An emblematic issue for physics-based approaches is the re-
quirement of a known failure threshold, for which we did not comment on
but selected visually a suitable value for the analysis. With actual applica-
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tions this is naturally not possible and further research is needed to investi-
gate the matter. Furthermore, the developed method lacked of a well-defined
degradation model which may be required for more reliable RUL prediction.
Another group of challenges in the prognostics of power semiconductors
stems from the difficulties in the condition monitoring of the precursors,
originating from the various dependencies and the connections with multiple
failure mechanisms. In this work some of these problems were mitigated by
the utilization of the test system but these issues play a significant role in
the prognostics of actual applications. The new test system which was given
principles for is an example of an approach to study the prognostic solutions
in a more natural environment.
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Appendix A
Power cycling settings and results
Table A.1: Power cycling parameter settings.
ID Type Group ton/s toff /s Icycle/A Isense/A VG+/V VG−/V
000 A 1 2 2 9.00 -1 18 -3
001 A 1 2 2 9.75 -1 18 -3
002 B 1 2 2 10.5 -1 18 -3
003 A 1 2 2 9.75 -1 18 -3
004 A 1 2 2 9.75 -1 18 -3
005 A 1 2 2 9.75 -1 18 -3
006 B 1 2 2 10.25 -1 18 -3
011 A 3 5 10 9.85 -1 18 -5
012 A 3 5 10 9.85 -1 18 -5
013 B 3 5 10 10.45 -1 18 -6
015 B 3 5 10 10.45 -1 18 -6
Table A.2: Power cycling stress characteristics and resulted life.
ID Type Group Tjmax/
◦C∗ ∆Tj/◦C∗ Cycles to failure/-
000 A 1 133.15 83.73 8159
001 A 1 138.63 83.72 8554
002 B 1 148.03 96.19 54978
003 A 1 128.20 77.07 176626
004 A 1 141.29 88.69 54647
005 A 1 134.55 83.63 60142
006 B 1 132.18 92.50 †674172
011 A 3 144.54 119.76 13458
012 A 3 143.16 118.69 31066
013 B 3 149.37 126.57 11819
015 B 3 161.78 136.83 30787
∗The average value at the start of the test. Calculated by skipping the first 10 and
averaging the subsequent 40 data points.
†Did not fail.
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