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1 Abstract 
This thesis explores the novel area of immersive digital domes (IDEs), a unique virtual reality 
tool that allows more than one user, sometimes a lot of users, into a space to share in engaging, 
interactive or real-time experiences. Using an active commercial development program, in the 
form of a government backed knowledge transfer program, this thesis develops a theoretical 
design framework, and evaluates it via iterative technical implementation with the overall goal 
to advance the collective knowledge of user experience within immersive digital domes. 
 
Between September 2015 and September 2017, the project researched and analysed dedicated 
developments into the design, development and implementation of improvements in the host 
companies digital dome product. During this time, the project team was able to establish itself 
as a knowledge leader in both the experiences currently offered within digital domes, as well 
as the inherent flaws in both their technical creation and internal user experiences.  
Via detailed analysis of the available research, this thesis explores the relationship between 
existing interactive space paradigms and those found within immersive domes. With the aim 
to understand what components contribute to experience within IDEs and how these 
components act together to influence user perception of the social, interactive and experience. 
This knowledge is used to drive direct commercial change and impact in the design, 
development and technical advancement, as well as the inherent impactors on user experience 
within immersive interactive spaces. 
This direct connection to instant commercial implementation and iteration allow for a very 
pragmatic qualitative methodology within the research, which was conducted across two areas, 
or phases. Phase one focuses on the experiential aspect of IDE for the end user. This involved 
collection and analysis of data from end users, sampling of existing literature and scrutiny of 
previous experiences, thus allowing for the beginning of constructs in the evaluation of IDE 
experiences. Phase two focuses on the refinement of the developer experience. It does so by 
utilising direct influence from the theoretical learning the first half of the research to implement 
rapid prototyping, hands on iteration and real-world technical adaptations to further refine the 
understanding of the user experience within immersive dome environments. 
Below, chapters two, three and four explore the existing literature, background and give context 
to the project and novel area of study, proposing the initial research questions this work will 
answer. Chapter four specifically discusses the unique on-site, active and implemented 
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research methodology employed by this project; including detail about how results and 
developments will be validated. 
Chapter five explores phase one – end user experience. It expands on the findings in current 
literature to outline the understanding and developments in the field of user experience design 
within immersive domes. Documenting the contributing elements to dome experience as 
extrapolated from within the existing literature and via detailed analysis with an assembled 
expert panel. Chapter five also revisits the initial research hypotheses for further refinement. 
Chapter six is the documentation of phase two. Outlining and analysing a number of technical 
implementation within the host digital dome, and how the implementations answer the 
identified areas outlined in the user experience hypotheses. Technical implementations cover 
both hardware and software refinements that each have a distinct purpose or issue to address. 
Each of these are mapped to the constructs of immersive dome UX. 
Finally, chapters seven and eight integrate the findings from each phase and explore the larger 
research crossover between the technical and end user experience areas. Chapter seven 
analyses the impact of the changes over the course of the 24-month period and discusses what 
further improvements are possible within user and technical experience based on the previous 
work and learnings. Chapter eight looks to future research, discussing the implications for the 
development of IDEs, future areas of work and the goal of a more measurable framework in 
the capturing and analysis of UX within immersive digital domes. 
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1 Introduction 
1.1 Research Area 
With the growing interest and increasing movement towards virtual reality (VR) becoming a 
complete commercial product ($44.7 Bn Virtual Reality Market - Global Forecast to 2024, 
2019), designers of VR experiences must be prepared to work for a variety of different clients 
and develop for vastly varying briefs. VR applications are used in many domains including 
entertainment, gaming, marketing, training, building information management and 
collaborative meetings. For this reason, being able to understand and develop ways to create 
high quality user experience (UX) within immersive spaces is increasingly more important 
when designing VR applications. High-quality UX is critical to the extended success of any 
product as a commercial solution (Robelo et al., 2012), VR included. 
Digital domes represent a particular application of VR. Domes enable a co-located group of 
users, rather than merely a single person, into a virtual environment. This enables co-located 
collaborative user experiences without the need for wearable technologies. However, until 
recently the user experiences within domes have been limited by poor visual & audio 
technologies, limited graphical hardware, restrictive interaction methods such as game 
controllers/ wands/ gloves and the inability to transport solutions. 
With the ever-increasing capacity too computer technologies, resolutions and the development 
of specialist audio, the development of speech, touch and gesture (STAG) interaction 
technologies - alongside the improvements in proliferation, robustness and affordability - the 
potential UX of immersive dome environments (IDE) is changing to have higher levels of 
expectation, and lower levels of ‘suspension of disbelief’ (Pausch et al., 1996; Koleva et al., 
2001). 
1.2 Background 
Between the months of September 2015 and September 2017 this research was embedded 
within an industry partner, Soluis. A UK leader in the 3D visualization and animation industry, 
Soluis offer a comprehensive service in application development, motion graphics, augmented 
reality, virtual reality and visualisation within IDEs. Having developed a fixed 4-meter 
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diameter part-sphere dome they sought to explore the latest in interaction, experience and 
technological research to improve their client offering. 
Transferring their dome technology into a “pop-up” 4-meter geodesic structure, they now 
operate one of the world’s only 90º orientated, four projectors, 180º domes. Using an 
innovative negative pressure system and seamless cinema screen technology they are able to 
present fisheye and 360º footage within a 4k projection screen. The ‘Portal’ structure can be 
seen in Figure 1. 
 
Figure 1: External shot of pop-up structure 
Via partnership through Innovate UK’s Knowledge Transfer Partnership (KTP) scheme Soluis 
and Edinburgh Napier University commenced on a joint venture to develop the dome product 
offering, referred to as the ‘Portal’. Utilising key skills of the author, as an interactive designer 
and creative technologist, Soluis were able to rapidly accelerate the development and design 
of the Portal. The work undertaken during this partnership forms the basis for this research. 
1.3 Relationship between Research and Commercialisation  
A KTP is established when the host company has identified a lack of internal skill to be able 
to successfully drive product development, in which a government scheme helps place skilled 
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workers into those vacant roles, normally on a fixed term basis. As such, the planning, progress 
and outcomes of a KTP are very closely monitored by an expert panel, formed of members 
from the host company, academic institute and government entity. Monthly recap and 
accountability meetings have a large role in the direction and pace of the KTP, as well as the 
formation and progression of this research. While academic output is not the focus of a KTP, 
it is strongly encouraged in most situations due to the practical research conducted at the hands 
of cutting-edge industry.  
Throughout the 24 months on this project it was often the case that developments or 
investigations with commercial focus directly aided and influenced the context of research. 
Naturally, the commercial work focused on a single IDE, whereas this research tries to 
understand the impact and consequences of developments on the category of IDEs as a whole. 
Table 1 shows a complete timeline of all tasks within this research and the KTP and how they 
preceded each other.  In most cases the practical work from commercial implementation for 
Soluis, directly leads the research as documented within this thesis. Chapter 3 specifically 
explores the methods implemented to best utilise the understanding and investigation of the 
KTP, as well as overviewing the findings from each stage and how they were fed back into the 
host company for commercialisation.  
As such, the goals of the KTP served as a strong foundation for the formation and guidance of 
the research, while also benefitting from strong commercial results based on its findings and 
developments. 
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KTP Review of Soluis business, market and technologies
Mres Background & literature review
KTP Requirements outline for Soluis business development
Mres Outline of constructs of IDE UX
KTP Development of Dome interfacing platform
Mres Validating via interview
Mres Refining  constructs via recoded interviews into PANS framework
Mres Understanding how to use PANS in IDE UX
Mres Identifying technical failings based on PANS analysis
KTP Investigation into potential technology integrations based on commerical need
KTP Design, development, testing & deployment of Soluis dome improvements
Mres Implementation of a streamlined graphics pipeline
Mres Analysis of graphical impact
Mres Implementation of Automatic Calibration System 
Mres Qualatative analysis A/B test into understanding content consumption
Mres Implementation of an Optimised Content Consumption Pipeline
Mres Implementation of content management system 
KTP Embedding, Commercialization and review of impact to Soluis buisness
Mres Overview of impact of CMS integration
Mres Understanding how technical improvements impacts user PANS score
Mres Write up & Thesis development
Table 1: Side by side timelines of KTP & Research 
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1.4 Research Scope & Questions 
Utilising the scope and boundary of the KTP, it is proposed that there are two main areas of 
required development within the curation of user experience within IDEs, each with their own 
issues and need for future development. This thesis reports current literature in the field of 
immersive digital domes and the wider field of interactive spaces, using the learnings to drive 
understanding and refine this research’s direction.  The outlined work is in direct resolution to 
the issues identified, as well as the detailed outline on future work on the completion of this 
research and tasks. 
At the beginning of the project, the Soluis Portal was in prototype stage. Its creator had a clear 
vision for its future and goals within the AEC (Architectural, Engineering & Construction) 
industries but lacked the knowledge required to implement the facilitating technologies. This 
gave very clear scope to the work; a clear technical focus of development, but an experience-
based outcome. It was the goal of the KTP to: 
1. Develop the end user experience (feeling of being in the represented world) – 
Understanding and refining the physical experiences facilitated to users of the Portal, 
making sure that presence, interaction and social aspects of the experiences were held 
at the highest regard, in both the represented world (digital) and physical dome space 
(physical).  
 
2. Refine the Developer experience – Better understand and develop the methods for 
software and hardware integration throughout the Portal product line. From 
streamlining the technology rollout and developer pipelines to novel hardware 
integrations. 
These clear goals of the knowledge transfer project, left this research with several clear research 
objectives, questions and a defined scope & boundary. 
It is the goal of this research to answer the following questions: 
1. What is the current understanding of user experience within an immersive dome 
environment? 
2. What are the contributing factors to end user experience, what can be done to 
understand them and how can they be captured, measured and evaluated? 
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3. What is the current understanding of technical implementations and limitations within 
immersive dome environments? 
4. Can direct alterations to identified areas of technical importance within an immersive 
dome, measurably change the impact of experience on a user? 
These questions will be answered via the development and deployment of a theoretical design 
framework that is put into practise in a number of technical implementations with Soluis’ 
immersive dome environment. 
Using research into the history, usability and cross disciplinary measurements of experience, a 
number of empirical studies will help build an initial framework for the understanding of better 
user experience within immersive dome environments. This framework will be analysed and 
compared against working developments within the Soluis Portal and evaluated for usefulness 
against existing models for interaction and experiences.  
Analysis of the framework will help identify technical factors that impact and detract from 
experience within an immersive dome and what these detractions mean for a user. Ultimately, 
aiming to identify gaps in current literature and provide answers based on the practical 
implementations afforded by the KTP. Given the prototypical status of the current Soluis 
Portal, it is unable to play multiple different types of content at once, handle more than one 
user’s input at a time and is host to many technical limitations brought about via inadequate 
computer system design. It is expected that methods for configuring the domes playback, state 
and control will be required as well as understanding the current technical failings offered by 
the structure.  
 
It is anticipated that the unique ability to provide both theoretical and physical developments 
will put the learning from this thesis in a unique position. Developments and findings from 
either area will help influence and guide the development of the other, with the cross over 
between the research questions being a large part of potential future research. This will allow 
this project to develop and learn from its own research, condensing the methodologies and 
conclusions versus that of conventional research, which typically could only focus on either 
theory or practical developments. 
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2 Literature Review & Relevant Prior Work 
2.1 Immersive DOME Environments 
Spatially immersive environments such as CAVEs (Computer Automatic Virtual 
Environments) and Head Mounted Displays (HMDs) have existed for a number of years. 
However, these are essentially individual environments. Whilst we can create shared virtual 
worlds in which people can come together, immersion comes at a cost of lack of social 
experience (Schnall, Hedge and Weaver, 2012). In contrast, immersive dome environments 
create a shared, virtual experience for a group of people (Koleva et al., 2000). One of the most 
common application of IDEs are planetariums which are noted for their ability to transport an 
audience into impossible to reach places or times (Buczek, 2012b, 2012a). However, the UX 
of planetariums is more like being in a cinema than being in a shared space. Immersion takes 
precedence over interaction.  
Due to their origin and history in planetariums IDEs are seen as a very narrow medium, that 
are both expensive and difficult to manage, often requiring architectural integration into 
structures (Buczek, 2012b). But this is no longer the case. There are currently more that 700 
digital dome theatres in the world being used for a variety of purposes (Lochnessproductions, 
2016). They include everything from large fixed facilities designed for large scale public 
interaction such as The Vortex Dome, Sat.qc.ca, or Fulldome.pro (Fulledome.pro, 2017; 
Http://sat.qc.ca/en/satosphere, 2017; VORTEX, 2017) and smaller more experimental 
installations such as EON Reality, Holovis or Igloovision (Igloovision.com, 2016; 
EONReality.com, 2017; Holovis.com, 2017). 
For example, Holovis recently launched what they describe as the world’s first interactive 
gaming solution within a 3D dome (Holovis International, 2017). Similarly, the Vortex dome 
in Los Angeles, USA, is a renowned venue for hosting the latest experiential DJs and visual 
experiences (VORTEX, 2017).  
According to Grant & Lei, during the end of 20th century VR was the subject mass exploration, 
due to the decreasing cost and increasing power of computers (Grant and Lai, 1998). During 
this time VR was successfully integrated into many industries including medical (Hollands and 
Trowbridge, 1996) and manufacturing (Systems, 1995) addressing the special needs in areas 
such as training, design and testing (Psotka, 1995). Now we are seeing a resurgence in the 
exploration of VR. The launch of the first consumer grade HMDs are imminent with the Oculus 
Rift, HTC Vive and Sony’s PlayStation VR all battling for headlines (HTCvive.com, 2016; 
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Playstation.com, 2016; Facebook.com, 2017) with ground-breaking uses in Health & Safety 
(Sharma, Rajeev and Devearux, 2015) and in the recreation of heritage monuments (Alavi and 
Kunz, 2015).  
2.2 Presence  
In the nineties, one of the main reasons for the popularity of VR was its ability to convince the 
participant that he or she is actually in another place (Heim, 1998). In modern literature, this is 
described through the concept of presence (Slater and Wilbur, 1997; Friedmann and 
Regenbrecht, 2001; Mcmahan, 2003; Schnall, Hedge and Weaver, 2012). 
Presence is the use of immersive technologies to establish the illusion of entering a remote 
environment, allowing a user to orient themselves as if actually within a real space (Draper, 
Kaber and Usher, 1998; Koleva et al., 2000; Remann, 2008). Some argue that to design for a 
strong sense of presence one must be prepared to envelop a participant’s sensory data 
attempting to fool them into believing they are within the virtual world (Snibbe and Raffle, 
2009). The philosophy of ‘sense of presence’ is extensive with some researchers highlighting 
the ‘book problem’; how an experience such as reading a book can sometimes effectively 
transport readers to another world (Turner and Turner, 2006a). This raises an interesting 
contradiction to having the ‘best’ technical or elaborate experiences directly translating into 
highly present experiences. Books are the lowest fidelity experience possible but are able to 
transport readers into other worlds. How do we rationalise the experience of reading a good 
book into the worlds of VR? 
In their 1992 paper, Held and Durlach discuss the concept of presence in experience, and the 
lack of empirical evidence explaining the underlying phenomenon (Held and Durlach, 1992). 
While this is largely still true, there are a number of growing studies exploring the factors 
influencing presence, such as those by Diemer et al. (2015) who explores the implementation 
of higher presence in fear rationalisation experiments and Smolentsev, Cornick and 
Blascovich’s research exploring the use of ‘preamble’ for more engaging expereinces (2017). 
Technical limitations such as screen resolution and framerate are commonly cited impactors 
(Slater and Wilbur, 1997; Play in 4K LTD, 2015; Martindale, 2016; Raaen and Kjellmo, 2018). 
Similarly, there is no association directly between presence and IDEs. It is hypothesised that 
how engaged a user feels within the space will have a large impacting factor on their 
experience. 
Presence is also referenced in a variety of other immersive space literature in the same, 
experience limiting scope. Flach & Holden discuss how UX in VR is influenced by the user’s 
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ability to complete actions unhindered, especially in terms of locomotion. The movement and 
interaction of actions are more important than the visual representation or feedback of an action 
(Flach and Holden, 1998), implying that the control methods within IDEs must be carefully 
considered. Moreover, this can be seen as an extension of historic VR theory - external 
distractions or ‘breaks in presence’ are one of the main concerns for participants in VR (Turner 
and Turner, 2006a). Breaks in presence come in a variety of shapes and forms, such as physical 
interference from background noise, visible cables, having to look at an interface (Usoh et al., 
1999; Slater and Steed, 2000; Chung and Gardner, 2012) or technical issues such as poor frame 
rates, rendering errors or unresponsive input. Breaks in presence result in an impoverished UX. 
2.3 Control and Interaction  
Control as a concept, more than just control method, is another area of extensive research in 
both VR and more generally in collaborative environments. Yuill & Rogers  (Yuill and Rogers, 
2012) and Rogers & Lindley (Rogers and Lindley, 2004) highlight the importance of control 
in co-located collaborative systems, noting that poorly implemented interfaces that allow 
multiple users simultaneous control, can cause frustration, anger and disengagement. This 
understanding of control is not new, in 1998, Flach & Holden comment that poorly 
implemented control can have a detrimental effect on the feeling of being immersed within an 
environment (1998). Similar comments are still being made in modern literature. Turner and 
Turner (2006a) found that users who could not engage or actively control the interaction were 
left feeling as if they were only peering into a different world rather than moving into it.  
 
“I’m kind of chained to this place. I would love to explore” (Turner and 
Turner, 2006a).  
 
Additionally, Park et al. (2008) note that this control, or lack thereof, can physically affect 
participants in the form of sickness and disorientation.  
The effects and causes of motion (or simulator) sickness both physically and psychologically, 
are well documented in literature both new and old (McCauley and Sharkey, 1992; Sharples et 
al., 2007; Suma et al., 2009). Recent work, reviewing a range of studies from multiple authors, 
concluded that 80-95% of participants will experience some level of unintended side effect 
when viewing a virtual space through head mounted solutions (Sparto et al., 2004). Wiederhold 
et al. discuss in detail the causes and aggravators of simulator sickness, such as; visual refresh 
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rate, number of degrees of freedom in control and the field of view in an environment (Sparto 
et al., 2004; Wiederhold and Bouchard, 2014). While there is evidence to suggest that large 
immersive spaces, such as an IDE or CAVE, help negate these by offering participants the 
ability to see both their own physical self and the bodies of other around them. Users’ must 
still be constantly mentally engaged and computing multiple degrees of freedom (in control 
and view) within virtual worlds. Attempting to reduce the levels of sickness and increasing 
user experience falls, in part, to the interaction within an IDE (Cruz-Neira, Sandin and Defanti, 
1993). 
Interaction design in IDEs is constantly developing. Designs have progressed from tethered, 
wired solutions, such as games controllers, to gestural and sensor based input (Barrera, 
Takahashi and Nakajima, 2004a, 2004b; Subramanian, Beaudoin and Levin, 2008; Aslandere 
et al., 2012; Alavi and Kunz, 2015). Snibbe and Raffle show that the same GUI metaphors that 
exist for conventional human computer interaction do no work in VR (2009). Users do not 
want to engage with the technology as if it was a computer, they want to engage with the world 
they are within (Snibbe and Raffle, 2009). 
Tamborini et al. argue that involvement and decision making within VR environments requires 
much more focus and attention than simply observing (2004). As such, users who actively and 
directly manipulate the interaction report much higher levels of enjoyment and immersion, a 
better UX, within environments. 
By thinking about new, novel ways of controlling our IDEs, such as Kinect and wearable 
sensors we are beginning to form a more detailed understanding of the interactivity an IDE can 
offer, how to reduce adverse feeling and improve the UX.  
2.4 Narrative 
Rambli & Muhaiyuddin argue that passive experiences that do not directly require user input 
require a more story-driven narrative to be successfully interactive (2014).  The level of 
engagement within an IDE will also depend on the sense of how ‘real’ the narrative appears. 
Another view of presence is the concept of being caught up in the story or setting (Slater and 
Wilbur, 1997; Mcmahan, 2003; Slater, 2004; Schnall, Hedge and Weaver, 2012) Presence is 
one of the main facilitators of an immersive experience but it cannot be directly assumed that 
it is the only factor(Slater and Steed, 2000). Spagnolli and Gamberini (2002) note that while 
users may be present within a virtual world they may not be immersed as their experience may 
have been broken by an internal break in presence. This withdrawal from the virtual world 
whilst remaining focused on a task is what they describe as ‘hybridity’. The ability for a user’s 
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mind to flow out of being immersed within a virtual environment but remain focused and 
attentive to a task.  It is important that the narrative story delivered by content within an IDE 
is able to delivery both this sense of real, and engage the user in the story as outlined by Rambi 
& Muhaiyuddin (2014). 
2.5 Social and Blended Spaces  
This leads to another feature of interaction within IDEs; communication and socialising 
between participants. In their various presence and place experiments, Turner & Turner (2006)  
identify how users act in VR. In their theory of sense of place, physical attributes, activities 
and social interaction were all key to a deeper sense of presence. They highlight the change in 
terminology and association that users have within spaces, as well as how participants referred 
to other (generated) people in the environment.  
This research will use Benyon & Mival’s idea of blended spaces (Mival and Benyon, 2013; 
Benyon, 2014; Benyon and Mival, 2015) to help understand the sense of being in an IDE. 
Blended spaces consider the design of spaces where a physical space is closely connected to a 
corresponding digital space (Benyon, 2014). For example, some digital tourism experiences fit 
into this notion as they blend digital information with physical points of interest. Smart meeting 
rooms offer another type of blended space as technology and digital content is embedded into 
the physical fabric of a meeting room. New retail experiences provide another successful 
example of blended spaces in action, shopping experiences such as those offered by Glossier, 
a unique online only store (Maras, 2018) offer measurable improvements to shopper uptake 
(Sopadjieva, M. Dholakia and Benjamin, 2017). 
Benyon and Mival (Benyon and Mival, 2015) identify that one of the challenges for these 
blended spaces is that users have no specific mental model, no conceptualisation of the space 
or how it works when they first arrive, meaning they must draw on experiences or 
understanding from previous, unrelated, experiences to build understanding. They also 
highlight the social space that is an essential part of collaborative environments. They develop 
the TACIT framework for looking at the design of collaborative environments that aims to 
focus designers on the key aspects of these interactions. TACIT stands for territory, awareness, 
control, interaction and transitions. The framework offers interesting insight into the 
development of an IDE, but does not fully encompass the requirement from a feeling of ‘being’ 
as identified and explored in this research. TACIT, in part, discusses environmental space (or 
territories) and user awareness to tasks within an interactive collaborative environment. 
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However, these are non-issues within an IDE due to the absence in ability to facilitate 
simultaneous actions and lack of dynamic working area.  
The lack of direct compatibility with frameworks like TACIT give rise the research questions 
outlined above where this thesis will use practical embedding to explore both the constructs of 
experience within an IDE and understand how they relate to other existing theories. 
2.6 Technical impact on experience 
The literature on technical limitations on a user’s overall engagement with immersive content 
is ubiquitous within presence research. Examples such as Grant and Lai, 1998; Spagnolli and 
Gamberini, 2002; Boussemart et al., 2004; Buczek, 2012a, all discuss areas where technical 
elements have an undesired impact on the user’s ability to engage. Resolution, framerate and 
FOV (field of view) are often listed as the main technical elements to consider within an 
immersive fulldome space (Schnall, Hedge and Weaver, 2012). In their research, the above 
academics agree that technical limitations and poor technical implementation within fulldome 
environments are one of the main reasons for issues with experience. For example, using a 
model such as Bilda’s Creative Engagement Model to evaluate experience depends on a user 
having a completely unobstructed user journey to fully engage (Bilda and Edmonds, 2007). 
The Creative Engagement Model (Figure 2) attempts to visualise the stages of user learning, 
and adaptation in new, unguided experiences. Progressing from a level of no-knowledge 
through to a comprehensive understanding of interaction at hand. The Creative Engagement 
Model theorizes that user’s progress through stages of experimentation, deliberate action and 
finally end in control of an interaction. All while developing a new mental model of the specific 
experience.  While this model does not cover the complete complexities of social dynamics 
within an IDE, it does connect the ideas of Blended Spaces and the understanding of ‘breaks 
in presence’ back to the research on the ability for a user to become present within an 
engagement.  
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Figure 2: Model of user engagement (Adapted from Bilda and Edmonds, 2007) 
Studies, such as those by Kozak et al., explore the concepts of using virtual environments for 
complex teaching tasks (1993). They note that both the general use of VR as engagement tool 
is questionable and highlight technical inability or failings in design lead to little or no 
improvement in skills taught. More recent research into very specific use cases (Seymour et 
al., 2002; Aggarwal et al., 2006) have started to see the technical impactors lessen and training 
skills pass between virtual and real world. One of the cited reasons for this is the advancement 
to technical systems and overall graphics performance.  
There are numerous studies exploring the perceived user experience differences between 
immersive medium such as modern head mounted displays, projection spaces and conventional 
TVs. Such as research conducted by Macquarrie and Steed, who directly test different types of 
film across the three medium (2017), and Rainer et al., who test the impact to experience when 
augmenting conventional screen based playback (2011). The perceived benefits of higher 
resolution and better quality technologies are also well tested with modern display units, for 
example Harada et al., 1234; Van Wallendael et al., 2016. However, as far as this research 
could find, there are no existing empirical study that cover the measured improvements to an 
immersive systems technical design and the resulting changes to end user experience. In a 
survey of high-resolution display technologies, including CAVEs and large display walls, Ni 
el at. Conclude that more study and investigation into the social effects, interactive elements 
and lack of overall empirical data for large-scale integrated displays is missing (2006). As such, 
it will be a main part of the body of work to transfer theoretical learning from the above 
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research, and practical empirical study to specific technical improvements within the host IDE 
in the later chapters. 
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3 Methodology  
Due to the commercial integration of the partner project this research thesis took a qualitative 
and pragmatic approach. Over the following two chapters and subsequent phases of 
development, research approaches vary between quantitative data gathering via questionnaires, 
observation and iterative studies, and qualitative measuring of user experience via A/B testing 
and interviews based on the improvements to the overall IDE system design. Technical 
infrastructure improvements in the complex prototyping, interpretation and implementation of 
solutions for the non-user facing issues (such as technical pipelines and render flows) within 
domes are used as the precursor to a user’s experience. Both areas combine to help better 
understand the influences and impactors on end-user experience within immersive dome 
design.  
Over the 24-month period of this research, the Soluis IDE was dynamically observed, managed 
and present at 29 different trade and industry events. Leading trade exhibitions such as 
Hotelympia (Seymour, 2016) and world leading companies such as Wework (Case Studies | 
Sublime, 2017) allowed for observation of an estimated 1500 unique participants within the 
developing Soluis IDE. Additionally, qualitative data from 30 users over a variety of empirical 
studies help to turn initial observation hypotheses into theories and fundamental learning about 
immersive dome environments. 
A total of five separate investigations were carried out, categorised into two different 
development phases, or cycles. The first development cycle focused on understanding the 
specific constructs of IDE user experience. The second on using those identified constructs to 
iterate the host companies IDE and test the validity of each construct as an impactor on user 
experience. Table 2 shows a complete breakdown of each study, implemented research and 
developments. 
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Study Purpose Data Gathered/Utilized Findings 
Phase 1 – defining the constructs of IDE UX 
Study 1 – 
Defining user 
experience 
inside IDE 
(chapter 4.2) 
To understand and 
develop a list of 
hypotheses on the 
impactors of user 
experience inside 
immersive dome 
environments. 
• Comprehensive literature 
and research study into 
sister interactive fields 
• Expert panel analysis and 
discussion 
• Observation from host 
company IDE usage 
There are five definable 
areas of constructs (or 
factors) in a user’s overall 
obtainable experience 
within an IDE. PINCS: 
• Presence 
• Interactivity 
• Narrative 
• Control 
• Social 
 
Study 2 – 
Refining the 
constructs via 
qualitative 
investigation 
(chapter 4.3) 
Uses more detailed 
qualitative investigation 
to verify and refine the 
identified constructs and 
verify their validity to 
IDE developments. 
• Long form interviews with 
10 ‘advanced’ dome users 
• Analysis and discussion on 
the findings of the 
interviews  
• Further iterative 
observation 
The initial constructs 
provided too much overlap 
and defined multiple 
crossover impactors. PINCS 
was redefined into PANS: 
• Presence 
• Agency 
• Narrative 
• Social 
The evenness of the 
weighting on each construct 
on an experience is noted as 
an important factor. 
Phase 2 – improving technical factors contribution to lower ratings across the constructs of IDE UX 
Study 3 –
analysis of 
technical 
contributions to 
reductions in 
IDE UX (chapter 
5.2) 
To identify the potential 
reducers, or ‘break in 
presence’ provides from 
a technical 
implementation 
perspective.   
• Analysis of existing host 
company IDE infrastructure 
against the identified 
constructs 
• Literature and research 
study in relevant technical 
impactors on defined 
constructs 
  
A list of viable 
improvements in the host 
IDE to help the user 
interpretation of the PANS 
constructs during IDE 
engagement. 
Study 4 – 
Content 
delivery and 
render pipeline 
improvements 
(chapter 5.3) 
Refining and improving 
the content delivery 
pipeline and graphical 
efficiency to reduce 
overall lowering of 
presence and narrative 
constructs.  
• Quantitative analysis of 
existing graphical system 
• Iterative improvement to 
content pipeline 
• Iterative implementation of 
bespoke hardware system 
• Blind A/B testing to test 
improvement hypothesis 
The host IDE had a number 
of inefficient and ad-hoc 
pipelines/content rendering 
systems. Measured 
improvements to the quality 
(and UX) are implemented 
reducing the potential for 
‘breaks in presence’. 
Study 5 - 
Implementation 
of novel control 
and content 
management 
systems 
(chapter 5.4) 
Implementing novel 
control systems and 
content management 
systems to improve user 
response to presence, 
social and agency 
constructs. 
• Analysis of interaction 
methods and novel content 
management devices 
• Iterative investigation into 
the implementation of new 
interaction and control 
mechanisms 
• Observation into user 
interaction and usage 
By investing into new and 
intuitive interaction devices 
the agency and presence 
potential of the host IDE are 
hypothesized to be 
improved. This chapter 
develops a number of future 
hypothesis for further 
research. 
Table 2: Overview of project investigations & studies 
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3.1 Development Phase 1 
It was the goal of the initial research to identify and understand user experience within current 
and existing dome developments. Using the literature derived theories of the factors that 
contribute to build a user’s engagement and immersion with a dome space, this research’s 
hypotheses were developed into categories for future refinement. Via two separate empirical 
studies, this research created a list of facilitators from existing literature and IDE developments 
that are then defined as constructs for end user experience. 
 
The first empirical study specifically focused on the understanding, refining and development 
of an initial framework for the facilitation of greater user experience within IDEs. Utilising the 
detailed theory and literature analysis formed in chapter 2, a comprehensive outline of sister 
fields of study are created. This analysis is then paired with observational data from various 
presentations of the Soluis Portal, examining nuances of user interaction and engagement 
within the space. This knowledge informs initial hypotheses on the factors of IDE UX, with a 
focus on how to improve them. 
A second empirical study refined the initial hypotheses into a framework for IDE UX via an 
iterative cycle of implementation, review and development. Qualitative data via interviews and 
questionnaires is combined to showcase this research’s working understanding of the activities 
within IDEs. Long form interviews with 10 participants gather deeper insight on the ‘mental 
manifestation’ parameters with IDEs, with the data helping to refine and alter the hypothesis 
on the impactors of user interaction and immersion with dome space. 
At the conclusion of the first phase of development, and first two studies, this research was 
able to define the constructs and impactors of user experience within an IDE as: 
• Presence: The ‘feeling’ of being physically located in the remote or virtual 
environment. 
• Social: The ability or facilitation of participant co-location within virtual environments. 
• Agency: A participant’s ability to act or control a space, interaction or experience. 
• Narrative: A participant’s understanding of the experience and the context of Agency 
around them. 
It was also able to note that while these four constructs are key to the overall user experience 
within an IDE, the consistency in their representation, is more important than the singular 
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quality of any construct. For example, no matter how good the social aspects of an experience, 
if there were no feelings of Agency or Narrative, the users would report poor experiences. 
 
3.2 Development Phase 2 
Using these findings, the second phase of development implements a number of improvements 
to the host companies IDE and then evaluates the changes for overall measurable 
improvements to the consistency of experience delivery. 
These improvements take form in an iterative cycle of a further three empirical studies, making 
several large-scale improvements to the host companies prototype dome space. The technical 
experience within the Soluis IDE is examined, developed and iterated. In a quantitative focused 
development, various changes to the dome systems, underlying delivery pipelines and an 
overhaul of the control and management systems are implemented and evaluated through 
various user evaluations.  
The first study of phase two, and the projects third full study explored the current technical 
systems within the Soluis Portal and analysing current failings in end user experience delivery, 
as derived from theoretical investigation and literature review. Utilising the constructs for IDE 
UX as identified in phase one, several technical infrastructure refinements help to alleviate 
‘breaks in presence’ and aimed to improve the ability for users to engage. Benchmarks and 
performance data between iterations are compared to understand the impact on function and 
hypothesised impact on UX. 
With a stable technical infrastructure in place, the second technical empirical study looks at the 
implementation of optimal content playback guidelines. New technical systems allow for much 
higher resolution and faster framerate within content types. Through blind A/B tests with 15 
participants, data on the different effects of quality and smoothness of playback are 
investigated. The results help form an understanding of the effects of content on a user’s 
experience, as delivered by the technical system. 
The third study looks at the effect of content control and management on a user’s overall 
journey within the IDE. Development implements a new system for user interaction and 
content management as well as alternative method for user access. Allowing for an 
investigation into the control systems effect on a user’s experience. As there are no off-the-
shelf solutions or relevant data on IDE control systems, a comparative study and outline of 
future work explore how control systems and interaction with an IDE can be utilised in the 
future. 
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At the conclusion of phase two, a number of broad spectrum studies have analysed and 
investigated the technical factors of IDE development on end user experience. Overlapping 
hypotheses from each study are formed into a structure for future IDE developers on ‘best 
practise’ to help increase the potential for consistency in the constructs of IDE UX. 
 
With the conclusion of phase one and phase two, two overlapping understandings of IDE 
development exist: covering both the technical implementation of more consistent experience 
and impactors of that user experience. This overlap between the constructs and technical 
experience is explored by analysing physical developments within the host company’s IDE 
against the original constructs and framework. The final chapters (6 and 7) outlined a large 
future work discussion that relate back to how future immersive dome developers can use this 
research’s knowledge to advance the exploration and refinement of better immersive dome 
environments. 
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4 Experiential focus for end users 
4.1 Understanding the IDE UX 
Through the background and literature review several key characteristics of both the technical 
and user requirements of the UX in immersive environments and virtual reality, and how to 
relate them to immersive digital domes, were identified. Due to the novel area that immersive 
domes represent, most of existing research and assumed knowledge comes from the fields of 
interactive spaces and collaborative working.  
It is via the research derived knowledge in chapter 2 that a recognised gap in the industry 
learning is identified. There is not currently a systematic method for measuring the user 
experience inside immersive digital domes.  
Thus, it is a key aim for this work to attempt to define an understanding of how to evaluate the 
UX for IDEs and looks to develop a framework that can measure UX. Following on from the 
above literature review and analysis we moved to hosting several discussions amongst experts 
in user experience, interaction design and HCI (human-computer interaction).  
4.2 Defining the constructs of user experience 
Due to their work with interactive collaborative environments in recent years, and the creation 
of the TACIT framework (2015) Benyon and Mival were invited onto an advisory panel as 
industry experts to serve as part of the commercial development required within the knowledge 
transfer partnership and supply invaluable knowledge in the defining of the constructs of 
immersive dome environments, their time was funded via government grants to aid the project. 
The complete panel consisted of two industry experts (developers of dome environments), 
Benyon, Mival and the author. The panel met on average for two hours, fortnightly, between 
January 2016 and June 2017, the panel met for a combined estimate of 50 hours during this 
time. These meetings covered the cultural, research based and technical impactors on UX 
within domes spaces – and what makes IDEs different from other interactive or collaborative 
spaces. Initial meetings were held as informal discussion covering the findings from 
investigation and existing literature. They developed into planning and analysis sessions that 
derived multiple different potential impactors from multiple different definitions and 
interaction models. With confirmation from Benyon and Mival, the panel agreed that existing 
frameworks such as TACIT did not fully encompass immersive dome environments due to no 
awareness of ‘being’. However, when the TACIT model is combined with the industry experts 
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input based on developmental observations several key hypothesis were made, and constructs 
of user experience within immersive dome environments made. The rest of this chapter 
explores the reasoning and understanding in each hypothesis. It was determined that there are 
five main constructs required in the understanding of user experience inside an IDE, they are: 
• Presence deals with the use of immersive technologies to elicit the feeling of entering 
a remote environment. 
• Interactivity deals with users being engaged and involved in actively doing within the 
IDE. A planetarium, for example, has no active interaction 
• Narrative concerns the delivery of content in a coherent and understandable way. It 
concerns the flow of the UX across devices and over time. 
• Control concerns how users physically interact and manipulate content within the IDE. 
Do users feel in control and are they in control of how content is delivered. 
• Social aspects concern how users discuss, comment and share observations and data 
within the IDE and how aware they are of others and their actions. 
With the characteristics of user experience within IDEs proposed, work moved to understand 
how each of the characterises were expected to influence the end user involvement within the 
interactive space. The following hypotheses were extracted:   
Using the outline definition of presence as derived from Draper, Kaber & Usher (1998); Koleva 
et al. (2000) and Remann (2008) presence is established that by curating an IDE with the correct 
experience-enabling technologies users will be able to become more present.  
1. Therefore, it is presumed the more present a participant within an IDE the better the 
UX will be. 
It is believed that promoting interactivity will lead to an enhanced UX through felt involvement 
and decision making, as outlined by Yuill & Rogers (2012) and Rogers & Lindley (2004). 
Actively engaged participants will be less effected by breaks in presence and will be more 
invested in the virtual environment, as demonstrated by Flach and Holden in their tests about 
‘breaks in presence’ (1998). 
2. UX will be enhanced if users are offered a compelling narrative.  
The idea of narrative goes beyond storytelling and make believe and includes the coherence 
and structure of any interaction (Slater and Wilbur, 1997; Mcmahan, 2003; Slater, 2004; 
Schnall, Hedge and Weaver, 2012). The higher the quality of content delivery within an IDE, 
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the more positive the experience for participants. Without fulfilling narrative, content and 
facilitation those that disengage may find it hard to reengage, and detract from the experience 
of others (Spagnolli and Gamberini, 2002). 
3. Users should be able to interact with an IDE in a natural way, otherwise they will feel 
outside the experience.  
The novel idea of Speech, Touch and Gesture (STAG) interactions allow users to focus on the 
content rather than on the input devices and delivers a better feeling of control (Angelini et al., 
2016).  
4. Control methods should be seamless, unobtrusive and natural to all that engage with 
the IDE, otherwise the UX will be effected in a negative manner (Barrera, Takahashi 
and Nakajima, 2004a, 2004b; Subramanian, Beaudoin and Levin, 2008; Aslandere et 
al., 2012; Alavi and Kunz, 2015). 
Finally; learning from the TACIT framework, Benyon and Mival propose the social dynamics 
of space should be considered vital.  
5. It is assessed that  participants will socialise as if they are all within the same physical 
space and share the virtual environment, even if they are generally unaware of what is 
happening (2014). 
 It is suggested that the discussions, observations and comments within the shared experience 
will not cause breaks in presence, but will contribute to an enhanced UX. 
Using the five outlined constructs; Presence, Interaction, Narrative, Control & Social 
Dynamics as well as the housing hypotheses of their influence on UX a bank of tests and 
refinements will run in parallel to assess the validity of each construct. The final aim is to refine 
each construct into clearer understandings of the influencers and impactors on end user 
experience within immersive digital domes.  
4.3 Refining Constructs via Investigation 
After initial definition, two parallel avenues for validation of the constructs of IDE UX began. 
One in the form of expert analysis with the assembled team of experts. A second using the 
commercial activity and deployments of the Soluis digital dome to gather information from 
actual users of dome spaces.  
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On paper, and in discussion, the constructs seemed valid and justifiable, especially considering 
the nuances of immersive dome design. It was agreed that no single existing definition of 
experience such as those described in various pieces of literature (‘sense of place’ (Turner and 
Turner, 2006b), ‘break in presence’ (Usoh et al., 1999; Slater and Steed, 2000; Chung and 
Gardner, 2012) or ‘sense of flow’ (Rambli and Muhaiyuddin, 2014b)) were enough to fully 
encompass the impact on a user’s inside a dome space. It was also agreed that alternative 
existing constructs to collaborative environments, such as TACIT (Benyon and Mival, 2015), 
did not incorporate enough focus on experiential content to fully evaluate immersive domes. 
With this expert justification, the constructs were validated in the real world to test their 
practical application. Analysing the experience of others is a well-documented task and 
something that the research into IDEs had to be very aware of. ‘Mental manifestations’, or self-
reporting, feelings such as presence, social & narrative all have to be carefully recorded and 
analysed as they are specific to each individual (Sheridan, 1992). Research must capture as 
much detail about an area, without obviously asking a user about it. Tools such as ‘Did you 
feel present?’ would not provide any insight into the genuine experience felt by the user. There 
already exist evaluated and verified questionnaires and associated techniques for questioning 
that solve these problems, such as the ITC-SOPI (Sense of Presence Inventory) by Lessiter et 
al. (2001) and the UEQ (User Experience Questionnaire) by Laugwits, Held and Schrepp 
(2008). Both sets of researchers outlining key techniques for gathering this self-reporting data, 
and how to analyse responses. 
4.3.1 Interviews with ‘Advanced Dome Users’ 
In the first main empirical study associated with the development of the IDE, a sample of 10 
‘advanced dome users’ were assembled to participate in long form qualitative interviews. 
The goal of the interviews was to capture opinions and feedback on the issues and noticeable 
features of the Portal (Soluis’ immersive dome) without preloading the participants to the goal. 
Users were classed as advanced if they met several key Criteria: they had to be at least 18 years 
old; frequently use computer technology in their daily life or job and have experienced the 
digital dome on more than two occasions. 
This limited the sample but ultimately afforded that users had enough experience of digital 
domes to be able to influence the understanding of the constructs of user experience. 
The interview was prepared utilising the methods for qualitative interviewing as outlined by 
Hunter (2006). Following a general introduction and demographic data capture, participants 
were asked to think about any specific time they had experienced the digital dome, no matter 
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the content1, providing they were able to remember it in detail. This decision to focus on a 
memorable experience was implemented to avoid participants generalising their negative 
experiences, some of whom had hands-on development time or creative experience with the 
digital dome. While this could potentially lead to skewed results, as interviewees were unaware 
of the purpose of data gathering, data would be honest representations of either memorably 
good, or bad experiences (Baumeister et al., 2001; Thompson, 2004). Interview questions 
where left open-ended to facilitate the interviewee’s ability to personalise their responses. 
Information about the interviewees can be found in appendix 10.1. 
The interviews were transcribed & analysed using theory-driven coding (DeCuir-Gunby, 
Marshall and McCulloch, 2011; Ruggunan, 2014) in line with thematic techniques as outlined 
by Flick (2013). This form of interview analysis allowed for a context aware study of the 
responses and user data. The initial hypothesis of UX within IDEs were used as the starting 
themes. Presence, interaction, narrative, control & social dynamics were shortened to the 
acronym PINCS for clarity during review. Each construct was reduced to capture the essential 
element of the theme. The results of this reduction, as well as example codes for each theme 
can be found below in Table 3 . 
Theme Description Key terms/Codes 
Presence Participant states or alludes to a belief or feeling as 
though they were in the represented place.  
Discussion or statements that refer to the virtual 
environment as physical, real or a sense of being. 
Present, Real, ‘there’, 
sense of being, reality, 
world, encapsulating, 
immersion 
Interaction Participant references or states feeling actively 
involved, or a key part of the represented place. 
Discussion around engagement, natural feeling or 
creation. 
Interaction, direction, 
engagement, involvement 
Narrative Participant references or alludes to a specific 
article or item facilitating their connection to the 
represented place. Discussions or statements that 
refer to creating connection, tethers or 
understanding. 
Surround, quality, 
understanding, goals, 
excitement 
Control Participant states or references a natural ability to 
achieve their goals or target within the 
represented place. Discussion around physical 
input, movement or tactile response. 
Tactile, movement, 
control, input 
 
1 At the time of interviewing only a handful of content had been developed for the Soluis dome (so 
participants were only going to have comments on one or two examples). 
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Theme Description Key terms/Codes 
Social 
Dynamics 
Participant references or states the existence of a 
shared experience within the experience. Alluding 
to the presence of others, social interaction or 
group participation. 
Social, together, group, 
sharing, chatting, 
conversation, open 
experience 
  
Table 3: Initial themes used in first pass thematic analysis 
After agreeing the themes, labels and definitions, the first iteration of reviewing the interview 
data set out to validate that users raised concerns or referenced the effect on their end user 
experiences as defined in the research questions. This first pass also utilised and open-coding 
approach as defined by Corbin and Strauss (2008), to look for new undefined codes and create 
missing themes within the research. 
4.3.2 Analysis of Interview Data 
Using the key, and coding, data as outlined in Table 3, the interviews provided otherwise un-
observable data regarding user’s personal experiences and feelings on experience. The 
formatting of the open questions allowed for maximum direction on a variety of key subjects 
capturing ‘mental manifestation’ data required to understand the Portal experience.  
A total of 10 interviews were conducted, with two being rejected on the basis of inexperience 
of the dome, or overall lack of clarity within the responses. The interviews lasted over differing 
time ranges from 8 minutes 24 seconds to 30 minutes 47 seconds, with an average length of 14 
minutes 20 seconds. The semi-structure nature of the interviews allowed for guidance of 
questioning and therefore, checking for correlation between negativity of experience, number 
of coded statements and length of interview was not relevant. The aim of the interview was to 
establish if the identified constructs of IDE UX were observable in respondent experiences.  
Table 4  shows the complete third iteration analysis of the eight used interviews. 
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Participant 
ID 
Participant 
Background 
Length of 
interview 
Used in 
analysis 
 
Length in 
seconds 
Presence 
code 
used 
Interaction 
code used 
Narrative 
code used 
Control 
code 
used 
Social 
code 
used 
Portal 
technology 
reference 
 
1 Artist 0:09:19 y 
 
559 9 2 3 5 4 5  
2 Sales/Commercial 0:30:47 n   1847              
3 Creative/Designer 0:10:32 y 
 
632 7 5 3 3 4 2  
4 Sales/Commercial 0:10:45 y 
 
645 7 1 1 1 4 2  
5 Developer 0:08:24 y 
 
504 5 2 1 4 3 5  
6 Researcher/UX 0:13:48 y 
 
828 8 4 3 6 6 1  
7 Sales/Commercial 0:15:40 y 
 
940 6 1 3 1 5 7  
8 Creative/Designer 0:15:35 y 
 
935 8 1 3 1 4 5  
9 Artist 0:12:47 y 
 
767 4 3 3 4 5 7  
10 Developer 0:08:35 n   515              
  total 2:16:12     8172 54 19 20 25 35 34  
  mean 0:13:37     817.2 6.75 2.375 2.5 3.125 4.375 4.25 Tot mean 4 (ex 
technical) 
  SD -     396.11 1.67 1.51 0.93 1.96 0.92 2.31 Tot SD 1.82 
Table 4: Third iteration interview data analysis
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An audio recording was made during each individual interview and then transcribed via 
external professional transcription service. 
 Each transcript was then analysed by the author, with oversight from the expert panel, using a 
multi-pass analysis method.  
The first pass on each transcript highlighted and marked each reference or relevant passage of 
text that matched or included the themes or keys documented in Table 3. Subsequent second 
and third passes attempted to categories each of the marked passages into the corresponding 
construct of user experience. These categorised passages were verified for consistency by the 
expert panel: did they seem to fit the outlined keys/codes, were they accurate representations 
of the constructs, and was the overall interview data consistent.  
An additional column for ‘Technical References’ was added during the second and third passes. 
During the interviews and initial review it became very apparent that participant’s recollections 
of experience were most focused on technical factors, both good and bad. 
Both Presence (m=6.74 ± 1.67) and Social (m=4.375 ± 0.92) were the key factors to all 
participants, regardless of background or working discipline. The recurring themes of being 
present in the remote space, feeling connected to the virtual world and the attraction of social 
communication and co-location. We take these results as a validation of the presence and social 
construct hypothesis of immersive dome environments, due to their prevalence across the 
responses. The coding tasks also alluded to the fact that participants put much less emphasis 
on the interaction (m=2.375 ± 1.51), narrative (m=2.5 ± 0.93) and control (m=3.125 ± 1.95) 
themes, with control and interaction often being confused, mixed and substituted for each other, 
even when matched with our codes. For example, one participant directly uses the word 
‘interaction’ when referencing a control mechanism: 
“… interaction doesn't need to be navigating or [control] …” 
Another participant uses a direct reference to a control mechanism while discussing a user’s 
sense of being ‘in control’ (interactivity): 
“… the person that is in control and has the controller tends to feel more 
home than anyone else in the space …” 
This proximity between codes for interactivity and control, and potentially the author’s 
hypothesis, produce an argument for their reduction and re-labelling to address the more 
‘feeling’ orientated responses that emerged across the interview data, as seen in Table 5. 
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Quote Codes Participant 
[reference to the best experience they’ve had] Just video, not 
doing anything, not having any control to run about, not doing 
anything but just to watch. Just like cinema experience. 
Control, 
Movement, 
Experience 
 
9 
the dome feels more natural, you know? it feels that its like a 
theatre experience you are watching something and its not - its 
surrounding you but at the same it doesn’t feel like you’re 
attached to it 
 
Feeling, 
Experience, 
Attachment 
4 
<Project Name> had a lot of movement that generated a lot of 
excitement. It was something unnatural to the body so 
automatically you were in shock of the way you were moving 
 
Movement, 
Shock [wow] 
 
4 
So depending on the type of content so if it was something that 
I could explore myself that I probably might of had more of a 
desire to take control - that’s probably more of a personal thing. 
Control, 
Personal, 
Feeling 
6 
whatever your content is, whatever the feeling, whether it’s 
empathy, whether it’s happiness, whether it’s whatever you’re 
trying to get your audience to feel at that time, that is your 
space to create that feeling. 
 
Feeling, 
Space, 
Control 
1 
The controller experience again, I think when there is more than 
one person - and I don't what the technical term is to describe 
that feeling 
Control, 
Feeling, 
Social 
7 
Table 5: Example of ‘feeling’ within the dome responses 
After third iteration analysis of the data, the expert panel agreed that these newly emerged 
codes could address the concept of Agency as described by Benyon (2014). Agency refers to 
what users can do within a space. Their cultural and social setting, the meanings of interaction 
they make as well as the activities they undertake all while within a space. Agency is an 
appropriate descriptor for IDE interaction and control as it encompasses a user’s ability to be 
a passive participant as well as the nuances with directly driving the experience. A user’s 
agency is the ‘opportunity for action’ within a space. 
A second finding from the coding data, in line with the initial hypothesis on presence, is the 
technical factor contributing to a user’s sense of being ‘in the virtual environment’. All bar one 
of our participants specifically referenced a break in presence, detractor from the experience 
or a removal from the environment based on a technical aspect of dome construction. While 
some participants struggled to define why an experience was positive or they felt present within 
the virtual space, they were all able to pin point specific technical aspects of the experience 
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that removed them from the interaction. Table 6 shows several examples highlighted in the 
negation of their user experience. 
 
Quote Code Participant & 
background 
…you were seeing what I call the beach-ball effect… [the 
dome screens] had this kind of circle right in the front 
where everything was meeting, and if it was bright enough 
you were seeing [the stitching], and then it’s not becoming 
a projection screen as such, it’s an object that you’re 
focusing on. 
Technology, 
Break in 
presence, 
Screen, 
World 
8 - Director 
things I would say I think bad projections are BIG aspect … 
…the stronger the projector the better the experience 
you’ll get. Sometimes that wasn’t the case. 
Technology, 
experience, 
presence 
4 - commercial 
If the resolution was better or the core content was better -  
so anything that wasn't sharp and or hit you in the middle 
of the forehead detracts from it [the experience]. 
Technology, 
Experience, 
Being there, 
Narrative 
7 - commercial 
it was just quality. It was disappointing.  I think it was 
disappointing, but, the fact that the actual plug-in we’ve 
created doesn’t really allow you to add post-processing 
stuff. [referencing the core hardware technologies in dome 
content creation] 
Quality, 
Technology, 
Experience 
Negative 
9 – 
Artist/Developer 
Table 6: Examples of technical failing 
4.3.3 Recoding the Interviews using Agency 
Based on the findings from the initial three iterations of the interview data, it was decided to 
introduce a final pass of the data, utilising the newly altered codes for the constructs. At this 
stage it was presumed that this would require altering the overall constructs for PINCS in this 
researches hypothesis, this presumption was held during the final pass over the data. Table 7 
shows the final theme, descriptions and coding terms for each of the constructs of IDE UX. 
 
Theme Description Key terms/Codes 
Presence Participant states or alludes to a belief or feeling as 
though they were in the represented place.  
Discussion or statements that refer to the virtual 
environment as physical, real or a sense of being. 
Present, Real, ‘there’, 
sense of being, reality, 
world, encapsulating, 
immersion 
Agency Participant references or states feeling actively 
involved, or a key part of the represented place. 
Discussion around engagement, natural feeling or 
creation. 
Control, Movement, 
Experience, Feeling, 
Attachment 
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Theme Description Key terms/Codes 
Narrative Participant references or alludes to a specific 
article or item facilitating their connection to the 
represented place. Discussions or statements that 
refer to creating connection, tethers or 
understanding. 
Surround, quality, 
understanding, goals, 
excitement 
Social 
Dynamics 
Participant references or states the existence of a 
shared experience within the experience. Alluding 
to the presence of others, social interaction or 
group participation. 
Social, together, group, 
sharing, chatting, 
conversation, open 
experience 
  
Technical 
Reference 
Participant makes a specific reference to a 
technical or technology present or used within the 
space and justify it against experience. 
 
Table 7: Final iteration codes & reduced constructs 
Table 8 shows the final statics from interview analysis, using the newly re-hypothesised 
constructs of user experience identifies within an IDE. Utilising the newly defined codes from 
Table 7, users continually referenced agency, or the understanding and usage of an IDE space, 
as vital within the social setting (agency mean = 5.5 ± 1.6). Moving to the single identifier for 
the cross between interaction and control also removed previous confusion in participant 
meaning, while maintain a strong explanation of their ambition or intention.  After compiling 
the results of the interviews and the associated data. This research looked at what the data 
meant for this project.
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Participant Participant 
Background 
Length of 
interview 
Used 
 
Length in 
seconds 
presence Agency Narrative Social Reference 
Technology 
 
1 Artist 0:09:19 y 
 
559 9 6 3 4 5 
 
2 Sales/Commercial 0:30:47 n   1847           
 
3 Creative/Designer 0:10:32 y 
 
632 7 5 3 4 2 
 
4 Sales/Commercial 0:10:45 y 
 
645 7 3 1 4 2 
 
5 Developer 0:08:24 y 
 
504 5 4 1 3 5 
 
6 Researcher/UX 0:13:48 y 
 
828 8 7 3 6 1 
 
7 Sales/Commercial 0:15:40 y 
 
940 6 5 3 5 7 
 
8 Creative/Designer 0:15:35 y 
 
935 8 6 3 4 5 
 
9 Artist 0:12:47 y 
 
767 4 8 3 5 7 
 
10 Developer 0:08:35 n   515           
 
  total 2:16:12     8172 54 44 20 35 34 
 
  mean 0:13:37     817.2 6.75 5.5 2.5 4.375 4.25 tot mean 5 (ex 
technical) 
  SD -     396.11 1.67 1.60 0.93 0.92 2.31 tot std 1.80 
Table 8: Final pass interview data analysis with 4 constructs & technical references
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4.3.4 Analysis Discussion 
In both iterations of the coded and recoded interview data, it should be noted that this method 
of interviewing gives access to data that directly suits the direction of the research. 
Understanding into the weighting and potential bias of using persons with high familiarity to a 
single dome experience has not been fully considered as a data tool for wider IDE exploration. 
All the comments and responses help to identify issues specifically within the hosts IDE rather 
than numerous different dome experiences. The identified issues are directly referenced in later 
research developments, specifically for the host IDE. The importance of the perspective of 
first-time users should be considered for future research to compare if there memory bias from 
the original participants.  
Figure 3 shows the mean results from all participants at the end of the fourth separate iteration 
through the interview data, using the newly redefined codes. Combined with Table 8 it was 
used for the majority of analysis conclusions regarding the themes of user experience inside 
immersive domes. 
 
Figure 3: Visual representation of mean code responses 
In all bar one of the analysed interviews, presence was the most common recurring theme 
(presence mean = 6.75 ± 1.67). The positive and direct references to users being in a socially 
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shared setting, and the feelings of ‘being there’ are taken as consistent with this research’s 
hypothesis that being present, and in social situations will allow for better integration into a 
space and improve user experience. While the hypothesis of both interaction and control stand 
as concepts, they do not translate to user understanding of their experiences while within an 
IDE. After introducing the new theme of ‘agency’, it analysed to be the second most common 
reference between participants. Given how inconsistent and unclear the interaction and control 
themes were in the initial iterative reviews, agency appears to require more investigation and 
weighting in future analysis of IDE UX. The next chapter will seek to add a new hypothesis to 
include agency. 
A disparity that emerged between initial expert hypothesis and interview breakdown was the 
weighting placed on constructs by users. Initial discussion and observation presumed even 
weighting of each of the themes within an IDE. However, the feeling of being present, social 
interaction, co-location appeared as the main aspects that users refer to in their understanding 
of ‘good experiences’. All three of the themes (presence [m = 6.75 ± 1.67], agency [m = 5.5 ± 
1.6] & social dynamics [m=4.375 ± 0.92]) evaluated to within one point of each other when 
including the SD of each theme.  
The final key result from the interview analysis was the profound connection between technical 
failings and lower engagement, immersion and lowered end user experience within the dome. 
While users were not able to describe their feelings or understandings of being within the 
presented virtual world articulately, any technical or physical fault that removed them from the 
presented experience stuck with them, down to the specific detail that caused it. In interviews 
where participants referenced technology as a negative impactor on their experience, it became 
a recurring comment or discussion in their interview, often referencing technology more than 
any other theme. However, technological references were not statistically significant (positive 
or negative) when compared to any of the other themes. This is presumed due to the semi-
structured nature of the interviews where participants were directed in their answers, rather 
than freely to talk about the same subjects. 
In the initial iterations of the interview data using the five themes, including control and 
interaction, there was never any statistical significance in participant references. When 
introducing agency there is some significance between it and the narrative (p=0.025). While 
not an exhaustive investigation, it could signify correlation between a user’s understanding of 
the space, and their ability to understand why they are in the space. However, this could also 
be skewed by the themes and improvised agency structure towards the end of review. The lack 
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of significance between the other constructs should be noted and further investigated. This 
could show a weakness in the study method used, or a lack of clarity in the codes for each 
construct. There may be better terms and notations for the actual issues perceived by users 
within a dome IDE experience. 
As for the meaning regarding the development of understanding in IDE user experience, the 
hypotheses that bound this research and the future of the constructs of IDE UX are all concepts 
that will be explored further in the next sections. Understanding how to suitably define the 
newly re-aligned constructs, their weighting against each other and the incorporation and 
importance of back-end technical development of IDEs will all be explored.  
4.4 Development of PINCS 
As a result of the detailed interview based on thematic, core and open analysis of data. The 
initial constructs of PINCS have been explored, refined and redefined. While the initial 
hypothesis of presence, social and to some degree narrative have been validated. Interactivity 
and Control where deemed to close and indistinguishable to users that the concepts on their 
effects on IDE UX need to be re-examined.  
The remainder of this chapter will continue to explore the inter-relationship between constructs 
establish via analysis and try to begin forming an understanding of hierarchy and importance 
in regard to the facilitation of better UX within IDEs from an end user perspective. It will also 
conclude in the perceived next steps for the constructs of IDE UX and ways in which to 
measure the perceived experience of users going forward. 
4.4.1 Refined Constructs of IDE UX 
Based on the initial hypothesis, expert panel and qualitative interview data analysis theories it 
can be derived that there are four main constructs as perceivable by end users, as well as the 
identification and clarification of how important the technical facilitation of an experience.  
The four constructs as finalised by this research are as follows: 
Presence: The ‘feeling’ of being physically located in the remote or 
virtual environment. 
Social: The ability or facilitation of participant co-location within virtual 
environments. 
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Agency: A participant’s ability to act or control a space, interaction or 
experience. 
Narrative: A participant’s understanding of the experience and the 
context of Agency around them. 
These constructs derive from the re-defined hypothesis: 
1. The more present a participant within an IDE the better the UX will be. 
2. Users offered a compelling narrative will have an enhanced UX.  
3. Users will socialise as if they are within the same space, regardless of the action or 
interaction. 
4. Users afforded higher agency will have an enhanced UX. 
 
The research and analyses also highlighted the difference in weighting and correlations as 
applied by interview participant’s responses to general questioning. Presence was clearly the 
most important construct, with social and agency in near equal weighting below. Narrative did 
not appear to be a focus for any participant, yet was correlated to a user’s responses of agency. 
These constructs and this knowledge of weighting are used to create the visual representation 
of impactors on IDE end user UX, as seen in Figure 4. 
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Figure 4: Constructs and weighting of impactors on end user experience. 
This figure attempts to capture the constructs of IDE UX as well as their internal relationships 
as contributing factors as derived from end user analysis. The figure is based on the weighting 
of user coding data for presence (p),social (s),agency (a) & narrative (n), the area under the 
shaded area being a relative representation of their importance to users in an IDE experience. 
The constructs can be referred to as PANS. 
 
4.5 Current Position on PANS in IDE development 
Although, it has been derived that the constructs of PANS are what makes up the end user 
experience within immersive dome environments, one of the most prolific findings may relate 
to the preference for top down design vs bottom up design in the dome experience. According 
to data from our interview participants, the delivered experience (the combinations of the four 
constructs) is more important than the individual components themselves. We draw this 
conclusion from the continued interview references to individual detractors from experience. 
This research hypothesises that an IDE could offer a perfect social experience for all involved. 
If there is no agency, narrative or feeling of presence the environment, then a user will not have 
a positive experience. Or to say, that any of the individual constructs could be seamlessly 
presence
Agency
Narrative
Social
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integrated, if the other constructs are not relatively (to their weighting) balanced, then a user 
will have a lower user experience. 
Future work should focus on attempting to measure the relationship between the four constructs 
in more detail. It should attempt to create ratios of ‘acceptable’ experience between constructs, 
by helping to understand the weighting placed on them. What will users forgo in terms of 
agency or narrative to earn social interaction or a stronger feeling of presence?  
Additional work should also explore the ability to capture and evaluate a user’s rating of 
experience further through refinement of the PINCS questionnaire.  
The next portion of work within this research will focus specifically on the interview identified 
element of technicality to user experience influence. Exploring the causes of ‘breaks in 
presence’ exposed via investigation and understanding the ways to reduce, alter or adapt 
modern IDE systems to cater for better technical user experiences. This research aims to 
produce a set of guidelines, or pipelines, that future IDE system designers (or creators) can 
implement to better limit the technical impact of user experience. 
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5 Technical specific experience 
Based on the experience and data gathered in observation, development and interviews 
regarding the immersive dome space, the influence of technical factors on the user experience 
became a key focus. PANS outlined the constructs of user experience within an immersive 
dome but is not currently able to gauge what effect changes to design or implementation will 
have on users. 
This spurred an iterative design, development and implementation cycle for a number of key 
technical enhancements that focused on analysing and improving the base capability of the 
immersive dome space to reduce possible reductions in experience. As our research showed 
breaks in presence, such as those identified in studies by Usoh et al., 1999; Slater and Steed, 
2000; Chung and Gardner, 2012, all weighed more on user opinion on experience than having 
seamless execution of any of the constructs alone. 
 
Schnall, Hedge and Weaver, including above, regard resolution, framerate and FOV (field of 
view) (2012) as the main technical elements to consider within an immersive fulldome space. 
They and other authors (Lantz, 2006 for example) agree that technical limitations and poor 
technical implementation within fulldome environments are a key element that drives down 
user experience compared to other medias. Our own interviewees were also drawn to the ideas 
of technical limitations or breaks in presence within their experience of the Portal as detractors 
to the environment, Table 9 shows various examples from across the participants. 
 
Quote Participant 
I guess anytime that it technically goes wrong it should be 
seamless, the experience should be instant 
7 
That [poor visual quality due to resolution] ruins it because as 
you can see this stunning scene on an oculus, and even better 
on a PC or a TV screen and then you go to the dome where you 
think that should be better.   
 
9 
the lighting has a huge effect. [At a conference] the big 
problem was we didn’t account for the lighting, naturally 
lighting [the projection was lost] 
 
4 
Table 9: Examples of interviewee referencing technical limitations 
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This directed focus on refining the methodological concepts. Using the academically agreed 
technical elements of a fulldome experience we were able to define several experiments, 
refinements and implementations to test and improve the Portal. As the physical design was 
fixed in both manufacturing and preferred for the portability/mobility provided we regard FOV 
(field of view) as a constant throughout. Research from Deering (1998) into the limits of human 
vision allow us to regard the 180°hx155°v FOV of the Portal as able to fully encompass a 
viewer’s vision on a forward-facing surround. Exploring expanses of greater, completely 
spherical screens is outside the scope of this research.   
However, the IDE inherited at the start of this research was both sluggish in maximum FPS 
and poor in terms of deliverable quality. The selection, playing and presentation of viewable 
content was a very manual process and overall control over the experience was out of the scope 
for any ‘non-expert’ users. Limiting the overall experience of a user within the IDE and in 
theory lowering aspects of the PANS framework due to the required monitoring and presence 
of an external technician to run nearly all aspects of the dome. 
 
Therefore, this research had very clear scope to focus on three main areas of the underlying 
technology and design of the Soluis IDE: 
 
Technical Infrastructure – Improving and refining the existing system architecture and 
incorporating modern computing pipelines to improve potential user presence and reduce 
breaks in presence. 
 
Playback Optimisation – Refining designer understanding of the ideal formats, video 
compression, preparation techniques and delivery methods of content for improved user 
agency. 
 
Content Delivery - Understanding the user experience of getting, playing and uploading 
content to the IDE. Develop more user experience centric systems to improve multiple 
constructs of PANS. 
 
These technical improvements based on the new hypothesis: 
36 
1. By focussing on refinement of hardware and technical software, measurable 
improvements to resolution and framerate can be made, therefor improving user 
experience.  
The remainder of this chapter will aim to explore and refine the Soluis IDE to improve the 
overall designable and technical experience offered within the space. The overall goal is to 
improve the top down potential of the PANS framework. The better the theoretical potential 
experience, the better the overall experience. Based on the initial data gathered from our expert 
interviews, by reducing the total number of potential reductions in the user experience, users 
will be more likely to associate the IDE as a positive experience, 
During the developments within the Soluis immersive Portal, each area was tackled differently 
depending on the availability of other technologies or common research in the area. Some via 
technical development, hardware changes, software refinements as well as planned long-term 
development goals with solutions to improve the identified experience impactors.  
Research was conducted via a natural A/B test system on the prior and post systems. 
Understanding whether the changes were having the desired effect on the users perceived 
experience and the initial findings and effects are discussed in the relevant headings.  
 
5.1 Existing infrastructure 
This research joined the Soluis dome environment in its second year of iterative development. 
While the physical structure was approaching the now standard aluminium geodesic frame as 
seen in Figure 5, there had been little or no direct technical input into designing a system to 
correctly operate it. 
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Figure 5: Naked geodesic frame (Rae, 2017) 
 
The new geodesic frame added complexity of higher potential resolution, via increase screen 
surface space and more direct projector inputs. Designed to have four ultra-short throw 
projectors with an initial resolution of WQXGA (1920px x 1200px) across the 2m radius the 
Based on detailed fulldome content production breakdowns, the Portal was theoretically able 
to produce 3000px x 3000px square fisheye content at over 60 frames per second (fps) (Davis, 
2005). 
However, due to a multifaceted dual server system the Portal was originally only capable of 
2500px x 2500px content at variable framerate, producing a maximum of 25 fps.  
Figure 6 shows a high-level breakdown of the dual server configuration. One system, a high-
end gaming machine, that was responsible for rendering and producing the visual content via 
games engine. The second, a higher end professional rendering machine that dealt with the 
complex geometric calibration to map fulldome content onto the curve projection surface. 
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Figure 6: Overview of original Soluis Portal server configuration 
Due to Soluis’s use of unique high-quality games engine content within the Portal, these steps 
were seemingly necessary.  
 
Internally, each server system used a variety of computational and graphical manipulation to 
achieve output onto the dome surface. The visual development environment ‘Touchdesigner’ 
was a host platform (inside the Windows OS) throughout both servers due to its widely 
adaptive capabilities as a ‘sandbox‘ visual processor (Derivative, 2018a). Figure 7 is an 
overview of all computations required in the presentation of content, Touchdesigner being 
responsible for 2/3rds of each specific content pipeline shown. Its breadth in ability allowed it 
to handle the both the conversion of 2d square images into flattened 3d imagery, as well as the 
complex mathematics of projecting the images onto a curved surface in real space. The 
technical art of dome projection mapping occurs when processing an image through a specially 
made 3d mesh (or geometry) object per projector to correctly correlate each pixel into real 
space. This can be imagined as a digital 3d model of the dome with four rectangular cloths (the 
images) pressed onto the surface (Bourke, 2016). 
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Figure 7: Content creation pipeline for dual server system 
The final piece of understanding required of the original Soluis Portal is the technical process 
of getting a complete image frame from creation to projection. This is where nearly all of the 
bottlenecks in offered experience occurred. Figure 8 labels these bottlenecks within the original 
systems. Specifically; those in the outdated content capture system within the games engines; 
the creation of the fulldome spherical image; the bridge between servers; the projection 
mapping of each pixel onto the dome surface and the splitting of the image to each projector. 
 
 
Figure 8: Technical content pipelines for dual server system 
While this section directly references most technical limitations, items such as content control, 
selection, overall user experience and choice within the Soluis Dome did not yet exist. Controls 
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were rudimental implemented via the use of a games console controller and large touchscreen 
for user input (Figure 9). All content was loaded and accessible in single chunks and if the user 
wished to swap content, a restart of the software was required (this removed the projected 
image while loading).  
 
 
Figure 9: Initial control mechanisms 
 
The following sections will address the existing infrastructure, their refinements, tested and 
perceived impact on the user experience, PANS rating and overall improvements to IDE design 
in the future. 
 
5.2 Technical streamline 
Technically improving the Soluis dome was one of the most directly measurable areas of 
development, due to nearly all changes being non-user facing. As Figure 6 and Figure 8 explore 
above there was a large amount of over complication and redundant hardware within the Soluis 
pipeline. By focussing on technical refinement of hardware and software to increase framerate 
and resolution, this research can therefore improve user experience when applied in the context 
of PANS.  
For the scope of this research there were three main areas of technical streamlining: 
• Reducing the amount of complexity and steps required for content projection 
• Improving base graphics processing technology  
• Altering the geometry warping calculation methods  
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5.2.1 Single Server Optimisation 
Initially, reducing the amount of conversions, steps or transfers from load/creation through to 
projection will release large amount of wasted system resources. As discussed by Deering 
(1998) 60hz (or 60 frames per second (fps)) is a presumed standard for refresh rate where the 
human eye doesn’t perceive a loss in experience due to the limit. Due to the complex 
conversions and capturing of data numerous times between the multiple servers it would take 
up to 40 milliseconds to render a single frame. To achieve 60fps that number would have to be 
less than 16.667 milliseconds. Setting the goal framerate to a maximum of 60fps was also a 
logical set from a theoretically possible perspective. Figure 10 shows the exponential curve of 
render time per frame vs goal fps, calculated by dividing 1000 milliseconds by the goal frame 
rate. For example, 70fps would require a further 15% improvement in render time than that 
required for 60fps (16.667ms vs 14.285ms).   
 
 
Figure 10: Render time per frame graph (ms) (Mckellar, 2019b) 
While the exact times are specific to the task being carried out (running real-time games engine 
content takes much more resource than video playback), Table 10 shows an example frame 
render timeline for a real-time scene within the original setup. This data was collated over 
several random sample tests within the dome. 
 
Render Task Time (ms) 
Render games engine content (6 cube faces) 10-15 
Generate 180° fulldome content 1-3 
Capture data between servers 10-15 
0
20
40
60
80
100
120
140
0 20 40 60 80 100 120 140
M
ax
im
um
 re
nd
er
 ti
m
e 
pe
r f
ra
m
e 
(m
s)
Desired output frames per second (FPS)
42 
Geometric calculation 2-3 
Warp image through geometry (4 projectors) 5-7 
Manual image blending (4 projectors) 5-7 
Rendering windows <1 
 ~34-51 ms 
Table 10: Dual server example render timeline 
While none of these operations are independently too large, together they far exceed the 
16.666ms limit for 60fps playback. Removing the requirement for capturing data between the 
servers only could theoretically improve performance by 60% (Datapath Ltd, 2018). Using the 
release of latest generation graphics and computing processing power (Smith, 2016a) a new 
single server solution was devised to attempt to elevate the issues outlined above. This would 
completely remove the dependency on the capture card connection (Datapath Ltd, 2018) and 
allow a single Touchdesigner instance to self-regulate threads of spout (Zeal Ltd, 2018). Spout 
is a modern graphics texture sharing method to allow multiple applications, process access and 
altering power over a single texture location within memory. This change allowed the single 
system to continually alter a single image, rather than create and alter a copy, with the previous 
stage being discarded until the rendering stage where it is flushed from GPU memory. Spout 
operates by making part of the GPU’s shared memory available in other applications. Allowing 
for direct sharing of what one application is seeing into another. While there are no direct 
studies on the impact of spout instances it is presumed as the most efficient method of sharing 
content on a GPU, as programs simply share a resource location rather than the actual resource 
itself. 
The reduction to a single processing system also removed another user experience lowering 
break in presence. When two separate machines are dependent on each other for data but not 
synced in terms of data generation and output a variable refresh rate occurs, a normally desired 
occurrence (Chacos, 2018). This meant that Touchdesigner in the output system could 
theoretically be ready to receive data, but the content generation system was not ready to send 
it. When the output system has no new content to show, it has no options but to display the 
same content, sometimes referred to as ‘tearing’ by computer enthusiasts (Chacos, 2018). 
Touchdesigner (TD) operates in a ‘cook’ per frame method, each time a frame is to be 
generated the TD network will calculate all its nodes in a pull (it goes from output up chain 
until termination). While this instanced method of TD operation is the normal for performance 
work, it comes into an issue where each instance requires content from the other (the GPU) 
and spout to complete all their relevant tasks (or cooks).  
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Figure 11: Single Server overview (Mckellar, 2018h) 
Figure 11 and Figure 12 show the technical overview diagrams for both server architecture and 
technical content pipelines; both of which are visibly less complex than their predecessors in 
terms of parts and conversion. While this research will not describe the individual components 
of the server to conserve intellectual property exploring how the implementation of a single 
server was possible via new graphics technology is vital to understanding the overall 
improvements to the Soluis Portal and the potential effects on user experience. 
 
Figure 12: Single server content pipeline (Mckellar, 2018g) 
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As outlined above, one of the main optimisations moving to a single server allowed was the 
introduction of advanced texture sharing within the graphics card. While the improvements 
and processes of openGL texture sharing are well documented (OpenGL Multi-Context ‘Fact’ 
Sheet | Perfect Internal Disorder, 2018; Wynn, 2018) in the case of the Soluis dome it meant 
that the theoretical rendering speed of the system was now dictated by the GPU processing 
power.  
5.2.2 GPU Overhaul 
In the period between 2015-2017 a new generation of graphic processing chip on market 
allowed for a near 60% improvement in conventional graphics performance (Smith, 2016b). 
An obvious addition for the Soluis dome, replacing the previously top of the line professional 
GPU with the current top of the line GPU rendered a pipeline improvement of around 40%. 
Table 11 shows an overview of the render pipeline and timings for the single server and new 
(pascal) gpu setup. 
 
Render Task Time (ms) 
Render games engine content (6 cube faces) 8-12 
Generate 180° fulldome content 1-3 
Capture data between servers N/A 
Geometric calculation <1 
Warp image through geometry (4 projectors) 2-4 
Manual image blending (4 projectors) 1-3 
Rendering windows <1 
 ~14-24 ms 
Table 11: Single Server, Pascal GPU 
5.2.3 Automatic Projector Warping and Blending 
The final technical optimisation focused on by this research was the changing of the processing 
of the 3D geometry warping, or ‘mapping’, required to correctly project content within a domed 
surface. The Soluis dome used an outdated manual 3d warping tool that altered 3d-meshes 
based on pixel position. Primarily this was controlled by conventional computer mouse, caused 
a 2d axis in a 3d space context issue. Human error and inaccuracy causing numerous 
discrepancies in mapping consistency. The conventional method of multiple projector mapping 
blending is to fade in equal amounts and opacity. Figure 13 shows an overview of what the 
edges of each projected image should be. Standard procedure is to use an overlap of between 
20%-30% of the overall image to blend seamlessly. Dome projection mapping suffers from 
multi-projector, multi-angle blending requirements that without impractical amounts of 
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resource and time are impossible for a human to map and blend efficiently. Figure 14 shows 
an actual capture of the previously standard human mapping and blending between the four 
projectors within the Soluis IDE. The areas of miss-matching blending where colour and 
opacity amounts are not equal. This directly translates to poorer experience within the Soluis 
dome, a very obvious technical error that stands between the users and the content in which 
they are to immerse. While never directly reference during the development of PANS, it is 
presumed that any improvement to the quality of the projected image and the blend between 
images would increase the ratings received in follow up evaluations.  
 
Figure 13: Conventional projector blending overview (Mckellar, 2018b) 
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Figure 14: Capture of four projector overlap with blending in Soluis dome (Mckellar, 2018a) 
 
As well as the image quality possible via the existing mapping method, it was a multi-stage 
process per frame that had the most room for improvement without a hardware change. Table 
11 references the whole process as between 4-8ms per frame (up to half the maximum time 
per frame for 60hz rendering). The main reason for this was the fact that the geometric 
calculations for the dome surface were not pre-calculated into the pipeline. The software 
option within Touchdesigner that controlled the 3d geometry was active every frame, 
essentially calculating complete 3d warping every time. Touchdesigner supports the 
embedding of specially formatted configurations files, all but removing the processing time. 
However, modern automatic projection tools are well documented (see Lee et al., 2004; 
Fiala, 2005; Audet and Okutomi, 2009) using a variety of computer vision tools to track 
projected patterns and calculate screen space. 
Using specialist fisheye camera hardware, and bespoke automatic calibration software from 
Vioso, this research was able to implement near perfect calibration of the Soluis IDE in under 
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15 minutes. Vioso is one of the most advance automatic softwares on the market, able to 
detect difference in surface texture and tint it attempts to correct for all within its two-step 
calibration of colour and geometry blending (VIOSO, 2018). Using a single 220º fisheye 
camera allowed for us to map the entire 155ºx180º surface of the Portal with a single camera, 
in roughly 4 minutes per projector. Figure 15 shows a side by side comparison of both the 
previous manual calibration best efforts against the new automatic calibration blending. Able 
to calculate in both 3d space and four directional overlapping it is capable to create a near 
seamless screen to the user.  
 
 
Figure 15: side-by-side comparison of manual (left) and automatic (right) mapping & blending (Mckellar, 
2018f) 
Vioso generates a file that is readable by Touchdesigner in such a way as to remove almost all 
calculation and processing time (Derivative, 2018b) while preserving the perfect blending 
created in the software. Implementing this step took the Soluis dome to a stage where it was 
finally below the vital 16.667ms number for frame time. 
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Table 12 shows the final render task timings based on analysis of the now running Soluis IDE 
including the single server optimisation, graphical system overhaul and the implementation of 
embedded automatic mapping calculations.  
 
Render Task Time (ms) 
Render games engine content (6 cube faces) 8-12 
Generate 180° fulldome content 1-3 
Capture data between servers N/A 
Geometric calculation N/A 
Warp image through geometry (4 projectors) N/A 
Manual image blending (4 projectors) N/A 
Automatic Geometry and blending pass-
through 
1-3 
Rendering windows <1 
 ~11-19ms 
Table 12: Render overview after all optimisations 
Perhaps more so important than the physical timing changes as a result of the technical 
streamlining was the non-direct improvements to overall potential experience. All of the 
improvements documented in this chapter serve to reduce the potential impactors on the PANS 
framework. By reducing such things as ‘breaks in presence’ in an environment that no longer 
lags, skips or stutters content playback; creating a more seamless window to the content that is 
attempting to immerse the user or increasing overall content playback speed to improve motion 
and the realistic feel of a scene. The following chapters will focus on more user direct impactors 
such as content access and playback and provide initial empirical study into the results based 
on A/B testing due to the user aspect of measure experience.  
5.3 Content Playback Optimisation 
The technical experience within an immersive dome environment is a distinctly non-user facing 
tool that powers nearly all other aspects of a user’s experience. It can be presumed that by 
improving the technical experience, presence, and to some degree narrative’s effect on a user, 
can be improved. This means that a technically superior computer system alone will not 
improve user experience, and this is the case for the Soluis IDE.   
As stated in section 5.1 there was little to no creative or designed aspects of the Portal beyond 
those required to operate and play content. The following section of research will focus 
specifically on changes, implementations and optimisations to allow for a more engaging user 
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experience. Helping to further Agency, Narrative and improve the Social offer within the 
Portal.  
 
In the bridge between technical and user focused development there were a number of 
improvements to the way that content was physically created with the goal of improving render 
times, the only figure not directly addressed in technical streamlining. 
At the time of development there were three main types of content being deployed for the 
Portal; animated, video and ‘real-time’. All three of these contents types made use of one of 
three content creation/delivery technologies: conventionally rendered content such as images 
or animations, real world video content shot on special 360º cameras or real-time content made 
by modern gaming engines, showcasing human scale spaces and places (Andreoli et al., 2005; 
Ch ’ng, 2007). Each brings different challenges to both the client facing and delivery 
experience. Large format animations require massive computing and decoding power to deal 
with the resolution (Salehi et al., 1998), 360º video requires detailed choreographing and 
viewer awareness to deliver maximum impact (Neng and Chambel, 2010) and real-time 
environments stress all major aspects of a technical system (Ch ’ng, 2007), while leaving users 
in unguided and ‘without-rail’ experiences for the most demanding system and user 
requirements.  
 
Therefore, this research sought to implement content playback optimisations to help reduce the 
potential impact on a user’s PANS response. Implementations took place across two main 
areas; 
• Real-time content camera redesign 
• Optimal resolution for content consumption  
An extension of technical streamlining, redeveloping the full dome camera system within real-
time games engine environments was evaluated via the ability to represent higher resolution 
environments in the Soluis dome at higher framerate. 
Optimising the resolution for content consumption was a directly user facing experience tested 
and evaluated via participant blind A/B testing. It involved finding the specific balance between 
screen refresh rate and pixel density within the projection surface. It also stood up to our 
hypothesis that overall experience is more important than pure quality. 
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5.3.1 Real-time Content Capture Redesign 
As originally outlined in Figure 7, generating 360º real-time content within a games engine is 
not natively supported for the style of rendering and playback the Soluis Portal requires. To 
overcome this initial content implementations within the Unreal and Unity games engines use 
specially constructed camera systems to capture the content. It is not within the scope of this 
research to fully explore the current methods for 360º rendering but an understanding is 
required. Using research from Paul Bourke (Bourke, 2009) the inherited Soluis system 
rendered six individual camera faces and passed them out of the games engine into 
Touchdesigner to process the pixel and vertex calculations (Lindholm and Nickolls, 2009), 
creating either an equirectangular (360º image) or fulldome fisheye depending on requirement. 
Figure 16 shows an extract from the whole content pipeline detailing the process. 
 
 
Figure 16: Detailed overview of real-time capture system (Mckellar, 2018c) 
Understanding of this process is important for the impact of the changes made during this 
research, and the user experience improvements. The games engine outputs six individual 90º 
field of view 2d cameras (usually forward, back, left, right, up and down). These six images 
are then gathered into Touchdesigner and stitched together into the required output format. 
Due to Touchdesigner and Unreal Engine not having a synced rendering system, and the 
manner in which spout texture sharing works (both systems have asynchronous access to a 
frames location in graphical memory) a situation would arise where a number of the camera 
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faces had rendered the next frame, but the remainder had not. This left a ghosting or lagging 
effect on the Portal playback, an obvious technical error to users and a break in presence. This 
also indicated an issue in both Touchdesigner and Unreal being able to produce content at the 
visual limit of 60fps.Utilising the built in Unreal development tools, the author was able to 
track and record the delivery FPS of the real-time content from games engine, prior to 
Touchdesigner ingesting. The original Soluis IDE prior to the development of the Portal Plugin, 
was able to produce fulldome content as a resolution of 2048x2048px at a variable framerate 
of between 20-30fps. To develop a marked improvement to the technical system and therefore 
improve the end user experience, improvements to the content generation, passing and 
rendering was required. The investigation started by looking at the number of images required 
for content delivery and the process for combining/creating the fulldome content before leaving 
the games engine. 
The eventual development would allow for the leveraging of the more efficient GPU 
calculation method within the games engines. Internally, this development would later become 
known as the ‘Portal Plugin’ internally, over the time with this research it has taken two forms; 
the first a stepping stone using the methods outlined above but internally compressed into the 
fisheye format. The second using direct pixel and vertex shader implementation for the most 
efficient direct method of processing the data.  
 
The first iteration took the six internally captured cameras and warped them onto a special 
sphere mesh constructed inside the Unreal Game Scene, a single orthographic camera then 
captured the result from within the origin of the sphere pointing outwards, towards the desired 
direction. Figure 17 gives an intersection shot of the fulldome capture sphere as developed 
inside the games engine. This method of capture was neither an improvement in performance 
nor a sustainable long term rendering method due to two critical issues with the methods of 
rendering. First, implementing the sphere inside the game scene required the system to capture 
all six directional cameras, map them into a cubemap and then onto the capture sphere below 
the main game level, all while still rendering the full game experience – a conservative estimate 
of double the processing tasks vs the original method.  
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Figure 17: Inside initial plugin capture sphere (Mckellar, 2018d) 
The second issue was the method of capture, using an orthographic camera to capture from the 
centre of a sphere generates a hemispherical (or linear) fisheye image. For the Portal and its 
image to be correctly orientated and represented required utilising an angular fisheye, a method 
for equality spreading the resolution of an image across the fisheyes width (Bourke, 2001). 
This did not happen in the internal camera build as it compressed the angle of view as it 
approached the edge of the half-sphere. Figure 18 shows the capture comparisons between the 
two fisheye types, where angular capture is designed to compensate for the sphere edge. 
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Figure 18: Linear vs Angular fisheye capture comparison. Adapted from (Bourke, 2001) 
With some optimising this method of content generation may have been a feasible approach to 
improve performance, however the overall impact to system performance where never fully 
measured. The concept did serve a purpose to establish feasibility for a special graphical 
development known as a shader to do all of this processing in a single step, rather than the three 
required above (Bailey, 2009). 
 
The second iteration of the Portal Plugin set to put the theory of the first into a more sustainable, 
efficient and usable method. This section will not discuss the specifics of equirectangular 
shader development to avoid the use of unnecessary jargon, however, it will overview specific 
benefits afforded via bespoke shader development and the overall improvement to system 
efficiency. Utilising the angular calculation research from Paul Bourke (2001) the author and 
a dedicated developer at the host company were able to implement a shader-based version of 
capture system, able to almost double the performance of the existing system. Using the same 
six camera operators within the play environment (accurately capturing game content beyond 
a 90º field of view suffers from the same angular/linear issue described above) a custom shader 
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was developed to compile the six captured images into memory (unlike iteration one, the 
cubemap never existing as a visible asset in game) and then create simultaneous 
equirectangular and fulldome outputs as dedicated spout outputs. The addition of the shader as 
a memory only asset allowed for the use of the modern game engine tool ‘deferred rendering’ 
(Lauritzen, 2010), which was not possible with iteration one. Deferred rendering allows for the 
selective culling (Johnson, 2013) of game objects that would never reach the camera’s lens, 
reducing the number of times each pixel is drawn to once (Owens, 2013). Iteration one could 
not have this as all content had to be drawn onto the sphere surface for recapture and eventual 
output, this was not required in iteration two as the games engine could be programmed to 
understand what surfaces would or wouldn’t reach the end camera as it did not need to be 
rendered, or be recaptured inside the game scene.  
Later version of the Portal Plugin developed from this prototype made use of the open source 
communication protocol OSC (CNMAT, 2004) to allow for control over the different settings 
of the plugin without having to directly assess the source code. 
 
The Portal Plugin as develop via iteration two, allowed for marked improvement to the overall 
playback and render time with real-time content within the Soluis IDE. Table 13 compares the 
final iteration Portal Plugin against the inherited system’s render performance. The second 
iteration content system, as defined above, was able to produce fulldome content at a maximum 
resolution of 8192x8192px 15x that of the original system in terms of pixels produced. As well 
as resolution, the shader implementation method was also able to render our comparative test 
scene and commercial client content at a resolution of 4096x4096px within the required 
16.667ms for 60fps content. 
 
Portal Plugin Version Maximum Resolution Minimum Frame Render Time 
Inherited system (No 
Plugin, two systems) 
2048x2048px ~30ms 
Iteration two (Portal 
Plugin) 
8192x8192px2 
 (15x increase) 
~16.667ms on tested 2048x2048px 
fulldome output content 
 
2 At the time of development, 8192 (or 8k, as 14MIPS) was the maximum resolution enabled within the 
Unreal game engine without making ‘source’ engine changes (Epic Games Ltd, 2018). This is far 
beyond what the Portal was able to show and was never utilised. 
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Table 13: Comparison of Soluis IDE real-time content output 
Appendix 10.2 has an early example of the complete pixel shader code as created for the Portal 
Plugin. 
 
With the implementation complete, this research was able to move to a single point of 
connection between the games engine and rending pipeline in Touchdesigner. Meaning that no 
matter how variable the framerate between the two, the playback would not show tears, stutters 
or lag based on the cubemaps not rendering in sync. Measuring the technical impact of the 
change is more complex than listing the numbers as above in the technical streamlining section 
due to the complexities of multiple rendering system working in tandem. However, with the 
new camera system both Unreal Engine and Touchdesigner were able to fully maintain a lower 
than 16.667ms rendering time per frame. This means that both Touchdesigner and Unreal could 
generate content at up to 60fps.  
While the investigation and measured improvements to the render process and pipeline are not 
exhaustive, the implementation of the Portal Plugin allowed for much finer control over content   
and its presentation into the Soluis dome. This added control facilitated further research into 
the hypothesis on the impact of technology within an IDE space. The remainder of this chapter 
looks at the variability in content consumption parameters, and tries to define optimal values 
for real-time content experience within immersive domes. 
5.3.2 Optimal Real-time Content Consumption Parameters 
Referring back to the research from Schnall, Hedge and Weaver, this research hypothesised 
resolution and framerate (2012) as some of the most important factors in technical experience. 
The new Portal plugin implementation allowed the Soluis Portal to render at resolutions 
previously not possible, even able to produce higher resolutions than the projected canvas 
inside the space. The plugin also allowed for much higher framerates of lower resolution 
content. In various tests of the deployed plugin rendering complete 360º content with a 
4096x4096 pixel fisheye was possible, framerates of 60 fps were presumed as standard. 
However, ever increasing the resolution started to have detrimental effects on playback where 
complex real-time architectural content was required, producing a 4000x4000px output would 
fluctuate between 20-30PFS during playback. This raised the question of whether users 
perceived resolution more than framerate as impacting on their overall user experience.  
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As such, the user experience of the Soluis Portal was measured via an empirical technical study 
using the above changes in hardware pipeline and content delivery methods to evaluate how 
technical changes are perceived. 
A special variant of the Portal plugin was created to allow multiple rendering modes. The first 
had the ability to render the maximum projected canvas resolution, six cube faces of 
2048x2048px creating a 4096x4096 fisheye output. The second allowed refresh rates up to 
60fps, facilitated by reducing the resolution to the minimum visible resolution3 of 
3000x3000px. 
A games engine testing environment was created where the variable plugin was implemented, 
it consistent of a free-movement, very high-quality model of an apartment interior. Inclusive 
of dynamic lighting, moving image (via video playing on a TV in the space), water simulation 
and high-density texturing throughout. The goal of such a complex environment was to remove 
the environment as a variable and possible misinterpretation of low quality environment as a 
technical impact to user experience. 
The environment and user’s perception of their experience was measured via a blind A/B test. 
While they were made aware that they would be seeing two versions of the same environment, 
no details on the purpose or what was going to be measured via responses were disclosed.  
Based on our research into PANS and the detailed interview work on user experience within 
an immersive dome environment, it was this research’s hypotheses that: 
1. Users would rate the lower resolution, higher framerate scenario more favourably than 
the higher quality experience.  
2. The effect of lag, jittering or jumping images would be much more detrimental on a 
user than constantly lower resolution.  
3. Higher, stable framerates would have greater positive effect on a user’s experience vs 
greater visual quality 
On agreement to participate, participants were given a disclaimer outlining what they would 
be involved in, the rules and boundaries of the experiment and what to do it they wished to stop 
participation at any point.  
 
3 Minimum viable resolution is calculated by working out the number of possible projected pixels across 
the horizontal of the dome fisheye – at time of writing that was roughly 3000 pixels – and making sure 
each of them has a distinct pixel to project, any number lower than this would feature image aliasing. 
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It was explained that they were about to be shown both scenario A (high res) and B (high 
framerate) for equal, measured, periods of time (two minutes per scenario). They were allowed 
to freely roam around and explore the environment in its entirety during both scenarios. During 
their participation, participants were asked to speak out loud any notes, comments or 
observations during their roaming time. After, they were asked to complete a short seven 
question response that asked them to pick either (or neither) of the scenarios in a number of 
experience-based criteria. With participant agreement, all studies where recorded in both video 
and via written host observation. Table 14 has the initial questions posed to participants after 
the scenarios. Appendix 10.3 has the completed participation and response documents.  
 
Table 14: Initial A/B Testing Response Form 
A total of 15 participants took part over two days of testing. Participants held a variety of skill 
levels in both computing, technology and experience in the dome itself. Scenario A consisted 
of the higher resolution, variable framerate environment. Scenario B consisted of the minimum 
viable resolution with consistent 60fps delivery. Each scenario remained consistent but were 
presented to users in random order. It was clearly marked at the top of a user’s response form 
on whether they experiences A or B first, shown in Figure 19. 
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Figure 19: Photograph of compete AB test form with marked scenario A box (Mckellar, 2019a)  
5.3.3 – Analysis of AB Testing Data 
Of the 15 participants in the technical study, all gave valid responses to the main question 
boxes, a single participant abstaining from the experience similarity question. Four participants 
left additional comments on their experience. Table 15 shows the analysed responses with the 
majority answers highlighted. 
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Question Scenario A  NA Neither Scenario B 
…Was the most natural feeling environment 1 (6.7%) 4 (26.7%) 10 (66.7%) 
…Felt smoother to walk through 2 (13.3%) 2 (13.3%) 11 (73.3%) 
… Looked cleaner 1 (6.7%) 6 (40.0%) 8 (53.3%) 
… Felt more Realistic 1 (6.7%) 11 (73.3%) 3 (20.0%) 
… Looked Better 2 (13.3%) 10 (66.7%) 3 (20.0%) 
I enjoyed the experience in … the most 0 (0.0%) 5 (33.3%) 10 (66.7%) 
  Yes No No Answer 
Were the experiences the same? 3 (20.0%) 11 (73.3%) 1 (6.7%) 
       
Comments:       
In both [scenarios] rotating the camera felt off, however moving L,R,F,B was fine, Scene A felt jittery when rotating 
Rotation is disorientating when moving head at the same time    
My eyes are sore after [scenario] A       
Fun and Pretty       
Table 15: Complete AB test response data 
Based on the analysis of the test responses, it is concluded that framerate is a key impactor on 
user experience within an IDE. 
None (zero) of the participants reported a feeling of enjoying the Scenario A (high resolution) 
more than the other, 66.7% (10) of participants reported no difference in the look of either 
scenario and 73.3% (11) reported a smoother experience within the higher framerate 
experience. While no participant could directly list the reasons that Scenario B offered a greater 
user experience, in comments or notes, 73% (11) of participants knew that the scenes were not 
the same. This apparent inability to differential why an experience is good is an interesting 
observation in the scope of PANS and the ceiling limited user experience theory. 
An additional hypothesis would be that users felt less engaged in scenario A due to the number 
of skips and jumps, previously discussed as breaks in presence in this document, and therefore 
had a lower user experience and PANS response. Figure 20 shows a participant navigating 
inside scenario A. The complete set of feedback in appendix 10.3.1. 
This style of AB test can be a very good indicator of the differences between two very technical 
integrations; however, this study takes no observation of the type of content as an impactor on 
the user experience. For example, more engaging and interactive content requiring users to 
focus or maintain concentration levels on single elements within the rendered scene may 
produce different responses based on the higher visual quality offered by scenario A. This 
scenario was directly driven by the host companies commercial output, but may weaken the 
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results when considered in the wider dome field. Further tests into the different experience 
offered by different content types should be conducted to remove doubt in the results. 
 
 
Figure 20: Participant exploring the high-resolution scenario (Mckellar, 2018e) 
 
It should also be a focus of future work to test the additional hypothesis and integration with 
the PANS framework, specifically looking at how far quality can be sacrificed for playback 
improvements. It is especially important for the designer of immersive dome environments to 
be able to understand the impact on user experience the playback of content brings. This 
chapter covered very specifically real-time, free roam content, but it can be hypothesized that 
video and animated content may be bound by the same resolution vs framerate impactors. 
 
5.4 Content Delivery 
After the technical study and result analysis, this research moved to gain better understanding 
on user agency within the interactive Portal space. 
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It was our understanding from the various observations, tests and workings with the Soluis 
portal that the majority of users neither understood the use of the space, or how to correctly 
operate it. Standard control over the dome content was via a standard Windows desktop 
environment within the Portal space, sometimes on a touchscreen UI, or directly from one of 
the projected images on the dome surface.  
Therefore, it was hypothesized that a clearer, more understandable control and access system 
within the Soluis Portal would increase a user’s agency within the space. As the Soluis Portal 
had no direct control system (Control/Content Management System [CMS]) after 
implementation, the evaluation of its benefits was outside the scope of this research. This 
research will instead overview its implementation and purpose for usability. 
Due to the very manual and exposed method of loading and operating content in the inherited 
Portal the implementation of a CMS had two goals: 
• Provide a single collection, distribution and management platform for all possible dome 
content 
• Remove direct access to the control server and backend systems, increasing security 
and streamlining the user understanding of the Portal operation 
As outlined, the original portal design required a connected monitor within the dome user 
interaction space to allow for the selection, control and manipulation of content. Figure 21 
shows the original user journey of experiencing multiple different pieces of content. 
 
Figure 21: Original Content Experience (Mckellar, 2017b) 
There were very obvious breaks in the user journey where both the experience in the dome 
exited to display an unmapped, blank desktop environment as well as requiring the user to open 
the next desired content experience from a standard Windows folder. During the prototyping 
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and development stages of the Soluis immersive dome this was okay. However, the entry point 
for non-experts meant that nearly everyone that used the IDE required an expert on site to both 
run and support any experience full time.  
The UI monitor within the dome also raised the issue of becoming a barrier to experience to 
users within the dome. Figure 22 shows a user holding both an Xbox controller (used to drive 
various real-time environments) and looking directly at the control UI while doing so. The 
impact of the Xbox controller and other similar interactive technologies on immersive 
experience is well documented in other literature. (Barrera, Takahashi and Nakajima, 2004a, 
2004b; Krogh, Ludvigsen and Lykke-Olesen, 2004; Rogers and Lindley, 2004). 
 
Figure 22: User interacting with UI monitor (Mckellar, 2017c) 
As our investigation into the literature showed, users will have a negative experience where 
control and input are dictated in an obtrusive manner and the methods of use are unobvious. 
As is the case represented in Figure 22, where the user is looking at the monitor, therefore 
completely disconnecting and removing from the experience within the dome. Figure 23 
represents another example where the interaction with the existing control system did not 
represent a good experience for the user. By incorrectly holding the Xbox controller, their 
potential interaction ability was limited.  
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Figure 23: Lowered user experience by inaccuracies in control (Mckellar, 2017a) 
To attempt to solve a number of these user confusing, distracting and ultimately experience 
lowering elements of the existing Soluis control system we moved to implement a wireless, 
indirect CMS, delivered in a BOYD (Bring your own device) manner. 
5.4.1 Implementing the CMS 
By adding a single point of access, that the user was familiar with, we could address our 
hypothesis: increased understanding and ease of use allowing for higher agency and, 
potentially, increased narrative ability as users engage with content more.  
The implemented CMS took the form of a webserver running through native Windows services 
included within the operating system. This allowed us to roll any changes to all older Portal 
systems without needing vast technical infrastructure changes. The Touchdesigner system used 
to control mapping of the Portal surface was expanded to accept messages via messaging 
protocol OSC (open sound control) (Wright, 2005). Rather than the process loading with 
content baked4 into it, it would now dynamically be able to search and retrieve content or spout 
feeds from specific locations as dictated by the OSC message and Webserver.  
 
4 The process of ‘baking in’ content refers to the hard coding the movie, animation or accepting the 
spout feed from real-time content. This can be best imagined as each piece of content (whatever it 
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In turn, the developed webserver was set to scan a specific location on the dome server for any 
and all content that followed a specific layout. Figure 24 showcases the initial development 
document diagram, outlining the folder hierarchy for automatic reading of content. 
 
Figure 24: Overview of CMS content folder hierarchy (Mckellar and McMillan, 2017) 
The first iterations of the CMS were able to simply scan the folder as above and populate a 
simple text list with content options to select. As shown in Figure 25, future developments 
were able to populate with different icon images, as found in the folders. As the system 
developed over the course of 18 months, up to September 2017, numerous iterations added in 
multiple control methods and optional extras. 
 
maybe) having its own unique app to open that fulfils the whole end-end delivery into the dome. This is 
how all previous Portal systems worked, having to exit and open new baked content to change visual 
environment. 
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Figure 25: Early CMS able to load icon options (Mckellar, 2016) 
 
The deployed CMS is able to both upload, update and remove content dynamically without the 
user having to leave, refresh or otherwise interact with the server. The system can detect the 
different content types without input and displays specific options and screens to maximise the 
users experience and engagement with the content. 
 
The current CMS also added a complete user back end accessible “admin” control panel, that 
still reserves ultimate control over the server and the implementation of the experience but 
allows users to operate more advanced features of the Portal such as; system overview and 
monitoring tools; projector control; mapping and blending options. All managed in a complete 
user focused manner to facilitate the best possible experience. The goal being that even when 
in use, the user’s focus is almost entirely on the physical dome screen. Appendix 10.4 contains 
a complete CMS user experience flow diagram. Figures 22 – 26 showcase the key CMS 
elements as they currently operate. Users are able to access the CMS via a dedicated Wi-Fi 
network created by each Portal system. Accessing the network allows access to the control 
system for anyone, and admin settings are controlled via a dedicated password gate system. 
Therefore, any internet enabled device is able to both access and control the Portal in-situ, 
creating a more connected feeling with the experience and, when via their own device, a 
hypothesized more engaging experience.  
 
 
66 
 
 
67 
 
 
Figures 26-29: Pages from the current Portal CMS (Mckellar and McMillan, 2018) 
The CMS now solely controls all portal experiences for Soluis. 
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5.4.2 Managing Control Mechanisms 
5.4.3 Future of the CMS 
A future focus for this research will be on the measurable impact of the control system and its 
features on user’s experience. Nearly all existing Portal deployments still make use of an expert 
technician on site, but the CMS is a presumed step closer to the Soluis IDE being an 
autonomously running product that anyone could theoretically use. Understanding into how 
users perceive the control system from their own devices, the impact on their agency of the 
space and its potential narrative improved, should be the focus of a study. Not versus the 
previous control method but in general to validate its use for all complete productising of the 
dome. 
Developmentally, the CMS still needs to expand to completely encompass all tasks that a user 
may need to action while using, operating or managing a Portal on their site. Further analysis 
and observation of a non-technician driven dome experience will aid this work. 
5.5 Future position of technical development 
While this research made many positive changes in both the technical infrastructure, 
technically delivered experience and reduction in potential impactors on experience, technical 
developments have not been measured accurately, and their changes not quantified. 
The impact and changes made via the above developments have made clear visual and 
numerical improvements to the state of the Soluis immersive dome environment but must be 
analysed more comprehensively against other IDE control, technical and graphical systems for 
wider understanding of the impact. Given the nature of the work, consideration of the outlined 
hypothesis should be deliberated during any implementation of future immersive, interactive 
spaces of this nature. However, these claims and perceived effects of changes need to be 
validated.  
It should be proposed that future research should cover exactly this area and aim to analyse and 
quantify the difference in experience passed on to users via the improvements to technical 
facilitation alone. 
The next chapter will expand and explore the perceived relationship between the current state 
of the technical development of the IDE in this research and the PANS framework outlined 
earlier. 
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6 Discussion (blend between end user and developer) 
The individual components of this research attempt to make strong stand-alone contributions 
to the field of immersive interaction design, it has in the process, explored two different paths 
in improving user experience within immersive dome environments. The first, an evaluation 
framework titled PANS designed to aid evaluation and understand of perceived user immersion 
into any give IDE, the second detailing a series of measured technical improvements to a 
physical dome environment, based on failures as measured by the theoretical evaluation with 
PANS. 
Understanding that the constructs of PANS were greatly affected by detractors from 
experience, and very hard to use as a measure of increasing experience, will be important in 
the future of its application as a tool. It is then presumed, that PANS is a tool not for the creation 
of stronger user experience, but a designer tool for the identification of potential detractors 
from a user’s overall experience during the creation or curation of an IDE. 
As within our research, the refined constructs of PANS can be used to identify technical or 
usability failings present within an experience. When used to analyze numerous long form 
interviews with users of the Soluis Portal, prevalent breaks in presence, lack of agency in usage 
and numerous technical issues were identified. These findings allowed for the beginning of a 
scope of work to investigate the relationship between framerate, resolution and experience 
inside immersive projection spaces. Preliminary hypotheses seeing that physical quality is a 
marginal experience impactor vs perceivable quality. The use of PANS also led to the 
development of a complex, yet ultimately experience focused, content management system for 
within dome spaces. Using the understanding developed on what detracts from user experience, 
especially on the agency and narrative within the space to develop methods of control and 
interaction that allow for complete immersion within the digital environments.  
 
While the iterative nature in which PANS was derived helped to understand the initial features 
and condense the original hypothesis of five constructs into four, ultimately there is further 
refinement to be done to understand the relationship between each of the constructs. While the 
initial refinement showed some significance between narrative and agency it can be 
hypothesized for future work that the relationship between the four constructs is far more 
complex than shown, with intricate weightings and dependencies in their application.  
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The unique social, co-located aspects of an IDE are presumed, rather than explored in this 
research. The idea of users being able to engage with content and each other raises similarities 
with other research explored in this thesis, specifically Benyon and Mival’s work on the TACIT 
framework, blended spaces and the ICE (interactive collaboration environment) (Benyon, 
Mival and Ayan, 2012; Benyon, 2013; Benyon and Mival, 2015). Exploration of the links 
between the two types of space (IDE and ICE) should be analyzed and compared to understand 
the dome domains in relation to other collaborative environments, versus their commonly 
associated CAVE counterparts.   
Finally, this research never explored the different types and formats of content available in 
fulldome experiences and the associated differences between experience, for example between 
rendered content and real time interactive work. 
 Similar to work by Turner and Turner from a philosophy perspective, greater understanding 
needs developed in the creation of IDE content and the associated creation of ‘mental 
manifestations’(2006a). This content creation theory has the potential to alter the usability of 
the PANS framework within the context of experience as a content creation aid, not just 
experience refining tool. 
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7 Conclusion and future work 
 
Over the course of 24 months this thesis, and its research, investigated the impactors on end-
user experience within interactive, immersive projection dome environments (IDE). Partnered 
with a commercial host company, this research utilised the development of their immersive 
dome from prototype to product in an attempt to answer the following research questions: 
1. What is the current understanding of user experience within an immersive dome 
environment? 
2. What are the contributing factors to end user experience, what can be done to 
understand them and how can they be captured, measured and evaluated? 
3. What is the current understanding of technical implementations and limitations within 
immersive dome environments? 
4. Can direct alterations to identified areas of technical importance within an immersive 
dome, measurably change the impact of experience on a user? 
As discussed in chapters 2 and 4.1, detailed analysis of current and past literature helps this 
thesis build up an understanding of the components of user experience within the wider field 
of immersive spaces. Utilising expert analysis and discussion it sets out a number of 
hypotheses, in chapter 4.2, with the goal to build a framework for better understanding the 
components of a user’s experience, specifically in the field of immersive dome environments. 
At this stage is derived that presence, interactivity, narrative, control mechanisms and social 
groupings combine to make up the core components of a user’s experience and enjoyments 
within a dome environment.  
In the subsequent empirical studies into the methods of exploration, capture and measuring the 
constructs effectively, it is found that the constructs hypothesised from literature do not directly 
correlate to users ‘mental manifestations’ of experience. Preliminary qualitative study in 
chapter 4.3 finds, via interviews with 10 advanced dome users (4.3.1), that participants within 
a dome experience were not able to articulate the differences between control and interaction 
as defined by our hypothesis, yet they were still raised as issues in experience. This led to the 
refinement of the initial constructs from five to four, with the combination of interaction and 
control into ‘Agency’. Agency refers to what users can do within a space. Their cultural and 
social setting, the meanings of interaction they make as well as the activities they undertake all 
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while within a space. Agency is an appropriate descriptor for IDE interaction and control as it 
encompasses a user’s ability to be a passive participant as well as the nuances with directly 
driving the experience. A user’s agency is the ‘opportunity for action’ within a space. 
In chapter 4.3.3 these refined constructs were utilised to recode the interview responses and 
evaluate the four constructs as a tool for understanding user experience within immersive 
domes. This analysis finds that users rate their ability to become present as the most important 
factor in experience, with agency and social dynamics being the second most important. The 
narrative of content within the space was least important to users yet was significantly related 
to their feeling of agency. 
In chapter 4.4 the findings were discussed and the factors of user experiences within digital 
domes were defined into the PANS framework (presence, agency, narrative and social 
groupings). 
This research’s understanding into the initial impact of technical factors on a user’s experience, 
expanding the literature in chapter 2.6, are discussed during review in chapters 4.4 and 4.5. 
Coded analysis of interview data showed that users reported that various technical impactors 
could drastically reduce their ability to engage with one of the four measures of PANS, 
lowering the overall end experience. ‘Breaks in Presence’, technical limitations or other behind 
the scene errors were the main user identified issue on their perceived experience, across all of 
the measures of PANS. Chapter 5 discusses the third research question and begins the 
exploration of PANS as a tool to improve the technical infrastructure of the host companies 
prototypal immersive dome, known as the Portal.  
Via the implementation of detailed technical improvements to infrastructure (5.2.1), content 
pipelines (5.2.2) and complex rendering methods (5.2.3), throughout chapter 5, this research 
answered the fourth research question and was quantitively able to use PANS to improve the 
performance of the Portal and reduce potential breaks in presence. It was able to perform 
preliminary investigations into the best methods for content delivery and control as well as 
looking at the user perceived effects of altering content delivery and quality. In chapter 5.3 a 
direct use of PANS aided a qualitative study with 15 users comparing the effect of framerate 
and quality in immersive content, the results showed that users were not able to detect a 
substantial 75% change in visual quality (from 16 million to 4 million rendered pixels) yet all 
participants noticed and commented when playback was changed from 30fps to 60fps. 
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The concluding discussion in chapter 6 summarises the understanding developed through the 
improvement of a dome experience via the use of PANS analysis. In addition to exploring the 
idea of possible future work: 
• Further development and understanding into the relationship between PANS 
constructs. 
• Exploring how to correctly use PANS, as it is a tool for evaluating drops in experience, 
rather than bettering experience. 
• Further empirical study into the utilisation of PANS as a technical development tool 
and how to further understand the impact of technical refinement on experience. 
 
Ultimately, the goal of this research was to improve the potential commercial offering and 
understanding of usability and customer experience within our host companies bespoke 
immersive dome structure. During the course of the 24-month embedded research and 
development cycle, numerous investigations and refinements into their technical product, 
offered insight into possible improvements and tools for all immersive domes. PANS is the 
second iteration of a new framework for designers to evaluate their immersive dome products 
and understand where user experience is being reduced, within one of four constructs. 
 
This research would have benefitted from more limitations on the scope of work to be carried 
out while balancing commercial interest to the same level. The quantitative investigations 
conducted show results that support several hypotheses, but greater sample sizes and further 
iterations could have improved overall quality of reporting. Initial results seem to suit the goal 
of this research, but further analysis into the impact of the numerous technical developments 
require more thorough quantitative data to support the claims and initial findings.  
 
Overall, this research did help to improve the overall commercial offering of the host company, 
measured via increased revenues after the initial embedding period. The findings reported here 
offer insight into future research potential as well as offering tools to IDE developers to help 
understand the experiences they are offering.  
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8 Addendum 
After the conclusion of the Knowledge Transfer Partnership, development of the Soluis Portal 
continues with a more commercial focus. The created role within the embedding company was 
turned full time, taking up complete responsibility for the technical and experience-based 
development of the Portal. The successful productization of the Portal spurred the roll-out of a 
separate company from the parent Soluis to cater specifically for the development and sales of 
immersive projection spaces. 
The user experience has continued to be the focus for changes, implementations and 
developments. The failing control methods within the Portal (Xbox controller) have been all 
but removed or redesigned to allow non-experts greater agency in the control of the system. 
Continuing integration of STAG (speech, touch and gesture) technologies have improved user 
understanding and usability of the Portal. To such a degree that unsupported, rentals and leases 
of the Portal have become one of the most profitable applications of the product. 
The content management system has been expanded to further encapsulate nearly every aspect 
of dome control required by a user. Only the most complex tasks, such as complete system 
geometry calibration, require the input from a technician. 
While not explored in detail within this research, the expanding content integration of the Portal 
has given external content creation teams and software manufacturers the ability to interface 
with the unique medium of immersive domes. The redesign of the Plugin allowed for the 
packaging and exporting of tools to allow other real-time content creators to output to 180° 
fisheye, 360° equirectangular or anywhere in between. This saw the Portal open up to new 
domains of use, such as a direct reviewing tool in the BIM (building information modelling) 
sectors as contractors, developers and architects could review building changes and updates on 
a 1:1 scale in a social space. 
 
To date (05/06/2018), the Portal has been deployed in nearly every continent in the world, 
showcased to world leaders and influencers alike. It has taken a vital role in the dissemination 
and planning committee of the Saudi Arabian ‘Vision2030’ founding board to modernize the 
country and is being used to revolutionise the way in which AEC (architectural, engineering 
and construction) industries are able to visualise and plan prior to project commencement. 
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10 Appendices 
10.1 Appendix A – Interview data  
10.1.1 Interview overview 
Sex Age range Job Role 
Male 18-29 Designer 
Male 30-39 Consultant 
Male 40-49 Creative 
Male 18-29 Client Services 
Male 18-29 Developer 
Male 30-39 Academic 
Male 30-39 Client Services 
Male 40-49 Creative 
Male 18-29 Real-time Artist 
 
10.2 Appendix B - Fisheye conversion code 
 
out vec4 fragColor; 
 
uniform int bUseLinear; 
uniform vec3 uRotate; 
uniform float uVerticalFadeIntensity; 
uniform vec3 uCircularFadeProperties; 
uniform float uFieldOfView; 
 
#define PI 3.141592653589793 
#define deg2rad (PI/180.) 
#define bUseAngular 0 
 
// 3D vertex transform operations 
mat4 rotXAxis(float deg)  
{ 
 float theta = deg*deg2rad; 
 return mat4(1.,   0.,   0.,   0.,    
    0.,   cos(theta), sin(theta), 0., 
    0.,   -sin(theta),cos(theta), 0.,     
    0.,   0.,   0.,   1.); 
} 
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mat4 rotZAxis(float deg)  
{ 
 float theta = deg*deg2rad; 
 return mat4(cos(theta), sin(theta), 0.,   0.,     
    -sin(theta),cos(theta), 0.,   0.,    
    0.,   0.,   1.,   0.,  
    0.,   0.,   0.,   1.); 
} 
 
vec3 VerticalFade(vec3 colour, float y) 
{ 
 float fade = 1.0 - (uVerticalFadeIntensity * clamp(1 - y, 0, 1)); 
 return colour * fade; 
} 
 
 
 
vec2 RayCircleIntersect(vec2 circleCenter,  
      float  circleRadius, 
      vec2 rayOrigin, 
      vec2 rayDirection) 
{ 
 // 2D Ray-circle intersection. Reference: http://mathworld.wolfram.com/Circle-LineIntersection.html 
 
 vec2 diff = rayOrigin - circleCenter; 
 float a = dot(rayDirection, rayDirection); 
 float b = 2 * dot(rayDirection, diff); 
 float c = dot(diff, diff) - circleRadius * circleRadius; 
 float disc = b * b - 4 * a * c; 
 if (disc >= 0) 
 { 
  float t = (-b + sqrt(disc)) / (2 * a); 
  vec2 result = rayOrigin + rayDirection * t; 
  return result; 
 } 
 
 return vec2(0.0, 0.0); 
} 
 
vec3 CircularFade(vec3 col, vec2 position) 
{ 
 float CircularFadeIntensity = uCircularFadeProperties.x; 
 float CircularFadeRadius = uCircularFadeProperties.y; 
 float CircularFadeOffset = uCircularFadeProperties.z; 
 
 float fade = 1.0; 
 vec2 centre1 = vec2(0.0, 0.0); 
 float  radius1 = 1.0f; 
 
 vec2 centre2 = vec2(0.0, CircularFadeOffset); 
 float radius2 = CircularFadeRadius; 
 
 vec2 direction = position - centre2; 
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 float distance = length(direction); 
 
 if (distance >= radius2) 
 { 
  vec2 p1 = RayCircleIntersect(centre1, radius1, centre2, direction); 
  vec2 p2 = RayCircleIntersect(centre2, radius2, centre2, direction); 
 
  float a = length(p1 - p2); 
  float b = length(position - p2); 
  fade = clamp(b / a, 0, 1); 
  fade = 1 - (fade * fade * CircularFadeIntensity); 
 } 
 
 col *= fade; 
 
 return col; 
} 
 
 
 
void main(){ 
 vec2 rads = vec2(PI * 2., PI); 
 
 // Adjust to normalised coordinates... 
 vec2 pnt = ((vUV.st * 2) - 1.); 
 
 // Get the radius 
 float radius = sqrt(pnt.x * pnt.x + pnt.y * pnt.y); 
 
 // If we're in the "projection" 
 if (radius <= 1) 
 { 
  vec3 sphere_pnt; 
 
  if (bUseLinear > 0) 
  { 
   float zcoord = sqrt(1 - radius); 
   sphere_pnt = vec3(pnt, zcoord); 
  } 
  else 
  { 
   float phi = 0.; 
 
   if (radius > 0.) 
   { 
    if (pnt.x < 0.) 
    { 
     phi = PI - asin(pnt.y / radius); 
    } 
    if (pnt.x >= 0.) 
    { 
     phi = asin(pnt.y / radius);    
    } 
   } 
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   float theta = radius * (uFieldOfView * deg2rad) / 2; 
   sphere_pnt = vec3(sin(theta) * cos(phi), sin(theta) * sin(phi), cos(theta)); 
  } 
 
  vec4 p = vec4(sphere_pnt,1.); 
  p = rotZAxis(-uRotate.y-90.) * rotXAxis(uRotate.x-90.) * p; 
  sphere_pnt = p.xyz; 
 
  sphere_pnt.x *= -1.; 
 
  // Convert to Spherical Coordinates 
  float r = length(sphere_pnt); 
  float lon = atan(sphere_pnt.y, sphere_pnt.x); 
  float lat = acos(sphere_pnt.z / r); 
  fragColor = texture(sTD2DInputs[0], vec2(lon, lat) / rads); 
  fragColor.rgb = VerticalFade(fragColor.rgb, vUV.t); 
  fragColor.rgb = CircularFade(fragColor.rgb, pnt); 
 } 
 else 
 { 
  fragColor = vec4(0., 0., 0., 1.); 
 } 
 
} 
 
10.3 Appendix C - A/B Testing Participation and Response Form 
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10.3.1 Participant response and notes 
 
 
 
 
Table of notable comments/observations & notes from participants 
 
Participant Note 
3 Rotating the view port is where the most 
discomfort came from. Scene A, the 
jittering was very bad 
7 Rotating body and scene at same time 
produced very negative experience 
10 Felt disorientated after A 
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10.4 Appendix D - CMS flow chart 
 
