Abstract-In this paper, we propose an integrated segmentation and recognition method using cascade neural network. In the proposed method, a new type of cascade neural network is developed to train the spatial dependences in connected handwritten numerals. This cascade neural network was originally extended from the multilayer feedforward neural network to improve the discrimination and generalization power.
I. INTRODUCTION
Over recent years, the area of pattern recognition has had a great deal of work done on it, and neural network models have been successfully applied to various applications of pattern recognition. Especially, multilayer feedforward neural network has shown good performance in recognizing handwritten characters with various writing styles and sizes [1] - [3] .
However, as conventional methods usually involve a segmentation step prior to a recognition step, their recognition accuracy depends on the accuracy of the underlying segmentation algorithm. That is, the separation between segmentation and recognition becomes unreliable if characters are touching each other, touching bounding boxes, broken, or noisy. The problem in these cases is that a correct recognition requires making a correct segmentation, and also a correct segmentation often requires making a correct recognition. Therefore, researches for integrating segmentation and recognition have been in progress vigorously in recent years and some of them have shown promising results [4] - [8] . However, because most ISR methods can not train spatial dependencies in connected handwritten characters, they are inefficient for real data with various connection styles. A cascade neural network offer a framework suitable to train spatial dependencies of connected characters in handwritten numerals because these networks are able to encode, store, and process the context information about the input history of the network. In this paper, we propose an ISR method to recognize connected handwritten numerals with a cascade neural network. The main characteristics of the proposed method are the following: 1) segmentation and recognition is integrated within a single neural network; 2) spatial dependencies in connected handwritten characters can be trained. The proposed method may look similar to that of Martin et al. [7] in some respects. However, it differs from the method of Martin et al. in that the network architecture of the proposed method is based on the cascade neural network which is able to retain the spatial relationships of connected characters in handwritten numerals.
In order to verify the performance of the proposed method, experiments with the National Institute of Standards and Technology (NIST) database have been carried out and the performance of the proposed method has been compared with that of previous ISR methods. The experimental results reveal that the proposed method has higher discrimination and generalization power than the previous ISR methods. Moreover, the network-size of the proposed method is smaller than that of the previous ISR methods.
II. RELATED WORKS
In recent years, a number of methods have been developed to segment and recognize handwritten numerals [4] - [9] . They all work by generating multiple candidate segments and sending each possibility to a classifier. The final recognition decision is based on the segmentation that produces the strongest classification response. In this section, we review several handwritten numeral recognition methods.
Matan et al. [4] built a ZIP code reading system based on the vertical-cut segmentation. The system generates the candidate segments by analyzing the vertical projection of the image. Each candidate segment is sent to the recognizer, and the segmentation that results in the best combined score is chosen. In this method, they reduced the number of candidate segments by analyzing connected components.
Keeler and Rumelhart [5] proposed a neural network that simultaneously segments and recognizes connected characters in an integrated system, called self-organizing integrated segmentation and recognition (SOISR). This neural network uses a backpropagation algorithm, and is able to take position-independent information as targets and self-organizes the activities of the units in a competitive fashion to infer the positional information.
Matan et al. [6] proposed another method based on space displacement neural network (SDNN). This is an extension of a backpropagation learning neural network, which recognizes isolated handwritten digits [2] . Because most of ISR methods replicate recognizer at all possible locations across the input, it is redundant to process the same pixels numerous times as part of different, overlapping candidate segments. In order to solve this problem, they proposed a method which passes a whole size-normalized image to the recognition system and segments a feature map, after most of the neural network computation has been done. The novelty in this method is that segmentation is done on the feature maps developed by the SDNN rather than the input space. Martin et al. [7] proposed two methods for integrating handwritten character segmentation and recognition within one system, called centered object integrated segmentation and recognition (COISR). Two methods are exhaustive scan and saccadic scan. The exhaustive scan method is that a backpropagation learning neural network exhaustively scans a character field, and is trained to recognize whether its input window is centered over a single character or between characters. When its input window is centered on the character, the network classifies the character. This method yields high accuracy, but suffers from the common weakness of generating too many candidate segments to be efficient. In order to overcome this weakness, the saccadic scan method was developed. For saccadic scan method, the network is trained not only to recognize whether a character is centered on its input window, but also to compute ballistic "eye" movements that enable the input window to jump from one character to the next.
Fujisawa [9] analyzed the stroke shapes of touching pattern and proposed a recognition-based segmentation method for character segmentation and recognition. This is a pattern-oriented segmentation method. Connected handwritten components are extracted instead of a pixel image, and spatial interrelations between components are measured to group them into meaningful character patterns. Stroke shapes are analyzed in case of touching characters. Connected numerals can be separated by using a method of finding the touching position. Ambiguities are handled by multiple hypotheses and verification with recognizer.
III. ISR USING CASCADE NEURAL NETWORK

A. Overview of the Proposed Method
The overview of the proposed method for recognizing connected handwritten numerals is shown in Fig. 1 . Preprocessors transform a field into a more usable form by techniques such as slant correction and size normalization. Then, as the input window scans the field, the field is presegmented and the cascade neural network determines whether or not the segmentation is correct. If the segmentation is correct, the network classifies what is centered in the input window.
B. Preprocessing
In order to process the handwritten numerals efficiently, they must be transferred into a more appropriate form by preprocessing. The bounding box of the handwritten numeral is first removed using projection profile. Then the slant correction technique [10] is applied to the handwritten numeral. Each handwritten numeral image is sizenormalized [11] , with respect to the vertical axis, to the height of 16 pixels keeping the aspect ratio. The images of handwritten numerals for training are also labeled with the horizontal center positions of each character in the field image, as well as with the categories of the characters. This makes it possible to pair each input window with a target output node representing what is centered in the input window (Fig. 2) .
C. Network Architecture
The architecture of the proposed cascade neural network is shown in Fig. 3 . The proposed neural network has three layers. Input and hidden layers are divided into four subnetworks. The input layer of each subnetwork consists of two parts. One is input units which are used as input values, and the other is context units in which the activation values of the previous subnetwork is used as input values. All units of the input layer of the each subnetwork are fully connected to the units in the hidden layer of the corresponding subnetwork.
The activation values of the hidden units of each subnetwork are fed into the input units (context units) of its right subnetwork, and used to compute the activation values of the hidden units in its right subnetwork. Therefore, the activation values of the current subnetwork are computed by using the input history of the previous subnetwork as well as the current input. Thus, the information of the spatial dependencies in the input image can be encoded into the network.
The proposed network views the input field on 16 2 16 window at a time. In order to encode the spatial dependencies of the input pattern, 16 2 16 input frame window is divided into four local frames. Each subnetwork consists of 124 (4 2 16 + 60) units because the inputs are 4 2 16 local features for input frame and 60 context units which contain a sequence of features in the past frames. In each subnetwork, all units of the input layer are fully connected to the units in the hidden layer. After each subnetwork processed through time delay, hidden units in all subnetworks are fully connected to output layer. The output layer is composed of 11 output units: one per each class and one noncharacter unit corresponding to the state when the input window is centered between characters or over a blank space.
D. Training
The network is trained on the pattern appeared in the center of the input window and a desired output value representing what is in the center of the input window. The input to the network comes from a two-dimensional input window that scans horizontally across the field image (Fig. 4) . It is based on the sliding window concept used in neural network at speech applications, such as time delay neural networks [12] . The input window scans the field at the rate of two pixels. As the center positions of the characters in the field are manually labeled, the center positions are not definitely precise and the scan rate of two pixels is enough. The content of the input window is paired with a target output vector representing what is centered in the input window at each stopping point.
During the forward pass, each subnetwork is processed from left to right. The pattern appeared in the input window is divided into four frames. Initially, the context units of the first subnetwork are initialized to zero. Then, each frame is presented at input units of each subnetwork and results of hidden units are fed into the context units of the next subnetwork. Because the activation values of hidden units are reused in computing the activation values of hidden units of the next subnetwork, the spatial dependencies of each frame are encoded in the network. At the end of a pattern appeared in the input window, the results of all hidden units are fed into the output layer.
All the connections of the network are adaptive, and are trained with a backpropagation learning algorithm [13] . The transfer function at each unit is the familiar sigmoid function as follows: O = 1 1 + e 0(6WX+bias) (1) where, O is the output of nonlinear transfer function, W is weight, and X is input to the unit neuron. W and bias are randomly selected in a start state and modified during training. The modification of weights is performed as follows:
1W(n) = 0@E=@W + 1W (n 0 1) (2) where, n is the training index, is learning rate, is momentum, and E is mean squared error (MSE).
It is also important to determine when the network finishes the training. Over training can cause the network to over-specialize training set and to adapt too closely to the particular features of the training set. This problem is solved by using a validation set. After training the network for a short time, performance of the network is tested on the validation set. The training is repeated until the recognition rate on the validation set starts to deteriorate.
E. Recognition
In recognizing the field image, the input window scans exhaustively across the field image at the rate of two pixels. The activation value of each output unit represents what is centered in the input window. When the input window is centered on a character, the output unit corresponding to that character has a high activation value, and others have a low activation value. When the input window is centered between characters or over a blank space, noncharacter class unit has a high activation value. As the input window scans across the field, the activation values of output units have a trapezoidal shape.
The activation values of the output units make a trace as shown in Fig. 5 as the network scans across the field image. This output trace is parsed to determine an ASCII string corresponding to the digits in the field. When the activation value of noncharacter class unit falls below a threshold, the activation values of each output category are summed until the activation value of noncharacter class unit again exceeds the threshold. This drop and subsequent rise in the activation value of noncharacter class unit signifies that the input window has just passed over a character. The recognition system classifies the character by determining which output unit of character category has the highest summed activation value. Then, the sum of each output value is re-initialized to zero, and the process continues as the horizontal scan.
The recognition results are reported in terms of field-based error rates. If the network misclassifies one character in a field, the entire field is considered as misclassified. Error rates pertain to the fields remaining, after rejection. Rejections are based on placing a threshold for the acceptable distance between the highest and the next highest running activation value.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we present experimental results and the performance of the proposed method is compared with that of previous ISR methods. Experiments have been carried out on Cray Y-MP supercomputer.
A. Database
We tested the performance of the proposed method on the set of handwritten numerals collected and distributed by the NIST. This database contains approximately 273 000 samples of handwritten numerals. Each of 2,100 Census workers filled in the form. There were 50 different forms used in the study, each with 33 fields, 28 of which contain handwritten numerals raging in length from 2-10 digits per field. The scanning resolution of the samples was 300 pixels/in. We used training set, which consists of about 80 000 digits from 20 000 fields and testing set, which consists of about 20 000 digits from 5,000 fields. The training data fields were labeled with the horizontal center positions of each character in the field, as well as with the categories of the character. The horizontal center positions of each character in the training data fields were manually extracted.
B. Experiment 1: Vertical Nonlinear Normalization
Variations in height and position of the numerals are not suitable for training all spatial dependencies in connected handwritten numerals. If the numerals in a field are similar in height, they can be located in a similar position at the input sliding window of the system. In order to absorb the vertical variations of numerals, we applied nonlinear normalization method based on dot density [14] to input data with respect to vertical axis. Through vertical nonlinear normalization, the numerals can be centered at input sliding window in the proposed method. In Fig. 6 , it is evident that the vertically nonlinear normalized numerals are more regular in height than the linear normalized ones. The recognition rates for the linearly normalized data and nonlinearly normalized data are also compared in Table I .
As shown in Table I , the vertical nonlinear normalization method is more powerful than linear normalization method.
C. Experiment 2: ISR versus Non-ISR
We also made an experiment to compare the ISR method with a non-ISR method of Fujisawa's [9] . The Fujisawa's method segments the connected handwritten numerals into primitive segments. Each primitive segment is a subimage of the original handwritten numerals and ideally consists of either a numeral or a part of a numeral. The recognition process decides the best numeral string by verification using recognizer. The recognition accuracy of this system depends on the accuracy of the single digit recognizer. We used the Multilayer Cluster Neural Network [15] as the single digit recognizer. The recognition rates of the Fujisawa's method and the proposed method are are compared in Table II .
D. Experiment 3: NIST Numeral Database
In order to verify the performance of the proposed method, we made experiments with NIST numeral database. Table III shows the field-based rejection rates for 1% field-based error rates. As shown in Table III , for the testing set, the rejection rate is 20.6% with an accuracy rate of 99% overall on fields of length 5. We have also analyzed the error rates versus rejection rates to evaluate the discrimination performance of the proposed method on testing set. The results are shown in Fig. 7. Fig. 8 shows the examples of fields containing touching or broken characters that were correctly recognized by the proposed method, and Fig. 9 shows the examples of misclassified fields.
E. Discussion
In order to demonstrate the performance of the proposed method objectively, five kinds of ISR methods have been compared, in which SDNN used USPS database and the others used NIST numeral database. Tables IV and V show the field-based error rates on fields of length 5 and network complexities of each method, respectively.
As shown in Table IV , the rejection rate of the proposed method is 20.6% with an error rate of 1.0% on fields of length 5. However, for the SOISR method and the exhaustive scan method on the same NIST numeral database, the rejection rate is 28.0 and 23.4%, respectively. And, for the saccadic scan method, the rejection rate is 23.2% with the error rate of 1.1%. These results illustrate that the proposed method has much better discrimination power than the other ISR methods have.
In order to compare the efficiency of several ISR methods, we compared the size of networks and the number of weights. As shown in Table V , the size of the proposed network is much smaller than that of other ISR methods.
V. CONCLUSION
As conventional methods for recognizing connected handwritten characters usually involve a segmentation step prior to a recognition step, their recognition accuracy depends on the accuracy of the underlying segmentation algorithm. That is, the separation between segmentation and recognition becomes unreliable where the characters are touching each other, touching bounding boxes, broken, or noisy. Therefore, in order to overcome this problem, researches for integrating segmentation and recognition have been in progress vigorously. However, most ISR methods based on the feedforward neural network can not train spatial dependencies in connected handwritten characters, they are inefficient for real data with various connection styles.
In this paper, we proposed an ISR method to recognize handwritten numerals with cascade neural network. The proposed method offers a framework suitable to train spatial dependencies in connected handwritten numerals because the network is able to encode, store, and process the context information about the input history of the network.
In order to verify the performance of the proposed method, experiments with the NIST numeral database have been carried out and the performance of the proposed method has been compared with that of the previous ISR methods. The experimental results revealed that the proposed method had much better discrimination and generalization power than the previous ISR methods.
