Abstract-A hybrid strategy has been proposed to reduce the wrong clustering on Ambulatory ECG (electrocardiogram). Since Ambulatory ECG is usually composed by 24 hours data, the number of individual ECG waveform can reach to 100,000, the request for accurate clustering result is highly required. The proposed strategy adopted some intelligent algorithms to solve the above problem. It clusters ECG waveform sample (selected from Ambulatory ECG) synchronously by Max-Min distance clustering algorithm, K-means algorithm and Simulated annealing algorithm first. And then, it adopted all three outputs from the above three algorithms as input on Back Propagation Artificial Neural Network (BP ANN). In the end, we got more accurate clustering result from the output of ANN. For testing the results, data of MIT/BIH arrhythmia database were used for experiments. After the controlled trial on MIT/BIH data, it can be safely concluded that the clustering result achieved by improved strategy can got more accurate than that by the traditional clustering algorithm. An average accuracy ratio is about 94.6%, 1.6% higher than k-means algorithm averagely and 1.3% higher than Simulated Annealing algorithm averagely.
I. INTRODUCTION
Ambulatory ECG has been used widely in early detecting and preventing some kinds of heart disease since it was invented. Recently, lots of portable ECG recording system are produced in relative small size and equipped with powerful analysis function. Therefore, a number of contribution studies emerge, which leads to propose some analysis structure and algorithms in long time ECG waveform recording system [1] . Considering the individual characteristics of the sample, clustering algorithm has been used. This paper analyses traditional clustering algorithms and also points out the disadvantages in those clustering algorithms. Then another improved strategy based on Max-min Distance clustering algorithm, k-means algorithm and Simulated Annealing algorithm is proposed. It is proved that the proposed strategy is more suitable to process electrocardiogram data.
In the paper, Section One is the introduction of this paper; Section Two analyzes strengths and weaknesses of traditional clustering algorithms; Section Three introduces the improved strategy and analyses the significant parameters used in proposed strategy; Section Four analyzes the results of the controlled trial; Section Five gives the conclusions and future directions of the research.
There are two main reasons for analyzing ambulatory electrocardiogram waveforms by clustering algorithm.
First of all, the intention of using the clustering algorithm is to obtain the individual congenital waveforms. In the practical application, the most significant waveforms are the abnormal waveform rather than congenital waveforms. If these congenital waveforms can be achieved, the remaining meaningless waveforms, about 90% in whole data, can be reduced. The abnormal waveforms can be discriminated to identify the abnormity of heart. Through clustering the original data and reducing the meaningless waveform, the workload of analysis system can be reduced at the same time.
Secondly, the electrocardiogram analysis systems used nowadays mostly base on some template-matching algorithms, such as the algorithms are proposed in [2] [3] . Unfortunately, constructing an ideal set of all-purpose templates is a hardship because of the difference of Considering all above, the clustering algorithm is an available solution which can attain the individual's congenital waveforms and several types of abnormal waveforms. These representative waveforms are significant for further examination.
II. RELATED WORKS

A. Traditional clustering algorithm
Since the target of cluster and classification are all intend to category the data into several partitions, the number of class need to be known in classification analysis. But, in clustering, supervised and unsupervised methods are exist concurrently. If the number of class is finite, data will be categorized by finite partitions. If the number is uncertain, it can be decided by other parameters in clustering procedure [4] [17] and signal processing [6] [32] . The clustering algorithms cluster a collection of data objects into several groups based on the similarity of all objects in the space. Except this, density based cluster [39] , cluster validity methods are also widely studied [40] on clustering study. Sometimes, it combined with other method [21] .
Optimization problem were also introduced into cluster study. In the paper, simulated annealing algorithm was adopted. Since simulated annealing algorithm was broadly applied on optimization algorithm [3] [5] [9] [27], it has also been used to solve the problem in cluster analysis. Some contributions support this [11] [24] [26] .
In this paper, two typical clustering algorithms have been adopted, one is Max-min Distance clustering algorithm, the other is k-means algorithm.
K-means algorithm is a prototype-based, clustering technique. This traditional clustering algorithm attempts to find k clusters and the k is assigned by the expert. A number of modifies have been studied on it to improve the clustering quality of k-means. Chen [8] proposed a combined k-means and hierarchical clustering method, which can improve the efficiency of microarray clustering to research's demands. It was also used on nonlinear component analysis by kernel function method [16] . Unsupervised k-means do not need pre-assigning the exact number of cluster. Krista [38] presented a method based on minimizing a suggested cost-function. The cost-function extends the mean-square-error costfunction of k-means. Another method proposed by Bafirov [43] dynamically add a new clustering center on large data set. He computes the starting point for the k th cluster center by minimizing the auxiliary cluster function. In Tsai's [42] contribution, he presented a feature weights self adjustment mechanism for k-means. The problem of initiated center was also studied [37] . K-means was also used on medical data [14] . Through adjusting the margin of feature weights, a good clustering quality was gotten. Being a traditional cluster algorithm, k-means has its advantage on relative low time-space complexity, and modifiable.
The flow chart of k-means algorithm is illustrated in Figure1.
Max-min Distance clustering algorithm is a probingbased clustering algorithm. This clustering algorithm attempts to find the furthest object to be one of the centers, because it wants to avoid that several initial centers are too close to lead the poor performance in the clustering [5] . The flow chart of Max-min Distance clustering algorithm is illustrated in Figure 2 . 
B. Study on ECG waveform
A number of intelligent algorithms are used to analyze ECG waveform. As one of the bio signal, ECG waveform has been broadly studied in waveform detection, classification, and clustering In the detection, linear prediction [29] , syntactic recognition [30] , Wavelet transform [44] [45] [46] , Morphology [12] , Hidden Markov Model [36] etc. were applied. In ECG classification, the correction rate of Principal Component Analysis reached 98.37% [13] , 98% [15] , and 98.5% [18] ; By Super Vector Machine, the correction rate reached 99.5% [31] ; By Artificial Neural Network, it reached from 84.9% to 92.95%, and from 95.53% to 97.82% [32] on different dataset; By Wavelet transform, it reached 90% [33] .
C. The problem in traditional clustering algorithm
In the study of Ambulatory electrocardiogram, Maxmin Distance clustering algorithm and k-means algorithm has been introduced in [5] . But both algorithms have their drawbacks.
As well known, Max-min Distance clustering algorithm and k-means algorithm both have two strict prerequisites in practice: one is that the intra-group of the data is similar and the inter-group is dissimilar. In view of the electrocardiogram data, the boundaries of different classes are dim and many waveforms distribute loosely in the whole high-dimension space. These inappropriate applications of algorithms lead to several drawbacks.
To Max-min Distance clustering algorithm, the distribution of electrocardiogram data is so unsatisfactory that many objects belonged to several different clusters might be merged into one cluster.
To k-means algorithm, there are two poor drawbacks. The first one is that a good result depends seriously on the selection of the initial clustering centers. This drawback leads to the improper initial waveform clustering centers. And the second one is the influence of "noise point" and "isolated point" in the class boundary. This drawback leads to the wrong clustering results of these points. Consequently, the abnormal waveforms can be considered as congenital waveforms.
Considering these drawbacks of the traditional algorithms, an improved strategy based on Max-min Distance clustering algorithm, k-means algorithm and Simulated Annealing algorithm [9] is introduced in this paper. The aim is to eliminate the adverse effects brought by the traditional clustering algorithms.
III. PROPOSED CLUSTERING STRATEGY
A. Description the strategy
The flow chart of the strategy proposed in this paper is shown as Figure 3 .
In the step ①, Max-min Distance clustering algorithm is used to cluster the waveforms. The clustering result of Max-min Distance clustering algorithm is regarded as one of the input layer nodes of ANN in the step ④.
In the step ②, k-means algorithm is used to cluster the waveform. The clustering result of k-means algorithm is not only regarded as the initial result of Simulated Annealing algorithm in the step ③, but also regarded as one of the input layer nodes of ANN in the step ④.
In the step ③, Simulated Annealing algorithm is used to get more accurate categorization. The clustering result of Simulated Annealing algorithm is regarded as another of the input layer nodes of ANN in the step ④.
In the step ④ , ANN is used to get more proper categorization. The clustering results by Max-min Distance clustering algorithm, by k-means algorithm and by Simulated Annealing algorithm are regarded as the input layer nodes of ANN in the step ④. In this paper, BP neural networks is chosen in the step ④. And it is trained as supervised learning.
In the step ⑤, the category result achieved by ANN is output.
B. Description of Simulated Annealing
Simulated Annealing algorithm is a heuristic and stochastic searching algorithm. In theory, it has been proved that it can converge at the optimal result by Kirkpatrick, Gelatt and Vecchi [3] . In Figure 4 , the flow chart Simulated Annealing algorithm is illustrated.
The clustering result by k-means algorithm is regarded as the initial result of Simulated Annealing algorithm. The initial temperature " 0 T " can be numerated by the objective function expression (1) and the initial result. The Simulated Annealing algorithm carries an iterative procedure which is explained in part c of Section 3.
Through the iteration, the value of T is decreased gradually. And when the procession is over, the solution is the optimum theoretically. Simulated Annealing reaches the optimal result just through perturbing continuously some current results at random.
Benefiting from this continuous perturbation at random, Simulated Annealing algorithm has chances to change the improper categories of "noise points" and "isolated points" into proper categories. Moreover, these proper clustering results of "noise points" and "isolated points" can further adjust the clustering centers to reach the optimal result.
C. The parameters in Simulated Annealing algorithm
Firstly, the objective function has been defined. Choose the between-class scatter of the current clustering partition as the objective function, which is defined by:
with X one electrocardiogram waveform vector which covers corresponding R-R period; ω clustering partition; Thirdly, in Simulated Annealing algorithm, a proper stochastic perturbation measure must be applied. The new result used for every iterative procedure in Simulated Annealing algorithm is achieved by perturbing the current result randomly. Through altering the category of one sample randomly each time, a new partition can be produced. That measure is the most important step to make sure that the result can escape the wrong clustering result.
Fourthly, it has been proved that Simulated Annealing algorithm can converge at the optimal result by Kirkpatrick and Gelatt. However, considering the timeconsuming in practice, infinitely stochastic perturbation is unavailable. If not enough points are perturbed, it cannot be ensured that the result of Simulated Annealing algorithm is the optimal result. The time of perturbation is chosen as 1000 in the proposed algorithm.
Finally, the annealing mode is significant in Simulated Annealing algorithm. To avoid too long Markov chain made by the algorithm, the control parameter should be decreased slowly. An expression which used for updating the parameters is that:
The equation (2) 3) For the input temperatureT , iterative procedure was processed as step 4 ） -step 7) till maximum annealing time is reached and then jumps into step 8 ）. reached. If it has, go to the next step; else anneal the temperature according to the annealing expression (1) and then return the step 3) to continue the iterative procedure. 9) Judge the quit condition is same as judging whether the clustering result is not changed. If it is not, output the better partition as the best partition; else anneal according to expression (2), update the iterative time and return the step 3).
E. Description of ANN
To get the more accurate result, In this paper, BP neural networks is chosen in the step ④. And it is trained as supervised learning by experts.
Sigmoid function is chosen as the activation function of the intermediate layer. And the learning rate is set as 0.9. The learning samples are 500 waveforms from MIT/BIH Arrhythmia database.
IV. EXPERIMENT AND RESULTS
The MIT/BIH Arrhythmia database provided by Massachusetts Institute of Technology and Boston's Beth Israel Hospital is used for evaluation of the proposed strategy. The software used in the experiment is VC++6.0.
A complete data recording is composed by three files which are signals file, annotations file and header file. The recordings from MIT-BIH Arrhythmia Database were digitized at 360 samples per second per channel with 11-bit resolution over a 10 mV range. And these digitized signals are conserved in the file which filename extension is ".dat". Two or more cardiologists independently annotated each record; disagreements were resolved to obtain the computer-readable reference annotations for each beat (approximately 110,000 annotations in all) included with the database. And these annotations are conserved in the file which filename extension is ".atr". The information about the tested people and the format of the signals file are conserved in the file which filename extension is ".hea". The samples collected from II lead and V lead are used in the experiment. The electrocardiogram data has been preprocessed in order to get a vector group. Every vector has been chosen according to the R-wave positions which are recognized by experts in annotations file. According to the sampling rate of the data and the time interval which is significant to analyze the waveforms, 145 eigenvalues are chosen to constitute an eigenvector. These eigenvectors are used in the experiment.
Considering the particular attributes of the electrocardiogram waveforms, the waveforms in some certain categories cannot be recognized only by their shapes, because these waveforms are same as the congenital waveforms. As a case in point, in Figure 5 , APC (Atrial Premature Contraction) is illustrated with black frame and the other two waveforms are normal heart rate. However, the shape of APC waveform has little difference with normal waveforms, so this type of arrhythmias can not be identified by its shape. Analyzing the time interval X and Y in the Figure 3 is a more proper method to identify this type of arrhythmias. X is the time interval between current R-wave and the R-wave before and Y is the time interval between current R-wave and the R-wave after. So those waveforms unrecognized in shape are not chosen in the experiment. In the Table Ⅰ , the recognizable categories and corresponding number of waveforms used in the experiment are listed. And the number of all waveforms and all categories appeared in the original file are also listed.
In the controlled trial on MIT/BIH data, the results of k-means algorithm (which is called No.1 algorithm for short), the results of Simulated Annealing algorithm (which is called No.2 algorithm for short) and the results of proposed algorithm in the paper (which is called No.3 algorithm for short) are listed in Table 2 and Table 3 .
From Table Ⅱ and Table Ⅲ , 100_1 sample's results by Simulated Annealing algorithm and by proposed strategy are not better than that by k-means algorithm. That is caused by the inappropriate stochastic perturbation. The perturbation leads to movements of some class centers, and these movements cause some improper classification in the next iteration. But through contrasting and analyzing other samples' results and corresponding annotations files, it can be concluded that if the intra-group similarity and inter-group dissimilarity of the data are large enough in high dimensional space, the stochastic perturbation may lead improper results. By contrast, if the intra-group similarity and inter-group dissimilarity of the data are not large enough, the negative influence of "noise point" and "isolated point" in the class boundary can be eliminated orderly by the stochastic perturbation.
By contrasting the accurate numbers in 118_1 and 121_1, it can be easily found that the results of Simulated Annealing algorithm are little worse than the results of kmeans algorithm, but after adjusting by the ANN of proposed algorithm in this paper the accurate rate has been improved. From the results of 102_1, 104_1 and 119_1, it can be learned that in these samples the performance of Simulated Annealing algorithm is better than that of k-means algorithm. And the performance of proposed algorithm is better than two others. After different clustering results obtained by different clustering algorithms have been input as the initial values of BP neutral net, the neutral net weights these results Figure 6 . Column diagram of analysis accurate rate repeatedly and finally obtains more accurate samples' categories.
Through analyzing all results in the experiment, it can be safely concluded that the results attained by proposed strategy are more accurate than the clustering attained by two other algorithms and the accuracy ratio has been increase by about 1.6% averagely than k-means algorithm and about 1.3% averagely than Simulated Annealing algorithm.
V. CONCLUSION
Through the controlled trial in the Section 4, it spontaneously comes to the conclusion that using the new strategy improves the accuracy. In most samples, the misclassification times are decreased. Reaping the benefit of proposed strategy, the more qualitative and reliable data are used to support the further professional analysis and diagnosis. However, the new strategy has a drawback in time-consuming. This problem becomes the main bottleneck to restrict the application of Ambulatory electrocardiogram auto-analysis. The authors will focus on this problem in the future research.
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