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Модуль №1„Загальні  питання  перетворення  форми  інформації”

Лекція №1 Поділкування (градуировка-рос.) АЦП і способи його реалізації. Класифікація та корекція похибок	
Первинна інформація про стан об’єкта задається датчиками об’єкта головним чином за допомогою аналогових сигналів: напруги, струму, частоти, часового інтервалу та ін. Відповідні сигнали перетворюються у цифрові еквіваленти. Якщо ж комп’ютер видає цифрові коди для управління об’єктом, необхідне зворотне перетворення код-аналог. Такі перетворення виконують аналого-цифрові пристрої (АЦП) та цифро- аналогові пристрої (ЦАП). При цьому не виникають глибокі, як в комп’ютері, перетворення інформації, коли змінюється її зміст, змінюється лише форма представлення аналог-код та код-аналог. Перетворення форми інформації супроводжується певними похибками.
Проводиться експертна оцінка похибки і поділкування АЦП. 
Оцінити похибку можна теоретиками на стадії розробки АЦП. Однак потрібно статистичні характеристики вимірювальних елементів АЦП. Як правило статистичні характеристики невідомі. Вичерпним і універсальним методом оцінки параметрів АЦП є експеримент. 
N=kx + b(1);    k– коефіцієнт перетворення;  b – початкове зміщення.
Якщо характеристика не лінійна, то намагаються переробити її лінійною, якщо  похибки, які виникли,  – допустимі.
Поділкувати АЦП –це означає встановити параметри k і b ті оцінити похибку. Для цього потрібно виконати 3 операції: 1 – поставити експеримент, 2 – по даним експерименту розрахувати k і b, 3 – вирахувати максимальну похибку.
Аналого-цифрове перетворення форми інформації має дві особливості: неперервний за рівнем і в часі сигнал датчика після перетворення являє собою окремі відліки (немає неперервності в часі); відліки представлені цифровим кодом (немає неперервності за рівнем), тобто вхідний сигнал квантується за рівнем і за часом.
Для оцінок відповідних похибок нагадаємо основні поняття та критерії визначення похибок вимірів. Припустимо, на вході істинне значення вимірюваної величини X (напруга, струм, частота і т.і.), а на виході вимірювального приладу отримане її наближене значення X* . Тоді різницю  X*-X=Х називають абсолютною похибкою виміру. Очевидно, похибка виміру характеризує ступінь близькості результату виміру до істинного значення вимірюваної величини.
Розглянемо, чому виникає похибка виміру. Це може бути зв'язане з природою самого методу вимірів, або ж викликано неточністю виготовлення елементів вимірювального приладу, зміною їх характеристик у часі від різних причин і, нарешті, накладенням на корисний сигнал шумів.
У відповідності зі сказаним розрізняють методичну й апаратну (інструментальну) складові  загальної похибки. У більшості випадків фактори, що викликають неточність вимірів, носять випадковий характер. Тому похибка має розглядатися як випадкова величина.
       Найбільш повною характеристикою похибки Х внаслідок її можливого статистичного зв'язку з вимірюваною величиною X  є умовна щільність розподілу ймовірностей   f(Х/X), що  представляється як  f(Х) при відсутності такого зв'язку. Оскільки щільність розподілу не завжди відома чи її визначення зв'язане зі значними труднощами, на практиці береться обмежене число параметрів цього розподілу таке, щоб ці параметри в достатній мірі характеризували похибку досліджуваної системи.
Як оцінки похибки окремих пристроїв і систем найбільш широко застосовуються екстремальні, інтегральні, а також оцінки, засновані на застосуванні довірчих інтервалів.
До екстремальних оцінок похибки відносяться:
модуль максимального відхилення

модуль максимальної відносної похибки 
  чи    
модуль максимальної приведеної похибки 
    чи частіше    
де Xmin та Xmax –  мінімальне та максимальне значення Х.
До інтегральних оцінок похибки (якщо Х   та  Х*   носять випадковий характер) відносяться: 
      середній модуль відхилення








чи середньоквадратичне відхилення 
Під знаком інтеграла як співмножник стоїть  - щільність спільного розподілу  Х та Х*.
Оцінки похибок, засновані на застосуванні довірчих інтервалів і ймовірностей, дозволяють визначити, з якою довірчою імовірністю Рд похибка системи не виходить за  задані межі :

Для визначення довірчої імовірності на заданому довірчому інтервалі в загальному випадку необхідно знати щільність розподілу похибок f(Х)

Зокрема, для нормального закону розподілу
        
Якщо крива щільності розподілу похибок невідома, але відома дисперсія   і, якщо математичне сподівання   дорівнює нулю, можна знайти верхню оцінку довірчої імовірності   РД*   , скориставшись нерівністю Чебішева [1]:
де     - довірчий інтервал похибки.
Така оцінка дає завищене значення , особливо для малих значень відношень  .
При виборі допустимих похибок окремих пристроїв або систем, а також для їхнього порівняння можуть використовуватися так звані функції штрафу (втрат). (Сутність підходу викладена  в роботі  [I]  та у цьому посібнику не розглядається.

