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Resumo
O Problema de Stokes será estudado neste trabalho sob o prisma das soluções muito
fracas. Tal problema é caracterizado da seguinte maneira: encontrar um par de funções
(u, q), solução das equações:
(S)

−∆u+∇q = f em Ω,
divu = h em Ω,
u = g sobre Γ,
onde Ω é um conjunto aberto, limitado, conexo e Lipschitz de R3 com fronteira Γ; f , h
funções denidas em Ω e g função denida sobre Γ; h e g satisfazendo condições de com-
patibilidades adequadas.
O artigo Stationary Stokes, Oseen and Navier-Stokes equations with singular data,
dos autores Chérif Amrouche e M. Ángeles Rodríguez-Bellido, apresenta resultados do
Problema de Stokes com o conceito de solução muito fraca. Esta denição diz que: para
quaisquer ϕ ∈ Y p′(Ω) e π ∈ W 1,p
′
(Ω), o par (u, q) ∈ Lp(Ω) ×W−1,p(Ω) é solução de




















u · ∇πdx = −
∫
Ω
hπdx+ < g · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)
.




















Palavras-chave: Problema estacionário de Stokes, soluções muito fraca.
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Abstract
The Stokes Problem will be studied in this work in the light of very weak solutions.




−∆u+∇q = f em Ω,
divu = h em Ω,
u = g sobre Γ,
where Ω is an open, bounded,connected and Lipschitz subset of R3 with boundary Γ;
f , h functions dened in Ω and g a function dened on Γ; h and g satisfying appropriate
compatibility conditions.
The Article Stationary Stokes, Oseen and Navier-Stokes equations with singular data,
of the authors and M. Cherif Amrouche Ángeles Rodríguez-Bellido, presents results of
Stokes Problem with the concept of very weak solution. This denition says that: for any
ϕ ∈ Y p′(Ω) and π ∈W 1,p
′
(Ω), a pair (u, q) ∈ Lp(Ω)×W−1,p(Ω) is a very weak solution




















u · ∇πdx = −
∫
Ω
hπdx+ < g · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)
.
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Introdução
O Problema de Stokes é formulado da seguinte forma: Dadas as funções vetoriais f , g
denidas em Ω e em sua fronteira Γ, respectivamente e a função escalar h denida em Ω,
encontrar as funções vetorial e escalar (u, q), solução das equações:
(S)

−∆u+∇q = f em Ω,
divu = h em Ω,
u = g sobre Γ,
sendo Ω um conjunto aberto, limitado, conexo e Lipschitz de R3 com fronteira Γ. A
função u denota a velocidade e a função q a pressão do uído. Note que a primeira e
última são equações vetoriais.
Esta dissertação de Mestrado é um detalhamento do artigo Stationary Stokes, Os-
een and Navier-Stokes equations with singular data dos autores Chérif Amrouche e M.
Ángeles Rodríguez-Bellido no tópico referente a Problema de Stokes Estacionário. Este
Problema será chamado simplesmente de Problema de Stokes com o domínio das funções
estudadas num subconjunto aberto, limitado, conexo, Lipschitz e de classe C1,1 do espaço
vetorial R3.
O conceito de solução muito fraca para as equações de Stokes, introduzido por Giga
[14], tem sido fortemente estudado nos últimos anos; dentre os autores que trabalham
nesta área estão Amrouche [3], Girault[3], Galdi[16], Farwig[12], Schumacher[25] e Kim[19].
A denição de solução muito fraca do Problema de Stokes diz que para quaisquer
ϕ ∈ Y p′(Ω) e π ∈ W 1,p
′
(Ω), o par (u, q) ∈ Lp(Ω) ×W−1,p(Ω) é solução de muito fraca




















u · ∇πdx = −
∫
Ω





Os conjuntos mostrados no parágrafo anterior e nas duas igualdades acima serão ap-
resentados devidamente em capítulos apropriados.
Um ponto importante no desenvolvimento do conceito de solução muito fraca é denir
precisamente os traços das funções vetoriais os quais pertencem a subespaços de Lp(Ω).
Pelo Teorema de Green(veja em [17] e teorema (6.24)), dadas u ∈ C2(Ω) e v ∈ C1(Ω),









Pondo h = v
∂u
∂n
vem que h é contínua em quase todo ponto (q.t.p.) de Γ. Neste
estudo, nem sempre as "integrais de fronteira"são integrais no sentido de Lebesgue. Caso

































A∗ simboliza o espaço dual topológico de A. A função, no argumento, será escolhida como
aquela de melhor qualidade em termos de regularidade ou aquela que mais convém.
Um tópico relevante a salientar é a densidade de D3(Ω) e D3(Ω) em alguns espaços
como Xr′,p′(Ω) e T p,r(Ω) (lemas (4.6) e (4.8), respectivamente) essenciais ao desenvolvi-
mento dos resultados.
Prova-se a existência e regularidade de soluções muito fracas (u, q) ∈ Lp(Ω)×W−1,p(Ω)
para quaisquer 1 < p < ∞ com dado arbitrário em algum espaço de Sobolev de ordem
negativa. Além disto, é mostrada soluções (u, q) em espaços fracionários de Sobolev do
tipo W σ,p ×W σ−1,p com 0 < σ < 2.
Este trabalho de dissertação foi organizado para atender as necessidades daqueles que
já trabalham com equações diferenciais parciais bem como aqueles que estão dando os
primeiros passos neste assunto.
No capítulo 1 são apresentados os espaços usuais de funções escalares e vetoriais, com
suas respectivas normas e também o conjunto das funções testes que servem de auxílio
para os resultados posteriores.
O capítulo 2 é destinado aos espaços de funções apropriados que desempenham um
papel importante na construção dos lemas, teoremas e corolários que montarão uma base
para os resultados do título deste trabalho.
3
Soluções fortes são mencionadas no capítulo 3 e as soluções fracas são tratadas, de
forma sintetizada, com lemas, proposições e teoremas.
Os assuntos expostos no capítulo 4 são os resultados de imersões, teorema relativo
a traços de funções em espaços de Sobolev de ordem fracionária e derivada normal na
fronteira, lemas contendo propriedades de densidade do conjunto das funções testes em
alguns espaços adequados ao estudo feito no decorrer deste capítulo, extensões de trans-
formações lineares e contínuas com conjuntos imagem sendo espaços de Sobolev denidos
na fronteira e as versões da fórmula de Green.
Finalmente, no capítulo 5 apresentam-se a denição de solução muito fraca do Pro-




O estudo de Equações Diferenciais Parciais (EDP) exige, pela natureza dos elementos
que o compõem, a presença de espaços de funções bem especícas. As distribuições,
os espaços de Sobolev e Lp(Ω) são conjuntos de funções com presença garantida nesta
área da Matemática. Estes espaços são denidos de modo preciso para serem usados nos
resultados que virão em seguida.
Alguns termos citados ao longo do texto são denidos no apêndice; lemas, teoremas
e corolários da Análise Funcional e Medida e Integração são mencionados também neste
ambiente. Este procedimento tem por objetivo permitir que o leitor mais familiarizado
com este assunto possa ser direcionado para as partes essenciais do trabalho. Os en-
caminhamentos naturais para os iniciantes são as referências bibliográcas e o apêndice.
Denições tais como suporte de função e conjunto Lipschitz estão depositadas no apêndice.
1.1 Espaços Lp(Ω)
Seja um conjunto Ω ⊆ Rn. O espaço (de classes de equivalência) de funções mensuráveis
u denidas em Ω , cuja potência p, |u|p, é Lebesgue integrável em Ω, é representado por






Caso p = ∞, L∞(Ω) denota o espaço (de classes de equivalência) das funções u, men-
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Dizer que u é essencialmente limitada signica que u é limitada quase sempre, isto é,
u é limitada exceto sobre um conjunto de medida nula. Mostra-se que os espaços Lp(Ω),
1 ≤ p ≤ ∞ são espaços de Banach (veja em [1]).





Em Ω, a medida denida dx = dx1dx2 · · · dxn é a medida de Lebesgue. Veja em [6] a
denição de função mensurável.
1.2 Conjunto D(Ω)(Funções testes)
Seja Ω um conjunto aberto em Rn. Denote C∞c (Ω) o espaço das funções innitamente
diferenciáveis ϕ : Ω→ R com suporte compacto (veja no apêndice a denição de suporte).
Uma função deste tipo será chamada de função teste. Por simplicidade de notação é usual
colocar-se D(Ω) := C∞c (Ω).
Quando necessário Dn(Ω) = D(Ω)× · · · × D(Ω), isto é, o produto cartesiano de D(Ω),




















com Nn = N×N× · · · ×N, o produto cartesiano de N, n vezes, |α| = α1 + α2 + · · ·+ αn,




1.2.1 Convergência em D(Ω)
Seja Ω ⊂ Rn um conjunto aberto. Diz-se que uma sequência (ϕν)ν∈N de funções de
D(Ω) converge para zero, quando as seguintes condições forem satisfeitas:
1. Os suportes de todas as funções testes (ϕν)ν∈N estão contidos num conjunto com-
pacto xo K ⊂ Rn.
2. Para cada α ∈ (N ∪ {0})n, a sequência (Dαϕν)ν∈N converge uniformemente para
zero em K.
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A sequência (Dαϕν)ν∈N é a notação de
(Dαϕ1, D
αϕ2, D
αϕ3, · · · ).
Seja ϕ ∈ D(Ω). Diremos que uma sequência (ϕν)ν∈N de elementos de D(Ω) con-
verge para ϕ, quando a sequência (ϕν −ϕ)ν∈N converge para zero no sentido dado acima.
Dizer que a sequência (Dαϕν)ν∈N converge uniformemente para zero signica que dado
um número real positivo ε, existe ν0 ∈ N tal que
|Dαϕν(x)| < ε, ν ≥ ν0, ∀x ∈ Ω.
1.3 Distribuições
Dene-se como distribuição sobre um conjunto aberto Ω em Rn a toda forma linear
T sobre D(Ω) contínua no sentido da convergência denida sobre D(Ω). O conjunto de
todas as distribuições sobre Ω é um espaço vetorial, o qual é representdo por D′(Ω). Desta
forma, se T ∈ D′(Ω), a transformação
T : D(Ω) −→ K
ϕ 7−→ T (ϕ) = 〈T, ϕ〉
é linear e contínua, com K sendo C ou R.
Dene-se L1loc(Ω) =
{
f : Ω→ R função mensurável;
∫
K
|f |dx <∞ ∀ K ⊂ Ω compacto
}
.
Seja u ∈ L1loc(Ω). Mostra-se que a forma linear Tu denida em D(Ω) dada por
< Tu, ϕ >=
∫
Ω
u(x)ϕ(x)dx, ∀ϕ ∈ D(Ω),
é uma distribuição sobre Ω. Veja em [13].
1.3.1 Derivada de distribuição
Sejam Ω ⊂ Rn um conjunto aberto, ϕ ∈ D(Ω) e u ∈ C |α|(Ω) com α um multi-índice.
Dada uma distribuição T ∈ D′(Ω) dene-se a derivada α-ésima de T como sendo a
distribuição DαT
(DαT )(ϕ) = (−1)|α|T (Dαϕ),
para toda ϕ ∈ D(Ω).
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1.4 Espaços de Sobolev
Seja Ω um conjunto aberto, limitado e Lipschitz de R3.
1.4.1 Espaços de Sobolev de ordem inteira não negativa
Sejam m ∈ N ∪ {0}, p na reta estendida tal que 1 ≤ p ≤ ∞. Representa-se por
Wm,p(Ω), espaço de Sobolev, o espaço (de classes de) das funções u em Lp(Ω) tais que a
sua derivada Dαu, no sentido das distribuições, pertença a Lp(Ω) para todo multi-índice















De forma natural, denem-se os espaços de Sobolev de funções a valores vetoriais. Com
estas normas Wm,p(Ω) (veja em [1]). Como D(Ω) não é denso em Wm,p(Ω), o espaço
dual de Wm,p(Ω) não pode ser identicado com o espaço de distribuições em Ω. Por esta
razão, dene-se Wm,p0 (Ω) = D(Ω)
||·||Wm,p(Ω) , isto é, Wm,p0 (Ω) é o fecho de D(Ω) na norma
de Wm,p(Ω). Se Ω = Rn então Wm,p0 (Ω) = Wm,p(Ω), se ∂Ω = ∅ então não há diferença
entre Wm,p0 (Ω) e W
m,p(Ω). Representa-se também W−m,p
′
(Ω) o espaço dual topológico de




= 1. Para p = 2, o
espaço de Sobolev Wm,p(Ω), é denotado Hm(Ω) := Wm,2(Ω), ou seja,
Hm(Ω) =
{
u ∈ L2(Ω);Dαu ∈ L2(Ω), ∀α ∈ (N ∪ {0})n, |α| ≤ m
}
.











Denota-se por Hm0 (Ω) o fecho de D(Ω) na norma de Wm,2(Ω).
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1.4.2 Espaços de Sobolev de ordem fracionária
Sejam s um número real qualquer não inteiro e não negativo, e p número real com




= 1. Denote por m a parte inteira de s e por σ sua parte fracionária
: s = m+ σ com 0 < σ < 1. O conjunto W s,p(R3) é o espaço de todas as distribuições v
denidas em R3 tais que:
• Dαv ∈ Lp(R3), para todo |α| = m.















Se s < 0 denota-se W s,p(R3) o espaço dual topológico de W−s,p(R3). No caso especial
de p = 2, a notação usada é Hs(R3) ao invés de W s,2(R3). A denição do espaço W s,p(Ω)
é exatamente a mesma como no caso do espaço todo. Para todo m > 0, denota-se por
Wm,p(Ω) o espaço de todas distribuições em Ω as quais são restrições de elementos de
Wm,p(R3).
Comentário 1.1. O espaço D(Ω) é denso em W s,p(Ω) para todo 0 < s ≤ 1/p, isto




No capítulo anterior foram apresentados espaços tradicionais de funções escalares e
vetoriais usados em Equações Diferenciais Parciais. Este capítulo exibirá espaços de
funções não conhecidos na área de EDP; eles serão peças decisivas neste trabalho.
Para facilitar a leitura, um conjunto representado por uma letra em negrito deve
ser entendido como um produto cartesiano de três conjuntos iguais. Por exemplo, A é o
mesmo que A×A×A, sendo A um conjunto de funções escalares com alguma propriedade.
Em outras palavras, se ϕ ∈ A então ϕ = (ϕ1, ϕ2, ϕ3), com ϕj ∈ A, para j = 1, 2, 3.
Os espaços duais topológicos serão indicados por asterisco(*). Assim, por exemplo, B∗
representa o espaço dual topológico de B. Isto é, B∗ é o conjunto dos funcionais lineares
e contínuos em B.
Neste trabalho frequentemente serão usados os expoentes conjugados, isto é, dado um






Sejam Ω um conjunto aberto e limitado em Rn e Γ a sua fronteira . Denote por Lp(Ω),









Representa-se por Wm,p(Ω) o espaço de Sobolev de ordem m (m um inteiro não
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Neste estudo alguns espaços serão de importância fundamental para atingir o alvo de-
sejado, ou seja, provar resultados concernentes à existência e unicidade de soluções muito
fracas do Problema de Stokes. A seguir são denidos tais espaços e uma breve descrição
de suas propriedades e onde aparecem ao longo do texto.






















Este espaço será usado nas demonstrações de alguns resultados principalmente valendo-
se do seu dual. Estas funções vetoriais se anulam na fronteira bem como seu divergente.
A função ϕ pertence a Lp
′
(Ω) e divϕ ∈ Lp′(Ω) já que Lr′(Ω) ⊂ Lp′(Ω) pois de p′ ≤ r′ e
da limitação de Ω.
Este espaço tem a seguinte propriedade: o conjunto D3(Ω) é denso em Xr′,p′(Ω), veja
lema (4.6). Por simplicidade de notação coloca-se Xp′(Ω) = Xp′,p′(Ω). A norma deste
espaço é
‖·‖Xr′,p′ (Ω) = ‖·‖W 1,r′0 (Ω) + ‖div(·)‖W 1,p′0 (Ω) .
2. Y p′(Ω) =
{
ψ ∈W 2,p′(Ω);ψ|Γ = 0, divψ|Γ = 0
}
.
Além das propriedades de derivadas distribucionais e do anulamento da função e do
divergente na fronteira, este espaço é utilizado para trabalhar com uma versão da fórmula
de Green, veja lema (4.9).
Este espaço é imerso continuamente emXr′,p′(Ω) como é mostrado no lema (4.3), uma
ferramenta empregada na proposição (5.2). A norma deste espaço é








3. T p,r(Ω) = {v ∈ Lp(Ω); ∆v ∈ [Xr′,p′(Ω)]∗}.
Assim, como Y p′(Ω), este espaço aparece numa versão da fórmula de Green conforme
lema (4.9). O espaço T p,r(Ω) é munido com a topologia dada pela norma:
|| · ||T p,r(Ω) = || · ||Lp(Ω) + ||∆(·)||[Xr′,p′ (Ω)]∗ .
Este espaço possui a propriedade: T p,r(Ω) = D3(Ω)
||·||Tp,r(Ω)(lema 4.8). Por simplici-
dade de notação coloca-se T p(Ω) = T p,p(Ω). O espaço T p,0(Ω) = {v ∈ T p(Ω); divv = 0}
é usado na proposição (5.7).
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Observe que T p,0(Ω) não é T p,r(Ω) para r = 0, pois 1 < r < ∞. O índice 0(zero)
da notação refere-se ao fato do divergente da função ser nulo. A norma em T p,0(Ω) é a
mesma norma em T p,r(Ω).
4. Hp,r(div,Ω) = {v ∈ Lp(Ω); divv ∈ Lr(Ω)}.
Conforme o lema (4.7) este espaço é o fecho de D3(Ω) na norma Lp(Ω) e também útil
numa versão da fórmula de Green, de acordo com a proposição (5.2). Observe que, como
em Xr′,p′(Ω), elementos em Hp,r(div,Ω) também estão em Lr(Ω). Em Hp,r(div,Ω) a
norma é do gráco, isto é,
‖·‖Hp,r(div,Ω) = ‖·‖Lp(Ω) + ‖div(·)‖Lr(Ω) .
Dene-se também Hp(Ω) = {v ∈ Lp(Ω); divv = 0}. Um espaço usado na proposição












Resultados clássicos sobre Soluções
fracas e Soluções fortes do Problema de
Stokes
Antes de iniciar o estudo de Soluções muito fracas do Problema de Stokes vale a pena
comentar sobre os tipos de soluções existentes em termos de soluções fracas e soluções
fortes e alguns resultados presentes na literatura. Agora, relembre o Problema de Stokes
mencionado na Introdução.
Seja Ω um conjunto aberto, conexo e limitado de R3 com fronteira Γ. Sejam f , h
funções denidas em Ω e g função denida sobre Γ com h e g satisfazendo condições
de compatibilidades adequadas. O Problema de Stokes consiste em encontrar um par de
funções (u, q) solução do sistema:
(S)

−ν∆u+∇q = f em Ω,
divu = h em Ω,
u = g sobre Γ,
onde u representa a velocidade do uído, q denota a pressão hidrostática do uído, f é a
força externa por unidade de massa, ν o coeciente de viscosidade (constante).
12
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3.1 Resultados clássicos de Soluções fracas
3.1.1 Formulação variacional clássica do Problema de
Stokes
Para obter-se a formulação variacional clássica (em L2(Ω)) consideram-se os seguintes
espaços:
V = {u ∈ D3(Ω); divu = 0},
V = V ||·||H10(Ω) , isto é, V é o fecho de V na norma de H10(Ω).
Relembre que








ui(x)vi(x)dx com u,v ∈ L2(Ω),




























Mais especicamente, pode-se provar o seguinte resultado:
Teorema 3.1. Seja Ω um conjunto aberto, limitado e Lipschitz em R3. Então
V =
{
u ∈H10(Ω), divu = 0
}
.
Demonstração: Veja em [27].
Conforme se verá mais abaixo, a formulação variacional permite determinar apenas
a velocidade-solução do problema de Stokes. Para recuperar a pressão faz-se uso dos
seguintes resultados:
Proposição 3.2 (De Rham). Sejam Ω um conjunto aberto em Rn e f = (f1, · · · , fn)
tal que fi ∈ D′(Ω), i = 1, · · · , n. Uma condição necessária e suciente que f = ∇p para
algum p ∈ D′(Ω) é que
〈f ,v〉 = 0, ∀v ∈ V .
Proposição 3.3. Seja Ω um conjunto aberto, limitado e Lipschitz em Rn:
(i) Se uma distribuição q tem todas as suas derivadas de primeira ordem
∂q
∂xi
, 1 ≤ i ≤ n,
em L2(Ω), então q ∈ L2(Ω) e
‖q‖L2(Ω)/R ≤ C1(Ω) ‖∇q‖L2(Ω) .
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(ii) Se uma distribuição q tem todas as suas derivadas de primeira ordem
∂q
∂xi
, 1 ≤ i ≤ n,
em H−1(Ω), então q ∈ L2(Ω) e
‖q‖L2(Ω)/R ≤ C2(Ω) ‖∇q‖H−1(Ω) .
Em ambos os casos, se Ω é qualquer conjunto aberto em Rn então q ∈ L2loc(Ω).
Considere o sistema de equações de Stokes,
− ν∆u+∇q = f em Ω (ν > 0), (3.1)
divu = 0 em Ω, (3.2)
u = 0 sobre Γ. (3.3)
A equação divu = 0 signica que o uído é incompressível e a condição u = 0 em Γ
signica que o uído adere à fronteira de Ω.
Lema 3.4. Sejam Ω um conjunto aberto e limitado de classe C2 e f ∈ L2(Ω). As
seguintes condições são equivalentes:
(i) u ∈ V e ν((u,v)) = (f ,v), ∀v ∈ V,
(ii)u pertence a H10(Ω) e satisfaz (3.1)-(3.3) no seguinte sentido fraco:
existe q ∈ L2(Ω) tal que − ν∆u+∇q = f em D′(Ω), (3.4)
divu = 0 em D′(Ω), (3.5)
γ0u = 0 em H
1/2(Γ). (3.6)
Sendo γ0 o operador traço que será apresentado no capítulo (4).
Demonstração:
(i)=⇒(ii)
Seja u ∈ V . Então divu = 0 em L2(Ω), donde divu = 0 em D′(Ω). Como V ⊂H10(Ω)
vem que u ∈ H10(Ω) e γ0u = 0 em H1/2(Γ). Considere a distribuição F = −ν∆u − f ,
então para toda ϕ ∈ V tem-se que
< −ν∆u− f ,ϕ >D′ (Ω),D(Ω)=< −ν∆u,ϕ >D′ (Ω),D(Ω) − < f ,ϕ >D′ (Ω),D(Ω) .
Agora,
< f ,ϕ >D′ (Ω),D(Ω)= (f ,ϕ)L2(Ω),L2(Ω) e
−ν < ∆u,ϕ >D′ (Ω),D(Ω)= ν < ∇u,∇ϕ >D′ (Ω),D(Ω)= ν(∇u,∇ϕ)L2(Ω),L2(Ω) = ν((u,ϕ))
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Assim, < −ν∆u− f ,ϕ >D′ (Ω),D(Ω)= ν((u,ϕ))− (f ,ϕ)L2(Ω),L2(Ω) = 0, ∀ϕ ∈ V .
Pela proposição (3.2), existe q ∈ D′(Ω) tal que −ν∆u− f = ∇(−q) em D′(Ω) ou seja,
−ν∆u+∇q = f em D′(Ω).
Como u ∈ H10(Ω) então ∆u ∈ H−1(Ω) e já que f ∈ L2(Ω) ⊂ H−1(Ω) segue que
∇(−q) = −ν∆u−f ∈H−1(Ω) e pela proposição (3.3), item (ii) conclui-se que q ∈ L2(Ω).
(ii)=⇒(i)
Se u e q são funções suaves que satisfazem (3.1)-(3.3) então, tomando o produto interno
de (3.1) com uma função v ∈ V obtém-se
(f ,v) = (−ν∆u+∇q,v)
= −ν(∆u,v) + (∇q,v).














































































Aqui, ds = ds1ds2ds3 representa a medida de Lebesgue na fronteira Γ.



































































q divvdx = 0,
e donde ν((u,v)) = (f ,v), ∀v ∈ V . Observe que sendo v = (v1, v2, v3) um elemento em
D3(Ω) tem-se que v|Γ = 0, donde cada vj = 0 na fronteira de Ω, j = 1, 2, 3. Além disto,
divv = 0.
Seja w ∈ V . Por V = V ||·||H10(Ω) , existe uma sequência (wm)m∈N ⊂ V tal que
limm→∞wm = w em H10(Ω). Assim, wm ∈ L2(Ω) e
∂wm
∂xi
∈ L2(Ω), i = 1, 2, 3.
Para cada m ∈ N vale























































ν((u,w)) = (f ,w). (3.7)
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Observe que a passagem ao limite sob o sinal da integral é possível pois como (wm)m∈N ⊂
D3(Ω) então cada wm é mensurável e existe C > 0 tal que |wm| ≤ C, ∀m ∈ N. Desta
forma, é possível usar o Teorema da Convergência Dominada de Lebesgue. Logo, a
equação (3.7) é válida para toda v ∈ V . A linearidade de (3.7) vem dos produtos internos
((·, ·)) e (·, ·).
Se o conjunto Ω é de classe C2 então devido a (3.3) a função u pertence a H10(Ω) e por
causa de (3.2) e pelo teorema (3.1), u ∈ V . Desta forma, chega-se à seguinte conclusão:
u pertence a V e satisfaz ν((u,v)) = (f ,v), ∀v ∈ V. (3.8)

Denição 3.5. O problema encontrar u ∈ V satisfazendo (3.8) é chamado de formu-
lação variacional do problema (3.1)-(3.3).
Teorema 3.6. Para qualquer conjunto aberto Ω ⊂ R3 o qual é limitado em alguma direção
e para toda f ∈ L2(Ω) o problema (3.8) tem única solução u(o resultado é válido para
se f ∈ H−1(Ω)). Além disto, existe uma função q ∈ L2loc(Ω) tal que (3.4)-(3.5) são
satisfeitas. Se Ω for um conjunto aberto e limitado de classe C2, então q ∈ L2(Ω) e
(3.4)-(3.6) são satifeitas para u e q.
No artigo [4] os autores lançam mão dos artigos [3] e [9] para apresentar o próximo
teorema. Este resultado mostra que existe uma outra denição de solução fraca, não
sendo a solução fraca clássica.
Teorema 3.7. Para todas f , h, g com
f ∈W−1,p(Ω), h ∈ Lp(Ω), g ∈W 1−1/p,p(Γ),
e satisfazendo a condição de compatibilidade
∫
Ω
h(x)dx =< g ·n,1 >
W−1/p,p(Γ),W 1/p,p′ (Γ)
, o
Problema de Stokes (S) tem exatamente uma solução (u, q) ∈W 1,p(Ω)×Lp(Ω)/R. Além
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3.2 Resultados clássicos de Soluções fortes
Como visto na seção anterior, considerando-se a força externa f ∈ L2(Ω)(ou mesmo
H−1(Ω)) e assumindo certa regularidade sobre Ω, é possível obter existência e unicidade
de soluções fracas para o Problema de Stokes. A rigor a solução (u, q) é única na classe
H10(Ω) × L2(Ω)/R, ou seja, a única solução do referido problema encontra-se no espaço
W 1,2(Ω)× L2(Ω)/R.
Uma questão que surge naturalmente é a seguinte: se com os dados mais gerais sobre
a força externa, a divergência e a condição de fronteira, pode-se obter resultados nos
mesmos níveis que aqueles da seção anterior, ou seja, soluções únicas em espaços mais
gerais como do tipo Lp(Ω)×W 1,p(Ω)? Os resultados abaixo, respondem positivamente a
esta questão.
Teorema 3.8 (Cattabriga). Sejam m ≥ 2 um inteiro, p qualquer número real com 1 <
p <∞ e Ω um conjunto conexo limitado de Rn, de classe Cm−1,1. Dados
f ∈Wm−2,p(Ω), ϕ ∈ Wm−1,p(Ω), g ∈Wm−1/p,p(Γ), 1 < p <∞,






ϕdx. Então o Prob-
lema não homogêneo (S1) tem uma única solução (u, q) ∈ Wm,p(Ω)× ∈ Wm−1,p(Ω)/R.

















−∆u+∇q = f em Ω,
divu = ϕ em Ω,
u = g sobre Γ.
Demonstração: Veja em [9].
Capítulo 4
Imersões, Operadores de traços e
versões da fórmula de Green
4.1 Imersões
As imersões entre espaços vetoriais é um poderoso instrumento no estudo das Equações
Diferenciais Parciais. Elas são úteis nas demonstrações que exigem a limitação de uma
transformação linear e deste fato seguindo a continuidade da mesma. O objetivo deste
procedimento é garantir que tal transformação esteja em algum espaço dual. Veja no
apêndice as denições de imersão contínua e compacta, bem como as suas notações.
Teorema 4.1 (Rellich-Kondrachov). Sejam Ω um aberto e limitado em Rn,Ω de classe
C1 e 1 ≤ p ≤ ∞. As seguintes imersões são compactas:
i) W 1,p(Ω) ↪→ Lq(Ω), 1 ≤ q < np
n− p
= p∗, se p < n,
ii) W 1,p(Ω) ↪→ Lq(Ω), 1 ≤ q <∞, se p = n,
iii) W 1,p(Ω) ↪→ C0(Ω), se p > n.










, r ≤ p então
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Demonstração:



















ou ainda 1 < p ≤ 3r
3− r
.
Sendo Ω conjunto aberto, limitado e Lipschitz em R3 e n = 3 então pelo teorema de
Rellich-Kondrachov,
Se r < 3 e 1 < p ≤ 3r
3− r
então W 1,r(Ω) ↪→ Lp(Ω),
Se r = 3 então W 1,r(Ω) ↪→ Lq(Ω), para 1 ≤ q <∞, em particular para q = p,
Caso r > 3 então W 1,r(Ω) ↪→ C(Ω) ⊂ Lp(Ω), para 1 ≤ p ≤ ∞. Em qualquer caso,


















































Fazendo o mesmo estudo como no item (i), pelo Teorema de Rellich-Kondrachov segue
o resultado.

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Lema 4.3. Y p′(Ω) ↪→Xr′,p′(Ω), isto é, Y p′(Ω) está imerso continuamente em Xr′,p′(Ω),

















Em Y p′(Ω) a norma é de W 2,p
′
(Ω); em Xr′,p′(Ω) a norma é
‖ϕ‖Xr′,p′ (Ω) = ‖ϕ‖W 1,r′ (Ω) + ‖divϕ‖W 1,p′ (Ω).
Se ϕ ∈ Y p′(Ω) então ϕ ∈ W 2,p
′
(Ω),ϕ|Γ = 0, divϕ|Γ = 0. De ϕ ∈ W 2,p
′
(Ω) vem
que ϕ ∈ W 1,p′(Ω) pois W 2,p′(Ω) ⊂ W 1,p′(Ω) e pela imersão W 1,p′(Ω) ↪→ Lr′(Ω), segue
que ϕ ∈ Lr′(Ω) e Diϕ ∈ Lr
′
(Ω), i = 1, 2, 3 donde ϕ ∈ W 1,r
′







∈ Lp′(Ω), já que ∂ϕj
∂xj
∈ Lp′(Ω), j = 1, 2, 3 e Lp′(Ω) é espaço vetorial. Além
disto, ∂
∂xj
(divϕ) ∈ Lp′(Ω), j = 1, 2, 3. Logo, divϕ ∈ W 1,p
′
0 (Ω) pois divϕ|Γ = 0. Logo,
Y p′(Ω) ⊂Xr′,p′(Ω). Considere
















≤ C ‖ϕ‖W 2,p′ (Ω) ,
com C > 0.
Isto mostra a continuidade da imersão de Y p′(Ω) em Xr′,p′(Ω). Portanto, segue o
resultado.

4.2 Operadores de traços e versões da fórmula de Green
Uma diculdade para trabalhar com a denição muito fraca do Problema de Stokes
é a necessidade de denir com precisão os produtos de dualidades envolvendo funções
denidas na fronteira do conjunto Ω considerado. Além disto, tanto os traços das com-
ponentes normal e tangencial quanto a derivada normal das funções envolvidas devem
estar bem denidos na fronteira; o procedimento usual é denir inicialmente tais oper-
adores de traços sobre D(Ω) para, em seguida, estendê-los para os seus respectivos fechos,
preservando linearidade e continuidade.
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A densidade de D(Ω) em H1(Ω) e W s,p(Ω) permite obter o resultado no comentário e
no teorema a seguir, respectivamente.
Vale lembrar que um conjunto Ω é de classe Ck,1(inteiro k ≥ 1) signica que local-
mente a fronteira de Ω é o gráco de uma função em Ck,1(veja no apêndice a denição
(6.14)).
Comentário 4.4. Considerando Ω um conjunto aberto, limitado e de classe C2 sabe-se
que existe um operador linear e contínuo(operador traço),
γ0 : H
1(Ω) −→ L2(Γ)
u 7−→ γ0(u) = u|Γ,
tal que u|Γ = a restrição de u a Γ para toda função u ∈ H1(Ω) a qual é duas vezes
continuamente diferenciável em Ω. Pode-se provar que: Im(γ0) = H1/2(Γ).
Além disto, existe um operador linear e contínuo(lifting)
LΩ : H
1/2(Γ) −→ H1(Ω),
tal que γ0 ◦ LΩ = operador identidade em H1/2(Γ).
Consulte [10] para ver o operador γ0 e [23] para o operador LΩ.
Teorema 4.5. Seja Ω um conjunto aberto e limitado em R3 de classe Ck,1, para algum
inteiro k ≥ 0. Seja s um número real tal que s ≤ k + 1, s− 1/p = m + σ, onde m ≥ 0 é
um número inteiro e 0 < σ < 1.
(i) A seguinte transformação
γ0 : W
s,p(Ω) −→ W s−1/p,p(Γ)
u 7−→ u|Γ
é contínua e sobrejetiva. Quando 1/p < s < 1 + 1/p, tem-se Ker(γ0) = W
s,p
0 (Ω).
(ii)Para m ≥ 1, a seguinte transformação
(γ0, γ1) : W
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Conforme será visto mais adiante neste capítulo, uma solução muito fraca do Problema
de Stokes deverá satisfazer a equação de momento do sistema (S) em [Xr′,p′(Ω)]∗. Por
esta razão, torna-se necessário denir os operadores de traços como produtos de dualidade
sobre a fronteira de Ω e caracterizar, de forma adequada, os funcionais de tal espaço dual.
É nesta direção que se apresentam os seguintes resultados.












Seguindo o roteiro de [2] deseja-se estender as funções em Xr,p(Ω) para todo espaço R3.
O primeiro passo é considerar o conjunto Ω estritamente estrelado com respeito a um
dos seus pontos, o qual pode ser tomado, sem perda de generalidade, como a origem
de R3. Dena ṽ a extensão por zero em R3 da função v ∈ Xr,p(Ω) . Desta forma,
ṽ ∈ W 1,r0 (R3) e denindo divṽ = d̃ivv ∈ W
1,r





para qualquer x ∈ R3. Observe que ṽν tem suporte compacto em Ω, já que
suppṽν ⊂ νΩ ⊂ Ω, ṽν ∈Xr,p(R3) e
lim
ν→1
ṽν = ṽ em Xr,p(R3).
Portanto, para ε > 0 sucientemente pequeno e a sequência regularizante ρε tem-se que




ρε∗ṽν = ṽ. Consequentemente, D3(Ω) é denso emXr,p(Ω). Caso
Ω seja apenas Lipschitz, cobre-se Ω por um número nito de conjunto abertos estrelados
e partições da unidade. Veja em [24] sequência regularizante.















pois ϕ|Γ = 0.
Dada ϕ ∈ Xr′,p′(Ω), então pela densidade de D3(Ω) em Xr′,p′(Ω) existe (ϕm)m∈N ⊂
D3(Ω) tal que limm→∞ϕm = ϕ em Xr,p(Ω). Para cada m ∈ N vale
< ∇q,ϕm >[Xr′,p′ (Ω)]∗,Xr′,p′ (Ω)
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Observe que
D3(Ω) ⊂Xr′,p′(Ω) ⇒ [Xr′,p′(Ω)]∗ ⊂ D
′3(Ω),




Uma função vetorial v, denida sobre um subconjunto aberto Ω de R3 pode ser es-
crita como v = vτ + vn na fronteira de Ω, sendo vτ a componente tangencial e vn sua
componente normal.
Lema 4.7. (i)O espaço D3(Ω) é denso em Hp,r(div,Ω).






. A transformação γn : v 7−→ v · n|Γ
sobre o espaço D3(Ω) pode ser estendida por continuidade a uma transformação linear e
contínua, denotada por γ̃n de Hp,r(div,Ω) em W
−1/p,p(Γ), e tem-se a fórmula de Green:











(i) Este item será mostrado usando a contrapositiva da proposição (6.21) apresentada no
apêndice. Seja f ∈ [Hp,r(div,Ω)]∗ tal que < f ,v >= 0 para toda v ∈ D3(Ω). Quer-se
provar que f ≡ 0 em [Hp,r(div,Ω)]∗. Usando o Teorema da Representação de Riesz existe
(uf , zf ) ∈ Lp
′
(Ω)× Lr′(Ω) tais que para toda v ∈Hp,r(div,Ω)
< f ,v >=
∫
Ω
ufvdx+ < divv, zf >Lr(Ω),Lr′ (Ω) .
Estendendo-se por zero no complementar de Ω as funções uf e zf tais que suas ex-





uf (x), se x ∈ Ω
0, se x ∈ R3\Ω,
z̃f (x) =
{
zf (x), se x ∈ Ω
0, se x ∈ R3\Ω.












zfdivϕdx =< f ,ϕ >D′3(Ω),D3(Ω)= 0,




































(ũf −∇z̃f )ϕdx =< ũf −∇z̃f ,ϕ >D′3(Ω),D3(Ω) .
Isto é, ũf = ∇z̃f em D′(Ω). Como ∇z̃f = ũf ∈ Lp
′
(R3) então z̃f ∈ W 1,p
′
(R3), donde
zf ∈ W 1,p
′
(Ω).
Pela densidade de D(Ω) em Lp′(Ω) existe uma sequência (zkf )k∈N ⊂ D(Ω) tal que
zkf −→ zf em Lp
′
(Ω), em particular, zkf −→ zf em Lr
′
(Ω), já que zf ∈ Lr
′
(Ω) ⊂ Lp′(Ω).
Sejam as sequências de funções ak = ∇zkfv e bk = divvzkf . Para cada k ∈ N, pela










∣∣∇zkfv∣∣ dx ≤ ∥∥∇zkf∥∥Lp′ (Ω) ‖v‖Lp(Ω) <∞.
Por denição de espaços Lp(Ω), as funções ∇zkf ,v, divv são mensuráveis. Já que,
para cada k ∈ N, zkf é função teste então zkf é mensurável. Como o produto de funções
mensuráveis é mensurável então ∇zkfv e divvzkf são mensuráveis. Claramente, as funções
∇zfv e divvzf são mensuráveis. Como a sequência (zkf )k∈N é convergente em Lr
′
(Ω) então
é limitada em quase todo ponto, isto é, existe C > 0 tal que
∣∣zkf ∣∣ ≤ C q.t.p. Sendo div
um operador contínuo de W 1,p(Ω) em Lp(Ω) vem que
∣∣divvzkf ∣∣ = |divv| ∣∣zkf ∣∣ ≤ C ‖v‖Lp(Ω)C <∞, C > 0.
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Seja v ∈ Hp,r(div,Ω). É necessário provar que se < f ,v >= 0 então f ≡ 0 em
[Hp,r(div,Ω)]
∗. Agora,
< f ,v > =
∫
Ω






































Da equação (4.1) para a equação (4.2) usou-se o Teorema da Convergência Dominada
de Lebesgue (veja apêndice). Observe que integral de função constante em Ω é nita.
(ii) Considere a transformação
γn : D3(Ω) −→ W−1/p,p(Γ)
v 7−→ γnv = v · n|Γ.
Seja ϕ ∈ D(Ω). Sabe-se que existe um operador lifting tal que existe uma função
ϕ ∈ W 1,p′(Ω) de tal modo que ||ϕ||W 1,p′ (Ω) ≤ C||ϕ||W 1/p,p′ (Γ), C > 0. Observe que pelo
teorema (4.5), item (ii), ϕ|Γ ∈ W 1/p,p
′
(Γ).
























≤ ‖v‖Lp(Ω) ‖∇ϕ ‖Lp′ (Ω) + ‖ϕ‖Lr′ (Ω) ‖divv ‖Lr(Ω)
≤ ‖v‖Lp(Ω) ‖ϕ ‖W 1,p′ (Ω) + C1 ‖ϕ‖W 1,p′ (Ω) ‖divv ‖Lr(Ω)
≤
(
‖v‖Lp(Ω) + ‖divv ‖Lr(Ω)
)
C2 ‖ϕ‖W 1,p′ (Γ)
≤ C
(
‖v‖Lp(Ω) + ‖divv ‖Lr(Ω)
)
‖ϕ‖W 1/p,p′ (Γ)
= C ‖v‖Hp,r(div,Ω) ‖ϕ‖W 1/p,p′ (Γ) .
Sendo C2 = max {C1, 1} e C = C2C . Observe que W 1,p
′
(Ω) ↪→ Lr′(Ω) pelo lema (4.2) .
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Assim, ∣∣∣< v · n, ϕ >
W−1/p,p(Γ),W1/p,p′ (Γ)
∣∣∣ ≤ C ‖v‖Hp,r(div,Ω) ‖ϕ‖W 1/p,p′ (Γ) .




≤ C ‖v‖Hp,r(div,Ω) .
Por denição
‖v · n‖W−1/p,p(Γ) = sup
06=ϕ∈W 1/p,p′ (Γ)





Logo, ‖v · n‖W−1/p,p(Γ) ≤ C ‖v‖Hp,r(div,Ω).
Portanto, a transformação linear v 7−→ v · n|Γ denida sobre D3(Ω) é limitada na
norma de Hp,r(div,Ω). Pelo Teorema da Continuidade e Limitação (6.25), γn é contínua
em Hp,r(div,Ω). Como W 1/p,p
′
(Γ) é espaço normado então pelo Teorema do espaço dual
(6.26) seu dual é um espaço de Banach. Pelo Teorema de extensão linear e limitada (6.27)
segue que γn tem uma extensão
γ̃n : D3(Ω)
||·||Hp,r(div,Ω)





Lema 4.8. (i)O espaço D3(Ω) é denso em T p,r(Ω).
(ii)O espaço D3(Ω) é denso em T p,r(Ω) ∩Hp,r(div,Ω).
Demonstração:
(i) Este item será mostrado de modo semelhante ao realizado no lema (4.7).
Seja f ∈ [T p,r(Ω)]∗ tal que < f ,v >= 0 para toda v ∈ D3(Ω). Quer-se provar que
f ≡ 0 em [T p,r(Ω)]∗. Usando o Teorema da Representação de Riesz existe (uf , zf ) ∈
Lp
′
(Ω)×Xr′,p′(Ω) tal que para toda v ∈ T p,r(Ω)
< f ,v >=
∫
Ω
ufvdx+ < zf ,∆v >Xr′,p′ (Ω),[Xr′,p′ (Ω)]
∗ .
Note que é possível estender por zero no complementar de Ω as funções uf e zf de
modo que suas extensões ũf ∈ Lp
′
(R3) e z̃f ∈ Xr′,p′(R3), isto é, z̃f ∈ W 1,r
′
(R3) e
divz̃f ∈ W 1,p
′
(R3).
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z̃f∆ϕdx =< ũf + ∆z̃f ,ϕ >D′3(Ω),D3(Ω),
ou seja, ũf + ∆z̃f = 0 em D′(R3). Como z̃f ∈ W 1,r
′
(R3) e ∆z̃f = −ũf ∈ Lp
′
(R3),
donde z̃f ∈W 2,p
′





= 0 sobre Γ. Desta forma, zf ∈W 2,p
′
0 (Ω).
Como D3(Ω) é denso em W 2,p
′
0 (Ω) então existe uma sequência (zf
k)k∈N ⊂ D3(Ω) tal que
zf
k −→ zf em W 2,p
′
(Ω), em particular, zf k −→ zf em Xr′,p′(Ω).
Seja v ∈ T p,r(Ω). É necessário provar < f ,v >= 0 para concluir que f ≡ 0 em
[T p,r(Ω)]
∗. Agora,
< f ,v > =
∫
Ω


























































Portanto, D3(Ω) é denso T p,r(Ω).
(ii) Seja f ∈ [T p,r(Ω) ∩Hp,r(div,Ω)]∗ tal que para toda v ∈ D3(Ω), < f ,v >= 0. Como
no item anterior é preciso mostrar que f ≡ 0 em [T p,r(Ω) ∩Hp,r(div,Ω)]∗. Novamente
pelo Teorema da Representação de Riesz existe (uf , πf , zf ) ∈ Lp
′
(Ω)×Lr′(Ω)×Xr′,p′(Ω)
tal que para toda v ∈ [T p,r(Ω) ∩Hp,r(div,Ω)]
< f ,v >=
∫
Ω
(uf · v + πf · divv)dx+ < zf ,∆v >
Xr′,p′ (Ω),[Xr′,p′ (Ω)]
∗ .
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0 (Ω) e πf ∈ W
1,p′
0 (Ω). O restante da demonstração não se altera.

Lema 4.9. Seja Ω um conjunto aberto e limitado em R3 de classe C1,1. Sejam 1 < p <∞






. A transformação γτ : v 7−→ vτ |Γ denida sobre o espaço D3(Ω)
pode ser estendida por continuidade a uma transformação linear e contínua, denotada por
γ̃τ , de T p,r(Ω) em W
−1/p,p(Γ), e tem-se a fórmula de Green: para todo v ∈ Tr,p(Ω) e

































esta igualdade válida é para toda ϕ ∈ Y p′(Ω). O traço da componente normal de funções
de Y p′(Ω) pertence ao espaço
Zp′(Γ) =
{
u ∈W 1/p,p′(Γ);u · n = 0
}
.
De fato, pela denição de Y p′(Ω), tem-se que ϕ|Γ = 0, donde em particular, ϕ ·n = 0.
No teorema (4.5) item (ii) para s = 2 vem que ∂ϕ
∂n
∈ W 1−1/p′,p′(Γ) = W 1/p,p′(Γ). Seja
u ∈W 1/p,p′(Γ) então u = uτ + (u ·n)~n. Como u ·n = 0 vem que u = uτ . Como Ω é de
classe C1,1 sabe-se que existe um operador lifting tal que existe uma função ϕ ∈W 2,p′(Ω)
de tal forma que ϕ = 0 e ∂ϕ
∂n
= uτ = u sobre Γ e satisfazendo
‖ϕ‖W 2,p′ (Ω) ≤ C ‖uτ‖W 1/p,p′ (Γ) = C ‖u‖W 1/p,p′ (Γ) . (4.4)
Sendo assim, para ϕ ∈ Y p′(Ω), tem-se que:∣∣∣< vτ ,u >
W−1/p,p(Γ),W 1/p,p′ (Γ)
∣∣∣ = ∣∣∣∣< vτ , ∂ϕ∂n >W−1/p,p(Γ),W 1/p,p′ (Γ)
∣∣∣∣ .
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Ponha I =


















∣∣∣< ∆v,ϕ >[Xr′,p′ (Ω)]∗,Xr′,p′ (Ω)∣∣∣
≤ ‖v‖Lp(Ω) ‖∆ϕ‖Lp′ (Ω) + ‖∆v‖[Xr′,p′ (Ω)]∗ ‖ϕ‖Xr′,p′ (Ω)
≤ C1 ‖v‖Lp(Ω) ‖ϕ‖W 2,p′ (Ω) + C2 ‖∆v‖[Xr′,p′ (Ω)]∗ ‖ϕ‖W 2,p′ (Ω) (4.5)
≤ C3
(





‖v‖Lp(Ω) + ‖∆v‖[Xr′,p′ (Ω)]∗
)
‖u‖W 1/p,p′ (Γ)
≤ C ‖v‖T p,r(Ω) ‖u‖W 1/p,p′ (Γ) . (4.6)
C3 = max {C1, C2} e C = CC3.
Nas expressões (4.5) e (4.6) foram usados os seguintes fatos: o operador laplaciano ∆




(Ω) e a desigualdade (4.4), respectivamente. Como
‖vτ‖W−1/p,p = sup
0 6=ϕ∈W 1/p,p′ (Γ)






vem que ‖vτ‖W−1/p,p ≤ C ‖v‖T p,r(Ω).
Portanto, a transformação linear v 7−→ vτ |Γ denida sobre D3(Ω) é limitada na norma
de T p,r(Ω). Pelo Teorema da Continuidade e Limitação (6.25), γτ é contínua em T p,r(Ω).
Como W−1/p,p(Γ) é espaço normado então pelo Teorema do espaço dual (6.26) seu dual








Soluções muito fracas para o problema
de Stokes
5.1 Denição de Soluções muito fracas
Relembre o Problema de Stokes citado na Introdução. Seja Ω um conjunto aberto,
limitado e Lipschitz de R3 com fronteira Γ. Sejam f , h funções denidas em Ω e g função
denida sobre Γ com h e g satisfazendo condições de compatibilidades adequadas. O
Problema de Stokes consiste em encontrar um par de funções (u, q) solução do sistema:
(S)

−ν∆u+∇q = f em Ω,
divu = h em Ω,
u = g sobre Γ.
Neste trabalho é de interesse estudar as soluções no caso em que




















Sendo que h e g satisfazem a condição de compatibilidade∫
Ω
h(x)dx =< g · n, 1 >
W−1/p,p(Γ),W1/p,p′ (Γ)
. (5.2)
O coeciente de viscosidade do uído assumirá o valor unitário, isto é, ν = 1.
Procura-se então, trabalhar na maior classe possível de funções mantendo a unicidade
de solução. Neste contexto, introduz-se o conceito de solução muito fraca.
31
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Denição 5.1 (Solução muito fraca do Problema de Stokes). Diz-se que (u, q) ∈
Lp(Ω)×W−1,p(Ω) é uma solução muito fraca do Problema de Stokes (S) se as seguintes























u · ∇πdx = −
∫
Ω
hπdx+ < g · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)
. (5.4)
Para que as igualdades (5.3) e (5.4) façam sentido, as integrais devem ser nitas e






Como ϕ ∈ Y p′(Ω) então ∆ϕ ∈ Lp
′
(Ω). Já que a função u está em Lp(Ω) e pela Desigual-
dade de Hölder (veja apêndice) tal integral é nita.





Como q ∈ W−1,p(Ω), ϕ ∈ Y p′(Ω) ↪→Xr′,p′(Ω) (lema (4.3)) donde divϕ ∈ W 1,p
′
0 (Ω), então

















Como g ∈ W−1/p,p(Γ) então sua componente tangencial gτ também está no mesmo es-




′,p′(Γ) = W 1/p,p
′







Sendo π um elemento de W 1,p
′
(Ω) então o gradiente de π está em Lp
′
(Ω). Novamente u





Se h ∈ Lp(Ω), de π ∈ W 1,p′(Ω) ⊂ Lp′(Ω) vem que tal integral é nita. Caso h ∈ Lr(Ω)
pela imersão W 1,p
′
(Ω) ↪→ Lr′(Ω), do lema (4.2), segue o mesmo resultado.
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g) < u · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)
:
Este produto de dualidade está bem denido com π ∈ W 1,p′(Ω). Pelo teorema (4.5), com
s = 1 vem que
γ0 : W
1,p′ −→ W 1−1/p′,p′(Γ) = W 1/p,p′(Γ)
ou seja, π|Γ = γ0π ∈ W 1/p,p
′
(Γ).
5.2 Diferença fundamental entre Soluções fracas clássi-
cas e Soluções muito fracas
No contexto de Soluções do Problema de Stokes é relevante, neste momento, fazer uma
distinção entre Soluções fracas clássicas e Soluções muito fracas.
Em Soluções fracas clássicas deseja-se encontrar soluções utilizando produtos internos





fv dx, com v ∈ V . (5.5)
A força externa em (5.5) pertence ao espaço L2(Ω)(ouH−1(Ω)) e a solução encontrada
(u, q) está no espaço cartesiano (H10(Ω), L
2(Ω)/R) e observando que γ0u = 0. Consulte
o capítulo (3) para ver os resultados deste tipo de solução.
No que tange a Soluções muito fracas, duas parcelas apresentadas na primeira igual-
dade da denição (5.1)têm a conguração:∫
Ω




, sendo ϕ ∈ Y p′(Ω).
A força f , neste estudo, está num espaço mais geral [Xr′,p′(Ω)]∗. Agora, a solução
(u, q) mora em Lp(Ω) ×W−1,p(Ω). Note que os operadores laplaciano e divergente são
aplicados sobre uma função teste ϕ ∈ Y p′(Ω) . Isto signica que a responsabilidade
de ter propriedades que possibilitem o uso de tais operadores é de outra função, podendo
a solução (u, q) pertencer a espaços cartesianos bem mais amplos comparados aos das
Soluções fracas clássicas.
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5.3 Proposições e teoremas de Soluções muito fracas
O primeiro resultado apresenta uma forma equivalente de trabalhar com a denição de
solução muito fraca. Ela mostra que se um par de funções satisfaz o sistema de equações
do Problema de Stokes no sentido de distribuição, a ser especicado na proposição, então
ela é uma solução muito fraca.
Proposição 5.2 (proposição 1). Suponha que f , h, g satisfaçam (5.1) . Então as seguintes
armações são equivalentes:
(i) (u, q) ∈ Lp(Ω)×W−1,p(Ω) é uma solução muito fraca de (S),
(ii) (u, q) ∈ Lp(Ω) ×W−1,p(Ω) satisfaz o sistema (S) no sentido das distribuições em
[Xr′,p′(Ω)]



































− < gτ ,∇ψ · n >
W−1/p,p(Γ),W 1/p,p′ (Γ)
.

















= 0, ∀ψ ∈ D3(Ω).
Dada ϕ ∈ Xr′,p′(Ω), pela densidade D3(Ω) em Xr′,p′(Ω)(lema (4.6)) existe uma se-
quência (ϕm)m∈N ⊂ D3(Ω) tal que limm→∞ϕm = ϕ em W 1,r
′
(Ω). Para cada m ∈ N,
< −∆u+∇q − f ,ϕm >[Xr′,p′ (Ω)]∗,Xr′,p′ (Ω)
= 0.
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Tomando o limite quando m→∞ na igualdade anterior e lembrando da continuidade









= 0, ∀ϕ ∈Xr′,p′(Ω).

















para toda ϕ ∈Xr′,p′(Ω), donde ∇q ∈ [Xr′,p′(Ω)]∗. Logo,
−∆u = −∇q + f em [Xr′,p′(Ω)]∗ .
Também sendo D(Ω) denso em Lr′(Ω) e tomando π ∈ D(Ω) em (5.4), vem que∫
Ω
u · ∇πdx = −
∫
Ω




u · ∇πdx = −
∫
Ω










isto é, divu− h = 0 em D′(Ω) e já que h ∈ Lr(Ω) segue que divu = h em Lr(Ω). Como







hπdx+ < g · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)
vem, pelo lema (4.7),













(divu− h)πdx =< u · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)






(divu− h)πdx = 0 donde,
< u · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)
=< g · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)
,
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isto é, u · n = g · n em W−1/p,p(Γ).
















































































isto é, uτ = gτ emW
−1/p,p(Γ). Mas u = uτ + (u ·n)~n e g = gτ + (g ·n)~n, donde u = g
em W−1/p,p(Γ), já que u · n = g · n neste mesmo espaço.
(ii) Suponha que (u, q) ∈ Lp(Ω) ×W−1,p(Ω) satisfaça o sistema (S) no sentido de dis-
tribuição em [Xr′,p′(Ω)]
∗ na primeira equação, em Lr(Ω) na segunda e emW−1/p,p(Γ) na
terceira. Como u = g sobre Γ, u = uτ + (u · n)~n e g = gτ + (g · n)~n então uτ = gτ e
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Seja ϕ ∈ Y p′(Ω). Pelo lema (4.3), ϕ ∈ Xr′,p′(Ω). Pelos lemas (4.6) e (4.9) e pela












































Segue então a igualdade (5.3) na denição de solução muito fraca do Problema de
Stokes. Observe que para usar o lema (4.9), u deve estar em T p,r(Ω), isto é, u ∈ Lp(Ω)
e ∆u ∈ [Xr′,p′(Ω)]∗. Por hipótese f ∈ Xr′,p′(Ω) e a primeira equação do sistema (S)
é satisfeita no sentido de distribuição em Xr′,p′(Ω) e pelo lema (4.6) ∇q ∈ [Xr′,p′(Ω)]∗
tem-se ∆u ∈ [Xr′,p′(Ω)]∗. De modo análogo, u ∈Hp,r(div,Ω), pois divu = h ∈ Lr(Ω).
Dada π ∈ W 1,p′(Ω) , como

























< u · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)
=< g · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)
,











hπdx+ < g · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)
.
Desta forma, a igualdade (5.4) é satisfeita.

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A proposição seguinte revela que existe única solução muito fraca do Problema de Stokes
quando se considera o caso da força externa sendo nula, a componente normal da função
na fronteira também nula e o uído incompressível (divu = 0).
Proposição 5.3. Sejam p qualquer número real com 1 ≤ p ≤ ∞ e Ω um conjunto aberto,
limitado e conexo de R3 de classe C1,1. Seja a condição de fronteira g satisfazendo
g ∈W−1/p,p(Γ), g · n = 0.
Então o Problema de Stokes
(S2)

−∆u+∇q = 0 em Ω,
divu = 0 em Ω,
u = g sobre Γ.
tem exatamente uma solução muito fraca (u, q) ∈ Lp(Ω) × W−1,p(Ω)/R . Além disto,
existe uma constante C dependendo apenas de p e de Ω tal que
‖u‖Lp(Ω) + ‖q‖W−1,p(Ω) ≤ C ‖g‖W−1/p,p(Ω) . (5.6)
Demonstração:
Provar-se-á que se o par de funções (u, q) ∈ Lp(Ω)×W−1,p(Ω)/R satisfaz
−∆u +∇q = 0 em [Xp′(Ω)]∗ e divu = 0 em Lp(Ω) então u pertence a T p,0(Ω) e desta
forma a condição de fronteira u = g faz sentido. Para isto, observe que pelo lema (4.6)
se uma função q ∈ W−1,p(Ω)/R então ∇q está em [Xp′(Ω)]∗. Por denição, u ∈ T p,0(Ω)
e seu traço pertence a W−1/p,p(Γ) pelo teorema (4.5).










isto é, ∇q ∈ [Xp′(Ω)]∗ e
‖∇q‖[Xp′ (Ω)]∗ ≤ C ‖q‖W−1,p(Ω)/R .
Como −∆u + ∇q = 0 em [Xp′(Ω)]∗, ∇q ∈ [Xp′(Ω)]∗ e, portanto tem-se que ∆u ∈
[Xp′(Ω)]
∗ (u ∈ T p,0(Ω)) então tal igualdade vale em [Xp′(Ω)]∗, isto é,
< −∆u+∇q,ϕ >[Xp′ (Ω)]∗,Xp′ (Ω)= 0.
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Agora prova-se que o sistema (S2) é equivalente ao problema variacional : encontrar
u ∈ Lp(Ω) e q ∈ W−1,p(Ω)/R tal que:∫
Ω










∀w ∈ Y p′(Ω), ∀π ∈ W 1,p
′
(Ω).
Seja (u, q) a solução de (S2) . Por hipótese g·n = 0, de g = gτ+gn = gτ+(g·n)~n = gτ
e u = g sobre Γ vem que u ·n = 0, donde uτ = gτ = g igualdades estas válidas no sentido
de W−1/p,p(Γ). Usando os lemas (4.9) e (4.6) para toda w ∈ Y p′(Ω):
0 = < −∆u+∇q,w >[Xp′ (Ω)]∗,Xp′ (Ω)


































Além disto, para toda π ∈ W 1,p′(Ω) e divu = 0 em Lp(Ω) tem-se∫
Ω








Isto mostra que o par (u, q) é a solução da formulação variacional (5.7). Recipro-
camente, se (u, q) satisfaz a formulação variacional (5.7), então para π ≡ 0 ∈ W 1,p′(Ω)
tem-se que∫
Ω













= − < g,∇w · n >
W−1/p,p(Γ),W 1/p,p′ (Γ)
Assim, se w ∈ D3(Ω) ⊂ Y p′(Ω) então ∇w ≡ 0 numa vizinhança de Γ. Usando inte-
gração por partes na integral da igualdade anterior e usando o lema (4.6) vem que∫
Ω




= 0 ou ainda,















Como D3(Ω) é denso em Xp′(Ω), conclui-se que a última igualdade também vale
também para ∀w ∈ Xp′(Ω) e donde, segue que −∆u + ∇q = 0 em [Xp′(Ω)]∗. Da











































































Para w ∈ Y p′(Ω) vem que ∂w∂n ∈ Zp′(Γ) e portanto, 0 = (u − g) ∈ [Zp′(Γ)]
∗; logo
(u − g) ∈ W−1/p,p(Ω)(Γ) e (u − g) · n = 0. Agora, por hipótese g · n = 0 donde
u · n = 0 = g · n em W−1/p,p(Γ). Portanto, u− g = 0 em W−1/p,p(Γ).
Também, para π ∈ W 1,p′(Ω) tem-se, pelo lema (4.7)∫
Ω
u · ∇π dx+
∫
Ω






u · ∇π dx = 0 e u · n = 0 em W−1/p,p(Γ) segue que∫
Ω
π divu dx = 0.
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Em particular, se π ∈ D′(Ω) então
∫
Ω
π divu dx = 0. Como D(Ω) é denso em Lp′(Ω)
segue que esta última igualdade é válida para qualquer π ∈ Lp′(Ω) donde conclui-se que
divu ∈ [Lp′(Ω)]∗, ou seja, divu = 0 em Lp(Ω).
Agora resolve-se o problema (5.7). De acordo com o teorema (3.8) aplicado com
m = 2, para cada f ∈ Lp′(Ω) e ϕ ∈ W 1,p
′
0 (Ω) ∩ L
p′






−∆w +∇π = f em Ω,
divw = ϕ em Ω,
w = g sobre Γ.
Além disto, pela continuidade da transformação γ1 : W 2,p
′
(Ω) −→ W 1/p,p′(Γ)(teorema








e para toda w ∈ Y p′(Ω) tem-se:∣∣∣∣< gτ , ∂w∂n >W−1/p,p(Γ),W 1/p,p′ (Γ)





≤ C6 ‖g‖W−1/p,p(Γ) ‖w‖W 2,p′ (Ω)
≤ C6 ‖g‖W−1/p,p(Γ)
(










‖f‖Lp′ (Ω) + ‖ϕ‖W 1,p′ (Ω)
)
. (5.10)
Com C8 = C6C7. Da expressão (5.8) para (5.9) usou-se a propriedade de regularidade
elítica associada ao Problema de Stokes (S3).





diz que a transformação
















com norma limitada por
C8 ‖g‖W−1/p,p(Γ).
Observando que Lp(Ω) = [Lp
′




0 (Ω) é W
−1,p(Ω)/R,
pelo Teorema da Representação de Riesz existe um único par (u, q) ∈ Lp(Ω)×W−1,p(Ω)/R
satisfazendo o sistema (S3) e a limitação (5.6).

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Denomina-se Problema de Laplace com condição de Neumann (LN) o seguinte sistema
de equações:
(LN)
 −∆φ = ρ em Ω,∂φ
∂n
= σ sobre Γ.
Dene-se Kp o seguinte conjunto:
Kp = {v ∈ Lp(Ω); ∆v ∈ Lp(Ω)} .
Sendo este um espaço de Banach reexivo com norma:
‖v‖Kp = ‖v‖Lp(Ω) + ‖∆v‖Lp(Ω) .
O próximo resultado será um auxílio no desenvolvimento do teorema (5.7).
Teorema 5.4. Seja Ω um conjunto aberto e limitado de R3 de classe C1,1. Para toda
ρ ∈ Lp(Ω) e σ ∈ W−1−1/p,p(Γ) satisfazendo a condição de compatibilidade∫
Ω
ρ(x)dx = − < σ, 1 >W−1−1/p,p(Γ),W 1+1/p,p′ (Γ),







O próximo lema será utilizado no lema (5.6).






= 1 então ∇ · F0 ∈W−1,r(Ω).
Demonstração: Ponha
F0 =
 f11 f12 f13f21 f22 f23
f31 f32 f33
 .























W−1,r(Ω), para k = 1, 2, 3. Seja ϕ = (ϕ1, ϕ2, ϕ3) ∈ D3(Ω).















Como D(Ω) em Lr′(Ω) então dada ψ ∈ Lr′(Ω) existe sequência (ψm)m∈N ⊂ D3(Ω) tal
que limm→∞ ψm = ψ em Lr
′













>Lr(Ω),Lr′ (Ω) . (5.11)















A denição do espaço Xr,p(Ω) foi dada no capítulo 2; o próximo lema apresenta uma
caracterização dos elementos no espaço dual [Xr,p(Ω)]
∗.






f = ∇ · F0 +∇f1. (5.12)
Além disto,
||f ||[Xr,p(Ω)]∗ = max
{
||fij||Lr′ (Ω), 1 ≤ i, j ≤ 3, ||f1||W−1,p′ (Ω)
}
.
Reciprocamente, se f satisfaz (5.12), então f ∈ [Xr,p(Ω)]∗.
Demonstração:
Antes de iniciar a demonstração deste resultado, vale a pena introduzir os seguintes es-
paços para uma melhor compreensão:
Lr(Ω) = {M = (fij)i,j=1,2,3; fi,j ∈ Lr(Ω)},
Ws,r(Ω) = {M = (fij)i,j=1,2,3; fij ∈ W s,r(Ω)}.
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Observe que
M =
 f11 f12 f13f21 f22 f23
f31 f32 f33
 .




‖hij‖Lr(Ω) + ‖h1‖W 1,p0 (Ω) , ∀ h = (H0, h1) ∈ E,
com H0 = (hij)1≤i,j≤3.
Considere aplicação T : ϕ ∈ Xr,p(Ω) 7−→ (∇ϕ, divϕ) ∈ E. Dada ϕ ∈ Xr,p(Ω) tem-
se que






+ ‖divϕ‖W 1,p0 (Ω)
= ||∇ϕ||Lr(Ω) + ||divϕ||W 1,p0 (Ω) = ||ϕ||W 1,r0 (Ω) + ||divϕ||W 1,p0 (Ω) = ||ϕ||Xr,p(Ω),
donde T é uma isometria de Xr,p(Ω) em E.
Ponha G = T (Xr,p(Ω)) com a topologia de E. e dena P : Xr,p(Ω)→ G.
a) P é injetora:
Dada ϕ ∈ Ker(P ), isto é, Pϕ = 0. Pela isometria 0 = ||Pϕ||E = ||ϕ||Xr,p(Ω), ou ainda,
||ϕ||W 1,r(Ω) + ||divϕ||W 1,p0 (Ω) = 0 =⇒ ||ϕ||W 1,r(Ω) = ||divϕ||W 1,p0 (Ω) = 0, dondeϕ ≡ 0.
Como P é linear, já que os operadores gradiente e divergente são lineares, então, pelo
teorema (6.23), segue a injetividade. Aqui, Ker(L) = {u ∈ A;Lu = 0}(núcleo), onde
L : A −→ B é uma transformação linear entre os espaços vetoriais A e B.
b) P é sobrejetora:
Dada ψ ∈ G, como G = T (Xr,p(Ω)) vem que existe ϕ ∈ Xr,p(Ω) tal que Tϕ = ψ.
Pela denição de P vem que Pϕ = ψ. Logo, P é sobrejetora. Portanto, P é bijetora.
Dena S := P−1 : G→Xr,p(Ω) .
Então para toda f ∈ [Xr,p(Ω)]∗ pode-se denir uma forma linear e contínua
ψ : G → R
h 7−→ ψ(h),
com ψ(h) =< f , Sh >[Xr,p(Ω)]∗,Xr,p(Ω).
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Devido ao Teorema de Hahn-Banach, tal aplicação pode ser estendida para uma forma
linear e contínua em E denotada por F tal que ‖F ‖E∗ = ‖f‖[Xr,p(Ω)]∗ . Além disto,
pela caracterização dos espaços duais de W 1,r0 (Ω) e W
1,p
0 (Ω), e da caracterização E
∗ =
Lr′(Ω) ×W−1,p′(Ω) existem F0 = (fij)1≤i,j≤3 ∈ Lr
′
(Ω) e f1 ∈ W−1,p
′
(Ω) tais que: para
toda h = (H0, h1) ∈ E,
< F ,h >E∗,E=
3∑
i,j=1
< fij, hij >Lr′ (Ω),Lr(Ω) + < f1, h1 >W−1,p′ (Ω),W 1,p0 (Ω)
,
com ‖F ‖E∗ = max
{
‖fij‖Lr′ (Ω) , 1 ≤ i, j ≤ 3; ‖f1‖W−1,r′ (Ω)
}
.
Para h = T (ϕ) = (∇ϕ, divϕ) ∈ G com ϕ ∈ D3(Ω) tem-se




























, ϕi >W−1,p′ (Ω),W 1,p0 (Ω)
− < ∇f1,ϕ >[Xr′,p′ (Ω)]∗,Xr′,p′ (Ω)
= − < ∇ · F0,ϕ >[Xr′,p′ (Ω)]∗,Xr′,p′ (Ω) − < ∇f1,ϕ >[Xr′,p′ (Ω)]∗,Xr′,p′ (Ω)
= < −∇ · F0 −∇f1,ϕ >[Xr′,p′ (Ω)]∗,Xr′,p′ (Ω) .
Como F |G = ψ então para toda h = T (ϕ) tem-se < F ,h >= ψ(h), com ϕ ∈ D3(Ω).
Para ϕ ∈ D3(Ω) considere,
< −∇ · F0 −∇f1,ϕ >[Xr,p(Ω)]∗,Xr,p(Ω) = < F ,h >E∗,E= ψ(h)
= < f , Sh >[Xr,p(Ω)]∗,Xr,p(Ω)
= < f , P−1h >[Xr,p(Ω)]∗,Xr,p(Ω)
= < f , P−1T (ϕ) >[Xr,p(Ω)]∗,Xr,p(Ω)
= < f ,ϕ >[Xr,p(Ω)]∗,Xr,p(Ω) .
Assim,
< −∇ · F0 −∇f1,ϕ >[Xr,p(Ω)]∗,Xr,p(Ω)=< f ,ϕ >[Xr,p(Ω)]∗,Xr,p(Ω), ∀ϕ ∈ D3(Ω).
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Como D3(Ω) é denso em Xr,p(Ω) segue que esta última igualdade é válida para toda
ϕ ∈Xr,p(Ω), isto é,
f = −∇ · F0 −∇f1 em [Xr,p(Ω)]∗.
Reciprocamente, sendo f1 um elemento em W−1,p
′
(Ω) pelo lema (4.6) vem que ∇f1 ∈
[Xr,p(Ω)]
∗. Pela denição de Xr,p(Ω) tem-se que Xr,p(Ω) ⊂ W 1,r0 (Ω). Por dualidade
W−1,r
′
(Ω) ⊂ [Xr,p(Ω)]∗. Dada F0 ∈ Lr
′
(Ω), como feito anteriormente, ∇·F0 ∈W−1,r
′
(Ω).
Desta forma, ∇ · F0 ∈ [Xr,p(Ω)]∗. Como f = ∇ · F0 +∇f1 então f ∈ [Xr,p(Ω)]∗.

Proposição 5.7. Sejam
f ∈ [Xp′(Ω)]∗ , h ∈ Lp(Ω), g ∈W−1/p,p(Γ),
satisfazendo a condição de compatibilidade (5.2). Então o Problema de Stokes (S) tem
exatamente uma solução muito fraca (u, q) ∈ Lp(Ω) ×W−1,p(Ω)/R. Além disto, existe
uma constante C > 0 dependendo apenas de p e Ω tal que:
||u||Lp(Ω) + ||q||W−1,p(Ω)/R ≤ C
(
||f ||[Xp′ (Ω)]∗ + ||h||Lp(Ω) + ||g||W−1/p,p(Γ)
)
.
Além disto, u ∈ T p(Ω) e
||u||T p(Ω) ≤ C
(








Considere o seguinte problema equivalente: Encontrar (u, q) ∈ Lp(Ω) ×W−1,p(Ω)/R






















Note que a equação (5.13) foi obtida somando-se as equações (5.3) e (5.4), considerando
g · n = 0.
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O objetivo de se trabalhar no espaço dual é a possibilidade de encontrar solução. De-
note X := Lp′(Ω)×W 1,p
′
0 (Ω). Assim, X ∗ = [Lp
′




Note que as soluções são procuradas em X ∗. Como os espaços Lp(Ω) e W−1,p(Ω) são re-
exivos, pela proposição (6.22) e teorema (6.30), respectivamente, [Lp(Ω)]∗ e [W−1,p(Ω)]∗
também são reexivos pelo teorema (6.31). Como o produto cartesiano de dois espaços
reexivos é reexivo então [Lp(Ω)]∗ × [W−1,p(Ω)]∗ é reexivo. Desta forma, pelo lema
(6.18), [Lp(Ω)]∗ e [W−1,p(Ω)]∗ podem ser identicados isomorfo e isometricamente com
os seus biduais, isto é, [Lp(Ω)]∗ ∼= [[Lp(Ω)]∗]∗∗ e [W−1,p(Ω)]∗ ∼= [[W−1,p(Ω)]∗]∗∗(veja lema
(6.18)). Mas,
X ∗∗ = [X ∗]∗ ∼= [Lp(Ω)×W−1,p(Ω)]∗ ∼= [Lp(Ω)]∗ × [W−1,p(Ω)]∗
∼= [[Lp
′













0 (Ω) = X . Isto é, X ∗∗ ∼= X .
Além disto, dada uma solução (u, q) ∈ X ∗∗, pela isometria ,‖u‖Lp(Ω) = ‖∆w‖[Lp(Ω)]∗
e ‖q‖W−1,p(Ω) = ‖∇π‖[W 1,p′0 (Ω)]∗ , com (w, π) solução do problema dual de Stokes. Via
Teorema da Representação de Riesz, obtém-se uma dupla de funções, por meio de uma
transformação linear e contínua, solução da equação (5.13) e por meio do Problema de
Neumann, cuja solução é única, chega-se a solução do problema inicial. O seguinte dia-
grama relaciona a reexividade dos espaços X ,X ∗∗ e a relação entre X ,X ∗ via teorema.
X




X ∗ // X ∗∗
A solução do problema dual é o par (w, π). Pela denição de Y p′(Ω), o laplaciano dew
está em Lp
′
(Ω) e como π ∈ W 1,p′(Ω) tem-se que o gradiente de π está em Lp′(Ω); portanto
−∆w +∇π está em Lp′(Ω), o qual é o dual de Lp(Ω). Além disto, como w ∈ Y p′(Ω) o
divergente de w está em W 1,p
′
0 (Ω) cujo dual é o W
−1,p(Ω), espaço no qual está q.
Ponha J1 :=







∣∣∣∣< f ,w >[Xp′ (Ω)]∗,Xp′ (Ω)
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Avaliando-se cada módulo na igualdade J2 tem-se que
•
∣∣∣∣< f ,w >[Xp′ (Ω)]∗,Xp′ (Ω)
∣∣∣∣ ≤ ||f ||[Xp′ (Ω)]∗ ||w||Xp′ (Ω) ≤ C̃||f ||[Xp′ (Ω)]∗ ||w||W 2,p′ (Ω),
pelo imersão contínua de Y p′(Ω) em Xp′(Ω) (lema (4.3)).
•
∣∣∣∣< gτ , ∂w∂n >W−1/p,p(Γ),W 1/p,p′ (Γ)





Observe que pelo teorema (4.5), item (ii), para s = 2, vem que a derivada normal de w
está em W 1−1/p
′,p′(Γ).
Denote gn = (g · n)~n. Como g = gτ + gn em Γ e g · n = 0 então
‖gτ‖W−1/p,p(Γ) = ‖g‖W−1/p,p(Γ) .
Usando a continuidade do operador traço da derivada normal denido de W 2,p
′
(Ω)
com valores em W 1−1/p
′,p′(Γ), pelo teorema (4.5), item (i), para s = 2, vem que existe




≤ C1||w||W 2,p′ (Ω).












J2 ≤ C̃||f ||[Xp′ (Ω)]∗||w||W 2,p′ (Ω)+||g||W−1/p,p(Γ)C1||w||W 2,p′ (Γ)+||h||Lp(Ω)C||π||W 1,p′ (Ω) =: J3.
Agora,
C̃||f ||[Xp′ (Ω)]∗ ||w||W 2,p′ (Ω) ≤ ||f ||[Xp′ (Ω)]∗(C̃||w||W 2,p′ (Ω) + C||π||W 1,p′ (Ω)),
||g||W−1/p,p(Γ)C1||w||W 2,p′ (Γ) ≤ ||g||W−1/p,p(Γ)C1(C̃||w||W 2,p′ (Γ) + C||π||W 1,p′ (Ω)),
C||h||Lp(Ω)||π||W 1,p′ (Ω) ≤ ||h||Lp(Ω)(C̃||w||W 2,p′ (Γ) + C||π||W 1,p′ (Ω)).
Desta forma,
J3 ≤ (C̃||w||W 2,p′ (Ω) + C||π||W 1,p′ (Ω))(||f ||[Xp′ (Ω)]∗ + C1||g||W−1/p,p(Γ) + ||h||Lp(Ω))
≤ C3(||w||W 2,p′ (Ω) + ||π||W 1,p′ (Ω))C4(||f ||[Xp′ (Ω)]∗ + ||g||W−1/p,p(Γ) + ||h||Lp(Ω)) =: J4.
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, C4 = max {C1; 1} .
Em particular, sendo (w, π) ∈ Y p′(Ω)×W 1,p
′




−∆w +∇π = F em Ω,
divw = ϕ em Ω,
w = 0 sobre Γ.
Vale a seguinte propriedade regularidade elítica :
||w||W 2,p′ (Ω) + ||π||W 1,p′ (Ω)/R ≤ C2
(




J4 ≤ C(||F ||Lp′ (Ω) + ||ϕ||W 1,p′ (Ω))(||f ||[Xp′ (Ω)]∗ + ||g||W−1/p,p(Γ) + ||h||Lp(Ω)) =: J5,
com C = C3C2C4.
Armação 5.8. A transformação
T : Lp
′
(Ω)× (W 1,p′(Ω) ∩ Lp
′
0 (Ω)) −→ R
(F , ϕ) 7−→ T (F , ϕ)

















0 (Ω) ∩ L
p′
0 (Ω)).
Observe que dado (F , ϕ) ∈ Lp′(Ω)× (W 1,p′(Ω)∩Lp
′
0 (Ω)) obtém-se, pelo sistema (PD),
o par de funções (w, π) ∈ Y p′(Ω)×W 1,p
′
(Ω)/R. A transformação T leva o par (F , ϕ) em














(b) T é linear:
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com (w1, π1), (w2, π2) ∈ Y p′(Ω) ×W 1,p
′
(Ω)/R soluções únicas dos Problemas de Stokes
duais:
−∆w1 +∇π1 = F 1 em Ω,
divw1 = ϕ1 em Ω,
w1 = 0 sobre Γ.
(5.14)
−∆w2 +∇π2 = F 2 em Ω,
divw2 = ϕ2 em Ω,
w2 = 0 sobre Γ.
(5.15)
Somando membro a membro as respectivas equações dos sistemas (5.14) e (5.15) e
observando que os operadores laplaciano(∆), gradiente (∇) e divergente(div) são lineares,
−∆(w1 +w2) +∇(π1 + π2) = F 1 + F 2 em Ω,
div(w1 +w2) = ϕ1 + ϕ2 em Ω,
w1 +w2 = 0 sobre Γ.
Assim,



















































vem que T (F 1 + F 2, ϕ1 + ϕ2) = T (F 1, ϕ1) + T (F 2, ϕ2).
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Agora, para α ∈ R, considere o sistema
α(−∆w +∇π) = αF em Ω,
α(divw) = αϕ em Ω, donde,
αw = α0 sobre Γ.
−∆(αw) +∇(απ) = αF em Ω,
div(αw) = αϕ em Ω,
αw = 0 sobre Γ.
Desta forma,


























= αT (F , ϕ).
(a) T é contínua:
Por J5, segue a limitação de T com norma majorada por
C(||f ||[Xp′ (Ω)]∗ + ||g||W−1/p,p(Γ) + ||h||Lp(Ω)). Pelo Teorema da continuidade e limitação
(6.25), vem que T é contínua, já que é linear.
Pelo Teorema da Representação de Riesz existe um único par
(u, q) ∈ Lp ×W−1,p(Ω)/R tal que
T (F , ϕ) =
∫
Ω





para qualquer (F , ϕ) ∈ Lp′(Ω)× [W 1,p
′
0 (Ω) ∩ L
p′
0 (Ω)]. Em particular vale
T (F ,−ϕ) =
∫
Ω












Mas,−∆w +∇π = F e divw = ϕ em Ω, donde
T (F , ϕ) =
∫
Ω




Desta forma, a igualdade (5.13) é satisfeita.
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ii): Suponha agora que
∫
Ω
h(x)dx =< g · n, 1 >
W−1/p,p(Γ),W1/p,p′ (Γ)
e considere o Prob-
lema de Neumann: encontrar θ ∈ W 1,p(Ω)/R tal que:
(N)
 ∆θ = h em Ω,∂θ
∂n
= g · n sobre Γ.





+ ||g · n||
W−1/p,p(Γ)
).
Colocando-se u0 = ∇θ, onde θ é a solução do problema de Neumann acima, tem-se,
pelo passo (i), que existe uma única solução (z, q) ∈ Lp(Ω)×W−1/p,p(Ω)/R do problema:
−∆z +∇q = f +∇h em Ω,
divz = 0 em Ω.
z = g − u0|Γ sobre Γ.
Pelo lema (5.6) implica que ∇h ∈ [Xp′(Ω)]∗ e g−u0|Γ satisfaz a hipótese do passo (i).
Finalmente, o par de funções (u, q) = (z + u0, q) é a solução requerida.
Suponha θ a única solução do problema de Neumann. Assim,
∂θ
∂n
= g · n, mas
∂θ
∂n
= ∇θ · n = u0 · n, assim
u0 · n = g · n em W−1/p,p(Γ). (5.16)
Como z = g − u0|Γ sobre Γ e por (5.16), vem que zτ = gτ − u0τ . Observe que
divu0 = div∇θ = ∆θ = h em Ω.
Dada ϕ ∈ Y p′(Ω) considere
I1 : = −
∫
Ω
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Pelo lema (4.6), < ∇q,ϕ >[Xp′ (Ω)]∗,Xp′ (Ω)= − < q, divϕ >W−1,p(Ω),W1,p′0 (Ω)
. Deseja-se
usar a fórmula de Green dada pelo lema (4.9). Para isto é necessário que as hipóteses
de tal lema sejam satisfeitas. Como foi mostrado na proposição (5.2) ∆z ∈ [Xp′(Ω)]∗ e
sendo z um elemento de Lp(Ω) então z ∈ T p(Ω). Como ∆u0 = ∇h e u0 ∈ Lp(Ω) vem











































































I1 = I2 + I3+ < ∇q,ϕ >[Xp′ (Ω)]∗,Xp′ (Ω)













+ < ∇q,ϕ >[Xp′ (Ω)]∗,Xp′ (Ω)
































(z + u0)∇πdx =
∫
Ω
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Como feito anteriormente, usa-se a fórmula de Green (lema (4.7)). Como z ∈ Lp(Ω)
e divz = 0 ∈ Lp(Ω) então z ∈ Hp,p(Ω). Sendo u0 ∈ Lp(Ω) e divu0 ∈ Lp(Ω) segue que





divzπdx+ < z · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)
























hπdx+ < z · n, π >
W−1/p,p(Γ),W1/p,p′ (Γ)














Teorema 5.9. Sejam f , h, g satisfazendo (5.1) e (5.2). Então, o Problema de Stokes
(S) tem exatamente uma solução muito fraca (u, q) ∈ Lp(Ω)×W−1,p(Ω)/R. Além disto,









∗ + ||h||Lr(Ω) + ||g||W−1/p,p(Γ)
)
.







∗ + ||h||Lr(Ω) + ||g||W−1/p,p(Γ)
)
.
Em particular, se f ∈ W−1,r0(Ω) e h ∈ Lr0(Ω) com r0 = 3p/(3 + p), então (u, q) ∈
Lp ×W−1,p(Ω), com as estimativas correspondentes.
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Demonstração:
Deseja-se usar as hipóteses f ∈ [Xr′,p′(Ω)]∗ e h ∈ Lr(Ω) em vez de f ∈ [Xp′(Ω)]∗ e
h ∈ Lp(Ω), aparecendo na denição de solução muito fraca do Problema (S), então as
diferenças na prova são relacionadas a:
< f ,w >[Xr′,p′ (Ω)]
∗
,Xr′,p′ (Ω)
para w ∈ Y p′(Ω)








, o qual é o caso denido no lema (4.9).
Portanto, o mesmo estudo pode ser feito, apenas substituindo a limitação ||f ||[Xp′ (Ω)]∗
por ||f ||[Xr′,p′ (Ω)]∗ .
Agora, resolve-se o Problema (N) com h ∈ Lr(Ω). O Problema (N) é equivalente ao
problema: encontrar θ ∈ W 1,p(Ω)/R tal que:
∀ϕ ∈ W 1,p′(Ω),
∫
Ω

















, e como ϕ ∈ W 1,p′(Ω) então γ0ϕ ∈ W 1/p,p(Γ).
Suponha, inicialmente, que θ seja a solução do Problema de Neumann (N). Como θ ∈
W 1,p(Ω)/R vem que ∇θ ∈ Lp(Ω) e div∇θ = ∆θ = h ∈ Lr(Ω), donde ∇θ ∈ Hp,r(div,Ω).
Pelo lema (4.7), tem-se que∫
Ω





















para toda ϕ ∈ W 1,p′(Ω), ou seja, θ é a solução do problema variacional (5.17).
Reciprocamente, suponha que a igualdade (5.17) seja verdadeira para toda ϕ ∈ W 1,p′(Ω).
Por um lado, usando novamente o lema (4.7), tem-se∫
Ω
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Mas, por hipótese, tem-se∫
Ω
































Isto é, o funcional ∆θ−h aplicado a toda ϕ ∈ W 1,p′(Ω) é exatamente igual ao funcional
∂θ
∂n
− g · n denido em elementos no conjunto W 1/p,p′(Γ). Assim, tais funcionais são
necessariamente nulos, ou seja, ∆θ − h ≡ 0 em Ω e ∂θ
∂n
− g · n ≡ 0 em Γ. De fato, para
que os funcionais possam ser comparados, eles devem ter o mesmo domínio. Assim, o
funcional T := ∂θ
∂n
− g · n deve ser entendido como sendo a composição do funcional T
com o operador traço, nesta ordem. O domínio do operador traço deve ser tomado como
o W 1,p
′
(Ω) e o seu espaço de chegada como sendo W 1/p,p
′
(Γ) (conforme seção 5.1) e este
último, sendo o domínio do funcional T . Desta forma, o funcional T composto com o
operador traço tem por domínio o mesmo domínio do operador ∆θ − h e eles coincidem
em todos os elementos ϕ de W 1,p
′
(Ω). Portanto eles são iguais e como, pelo menos um
deles, é o funcional nulo, segue que o outro também deve ser.





hϕdx dene um elemento
do espaço dual [W 1,p
′
(Ω)/R]∗. De fato, ` está bem denido, é linear e contínuo.
(a) Boa denição :
Observe que pela condição (5.2)
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Dados ϕ ∈ W 1,p′(Ω) e k ∈ R,






= < g · n, ϕ >
W−1/p,p(Γ),W1/p,p′ (Γ)
























= < `, ϕ > −k < `, 1 >=< `, ϕ >,
donde < `, ϕ + k >=< `, ϕ >. Desta forma, < `, ψ >=< `, ϕ >, ∀ψ ∈ ϕ̇. Aqui, ψ é um
elemento na classe de equivalência de ϕ.
(b) Continuidade :
Como para toda ϕ̇ ∈ W 1,p′(Ω)/R e tal que ψ ∈ ϕ̇ tem-se que |< `, ψ >| = |< `, ϕ >|.












≤ ‖g · n‖W−1/p,p(Γ) ‖ϕ‖W 1/p,p′ (Γ) + ‖h‖Lr(Ω) ‖ϕ‖Lr′ (Ω) (5.18)
≤ ‖g · n‖W−1/p,p(Γ)C1 ‖ϕ‖W 1,p′ (Ω) + ‖h‖Lr(Ω)C2 ‖ϕ‖W 1,p′ (Ω) (5.19)
≤ C
(
‖g · n‖W−1/p,p(Γ) + ‖h‖Lr(Ω)
)
‖ϕ‖W 1,p′ (Ω) ,
com C = max {C1, C2}. Da desigualdade (5.18) para (5.19) foram usados o teorema (4.5),
item (ii) e imersão W 1,p
′
(Ω) ↪→ Lr′(Ω). Logo, ˜̀ é contínua em W 1,p′(Ω), e portanto, ` é




Das linearidades do funcional g ·n e da integral
∫
Ω
hϕdx segue que ` é linear. Além disto,












De fato, suponha ` 6≡ 0, ou seja, existe ϕ ∈ W 1,p′(Ω) tal que `(ϕ) 6= 0. Assim,




































Pelo Teorema de Babuška-Brezzi, veja em [8] e [5], o problema (N) tem uma única
solução θ ∈ W 1,p(Ω)/R e que satisfaz a estimativa:
||θ||W 1,p(Ω)/R ≤ C
(
||g · n||W−1/p,p(Γ) + ||h||Lr(Ω)
)
.




hϕdx = 0. Logo, h ≡ 0 em D′(Ω) e como h ∈ Lp(Ω) segue que h ≡ 0 em
Lp(Ω). Neste caso, o problema (N) se tranforma em
(N)
 −∆θ = 0 em Ω,∂θ
∂n
= g · n sobre Γ.
cujo resultado de existência e unicidade de solução é garantida no Corolário (4.12) em [3].







= 1 então ∇f1 ∈ W−1,p(Ω).











. Deseja-se mostrar que para








é linear e contínuo.












Dada ϕ ∈ Lp′(Ω), pela densidade de D(Ω) em Lp′(Ω) existe uma sequência (ϕm)m∈N ⊂
D(Ω) tal que limm→∞ ϕm = ϕ em Lp
′




, ϕm >W−1,p(Ω),W 1,p′0 (Ω)
= − < f1,
∂ϕm
∂xk
>Lp(Ω),Lp′ (Ω) . (5.20)







































, ϕm >W−1,p(Ω),W 1,p′0 (Ω)
(5.23)




ϕm >W−1,p(Ω),W 1,p′0 (Ω)
(5.24)







Da igualdade (5.21) para a igualdade (5.22) foi usado o Teorema da convergência
dominada de Lebesgue. A continuidade dos elementos de W−1,p(Ω) possibilitaram a
passagem do limite da igualdade (5.23) para (5.24). Como < f1,
∂ϕ
∂xk
>Lp(Ω),Lp′ (Ω) é linear
e contínuo então segue o resultado.

Corolário 5.11. Sejam f , h e g satisfazendo (5.2) e f = ∇ · F0 +∇f1 com F0 ∈ Lr(Ω),
f1 ∈ W−1,p(Ω), h ∈ Lr(Ω), g ∈ W 1−1/r,r(Γ). Então a velocidade-solução u dada pelo
teorema (5.9) pertence a W 1,r(Ω). Se, além disto, f1 ∈ Lr(Ω), então a pressão-solução
q dada pelo teorema (5.9) pertence a Lr(Ω). Em ambos os casos, tem-se as estimativas
correspondentes.
Demonstração:
Seja (u, q) ∈ Lp(Ω)×W−1,p(Ω)/R a solução dada pelo teorema (5.9).
De −∆u+∇q = f em [Xr′,p′(Ω)]∗ vem que
−∆u+∇q = ∇ · F0 +∇f1,
−∆u+∇q −∇f1 = ∇ · F0,
−∆u+∇(q − f1) = ∇ · F0.
Então,
−∆u+∇(q − f1) = ∇ · F0 em [Xr′,p′(Ω)]∗,
divu = h em Lr(Ω),
u = g sobre W 1−1/r,r(Γ).
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Como F0 ∈ Lr(Ω) então ∇ · F0 ∈ W−1,r(Ω), isto é, cada entrada do vetor ∇ · F0 per-









vem que g ∈ W−1/p,p(Γ). Pelo teorema (3.7), parte (i), tem-se que (u, q − f1) ∈
W 1,r(Ω)× Lr(Ω)/R.
Estimativas:









∗ + ||h||Lr(Ω) + ||g||W−1/r,r(Γ)
)
,













O próximo corolário dá soluções de Stokes (u, q) em espaços fracionários de Sobolev
do tipo W σ,p ×W σ−1,p, com 0 < σ < 2.
Corolário 5.12. Seja s um número real tal que 0 ≤ s ≤ 1.
(i) Sejam f = ∇·F0+∇f1, h e g satisfazendo a condição de compatibilidade (5.2) com F0 ∈





e r ≤ p. Então,












f ∈W s−1,p(Ω), g ∈W s+1−1/p,p(Γ), h ∈ W s,p(Ω),
com a condição de compatibilidade (5.2). Então o Problema de Stokes (S) tem exatamente















Será usado um argumento de interpolação. Considere a notação de espaços interpolados
W s,p(Ω) = [W 1,p(Ω), Lp(Ω)]1−s,
Para s = 0 tem-se W 0,p(Ω) = [W 1,p(Ω), Lp(Ω)]1 = L
p(Ω),
Para s = 1 tem-se W 1,p(Ω) = [W 1,p(Ω), Lp(Ω)]0 = W
1,p(Ω).
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Para 0 < s < 1,
W 1,p(Ω) ⊂ W s,p(Ω) ⊂ Lp(Ω).
Para s = 0,
• g ∈W s−1/p,p(Γ) = W−1/p,p(Γ),
• h ∈ W s,p(Ω) = W 0,p(Ω) = Lp(Ω),
• F0 ∈Ws,r(Ω) = W0,r(Ω) = Lr(Ω),
• f1 ∈ W s−1,p(Ω) = W−1,p(Ω).
Pelo lema (5.6) tem-se que f ∈ [Xr′,p′(Ω)]∗ e usando o teorema (5.9) parte (i) vem
que existe uma única solução (u, q) ∈ Lp(Ω) ×W−1,p(Ω)/R satisfazendo a desigualdade













||∇ · F0 +∇f1||
[Xr′,p′ (Ω)]
















||F0||Lr(Ω) + ||f1||W−1,p(Ω) + ||h||Lr(Ω) + ||g||W−1/p,p(Γ)
)
,





Para s = 1,
• g ∈W s−1/p,p(Γ) = W 1−1/p,p(Γ),
• h ∈ W s,p(Ω) = W 1,p(Ω) ⊂ Lp(Ω),
• f1 ∈ W s−1,p(Ω) = W 0,p(Ω) = Lp(Ω) , donde, pelo lema (5.10), ∇f1 ∈W−1,p(Ω),
• F0 ∈Ws,r(Ω) = W1,r(Ω), mas, da imersão W 1,r(Ω) ↪→ Lp(Ω), vem que F0 ∈ Lp(Ω),
donde, pelo lema (5.5), ∇ · F0 ∈W−1,p(Ω).
Assim, f ∈W−1,p(Ω). Pelo teorema (3.7), existe uma única solução (u, q) ∈W 1,p(Ω)×






||F0||W1,r(Ω) + ||f1||Lp(Ω + ||h||W 1,r(Ω) + ||g||W 1−1/p,p(Γ)
)
.
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Soluções no espaço W s,p(Ω)×W s−1,p(Ω)/R com 0 < s < 1:
• Existência:
Pela interpolação dos espaços com 0 < s < 1,
W 1,p(Ω)× Lp(Ω) ⊂W s,p(Ω)×W s−1,p(Ω)/R ⊂ Lp(Ω)×W−1,p(Ω)
então para cada s em (1, 0) existe solução em W s,p(Ω)×W s−1,p(Ω)/R.
• Unicidade:
Como existe solução única em W 1,p(Ω) × Lp(Ω) e W s,p(Ω) × W s−1,p(Ω)/R ⊂
W 1,p(Ω)×Lp(Ω) então para todo s ∈ (1, 0) existe unicidade de solução emW s,p(Ω)×
W s−1,p(Ω)/R.
Demonstração(ii):
Trabalhando de forma análogo ao item (i) tem-se
Para s = 0,
f ∈W−1,p(Ω), g ∈W 1−1/p,p(Γ), h ∈ Lp(Ω).
Pelo teorema (3.7), existe única solução (u, q) ∈W 1,p(Ω)× Lp(Ω)/R.
Para s = 1,
f ∈ Lp(Ω), g ∈W 2−1/p,p(Γ), h ∈ W 1,p(Ω).
Pelo teorema (3.8), para m = 2, existe única solução (u, q) ∈W 2,p(Ω)×W 1,p(Ω).

Comentário 5.13. Pode-se reformular o ponto (ii) do corólário (5.12) da seguinte forma:
Para quaisquer
f ∈W−s,p (Ω), h ∈ W−s+1,p(Ω), g ∈W 2−s−1/p,p(Γ).
com 0 ≤ s ≤ 1, então o Problema (S) tem uma única solução (u, q) ∈ W 2−s,p(Ω) ×
W 1−s,p(Ω)/R.
De fato, para s = 1
f ∈W−1,p(Ω), h ∈ W 0,p(Ω) = Lp(Ω), g ∈W 1−1/p,p(Ω).
Pelo teorema (3.7), existe o par de funções(u, q) ∈W 1,p(Ω)×Lp(Ω)/R, solução muito
fraca do Problema de Stokes (S).
Para s = 0,
f ∈W 0,p(Ω) = Lp(Ω), h ∈ W 1,p(Ω), g ∈W 2−1/p,p(Ω).
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Pelo teorema (3.8), (u, q) ∈W 2,p(Ω)×W 1,p(Ω)/R, solução muito fraca do Problema
de Stokes (S).

Teorema 5.14. Seja s um número real tal que 1
p
< s ≤ 2. Sejam f , h e g satisfazendo a
condição de compatibilidade (5.2) com
f ∈W s−2,p(Ω), h ∈ W s−1,p(Ω) e g ∈W s−1/p,p(Γ).
Então, o Problema de Stokes (S) tem exatamente uma solução (u, q) ∈ W s,p(Ω) ×
















Para 1 ≤ s ≤ 2, o teorema é provado pelo corolário (5.12), parte (ii). Usando o teorema
(4.5), pode-se supor g = 0 . Seja s um número real tal que 1
p
< s < 2. Resta considerar
o seguinte problema equivalente:
Encontrar (u, q) ∈W s,p0 (Ω)×W s−1,p(Ω)/R tal que ∀w ∈W
−s+2,p′
0 (Ω),∀π ∈ W−s+1,p
′
(Ω)





















0 (Ω) = W
−s+1,p′(Ω) pois −s+ 1 < 1/p′, veja comentário (1.1).
Como na prova da proposição (5.7), para toda H ∈ W−s,p′(Ω) e ϕ ∈ W−s+1,p′(Ω)






















0 (Ω)/R a única solução do Problema de Stokes dado
pelo corolário (5.12), parte (ii), e comentário (5.13):
−∆w +∇π = H em Ω,
divw = ϕ em Ω,
w = 0 sobre Γ.
Observe que o conjunto de funções{
ψ : Ω → R
x 7−→ ψ(x) = constante
}
é subespaço vetorial de W 1,p(Ω).
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. Para toda π ∈ W−s+1,p′(Ω) e k ∈ R tem-se que
|J | =




















∣∣∣∣ ≤ C||h||Ws−1,p(Ω)||π||W−s+1,p′ (Ω)/R .
Isto signica que para qualquer elemento na classe de equivalência π ∈ W−s+1,p′(Ω)/R, o














Desta limitação e da linearidade dos produtos de dualidade, deduz que a transformação









dene um elemento no espaço dual deW−s,p
′
(Ω)×W−s+1,p′(Ω) com norma limitada por
C
(
‖f‖W s−2,p(Ω) + ‖h‖W s−1,p(Ω)
)
. Do Teorema da Representação de Riesz deduz-se que





Denição 6.1 (Reta estendida). Seja R o conjunto dos números reais. A coleção
R := R ∪ {+∞,−∞} é denominada reta estendida de números reais.
Denição 6.2 (Função de classe Cm). Uma função f : Ω → R, denida no conjunto
aberto Ω ⊂ Rn, diz-se de classe C1 quando existem, em cada ponto x ∈ Ω, as derivadas
parciais ∂f
∂x1
, · · · , ∂f
∂xn
e as n funções ∂f
∂xi
: Ω→ R, assim denidas são contínuas. Dizemos
que uma função f : Ω→ R denida no conjunto aberto Ω ⊂ Rn, m ≥ 1 um inteiro, é de
classe Cm quando ela possuir derivadas parciais em todos dos pontos de Ω e as funções
∂f
∂x1
, · · · , ∂f
∂xn
: Ω→ R forem de classe Cm−1.
Denição 6.3 (Conjunto de classe Cm). Seja Ω um conjunto aberto em Rn com
fronteira Γ. Dizemos que Ω é de classe Cm se a frontera Γ é uma variedade de classe Cm
(m > 1 o qual deve ser especicada) de dimensão n− 1,e Ω está localmente num lado de
Γ.
Para ver denição de variedade de classe Cm veja em [26].
Denição 6.4 (Conjunto conexo). Uma cisão de um conjunto X ⊂ Rn é uma decom-
posição X = A∪B, onde A∩B = ∅ e os conjuntos A,B são ambos abertos em X. Uma
cisão do tipo X = X ∪ ∅ é chamada cisão trivial. Um conjunto chama-se conexo quando
não admite outra cisão além da trivial. Isto é, quando X é conexo, X = A∪B, com A,B
disjuntos e abertos em X então A = ∅ ou B = ∅.
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Denição 6.5 (Suporte de função). Sejam u uma função denida em Ω ⊂ Rn, u
mensurável e (Ai)i∈I a família de todos os subconjuntos abertos Ai de Ω tais que u ≡ 0
quase sempre em Ai, com I conjunto de índices. Então u ≡ 0 quase sempre em A :=⋃
i∈I Ai. Dene-se o suporte de u e denotado por supp u, o seguinte subconjunto fechado
de Ω,
supp u = Ω\A.
Caso u seja contínua em Ω,
supp u = {x ∈ Ω;u(x) 6= 0}.
Isto é, o suporte de u é o fecho, em Ω, do conjunto {x ∈ Ω;u(x) 6= 0}. Diz-se que uma
função u tem suporte compacto em Ω se existir um conjunto K, com K ⊂ Ω tal que
supp u ⊂ K.
Com A = A ∪ A′, A′ conjunto dos pontos de acumulação de A.
Denição 6.6 (Conjunto Lipschitz). Seja Ω ⊂ Rn um conjunto aberto e limitado
com fronteira Γ. Diz-se que Ω é Lipschitz se numa vizinhança de qualquer ponto x ∈ Γ,
Γ admite uma representação de um hipersuperfície yn = f(y1, · · · , yn−1) sendo f uma
função Lipschitz e (y1, · · · , yn) são coordenadas retangulares em Rn numa base que pode
ser diferente da base canônica e1, . . . , en. Diz-se que f : A ⊂ Rn → R é uma função
Lipschitz se a seguinte condição for satisfeita: existe uma constante K > 0 tal que para
todos x, y ∈ A
|f(x)− f(y)| ≤ K||x− y||.
Denição 6.7 (Convolução). Sejam u ∈ L1(Rn), v ∈ Lp(Rn) com 1 ≤ p <∞. Dene-se




u(x− y)v(y)dy, ∀x ∈ Rn.
Notação: w(x) = (u ∗ v)(x).
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Denição 6.8 (Operador divergente de campo vetorial). Seja u = (u1, · · · , un) um
campo vetorial denido no conjunto aberto Ω ⊂ Rn sendo que as componentes u1, · · · , un
admitam derivadas parcias em Ω. O divergente de u é o campo escalar





(x) + · · ·+ ∂un
∂xn
(x),
para todo x ∈ Ω.
Denição 6.9 (Operador divergente de matriz). Seja A = (aij)i,j=1,··· ,n uma matriz
admitindo derivadas parcias em cada uma das suas entradas. O divergente de A é dado
por













com aij : Ω −→ R.
Isto é, o divergente de uma matriz é um vetor linha cuja j-ésima componente é o divergente
do vetor da i-ésima linha de A.
Denição 6.10 (Operador gradiente de função escalar). Seja f : Ω −→ R uma
função diferenciável no conjunto aberto Ω ⊂ Rn. Dene-se o gradiente de f no ponto










Notação: gradf(x) = ∇f(x).
Denição 6.11 (Operador gradiente de função vetorial). Seja u = (u1, u2, u3)
uma função vetorial com cada uj : Ω → R, j = 1, 2, 3 denida sobre um conjunto aberto
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Denição 6.12 (Operador laplaciano). Seja Ω ⊂ Rn um conjunto aberto. Para toda
função f : Ω −→ R, duas vezes diferenciável e x ∈ Ω, o laplaciano de f é a função








Em se tratando de equação vetorial tem-se a seguinte notação:
∆f(x) = (∆f1(x), · · · ,∆fn(x)),
com fj : Ω −→ R, j ∈ {1, · · · , n}, duas vezes diferenciável.
Denição 6.13 (Espaços Ckb (Rn)). Denota-se por Ckb (Rn),com k inteiro não negativo,
o espaço de Banach das funções u : Rn → K ,assim como todas as suas derivadas até a
ordem k e equipado com a norma
‖u‖Ckb (Rn) = max|α|≤k supx∈Rn
|Dαu(x)|.
Denição 6.14 (Espaços Ck,λ(Rn)). Denota-se por Ck,λ(Rn), 0 < λ ≤ 1, o espaço de
Banach das funções u ∈ Ckb (Rn) tais que u e todas as suas derivadas até a ordem k ≥ 1















Denição 6.15 (Dual topológico). Seja V um espaço normado. O espaço de todas os
funcionais lineares e contínuos em V é denominado dual topológico de V e denotado por
V ∗. Um funcional é uma função f : V → K onde V é um espaço vetorial e K um corpo
de escalares. A norma de f ∈ V ∗ é





Notação:: f(x) =< f, x >V ∗,V .
Denição 6.16 (Espaço Reexivo). Seja X um espaço normado. Dizemos que X é
um espaço reexivo se a imersão canônica
T : X −→ X ∗∗
x 7−→ gx : X ∗ −→ K
f 7−→ gx(f) = f(x)
(6.1)
é sobrejetiva. Com T (x) = gx(f) = f(x),X ∗∗ = [X ∗]∗ e K corpo de números (R ou C).
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Denição 6.17 (Imersão). Sejam X e Y espaços normados.
Dizemos que X está imerso continuamente em Y se:
a) X é subespaço vetorial de Y ,
b) O operador identidade I denido de X em Y por I(x) = x para todo x ∈ X é contínuo.
Sendo I um operador linear, pelo Teorema (6.25), a condição b) é equivalente a
||x||Y ≤ C||x||X , ∀x ∈ X .
Dizemos que X está imerso compactamente em Y se a) e b) são satisfeitas e para
cada sequência limitada (xn)n∈N em X , é pré-compacta em Y , isto é, Y admite uma
subsequência (xnj)j∈N de (xn)n∈N convergente em Y .
Notações:
X ↪→ Y : imersão contínua e X ⊂⊂ Y : imersão compacta.
6.2 Lema
Lema 6.18 (Transformação canônica). A transformação canônica C dada por (6.1)
é um isomorsmo do espaço normado X sobrejetivamente ao espaço normado R(C), o
conjunto imagem de C. Desta forma, pode-se identicar um espaço reexivo com o seu
bidual, isto é, X ∼= X ∗∗.
Veja em [20].
6.3 Proposições







= 1 com 1 ≤ p ≤ ∞ e f ∈ Lp(Ω), g ∈ Lq(Ω). Então,
f · g ∈ L1(Ω) e ∫
Ω
|f(x) · g(x)| dx ≤ ‖f‖Lp(Ω) ‖g‖Lq(Ω) .
Veja em [24],[10].
Proposição 6.20 (Desigualdade de Hölder Generalizada). Se f1, f2, · · · , fm são





+ · · · + 1
pm
≤ 1, então o
produto f = f1f2 · · · fm pertence a Lp(Ω) e
‖f‖Lp(Ω) ≤ ‖f1‖Lp1 (Ω) ‖f2‖Lp2 (Ω) · · · ‖fm‖Lpm (Ω) .
Veja em [7].
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Proposição 6.21. Seja W um subespaço vetorial de um espaço normado real V , com
W 6= V . Então, existe f ∈ V ∗, tal que f 6= 0 e f(x) = 0, ∀x ∈ W .
Contrapositiva: Seja W um subespaço vetorial de um espaço normado real V . Se para
toda f ∈ V ∗ tal que f 6= 0 e f(x) = 0,∀x ∈ W então W = V.
Veja em [18].
Proposição 6.22. Seja Ω um conjunto aberto em Rn. Lp(Ω) é reexivo se, e seomente
se, 1 < p <∞.
Veja em [1].
6.4 Teoremas
Teorema 6.23. Sejam U e V espaços vetoriais sobre K e T : U → V uma transformação
linear. Então
a) Ker(T ) é um subespaço vetorial de U e Im(T ) é um subespaço vetorial de V .
b) T é injetora se, e somente se, Ker(T ) = {0}.
Im(T ) = {v ∈ V ; ∃ u ∈ U tal que T (u) = v}.
Ker(T ) = {u ∈ U ; T (u) = 0}.
Veja em [11].
Teorema 6.24 (de Green). Sejam Ω um subconjunto aberto, conexo e limitado de R2,
























é a derivada normal na fronteira unitária externa a ~n.
Veja em [17].
Teorema 6.25 (continuidade e limitação). Um funcional linear f com domínio D(f)
num espaço normado é contínuo se, e somente se, f é limitado.
Dizer que um funcional f é linear e limitado signica que
a) Limitação:
∃ C > 0 tal que |f(x)| ≤ C||x||, ∀x ∈ D(f), com || · || norma em D(f) .
b) Linearidade:
f(αx+ βy) = αf(x) + βf(y), ∀x, y ∈ D(f) e α, β ∈ K(corpo de números).
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Um forma equivalente de mostrar a linearidade de um funcional é a seguinte: Dados
x, y ∈ D(f) e α ∈ K,
• f(x+ y) = f(x) + f(y),
• f(αx) = αf(x).
Veja em [20].
Teorema 6.26 (espaço dual). O espaço dual X ∗ de um espaço normado X é um espaço
de Banach.
Veja em [20].
Teorema 6.27 (extensão linear e limitada). Seja T : D(T ) −→ Y um operador linear
e limitado, onde D(T ) está contido num espaço normado X e Y é um espaço de Banach.
Então T tem uma extensão
T̃ : D(T ) −→ Y,
com T̃ é um operador linear e limitado de norma
||T̃ || = ||T̃ ||.
Veja em [20].
Teorema 6.28 (convergência dominada de Lebesgue). Seja (fk)k∈N uma sequência
de funções integráveis a qual converge em quase todo ponto para uma função f mensurável
a valores reais. Se existir uma função integrável g tal que |fk| ≤ g para todo k ∈ N, então






Teorema 6.29 (Hahn-Banach). Seja f um funcional linear e contínuo sobre um sube-
spaço W de um espaço normado V . Então existe um funcional linear e contínuo f̃ em V
o qual é uma extensão de f a V e tem a mesma norma,
||f̃ ||V = ‖f‖W ,
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Teorema 6.30 (O dual normado de Wm,p0 (Ω)). Se 1 ≤ p < ∞, p′ é o expoente
conjugado de p, um inteiro m ≥ 1, então o espaço dual [Wm,p0 (Ω)]∗ é isometricamente
isomorfo ao espaço de Banach W−m,p
′
(Ω) consistindo de todas as distribuições T ∈ D′(Ω)
que satisfazem (6.2) e tendo norma
‖T‖ = min
{





(−1)|α|DαTvα , Tvα(φ) =< φ, vα > 0 ≤ |α| ≤ m (6.2)
com vα ∈ Lp
′
(Ω) e Tvα denidas em D(Ω).
A completude deste espaço é consequência do isomorsmo isométrico. Evidentemente,
W−m,p
′
(Ω) é separável e reexivo.
Veja em [1].
Teorema 6.31. Seja X um espaço normado. X é reexivo se e somente se X ∗ é reexivo.
Se X ∗ é separável então X é separável. Donde se X é separável e reexivo, assim é X ∗.
Veja em [1].
Teorema 6.32 (partição da unidade). Seja (Xλ)λ∈Λ uma cobertura aberta de um sub-
conjunto aberto de X de Rn, com Λ um conjunto de índices. Então existe uma sequência
de funções (ψi)1≤i<∞ ∈ D(X ) tal que:
(i) cada ψi tem suporte em algum Xλ,
(ii) ψi(x) ≥ 0 e
∞∑
i=1
ψi(x) = 1, x ∈ X ,
(iii) qualquer conjunto compacto intercepta apenas um número nito de suportes de ψi.
Tal coleção de funções é chamada de uma partição localmente da unidade, subordinada
a cobertura (Xλ). Uma cobertura de um conjunto A de Rn é uma família (Fλ)λ∈L de
subconjuntos Fλ ⊂ Rn tal que A ⊂
⋃
λ∈L Fλ, sendo L um conjunto de índices.
Veja em [13].
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