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DIRICHLET FORMS ON SELF-SIMILAR SETS WITH
OVERLAPS
SHIPING CAO AND HUA QIU
Abstract. We study Dirichlet forms and Laplacians on self-similar sets with
overlaps. A notion of “finitely ramified of finite type(f.r.f.t.) nested structure”
for self-similar sets is introduced. It allows us to reconstruct a class of self-
similar sets in a graph-directed manner by a modified setup of Mauldin and
Williams, which satisfies the property of finite ramification. This makes it
possible to extend the technique developed by Kigami for analysis on p.c.f.
self-similar sets to this more general framework. Some basic properties related
to f.r.f.t. nested structures are investigated. Several non-trivial examples and
their Dirichlet forms are provided.
1. Introduction
Analysis, especially the theory of Laplacians, on fractals has been extensively
developed on certain self-similar fractals, see [K1-K7, S1-S2] and the references
therein. To define the Dirichlet forms and Laplacians directly and constructively,
it typically requires that the fractals have the property of finite ramification, which
means that any connected subset of the fractals can be disconnected by remov-
ing finitely many appropriate points. The class of p.c.f.(post-critically finite) self-
similar sets introduced by Kigami [K2] satisfies perfectly this requirement. Let K
be a p.c.f. self-similar set, satisfying the self-similar identity K =
⋃N
i=1 FiK with
N ≥ 2 and {Fi}Ni=1 being an iterated function system(i.f.s. for short) of contractive
similitudes. The union of intersections of cells of level 1,
CK =
⋃
1≤i<j≤N
FiK ∩ FjK,
is a finite set and disconnects the fractal K into small pieces, i.e.,
(1.1) K \ CK =
N⊔
i=1
(FiK \ CK),
where we use “
⊔
” to denote the disjoint union. In addition, there is a finite subset
V0 in K, called the boundary of K, satisfying
(1.2) V0 ∪ CK ⊂
N⋃
i=1
FiV0.
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The above characteristics of p.c.f. self-similar sets are essential in the construc-
tion of self-similar Dirichlet forms. Similar descriptions can be applied to some
other finitely ramified fractals, for example, finitely ramified graph-directed frac-
tals [HMT, HN, M1, MG] and some Julia sets [ADS, FS, RT, SST].
Figure 1.1. The diamond fractal.
It is desirable to enlarge the class of self-similar sets on which the sprit of Kigami’s
construction of Dirichlet forms works. In this paper, we will focus our interest on the
analysis on self-similar sets allowing overlaps(it may happen that #FiK∩FjK =∞
for some i 6= j) and satisfying the finitely ramified requirement. One such example
that is not p.c.f. and has been well studied is the diamond fractal [KSW, M2], see
Figure 1.1. However, there are few other examples solved. Our main objective is
to set up a condition for self-similar sets which is as general as possible and will
include p.c.f. self-similar sets, so that we can construct Dirichlet forms through
simple extensions of the techniques developed previously. The main idea is based
on the same device as that for the diamond fractal, i.e., a finitely ramified graph-
directed reconstruction of the fractal, which is a modified setup of Mauldin and
Williams [MW]. We will show that this strategy can be adapted to a general class
of self-similar sets. Note that we will work in Rn, but it would be possible to
extend analogous results to abstract metric spaces. We will give several non-trivial
examples with solutions of Dirichlet forms, see Figure 1.2, 1.3.
Figure 1.2. Vicsek type fractals with overlaps.
To be specific, we will introduce a class of self-similar sets allowing overlaps,
called finitely ramified of finite type(f.r.f.t. for short) self-similar sets. For a self-
similar set K, we always assume that it is connected. Call a connected compact
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Figure 1.3. Sierpinski gasket type fractals with overlaps.
subset A in K an island if #A ∩ K \A < ∞. Roughly, we need a class of is-
lands(including K itself) in K satisfying the following two requirements. The first
one is each island A can be split into a finite union of at least two islands, called
the children of A. Say two islands are equivalent if they are similar, and we always
choose the same way to split equivalent islands. Then the second requirement is
that there are finite types of equivalent islands involved. We will introduce an in-
dex set Λ to help us to describe a structure of nested islands, called f.r.f.t. nested
structure, on K to characterize the two requirements rigidly. The class of p.c.f.
self-similar sets is included in f.r.f.t. self-similar sets, where the structure of is-
lands consists of all similar copies of K generated by the i.f.s. and the number of
types of such islands is 1. Essentially, an f.r.f.t. nested structure of K will provide
us a graph-directed construction of K having the property of finite ramification.
This framework allows us to apply Kigami’s technique dealing with Laplacians on
p.c.f. self-similar sets to f.r.f.t. self-similar sets through simple extensions. Then
the problem of finding Dirichlet form and Laplacian on K is to investigate the
existence and uniqueness of a fixed point for a certain multiple dimensional renor-
malization mapping. This requires a detailed analysis of the overlaps when the
similitudes are iterated.
Hambly and Nyberg [HN] have used the same idea to consider the so-called
finitely ramified graph-directed(f.r.g.d. for short) fractal families and study the
spectral asymptotics of eigenvalue counting functions of the associated Laplacians
by establishing a multidimensional renewal theorem. It should be pointed out that
the concept of f.r.f.t. self-similar sets is in fact an intermediate one between p.c.f.
self-similar sets and f.r.g.d. fractals.
There are some basic questions arisen naturally related to f.r.f.t. self-similar
sets.
The first one is when a self-similar set K possesses an f.r.f.t. nested structure.
The f.r.f.t. requirement may allow overlaps when the similitudes are iterated, but
it seems that the overlapping types among distinct comparable(with respect to
diameters) similar copies of K should be finite. On the other hand, it is natural to
formulate each island by a finite union of comparable similar copies of K, and if
so, it is reasonable to believe that the number of copies of K that make up of each
island should have a uniform control. Basing on these observations, we propose two
conditions for K. One is the finite neighboring type property, the other is the finite
chain length property. They can not imply each other. We prove that K possesses
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an f.r.f.t. nested structure if both these two conditions hold. These two conditions
are quite general, at least they hold for all known examples. But we do not know
whether they are necessary for the f.r.f.t. requirement.
Once the self-similar set K is f.r.f.t., it will have infinitely many f.r.f.t. nested
structures. Let S and S ′ be two f.r.f.t. nested structures on K. There are two
possibilities. We say S is derived from S ′ if each island in S is an iteration of
islands in S ′ under the graph-directed construction of S ′. For example, look at a
p.c.f. self-similar set K associated with an i.f.s. {Fi}Ni=1. Then {Fi ◦ Fj}Ni,j=1 is
also an i.f.s. of K which consists of N2 possible similitudes by iterating Fi’s twice.
These two i.f.s.’s will naturally induce two f.r.f.t. nested structures. Obviously,
the latter one is derived from the former one. It may also happen that S and
S ′ are not derived from each other, see Example 1 in Section 4 for example. It
is naturally to consider the relationship between Dirichlet forms associated with
distinct f.r.f.t. nested structures. We will restrict to consider those Dirichlet forms
with a homogenous property, i.e., the resulting Laplacians are locally translation
invariant, and prove that under a mild condition, different f.r.f.t. nested structures
will give rise to same homogenous Dirichlet forms.
The “finite type” assumption is quite useful for calculating the Hausdorff dimen-
sion of a self-similar set K with overlaps. By reconstructing K in a graph-directed
manner, one can determine the Hausdorff dimension of K in terms of the spectral
radius of certain weighted incidence matrix. See [JY, L, LN, RW] and the refer-
ences therein. In [LN], Lau and Ngai formulated a so-called generalized finite type
condition for self-similar sets, which extends the well-known open set condition.
The p.c.f. condition and open set condition are two distinct separation conditions
for different purposes of investigation. We remark that the f.r.f.t. condition and
generalized finite type condition are natural extensions of the p.c.f. condition and
the open set condition in the sense of Mauldin and Williams, respectively.
The remainder of this paper is organized as follows.
Firstly, the topology of f.r.f.t. nested structures will be discussed from Section
2 to Section 4. In Section 2, we will introduce the definition of the f.r.f.t. nested
structures, and discuss some basic topological properties of these structures. In
Section 3, we will explore various conditions for a self-similar set to have an f.r.f.t.
nested structure. We will investigate the relationship between f.r.f.t. self-similar
sets and other well established finitely ramified fractals including p.c.f. self-similar
sets, and f.r.g.d. fractals. At the end of this section, we will introduce the finite
neighboring type property and finite chain length property for a self-similar set
K, and prove that they are sufficient for K to possess an f.r.f.t. nested structure.
Then in Section 4, we will describe the f.r.f.t. nested structures of the four examples
shown in Figure 1.2. and Figure 1.3.
Secondly, we will deal with the Dirichlet forms associated with the f.r.f.t. nested
structures in Section 5 and Section 6. In Section 5, we will introduce the concept of
harmonic structures for f.r.f.t. nested structures analogous to that for p.c.f. self-
similar sets [K2] and f.r.g.d. fractals [HN], which are solutions of canonical fixed-
point problems. We will construct Dirichlet forms on the four examples shown in
Section 4. In Section 6, for an f.r.f.t. self-similar set K, we will restrict to consider
the homogeneous harmonic structures, which together with the proper normalized
Hausdorff measure will induce homogenous Dirichlet forms on K. We prove that
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under some assumption, different f.r.f.t. nested structures on K will induce same
homogeneous Dirichlet forms.
Thirdly, in Section 7, we will briefly go through the spectral asymptotics of the
constructed Laplacians by virtue of the normalized Hausdorff measure on a f.r.f.t.
self-similar set K. The result in this section is a direct application of the result
developed in [HN].
Lastly, in Appendix we will present two interesting examples, which are finitely
ramified but not f.r.f.t. self-similar sets, to show that the finite neighboring type
property and finite chain length property, proposed in Section 3, can not imply
each other. The analysis on these fractals are not clear.
2. f.r.f.t. nested structures
Definition 2.1. Let K be a connected self-similar set and {Kα}α∈Λ be a count-
able collection of distinct compact connected subsets in K, containing no singleton,
satisfying that
1. there is an index ϑ ∈ Λ, called the root of Λ, such that K = Kϑ;
2. for any α ∈ Λ, there is a finite set Λα ⊂ Λ with #Λα ≥ 2, such that
Kα =
⋃
β∈Λα Kβ, call α the parent of β, and β the child of α;
3. any α ∈ Λ \ {ϑ} is an offspring of ϑ.
Call {Kα,Λα}α∈Λ a nested structure of K, and Λ its index set.
Note that for any index α ∈ Λ \ {ϑ}, it has at least one parent. We denote
by P 1(α)
(
or simply P (α)
)
the set of parents of α. Trivially, write P (ϑ) = ∅. For
k ≥ 2, write P k(α) = ⋃β∈Pk−1(α) P (β) inductively. Let Λ(0)ϑ = {ϑ} and for k ≥ 1,
let Λ(k)ϑ =
⋃
α∈Λ(k−1)ϑ
Λα inductively. It is easy to see that Λ =
⋃∞
k=0 Λ
(k)
ϑ .
Remark. Suppose we have a structure {Kα,Λα}α∈Λ which only satisfies condi-
tion 1, 2 in Definition 2.1, then there exists a subset Λ′ ⊂ Λ such that {Kα,Λα ∩
Λ′}α∈Λ′ is a nested structure of K.
Proof. For any α ∈ Λ, we still denote P (α) the set of parents of α. Notice that
P (α) may be an empty set.
We will show that there is a minimal subset Λ′ ⊂ Λ such that {Kα,Λα∩Λ′}α∈Λ′
satisfies condition 1, 2, with Λα and Λ replaced by Λα ∩Λ′ and Λ′ respectively, and
the minimality of Λ′ will imply condition 3.
First, the existence of a minimal subset Λ′ is ensured by the Zorn’s lemma. In
fact, if {Λ(i)}i∈I is a chain of decreasing nested subsets of Λ such that {Kα,Λα ∩
Λ(i)}α∈Λ(i) satisfies condition 1, 2, then the structure {Kα,Λα ∩ Λ(∞)}α∈Λ(∞) with
Λ(∞) =
⋂
i∈I Λ
(i) also satisfies condition 1, 2, since for each α ∈ Λ(∞), we have
Λα ∩ Λ(∞) = Λα ∩ Λ(i) for all i ≥ i0, for some i0 ∈ I.
Next, suppose the minimal subset Λ′ does not satisfy condition 3, then there
exists γ ∈ Λ′ such that γ /∈ ⋃∞k=0(Λ′)(k)ϑ . It is easy to see P (γ) ∩⋃∞k=0(Λ′)(k)ϑ = ∅,
and inductively for any m ≥ 1, Pm(γ) ∩ ⋃∞k=0(Λ′)(k)ϑ = ∅. So Λ′ \ ⋃∞m=0 Pm(γ)
is a proper subset in Λ′ satisfying condition 1, 2, which is a contradiction to the
minimality of Λ′. 
For a connected self-similar set K(allowing overlaps), let N ≥ 2 and {Fi}Ni=1
be its i.f.s.. For n ≥ 1, denote Wn = {1, 2, · · · , N}n the set of words of length
n, together with W0 = {ϑ}, and W∗ =
⋃
n≥0Wn. For w = w1w2 · · ·wn ∈ W∗,
write Fw = Fw1 ◦ Fw2 ◦ · · · ◦ Fwn for short. Note that it is possible that Fw = Fw′
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with w 6= w′. By removing all but the smallest in the lexicographical order (or
any fixed order) words, we obtain an index set W# ⊂ W∗ such that {FwK}w∈W#
consists of distinct copies of K and {FwK}w∈W# = {FwK}w∈W∗ . Then it is easy
to see that {FwK,Λw}w∈W# is a canonical nested structure of K, where Λw = {u ∈
W# ∩Wn+1 : FuK ⊂ FwK} for w ∈Wn.
We list three requirements that need to be assumed on the structure {Kα,Λα}α∈Λ.
For α, β ∈ Λ, write α ∼ β if there exists a similitude φα,β such that φα,β(Kα) =
Kβ . Fix the similitude φα,β so that φα,α = id and φγ,β ◦φα,γ = φα,β ,∀α ∼ β, β ∼ γ.
Denote Λ/ ∼ the collection of equivalent classes in Λ with respect to “∼”. Let
Cα =
⋃
β,β′∈Λα Kβ ∩Kβ′ and define
Vα =
⋃
β∼α,β 6=ϑ
φβ,α
(
Kβ ∩
( ⋃
n≥1
⋃
γ∈Pn(β)
Cγ
))
.
A1. Assume #(Λ/ ∼) <∞.
A2. For α ∼ α′, there is a one to one correspondence between Λα and Λα′ such
that ∀β ∈ Λα, there exists a unique β′ ∈ Λα′ satisfying β ∼ β′ and φβ,β′ = φα,α′ .
A3. Assume #Vα <∞ for all α ∈ Λ.
Definition 2.2. We say a nested structure {Kα,Λα}α∈Λ is finitely ramified of
finite type(f.r.f.t. for short) if A1, A2 and A3 are satisfied, and call K an f.r.f.t.
self-similar set.
We denote by M = #(Λ/ ∼) for simplicity, and called it the number of types of
{Kα,Λα}α∈Λ.
It is easy to prove that for a p.c.f. self-similar set, W∗ = W# and the canonical
structure {FwK,Λw}w∈W∗ is f.r.f.t. withM = 1. The proof will be given in Section
3.
In general, an f.r.f.t. nested structure {Kα,Λα}α∈Λ will have analogous prop-
erties as (1.1) and (1.2).
Proposition 2.3. Let {Kα,Λα}α∈Λ be an f.r.f.t. nested structure. Then for
any α ∈ Λ, we have
(a). #Cα <∞, and Kα \ Cα =
⊔
β∈Λα Kβ \ Cα;
(b). Kβ ∩Kβ′ = Vβ ∩ Vβ′ , ∀β, β′ ∈ Λα;
(c). For α ∈ Λ \ {ϑ}, #P (α) = 1, i.e. the parent of α is unique;
(d). Vα ∪ Cα ⊂ Vα,1 :=
⋃
β∈Λα Vβ.
Proof. (a). Clearly, for any β ∈ Λα, Kβ ∩Cα ⊂ Vβ by the definition of Vβ . Thus,
Cα is a finite set as Cα =
⋃
β∈Λα Cα ∩Kβ ⊂
⋃
β∈Λα Vβ . The equaility is obvious as
Kβ ∩Kβ′ ⊂ Cα,∀β, β′ ∈ Λα.
(b). Obviously, Kβ ∩Kβ′ ⊂ Cα, thus
Kβ ∩Kβ′ = (Kβ ∩ Cα) ∩ (Kβ′ ∩ Cα) ⊂ Vβ ∩ Vβ′ ⊂ Kβ ∩Kβ′ .
The equality follows immediately.
(c). First we will prove by induction that #(Kγ ∩ Kγ′) < ∞ for any n ≥ 1
and any γ 6= γ′ ∈ Λ(n)ϑ . For n = 1, the conclusion holds by (b). Now assume
the conclusion holds for n − 1. Let γ, γ′ be two distinct index in Λ(n)ϑ . If γ, γ′
has a same parent, then the conclusion holds by (b). Otherwise, choose any ζ ∈
P (γ) ∩ Λ(n−1)ϑ , ζ ′ ∈ P (γ′) ∩ Λ(n−1)ϑ , then Kγ ∩Kγ′ ⊂ Kζ ∩Kζ′ , which still implies
that #(Kγ ∩Kγ′) <∞ by the inductive assumption.
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Suppose α 6= ϑ and γ, γ′ are two distinct parents of α. Assume γ ∈ Λ(n)ϑ , γ′ ∈
Λ
(n′)
ϑ with n ≥ n′. Then for any ζ ∈ Pn−n
′
(γ)∩Λ(n′)ϑ (P 0(γ) = {γ}), we have either
#(Kζ ∩ Kγ′) < ∞ or ζ = γ′. The former case is obviously impossible, and the
latter case implies Kα = Kα ∩Kγ ⊂ Cγ′ , a contradiction to (a). Thus #P (α) = 1.
(d). We have already seen that Cα ⊂ Vα,1 :=
⋃
β∈Λα Vβ . Thus, we only need
to show Vα ⊂ Vα,1. For any point x ∈ Vα, there exists an index β ∈ Λα such that
x ∈ Kβ . By the definition of Vα, there exists α′ ∼ α such that x ∈ Kα ∩φα′,α(Cγ′)
for some γ′ ∈ ⋃n≥1 Pn(α′). Moreover, by A2, there exists β′ ∈ Λα′ such that
β′ ∼ β with φβ′,β = φα′,α. Thus,
x ∈ Kβ ∩ φα′,α(Cγ′) = φβ′,β(Kβ′ ∩ Cγ′) ⊂ Vβ .
So we get Vα ⊂ Vα,1, and thus Vα ∪ Cα ⊂ Vα,1. 
Remark on notations. From Proposition 2.3(c), for a given f.r.f.t. nested
structure {Kα,Λα}α∈Λ, we can simplify some notations. Since ∀α ∈ Λ \ {ϑ}, P (α)
contains exactly one index, we can view P (·) as a mapping from Λ \ {ϑ} onto Λ.
So the notations γ = P (α),KP (α), CP (α) make sense. In particular, the set Vα can
be written as
Vα =
⋃
β∼α,β 6=ϑ
φβ,α
(
Kβ ∩
( ⋃
n≥1
CPn(β)
))
.
We will use P−n(ϑ) instead of Λ(n)ϑ , and the new notation can be applied to general
indices, i.e., P−n(α).
In the following, we call Kα an island with index α, and Vα the boundary of
Kα(sometimes we denote it by ∂Kα). Write V0 = Vϑ, the boundary of K. For
n ≥ 1, denote Vn =
⋃
α∈P−n(ϑ) Vα, V∗ =
⋃∞
n=0 Vn, and call points in V∗ vertices in
K. Note that V0 can be empty if there is no α ∼ ϑ. This can only happen for Vϑ
as Kα ∩ CP (α) is not empty, ∀α 6= ϑ. Obviously, the above notations agree with
the ones for K if K is a p.c.f. self-similar set and {FwK,Λw}w∈W∗ is the canonical
nested structure.
For a general f.r.f.t. nested structure {Kα,Λα}α∈Λ, we have
Proposition 2.4. For any n ≥ 0, #Vn <∞, and Vn ⊂ Vn+1. Moreover, V∗ is
dense in K.
Proof. For n ≥ 0, obviously we have #Vn < ∞. Vn ⊂ Vn+1 is an easy conse-
quence of Proposition 2.3(d). Hence it suffices to show that
lim
n→∞ sup{diam(Kα)|α ∈ P
−n(ϑ)} = 0,
where diam(A) = supx,y∈A d(x, y) is the diameter of the set A. Denote λ =
sup{diam(Kβ)/diam(Kα) : α 6= β ∈ Λ, with β ∼ α and α = Pm(β) for some 1 ≤
m ≤ M}. Obviously λ < 1 as the supremum is taken over finite cases, since there
are only finite number of equivalent classes. It is easy to see that for any n ≥ M ,
and any α ∈ P−n(ϑ), there always exist β, β′ ∈ {α, P (α), · · · , PM (α)} such that
β ∼ β′ and β′ = Pm(β) for some 1 ≤ m ≤M , which results that
diam(Kα)/diam(KPM (α)) ≤ diam(Kβ)/diam(Kβ′) ≤ λ.
Thus, if n is sufficient large, then for any α ∈ P−n(ϑ),
diam(Kα) ≤ λ · diam(KPM (α)) ≤ · · · ≤ λ[
n
M ] · diam(K),
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where the right side of the inequailty goes to 0 obviously, as n goes to infinity. This
gives that V∗ is dense in K. 
Remark. One may weaken the assumptions in Definition 2.2 by requiring φα,β
to be just a homeomorphism instead of similitude. Then Proposition 2.3 still holds
and the notations Vn, V∗ still make sense. However, the weakened assumptions could
not ensure that V∗ is dense in K. The following is a counterexample.
Consider the line segment I = [0, 1], which can be viewed as a self-similar set
with the i.f.s., F1 : x→ 12x, F2 : x→ 12x+ 12 . We introduce another two piecewise
linear mappings
F˜1(x) =
{
x if x ∈ [0, 14 ],
1
3x+
1
6 if x ∈ [ 14 , 1],
and F˜2(x) =
{
x+ 12 if x ∈ [0, 14 ],
1
3x+
2
3 if x ∈ [ 14 , 1].
Choose Λ to be W∗ =
⋃
n≥0{1, 2}n. Denote Iϑ = I and for w = w1w2 · · ·wn ∈ W∗
with n ≥ 1, denote
Iw = F˜wI with F˜w = F˜w1 ◦ F˜w2 ◦ · · · ◦ F˜wn .
Obviously, {Iw,Λw}w∈W∗ is a nested structure of 1 type, with Λw being the same
notation as that for p.c.f. self-similar sets, and φw,w′ = F˜w′ F˜−1w . Noticing that
(0, 14 ) ⊂ F˜n1 I for any n ≥ 1, V∗ is not dense in I since V∗ ∩ (0, 14 ) = ∅.
Throughout the following text, for an f.r.f.t. nested structure {Kα,Λα}α∈Λ, we
use {T1, T2, · · · , TM} to denote the equivalent classes in Λ according to “∼”, called
the types of islands. For α ∈ Λ, we denote t(α) the integer in {1, 2, · · · ,M} such
that α ∈ Tt(α), call Tt(α) the type of α. Without loss of generality, we always assume
that the type of ϑ is T1. Islands with the same type only differ by a similitude.
3. Relationship with p.c.f. structures and f.r.g.d. structures
In this section, we will discuss the relationship of f.r.f.t. self-similar sets with
p.c.f. self-similar sets and f.r.g.d. fractals. We will show that the concept of f.r.f.t.
structures is an intermediate one, i.e., a connected p.c.f. self-similar set has a canon-
ical f.r.f.t. nested structure, and an f.r.f.t. nested structure implies a finitely
ramified graph-directed construction. We will also provide some other sufficient
conditions for a connected self-similar set to possess a f.r.f.t. nested structure.
First, let’s look at the relationship with p.c.f. self-similar sets.
We briefly recall the definition of p.c.f. self-similar structures. Let K be a self-
similar set associated with an i.f.s. {Fi}Ni=1. Denote Wn, W∗ as before, and write
Σ = {1, 2, · · · , N}N the one-sided shift space with the shift map σ : Σ→ Σ defined
as σ(ω1ω2 · · · ) = ω2ω3 · · · . Let pi : Σ→ K be the natural projection defined as
pi(ω) =
∞⋂
n=1
F[ω]n(K), ω ∈ Σ,
where [ω]n = ω1ω2 · · ·ωn ∈Wn for ω = ω1ω2 · · · . Let CK =
⋃
1≤i<j≤N FiK ∩ FjK
be the union of intersections of cells of level 1. Define the critical set to be C =
pi−1(CK) and the post-critical set to be P =
⋃
n≥1 σ
n(C). Call the pair (K, {Fi}Ni=1)
a post-critically finite(p.c.f. for short) structure if P is a finite set. In addition, call
such K a p.c.f. self-similar set.
Theorem 3.1. Let K be a connected p.c.f. self-similar set, then the canonical
nested structure {FwK,Λw}w∈W∗ is f.r.f.t. with M = 1.
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Proof. Obviously, W∗ = W#, where W# is the same notation as introduced in
Section 2. It suffices to verify A1,A2,A3 in Definition 2.2. For the sake of uniformity,
in the remaining proof, we write Λ = W∗, and for any α ∈ Λ, denote Kα = FαK,
Λα = {αi|i ∈ {1, 2, · · · , N}} and Cα =
⋃
i 6=j Kαi ∩Kαj .
Firstly, for any α, β ∈ Λ, choose the natural similitude φα,β = Fβ ◦ F−1α such
that Kβ = φα,β(Kα). This induces a trivial equivalent relation “∼” in Λ that every
two indices are equivalent. So A1 is true, with Λ/ ∼= {T1}.
Secondly, for any α, β ∈ Λ and 1 ≤ i ≤ N , it is direct to check that φαi,βi =
Fβ ◦ Fi ◦ (Fα ◦ Fi)−1 = Fβ ◦ F−1α = φα,β , which yields a one to one correspondence
between Λα and Λβ . This gives A2.
Lastly, notice that for any α ∈ Λ we have Cα = FαCK , thus
Vϑ =
⋃
α∈Λ\{ϑ}
φα,ϑ
(
Kα ∩ (
⋃
n≥1
⋃
γ∈Pn(α)
Cγ)
)
=
⋃
α∈W∗\{ϑ}
F−1α (Kα ∩
⋃
0≤n<|α|
C[α]n)
=
⋃
α∈W∗\{ϑ}
K ∩ F−1α (
⋃
0≤n<|α|
C[α]n) =
⋃
α∈W∗\{ϑ}
⋃
0≤n<|α|
K ∩ F−1α (C[α]n)
=
⋃
β∈W∗
⋃
γ∈W∗\{ϑ}
K ∩ F−1βγ (Cβ) =
⋃
β∈W∗
⋃
γ∈W∗\{ϑ}
K ∩ F−1γ (CK)
= K ∩ ( ⋃
γ∈W∗\{ϑ}
F−1γ (CK)
)
= pi(P).
So Vϑ is finite as P is finite, A3 is satisfied. 
Next, we discuss the relationship between f.r.f.t. self-similar sets and f.r.g.d.
fractals. Meanwhile, we show how to reconstruct a self-similar set in a finitely
ramified graph-directed manner by virtue of its f.r.f.t. nested structure. Some
notations will be frequently used in the following sections.
Recall the concepts of graph-directed construction and f.r.g.d. fractals, which
can be found in detail in [HN]. Let G = (S,E) be a directed graph, where S is the
set of states(call vertices in this graph states to avoid confusion) and E is the set
of edges of the graph. Note that multiple edges and loops are allowed. For an edge
e ∈ E, denote by i(e) the initial state of e, and f(e) the final state of e.
Definition 3.2. Let G = (S,E) be a directed graph. Assign each e ∈ E a
similitude ψe with similarity ratio le, and each s ∈ S a compact connected set Js.
Call G = (S,E, {ψe}e∈E) a graph-directed construction if the following conditions
are satisfied,
1. ∀s ∈ S, there is at least one edge e ∈ E, such that s = i(e);
2. ∀s ∈ S, ⋃i(e)=s ψeJf(e) ⊂ Js;
3. For a cycle e1e2 · · · en, where cycle means f(ek) = i(ek+1),∀k = 1, 2, · · · , n−1
and f(en) = i(e1), we have
∏n
k=1 lek < 1.
It is well-known that there is a unique vector of compact sets K = {Ks}s∈S
such that Ks =
⋃
i(e)=s ψeKf(e),∀s ∈ S. We call them the invariant sets of the
graph-directed construction G.
We define a shift space associated with G to address points in Ks, s ∈ S. A
finite sequence of edges in G, denoted by e = e1e2 · · · en, is called a walk if f(ek) =
i(ek+1),∀1 ≤ k ≤ n − 1. We write |e| = n for the length of the walk. An infinite
sequence of edges is called an infinite walk, denoted by  = 12 · · · , if for any
n ≥ 1, the first n steps []n = 12 · · · n is a walk of length n. Denote by E∗ the
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collection of finite walks in G, and E∞ the space of infinite walks. For convenience,
let i(e) = i(e1) or i() = i(1) the initial state of a walk, and let f(e) = f(e|e|) the
final state of a walk. Then we define a projection pi : E∞ → ⋃s∈S Ks by
pi() =
∞⋂
n=1
ψ[]nKf([]n),
where we use the notation ψe = ψe1 ◦ ψe2 ◦ · · · ◦ ψen .
Analogous to p.c.f. self-similar sets, for each s ∈ S, we introduce the set of level 1
intersection Cs =
⋃
e 6=e′∈i−1(s) ψeKf(e)∩ψe′Kf(e′), where e ∈ i−1(s) means i(e) = s,
the critical set CG =
⋃
s∈S pi
−1(Cs), and the post-critical set PG =
⋃∞
n=1 σ
n(CG),
where σ is the shift map on E∞, i.e., σ(12 · · · ) = 23 · · · . Then for each s ∈ S,
we write Vs = {pi() : i() = s,  ∈ PG}.
Definition 3.3. A family K = {Ks}s∈S constructed by the graph-directed con-
struction G = (S,E, {ψe}e∈E) is called a finitely ramified graph-directed(f.r.g.d.
for short) fractal family if Vs is finite for each s ∈ S. Each member Ks ∈ K is
called an f.r.g.d. fractal.
Now we proceed to clarify the relationship between f.r.f.t. self-similar sets and
f.r.g.d. fractals.
Let us start with an f.r.f.t. nested structure {Kα,Λα}α∈Λ, with Λ/ ∼= {T1, T2, · · · , TM}.
For 1 ≤ i ≤M , choose an element αi in Ti(for convenience, we always require Kαi
has the largest diameter in islands of type Ti, obviously α1 = ϑ), then we have
(3.1) Kαi =
⋃
β∈Λαi
Kβ =
⋃
β∈Λαi
φαt(β),β(Kαt(β)), ∀1 ≤ i ≤M.
Thus we can construct a directed graph G = (S,E) with the state set S and the
edge set E defined as
(3.2) S = {Ti}Mi=1, E = {(Ti, Tt(β)) : 1 ≤ i ≤M,β ∈ Λαi}.
Obviously, G = (S,E, {φαt(β),β}) is a graph-directed construction, and K is an
f.r.g.d. fractal as a member of the f.r.g.d. family {Kαi}Mi=1.
Theorem 3.4. A connected self-similar set possesses an f.r.f.t. nested struc-
ture if and only if it is an f.r.g.d. fractal.
Proof. The “only if” part is true as discussed before.
Let’s look at the “if” part. Suppose K is a connected f.r.g.d. fractal, then it
must be a member of an f.r.g.d. fractal family K = {Ks}s∈S with an associated
graph-directed construction G = (S,E, {ψe}e∈E). Let s∗ be the associated state of
K, and S′ be the collection of all states that appear in the walks emanating from
s∗. Without loss of generality, assume S′ = S, otherwise we only need to consider
the subgraph whose states set is S′ instead.
Define Λ = {e ∈ E∗|i(e) = s∗} ∪ {ϑ}, write Kϑ = K and for any e ∈ Λ \ {ϑ},
write Ke = ψeKf(e). We claim that {Kα,Λα}α∈Λ is an f.r.f.t. nested structure of
K.
In fact, it is easy to see that {Kα,Λα}α∈Λ is a nested structure with Λe = {ee :
e ∈ E, i(e) = f(e)} for any e ∈ Λ \ {ϑ}, and trivially Λϑ = {e ∈ E : i(e) = s∗}.
We only need to verify the assumptions A1,A2,A3. We regard ϑ as an empty
walk and let f(ϑ) = s∗, ψϑ be the identity map for consistency. For A1, there are
M = #S types of islands, and e ∼ e′ if and only if f(e) = f(e′) with φe,e′ =
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ψe′ ◦ ψ−1e . For A2, it is easy to check that φee,e′e = φe,e′ for any e ∈ E with
i(e) = f(e) = f(e′), and this provides a one to one correspondence between Λe and
Λe′ . As for A3, for any e ∈ Λ we have
Ve : =
⋃
e′∼e,e′ 6=ϑ
φe′,e
(
Ke′ ∩ (
⋃
n≥1
⋃
e′′∈Pn(e′)
ψe′′Cf(e′′))
)
=
⋃
e′∼e,e′ 6=ϑ
Ke ∩ φe′,e(
⋃
0≤n<|e′|
ψ[e′]nCf([e′]n))
= ψe
(
Kf(e) ∩
( ⋃
e′∼e,e′ 6=ϑ
ψ−1e′ (
⋃
0≤n<|e′|
ψ[e′]nCf([e′]n))
))
= ψe(Kf(e) ∩
⋃
e′∼e,e′ 6=ϑ
ψ−1e′ Ci(e′)) = ψe(Vf(e)),
which is finite since Vf(e) is finite.
Thus we have proved that {Kα,Λα}α∈Λ is an f.r.f.t. nested structure of K. 
In the remaining part of this section, we will show some other sufficient conditions
for the existence of an f.r.f.t. nested structure of a given connected self-similar
set. For a self-similar set K, we write {Fi}Ni=1, W∗,W# as before. We denote ci
the similarity ratio of Fi, 1 ≤ i ≤ N , and c∗ = min{c1, c2, · · · , cN}. For w =
w1w2 · · ·wn ∈ W∗, write cw = cw1cw2 · · · cwn the similarity ratio of Fw for short.
We will introduce some conditions concerning overlaps.
Definition 3.5. A self-similar set K is said to satisfy the finite neighboring type
property if there are only finitely many similitudes h = F−1w Fu with w, u ∈ W∗
and FwK ∩ FuK 6= ∅, and with similarity ratio ch ∈ (c∗, 1/c∗).
This condition, formulated in algebraic terms, was introduced in [B] and [BR]
by Bandt and Rao to describe algorithms to verify the open set condition. It is also
related with the finite type concept in [LN, NW] by Lau and Ngai, Ngai and Wang
to determine the Hausdorff dimension of certain self-similar sets with overlaps. In
fact, it is a more restrictive but simpler version than that in [LN, NW].
We call a finite sequence of distinct copies γ = (Fw(1)K,Fw(2)K, · · · , Fw(n)K)
with w(i) ∈W∗, ∀1 ≤ i ≤ n, an overlapping chain if #
(
Fw(i+1)K∩(
⋃
1≤j≤i Fw(j)K)
)
=
∞,∀1 ≤ i ≤ n − 1, and Fw(i)K * Fw(j)K for distinct 1 ≤ i, j ≤ n, and call n the
length of γ. Moreover, for 0 < δ < 1, we call the chain γ a δ-overlapping chain if
δ ≤ cw(i)c−1w(j) ≤ 1/δ for any Fw(i)K and Fw(j)K contained in γ. Denote L(K) the
supremum of the lengths of overlapping chains in K, and Lδ(K) the supremum of
the lengths of δ-overlapping chains in K, ∀0 < δ < 1.
Definition 3.6. A self-similar set K is said to satisfy the finite chain length
property if L(K) < ∞, and the finite δ-chain length property if Lδ(K) < ∞ for
some 0 < δ < 1.
Obviously, L(K) <∞ implies Lδ(K) <∞ for any 0 < δ < 1. And for 0 < δ1 ≤
δ2 < 1, Lδ1(K) <∞ implies Lδ2(K) <∞. Nevertheless, we have
Proposition 3.7. Let K be a self-similar set. Then the following two conditions
are equivalent:
1. there exists 0 < δ ≤ c∗ such that Lδ(K) <∞;
2. for any 0 < δ ≤ c∗, Lδ(K) <∞.
Proof. We only need to prove “1⇒ 2”.
Fix a 0 < δ ≤ c∗ such that Lδ(K) <∞. We just need to show Lδ′(K) <∞ for
any 0 < δ′ ≤ δ. Let γ be a δ′-overlapping chain with γ = (Fw(1)K,Fw(2)K, · · · , Fw(n)K).
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We denote by λ = max{cw(i) : 1 ≤ i ≤ n}, and write Wλ = {w ∈ W# :
λc∗ < cw ≤ λ}. Then for each 1 ≤ i ≤ n, we could choose w˜(i) in Wλ such
that Fw(i)K ⊂ Fw˜(i)K. It is clear that, after deleting the repeated ones if neces-
sary, (Fw˜(1)K,Fw˜(2)K, · · · , Fw˜(n)K) forms a c∗-overlapping chain, we denote it by
γ˜. Since δ ≤ c∗, γ˜ is also a δ-overlapping chain, and hence the length of γ˜ is no
more than Lδ(K). Notice that the similarity ratio of elements in γ have a lower
bound λδ′, and the similarity ratio of elements in γ˜ have an upper bound λ. Then
an easy calculation shows that the length of γ is no more than #Wδ′Lδ(K). From
the arbitrariness of γ, we have proved that Lδ′(K) <∞. 
Then we have
Theorem 3.8. Let K be a connected self-similar set, satisfying the finite neigh-
boring type property and the finite δ-chain length property for some δ ≤ c∗. Then
K possesses an f.r.f.t. nested structure.
Proof. By Proposition 3.7, without loss of generality, we just take δ = c∗. For
λ > 0, as in the proof of Proposition 3.7, we writeWλ = {w ∈W# : λc∗ < cw ≤ λ}.
Notice that K =
⋃
w∈Wλ FwK.
By choosing λ0 sufficiently small, we could assume #Wλ0 > Lc∗(K). Then
rewrite the decomposition K =
⋃
w∈Wλ0 FwK into the following finite union of
connected compact subsets,
(3.3)
K =
⋃{
Kγ : γ is a c∗-overlapping chain with elements in{FwK : w ∈Wλ0}
}
,
with Kγ :=
⋃
w∈γ FwK, and with #(Kγ ∩ Kγ′) < ∞ for distinct γ, γ′. Since
#Wλ0 > Lc∗(K), the union in (3.3) contains at least two distinct Kγ ’s.
Next, by choosing λ1 sufficiently small, for each Kγ in (3.3), we could assume
that Kγ =
⋃{FwK : w ∈ Wλ1 , FwK ⊂ Kγ} with #{w : w ∈ Wλ1 , FwK ⊂ Kγ} >
Lc∗(K). Similarly as above, we then redecompose each Kγ into a finite (at least
two) union of connected compact subsets which intersect each other only at finite
points,
(3.4)
Kγ =
⋃{
Kγ′ : γ
′ is a c∗-overlapping chain with elements in{FwK : w ∈Wλ1}
}
.
By using the finite neighboring type property, and noticing that Lc∗(K) < ∞,
we obtain that there are only finitely many types of c∗-overlapping chains involved
in (3.3) and (3.4) up to similitudes. So (3.3) and (3.4) provide an f.r.g.d. graph-
directed reconstruction of the self-similar set K. Then by using Theorem 3.4, K
possesses an f.r.f.t. nested structure. Thus we have proved the theorem. 
Obviously, we have
Corollary 3.9. Let K be a connected self-similar set, satisfying both the finite
neighboring type property and the finite chain length property. Then K possesses
an f.r.f.t. nested structure.
Remark. The finite neighboring type property and the finite chain length prop-
erty can not imply each other. See counterexamples in Appendix.
4. Examples of f.r.f.t. nested strutures
In this section, we will show some examples possessing f.r.f.t. nested structures.
Example 1.(Vicsek set with overlaps) Let {qi}4i=1 be the four vertices of a
square, and q5 be the center of the square. The Vicsek set with overlaps, denoted
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by Vo, is the invariant set of the i.f.s. {Fi}5i=1,
F1 : x→ 1
2
x+
1
2
q1, Fi : x→ 1
3
x+
2
3
qi, i = 2, 3, 4, 5,
see Figure 1.2(left) for Vo. There are two types of connected compact subsets in Vo,
including Vo, among which each can be split into similar copies by removing finite
number of appropriate points. See Figure 4.1 for an illustration, where the left one
is Vo and the right one is ⋃i=1,2,4,5 FiVo. We use different colors to indicate the
types of the pieces, and dot the points of overlaps.
q1 q2
q4 q3
Figure 4.1. Two typical compact subsets in Vo.
We can further divide Vo into smaller pieces by inductively using the “cutting
rule” shown in Figure 4.1, see Figure 4.2 for the level-3 division.
Figure 4.2. The level-3 division of Vo.
To be more precise, let
K1 = Vo and K2 =
⋃
i=1,2,4,5
FiVo,
then
(4.1)
{
K1 = K2 ∪ F3K1,
K2 = F1K2 ∪ F2K1 ∪ F4K1 ∪ F5K1.
Thus {K1,K2} can be viewed as the invariant sets of a graph-directed construction
G = (S,E,Γ) with S = {T1, T2} being the state set, E being the edge set consisting
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of 6 edges, and Γ = {ψi}6i=1 being the collection of similitudes associated with E,
that is, we could rewrite (4.1) into
(4.2)
{
K1 = ψ1K2 ∪ ψ2K1,
K2 = ψ3K2 ∪ ψ4K1 ∪ ψ5K1 ∪ ψ6K1.
For any edge e ∈ E, we write ψe its associated similitude. Let Λ be the collection
of all finite walks in G = (S,E) emanating from T1, including ϑ as the empty walk.
Let Kϑ = Vo, and for any walk e = e1e2 · · · en ∈ Λ, denote Ke = ψeKf(e) a
compact subset in Vo. Then by Theorem 3.4, it is easy to check that the structure
{Ke,Λe}e∈Λ becomes an f.r.f.t. nested structure of Vo withM = 2, where Λe is the
same notation introduced in the proof of Theorem 3.4. In addition, the boundary
of K1 is {q1, q2, q3, q4} and the boundary of K2 is {q1, q2, q4, F3q1}, see Figure 4.3.
Figure 4.3. The boundary of K1,K2, and the level-3 vertices V3.
We would like to point out that the f.r.f.t nested structure of Vo is not unique,
which means that we could assign various f.r.g.d. fractal families that includes Vo
as a member. See Figure 4.4 for the illustration of another “cutting rule” of Vo.
Figure 4.4. Another “cutting rule” of Vo.
Example 2.(Overlapping gasket with open bottom) Let {qi}3i=1 be the
vertices of an equilateral triangle, and {q4, q5} be the centers of the line segments
q1q2 and q1q3. The overlapping gasket with open bottom, denoted by SGo, is the
invariant set of the i.f.s. {Fi}5i=1,
F2 : x→ 1
2
x+
1
2
q2, Fi : x→ 1
3
x+
2
3
qi, i = 1, 3, 4, 5,
see Figure 1.3(left) for SGo.
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Let K1 = SGo and K2 = (SGo \ F2SGo) ∪ {F2q1} be two connected compact
subsets in SGo, then
(4.3)
{
K1 = F2K1 ∪K2,
K2 = F1K1 ∪ F3K1 ∪ F5K1 ∪ F4K2.
It is easy to check that this provides an f.r.f.t. nested structure of SGo. The
boundary of K1 is {q1, q2, q3}, and the boundary of K2 is {q1, q3, q4}. See Figure
4.5 for an illustration.
q1
q2 q3
q4
Figure 4.5. K1,K2 in SGo and the level-2 division of SGo.
Example 3.(Vicsek windmill set) Let {qi}4i=1 be the vertices of a square
in R2, say {(0, 0), (1, 0), (1, 1), (0, 1)} for convenience. The Vicsek windmill set,
denoted by Vw, is the invariant set of the i.f.s. {Fi}8i=1,
Fi(x) =
1
4
x+
3
4
qi, i = 1, 2, 3, 4,
F5(x) =
1
4
x+ (
1
4
, 0), F6(x) =
1
4
x+ (
1
2
,
1
4
),
F7(x) =
1
4
x+ (
1
4
,
1
2
), F8(x) =
1
4
x+ (
1
2
,
3
4
),
see Figure 1.2(right) for Vw. It is easy to check that Vw has an f.r.f.t. nested
structure with three types of islands, which are similar copies of
K1 = Vw, K2 = F1Vw ∪ F5Vw, K3 = F1F8Vw ∪ F1F3Vw ∪ F5F4Vw,
where the latter two are the union of two or three copies of Vw, see Figure 4.6. As
the f.r.g.d. construction of {K1,K2,K3} consists of long equations, we omit the
exact expressions, but readers can get all the information from Figure 4.6. It is
easy to see that the boundaries are
∂K1 = {qi}4i=1, ∂K2 = {q1, F5q2, F5q3, F1q4},
∂K3 = {F1F8q1, F5F4q2, F5F4q3, F1F8q4},
which are the vertices of their associated rectangles.
Example 4.(Symmetrical overlapping gasket with closed bottom) Let
{qi}3i=1 be the vertices of an equilateral triangle, and {q4, q5} be the centers of
the line segments q1q2 and q1q3. The symmetrical overlapping gasket with closed
bottom, denoted by SGc, is the invariant set of the i.f.s. {Fi}5i=1,
Fi(x) =
1
3
x+
2
3
qi, i = 1, 4, 5, Fi(x) =
1
2
x+
1
2
qi, i = 2, 3,
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q1 q2
q4 q3
Figure 4.6. Three typical islands in Vw.
see Figure 1.3(right) for SGc.
Let K1 = SGc,K2 = F2SGc ∪ F4SGc, then{
K1 = F1K1 ∪K2 ∪RK2,
K2 = F2K2 ∪ F2RK2 ∪ F4K2 ∪ F4RK2 ∪ F4F1K1,
where R is the reflection keeping q1 fixed, and interchanging q2 and q3. This “cutting
rule” provides an f.r.f.t. nested structure of SGc. The boundaries of K1,K2 are
∂K1 = {q1, q2, q3}, ∂K2 = {q2, F2q3, F4q3, F4q1}.
See Figure 4.7 for an illustration.
q1
q2 q3
Figure 4.7. K1,K2 in SGc and the level-2 division of SGc.
5. Dirichlet forms on f.r.f.t. self-similar sets
In this section, we construct “self-similar” Dirichlet forms on self-similar sets
with f.r.f.t. nested structures, and show the solutions of typical examples. Here
we use the term self-similar to refer to the scaling invariance of the Dirichlet forms
associated with the f.r.f.t. nested structures. The construction essentially comes
from the method that Kigami introduced to deal with p.c.f. self-similar sets [K2].
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Let’s recall some basic concepts that will be used in this section.
For a finite set V , we use l(V ) to denote the collection of all maps from V into
R. A symmetric linear operator(matrix) H : l(V ) → l(V ) is called a (discrete)
Laplacian on V if H is non-positive definite, Hu = 0 if and only if u is a constant
on V , and Hxy ≥ 0 for all x 6= y ∈ V . Write x ∼ y if Hxy > 0, there is a symmetric
bilinear form EH(·, ·) on l(V ), called the (discrete) Dirichlet form associated with
H, written as
EH(u, v) =
∑
x∼y
cx,y
(
u(x)− u(y))(v(x)− v(y)), ∀u, v ∈ l(V ),
with cx,y = Hxy called the conductance between x, y. Conversely, for a symmetric
bilinear form E(·, ·) on l(V ) as above with cx,y > 0 and E(u, u) = 0 if and only if
u is a constant on V , there is a unique Laplacian H on V such that E = EH . The
pair (V,H) is called a (finite) resistance network. We write EH(u) = EH(u, u) for
short.
If (V,H1) and (U,H2) are two pairs of resistance networks satisfying that V ⊂ U
and
(5.1) EH1(v) = min{EH2(u) : u ∈ l(U), u|V = v}, ∀v ∈ l(V ),
we say they are compatible and write (V,H1) ≤ (U,H2). Note that if (V,H1) ≤
(U,H2), then for any v ∈ l(V ), there exists a unique function u ∈ l(U) attaining
the minimum in (5.1).
Given a compatible sequence {(Vn, Hn)}n≥0, i.e. (Vn, Hn) ≤ (Vm, Hm) if n ≤ m,
there is a limit form (E ,F), called the resistance form on V∗ =
⋃∞
n=0 Vn, defined as
E(u, v) = lim
n→∞ EHn(u|Vn , v|Vn), ∀u, v ∈ F ,
with
F = {u ∈ l(V∗) : E(u) := lim
n→∞ EHn(u) <∞}.
The form (E ,F) can be naturally extended to l(clR(V∗)), still denoted by (E ,F),
where clR(V∗) is the closure of V∗ with respect to the effective resistance metric
R(·, ·),
R(x, y) = inf{E(u)|u(x) = 0, u(y) = 1}−1, x 6= y ∈ V∗.
For the resistance form (E ,F) on clR(V∗), for any subset V , the trace of E onto
V , denoted by E|V , is defined as the unique Dirichlet form on l(V ) satisfying
E|V (v) = min{E(u) : u|V = v, u ∈ F}, ∀v ∈ l(V ).
In particular, the form EHn is the trace of E onto Vn, ∀n ≥ 0.
The above concepts can be found in details in [K5-K7]. In the following, for a
self-similar set K possessing an f.r.f.t. nested structure, we will construct a “self-
similar” compatible sequence of networks on {Vn}n≥0, the sequence of finite vertices
introduced in Section 2. Providing this can be fulfilled and in addition clR(V∗) = K
in the sense of homeomorphism, then using standard argument, associated with any
Borel probability measure µ(we often require µ has a scaling invariant property) on
K, the resistance form (E ,F) turns out to be a local regular (self-similar) Dirichlet
form on L2µ(K).
Recall that as in Section 3, for a self-similar set K with an f.r.f.t. nested
structure {Kα,Λα}α∈Λ, there is an associated graph-directed construction G =
(S,E, {ψe}e∈E) and an f.r.g.d. fractal family K = {Kαi}Mi=1, including K = Kα1
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as a member, satisfying the identity (3.1) and (3.2). For γ = P (β), we use the
notation e(γ, β) to specify the associated edge in E from Tt(γ) to Tt(β). It is easy
to check that ψe(γ,β) = φγ,αt(γ) ◦ φαt(β),β . For γ = Pn(β) with n ≥ 1, we write
e(γ, β) = e1e2 · · · en with ei = e
(
Pn+1−i(β), Pn−i(β)
)
, 1 ≤ i ≤ n, the walk from
Tt(γ) to Tt(β) for simplicity.
For 1 ≤ i ≤ M , Let Dαi be an initial Laplacian on Vαi and denote Eαi,0(·, ·) its
associated Dirichlet form. Note that it may be possible that Vα1 = Vϑ = ∅. If it
happens, we just skip Dα1 . Let r = (re)e∈E be a vector of positive numbers. For
1 ≤ i ≤M , as shown in Proposition 2.3(d), Vαi ⊂ Vαi,1, we define a Dirichlet form
on l(Vαi,1),
(5.2) Eαi,1(u, v) =
∑
β∈Λαi
r−1e(αi,β)Eαt(β),0(u ◦φαt(β),β , v ◦φαt(β),β), ∀u, v ∈ l(Vαi,1),
and let Hαi,1 be its associated Laplacian.
In general, for α ∈ Λ, n ≥ 1, define Vα,n =
⋃
β∈P−n(α) Vβ (obviously Vα1,n = Vn),
then by Proposition 2.3(d), Vα,n−1 ⊂ Vα,n. For n ≥ 2, 1 ≤ i ≤ M , we define a
Dirichlet form Eαi,n(·, ·) on l(Vαi,n) inductively,
Eαi,n(u, v) =
∑
β∈Λαi
r−1e(αi,β)Eαt(β),n−1(u ◦ φαt(β),β , v ◦ φαt(β),β)
=
∑
β∈P−n(αi)
r−1e(αi,β)Eαt(β),0(u ◦ φαt(β),β , v ◦ φαt(β),β), ∀u, v ∈ l(Vαi,n),
and let Hαi,n be the associated Laplacian, where we write re = re1re2 · · · re|e| for
simplicity.
Analogous to that for the p.c.f. self-similar sets, in order to make the sequence
{(Vn, Hn)}n≥1 = {(Vα1,n, Hα1,n)}n≥1 compatible, we only need to assume that the
pair ({Dαi}Mi=1, r) satisfies the renormalization equations
(5.3) (Vαi , Dαi) ≤ (Vαi,1, Hαi,1), ∀1 ≤ i ≤M.
Definition 5.1. Call the pair ({Dαi}Mi=1, r) a harmonic structure with respect
to the f.r.f.t. nested structure {Kα,Λα}α∈Λ if the renormalization equations (5.3)
are satisfied. In addition, we say ({Dαi}Mi=1, r) is regular if re < 1 for every cycle
e in the directed graph G = (S,E).
For a harmonic structure ({Dαi}Mi=1, r), the elements in r are called renormal-
ization factors. Providing a harmonic structure exists, we actually get a compatible
sequence of networks {(Vαi,n, Hαi,n)}n≥1 for each 1 ≤ i ≤M . The limit forms are
denoted by Eαi , 1 ≤ i ≤M . In particular, we write E = Eα1 ,
F = {u ∈ l(V∗) : E(u) <∞},
and call (E ,F) a self-similar resistance form induced by ({Dαi}Mi=1, r).
Proposition 5.2. Suppose ({Dαi}Mi=1, r) is a regular harmonic structure of
an f.r.f.t. self-similar set K. There exist two constants 0 < ρ1 < ρ2 < 1 and
C1, C2 > 0, such that
C1ρ
|e|
1 ≤ re ≤ C2ρ|e|2
holds for any cycle e in the directed graph G = (S,E).
Proof. The lower bound estimate is obvious as we just need to take ρ1 =
min{re}e∈E and C1 = 1. Conversely, assume e = e1e2 · · · en is a cycle whose length
n ≥M , then it will contain at least a cycle e1 = ekek+1 · · · ek+m, with m < M , k ≥
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1. By deleting this cycle from e we will get a new cycle e′ = e1 · · · ek−1ek+m+1 · · · en
with re′ = re/re1 . Repeat the same operation on e′ and continue, until the length
of new cycle is less thanM . We can extract at least [ nM ] cycles from e whose lengths
are all no more than M . Note that λ := max{re : |e| ≤ M, e is a cycle} < 1 as
({Dαi}Mi=1, r) is regular. Thus by letting ρ2 = λ
1
M and choose C2 appropriately, we
get the upper bound estimate. 
Thus if the harmonic structure is regular, by Proposition 5.2, using routine argu-
ments(see for example [K5, K7]), we can find that the induced effective resistance
metric R(·, ·) of (E ,F) on V∗ is equivalent to the Euclidean metric which yields
clR(V∗) = K. Hence the form (E ,F) turns out to be a local regular Dirichlet form
on L2µ(K) for any Borel probability measure µ on K. Without causing any confu-
sion, we still denote the resulting Dirichlet form by (E ,F). Even if the harmonic
structure is not regular, it may still be possible to generate a local regular Dirichlet
form on L2µ(K) providing more assumptions are made on the measure µ. The argu-
ment is similar to the p.c.f. case [K5], see also a discussion for the f.r.g.d. fractals
in [HN], we omit it. From now on we will only interest in those f.r.f.t. self-similar
sets possessing regular harmonic structures.
In the following parts, we will construct regular harmonic structures on the
examples shown in previous sections.
Before proceeding, we will mention an interesting fact about cut-points in the
fractals that will simplify the calculation. Let K be an f.r.f.t. self-similar set,
K = {Kαi}Mi=1 be its associated f.r.g.d. fractal family including K = Kα1 as a
member. For 1 ≤ i ≤ M , p ∈ Kαi , we call p a cut-point of Kαi if Kαi \ {p}
is disconnected. Note that since Kαi is connected, Kαi \ {p} is a locally arcwise
connected set.
Lemma 5.3. Let {Kα,Λα}α∈Λ be an f.r.f.t. nested structure with a regular
harmonic structure ({Dαi}Mi=1, r). For 1 ≤ i ≤ M , let p be a cut-point of Kαi ,
and {pk}mk=1 be a finite set in Kαi \ {p}. Write the restriction of Eαi onto V =
{p} ∪ {pk}mk=1 by
Eαi |V (u, v) =
∑
x 6=y∈V
cx,y
(
u(x)− u(y))(v(x)− v(y)), ∀u, v ∈ l(V ),
then cpk,pl > 0 if and only if pk, pl belong to a same connected component of
Kαi \ {p}.
Proof. The proof is obvious and routine by a standard discussion of harmonic
structures. We omit it. 
5.1. Vicsek set with overlaps. In this first example, we will give all the regular
harmonic structures associated with the f.r.f.t. nested structure of Vo given by
(4.2) in Section 4. The same notations introduced there will be used.
Lemma 5.4. The point q5 is a cut-point of Vo. In addition, Vo \ {q5} has 4
connected components, and each contains one element in {q1, q2, q3, q4}.
Proof. For any n ≥ 1, Vo \ Fn5 Vo is disconnected, with four connected compo-
nents, each containing one element in {q1, q2, q3, q4}. Denote by Ci,n the component
in Vo \ Fn5 Vo containing qi.
Then for each path γ from qi to qj(a continuous curve γ : [0, 1]→ Vo such that
γ(0) = qi, γ(1) = qj) with i 6= j, it intersects Fn5 Vo for any n ≥ 1, so the path
γ contains the point q5. Thus qi, qj belong to different connected components of
Vo \ {q5} since it is locally arcwise connected. On the other hand, for 1 ≤ i ≤ 4,
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let Ci =
⋃∞
n=1 Ci,n, then Ci is obviously connected and contains qi. So Ci’s are all
the connected components of Vo \ {q5}. 
For the consistency of the notations, we write Kα1 = K1, Kα2 = K2 and denote
Vα1 , Vα2 as their boundaries. Taking into account the above lemma, we include the
cut-point q5 when we deal with Vα1 , Vα2 for convenence. Let
V˜α1 = Vα1 ∪ {q5} = {q1, q2, q3, q4, q5}, and V˜α2 = Vα2 ∪ {q5} = {q1, q2, q4, q5, F3q1}.
It is easy to check that{
V˜α1 ⊂ ψ1V˜α2 ∪ ψ2V˜α1 ,
V˜α2 ⊂ ψ3V˜α2 ∪ ψ4V˜α1 ∪ ψ5V˜α1 ∪ ψ6V˜α1 .
Define the analogy of a harmonic structure on V˜αi ’s, denoted by ({D˜αi}Mi=1, r), by
requiring the analogy of (5.3). By the elementary operation of resistance networks,
we have
Proposition 5.5. There is a one to one correspondence between regular har-
monic structures ({Dαi}Mi=1, r) and pairs ({D˜αi}Mi=1, r) such that
(Vαi , Dαi) ≤ (V˜αi , D˜αi), ∀1 ≤ i ≤M.
So we instead study the renormalization equations (5.3) on V˜αi ’s. By Lemma
5.3 and Lemma 5.4, for p 6= q in V˜αi , (D˜αi)pq > 0 if and only if one of p, q is q5.
See Figure 5.1 for an illustration, where we connect an edge between vertices p, q
when (D˜αi)pq > 0.
q1 q2
q4 q3
q5
1 a
bc
q1 q2
q4
F3q1
q5
1 a′
c′
d
Figure 5.1. The resistance network (V˜αi , D˜αi), i = 1, 2.
To simplify the notations, we write r(i)p,q = 1/(D˜αi)pq the resistance between p, q
in the network (V˜αi , D˜αi). Without loss of generality, we denote
r(1)q1,q5 = 1, r
(1)
q2,q5 = a, r
(1)
q3,q5 = b, r
(1)
q4,q5 = c,
and
r(2)q1,q5 = 1, r
(2)
q2,q5 = a
′, r(2)F3q1,q5 = d, r
(2)
q4,q5 = c
′.
For convenience of readers, we mark them in Figure 5.1. As we have already
labelled the similitudes {ψi}6i=1 by numbers 1, 2, · · · , 6, we write r1, r2, · · · , r6 for
their associated renormalization factors. See Figure 5.2 for an illustration.
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r1
r2
r3
r4
r6
r5
Figure 5.2. The renormalization factors r1, r2, · · · , r6.
By easy operation on resistors in series, the renormalization equations are equiv-
alent to the following equations,
(5.4)

a = a′, c = c′, r1 = 1, r6b = d,
r2(1 + b) + d = b,
r3(1 + d) + r6 = 1,
r4(a+ c) + r6a = a,
r5(a+ c) + r6c = c.
It is easy to solve the equations to get that
(5.5) r1 = 1, r2 =
b− d
1 + b
, r3 =
b− d
b+ bd
, r4 =
ab− ad
ab+ cb
, r5 =
cb− cd
ab+ cb
, r6 =
d
b
.
Obviously, to get a regular harmonic structure, we only need to assume a, b, c, d > 0
and b > d. This gives all the regular harmonic structures associated with the given
f.r.f.t. nested structure. The solutions depend on 4 parameters.
Since the fractal Vo possesses obvious geometric symmetry and local symmetries,
we may demand the resulting Dirichlet forms possess the same symmetries. We
just need to require a = c, and this will give all the symmetric regular harmonic
structures. So the symmetric solutions depend on 3 parameters. Furthermore, it is
also reasonable to demand that the islands of same size have the same energy. To
be precise, for any two islands Kα, Kβ with the same type and same size, i.e., φα,β
is an isometric mapping, we want
E(u) = E(u ◦ φα,β)
for any function u supported in Kβ . We need to require that r2 = r4 = r5 = r6 in
addition. This will gives b = 1, d = 13 along with a = c. So the solutions depend on
only 1 parameters. We call such solutions homogeneous harmonic structures, see
further discussion in Section 6.
We summarize what we have got in the following.
Theorem 5.6. For the f.r.f.t. nested structure associated with (4.2) of Vo, the
full solution of the regular harmonic structures is as shown in (5.5). It depends on
4 parameters. The solution of symmetric ones depends on 3 parameters and the
solution of homogeneous ones depends on 1 parameters.
Before ending this example, we would like to briefly discuss the harmonic struc-
tures of the other f.r.f.t. nested structure of Vo mentioned in Section 4, see
Figure 4.4. Analogously, we define V˜α1 := Vα1 ∪ {q5} = {q1, q2, q3, q4, q5} and
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V˜α2 := Vα2 ∪ {q5} = {q1, F2q4, F3q1, F4q2, q5}. See Figure 5.3 for the resistance
network of (V˜αi , D˜αi) with parameters a, b, c, d, e, f marked there.
q1 q2
q4 q3
q5
1 a
bc
q1
F2q4
F4q2
F3q1
q5
1
d
ef
Figure 5.3. The resistance network (V˜αi , D˜αi), i = 1, 2.
We only give the associated homogeneous regular harmonic structures. For this
purpose, some renormalization factors are required to coincide. After some simpli-
fication, we can use two parameters r, s to present all the renormalization factors,
see Figure 5.4.
1 r
rr
r
s
rs
rs
Figure 5.4. The renormalization factors.
The solution is r = 13 , s =
1
2 , a = c, b = 1, e =
1
3 , d = f =
1
3a, depending on
parameter a. This gives the same homogeneous regular harmonic structures as
that of the f.r.f.t. nested structure given by (4.2).
5.2. Overlapping gasket with open bottom. In this example q4 is a cut-point
by a same argument as in the previous example. For the uniformity of notations,
we take
ψ1 = F2, ψ2 = id, ψ3 = F1, ψ4 = F3, ψ5 = F5, ψ6 = F4,
then we have the following graph-directed construction with edge set {ei}6i=1,{
K1 = ψ1K1 ∪ ψ2K2,
K2 = ψ3K1 ∪ ψ4K1 ∪ ψ5K1 ∪ ψ6K2.
See Figure 5.5 for an illustration. By Theorem 3.4 we get a f.r.f.t. nested structure
with Kα1 = K1 = SGo,Kα2 = K2. For simplicity, take
r(1)q1,q2 = a, r
(1)
q1,q3 = b, r
(1)
q2,q3 = c, r
(2)
q1,q4 = d, r
(2)
q1,q3 = e, r
(2)
q4,q3 = f,
where r(i)p,q’s are the resistances in the resistance networks (Vαi , Dαi), i = 1, 2, see
Figure 5.6.
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ψ1K1
ψ2K2
ψ6K2
ψ4K1
ψ5K1
ψ3K1
Figure 5.5. The graph-directed construction of SGo.
q2
q1
q3
a b
c
q4
q3
q1
d
e
f
Figure 5.6. The resistance networks (Vαi , Dαi), i = 1, 2.
For the renormalization factors, we used the simplified notations ri instead of rei
as in the previous example, with r2 = 1 as ψ2 = id. We focus on the homogeneous
regular harmonic structures. It is easy to verify that it is necessary to require
r3 = r4 = r5 = r6, and we use the symbol s to denote them hereafter.
It is convenient to use the ∆ − Y transformation for resistance networks here,
see Figure 5.7 for an illustration of the ∆ − Y transformation. See Figure 5.8 for
the transformations between the first two level resistance networks.
R12 R13
R23 R3
R2
R1
⇐⇒
Figure 5.7. An illustration of the ∆ − Y transformation, with
Ri =
RijRik
R12+R23+R13
, {i, j, k} = {1, 2, 3}. All Ri’s and Rij ’s are
resistances.
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=⇒ =⇒
=⇒=⇒ =⇒
Figure 5.8. Transformations between the first two level resistance networks.
In view of Figure 5.8, it is more convenient to use the Y -shaped networks for the
calculation, then solve the ∆-shaped networks by doing the inverse ∆ − Y trans-
formation. See Figure 5.9 for the Y -shaped networks with resistances a′, b′, e′, d′, f ′
marked there.
q1
q2 q3
1
b′a′
q1
q4
q3
f ′
e′
d′
Figure 5.9. The Y -shaped resistance network of (Vαi , Dαi), i=1,2.
Put the resistances and renormalization factors into the transformations shown
in Figure 5.8. We get
(5.6) f ′ = 1, d′ = b′, e′ + r1 + r1a′ = a′,
by the transformation on Vα1,1, and
s+ s(1+a
′)(1+b′)
2(1+a′+b′) = 1,
se′ + s(1+a
′)(a′+b′)
2(1+a′+b′) = e
′,
2sb′ + s+ s(1+b
′)(a′+b′)
2(1+a′+b′) = b
′,
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by the transformation on Vα2,1, using equations in (5.6). Solving these equations,
we get
(5.7)
{
b′ = d′ = 2+3a
′
a′−2 , e
′ = 12a′ +
1
4 +
a′
4 , f
′ = 1,
s = 2+a
′
4+3a′ , r1 =
−2−a′+3(a′)2
4a′+4(a′)2 .
The solution depends on the parameter a′ and gives us the homogeneous regular
harmonic structures when a′ > 2.
So the result is
Theorem 5.7. For the f.r.f.t. nested structure associated with (4.3) of SGo, the
full solution of the homogeneous regular harmonic structures is as shown in (5.7).
It depends on 1 parameters.
5.3. Vicsek windmill set. The Vicsek windmill set Vw possesses an obvious rota-
tional symmetry. It is reasonable to require that the homogeneous regular harmonic
structures also possess the same symmetry.
Similar as previous examples, we write Kα1 = K1 = Vw, Kα2 = K2, Kα3 =
K3, and G = (S,E) the directed graph associated with the f.r.g.d. construction
illustrated in Figure 4.6. At the first glance, to determine a homogeneous regular
harmonic structure ({Dαi}3i=1, r) for the associated f.r.f.t. nested structure, we
need 8 parameters to represent the renormalization factors. For i, j ∈ {1, 2, 3}, we
use rij to denote the renormalization factor associated with the edge in E starting
from Kαi and ending to Kαj , see Figure 5.10 for an illustration. Note that there is
no r13 since no such edge exists in E.
r11 r12 r21 r23 r22
r31 r32r33
Figure 5.10. The renormalization factors.
Noticing that the homogeneity requirement of ({Dαi}3i=1, r) also implies that
n∏
k=1
rik−1ik = r
n
11,
for any finite head-to-tail sequences of factors ri0i1 , ri1i2 , · · · , rin−1in , with i0 =
in = 1. An immediate observation is r12r21 = r211, r12r23r31 = r311. We see that
r11 = r22 = r33 if we look at the pair of admissible sequences 121, 1221, and the
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pair of admissible sequences 1231, 12331. In a similar way, we can get that r23r32 =
r222 = r
2
11. So there are only three free parameters r11, r21, r31. Furthermore, if
({Dαi}3i=1, r) is a homogeneous regular harmonic structure with r = {rij} as above,
then by letting D′α1 = Dα1 , D
′
α2 =
r11
r21
Dα2 , D′α3 =
r11
r31
Dα3 , and r′ the vector of
constant r11, it is easy to check that ({D′αi}3i=1, r′) is also a homogeneous regular
harmonic structure, which yields the same resistance form induced by ({Dαi}3i=1, r).
In view of the above discussion, we only need to consider the homogeneous regular
harmonic structures ({Dαi}3i=1, r) with r being a constant vector. To simplify the
notations, we denote the common renormalization factor by r.
On the other hand, unlike the previous examples, it is easy to observe that for
each island Kβ in the f.r.f.t. nested structure, its boundary Vβ is not fully involved
when Kβ intersects other islands, i.e., Vβ \
⋃
α∈Λ,Kα*Kβ Kα 6= ∅, ∀β ∈ Λ. In fact,
for a Kα1 type island, there are two manners up to the rotational symmetry, with 2
or 3 boundary points involved, and for a Kα2 or Kα3 type island, there is only one
manner for it to intersect others up to the rotational symmetry, with 2 boundary
points involved.
Thus, regarding the rotational symmetry, we only need to consider certain re-
stricted resistance networks of (Vαi , Dαi)’s. Firstly, we choose a Y -shaped restricted
network on {q2, q3, q4} of (Vα1 , Dα1), and denote the resistances to be a, b, c. There
is also a symmetric version of restricted network on {q1, q2, q4}. By simple series
connection, the effective resistance between q2 and q4 is always a+ c. Secondly, for
(Vα2 , Dα2), we restrict the network onto {q1, F5q3}, two of the diagonal vertices in
Vα2 , and set the resistance between them to be d. Lastly, for (Vα3 , Dα3), we restrict
it onto {F1F8q1, F5F4q2} or {F1F8q4, F5F4q3}, two of the four vertices in Vα3 , lying
on a long side, and denote the resistance by e, which are same by the rotational
symmetry. See Figure 5.11 for the three types of restricted networks.
q4 q3
q2
a b
c
q4
q2q1
ab
c
q1
d
F5q3
F1F8q1 e F5F4q2
Figure 5.11. The three types of restricted resistance networks in (Vαi , Dαi)’s.
Now we come to the calculations.
First, look at the level-1 resistance network associated with (Vα1 , Dα1), generated
by the above level-0 restricted networks, see Figure 5.12. By comparing the effective
resistances between qi, qj with that of (Vα1 , Dα1) for distinct (i, j)’s, using series
connection, we have
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q4 q3
q2q1
Figure 5.12. The Level-1 resistance network associated with (Vα1 , Dα1).

r(2a+ b+ c+ d) = a+ b,
r(4a+ 4c) = a+ c,
r(2a+ b+ 3c+ d) = b+ c.
Solving the equations, we get
(5.8) r =
1
4
, c = 2a, d = 3b.
F1q4 F5q3
F5q2q1
Figure 5.13. The Level-1 resistance network associated with (Vα2 , Dα2).
Next, we look at the level-1 resistance network associated with (Vα2 , Dα2), shown
in Figure 5.13. We just need to compare the effective resistance between q1 and
F5q3 with that of (Vα2 , Dα2). Using series and parallel connection of resistors, we
get
d = r
(
2b+ 2d+
1
2
(a+ b+ 2c+ e)
)
.
Substituting (5.8) into the above equation, we have
(5.9) e = 7b− 5a.
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F1F8q4 F5F4q3
F5F4q2F1F8q1
Figure 5.14. The Level-1 resistance network associated with (Vα3 , Dα3).
Finally, we look at the level-1 resistance network associated with (Vα3 , Dα3),
shown in Figure 5.14. By using series connection operation, we simplify the network
into what Figure 5.15 presents.
F5F4q2F1F8q1
r(b+ d) r(a+ b+ e) r(a+ b+ e)
r(a+ b+ 2c+ e) r(a+ b+ 2c+ e)
2rc
r(2a+ c)
Figure 5.15. A simplification of the resistance network in Figure 5.14.
Then by using the symmetry of the above network, we can easily calculate the
effective resistance between F1F8q1 and F5F4q2, which gives that
r(2a+ b+ c+ d+
2
(a+ b+ 2c+ e)−1 + (a+ b+ e)−1
) = e.
Substituting (5.8) and (5.9) into the above equation, we get
(5.10)
b =
1
16
(13+
√
73)a, c = 2a, d =
3
16
(13+
√
73)a, e =
1
16
(11+7
√
73)a, r =
1
4
.
Thus we have
Theorem 5.8. For the f.r.f.t. nested structure of Vw shown in Example 3, there
exists exactly one rotational symmetric homogeneous regular harmonic structures
up to scalar constants.
5.4. Symmetrical overlapping gasket with closed bottom. We only consider
the symmetric homogeneous regular harmonic structures for this example. Since the
involved calculation is complicated comparing with the previous examples, instead
of providing the exact result, we just give a quick analysis about the dimension of
the solutions, i.e, the number of free parameters to decide a symmetric homogeneous
regular harmonic structure.
As before, we need to list the possible parameters to be determined, including
the resistances in the networks (Vαi , Dαi), i = 1, 2, and the renormalization factors.
See Figure 5.16 for the resistances, and Figure 5.17 for the renormalization factors.
DIRICHLET FORMS ON SELF-SIMILAR SETS WITH OVERLAPS 29
1
aa
b
c
d
ef
g
Figure 5.16. The resistance networks (Vαi , Dαi), i = 1, 2.
1 1
r1
r2
r3 r3
r4 r4
Figure 5.17. The renormalization factors.
We have 7 parameters for the resistances and 4 parameters for the renormaliza-
tion factors. The renormalization equations will give us 8 equations among these
parameters. Nevertheless, the homogeneity assumption will give us two more equa-
tions. In fact, by noticing that F4SGc is isometric to F1SGc, and then comparing
the pieces of these two copies, we have{
r21 = r2 · 1,
r3 · 1 = 1 · r1.
So we have 10 equations altogether. It is expectable that there exist the solutions
of symmetric homogeneous regular harmonic structures with 1 free parameter.
6. Homogeneous regular harmonic structures
In this section, we will focus on the homogeneous regular harmonic structures of
an f.r.f.t. self-similar set K.
Definition 6.1. Let ({Dαi}Mi=1, r) be a harmonic structure of an f.r.f.t. nested
structure {Kα,Λα}α∈Λ. We say ({Dαi}Mi=1, r) is homogeneous if for any two
islands Kα, Kβ with the same type and same size, re(ϑ,α) = re(ϑ,β).
The resistance form (E ,F) generated by a homogeneous regular harmonic struc-
ture is translation invariant, i.e., for any two islands Kα,Kβ with the same type
and same size,
E(u) = E(u ◦ φα,β)
holds for any function u ∈ F supported in Kβ .
In the case that the associated directed graph G = (S,E) is strongly connected,
i.e., for any two states Ti, Tj in S, there is a walk e such that i(e) = Ti, f(e) = Tj ,
we have the following proposition. The examples in Section 4 are all in this case.
Proposition 6.2. Let ({Dαi}Mi=1, r) be a homogeneous harmonic structure of an
f.r.f.t. nested structure {Kα,Λα}α∈Λ. Suppose the associated directed graph G =
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(S,E) is strongly connected. Then for any 1 ≤ i ≤ M , for any α, β ∈ Ti, the ratio
re(ϑ,α)/re(ϑ,β) depends only on the ratio diam(Kα)/diam(Kβ), i.e., there exists a
function c(·) : R+ → R+ such that re(ϑ,α)/re(ϑ,β) = c
(
diam(Kα)/diam(Kβ)
)
.
Proof. Let α˜, β˜ ∈ Tj be another pair of indices such that diam(Kα)diam(Kβ) =
diam(Kα˜)
diam(Kβ˜)
.
Since G is strongly connected, we can always find a walk e such that i(e) = Ti
and f(e) = T1. Connecting the walks e(ϑ, α) and e(ϑ, β˜) by e, we get a walk
e1 = e(ϑ, α)ee(ϑ, β˜), and similarly e2 = e(ϑ, β)ee(ϑ, α˜). Note that both e1 and
e2 are walks from Ti to Tj . Obviously, ψe1 and ψe2 have the same similarity ratio,
which gives that
re1 = re2 ,
since ({Dαi}Mi=1, r) is homogeneous. As a result, re(ϑ,α)re(ϑ,β˜) = re(ϑ,β)re(ϑ,α˜).
Thus the ratio re(ϑ,α)/re(ϑ,β) only depends on diam(Kα)/diam(Kβ). 
Now let’s look at the relation of the homogenous regular harmonic structures
between different f.r.f.t. nested structures. Let K be a self-similar set, with two
distinct f.r.f.t. nested structures S := {Kα,Λα}α∈Λ and S ′ := {Kα′ ,Λ′α′}α′∈Λ′ .
We use G = (S,E) and G′ = (S′, E′) to denote their associated directed graphs
respectively.
For an island Kα′ , α′ ∈ Λ′, we can always find an at most countable set of indices
Lα′ ⊂ Λ such that
(6.1) Kα′ \ Vα′ =
⋃
α∈Lα′
Kα,
with
(6.2) #Kα ∩Kβ <∞,∀α, β ∈ Lα′ .
In fact, let pi be the canonical projection pi : E∞ → K, then pi−1(Kα′ \ Vα′) is an
open set in E∞, so it is a countable disjoint union of cylinders pi−1(Kα′ \ Vα′) =⋃
α∈Lα′ E
∞
α , where each cylinder is of the form E∞α = { ∈ E∞ : []n = e(ϑ, α)}
with α ∈ Λ and |α| = n. This gives the desired set Lα′ . Obviously, for a given
α′ ∈ Λ′, Lα′ is not unique, but they are subdivisions of a unique Lα′ .
Definition 6.3. We say S ′ can be tiled by S, and write S ′ J S, if for any
α′, β′ ∈ Λ′ with α′ ∼ β′, there exist Lα′ , Lβ′ ⊂ Λ satisfying equations (6.1) and
(6.2) such that there is a one to one correspondence pα′,β′ : Lα′ → Lβ′ satisfying
α ∼ pα′,β′(α) and φα,pα′,β′ (α) = φα′,β′ , ∀α ∈ Lα′ .
Remark. In simple cases, for an island Kα′ , we can find a finite subset of indices
L˜α′ such that Kα′ =
⋃
α∈L˜α′ Kα, with #Kα ∩Kβ <∞,∀α, β ∈ L˜α′ , so that there
is a simplified analogue of Definition 6.3, which requires that for any α′ ∼ β′, we
can find finite sets of indices L˜α′ and L˜β′ such that there is a same one to one
correspondence pα′,β′ : L˜α′ → L˜β′ as in Definition 6.3. This simple case obviously
implies S′ J S.
Example. (a). For the two structures S and S ′ on Vo given by Figure 4.1 and
Figure 4.4, we have both S J S ′ and S ′ J S.
(b). There are infinitely many pairs of f.r.f.t. structures {S,S ′} on I = [0, 1]
such that S 6J S ′ and S ′ 6J S.
(c). Consider the standard Sierpinski gasket SG. Let q1, q2, q3 be the vertices
of an equilateral triangle, and let Fi : x → 12 (x + qi), i = 1, 2, 3. The Sierpinski
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gasket SG is the unique invariant set satisfying SG = ⋃3i=1 FiSG. It is a typical
p.c.f. self-similar set. The i.f.s. {Fi}3i=1 gives a natural f.r.f.t. nested structure
S = {FwSG,Λw}w∈W∗ as discussed in Section 3. We can also generate SG by using
the i.f.s. consisting of all nine compositions {Fij}3i,j=1, and this gives another
f.r.f.t. nested structure S ′ = {Fw′SG,Λ′w′}w′∈W ′∗ .
It is easy to check that S ′ J S. But the other direction is not true. In fact, the
map φ1,11 = F1 is never a map of the form φα′,β′ for some α′, β′ ∈W ′∗.
Theorem 6.4. Let K be a self-similar set, with two distinct f.r.f.t. nested
structures S = {Kα,Λα}α∈Λ and S ′ = {Kα′ ,Λ′α′}α′∈Λ′ . Suppose ({Dαi}Mi=1, r) is a
homogeneous regular harmonic structure of S, and (E ,F) is its induced resistance
form. Assume S′ J S and G is strongly connected, where G = (S,E) is the
associated directed graph of S. Then there is a homogeneous regular harmonic
structure ({Dα′j}M
′
j=1, r
′) of S ′ inducing the same resistance form (E ,F).
Proof. For each function u ∈ F , we denote its associated energy measure by
µE,u, then for each α ∈ Ti with 1 ≤ i ≤M ,
µE,u(Kα) = r−1e(ϑ,α)Eαi(u|Kα ◦ φαi,α).
The energy measure µE,u has no atom by a routine discussion, see for example
[BST]. So for each α′ ∈ Λ′, we have
µE,u(Kα′) =
∑
α∈Lα′
µE,u(Kα),
where Lα′ ⊂ Λ is a countable set of indices satisfying (6.1) and (6.2).
For each α′ ∈ Λ′, let Fα′ := {u|Kα′ : u ∈ F}, and denote Eα′(f) := µE,u(Kα′)
for each f ∈ Fα′ with f = u|Kα′ . It is easy to check that the value of Eα′(f) is
independent of the choice of u. By using the polarization identity
Eα′(f, g) := 1
4
(Eα′(f + g)− Eα′(f − g)), ∀f, g ∈ Fα′ ,
we can get a bilinear form (Eα′ ,Fα′). We claim that (Eα′ ,Fα′) is a resistance form
on Kα′ . Recall the definition of resistance forms, see [K5,K7]. We need to check
the following conditions (RF1) through (RF5).
RF1. Fα′ is a linear space of functions on Kα′ containing constants, and
EKα′ (f) = 0 if and only if f is constant on Kα′ .
RF2. Write f ∼ g if f − g is a constant. Then (Fα′/ ∼, Eα′) is a Hilbert space.
In fact, by the standard theory of resistance forms (see [K7]), for any f ∈ Fα′ ,
there exists a unique function h(f) ∈ F such that h(f)|Kα′ = f and
E(h(f)) = min{E(v) : v ∈ F , v|Kα′ = f},
which is the harmonic extension of f . It is easy to see that
(6.3) CE(h(f)) ≤ Eα′(f) ≤ E(h(f)),
for some constant 0 < C < 1 independent of f , since the boundary of Kα′ is a
finite set. If {fn}n≥1 is a Cauchy sequence in (Fα′/ ∼, Eα′), then {h(fn)}n≥1, the
sequence of harmonic extension functions, is also a Cauchy sequence in (F/ ∼, E).
By the completeness of (F/ ∼, E), h(fn) converges to some u∗ ∈ F as n goes to
infinity, and this gives that limn→∞ Eα′(fn − f) = 0 for f = u∗|Kα′ .
RF3. For any finite subset V ⊂ Kα′ and any function f ∈ l(V ), there exists
f˜ ∈ Fα′ such that f˜ |V = f .
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RF4. For any p, q ∈ Kα′ , sup{ |f(p)−f(q)|
2
Eα′ (f) : f ∈ Fα′ , Eα′(f) > 0} is finite by the
estimate (6.3).
RF5. For any f ∈ Fα′ , we have f¯ := max{min{f, 1}, 0} ∈ Fα′ and Eα′(f¯) ≤
Eα′(f).
Thus for each α′ ∈ Λ′, (Eα′ ,Fα′) is indeed a resistance form on Kα′ . Moreover,
we have the following claims on (Eα′ ,Fα′).
Claim 1. Eα′(f) =
∑
β∈Λ′
α′
Eβ′(f |Kβ′ ), ∀f ∈ Fα′ .
This follows directly from
Eα′(f) = µE,u(Kα′) =
∑
β′∈Λ′
α′
µE,u(Kβ′) =
∑
β′∈Λ′
α′
Eβ′(f |Kβ′ ),
with u|Kα′ = f. 
Let Lα′ ⊂ Λ be an at most countable set of indices satisfying (6.1) and (6.2). Let
A be the set of accumulation points of
⋃
α∈Lα′ Vα. We write Fα′,A := {f ∈ Fα′ :
f is constant in a neighborhood of q,∀q ∈ A}. Obviously, for a function f ∈ Fα′,A,
f is non-constant on only finitely many islands Kα with α ∈ Lα′ .
Claim 2. Fα′,A is dense in (Fα′ , Eα′) in energy, i.e., for any f ∈ Fα′ and any
 > 0, there exists g ∈ Fα′,A such that Eα′(f − g) < .
Let f ∈ Fα′ and q ∈ A. For  > 0, we first prove that there is a function f˜ ∈ Fα′
which is constant in a neighborhood of q, such that Eα′(f − f˜) < . In fact, from
the definition of Fα′ , there is a function u ∈ F such that f = u|Kα′ . Choose a
neighborhood Uq of q, which is a finite union of islands Kβ with β ∈ Λ such that
µE,u(Uq) <

4
.
Note that Uq ∩K \ Uq < ∞. Let u¯ ∈ F such that u¯|K\Uq = u|K\Uq , u¯(q) = u(q),
and u¯ is harmonic in Uq \{q}. Obviously, µE,u¯(Uq) < 4 . Then consider a decreasing
nested sequence of neighborhoods {Uq,n}n≥1 of q contained in Uq, shrinking to q,
assuming each of {Uq,n}n≥1 is also a finite union of islands Kβ with β ∈ Λ. For
n ≥ 1, define u¯n ∈ F by taking
u¯n|K\Uq = u|K\Uq ,
u¯n|Uq,n = u(q),
u¯n is harmonic in Uq \ Uq,n.
Since u¯n converges to u¯ in energy, we could choose n sufficient large such that
µE,u¯n(Uq) <

4
.
Denote this u¯n by u˜ and write f˜ = u˜|Kα′ , then we have
Eα′(f − f˜) ≤ µE,u−u˜(Uq) < .
Noticing that A consists of at most countably many points, we write A =
{q1, q2, · · · }. Using the above argument, for f ∈ Fα′ and  > 0, we could in-
ductively construct a sequence of functions {fn}n≥1 in Fα′ with f0 = f , and for
n ≥ 1, fn is constant in a neighborhood of qk, ∀1 ≤ k ≤ n, and Eα′(fn−1−fn) < 4n .
Then {fn}n≥1 forms a Cauchy sequence in energy and the limit function g of the
sequence satisfies g ∈ Fα′,A and Eα′(f − g) < . Thus we have proved Claim 2. 
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Claim 3. Suppose α′ ∈ T ′j , 1 ≤ j ≤M ′, then f ∈ Fα′ if and only if f ◦ φα′j ,α′ ∈
Fα′j . In addition, for any f ∈ Fα′ ,
Eα′(f) = r−1e(ϑ′,α′)Eα′j (f ◦ φα′j ,α′),
where re(ϑ′,α′) := c
(diam(Kα′
j
)
diam(Kα′ )
)−1 with c(·) being the function introduced in Propo-
sition 6.2.
Since S′ J S, we could choose Lα′ , Lα′j ⊂ Λ satisfying (6.1) and (6.2) separately,
and require that there is a one to one correspondence p : Lα′ → Lα′j such that
(6.4) φα,p(α) = φα′,α′j , ∀α ∈ Lα′ .
Let A be the set of accumulation points of
⋃
α∈Lα′ Vα and denote by Fα′,A as in
Claim 2. Write p(A) the set of accumulation points of
⋃
α∈Lα′ Vp(α) for simplicity.
Then for f ∈ Fα′,A, by using Proposition 6.2 and (6.4), we have
Eα′(f) =
M∑
i=1
∑
α∈Lα′ ,α∈Ti
r−1e(ϑ,α)Eαi(f |Kα ◦ φαi,α)
=
M∑
i=1
∑
α∈Lα′ ,α∈Ti
r−1e(ϑ,α)Eαi
(
f |Kα ◦ φp(α),α ◦ φαi,p(α)
)
= c
(diam(Kα′j )
diam(Kα′)
) M∑
i=1
∑
α∈Lα′ ,α∈Ti
r−1
e
(
ϑ,p(α)
)Eαi((f ◦ φα′j ,α′)|Kp(α) ◦ φαi,p(α))
= r−1e(ϑ′,α′)Eα′j (f ◦ φα′j ,α′).
The last equality is valid since we can easily see that f ◦ φα′j ,α′ ∈ Fα′j ,p(A). Then
Claim 3 holds by using Claim 2. 
For each 1 ≤ j ≤ M ′, let Dα′j be the Laplacian induced by the trace of Eα′j
on Vα′j . Then, in view of Claim 1 and Claim 3, ({Dα′j}M
′
j=1, r
′) is a homogenous
regular harmonic structure of the f.r.f.t. nested structure S ′ = {Kα′ ,Λ′α′}α′∈Λ′
with re(ϑ′,α′) := c
(diam(Kα′
j
)
diam(Kα′ )
)−1 for any α′ ∈ T ′j , 1 ≤ j ≤M ′. 
Remark. In the case that S ′ 6J S, the conclusion of Theorem 6.4 may fail to
hold. For example, let 0 < r < 1, consider the canonical f.r.f.t. nested structure
on the line segment I = [0, 1], denoted by Sr, generated by the i.f.s.,
F1 : x→ rx, F2 : x→ rx+ 1− r.
Suppose r is not an algebraic number, then any harmonic structure on Sr is homo-
geneous, but there is only one of them inducing the same resistance form as that
of the homogeneous regular harmonic structure on S1/2.
7. Spectral asymptotics
In this section, we briefly discuss the asymptotics of the eigenvalue counting
functions associated with the Dirichlet forms on the f.r.f.t. self-similar sets. Let K
be an f.r.f.t. self-similar set. Throughout this section, we assume that there exists a
regular harmonic structure ({Dαi}Mi=1, r) with respect to an f.r.f.t. nested structure
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{Kα,Λα}α∈Λ of K. Let G = (S,E) be the directed graph of the corresponding
graph-directed construction.
Let µ be a Borel probability measure on K, (E ,F) be the self-similar Dirichlet
form on L2µ(K) generated by ({Dαi}Mi=1, r) and µ. Let ∆µ be the associated Lapla-
cian of (E ,F) on K. For u ∈ F , the Laplacian ∆µu of u is a continuous function
satisfying
E(u, v) = −
∫
K
v∆µudµ, ∀v ∈ F0,
with F0 being the collection of functions in F vanishing at the vertices in V0. Write
dom∆µ the domain of the Laplacian ∆µ.
We are interested in the eigenfunctions and eigenvalues of the Laplacian ∆µ.
A function u ∈ dom∆µ is said to be a Dirichlet eigenfunction associated with an
eigenvalue λ providing that it is a non-zero solution of{
−∆µu = λu,
u|V0 = 0.
Equivalently, u is a Dirichlet eigenfunction associated with an eigenvalue λ of ∆µ
if u ∈ F0 and
E(u, v) = λ
∫
K
uvdµ, ∀v ∈ F0.
Similarly, we say that u is a Neumann eigenfunction associated with an eigenvalue
λ if u ∈ F and
E(u, v) = λ
∫
K
uvdµ, ∀v ∈ F .
It can be shown in a routine way that there is a discrete sequence of eigenvalues,
call the spectrum of the Laplacian ∆µ, with 0 ≤ λ1 ≤ λ2 ≤ · · · , whose only
accumulation point is ∞, for either the Dirichlet case or the Neumann case. So
we can define the eigenvalue counting functions for the Dirichlet and Neumann
eigenvalues as
ND(x) = #{λ ≤ x : λ is a Dirichlet eigenvalue of ∆µ},
and
NN (x) = #{λ ≤ x : λ is a Neumann eigenvalue of ∆µ}.
We will consider the asymptotics of these eigenvalue counting functions as x goes
to the infinity.
We require the measure µ to match the graph-directed construction of K. To
be precise, we define a Borel probability measure µ on K in the following way. For
each edge e ∈ E, we assign a weight µe ∈ (0, 1) such that
∑
i(e)=s µe = 1 for any
state s ∈ S, and let µe =
∏|e|
i=1 µei for any walk e of finite length. For any β ∈ Λ,
define µ(Kβ) as
µ(Kβ) = µe(ϑ,β),
where e(ϑ, β) is the same as defined in Section 5. In the case that the corre-
sponding f.r.g.d. fractal family of K satisfies the open set condition in the sense
of Mauldin and Williams [MW], the normalized Hausdorff measure ν satisfies the
above construction. Indeed, this is true for the four examples in Section 4.
For e ∈ E, we write µe the weight corresponding to the measure µ. For
δ > 0, we introduce a #S × #S-matrix Mδ with entries given by Mδ(i, j) =
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{e:i(e)=i,f(e)=j}(reµe)
δ, and let Ψ(δ) denote the spectral radius of the matrix
Mδ. Obviously, there exists a unique positive real number δ such that Ψ(δ) = 1.
In [HN], Hambly and Nyberg have made a thorough analysis for the spectral
asymptotics for Laplacians on f.r.g.d. fractal families with respect to graph-directed
measures. Since by Theorem 3.4, an f.r.f.t. self-similar set is naturally an f.r.g.d.
fractal, the spectral asymptotics for ∆µ onK then follows directly. In the following,
we only state the result for the spectral asymptotic ratio in the case that the graph
G = (S,E) is strongly connected, or equivalently, the matrix Mδ is irreducible.
Theorem 7.1. Let K be a f.r.f.t. self-similar set, whose associated directed
graph is strongly connected. Let δ be the positive real number such that Ψ(δ) = 1.
Then
0 < lim inf
x→∞ N(x)x
−δ ≤ lim sup
x→∞
N(x)x−δ <∞,
where N(x) stands for either ND(x) or NN (x).
We remark that the limit limx→∞N(x)x−δ may not exist. The leading-order
term in the asymptotic expansion of N(x) is either a constant or a periodic function.
In the case that the directed graph is not strongly connected, things will be more
complicated. See more precise results in [HN], where a multidimensional renewal
theorem was established to solve the problem. The proof is inspired by the idea in
[KL] dealing with the p.c.f. self-similar sets.
Due to the well-known result of Hutchinson [H], for any given probability weight
vector ρ = (ρ1, ρ2, · · · , ρN ) with 0 < ρi < 1 and
∑N
i=1 ρi = 1, there always exists a
probability measure on K, called a self-similar measure associated with the i.f.s.
of K, denoted by νρ, satisfying that
νρ(A) =
N∑
i=1
ρi · νρ
(
F−1i (A)
)
,
for any Borel set A in K. However, in general, it is not expectable that such
measures match the graph-directed construction of K. Thus the method in [HN]
for the spectral asymptotics of the Laplacians is not applicable for the self-similar
measures. The following question arises naturally.
Question 7.2. How about the asymptotic behavior of the eigenvalue counting
functions for Laplacians on f.r.f.t. self-similar sets with respected to the self-similar
measures?
We leave the question for further study.
8. Appendix
In this appendix, we give two examples, organized as following.
Example 1. A self similar set with the finite neighboring type property, not
satisfying the finite chain length property.
Example 2. A self similar set with the finite chain length property, not satisfying
the finite neighboring type property.
Example 1.(Golden ratio Sierpinski gasket) Let {qi}3i=1 be the three ver-
tices of an equilateral triangle, and {Fi}3i=1 be the three contractive similitudes,
F1 : x→ρ2(x− q1) + q1,
F2 : x→ ρ(x− q2) + q2, F3 : x→ ρ(x− q3) + q3,
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Figure 8.1. The golden ratio Sierpinski gasket SGg.
with ρ =
√
5−1
2 . The golden ratio Sierpinski gasket SGg is the invariant set of the
i.f.s. {Fi}3i=1, i.e., SGg =
⋃3
i=1 Fi(SGg), see Figure 8.1. It is a slight variant of
Example 5.4 in [NW].
Obviously, SGg satisfies the finite neighboring type property, see a detailed
discussion in [NW]. However, SGg does not satisfy the finite chain length prop-
erty. In fact, consider the collection of copies {FwSGg|w ∈ {2, 3}n}, n ≥ 1,
located along the bottom line of the fractal. By ordering the words in lexico-
graphical order, i.e., letting w(1) = 22 · · · 2, w(2) = 22 · · · 23, · · · , w(2n) = 33 · · · 3,
and removing the completely overlapping ones, we can find that the collection
γn = (Fw(1)SGg, Fw(2)SGg, · · · , Fw(2n)SGg) provides a δ-overlapping chain for any
0 < δ < 1. Since n can be arbitrarily large, SGg does not satisfy the finite chain
length property.
Example 2.(λ-gaskets with irrational moving sliders) Let λ ∈ (0, 1). De-
fine the following i.f.s.{Fi}4i=0 in R2,
F0 : x→ 1
3
x, F1 : x→ 1
3
x+ (
1
3
, 0), F2 : x→ 1
3
x+ (
2
3
, 0),
F3 : x→ 1
3
x+ (
1
3
,
√
3
3
), F4 : x→ 1
3
x+ (
1
6
+
λ
3
,
√
3
6
).
Let Kλ be the invariant set of this i.f.s. See Figure 8.2 for an illustration.
λ
3
F0 F1 F2
F3
F4
Figure 8.2. An illustration for Kλ.
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Obviously, Kλ satisfies the finite chain length property. In fact, given any two
copies FwKλ and FuKλ, either they intersect each other by at most one point, or
one contains the other. So any overlapping chain has length at most 1.
On the other hand, Kλ does not satisfy the finite neighboring property when λ
is an irrational number. In fact, write the ternary expansion of λ,
λ =
∞∑
i=1
li3
−i,
with li ∈ {0, 1, 2},∀i ≥ 1. By shifting the coefficients in this expansion, we get a
sequence of irrational numbers
λk =
∞∑
i=1
li+k3
−i, k ≥ 1.
For the sake of uniformity, write λ0 = λ. It is not hard to see that for any k ≥ 0,
F4F
k
3 Kλ ∩ F3F[l]kKλ 6= ∅, where [l]k = l1l2 · · · lk ∈ {0, 1, 2}k ⊂ W∗. Moreover, a
calculation yields that
(F3F[l]k)
−1 ◦ F4F k3 : x→ x− (
1
2
,
√
3
2
) + (λk, 0).
Notice that λk 6= λk′ when k 6= k′ since λ is irrational. This shows that Kλ does
not satisfy the finite neighboring property.
This example was introduced in [W](Example 3) for a different purpose. Some
adjustment is made in our setting.
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