Abstract: This paper presents the hardware implementation of a neural network controller for a nonlinear system. As a learning algorithm for a neural network, the reference compensation technique has been implemented on a low cost micro-controller unit (MCU), while PID controllers with counters and PWM generators are implemented on an FPGA chip. Interface between an MCU and a field programmable gate array (FPGA) chip has been developed to complete hardware implementation of a neural controller. The neural controller has been tested for controlling the inverted pendulum as a nonlinear system.
technology, DSPs are available for fast computation in the market.
In our previous researches, successful real time neural network applications have been achieved. The reference compensation technique has been implemented on a high cost DSP system for controlling an x-y table robot and an inverted pendulum (Jung et. al., 2001 and Cho et. al., 2003) . As an extension of those researches, we have developed a neural network control hardware on a DSP board with an FPGA (Field Programmable Gate Array) based general purposed PID controller . In the literature, most of real time neural network learning algorithms are implemented on DSP boards or even in the PCs. However, their cost is somewhat expensive for a certain simple application such as controlling a DC motor.
In this paper, we extend our previous researches to develop the reference compensation technique of training neural network controllers for nonlinear systems. The purpose is to develop a low cost neural network controller that can be used as a compensator in front of the PID controlled system. By using a PID controller embedded FPGA chip as a main controller for the system, the neural controller can be used as an auxiliary controller that can cancel out uncertainties in the system.
Recently, employing a concept of a system-onchip (SOC), an FPGA chip as a controller-on-chip (COC) has been developed and used in many applications (Krips et. al., 2002; Cristea et. al., 2001; Abdelkrim et. al., 1997; Thomas et. al., 1999; Oh et al., 2002; Kongmunvattana et al., 1998) . As a COC, by using the high flexibility of an FPGA, the additional hardware such as an encoder counter and a PWM generator, can also be implemented in a single FPGA device. As a result, the controller can be designed in a compact form so that it has the cost effectiveness as well as space savings. In addition, noise and power dissipation problems can be further minimized. For a neural network controller, a commercially available general purposed low cost MCU board such as an ARM board is used. The price of an ARM board is much less expensive than that of a DSP board.
Back-propagation learning algorithm has been implemented on the ARM board. Interface between an ARM board and an FPGA has been done to complete intelligent control hardware. In order to show the performance of the developed controller, it was tested for controlling an inverted pendulum. The proposed controller is required to control the angle of the pendulum and the position tracking of the cart simultaneously. Performances of position tracking of the cart while balancing the pendulum were successfully achieved.
OVERALL SYSTEM STRUCTURE
The reference compensation technique is known as one of on-line learning control methods of neural network applications. The control block diagram is shown in Fig. 1 Fig.1 Reference compensation control system structure A neural network is placed in front of the closed loop controlled system. It functions as a pre-filter to modify reference trajectories by compensating for uncertainties (Jung et. al., 2000) . Here we try to implement a neural network control algorithm on the ARM board. Fig. 2 shows the block diagram of interface structure between each module of the neural controller and an FPGA. The ARM board communicates with the FPGA to give compensated signals and the FPGA calculates errors to form PID controllers and then generates PWM signals to motor drivers.
Fig.2. Overall system block diagram
A neural network is placed in front of the closed loop controlled system. It functions as a pre-filter to modify reference trajectories by compensating for uncertainties (Jung et. al., 2000) . Here we try to implement a neural network control algorithm on the ARM board. Fig. 2 shows the block diagram of interface structure between each module of the neural controller and an FPGA. The ARM board communicates with the FPGA to give compensated signals and the FPGA calculates errors to form PID controllers and then generates PWM signals to motor drivers.
PID EMBEDDED ON FPGA
The FPGA based PID controller consists of a communication block, an encoder counter block, a PID calculation block, and a PWM generation block. Input signals are 32 bit data, a 6 bit address, control signals such as CS, OE, WE, encoder signals, and a 25MHz clock. Output signals are PWM signals. The detailed description and function of each block can be found in the previous paper [7] .
MCU BOARD
A commercially available general purposed ARM(Advanced RISC Microprocessor) board of Samsung is used for neural network controller implementation. In order for an ARM to communicate with FPGA PID controllers, a 32 bit data bus is used to share data. The ARM board has a 32 bit 66MHz RISC structured microprocessor. At every sampling time, the ARM board has to give compensation values to the FPGA so that the FPGA can add those values to PID controllers. This kind of process can be done by communication between the MCU and the FPGA. Since a whole calculation has to be done in one sample time, the ARM board and the FPGA have to be synchronized.
NEURAL NETWORK CONTROLLER

Reference compensation technique
In this paper, we are implementing an on-line learning algorithm for a neural network. The reference compensation technique has been proposed by Jung and Hsia [2] . The idea of the RCT is that the neural network compensates at input level by modifying input signals. The same objective function of the feedback error learning method can be minimized in on-line fashion [3] .
The angle error is formed as
where d θ is a desired angle and θ is an actual angle of the pendulum. A PID controller for an angle control is defined as 
Neural network learning
For a neural network structure shown in Fig. 5 , we have used a general feed-forward structure that has an input layer, a hidden layer, and an output layer. The numbers of input layer, hidden layer, and output layer are 12, 9, and 6, respectively. 
Here, the neural network learning algorithm is derived. Since we are doing on-line learning and control, selecting the training signal is very important. Neural network outputs are defined as
If is the system dynamics, equation (2) and (4) can be represented as follows:
If we make the left side of (10) become zero, then can be obtained. This means that inverse dynamics control can be achieved. So here we define the training signal of neural network as the left side of (10).
( 1 1 ) The objective function is defined as
Differentiating (12) The update equation in the back propagation algorithm is
( 1 6 )
Hardware implementation of neural network controller
We used an ARM board of Samsung and an FPGA board of Altera APEXⅡ EP20K300EQC240. Fig. 6 shows a real figure of the designed controller. Fig. 7 shows the experimental setup of the inverted pendulum system. The system consists of an inverted pendulum, a hardware controller, and a PC. Optimised PID controller gains and neural network parameters are listed in Table 1 . 
EXPERIMENTS
Balancing control
We have found that the maximum sampling time can be achieved at 10msec. This sampling rate is much slower than that of a DSP board. Even though the ARM board is fast enough, computing backpropagation algorithm can be a burden. For control application, however, 10msec sampling time is acceptable. The experimental results are shown next. Figs. 8 and 9 show the pendulum angle error and the cart position error by the controller, respectively. The pendulum is well balanced and the cart is well maintained at the desired position. 
Position tracking
Another interesting experiment has been conducted to test the performance of the proposed controller. The cart is required to track a desired sinusoidal trajectory while balancing the pendulum. The cart is required to move along axis about 40cm in distance. Here we tested two cases: one is when a digital filter is used and the other is not. . Blue line is the reference, and the red line is actual trajectory. Fig. 12 shows the corresponding torque that has glitches to cause vibration a little bit. In order to eliminate vibration, we used a digital filter to get rid of glitches. Even though the system is stable, the pendulum keeps oscillating with a large error. We have used a digital filter for smoothing the signal after a finite difference process. We have experimentally found that a vibrating frequency at above 5Hz. So we filter derivative terms out with a low pass filter at the cutoff frequency of 5 Hz. The designed 2 nd order IIR filter is In these experiments, the pendulum is balanced within a 0.015rad angle error and the cart tracks desired trajectories within the error of 1 ㎝.
CONCLUSIONS
This paper presented the hardware implementation of a neural network controller with an FPGA based PID controller. The proposed controller was tested by performing control of an inverted pendulum. Even though the overall sampling time is less than that of a DSP, the proposed controller improves position tracking errors of the cart while balancing of the pendulum. Experimental studies confirmed that the implemented low cost neural network controller can be used for any nonlinear system whose output signals are available since output signals are used to form errors to train a neural network on line.
However, we failed to control two degrees-offreedom pendulum since the sampling time is not fast enough for calculating two neural networks separately. Real time control of two massively parallel neural networks was a burden for a single MCU. A faster MCU will be used in the future.
