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a b s t r a c t
This paper deals with the null distribution of a likelihood ratio (LR) statistic for testing the
intraclass correlation structure.We derive an asymptotic expansion of the null distribution
of the LR statistic when the number of variable p and the sample size N approach infinity
together, while the ratio p/N is converging on a finite nonzero limit c ∈ (0, 1). Numerical
simulations reveal that our approximation is more accurate than the classical χ2-type and
F-type approximations as p increases in value. Furthermore, we derive a computable error
bound for its asymptotic expansion.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
This paper deals with the null distribution of the likelihood ratio (LR) criterion λ for testing the intraclass covariance
structure
H : Σ = ΣI = σ 2{(1− ρ)Ip + ρ1p1′p} (1.1)
against all alternatives, based on a sample ofN = n+1 observation vectors fromNp(µ,Σ), where Ip denotes the identityma-
trix; 1p denotes the p-variate vectorwhose elements are all 1; σ 2 and ρ are parameters which satisfy σ 2 > 0 and−1/(p−1)
< ρ < 1. Two types of approximations have been proposed. One is an asymptotic expansion in terms of χ2-distributions
under a large sample framework (see e.g., [1]). The other is an approximation in terms of F-distributions (see e.g., [2]). These
approximations have good accuracies when p is small. The accuracy of the F-type approximation is better than that of the
χ2-type approximation when p is moderate. However, these accuracies get worse as p gets larger.
As an approach to overcoming these faults, it has been attempted to derive high-dimensional approximations under a
high-dimensional framework:
A : p→∞, N →∞, p
N
→ c ∈ (0, 1).
Such results can be seen, for example, in the papers by Bai [3], Fujikoshi et al. [4], Johnstone [5], Ledoit andWolf [6], Schott [7],
Srivastava [8], Tonda and Fujikoshi [9], Wakaki [10], etc. However, it may be noted that their error bounds are not given
except for Ulyanov et al. [12] and Wakaki [10].
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In this paperwe derive an asymptotic expansion of T = −(2/N) log λ under the high-dimensional framework A. Further,
its error bound is derived, along lines similar to [10]. As a by-product, it is demonstrated that our high-dimensional asymp-
totic expansion is valid in the usual sense of order estimate. In addition, we compare the classical χ2-type and F-type ap-
proximations. It may be pointed out that our approximation is good forN > p ≥ N/2 aswell as the usual large sample cases.
Our paper is constructed as the following: In Section 2, we derive an asymptotic expansion of the null distribution of T
under the high-dimensional framework A. In Section 3, an error bound of the asymptotic expansion is derived. Section 4
contains numerical simulations to confirm the accuracy of proposed approximation. In Appendix a lemma on evaluating the
cumulants of T is proved.
2. High-dimensional asymptotic expansion
Let S be the usual sample covariance matrix with n degrees of freedom. Then, the LR criterion is given (see, [1]) by
λ =
(
(p− 1)p−1|S|
uvp−1
)N/2
, (2.1)
where u = (1/p)1′pS1p and v = tr(S)− u. When we consider the distribution of λ, without generality we may assume that
S is distributed asWp(n,Σ). Then, the hth moment ofΛ = λ2/N is expressed as
E[Λh] = K(p− 1)(p−1)h
p−1∏
j=1
Γ
[
h+ 12 (n− j)
]
Γ
[
(p− 1) ( 12n+ h)] ,
where K = Γ [ 12n(p− 1)] /∏p−1j=1 Γ [ 12 (n− j)]. Hence, the characteristic function of T = − logΛ is given by
CT (t) = E[exp(itT )] = E[Λ−it ]
= K(p− 1)−(p−1)it
p−1∏
j=1
Γ
[−it + 12 (n− j)]
Γ
[
(p− 1) ( 12n− it)] .
Accordingly, the cumulant-generating function of T can be expressed as
log CT (t) = log K − (p− 1)it log(p− 1)
+
p−1∑
j=1
logΓ
[
−it + 1
2
(n− j)
]
− logΓ
[
(p− 1)
(
1
2
n− it
)]
.
Now we use the Taylor expansion formula:
logΓ (a+ b) = logΓ (a)+
∞∑
k=1
1
k!ψ
(k−1)(a)bk,
where ψ is the di-gamma function defined by ψ(z) = (d/dz) logΓ (z). It is known that the polygamma function ψ (s)(a) =
(ds/dzs)ψ(z)|z=a can be expressed as
ψ (s)(a) =

−C +
∞∑
k=0
(
1
1+ k −
1
k+ a
)
, s = 0,
∞∑
k=0
(−1)s+1s!
(k+ a)s+1 , s = 1, 2, . . . ,
where C is the Euler constant. Then, we can write
log CT (t) = log K − (p− 1)it log(p− 1)
+
p−1∑
j=1
{
logΓ
[
1
2
(n− j)
]
+
∞∑
k=1
1
k!ψ
(k−1)
(
1
2
(n− j)
)
(−it)k
}
− logΓ
(
1
2
n(p− 1)
)
−
∞∑
k=1
1
k!ψ
(k−1)
(
1
2
n(p− 1)
)
(−(p− 1)it)k
= itµn,p + 12 (it)
2σ 2n,p +
∞∑
r=3
1
r! (it)
rκ (r)n,p, (2.2)
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where
µn,p = −(p− 1) log(p− 1)− ψ(p−1)
(
1
2
(n− 1)
)
+ ψ
(
1
2
n(p− 1)
)
(p− 1),
σ 2n,p = ψ ′(p−1)
(
1
2
(n− 1)
)
− ψ ′
(
1
2
n(p− 1)
)
(p− 1)2,
κ (r)n,p = (−1)r
{
ψ
(r−1)
(p−1)
(
1
2
(n− 1)
)
− ψ (r−1)
(
1
2
n(p− 1)
)
(p− 1)r
}
, r ≥ 3.
(2.3)
Here,ψ(p−1)(a) =∑p−1j=1 ψ (a− 12 (j− 1)). From Lemma 3.1 in Section 3, we can see that σ 2n,p = O∗0 and γr,n,p = O∗r−2, where
O∗j denotes a term of jth order with respect to (1/n, 1/p). Let
zn,p = T − µn,p√
σ 2n,p
= −(2/N) log λ− µn,p
σn,p
. (2.4)
Then, using (2.2), the characteristic function of zn,p can be expressed as
E[exp(itzn,p)] = exp
{
log CT
(
t
σn,p
)
− iµn,p t
σn,p
}
= exp
(
−1
2
t2
)1+ ∞∑
k=1
1
k!
( ∞∑
j=3
κ
(j)
n,p
j!σ jn,p
(it)j
)k
= exp
(
−1
2
t2
)1+ ∞∑
k=1
1
k! (it)
3k
( ∞∑
j=0
∼
κ
(j)
n,p
(j+ 3)! (it)
j
)k
= exp
(
−1
2
t2
){
1+
∞∑
k=1
1
k! (it)
3k
∞∑
j=0
γk,j,n,p(it)j
}
,
where
∼
κ
(j)
n,p = κ (j)n,p/σ jn,p and
γk,j,n,p =
∑
j1+···+jk=j
k∏
l=1
∼
κ
(jl+3)
n,p
(jl + 3)! . (2.5)
Let
φs(t) = exp
(
−1
2
t2
){
1+
s∑
k=1
1
k! (it)
3k
s−k∑
j=0
γk,j,n,p(it)j
}
. (2.6)
Then, we have
E[exp(itzn,p)] − φs(t) = exp
(
−1
2
t2
) s∑
k=1
1
k! (it)
3k
∞∑
j=s−k+1
γk,j,n,p(it)j +
∞∑
k=s+1
1
k!
( ∞∑
j=3
∼
κ
(j)
n,p
j! (it)
j
)k , (2.7)
which is O∗s+1. Inverting (2.6) formally, we obtain the following result.
Theorem 2.1. Let λ be the LR criterion for testing the intraclass structure (1.1) given in (2.1). Let zn,p = {−(2/N) log λ −
µn,p}/σn,p be the standardized statistic in (2.4). Then, we have
P(zn,p ≤ x) = Φs(x)+ O∗s+1, (2.8)
where
Φs(x) = Φ(x)− φ(x)
{
s∑
k=1
1
k!
s−k∑
j=0
γk,j,n,ph3k+j−1(x)
}
, (2.9)
Φ and φ are the distribution function of the standard normal distribution and its density function, respectively, γk,j,n,p is given by
(2.5), and hr(x) denotes the rth order Hermite polynomial defined by(
d
dx
)r
exp
(
−1
2
x2
)
= (−1)rhr(x) exp
(
−1
2
x2
)
.
104 N. Kato et al. / Journal of Multivariate Analysis 101 (2010) 101–112
A rigorous proof is given in Section 3 by obtaining its error bound.
As the special cases of (2.8), we give the first and the second order asymptotic expansions:
Φ1(x) = Φ(x)− φ(x)γ1,0,n,ph2(x)
= Φ(x)− 1
6
φ(x)
∼
κ (3)n,p(x
2 − 1), (2.10)
Φ2(x) = Φ(x)− φ(x)
{
γ1,0,n,ph2(x)+ γ1,1,n,ph3(x)+ γ2,0,n,ph5(x)
}
= Φ(x)− φ(x)
{
1
6
∼
κ (3)n,p(x
2 − 1)+ 1
24
∼
κ (4)n,p(x
3 − 2x)+ 1
36
(
∼
κ (3)n,p)
2(x5 − 10x3 + 15x)
}
. (2.11)
Note that σ 2n,p, γ3,n,p and γ4,n,p are the differences of the polygamma functions. We can compute them numerically by using
software, e.g., Mathematica.
3. Error bound
Using the inverse Fourier transformation, we can get a uniform bound for the error of an Edgeworth expansion of the
normalized statistic zn,p in (2.4), which is given by
sup
x
|P(zn,p ≤ x)− Φs(x)| ≤ 12pi
∫ ∞
−∞
1
|t| |E[exp(itzn,p)] − φs(t)|dt
≡ 1
2pi
I.
Further, we use
I ≤ I1 + I2 + I3, (3.1)
where
I1 =
∫
|t|≤mv
1
|t| |E[exp(itzn,p)] − φs(t)|dt,
I2 =
∫
|t|>mv
1
|t| |E[exp(itzn,p)]|dt, I3 =
∫
|t|>mv
1
|t| |φs(t)|dt
with 0 < v < (σ 2n,p)
1/2/2 and m = n − p + 1. These expressions have been commonly considered. However, the es-
timation methods depend on the statistics considered. Recently, Wakaki [10] has succeeded for estimating the integrals
Ii, i = 1, 2, 3 for LR statistics for some covariance matrices. We will follow his lines, but some new idea is necessary for the
actual evaluations in our problem. Our purpose is to find a computable error bound.
Firstly, we give a bound for I1. Buttler andWood (2004) obtained a bound for the cumulants of an LR statistic in aMANOVA
problem (Proposition 1 in Buttler and Wood (2004)). Modifying their derivation, we can get the following lemma whose
proof is given in Appendix.
Lemma 3.1. It holds that for r ≥ 1,
|κ (r+1)n,p | <
2r r!
mr−1
(p− 1)2
n(n− 1) +
2r+1(r + 1)!
mr+1
p2
(n− 1) .
Note that κ (r)n,p in (2.3) may be defined for r = 2, and then κ (2)n,p = σ 2n,p. From the high-dimensional framework A, we can
obtain |κ (r+1)n,p | = O∗r−1.
By using (2.7) the integrand of I1 is expressed as
|E[exp(itzn,p)] − φs(t)| = exp
(
−1
2
t2
) s∑
k=1
1
k! |t|
3k
∞∑
j=s−k+1
|γk,j,n,p||t|j +
∞∑
k=s+1
1
k!
( ∞∑
j=3
| ∼κ (j)n,p|
j! |t|
j
)k
/
|t|. (3.2)
From Lemma 3.1,
|γk,j,n,p| <
∑
j1+···+jk=j
1
σ j+3k
k∏
l=1
(
1
jl + 3
2jl
mjl
4p2
mn(n− 1) +
2jl
mjl
8p2
m3(n− 1)
)
= 2
j
σ j+3kmj
(
4p2
m(n− 1)
)k ∑
j1+···+jk=j
k∏
l=1
(
1
n(jl + 3) +
2
m2
)
,
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and so∣∣∣∣∣ ∞∑
j=s−k+1
γk,j,n,p(it)j
∣∣∣∣∣ ≤ ∞∑
j=s−k+1
|γk,j,n,p||t|j =
∞∑
j=0
|γk,j,n,p||t|j −
s−k∑
j=0
|γk,j,n,p||t|j
≤
∞∑
j=0
2j|t|j
σ j+3kmj
(
4p2
mn(n− 1)
)k ∑
j1+···+jk=j
k∏
l=1
(
1
n(jl + 3) +
2
m2
)
−
s−k∑
j=0
|γk,j,n,p||t|j. (3.3)
The first term of the right-hand side of (3.3) under the assumption that |t| ≤ mv is evaluated as follows:
∞∑
j=0
2j|t|j
σ j+3kmj
(
4p2
m(n− 1)
)k ∑
j1+···+jk=j
k∏
l=1
(
1
n(jl + 3) +
2
m2
)
=
(
4p2
σ 3m(n− 1)
)k ∞∑
j=0
(
2|t|
σn,pm
)j ∑
j1+···+jk=j
k∏
l=1
(
1
n(jl + 3) +
2
m2
)
≤
(
4p2
σ 3m(n− 1)
)k ∞∑
j=0
(
2v
σn,p
)j ∑
j1+···+jk=j
k∏
l=1
(
1
n(jl + 3) +
2
m2
)
=
(
4p2
σ 3m(n− 1)
)k ∞∑
j=0
∑
j1+···+jk=j
k∏
l=1
(
2v
σn,p
)jl ( 1
n(jl + 3) +
2
m2
)
=
(
4p2
σ 3m(n− 1)
)k ( ∞∑
j=0
(
2v
σn,p
)j ( 1
n(j+ 3) +
2
m2
))k
.
The third equality follows from{ ∞∑
j=0
(
2v
σn,p
)j ( 1
n(j+ 3) +
2
m2
)}k
=
∞∑
j1=0
· · ·
∞∑
jk=0
k∏
l=1
(
2v
σn,p
)jl ( 1
n(jl + 3) +
2
m2
)
=
∞∑
j=0
∑
j1+···+jk=j
k∏
l=1
(
2v
σn,p
)jl ( 1
n(jl + 3) +
2
m2
)
.
We use the following result; for 0 < x < 1,
∞∑
s=0
1
s+ 3x
s = − 1
2x
− 1
x2
− 1
x3
log(1− x), (3.4)
which has been essentially used in [10]. The result can be obtained by
∞∑
s=0
1
s+ 3x
s = 1
x3
∞∑
s=0
1
s+ 3x
s+3 = 1
x3
∞∑
s=0
∫ x
0
ts+2dt
= 1
x3
∫ x
0
t2
1− t dt
= 1
x3
∫ x
0
(
−t − 1+ 1
1− t
)
dt
= − 1
2x
− 1
x2
− 1
x3
log(1− x).
From (3.4) we have(
4p2
σ 3m(n− 1)
)k ( ∞∑
j=0
(
2v
σn,p
)j ( 1
n(j+ 3) +
2
m2
))k
=
(
4p2
σ 3m(n− 1)B[2v/σn,p]
)k
,
where
B[v] = 1
n
(
− 1
2v
− 1
v2
− 1
v3
log(1− v)
)
+ 2
m2(1− v) .
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As a result,∣∣∣∣∣ s∑
k=1
1
k! (it)
3k
∞∑
j=s−k+1
γk,j,n,p(it)j
∣∣∣∣∣ ≤ s∑
k=1
|t|3k
k!
{(
4p2
σ 3m(n− 1)B[2v/σn,p]
)k
−
s−k∑
j=0
|γk,j,n,p|
}
. (3.5)
Next, we derive a bound for the second term of (3.2). In a manner similar to the derivation of (3.5), it can be shown that∣∣∣∣∣∣
∞∑
k=s+1
1
k!
( ∞∑
j=3
∼
κ
(j)
n,p
j! (it)
j
)k∣∣∣∣∣∣ ≤
∞∑
k=s+1
1
k!
( ∞∑
j=3
∣∣∣∣∣
∼
κ
(j)
n,p
j!
∣∣∣∣∣ |t|j
)k
≤
∞∑
k=s+1
1
k!
( ∞∑
j=3
|t|j
σ
j
n,p
(
1
j
2j−1
mj−2
p2
n(n− 1) +
2j
mj
p2
(n− 1)
))k
≤
∞∑
k=s+1
1
k!
(
4p2|t|3
σ 3n,pm(n− 1)
∞∑
j=0
(
2v
σn,p
)j ( 1
n(j+ 3) +
2
m2
))k
≤
∞∑
k=s+1
1
k!
B[2v/σn,p]k|t|3k4kp2k
mk(n− 1)kσ 3kn,p
≤ B[2v/σn,p]
s+1t3s+34s+1p2s+2
ms+1(n− 1)s+1σ 3s+3n,p
∞∑
k=0
1
k!
B[2v/σn,p]kvkt2k4kp2k
(n− 1)kσ 3kn,p
= B[2v/σn,p]
s+1t3s+34s+1p2s+2
ms+1(n− 1)s+1σ 3s+3n,p
exp
[
B[2v/σn,p]vt24p2
(n− 1)σ 3n,p
]
. (3.6)
Combining (3.5) and (3.6) we find that
|E[exp(itzn,p)] − φs(t)| ≤ exp
(
−1
2
t2
) s∑
k=1
1
k! |t|
3k
∞∑
j=s−k+1
|γk,j,n,p||t|j +
∣∣∣∣∣∣
∞∑
k=s+1
1
k!
( ∞∑
j=3
∼
κ
(j)
n,p
j! (it)
j
)k∣∣∣∣∣∣

≤ exp
(
−1
2
t2
)[ s∑
k=1
1
k! |t|
3k
{(
4p2
σ 3m(n− 1)B[2v/σn,p]
)k
−
s−k∑
j=0
|γk,j,n,p|
}
+ B[2v/σn,p]
s+1t3s+34s+1p2s+2
ms+1(n− 1)s+1σ 3s+3n,p
exp
[
B[2v/σn,p]vt24p2
(n− 1)σ 3n,p
]]
,
and so
I1 ≤
s∑
k=1
23k/2
k!
{(
4p2
σ 3m(n− 1)B[2v/σn,p]
)k
−
s−k∑
j=0
|γk,j,n,p|
}(
Γ
(
3
2
k
)
− Γ
(
3
2
k,
1
2
m2v2
))
+ B[2v/σn,p]
s+12(7s+7)/2p2s+2
ms+1(n− 1)s+1σ 3s+3n,p
(
1− 8B[2v/σn,p]vp
2
(n− 1)σ 3n,p
)−(3s+3)/2
×
[
Γ
(
3
2
(s+ 1)
)
− Γ
(
3
2
(s+ 1), 1
2
m2v2
(
1− 8B[2v/σn,p]vp
2
(n− 1)σ 3n,p
))]
≡ U1. (3.7)
Here, Γ (z, a) denotes the incomplete gamma function defined by
∫∞
a x
z−1e−xdx.
Secondly, we derive a bound for I2. Note that
I2 =
∫
|t|>mv
∣∣∣∣1t
∣∣∣∣ ∣∣∣∣E [exp(i tσn,p T
)]∣∣∣∣ dt.
Consider
E[exp(itT )] = (p− 1)−(p−1)it Γ (n(p− 1)/2)
Γ (n(p− 1)/2− it(p− 1))
p−1∏
j=1
Γ ((n− j)/2− it)
Γ ((n− j)/2) .
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Using the multiplication formula
n−1∏
j=0
Γ
(
z + j
n
)
= (2pi)(n−1)/2n1/2−nzΓ (nz),
we have
Γ
(
1
2
n(p− 1)
)
= (2pi)(2−p)/2(p− 1){n(p−1)−1}/2
p−1∏
j=1
Γ
(
n
2
+ j− 1
p− 1
)
,
Γ
(
1
2
n(p− 1)− it(p− 1)
)
= (2pi)(2−p)/2(p− 1){n(p−1)−1}/2−it(p−1)
p−1∏
j=1
Γ
(
n
2
+ j− 1
p− 1 − it
)
.
So we can write
E[exp(itT )] =
p−1∏
j=1
Γ (n/2+ (j− 1)/(p− 1))
Γ (n/2+ (j− 1)/(p− 1)− it)
Γ ((n− j)/2− it)
Γ ((n− j)/2) . (3.8)
We also use the formula∣∣∣∣Γ (x+ yi)Γ (x)
∣∣∣∣2 = ∞∏
k=0
{
1+
(
y
x+ k
)2}−1
(3.9)
for any real number x > 0 and y, which was also used in [10]. From (3.8) and (3.9), we can get
|E[exp(itT )]| =
p−1∏
j=1
∞∏
k=0
1+
(
t
n/2+(j−1)/(p−1)+k
)2
1+
(
t
(n−j)/2+k
)2

1/2
=
p−1∏
j=1

[j/2+(j−1)/(p−1)]−1∏
k=0
{
1+
(
t
(n− j)/2+ k
)2}−1 ∞∏
k=0
{
1+
(
t
n/2+(j−1)/(p−1)+k
)2}
[j/2+(j−1)/(p−1)]−1∏
k=0
{
1+
(
t
(n−j)/2+k
)2}

1/2
≤
p−1∏
j=1
[j/2+(j−1)/(p−1)]−1∏
k=0
{
1+
(
t
(n− j)/2+ k
)2}−1/2
<
{
1+ t
2
((n− 3)/2+ [(p+ 1)/2])2
}−(p−1){[(p+1)/2]−1}/2
,
where [x] denotes the integer part of x. The first inequality follows from the evaluation that
∞∏
k=0
{
1+
(
t
n
2+ j−1p−1+k
)2}
∞∏
k=[j/2+(j−1)/(p−1)]
{
1+
(
t
n−j
2 +k
)2} =
∞∏
k=0
{
1+
(
t
n
2+ j−1p−1+k
)2}
∞∏
k=0
{
1+
(
t
n−j
2 +
[
j
2+ j−1p−1
]
+k
)2}
≤ 1.
Thus, it holds that
I2 <
∫
|t|>mv
1
|t|
{
1+ t
2
σ 2n,p((n− 3)/2+ [(p+ 1)/2])2
}−(p−1){[(p+1)/2]−1}/2
dt
= 2
∫ ∞
mv
1
t
{
1+ t
2
σ 2n,p((n− 3)/2+ [(p+ 1)/2])2
}−(p−1){[(p+1)/2]−1}/2
dt
<
1
m2v2
∫ ∞
m2v2
{
1+ u
σ 2n,p((n− 3)/2+ [(p+ 1)/2])2
}−(p−1){[(p+1)/2]−1}/2
du
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Table 3.1
Error bounds for B(p,N) for testingΣ = ΣI in the case s = 0.
p N = 50 p N = 100
20 0.1357(0.1379) 30 0.0481(0.0493)
30 0.1203(0.1575) 50 0.0290(0.0285)
40 0.2363(0.3362) 70 0.0350(0.0349)
= ((n− 3)/2+ [(p+ 1)/2])
2
m2v2((p− 1)/2{[(p+ 1)/2] − 1} + 1)
(
1+ m
2v2
σ 2n,p((n− 3)/2+ [(p+ 1)/2])2
)−(p−1){[(p+1)/2]−1}/2+1
≡ U2. (3.10)
Finally, we give a bound for I3. It is easy to see that
I3 =
∫ ∞
mv
2
t
e−t
2/2dt +
s∑
k=1
∫ ∞
mv
2
k! t
3k−1
s−k∑
j=0
γk,j,n,pt je−t
2/2dt
=
∫ ∞
m2v2/2
1
t
e−tdt +
s∑
k=1
2
k!
s−k∑
j=0
γk,j,n,p
∫ ∞
mv
t3k+j−1e−t
2/2dt
≤ 2
m2v2
e−m
2v2/2 +
s∑
k=1
1
k!2
(3k+j)/2
s−k∑
j=0
γk,j,n,p
{
Γ
(
1
2
(3k+ j)
)
− Γ
(
1
2
(3k+ j) , 1
2
m2v2
)}
≡ U3. (3.11)
From (3.7), (3.10) and (3.11), we obtain the following theorem.
Theorem 3.1. Let λ be the LR criterion for testing the intraclass structure (1.1) given in (2.1). Let zn,p = {−(2/N) log λ −
µn,p}/σn,p be the standardized statistic in (2.4). Then
sup
x
|P(zn,p ≤ x)− Φs(x)| < 12pi (U1 + U2 + U3), (3.12)
whereΦs is given in (2.8), U1, U2 and U3 are given by the right-hand side of (3.7), (3.10) and (3.11), respectively.
The special case s = 0 in Theorem 3.1 is given by
sup
x
|P(zn,p ≤ x)− Φ0(x)| < 12pi
B[2v/σn,p]27/2p2
m(n− 1)σ 3n,p
(
1− 8B[2v/σn,p]vp
2
(n− 1)σ 3n,p
)−3/2
×
{
Γ
(
3
2
)
− Γ
(
3
2
,
1
2
m2v2
(
1− 8B[2v/σn,p]vp
2
(n− 1)σ 3n,p
))}
+ ((n− 3)/2+ [(p+ 1)/2])
2
m2v2((p− 1)/2{[(p+ 1)/2] − 1} + 1)
×
(
1+ m
2v2
σ 2n,p((n− 3)/2+ [(p+ 1)/2])2
)−(p−1){[(p+1)/2]−1}/2+1
+ 2
m2v2
e−m
2v2/2
 . (3.13)
Table 3.1 shows the values of
B(p,N) = min
0<v<σn,p/2
{the right-hand side of (3.13)} (3.14)
when N = 100 and p = 30, 50, 70. The values in parentheses are (3.14) based on (3.12) with s = 1. The minimum was
obtained numerically by moving v as v = 0.01, 0.02, . . . , σn,p/2.
We can see from Table 3.1 that both p and n–p are moderately large, the error bounds are small. On the the other hand,
it seems that the bound is not sharp, since the actual approximations are more accurate as in Section 4.
4. Numerical comparison
In this section we present the results of numerical simulations to demonstrate the effectiveness of asymptotic normality
and the first order asymptotic expansion of zn,p for some value of p and n. At the same time we compare our new
approximations with two approximations in terms of χ2- and F-distributions. In all our simulations, we took σ 2 = 1, ρ =
1/2. We list the estimated significance levels for zn,p for N = n+ 1 = 20 and 100 calculated by using 1,000,000 repetitions
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Table 4.1
Actual probabilities of asymptotic normality and the first order asymptotic expansion of zn,p for N = 20.
0.01 0.05 0.50 0.95 0.99
p = 5 0.0408(0.0174) 0.0820(0.0634) 0.4480(0.4991) 0.9666(0.9435) 0.9980(0.9918)
p = 7 0.0281(0.0121) 0.0708(0.0560) 0.4628(0.4998) 0.9631(0.9464) 0.9969(0.9911)
p = 9 0.0229(0.0108) 0.0656(0.0535) 0.4710(0.5004) 0.9607(0.9475) 0.9960(0.9907)
p = 11 0.0202(0.0105) 0.0628(0.0524) 0.4755(0.5002) 0.9591(0.9480) 0.9953(0.9904)
p = 13 0.0186(0.0102) 0.0615(0.0523) 0.4779(0.4995) 0.9586(0.9488) 0.9949(0.9904)
p = 15 0.0183(0.0105) 0.0610(0.0523) 0.4790(0.4995) 0.9585(0.9493) 0.9950(0.9908)
p = 17 0.0188(0.0107) 0.0617(0.0529) 0.4764(0.4974) 0.9584(0.9490) 0.9952(0.9910)
p = 19 0.0291(0.0170) 0.0753(0.0646) 0.4576(0.4853) 0.9630(0.9504) 0.9979(0.9945)
Table 4.2
Actual probabilities of asymptotic normality and the first order asymptotic expansion of zn,p for N = 100.
0.01 0.05 0.50 0.95 0.99
p = 10 0.0206(0.0104) 0.0634(0.0527) 0.4739(0.4996) 0.9592(0.9477) 0.9953(0.9903)
p = 20 0.0145(0.0099) 0.0560(0.0504) 0.4873(0.5004) 0.9555(0.9497) 0.9932(0.9900)
p = 30 0.0130(0.0101) 0.0539 (0.0500) 0.4911 (0.4999) 0.9537(0.9498) 0.9922(0.9899)
p = 40 0.0121(0.0099) 0.0529(0.0500) 0.4937(0.5004) 0.9529(0.9499) 0.9919(0.9900)
p = 50 0.0117(0.0100) 0.0525(0.0501) 0.4954(0.5009) 0.9521(0.9497) 0.9915(0.9900)
p = 60 0.0116 (0.0101) 0.0522 (0.0502) 0.4952 (0.4999) 0.9523 (0.9502) 0.9913(0.9900)
p = 70 0.0113(0.0100) 0.0519(0.0500) 0.4951(0.4994) 0.9517(0.9498) 0.9911(0.9900)
p = 80 0.0113(0.0100) 0.0518(0.0500) 0.4956(0.4997) 0.9520(0.9502) 0.9912(0.9901)
p = 90 0.0114 (0.0100) 0.0520 (0.0500) 0.4946 (0.4993) 0.9520 (0.9499) 0.9913(0.9901)
Table 4.3
Actual probabilities of−2τ log(Λ)n/2 for N = 20.
0.01 0.05 0.50 0.95 0.99
p = 5 0.0101 0.0502 0.5036 0.9519 0.9905
p = 7 0.0107 0.0529 0.5151 0.9558 0.9917
p = 9 0.0118 0.0577 0.5367 0.9619 0.9933
p = 11 0.0142 0.0679 0.5785 0.9716 0.9956
p = 13 0.0207 0.0908 0.6510 0.9835 0.9980
p = 15 0.0365 0.1440 0.7654 0.9946 0.9996
p = 17 0.0950 0.2928 0.9130 0.9996 1.0000
p = 19 0.4069 0.7444 0.9986 1.0000 1.0000
Table 4.4
Actual probabilities of−2τ log(Λ)n/2 for N = 100.
0.01 0.05 0.50 0.95 0.99
p = 10 0.0100 0.0502 0.5013 0.9502 0.9902
p = 20 0.0107 0.0527 0.5121 0.9533 0.9909
p = 30 0.0127 0.0607 0.5419 0.9606 0.9928
p = 40 0.0189 0.0821 0.6077 0.9739 0.9958
p = 50 0.0385 0.1407 1.000 1.000 1.000
p = 60 1.0000 1.0000 1.0000 1.0000 1.0000
p = 70 1.0000 1.0000 1.0000 1.0000 1.0000
p = 80 1.0000 1.0000 1.0000 1.0000 1.0000
p = 90 1.0000 1.0000 1.0000 1.0000 1.0000
with nominal significance levels of 0.01, 0.05, 0.50, 0.95 and 0.99. In order to get these values, we need to calculateψ (s)(a),
which is an infinite series. It can be calculated numerically with suitable precision by using software, e.g., Mathematica. The
values in Table 4.1 are the estimated significance levels using the standard normal distribution. The values in parentheses
are the estimated significance levels using the first order asymptotic expansion of the distribution (2.10). The accuracies of
(2.11) become better than those of (2.10) as p becomes large in value.
A classical approximate χ2 test rejects the hypothesis H with significance level α if −2τ log(Λ)n/2 is larger than the
upper α point of χ2 distribution with p(p+ 1)/2− 2 degrees of freedom. Here, τ is the Bartlett correction factor defined by
τ = 1− p(2p
3 + p2 − 4p− 3)
6n(p− 1)(p2 + p− 4) .
We list the estimated significance levels of −2τ log(Λ)n/2 using the χ2 distribution in Tables 4.3 and 4.4 under the same
setting in Tables 4.1 and 4.2, respectively.
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Table 4.5
Actual probabilities of F for N = 20.
0.01 0.05 0.50 0.95 0.99
p = 5 0.0100 0.0496 0.4999 0.9504 0.9900
p = 7 0.0101 0.0506 0.5030 0.9517 0.9905
p = 9 0.0104 0.0517 0.5087 0.9537 0.9911
p = 11 0.0109 0.0545 0.5242 0.9585 0.9925
p = 13 0.0129 0.0619 0.5580 0.9673 0.9948
p = 15 0.0172 0.0800 0.6270 0.9813 0.9976
p = 17 0.0334 0.1362 0.7657 0.9957 0.9997
p = 19 0.1425 0.4110 0.9753 1.0000 1.0000
Table 4.6
Actual probabilities of F for N = 100.
0.01 0.05 0.50 0.95 0.99
p = 10 0.0099 0.0497 0.4993 0.9503 0.9900
p = 20 0.0102 0.0504 0.5009 0.9506 0.9902
p = 30 0.0104 0.0515 0.5065 0.9517 0.9904
p = 40 0.0113 0.0552 0.5228 0.9563 0.9917
p = 50 0.0142 0.0665 0.5616 0.9651 0.9938
p = 60 0.0235 0.0979 0.6461 0.9799 0.9970
p = 70 0.0587 0.1949 0.7983 0.9944 0.9994
p = 80 0.2494 0.5185 0.9638 0.9998 1.0000
p = 90 0.9026 0.9806 1.0000 1.0000 1.0000
Alternatively, an approximate F test has also been used (see e.g., [2]). It is known that the F test is more precise than the
χ2 test when p is large and n is relatively small. Let
F = −(g2 − g2c1 − g1)n
g1g2
log u,
where
c1 = p(2p
3 + p2 − 4p− 3)
6n(p− 1)(p2 + p− 4) , c2 =
p(p2 − 1)(p+ 2)
6n2(p2 + p− 4) ,
g1 = 12p(p+ 1)− 2, g2 =
p(p+ 1)
2(c2 − c21 )
,
u = |S|
(s2)p(1− r)p−1[1+ (p− 1)r] , s
2 = 1
p
trS,
r = 1
s2p(p− 1) (1
′
pS1p − trS).
We reject the hypothesis H with the significance level α if F is larger than the upper α point of the F distribution with g1, g2
degrees of freedom. We list the estimated significance levels of F using the F distribution in Tables 4.5 and 4.6 under the
same setting in Tables 4.1 and 4.2, respectively.
From the tables, we can see that the χ2 approximation and the F approximation have good accuracy for p ≤ (2/10)N
and p ≤ (3/10)N , respectively. On the other hand, the normal approximation has good accuracy for p ≥ (6/10)N , and the
first order asymptotic expansion has good accuracy in almost all ranges of (p,N) except for small p.
Appendix. Proof of Lemma 3.1
In order to prove Lemma 3.1, the following lemmas are needed.
Lemma A.1. Let p and r be positive integers such that r > 2. Then, for a positive real number A such that A− p > 1/2,
p∑
j=1
j
(A− j)r ≤
p
r − 1
{
1
(A− p− 1/2)r−1 −
1
(A− 1/2)r−1
}
.
Proof. In general, it holds that
p∑
j=1
j
(A− j)r ≤ p
p∑
j=1
1
(A− j)r .
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So it is sufficient to prove the following inequality:
p∑
j=1
1
(A− j)r ≤
1
r − 1
{
1
(A− p− 1/2)r−1 −
1
(A− 1/2)r−1
}
.
This inequality holds in the same manner as in the proof of Lemma 3 in [11]. 
Lemma A.2. For A > 0, u ≥ 0, a > 0 and any positive integer r,
1
Ar
− 1
(A+ u)r ≤
ur
Ar(A+ u) ,
1
Ar
− 1
(A+ u)ra ≤
1
(A+ u)r +
ur
Ar(A+ u) .
Proof. The first inequality follows from the fact that
1
Ar
− 1
(A+ u)r =
u
Ar(A+ u)r
r−1∑
j=0
Aj(A+ u)r−1−j
≤ u
Ar(A+ u)r
r−1∑
j=0
(A+ u)j(A+ u)r−1−j
≤ ur
Ar(A+ u) .
In the same manner, we have
1
Ar
− 1
(A+ u)ra =
a(A+ u)r − Ar
Ar(A+ u)ra
= (a− 1)A
r
Ar(A+ u)ra +
au
Ar(A+ u)ra
r−1∑
j=0
Aj(A+ u)r−1−j
≤ a− 1
a
1
(A+ u)r +
u
Ar(A+ u)r
r−1∑
j=0
(A+ u)j(A+ u)r−1−j
≤ 1
(A+ u)r +
ur
Ar(A+ u) . 
Lemma 3.1 is proved as follows.
Proof of Lemma 3.1. By trigonometric inequality, it holds that
|κ (r+1)n,p | ≤
p−1∑
j=1
∣∣∣∣ψ (r) (12 (n− j)
)
− (p− 1)rψ (r)
(n
2
(p− 1)
)∣∣∣∣ .
From the Stiring formula, there exists θ ∈ (0, 1) such that
ψ(z) = log z − 1
2z
+ θ
12z2
,
and so
ψ (r)
(
1
2
(n− j)
)
= (−1)r+1
{
2r(r − 1)!
(n− j)r +
2r r!
(n− j)r+1 +
2rθ1(r + 1)!
3(n− j)r+2
}
,
ψ (r)
(n
2
(p− 1)
)
= (−1)r+1
{
2r(r − 1)!
nr(p− 1)r +
2r r!
nr+1(p− 1)r+1 +
2rθ2(r + 1)!
3nr+2(p− 1)r+2
}
for some θ1, θ2 ∈ (0, 1). Hence, we have∣∣∣∣ψ (r) (12 (n− j)
)
− (p− 1)rψ (r)
(n
2
(p− 1)
)∣∣∣∣ ≤ T1 + T2 + T3,
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where
T1 =
∣∣∣∣2r(r − 1)!(n− j)r − 2r(r − 1)!nr
∣∣∣∣ , T2 = ∣∣∣∣ 2r r!(n− j)r+1 − 2r r!nr+1(p− 1)
∣∣∣∣ ,
T3 =
∣∣∣∣2rθ1(r + 1)!3(n− j)r+2 − 2rθ2(r + 1)!3nr+2(p− 1)2
∣∣∣∣ .
Applying Lemma A.2, we have
T1 = 2r(r − 1)!
{
1
(n− j)r −
1
nr
}
≤ 2r r! j
n(n− j)r (A.1)
and
T2 = 2r r!
{
1
(n− j)r+1 −
1
nr+1(p− 1)
}
≤ 2r r!
{
1
nr+1
+ j(r + 1)
(n− j)r+1n
}
. (A.2)
Using 0 < θ1, θ2 < 1,
T3 ≤ 2
r(r + 1)!
3
1
(n− j)r+2 . (A.3)
From inequalities (A.1)–(A.3) and Lemmas A.1 and A.2,
|κ (r+1)n,p | ≤
p−1∑
j=1
(
2r r! j
n(n− j)r +
2r r!
nr+1
+ 2
r j(r + 1)!
(n− j)r+1n +
2r(r + 1)!
3
1
(n− j)r+2
)
≤ 2
r r!(p− 1)
n
p
(n− p− 1/2)r−1(n− 1/2) +
2r r!(p− 1)
nr+1
+ 2
r(r + 1)!(p− 1)
(n− p− 1/2)r(n− 1/2) +
2r(r + 1)!
3
p
(n− p− 1/2)r+1(n− 1/2)
<
2r r!
mr−1
(p− 1)2
n(n− 1) +
2r+1(r + 1)!
mr+1
p2
(n− 1) .
Here, we have used (n− p− 1/2)−k(n− 1/2)−1 < m−k(n− 1) for any positive integer k andm = n− p+ 1.
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