In the weighted voting protocol which is used to maintain the consistency of replicated data, the availability of the data to read and write operations not only depends on the availability of the nodes storing the data but also on the vote and quorum assignments used. We consider the problem of determining the vote and quorum assignments that yield the best permormance in a distributed system where node availabilities can be di erent and the mix of the read and write operations is arbitrary. The optimal vote and quorum assignments depend not only on the system parameters such as node availability and operation mix, but also on the performance measure. We present an enumeration algorithm that can be used to nd the vote and quorum assignments that need to be considered for achieving optimal performance. When the performance measure is data availability, an analytical method is derived to evaluate it for any vote and quorum assignment. This method and the enumeration algorithm is used to nd the optimal vote and quorum assignment for several systems. The enumeration algorithm can also be used to obtain the optimal performance when other measures are considered.
Introduction
A distributed system consists of a number of potentially unreliable nodes interconnected via a communication subnetwork. The resources stored at the nodes can be shared and when a node fails, the resources stored at the node become unavailable. Replicating resources at di erent nodes with independent failure modes can enhance availability and fault tolerance, since a resource could be available even when some nodes have failed. When data is replicated, care must be taken to preserve consistency among the various copies or replicas. In addition to increased availability, replication can also provide improved performance of read transactions by reducing the network communication cost since these transactions can access the data from the local replica.
A large number of replica control protocols have been developed to maintain the consistency of replicated data 1]. In this paper, we address the issue of optimization for a voting-based replica control protocol by deriving a general method for nding the optimal settings for the parameters of the protocol. We consider the voting mechanism because it has proven to be exible and relatively easy to implement.
Voting has been used for various applications in distributed systems. In 2], Gi ord proposed its use for synchronizing read and write operations on replicated les. Each le replica is assigned some number of votes and each operation is required to obtain a pre-de ned quorum of votes to proceed. To ensure that a read operation returns the value installed by the last write operation, the read and write operations must acquire r and w number of votes respectively such that r + w > L, where L is the total number of votes assigned to all replicas. The values r and w are called the read and write quorum. Generally, r + w = L + 1 is used which ensures that each read quorum has a non-empty intersection with each write quorum. Since all replicas need not be updated when a write operation completes, timestamps or version numbers must be used in order to determine the value that is written most recently. When version numbers are used, each write quorum must also intersect with every other write quorum, i.e., 2w > L 2].
A number of replica control protocols have been derived from weighted voting. Eager and Sevcik introduced a dynamic scheme based on voting that allows the system to switch between normal and failure modes 3] (which have di erent values for read and write quorums). The system can also change the quorum assignment in the schemes presented in 4, 5, 6] and the vote assignment can be changed in the scheme described in 7] . Other protocols based on voting are presented in 8, 9, 10].
The problem of assigning votes to achieve mutual exclusion is addressed by Garcia-Molina and Barbara in 11] . When the quorum for each operation is a majority of all votes assigned, each operation will have mutually exclusive access to the data. In general, mutual exclusion can be guaranteed by de ning a set of groups of nodes 12], called a coterie, such that any two groups in a coterie have a non-empty intersection. When voting is used, the groups of nodes that have a majority of the votes constitute a coterie (there exist coteries that cannot be obtained from any vote assignment 11]). In 11] , it is shown that only a nite set of vote assignments need to be considered to get all coteries that can be obtained from vote assignments. Thus, it is not necessary to deal with the unbounded set of possible vote assignments. In another work, the same authors have considered the problem of selecting the vote assignment that results in the highest system availability for mutual exclusion 13] . For a system where all node availabilities are the same, they derived the optimal vote assignment. In 14], Tong presented an algorithm for assigning votes that maximizes system availability for mutual exclusion in a system where the availability of the nodes can be di erent. In a related work 15], the authors evaluate the use of the voting mechanism to manage read and write transactions. For systems where node availabilities are identical, values are derived for the optimal degree of replication and for the optimal read quorum.
We consider the problem of optimizing performance for reading and writing replicated data. Since a direct method such as the one described in 14] does not exist for optimizing performance for reading and writing, our approach rst identi es the set of vote assignments that need to be considered and then chooses the optimal one. To this end, we present the following techniques which are the major contribution of this paper.
1.
A technique to enumerate the vote and quorum assignments that need to be considered to optimize a given performance measure for the general read/write case: The measure of interest maybe data availability, communication cost, response time or a combination of these measures. At the heart of our approach is an e cient algorithm to generate the vote and quorum assignments that need to be considered in the optimization. Such enumeration algorithms have only been considered in the literature for the special case of majority quorums. This paper provides a method to enumerate vote and quorum assignments in the general read/write case when the read and write quorums may be di erent. Quorums (other than the majority) may be useful in improving performance by reducing the cost of more frequent operations.
2.
A technique for evaluating availability: We use system availability to illustrate how the set of vote and quorum assignments can be used to nd the optimal assignment for reading and writing replicated data. We present an e cient algorithm to evaluate the availability for a system with di erent node availabilities and arbitrary vote and quorum assignments. Previous methods for evaluating availability are based on set inclusion/exclusion 16] which cannot be used e ciently for larger systems where data is replicated at over 20 nodes.
The paper is organized as follows. We describe the enumeration algorithm in Section 2. Section 3 presents a model of the system and the analysis that derives a method for nding the availability. Some numerical examples are presented in Section 4 and we conclude the paper in Section 5.
Enumerating Vote Assignable Read Coteries

De nitions
Let N be the number of nodes that store replicas of a data item. A data item may correspond to a le or several items may be stored in one le. We number the nodes that store the data from 1 to N. Replica i resides at node i and let U N = f1; 2; : : :; Ng be the universe of the replicas. There are two types of operations allowed on the replicas, read and write, and each operation must acquire the consensus of a number of replicas to proceed. A read group G is a subset of U N and is a minimal group of replicas such that a read operation can proceed if all replicas in the group are available (i.e., the nodes where the replicas are stored have not failed). Thus, failure to acquire the consensus of all replicas in any read group causes the read operation to block or abort. A read coterie Q r is a collection of read groups satisfying the following non-containment property, for any read groups G and H: 8 G; H 2 Q r : G 6 H The non-containment property is a result of the fact that each group is minimal. For instance, if G H then H is not minimal because even when i 2 H ? G is removed from it, a read operation can still be completed (all replicas in G are available).
A write operation can proceed only if it can acquire the consensus of replicas that constitute a write group. The write coterie Q w corresponding to a given read coterie Q r is unique and consists of write groups H that satisfy the non-containment property and also for each H 2 Q w :
8 G 2 Q r : G \ H 6 = We assume in this paper that timestamping is used to identify the current value. When version numbers are used for this purpose, the intersection of any two write groups must also be non-empty. The results of this paper can be modi ed to accommodate this case.
In voting 2], a special subset of read/write coteries is used, namely those that can be obtained from some vote assignment and we will call these read/write coteries vote assignable.
A vote assignment is a vector V N = (v 1 ; v 2 ; : : :; v N ) where v i (1 i N) is a non-negative integer representing the number of votes assigned to replica i. We de ne L(V N ) to be the total number of votes assigned to the replicas, or L(V N ) = P N i=1 v i . Let group G = fg 1 ; g 2 ; : : :; g k g be a set of replicas where replica g 1 has the least number of votes and we denote by v(G) the sum of the votes assigned to replicas in G. The A read coterie with quorum r consists of all the read groups of r votes. A vote assignment V N and a read quorum r uniquely identify a read coterie. However, the same read coterie can be obtained using di erent vote assignments and/or di erent read quorums. For example, the read coterie ff1; 2g; f3gg can be obtained from V 1 = (1; 1; 2) and r = 2 and V 2 = (2; 3; 5) and r = 4. For each read coterie with a quorum of r votes there exists a write coterie with a quorum of L + 1 ? r votes. The write coterie for a given read coterie is unique and we can limit our attention in the enumeration algorithm to only the read coteries.
For a system with N nodes, we use Q N (r; V N ) to denote the read coterie obtained from the vote assignment V N when the read quorum is r. For 1 r L(V N ) the read coterie is well-de ned. If r > L(V N ) then we de ne Q N (r; V N ) = , i.e., no read group can be formed. For r 0, we de ne Q N (r; V N ) to be f g, i.e., a read operation requires no consensus.
A vote assignable read coterie of N nodes corresponds to a vote and quorum assignment V N and r respectively. To determine the optimal assignment, we only need to consider the set of (V N ,r) pairs such that they represent all distinct vote assignable read coteries. We denote this universe of read coteries for N replicas by N .
Two read coteries R and S are isomorphic if and only if there is a permutation of integers 1, : : :, N such that when we replace each i in S by (i), we obtain R. If the vote assignment V N is permuted and the read quorum r is kept at the same value, the resulting read coterie will be isomorphic to Q N (r; V N ). (Permuting the vote assignment will, in general, a ect the performance in a system with di erent node availabilities.) A collection of read coteries, E N , is an enumeration 11] if every read coterie in N is either in E N or is isomorphic to one in E N and no two read coteries in E N are isomorphic. Note that E N N and E N can be obtained from N by choosing one representative from each isomorphic class. Conversely, N can be In general, N is the space that must be searched to nd the best vote assignable read coterie for a given performance measure.
A summary of the terms used and the notation is presented in Table 1 .
Generating All Vote Assignable Read Coteries
We now present an algorithm that can be used to generate N+1 when N is given. Since 1 = ff g; ff1gg; g, the algorithm can be used, in principle, to nd N , for any value of N. The algorithm is derived from the results of the following lemma that states how the read coterie of a system with N replicas changes when the system is expanded by creating a new replica (replica N + 1) which is assigned v N+1 votes. We know from Lemma 2.1 that for each vote assignable read coterie Q N+1 (r; V N+1 ) of N + 1 replicas there must exist read coteries Q 1 and Q 2 of N replicas (Q 1 = Q N (r; V N ) and Q 2 = Q N (r ? v N+1 ; V N )) such that Q N+1 (r; V N+1 ) is related to Q 1 and Q 2 as stated in the lemma. The algorithm presented in Figure 1 uses this fact as it generates read coteries of a system of N + 1 replicas by combining every pair of the read coteries of N replicas using the relationship de ned by Lemma 2.1. Notice that since Q 1 and Q 2 in Lemma 2.1 have the same vote assignment and we are combining all pairs (even those which are obtained from di erent vote assignments), the algorithm has to check that the resulting set can be obtained by some vote assignment. The output of the algorithm, , will be N+1 . This follows from the fact that each read coterie Q 2 N+1 can be written as a combination of some pair of read coteries in N (as given by Lemma 2.1) and every possible pair of read coteries of N is combined by the algorithm in the manner given by Lemma 2.1, hence Q will be generated. Note that Q, the set generated by the statement (y) of the algorithm, may not satisfy the non-containment property for read coteries. For example, Q 1 = ff1gg, Q 2 = ff1; 2gg and N + 1 = 3, the set Q = ff1g; f1; 2; 3gg is generated which violates the non-containment property. However, such sets are not vote assignable and will not be included in . The statement (y) also generates read coteries (satisfying the non-containment property) that are not vote assignable.
Determining whether the set Q is vote assignable can be done by formulating a Linear Program (LP) from the groups of Q. We de ne the following set of groups of N + 1 replicas: always convert the solution to an integer vote assignment and quorum. In principle, we are only concerned with obtaining a feasible solution to the LP. However, the complexity of the performance analysis method described in Section 3 is a function of the votes v i and quorum r. We are thus using the indicated objective function.
Generating An Enumeration of Vote Assignable Read Coteries
The complexity of Algorithm 1 depends on the size of the input set N . Also note that, for a given N, we only need to generate the enumeration set E N from which N can be obtained. Due to the fact that, in general, E N is much smaller than N (e.g., j E 5 j = 119 and j 5 j = 3287), an algorithm which generates E N+1 when E N is given as input, will require less CPU time. Such an algorithm can be derived from Algorithm 1 by only including a single member from a class of isomorphic read coteries. The following lemma provides a simple technique to achieve this and the resulting enumeration algorithm is shown in Figure 2 . The above lemma shows that in each class of isomorphic read coteries, there is exactly one member that is obtained from a non-decreasing vote assignment, i.e., two read coteries that are obtained from non-decreasing vote assignments are either equal or non-isomorphic. Then, sorting the vote vector in non-decreasing order in Algorithm 2 will guarantee that E = E N+1 .
The following theorem shows the correctness of Algorithm 2. Let E be the output generated by Algorithm 2, then E = E N+1 which is the enumeration of N+1 that contains only read coteries that have non-decreasing vote assignments. Each vote assignment is sorted in non-decreasing order and by Lemma 2.2 we conclude that no two read coteries in E are isomorphic.2 Table 2 contains the vote assignments, quorums and read coteries of E 4 which is produced by repeating the enumeration algorithm three times starting with E 1 = ff g; ff1gg; g. The read coteries f g and are not included in the table but are elements of E 4 . We have also generated E 5 , E 6 and E 7 . These enumerations have 119, 1113 and 29375 members respectively. 1 For a given N, since N can be obtained from E N , optimal vote and quorum assignments can be determined for any particular performance measure by an exhaustive search. In what follows we illustrate this by considering the optimization of the availability of replicated data for read and write operations. Although there is a direct method for obtaining the settings for voting that maximizes the system availability for mutual exclusion 14], no direct method is known for nding optimal settings for reading and writing.
Performance Analysis of Weighted Voting
We now develop a method for evaluating the availability of replicated data for a given vote assignment and read quorum when the system consists of N nodes and each node stores a replica of the data item. This method will be used to evaluate the performance of the vote and quorum assignments enumerated in the previous section in order to determine the best one.
For each node i, i = 1; : : :; N, we assume that the mean time-to-fail is 1 i and the mean time-to-repair is 1 i . We also de ne the parameter p i which represents the proportion of time the node is operational. We thus have,
The parameter p i will be called the availability of node i and can be viewed as the steady state probability that the node is operational. 2 We will use the availability vector P to denote (p 1 ; : : :; p N ). The vote assignment under consideration is denoted by V = (v 1 ; : : :; v N ) and we de ne L = P N i=1 v i (we drop the subscript N from our earlier notation for simplicity). 1 The enumeration method has so far produced only integral valued vote assignments for every LP generated. It is known that when the constraint matrix of the LP is totally unimodular, the solution is integral valued 17]. The constraint matrices generated by the algorithm do not satisfy this property. 2 An operation can proceed to completion if it can nd a required quorum within a certain time-out period. There may be several reasons why nodes are unable to reply within the given time-out period. A node can su er from a hardware failure or it may be operational but isolated from the other nodes because of network failures. Also, long delays due to network congestion and slow response times due to overload can cause an operation to abort because of time-out. A node that is unable to respond within the time-out period is said to have failed.
The availability for operations requiring s votes is the proportion of time (or steady state probability) that the total number of votes from all operational nodes is equal to or exceeds s. We denote this probability for given quorum s, availability vector P and vote assignment V by s (P; V ) (s = r for read access, s = w for write access and r + w = L + 1). We use the system availability as the performance measure in the analysis. The system availability for read/write transactions is equal to (P; V ) = f r (P; V ) + (1 ? f) w (P; V ), with f being the fraction of read operations.
In order to derive an expression for s (P; V ) for given values of s, P and V , we de ne the state of the system n = (n 1 ; : : :; n N ) where n i = 1 if node i is operational and n i = 0 otherwise. Let P(n) be the steady state probability that the system is in state n. Observe that P(n) is the probability that all nodes with n i = 1 are operational and that all nodes with n i = 0 have failed. Thus we have
We next obtain an expression for Q(m), the steady state probability that the total number of votes available in the system is m. This is given by the sum of all state probabilities in equation (2) such that C(n; V ) = P N i=1 n i v i = m. Thus we get for m = 0; 1; 2; : : :; L Q(m) = X all n s:t: C(n;V )=m
where we de ne 
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If the vote assignment and read quorum of each read set in N is given, the algorithm described in Figure 3 can be used to compute (P ; V ) for each (V ,r) corresponding to read sets in N . The (V ,r) that yields the highest value for (P; V ) is the optimal vote and quorum assignment. However, if the nodes are labeled such that p 1 p 2 : : : p N , we need only consider the non-decreasing vote assignments which correspond to the members of E N generated by Algorithm 2. In other words, the members in N ? E N need not be considered for optimizing availability since they are clearly suboptimal. This follows from the intuitive idea that the best vote assignment is the one that assigns more votes to nodes with higher availability which is stated as the following theorem. Note, however, that for a di erent performance measure, all elements of N may have to be considered. 
Numerical Examples
We demonstrate the use of the results derived in the previous sections by analyzing systems of 5 and 7 nodes. For these systems, we show the optimal vote and quorum assignment and the resulting system availability. Table 3 shows the optimal vote and quorum assignments for two systems of 5 nodes for various values of the transaction mix f. Since the system considered in the rst column is relatively homogeneous (four nodes have the same availability which is 0.8 and the availability of the other node is 0.9), either the uniform vote assignment is optimal (each replica gets one vote) or the node with higher availability is assigned an extra vote. This does not hold, as shown in column two of the table, when the availability of two nodes is 0.9. In this case, the optimal vote assignment is not uniform for all cases except when f is close to 0 or 1.
We show the system availability in Figure 4 for the vote and quorum assignments of Table  3 when the availability of 3 nodes is 0.8 and it is 0.9 for the other two nodes. Clearly, no single vote and quorum assignment can provide optimal availability for all values of f. For example V = (1,1,1,1,1) ; r = 1 V = (1,1,1,2,2) ; r = 3 V = (2,2,2,3,3); r = 6 V = (1,1,1,2,2) ; r = 4 V = (2,2,2,3,3); r = 7 V = (1,1,1,2,2); r = 5 V = (1,1,1,1,1) ; r = 5 2,2,3,3 ) with r = 6 is optimal for f = 0:6 but when f changes to 0.8, the optimal assignment becomes (1,1,1,2,2) with r = 3. Also, note that the availability is not very sensitive to a change in f for some of the vote and quorum assignments.
The optimal system availability as a function of f for the two systems considered above and one where the availability of each node is 0.8, is shown in Figure 5 . The plot for the system of Figure 5 is obtained from the plots of Figure 4 by taking the highest system availability for a given f. Although the optimal availabilities of these systems are similar when f is close to 0 or 1, for other values of f, increases by almost 2% when the availability of one node changes from 0.8 to 0.9. Also, the optimal availability for each of the systems is not sensitive to a change in f when f is not close to 0 or 1.
To further illustrate how the optimal vote assignment depends on the node availabilities and f, in Table 4 we also consider a system of 7 nodes, where the availability of each node is di erent (p 1 = 0:65, p 2 = 0:7, p 3 = 0:75, p 4 = 0:8, p 5 = 0:85, p 6 = 0:9 and p 7 = 0:95). For f = 0:9, we see that the most available node is assigned 7 votes while the least available node gets only one vote. For f = 0:8, the di erence in the votes is even more marked.
Finally, to show that the availability obtained from optimal vote and quorum assignment can be appreciably higher than that of the commonly used quorums with a uniform vote assignment (i.e., when v i = 1 for all i), we consider the data in Table 5 . In the system, two nodes are highly available (p = 0:9) while the others only have an availability of 0.6. We see that when f = 0:8, the optimal availability is about 9% higher compared to the read majority/write majority quorum. Even when the optimal quorum, r opt , is considered for a uniform vote assignment in this system, the availability is still 5.5% lower than that achievable with optimal vote and quorum assignment. The read one/write all quorum has poorer availability for all values of f except when f is 0.999. Thus, compared to the commonly used quorums with each node having a single vote, the optimal vote and quorum assignment provides better system availability.
Concluding Remarks
We have presented a method for obtaining an enumeration of vote assignable read sets and their corresponding vote assignments and quorums. We have also developed an e cient method for nding the availability for any vote assignment when the availability of the nodes and the read/write transaction mix are given. The use of this method was demonstrated by nding the vote assignment and quorum that yields the highest system availability in systems with di erent node availabilities. It should be emphasized that the enumeration of the vote assignable read sets can also be used in the optimization of other performance measures. In future research, we plan to study the e ect of the communication network and the performance of dynamic voting schemes. We will also consider direct methods for nding optimal settings in voting that maximizes system availability for reading and writing that can be used for optimizing larger systems. 1, 1, 1, 1 
( Table 4 : Best read/write sets for a system of 7 nodes with reliability vector = (0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95) (1) = optimum availability over all vote assignments and quorums (2) = availability of the read one/write all quorum (3) = availability of the read majority/write majority quorum (4) = optimum availability using the uniform vote assignment All Vote Assignments Uniform Vote Assignment Let a be the smallest index such that k+1 (i) = i; i < a and k+1 (a) 6 = a. We can write k+1 as k+1 k : : : 1 such that k+1 = (a b) for some b > a and j does not move a for j = 1; 2; : : :; k.
This can be done by factorizing k+1 into disjoint cycles and re-ordering the cycles such that the cycle containing a is the left-most cycle. After rotating the left-most cycle a number of times such that the last element in the cycle is a, the formula (i 1 i 2 : : :i r ) = (i r i 1 )(i r?1 i 1 ): : :(i 2 i 1 ) can be used to factorize each cycle to obtain the desired j , j = 1; 2; : : :; N + 1. We prove the theorem by showing that a vote assignment can be improved by exchanging the votes between two nodes if one of them has higher availability but is assigned less votes, that is:
Given availability vector P where, without loss of generality, p 1 we have s (P; V ) s (P; V 0 ) where s is an arbitrary threshold and s (P; V ) is given by Equation (6) .
From Equation (6) 
The left hand side of (13) (15) is equal to 0 and hence (15) is greater than or equal to 0.
