In this paper we consider the biorthogonal polynomials with respect to the maesure e −x 4 −y 2 +2τ xy dxdy, and show that their roots interlace. The proof involves showing total nonnegativity of matrices related to Jacobi type matrices.
Introduction
We consider the biorthogonal polynomials which are defined as two families of polynomials {p j } and {q k } related by the two-dimensional measure e −x 4 −y 2 +2τ xy dxdy. Thus degp j = j and degq k = k and R R p j (x)q k (y)e −x 4 −y 2 +2τ xy dxdy = 0, j = k.
(1.1)
We normalize p j and q k to be monic. These polynomials are a special case of those considered in [3] , [2] , and [7] , where the measure has the more general form e −V (x)−W (y)+2τ xy dxdy. As R q k (y)e −y 2 +2τ xy dy = e τ 2 x 2 R q k (y)e −(y−τ x) 2 dy = R q k (y + τ x)e −y 2 dy = e τ 2 x 2 r k (x), for some polynomial r k of degree k, it follows easily that p j (x) is the monic orthogonal polynomial with respect to the weight e −x 4 +τ 2 x 2 (see, e.g., [7] for similar observations). * Supported in part by a grant from the National Science Foundation and a NATO collaborative linkage grant Classical theory then yields that the polynomials p j (x) satisfy the three term recurrence relation xp j (x) = p j+1 (x) + a 2 j p j−1 (x), j = 0, 1, . . . , (1.2) where p −1 ≡ 0, a 0 = 0 and a j > 0, j ≥ 1. In addition, the polynomials q k satisfy a five term recurrence relation of the form
. Using integration by parts we will see in the next section that the coefficients a k , b k and c k satisfy the following relations
It should be noted that equation (1.4) is a d-P I discrete Painlevé equation. We will use these relations to prove the following theorem. Recall that real numbers α 1 , . . . , α k and β 1 , . . . , β k−1 are said to interlace if
If all the inequalities are strict we say that the interlacing is strict.
The roots of the polynomials q k are all real and simple. Moreover, the roots of q k and q k−1 interlace. When k is even the interlacing is strict.
With this result we address the open question of interlacing properties that was posed in [3, Section 8] . The fact that the roots are real and simple is a particular case of [3, Theorem 2] . Our approach, though, is different from the one in [3] .
Properties of the recurrence coefficients
We will start this section with proving the relations (1.4) and (1.5). The arguments are a minor adjustment of those in [9, Section 2.2]. The derivation of these types of recursion formulas goes back to [5] . Proof. Let us denote
Then multilpying (1.3) with p k−1 and taking the integral with respect to the measure yields that
Performing partial integration with respect to x (i.e., using ye 2τ xy dx = 1 2τ
de 2τ xy ), we get that
Using (1.2) three times we get that
. Using this formula and the fact that p k−1 (x) is a linear combination of p 0 (x), . . . , p k−2 (x) we get from (2.6) that
Similarly, multiplying (1.3) with p k−3 (x) and integrating with respect to the measure, we get
where in the last step we used the same partial integration as before and the formula for
Next multiplying (1.2) with q j+1 and taking the integral with respect to the measure yields that
Performing partial integration with respect to y (i.e., using xe 2τ xy dy = 1 2τ
Using (1.3) and the fact that q j+1 (y) = (j + 1)q j (y) + j−1 l=0 γ l q l (y) for some γ j (here we used that q j+1 is monic), we see easily that
Also, when we hit (1.2) with q j−1 and take the integral with respect to the measure we obtain in a similar way that
From the latter we get that
Combining equations (2.7), (2.8), (2.9) and (2.10) one now easily obtains (1.4) and (1.5).
The following inequalities will be crucial in the proof of our main result.
Lemma 2.2
The recurrence coefficients a k , k ∈ N, satisfy the following inequalities
Proof. We prove the lemma by induction. Use (1.4) to conclude that
2 ) follows. Now, using (1.4)
Therefore the middle two expressions are at most 1 apart, so 2a Suppose now that (2.11) and (2.12) have been proven upto k. Then (1.4) implies
So, using the induction hypothesis on (2.12), we get that
Subtracting k on both sides, we obtain
), giving (2.11) for k + 1. In addition, by (1.4),
But then the two middle expressions are at most k +1 apart, and thus 2a 
Then H m and K m are positive definite for all m ≥ 1.
Proof.
To show that H m is positive definite we will first show by induction that
Here e m is the mth standard basis vector in R m , T denotes the transpose, and ≥ is the Loewner ordering (i.e., A ≥ B if and only if A and B are symmetric and A − B is positive semidefinite).
For m = 1 the statement follows since (1.5) yields that b 1 ≥ τ 2 a 2 1 . Suppose now that (2.13) holds upto m. Then
Taking a Schur complement in the most right matrix with respect to the first m rows and columns yields now that
Using that 2a ≤ m (due to (2.12)), we get that
. This yields (2.13).
Next we show by induction that
(2.14)
Again, for m = 1 this follows from (1.5). Assuming that (2.14) holds for m, we get that
where in the last step we use 2a 
Thus L is invertible. Moreover, since
we get that L ≥ 0 as well. Thus L > 0. Use now (2.13) and (2.14) and the above observation to conclude by induction that H m > 0 and K m > 0. 2
Recall that a matrix A is totally nonnegative if all of its minors are nonnegative (that is, pick a k ∈ N, and any sets of k rows and k columns and take the determinant of the k × k submatrix obtained by those coefficients of A that lie in the chosen k rows and columns; then the determinant of this matrix is required to be nonnegative). Using the Cauchy-Binet formula one easily shows that products of totally nonnegative matrices are totally nonnegative. A square matrix A is called totally positive if all its minors are positive. If square matrix A is totally nonnegative and a positive power of A is totally positive, then the matrix is called oscillatory. It is a well known result (see [6, Theorem 10 in Chapter II]) that a nonsingular totally nonnegative matrix with positive subdiagonal and positive superdiagonal elements is oscillatory. Aside from the book [6] , the papers [1] and [4] are also a wonderful sources for the basics of totally nonnegative matrices.
One now easily obtains from Theorem 2.3 the following corollary.
Corollary 2.4 Let b k and c k be defined via (1.3). Then the tridiagonal matrices
Proof. Follows easily from the above results. See also Example 6c) in [6, Section II.3].
It should be noted that the Jacobi matrices G m and L m give rise to a sequences of orthogonal polynomials relative to some one variable measures. It would be interesting to figure out how these one variable measures relate to the original two-variable measure that we started out with.
Interlacing properties of the roots
In this section we prove our main result. We shall use the well-known result that for oscillatory matrices the eigenvalues are all simple and positive. In addition, the eigenvalues of a square totally nonnegative matrix A interlace with the eigenvalues of the matrix obtained from A by removing the last row and column (see [6, Theorem 14 in Chapter II] and [1, Theorem 6.5] ; see also [8] for a new short proof of this fact). When the matrix A is oscillatory, the interlacing is strict.
Proof of Theorem 1.1. Let A n be the n × n banded Hessenberg matrix
Then q n (x) is the characteristic polynomial of A n . As before, let e j denote the jth standard vector containing all zeros except in the jth position. The size of the vector e j should be clear from the context. If we reorder the rows and columns of A n in such a way that the odd numbered rows and columns come first and then the even rows and numbers, we obtain that xI − A 2m is permutation similar to
and that xI 2m−1 − A 2m−1 is permutation similar to
In general we have the observation that det
If we apply this observation to (3.15) and (3.16) we get that
• the eigenvalues of A 2m−1 are 0 and the positive and negative square roots of the eigenvalues of
• the eigenvalues of A 2m are the positive and negative square roots of the eigenvalues of
or, equivalently, the eigenvalues of A 2m are the positive and negative square roots of the eigenvalues of
19)
• the eigenvalues of A 2m+1 are 0 and the positive and negative square roots of the eigenvalues of
or, equivalently, the eigenvalues of A 2m+1 are the positive and negative square roots of the eigenvalues of
where the zero eigenvalue should be counted only once.
Notice that the matrices in (3.17), (3.18), (3.19), (3.20) and (3.21) are easily seen to be totally nonnegative (as they are product of totally nonnegative matrices). In addition, the matrices in (3.18) and (3.19) are nonsingular and have positive sub-and superdiagonal entries. Therefore these matrices are oscillatory, and consequently have positive real simple eigenvalues. Next, notice that Remark 3.1 We suspect that the interlacing is also strict when k is odd. To prove this using the above arguments one would need a refined interlacing result where the condition of oscillatory is slightly weakened.
