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 ソ ー ティングとは，多数のデータ記録を，記録中の特定部分の値（これを
キーという）の大きさの順に並べ替える操作をいう。ソーティングアルゴリ
ズムは，計算機の誕生によって急速な発展をとげた情報科学の黎明期から，
その実用価値の点からも，また，アルゴリズムの理論研究の点からも，格好
の研究対象であった。計算量に関する研究の発展ともあいまって，時間計算
量が理論的な下限を達成しているいくつもソーティングアルゴリズムが開発
され，実用に供されてきた。実用面からいえば，ソーティングは，今なお多
くのデータ処理において基本操作として多用されており，その効率の善し悪
しはデータ処理全体の効率に大きな影響を与えるものである。  
 こ う した中で，本論文は，実用的に最も多用されている，文字列をキーと
するソーティングについて，計算量的に下限を達成しているといわれるアル
ゴリズムを対象に，さらにそれらの効率改善を試みたものである。実用的な
ソーティングアルゴリズムでは，データ記録そのものは並べ替えず，データ
記録を収めた記憶位置を指すポインタを並べた配列を用意して，そのポイン
タ配列を並べ替えることでソーティングを行う。本論文での議論も，この形
でのソーティングを対象としている。その上で，つぎの着想に基づいた二つ
のアルゴリズムを提案している。  
・  計算機ハードウェアが備えるキャッシュ機構への適応  
・  文字列キー比較に対する文字単位の比較回数の最小化  
 第 1 章は「導入」であり，ソーティングとそれに関係する諸概念の定義を
与えた上で，知られているアルゴリズムとその計算量を紹介している。キー
比較に基づくソーティングアルゴリズムでは，その理論的時間計算量の下限
がデータ記録数
! 
n  に対して
! 
O(n lg n) であり（
! 
lg n = log2 n  ），その例としてマー
ジソートとマルチキー  クイックソートを紹介する。キーの各桁の値ごとに分
配 す る こ と を 反 復 す る ソ ー テ ィ ン グ ア ル ゴ リ ズ ム で は ， そ の 時 間 計 算 量 が
! 
O(k n)（
! 
k  はキーの桁数）となる。そうした例として M S D 基数ソートとバー
ストソートを紹介している。  
 第 2 章では，ポインタが指すキーどうしの比較を行う際に起きるキャッシ
ュミスが文字列キー対象のソーティングの性能を落とすことに着目して，改
善を試みている。M S D 基数ソートにおいてデータ記録を指すポインタ配列に
加えて，それぞれの文字列キーの一部を取り出して並べておく配列（キーバ
ッファと呼ぶ）を用意する。こうすることで，キーバッファをアクセスする
だけで桁ごとの分配操作を行うことができ，不要なキャッシュミスを防ぐこ
とができる。文字列キーを対象とする M S D 基数ソートは，文字列の 1 文字
目から始めて再帰的に文字位置ごとの文字値による分配操作を行う。したが
って文字キーの必要部分のキーバッファへの取出しは，この再帰呼出しの際
に行うことが可能である。この工夫を施したアルゴリズムを C R ad ix ソート
と名づけて実装している。キーバッフ ァの大きさ（文字数）は， C R ad ix ソ
ートの実行時間を左右する。実用的には，使われている文字集合の大きさが
! 
m  
 2 
のとき
! 
log
m
n  にとっておけば十分によい性能が得られる。しかし，対象とす
る文字列キー集合の特性によっては，より小さいキーバッファで十分である
ことがある。そこで， C R ad ix ソート ではキーバッファの大きさを引数とし
て指定できる形に実装している。  
 第 3 章 で は ， 文 字 列 比 較 を 行 う 際 に 自 動 的 に 得 る こ と の で き る L C P 
( lo n ge s t  co mmo n pre f i x， 2 つの文字列に共通する先頭からの部分文字列 )の
長さを活用することで，文字列中の文字どうしの比較回数を最小に抑えて効
率向上を行うことを提案する。 2 つの文字列
! 
x, y  の L CP の長さを
! 
"(x,y)  と
書 く 。 第 3 の 文 字 列
! 
z  を 媒 介 と し て
! 
"(z,x)  と
! 
"(z,y)  が わ か っ て い れ ば ，
! 
"(z,x) # "(z,y) である限 り
! 
x, y  の大小は  
! 
"(z,x), "(z,y) の大小に一 致する 。
! 
"(z,x) = "(z,y) = l  である場合には，
! 
x, y  の
! 
l +1文字目以降だけをみればその大
小が判定できる。文字列
! 
x  に対して参照用文字列
! 
"  との L CP の長さを付記
した
! 
"(#,x), x  を（
! 
"  を参照する）付記文字列といい，
! 
" # x  と書く。文字列
の 並 び
  
! 
s = x
1
, x
2
,L, x
n
 に 対 し て
  
! 
" # x
1
, x
1
# x
2
, L, x
n$1 # xn  と い う 付 記 文 字 列 の 並 び
を
! 
s  と書く（
! 
" は空文字列。
! 
" # x = 0, x  である）。二つの文字列の並び
! 
s, t  を
マージした並びを
! 
u  とするとき，
! 
s , t  から
! 
u  を作り出すアルゴリズムでは，
付記されている L C P の長さの比較によって文字列の大小がわかる（このとき
! 
u  に付記すべき値は既知の L C P の長さである）か，その先の何文字かの比
較によって文字列の大小を知り同時に
! 
u  に付記すべき L C P の長さを得るこ
とができるか（こうした場合をブレークという）のいずれかになっている。
このアルゴリズムを L C P マージと呼んだ。  
 L C P マージを基本操作としてトップダウンにマージソートを行えば，長さ
1 の文字列の並びどうしの L C P マージから始まって，順に長さを倍々にした
L C P マージが行われる。この長さ 1 の対象となる付記文字列の並びは，文字
列に 0 を付記しただけで得られる。以後，L C P マージが行われるたびに，自
動的に長さを増した付記文字列が生成される。このソーティングアルゴリズ
ムを L C P マージソートと呼んだ。 L C P マージソートは，マージソートを土
台としていることから，多くの操作が
! 
n lg n  回行われる。それぞれのデータ
記録  の文字列キーに着目してみると，その文字列に付記される L C P の長さ
は， 0 から始まって，その識別長 ( l e ngt h  o f  d i s t i n g uis h i ng  pre f i x ,与えられ
た文字列集合の中でその文字列を他の文字列と一意に区別できる先頭からの
部分文字列の長さ )まで増加する。すなわち，それぞれの文字列キーについて
行われる文字単位の比較回数は，その識別長に対応したものになる。実際に
は，ブレークの回数だけ，L C P を求めるのに 1 文字先までの比較が行われる
から，識別長にブレークの回数を加えた回数の文字単位の比較が行われるこ
とになる。したがって，文字列キーの識別長平均を
! 
µ
a
 とし，
! 
n lg n  回行われ
る文 字列 キー ど うし の比 較に お いて ブ レー クが 生じ る 確率 を
! 
P"  とする とき ，
L C P マージソートの時間計算量はつぎの式で示される。  
! 
n lg n + n(µ
a
"1) + P# n lg n  
 3 
文字列キーが一様にランダムである場合を考えると，
! 
µ
a
= log
m
n =
lg n
lg m
 と見な
すことができるから，これは
! 
O(n lg n) であることになる。  
 第 4 章では，C R a di x ソートと L C P マージソートの性能を，M S D 基数ソー
ト，マルチキー  クイックソート，バーストソートと対比して評価している。
用いたデータセットは，乱数で生成した長さ 0~ 1 9 文字の文字列（平均識別
長 3 . 91），We b ページの U R L（先頭の h t t p : / /を取り除いたもの，平均識別長
31 . 9），We b ページの本文に現れているすべての英字列（タグや数字・記号 ・
空白・改行を区切りとして抽出したもの，平均識別長 9 . 28）， D N A 情報（す
べて長さ９，重複が激しく平均識別長 1 0 . 0）の 4 つである。データ記録数
! 
n  を
2 , 500 , 000~ 3 0 , 0 00 , 0 00 について調べて結果を示しているが，C R a di x ソート
は，比較した他の 3 つのいずれよりも高速であった。データセットによって
他の 3 種類のアルゴリズムの実行速度の順番は入れ替わるが， C R a dix ソー
トは常に最速であり，一番遅いものと比較して 4~ 5 倍，最も速いものと比
較しても 2 倍近く高速であった。一方，L C P マージソートは，データセット
による実行時間の差が最も少ないとい う結果を示した。 C R a d ix ソートを含
めた他の 4 つのアルゴリズムでは平均識別長に応じて実行時間が大きく変動
するので，結果として，L C P マージソートは，平均識別長の非常に大きい第
2 のデータセットに対しては最速であったし，その他のデータセットでも常
に中位に位置して，データセットによらず安定して使えることが判明した。
なお，詳細に見ると，L C P マージソートは，他のアルゴリズムとは違い，そ
の実行時間が必ずしもキーの平均識別長に対応してはいない。この解析は，
今後の課題である。  
 第 5 章では，結果を取りまとめ，今後の展望を示している。  
 以 上 が本論文の概要であるが，これらの成果は，実用的にも効果の大きい
文字列ソーティングの効率向上に大きな貢献をしただけではなく，文字列ソ
ーティングアルゴリズムについてなお研究すべき課題があることを示したも
のであり，情報科学の発展，とりわけアルゴリズム設計の研究領域に大きな
貢献をしたものである。よって，本論文は，博士（情報科学）早稲田大学の
学位論文として価値あるものと認める。  
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