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ORTHANT PROBABILITIES AND THE ATTAINMENT OF
MAXIMA ON A VERTEX OF A SIMPLEX
DAMIA´N PINASCO, EZEQUIEL SMUCLER, AND IGNACIO ZALDUENDO
Abstract. We calculate bounds for orthant probabilities for the equicorre-
lated multivariate normal distribution and use these bounds to show the fol-
lowing: for degree k > 4, the probability that a k-homogeneous polynomial
in n variables attains a relative maximum on a vertex of the n-dimensional
simplex tends to one as the dimension n grows. The bounds we obtain for the
orthant probabilities are tight up to log(n) factors.
Introduction
A number of papers have appeared addressing the question of the probability
that an n-variable polynomial P : Rn −→ R attain relative maxima on specific
points ([3], [9], [10], [11]). It has been proved for instance, that for degree k > 2,
the probability that a k-homogeneous polynomial in n variables attain a relative
maxima on some vertex of the unit sphere of `n1 tends to one as n increases [10],
and that this is false for k = 2 [9].
To consider such problems a probability measure is defined on the space of k-
homogeneous n-variable polynomials Pk(Rn) (we recall the necessary constructions
in section 1). Functions X : Pk(Rn) −→ R are then random variables and the
questions regarding relative maxima may be set in terms of inequalities involving
some of these random variables.
In this paper we consider the case of relative maxima attained on a vertex of the
zero-centered simplex. This translates into a classical problem in Statistics, that of
computing orthant probabilities: let X1, . . . , Xn be jointly normally distributed ran-
dom variables with mean µ = 0, standard deviation σ = 1, and E(XiXj) = ρij ; then
what is the probability that they be simultaneously positive? Sheppard [14] proved
that P (X1 > 0, X2 > 0) = 1/4 + (2pi)
−1 arcsin(ρ12). David [4] develops a recursive
formula that allows one to compute P (X1 > 0, . . . , Xn > 0) for n odd as a function
of orthant probabilities of lower dimension. Applying this formula to n = 3 yields
P (X1 > 0, X2 > 0, X3 > 0) = 1/8+1/(4pi) (arcsin(ρ12) + arcsin(ρ13) + arcsin(ρ23)).
No closed form formulas for n ≥ 4 are known. Series expansions for the general
case were derived in [13]. Steck [15] studies the special case in which E(XiXj) = ρ,
which is the setting of interest in the present work, and lists a number of inter-
esting properties of the function f(n, ρ) = P (X1 > 0, . . . , Xn > 0), including the
identity f(n, ρ) = E
[
Φn(Z
√
ρ/(1− ρ))
]
, where Z is a standard normal random
variable and Φ is its cumulative distribution function. In [11] there is a formula for
f(n, ρ) in terms of the gaussian measure of a simplex. A more thorough review of
2010 Mathematics Subject Classification. 26D05, 46G25, 62H05.
Key words and phrases. Homogeneous Polynomial, Orthant Probabilities, Simplex.
Supported partially by PIP 112 201301 00422 CO (CONICET - Argentina).
1
ar
X
iv
:2
00
4.
04
68
2v
1 
 [m
ath
.PR
]  
9 A
pr
 20
20
2 DAMIA´N PINASCO, EZEQUIEL SMUCLER, AND IGNACIO ZALDUENDO
results regarding orthant probabilities can be found in [8]. In this paper, we will
show that for ρ > 0 and large n, f(n, ρ) behaves essentially like n1−1/ρ, except for
multiplicative log(n) factors.
A central issue pertaining to the attainment of maxima at several different ver-
tices is the independence or non-independence of the random variables involved.
This accounts for the essential difference in the case of k > 2 or k = 2 mentioned
above for the unit sphere of `n1 . It is also the main difficulty in the study of the
analogous problem on the unit sphere of `n∞. As we will show in section 2, the par-
ticular geometry of the simplex gives rise to a situation where the random variables
involved are not independent, but their dependence is weak. We use the Devroye-
Mehrabian-Reddad total-variation bound [5] to approximate asymptotically the
non-independent situation by independent ones.
This paper is organized as follows. In Section 1 we recall [11] the construction of
the probability measure in Pk(Rn), and present some important random variables
and their correlations. In Section 2 we present the necessary geometry of the
simplex, study the attainment of maxima on a given vertex and give bounds for
orthant probabilities. Finally, in Section 3 we consider the problem of attaining
maxima at any vertex and prove that for k > 4 the probability of attaining a
relative maxima at some vertex of the simplex tends to one as the dimension grows.
1. Probability in spaces of polynomials
Given a k-homogeneous polynomial P : Rn −→ R there exists a unique sym-
metric k-linear function φ that satisfies P (x) = φ(x, . . . , x). We treat the space of
k-homogeneous polynomials over Rn as the dual of the symmetric tensor product⊗
k,s Rn. The Hilbert space structure on the full tensor product
⊗
k Rn is given by
the inner product
〈v1 ⊗ · · · ⊗ vk, w1 ⊗ · · · ⊗ wk〉 = 〈v1, w1〉 · · · 〈vk, wk〉.
See [6] for details.
Let the symmetrization operator S :
⊗
k Rn −→
⊗
k Rn be given by setting its
values on a basis as
S(ej1 ⊗ · · · ⊗ ejk) =
1
k!
∑
σ
ejσ(1) ⊗ · · · ⊗ ejσ(k),
where σ runs through all permutations of {1, . . . , k}. The image of S —the sym-
metric tensor product
⊗
k,s Rn— is a predual of the space of polynomials over Rn,
Pk(Rn). We consider on ⊗k,s Rn the Hilbert space structure induced by the am-
bient space
⊗
k Rn, and on Pk(Rn) the dual Hilbert space structure. The resulting
norm on Pk(Rn) is the Bombieri norm [1]
‖P‖ =
∑
|α|=k
a2α
α!
k!
1/2 ,
if P (x) =
∑
|α|=k aαx
α is the monomial-sum expression of P .
All linear forms ϕ : Pk(Rn) −→ R can be identified with an element of ⊗k,s Rn.
For instance, evaluation at x: ex(P ) = P (x) is given by x⊗ · · · ⊗ x. In the present
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work, we will mainly deal with linear forms
∂
∂v
(a) : Pk(Rn) −→ R given by P 7→ ∂P
∂v
(a),
which can be identified with an element of
⊗
k,s Rn as follows
∂
∂v
(a) = v ⊗ a⊗ · · · ⊗ a+ a⊗ v ⊗ a⊗ · · · ⊗ a+ · · ·+ a⊗ · · · ⊗ a⊗ v.
The inner products between such linear forms are given by〈
∂
∂v
(a),
∂
∂w
(b)
〉
= 〈v ⊗ a⊗ · · · ⊗ a+ · · ·+ a⊗ · · · ⊗ a⊗ v,
w ⊗ b⊗ · · · ⊗ b+ · · ·+ b⊗ · · · ⊗ b⊗ w〉
= k〈v, w〉〈a, b〉k−1 + (k2 − k)〈v, b〉〈a,w〉〈a, b〉k−2.
If 〈a, b〉 = 0, the display above is zero whenever k > 2. However, when k = 2 one
has 2〈a,w〉〈v, b〉 which can be non-zero. In fact, if k = 2 and n = 2,
∂
∂(1, 0)
(0, 1) and
∂
∂(0, 1)
(1, 0)
are the same linear form.
We consider on Pk(Rn) the standard Gaussian measure W corresponding to its
Hilbert space structure, i.e., the measure
W (B) =
1
(2pi)d/2
∫
B
e−
‖P‖2
2 dP, for any Borel set B ⊂ Pk(Rn),
where d =
(
n+k−1
k
)
, is the dimension of Pk(Rn). W is rotation-invariant. Moreover,
if T : Rn → Rn is an orthogonal transformation, then
T˜ : Pk(Rn)→ Pk(Rn) such that T˜ (P ) = P ◦ T
is a measure-preserving map.
Finally, note that if ϕ : Pk(Rn) −→ R is a linear form then ϕ is a normal random
variable with zero mean and standard deviation given by ‖ϕ‖.
2. The simplex and orthant probabilities
We construct the zero-centered n-dimensional simplex in the following way. Take
∆+ =
{
x ∈ Rn+1 : xi ≥ 0 for i = 1, . . . , n and
n+1∑
i=1
xi = 1
}
.
Note that ∆+ is the convex hull of the canonical basis {e1, . . . , en+1} of Rn+1.
The center of ∆+ is z = ( 1n+1 , . . . ,
1
n+1 ). We now translate ∆
+ by subtracting z:
∆ = ∆+− z. ∆ and ∆+ are isometric copies of one another, and ∆ is contained in
the subspace
S =
{
x ∈ Rn+1 :
n+1∑
i=1
xi = 0
}
.
We identify S isometrically with Rn and call ∆ the zero-centered n-dimensional
simplex. The identification of S with Rn determines how ∆ is immersed in Rn, but
as long as its center is at 0, its position will be irrelevant to us, for one can be taken
to another by an isometry.
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We will need to calculate the angles that two edges form at a vertex, and also the
angles between vertices. For this we refer to ∆+. Let a, a1, . . . , an be the vertices
of ∆, and set vi =
a−ai
‖a−ai‖ for i = 1, . . . , n.
• Angles between edges at a vertex:
arccos
〈vi, vj〉
‖vi‖‖vj‖ = arccos
〈ek − ei, ek − ej〉
‖ek − ei‖‖ek − ej‖
= arccos
‖ek‖2 − 〈ei, ek〉 − 〈ek, ej〉+ 〈ei, ej〉
‖ek − ei‖2
= arccos
1
2
=60◦.
• Angles (at zero) between vertices:
arccos
〈ai, aj〉
‖ai‖‖aj‖ = arccos
〈ei − z, ej − z〉
‖ei − z‖‖ej − z‖
= arccos
〈ei, ej〉 − 〈ei, z〉 − 〈z, ej〉+ ‖z‖2
‖ei − z‖2
= arccos
− 2n+1 + 1n+1
n
n+1
= arccos
−1
n
.
We will also need to calculate 〈vi, a〉 and ‖a‖:
〈vi, a〉 =
〈
ek − ei
‖ek − ei‖ , ek − z
〉
=
1√
2
(1− 〈ek, z〉 − 〈ei, ek〉+ 〈ei, z〉) = 1√
2
,
‖a‖2 = 〈ek − z, ek − z〉 = 〈ek, ek〉 − 〈ek, z〉 − 〈z, ek〉+ ‖z‖2 =1− 2
n+ 1
+
1
n+ 1
=
n
n+ 1
.
Thus, the zero-centered n-dimensional simplex has n + 1 vertices, in each of
which incide n edges at 60◦ angles between each other. The angles formed (at zero)
by different vertices are all equal to arccos −1n , and are therefore closer and closer
to perpendicular as the dimension n grows. This will be an important feature for
our calculations.
A homogeneous polynomial P : Rn −→ R will have (relative to ∆) a maximum
at the vertex a if its gradient is “outward pointing”,
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that is, if ∂P∂vi (a) = ∇P (a)(vi) > 0 for i = 1, . . . , n. Thus our problem of relative
maximum at a translates into orthant probability: we want the measure of the
subset of Pk(Rn) on which
X1(a) =
∂
∂v1
(a)
‖ ∂∂v1 (a)‖
, . . . , Xn(a) =
∂
∂vn
(a)
‖ ∂∂vn (a)‖
are simultaneously positive. In order to calculate the covariance matrix of the
random vector (X1(a), . . . , Xn(a)) we need the following.∥∥∥∥ ∂∂vi (a)
∥∥∥∥2 =〈 ∂∂vi (a), ∂∂vi (a)
〉
=k〈vi, vi〉〈a, a〉k−1 + (k2 − k)〈vi, a〉2〈a, a〉k−2
=k‖a‖2k−2 + (k2 − k)1
2
‖a‖2k−4
=k‖a‖2k−4
(
‖a‖2 + k − 1
2
)
.
〈
∂
∂vi
(a),
∂
∂vj
(a)
〉
=k〈vi, vj〉〈a, a〉k−1 + (k2 − k)〈vi, a〉〈a, vj〉〈a, a〉k−2
=
1
2
k‖a‖2k−2 + (k2 − k)1
2
‖a‖2k−4
=k‖a‖2k−4
(
1
2
‖a‖2 + k − 1
2
)
.
In section 3 we will consider maxima at different vertices, a and b. For this, we
need the following bound (here the wjs define the edges inciding at b).
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∣∣∣∣〈 ∂∂vi (a), ∂∂wj (b)
〉∣∣∣∣ = ∣∣k〈vi, wj〉〈a, b〉k−1 + (k2 − k)〈vi, b〉〈a,wj〉〈a, b〉k−2∣∣
=
∣∣∣∣∣k〈vi, wj〉
(
‖a‖2−1
n
)k−1
+ (k2 − k)〈vi, b〉〈a,wj〉
(
‖a‖2−1
n
)k−2∣∣∣∣∣
≤k‖a‖2k−2
(
1
n
)k−1
+ (k2 − k)‖a‖2‖a‖2k−4
(
1
n
)k−2
=k‖a‖2k−4
(
‖a‖2 1
nk−1
+ (k − 1)‖a‖2 1
nk−2
)
.
Thus, after normalization, we have ‖Xi(a)‖ = 1, so Xi(a) are N(0, 1) random
variables, with correlation
〈Xi(a), Xj(a)〉 =
k‖a‖2k−4 ( 12‖a‖2 + k−12 )
k‖a‖2k−4 (‖a‖2 + k−12 )
=
‖a‖2 + (k − 1)
2‖a‖2 + (k − 1)
=
nk + (k − 1)
n(k + 1) + (k − 1)
=ρn.(2.1)
Note that 12 < ρn < 1 and ρn → k/(k + 1). We also have the bound
|〈Xi(a), Xj(b)〉| ≤
‖a‖2 ( 1
nk−1 + (k − 1) 1nk−2
)
‖a‖2 + k−12
=
1
nk−2
1
2k − 1
(
1
n
+ (k − 1)
)
.
Recall that for x > 0 the gamma function is given by
Γ(x) =
∞∫
0
tx−1e−tdt.
For a, b > 0 the beta function is given by
B(a, b) =
1∫
0
ta−1(1− t)b−1dt.
It is well known that
B(a, b) =
Γ(a)Γ(b)
Γ(a+ b)
.
For Z ∼ N(0, 1) we let Φ be the cumulative distribution function of Z. We will
also use the notation φ(x) = Φ′(x). We now prove the following bounds for orthant
probabilities.
Theorem 2.1. Let ρ ∈ (0, 1) and let (X1, . . . , Xn) be a multivariate normal random
vector with zero means, variances equal to one and correlations equal to ρ. Let
f(n, ρ) = P (X1 > 0, . . . , Xn > 0).
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(1) There exists a universal constant c1 > 0 such that if ρ > 1/2 and n ≥ 2,
then
(2.2)
c1√
2 + (1/ρ− 1) log(n) ≤
f(n, ρ)
n1−1/ρ
.
and
(2.3)
f(n, ρ)
n1−1/ρ
≤ 1
22−1/ρ
√
1− ρ
ρ
{1 +B(2, 1/ρ− 1)} .
(2) If ρ < 1/2 and n satisfies n ≥ (1/ρ− 1) log(n)/ log(2), then
(2.4)
1
22−1/ρ
√
1− ρ
ρ
{Γ(1/ρ− 1)− 1} ≤ f(n, ρ)
n1−1/ρ
.
Moreover, there exists n0 = n0(ρ) such that if n ≥ n0 then
(2.5)
f(n, ρ)
n1−1/ρ
≤
√
1− ρ
ρ
[
(1/ρ− 1)log(n)2]1/ρ−2 .
Proof. Set s = ρ/(1− ρ). By equation (2.5) in [15]
(2.6) f(n, ρ) = E
[
Φn
(
Z
√
s
)]
.
We begin with the proof of part (1). Note that by Gordon’s inequality [7], for
all positive x,
1− Φ(x) < φ(x)
x
and that by Birnbaum’s inequality [2]
2φ(x)√
4 + x2 + x
< 1− Φ(x).
Let αn = n
1/ρ−1. By Markov’s inequality we have
E
[
Φn
(
Z
√
s
)] ≥ Φn (√2 log(αn)s)P (Φn (Z√s) ≥ Φn (√2 log(αn)s))
= Φn
(√
2 log(αn)s
)
P
(
Z ≥
√
2 log(αn)
)
.
Using Birnbaum’s lower bound we obtain
P
(
Z ≥
√
2 log(αn)
)
≥ 2φ(
√
2 log(αn))√
4 + 2 log(αn) +
√
2 log(αn)
=
2√
2pi
1
αn
1√
4 + 2 log(αn) +
√
2 log(αn)
.
Recall that αn = n
1/ρ−1, so
P
(
Z ≥
√
2 log(αn)
)
≥ n1−1/ρ 2√
2pi
1√
4 + 2(1/ρ− 1) log(n) +√2(1/ρ− 1) log(n) .
On the other hand, using Gordon’s upper bound, we obtain
Φn
(√
2 log(αn)s
)
≥
{
1− φ(
√
2 log(αn)s)√
2 log(αn)s
}n
=
{
1− α
−s
n√
4pi log(αn)s
}n
=
{
1− 1
n
√
4pi log(n)
}n
.
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Therefore, for n ≥ 2
Φn
(√
2 log(αn)s
)
≥
{
1− 1
n
√
4pi log(n)
}n
≥
{
1− 1
2
√
4pi log(2)
}2
.
We conclude that
f(n, ρ) ≥ n1−1/ρ 1√
4 + 2(1/ρ− 1) log(n) +√2(1/ρ− 1) log(n) 2√2pi
{
1− 1
2
√
4pi log(2)
}2
.
Now (2.2) follows immediately from the last display.
We turn now to the proof of (2.3). First, some preliminaries. Let U = Φ (Z
√
s).
Note that U takes values in [0, 1]. We will calculate the density function of U , fU .
Take u ∈ [0, 1]. Then
P (U ≤ u) = P (Φ (Z√s) ≤ u) = P (Z ≤ Φ−1(u)/√s) .
Differentiating this last display with respect to u we get
fU (u) =
1√
s
φ
(
Φ−1(u)/
√
s
)
φ (Φ−1(u))
.
Simplifying, we get
fU (u) =
1√
s
exp
{−1
2s
[Φ−1(u)]2 +
1
2
[Φ−1(u)]2
}
=
1√
s
exp
{
1
2
[Φ−1(u)]2
(
1− 1
s
)}
=
(
√
2pi)1/s−1√
s
[
φ
(
Φ−1(u)
)]1/s−1
.
Hence, by (2.6)
(2.7) f(n, ρ) =
(
√
2pi)1/s−1√
s
1∫
0
xn
[
φ
(
Φ−1(x)
)]1/s−1
dx.
We claim that
(2.8) min(x, 1− x)
√
2
pi
≤ φ (Φ−1(x))
By symmetry it suffices to show that φ
(
Φ−1(x)
) ≥ √ 2pix for x ∈ [0, 1/2]. This
follows from the fact that φ
(
Φ−1(x)
)
is concave, and equal to
√
2
pix for x = 0 and
x = 1/2.
We are now ready to prove (2.3). The assumption ρ > 1/2 implies s > 1 and
hence 1/s− 1 < 0. Now write
1∫
0
xn
[
φ
(
Φ−1(x)
)]1/s−1
dx =
1/2∫
0
xn
[
φ
(
Φ−1(x)
)]1/s−1
dx+
1∫
1/2
xn
[
φ
(
Φ−1(x)
)]1/s−1
dx.
ORTHANT PROBABILITIES AND MAXIMA ON A VERTEX OF A SIMPLEX 9
Using the lower bound in (2.8) we get
1/2∫
0
xn
[
φ
(
Φ−1(x)
)]1/s−1
dx+
1∫
1/2
xn
[
φ
(
Φ−1(x)
)]1/s−1
dx ≤
(√
pi
2
)1−1/s
1/2∫
0
xnx1/s−1dx+
1∫
1/2
xn(1− x)1/s−1dx
 =
(√
pi
2
)1−1/s
(
1
2
)n+1/s
1
n+ 1/s
+
1∫
1/2
xn(1− x)1/s−1dx
 ≤(√
pi
2
)1−1/s{(
1
2
)n+1/s
1
n+ 1/s
+B(n+ 1, 1/s)
}
.
Thus
f(n, ρ) ≤ 1
21−1/s
√
s
{(
1
2
)n+1/s
1
n+ 1/s
+B(n+ 1, 1/s)
}
.
Replacing s = ρ/(1− ρ) yields
f(n, ρ) ≤ 1
22−1/ρ
√
1− ρ
ρ
{(
1
2
)n+1/ρ−1
1
n+ 1/ρ− 1 +B(n+ 1, 1/ρ− 1)
}
.
Now, for all n, 2−n−1/s(n+ 1/s)−1 ≤ n1−1/ρ. Recall that
B(n+ 1, 1/s) =
Γ(n+ 1)Γ(1/s)
Γ(n+ 1 + 1/s)
.
Using inequality (3.75) in [12] with x = n, a = 1, b = 1/s+ 1, x0 = 1, we have
Γ(n+ 1)Γ(1/s)
Γ(n+ 1 + 1/s)
≤ n1−1/ρΓ(2)Γ(1/s)
Γ(2 + 1/s)
= n1−1/ρB(2, 1/s) = n1−1/ρB(2, 1/ρ− 1).
Thus we have
f(n, ρ) ≤ n1−1/ρ 1
22−1/ρ
√
1− ρ
ρ
{1 +B(2, 1/ρ− 1)} ,
which is precisely (2.3). This finishes the proof of part (1).
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Next we prove part (2). Since ρ < 1/2, we have s < 1 and hence 1/s − 1 > 0.
Using the lower bound in (2.8) we get
1/2∫
0
xn
[
φ
(
Φ−1(x)
)]1/s−1
dx+
1∫
1/2
xn
[
φ
(
Φ−1(x)
)]1/s−1
dx ≥
(√
pi
2
)1−1/s 1∫
1/2
xn(1− x)1/s−1dx =
(√
pi
2
)1−1/s−
1/2∫
0
xn(1− x)1/s−1dx+B(n+ 1, 1/s)
 ≥
(√
pi
2
)1−1/s− 12n
1/2∫
0
(1− x)1/s−1dx+B(n+ 1, 1/s)
 =(√
pi
2
)1−1/s {
− s
2n
+
s
2n+1/s
+B(n+ 1, 1/s)
}
≥(√
pi
2
)1−1/s {
− s
2n
+B(n+ 1, 1/s)
}
.
For all n such that n ≥ (1/ρ − 1) log(n)/ log(2), s2−n ≤ 2−n ≤ n1−1/ρ. Using
inequality (3.75) in [12] with x = n, a = 1, b = 1/s+ 1, x0 = 1, we have
B(n+ 1, 1/s) =
Γ(n+ 1)Γ(1/s)
Γ(n+ 1 + 1/s)
≥ n−1/sΓ(1/s) = n1−1/ρΓ(1/ρ− 1).
Since ρ < 1/2, Γ(1/ρ− 1) > Γ(1) = 1. Thus(√
pi
2
)1−1/s {
− s
2n
+B(n+ 1, 1/s)
}
≥ n1−1/ρ
(√
pi
2
)1−1/s
{Γ(1/ρ− 1)− 1} .
We have shown that
f(n, ρ) ≥ n1−1/ρ (
√
2pi)1/s−1√
s
(√
pi
2
)1−1/s
{Γ(1/ρ− 1)− 1}
= n1−1/ρ
1
22−1/ρ
√
1− ρ
ρ
{Γ(1/ρ− 1)− 1} .
This proves (2.4).
Finally, turn to the proof of (2.5). Let hn = n/
[
log(n) log(n1/s)
]
and γn =
Φ(
√
2 log(hn)). Using (2.7) write
(2.9)
f(n, ρ) =
(
√
2pi)1/s−1√
s

γn∫
0
xn
[
φ
(
Φ−1(x)
)]1/s−1
dx+
1∫
γn
xn
[
φ
(
Φ−1(x)
)]1/s−1
dx
 .
Since ρ < 1/2 we have s < 1 and hence 1/s − 1 > 0. Then [φ (Φ−1(x))]1/s−1
is a decreasing function over (1/2, 1). Since for sufficiently large n it holds that
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γn > 1/2, we have that
1∫
γn
xn
[
φ
(
Φ−1(x)
)]1/s−1
dx ≤
[
φ
(
Φ−1(γn)
)]1/s−1 1∫
γn
xndx =
1
(
√
2pi)1/s−1
[
exp(− log(n) + log(log(n) log(n1/s))
]1/s−1 (1− γn+1n )
n+ 1
=
1
(
√
2pi)1/s−1
n1−1/s
[
log(n) log(n1/s)
]1/s−1 (1− γn+1n )
n+ 1
≤
1
(
√
2pi)1/s−1
n−1/s
[
log(n) log(n1/s)
]1/s−1
=
1
(
√
2pi)1/ρ−2
n1−1/ρ
[
(1/ρ− 1)log(n)2]1/ρ−2 .(2.10)
Note that
γn∫
0
xn
[
φ
(
Φ−1(x)
)]1/s−1
dx ≤ γnn
1∫
0
[
φ
(
Φ−1(x)
)]1/s−1
dx(2.11)
By Birnbaum’s inequality
γnn ≤
(
1− φ(
√
2 log(hn)√
4 + 2 log(hn) +
√
2 log(hn)
)n
=
(
1− log(n) log(n
1/s)
n
√
2pi(
√
4 + 2 log(hn) +
√
2 log(hn))
)n
.
Now, since hn = n/
[
log(n) log(n1/s)
]
, for all sufficiently large n
log(n) log(n1/s)
n
√
2pi(
√
4 + 2 log(hn) +
√
2 log(hn))
≥ log(n
1/s)
n
.
Thus
γnn ≤
(
1− log(n
1/s)
n
)n
.
Also, for all sufficiently large n(
1− log(n
1/s)
n
)n/ log(n1/s)
≤ exp(−1)
and hence
γnn ≤ exp(− log(n1/s)) = n−1/s = n1−1/ρ.
This together with (2.9), (2.10) and (2.11) implies that, for all sufficiently large n,
f(n, ρ) ≤ n1−1/ρ
√
1− ρ
ρ
[
(1/ρ− 1)log(n)2]1/ρ−2 ,
This proves (2.5).
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
The case ρ = 1/2 is excluded from Theorem 2.1, since it is well known, see [8]
for example, that f(n, 1/2) = 1/(n + 1). Theorem 2.1 implies that, for ρ > 0 and
large n, f(n, ρ) behaves essentially like n1−1/ρ, except for logarithmic factors.
Recall that the probability that a k-homogeneous polynomial, k ≥ 2, attains
a relative maximum at a given vertex of the n-dimensional simplex is given by
the probability that the standard normal random variables X1(a), . . . , Xn(a) are
all positive. By (2.1), the covariance matrix of the multivariate normal vector
X(a) = (X1(a), . . . , Xn(a)) is given
A =

1 ρn ρn . . . ρn
ρn 1 ρn . . . ρn
...
...
. . . . . . ρn
ρn ρn ρn
. . . ρn
ρn ρn ρn . . . 1
 ,
where ρn = (nk+(k−1))/(n(k+1)+(k−1)) satisfies ρn > 1/2 and ρn → k/(k+1).
Thus, using the notation of Theorem 2.1, for k ≥ 2, the probability that a k-
homogeneous polynomial attain a relative maximum at a given vertex of the n-
dimensional simplex is given by f(n, ρn). By Theorem 2.1 for large enough n, we
have
c√
log(n)
≤ f(n, ρn)
n1/ρn−1
≤ c
where c > 0 is a universal constant.
3. Attaining maxima as n grows
In this section we will consider the probability of a k-homogeneous (k ≥ 2)
polynomial attaining relative maxima at any vertex of the simplex. Denote by
Ai the set of polynomials attaining a relative maximum at the i
th vertex, and by
W (Ai) the measure of this set. We know —because of rotation-invariance— that
W (Ai) = W (Aj) = f(n, ρn) for all i, j. Note that if the Ai’s were independent
events (they are not), the probability of attaining a relative maximum at some
vertex of the simplex would be
W
(
n+1⋃
i=1
Ai
)
= 1−W
(
n+1⋂
i=1
Aci
)
= 1−W (Aci )n+1 = 1− (1− f(n, ρn))n+1
We know that for large enough n, f(n, ρn) ≥ βnn+1 , where
βn = c
n
−n
nk+(k−1)
√
log n
(n+ 1).
But we have βn −→∞, and βnn+1 −→ 0, so
1− (1− f(n, ρn))n+1 ≥ 1−
(
1− βn
n+ 1
)n+1
−→ 1.
Since the Ai’s are non-independent events, in order to bound the difference
between 1 − (1 − f(n, ρn))n+1 and W
(⋃n+1
i=1 Ai
)
we will consider the (n + 1)n ×
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(n+ 1)n matrices
Σ0 =

A 0 0 . . . 0
0 A 0 . . . 0
...
...
. . . . . . 0
0 0 0
. . . 0
0 0 0 . . . A

and
Σε =

A Mε Mε . . . Mε
Mε A Mε . . . Mε
...
...
. . . . . . Mε
Mε Mε Mε
. . . Mε
Mε Mε Mε . . . A

where A is the n × n covariance matrix of X(a), and Mε is the matrix whose
(i, j)-th component is 〈Xi(a), Xj(b)〉, where a and b are different vertices of the
simplex. Recall that each component of Mε is bounded in absolute value by ε =
1
nk−2
1
2k−1
(
1
n + (k − 1)
)
. We need the following lemma.
Lemma 3.1. The inverse of A is
B =

α β β . . . β
β α β . . . β
...
...
. . . . . . β
β β β
. . . β
β β β . . . α

where α and β are such that, as n −→∞, α −→ k + 1 and (n− 1)|β| −→ k + 1.
Proof. For AB = I we need
α+ (n− 1)ρnβ =1
and ρnα+ [(n− 2)ρn + 1]β =0.
Thus
α =
(n− 2)ρn + 1
(n− 2)ρn + 1− ρ2n(n− 1)
and β =
−ρn
(n− 2)ρn + 1− ρ2n(n− 1)
,
which, for our value of ρn is
α =
n3(k2 + k)− n2(3k + 1)− n(k2 − 2k + 3) + 2k − 2
n3k − n2(k2 + k + 1) + 2n(k + 1) + k2 − 1
and β =
n2(k2 + k) + n(2k2 − k − 1) + (k − 1)2
−n3k − n2k .

We now have the following.
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Theorem 3.2. The probability that a k-homogeneous polynomial P : Rn −→ R of
degree k > 4 attains a relative maximum at a vertex of the n-dimensional simplex
tends to one as the dimension n tends to infinity.
Proof. Consider the n(n+ 1) random variables
X1(a1), . . . , Xn(a1), X1(a2), . . . , Xn(a2), . . . , X1(an+1), . . . , Xn(an+1)
where a1, a2, . . . , an+1 are the n + 1 vertices of the simplex ∆. These are N(0, 1)
random variables with covariance matrix Σε. If the events A1, . . . , An+1 were in-
dependent, the covariance matrix would be Σ0. We denote by Gε the gaussian
measure on Rn(n+1) with covariance matrix Σε and by G0 the gaussian measure on
Rn(n+1) whose covariance matrix is Σ0. We are interested in the probability of the
event
⋃n+1
i=1 Ai: “for some vertex a1, a2, . . . , an+1, all X1, X2, . . . , Xn (correspond-
ing to that vertex) are positive”. We calculate the probability of the complement⋂n+1
i=1 A
c
i : “for all vertices a1, a2, . . . , an+1, some Xj (corresponding to each vertex)
is negative”. We do this by integrating the gaussian measure Gε of covariance Σε
over the subset Ω of
Rn(n+1) =
{
(z1, . . . , zn+1) : zi = (zi1, . . . , zin)) ∈ Rn
}
given by
Ω =
{
(z1, . . . , zn+1) ∈ Rn(n+1) : for all i ≤ n+ 1 there is a j ≤ n : zij ≤ 0
}
,
and analogously for G0. Thus∣∣∣∣∣1− (1− f(n, ρn))n+1 −W
(
n+1⋃
i=1
Ai
)∣∣∣∣∣ =
∣∣∣∣∣1− (1− f(n, ρn))n+1 − 1 +W
(
n+1⋂
i=1
Aci
)∣∣∣∣∣
=
∣∣∣∣∣W
(
n+1⋂
i=1
Aci
)
− (1− f(n, ρn))n+1
∣∣∣∣∣
=
∣∣∣∣∫
Ω
dGε − dG0
∣∣∣∣ .
This is bounded by the total variation distance between the measures Gε and
G0. By the Devroye-Mehrabian-Reddad theorem [5] this distance will in turn be
bounded by
3
2
∥∥ΣεΣ−10 − I∥∥F ,
where ‖ · ‖F is the Frobenius norm. Thus consider
ΣεΣ
−1
0 − I =

0 MεB MεB . . . MεB
MεB 0 MεB . . . MεB
...
...
. . . . . . MεB
MεB MεB MεB
. . . MεB
MεB MεB MεB . . . 0
 .
Each of the (n+ 1)2 − (n+ 1) non-zero blocks is an n× n matrix whose entries are
inner products between a row of Mε and a column of B. Thus each of these entries
is bounded by ε‖(α, β, . . . , β)‖1. We then have
‖Σ−1ε Σ0−I‖F ≤ ((n+1)2−(n+1))n2ε2‖(α, β, . . . , β)‖21 < (n+1)2n2ε2(α+(n−1)|β|)2,
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which for large n is bounded by
Cn4ε2(k + 1)2 ≤ C ′ (k + 1)
2
n2k−8
,
where C and C ′ are positive constants. Thus if k ≥ 5, for large n,∣∣∣∣∣1−W
(
n+1⋃
i=1
Ai
)∣∣∣∣∣ ≤ ∣∣(1− f(n, ρn))n+1∣∣+
∣∣∣∣∣1− (1− f(n, ρn))n+1 −W
(
n+1⋃
i=1
Ai
)∣∣∣∣∣
≤ ∣∣(1− f(n, ρn))n+1∣∣+ C ′ (k + 1)2
n2k−8
→ 0.
This finishes the proof of the theorem. 
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