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1. The following is an idealization of a problem which often occurs in 
analyses of dynamical experiments: An oscillatory system is known to be 
governed by a differential equation of the Lienard type 
f + &j(x) + g(x) = 0, (1.1) 
where f(x) is even and g(x) is odd. A set of records exists representing the 
solution x(t) for a range of initial conditions sufficiently broad to enable 
the construction of a general solution. It is required to deduce from the known 
solution the form of the nonlinear elementsf(x) and g(x). Whenf(x) and the 
nonlinear part of g(x) are sufficiently small, it is possible to assume that the 
solution can be represented by the first approximation of the Kryloff- 
Bogoliuboff method [l]; in this case, the author has shown [2] that applying 
the method backward leads to a pair of Abel integral equations whose 
inversions yieldf(x) and g(x). Here it will be shown that a slight change in 
viewpoint renders the method applicable whatever the magnitude of the 
nonlinear elements. 
2. Following [l], we rewrite (1.1) as 
f + Lq(x) + w2x + k(x) = 0, (2*1) 
where w is a constant open to choice. The solution x(t) and its first derivative 
are assigned the forms 
x(t) = A(t) sin gL(t); * = cd + p)(t) 
k(f) = wA(t) cos z)(f). GQ) 
Equations (2.2) imply 
A sin $ + A+ cos 4 = 0. (2.3) 
Taking the second derivative in (2.2), substituting in (2.1), and solving 
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simultaneously with (2.3) leads to a pair of first-order differential equations 
for A and $1 
1 (A2) = - 2A2f(A sin I/J) cos2 4 - z k(A sin #) cos I/I 
A2w(4 - CO) = A2wf(A sin 4) cos # sin # + Ak(A sin 4) sin 9. (2.4) 
Equations (2.4) are still exact. At this point in the formulation for the first 
approximation, Kryloff and Bogoliuboff introduce an assumption which 
thereby limits the method’s applicability to equations having vanishingly 
small nonlinear elements: Integrating (2.4) with respect to time over a 
period of oscillation, and noting that with small nonlinear elements the solu- 
tion over the period will be close to that of the harmonic oscillator (for which 
A and p are constants), they assume that A and v may be treated as constants 
within the integrals on the right-hand side. Rather than adopt this assump- 
tion, we now introduce a slight change in viewpoint, made possible by our 
specification that we have available a general solution of (2.1) containing two 
arbitrary constants. With the general solution known, A2 and #, and hence 
A2 and 4, will be known as functions of t and the arbitrary constants. Alter- 
natively, t and the arbitrary constants may be written as functions of A2 
and #. Replacing t and the arbitrary constants by these dependencies in A2 
and $ will likewise cast A2 and $ as functions of A2 and +. That this must 
always be possible is confirmed by the form of (2.4). Solving for f and K at 
this point is also possible in principle, but would entail division by quantities 
containing zeroes. To circumvent this, one is entitled to fix A without appro- 
ximation and average (2.4), not with respect to time but with respect to #, 
over a cycle of I/. Thus, letting 
1 
To s 
2n &(A2, s,b) d$ = F(A2) 
A!+,, 
s 
27, . 
- 
2T.r 0 
[$(A2, #) - W] d# = K(A2), (2.5) 
we have, by virtue of the even and odd properties off and K, respectively, 
F(A2) = - + 1: A2f(A sin 4) cos2 # d# 
K(A2) = $ szT Ak(A sin #) sin # d#. 
0 
Since F and K are known functions, Eqs. (2.6) are a pair of independent inte- 
gral equations involving the desired functions f and K. On comparison 
with [2], it will be seen that (2.6) retains the form of the integral equations 
resulting from use of the Kryloff-Bogoliuboff equations of the first approxima- 
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tion; the reinterpretation, however, has effectively eliminated the latters’ 
implicit restrictions. The changes in variables A2 = 8, 0 sin2 #I = [ cast (2.6) 
in the forms 
F’(e) = - ; j” f-Wf([““) ((j - ()-l/Z d[ 
0 
K(8) = ; j8 /~(c$~/~) (0 - ()-l/z d(, (2.7) 0 
which are recognized as Abel integral equations [3]. Inversion yields 
e-ly(ey = - g jBF’(f) (e - ()-l/2 dt 
0 
k(e1/2) = $ j’ K([) (e - p/2 d5. 
0 (2.8) 
3. To illustrate the method, we consider an exact solution of (1.1) 
provided by Smith [4]. (The author is indebted to R. Bellman for suggesting 
a study of Smith’s result. Finding that the original method [2] could be 
adapted to work in this case led to the present development.) When f and g 
have the forms 
f(x) = (n + 2) bxn - 2a, g(x) = x[c + (bx” - a)2], (3.1) 
a, b, c, II being constants, Smith shows that the general solution of (1.1) is 
X = COS (p + c112t) [qcnat + nknat j: enaT cosn (c112 T + p) dT]-l’n , (3.2) 
where p, q are arbitrary constants. For our purposes, we require that n 
be an even integer in order that f and g be even and odd functions, res- 
pectively. Given (3.2), we must show that our method yields (3.1). Since the 
frequency of the solution has the constant value (c)lj2 it is appropriate to 
assign w2 the value ~2 = c. Forming A2 and 4 in accordance with 
A2 = x2 + (+)I, cot (CI = A, (3.3) 
we must then find A2 and 4 as functions of A2 and 4. The results are, after 
considerable manipulation 
A2 = - 2A2[(n + 2) bAn sinn ZJ - 2a] cos2 qb 
- F @A” sirP 4 - ~2)” sin # cos # 
4 = w + $ (bA* sinn # - a)2 sins 4 
+ [(n + 2) 6An sin” 1c, - 2a] sin # cos #. (3.4) 
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(Knowing the answer beforehand, we may verify these results easily by 
directly substituting (3.1) in (2.4).) F orming the averages in accordance with 
(2.5) gives 
[ 
n+l r----- 
~((3) =28 ( 1 2 “-& r n-+2 
- enI2 
( ) 2 1 
K(e) = e [ rppj ___ 
nf3 r- ( i2 
(xb;l,2 qn + 2) en - ($2 r __ a+4 
( 1 
en/2 + $ 1 9 (3.5) 2 
whence, from (2.8) 
f(ey = (2 + t2) benI - 2a 
k(p) = eybew2 - a)“. 
Therefore, as required 
f(x) = (2 + n) bx” - 2a 
(3.6) 
g(x) = k&c + k(x) = x[c + (bxn - a)“]. (3.7) 
We note that the method can be generalized to eliminate the necessity thatf 
and g be even and odd functions, respectively. The integral equations result- 
ing from averaging (2.4) become coupled, but are solvable, e.g., via Mellin 
transforms. 
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