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                Max3（！；9（・1θ））
                 θ
を考えればよい．いまE。によって真の分布！（κ）による平均を表わすものとすれぼ，
           8（！；£（・1θ））＝Eκ1og£（パθ）一Eκユ。g！（κ）
であるから，上記の探索は，
                MaxE．1099（κ1θ）
                 θ
で置き換えられることが分かる．
統計数理 第33巻 第1号 1985
 データκが与えられた場合，Eκ1ogg（κ1θ）の推定値として対数尤度1ogg（κ1θ）を用いるこ
とにすれば，最適た近似の探索は
                  Max1099（κiθ）










            AIc＝（一2）1ogmax g（κ1θ）十2dim（θ）




































             ABIC＝（一2）1og max1ike1ihood
                 ＋2（number of parameters）
によって情報量規準を定義することができる．ただし，ここに1ike1ihoodはベイズ模型の尤度で
∫・（κ1θ，∫1）力（θ1∫・）・θ
によって定義される．g／κ1θ，∫1）はデータ分布，力（θ1∫。）は事前分布，∫1，∫。は未知パラメー
タである．
 ABICの実用上の有効性は，このシンポジウムで報告される多くの例がこれを利用して満足
すべき結果を与えていることから明らかである．ベイズ的方法の実用化という従来の統計学の
枠組では解決し得なかった問題に対して組織的な接近を可能にするというこの事実は，エント
ロピー最大化原理が従来の統計学の枠組みを超える新しい視点を与えていることの証明であ
る．
統計的モデルの幾何学
東京大学工学部甘利俊一
 統計学は，確率的な機構にもとづいて発生したとみなせる観測データをもとに，もとの確率
的な構造についての推論を行なう科学である．確率変数をκとし，そ、の分布密度関数を力（κ）と
しよう．また，適当な正則条件を持つ密度関数全体の集合を∫としよう．確率変数κの々個の
実現値κ1，…，κ。をもとにして，そのもとにあるSの一つの要素を求めるのが推定の問題であ
る．このとき，集合∫はどんた構造をしているのか，たとえばSの二つの要素力（κ）とσ（κ）の
問には意味のある分離度が定義できるのかが問題とたる．通常，集合∫の中から真の分布力を
探すには，∫は広すぎてうまくいかない．このため，統計学者は統計的モデル〃を考える．こ
れは有限個のパラメータθ＝（θユ，…，θ，三）で指定される確率分布力（κ，θ）の集まりで，Sの中に
〃次元の部分生問として入っている．
 Mとして何を採用するか，これはモデルを構成する問題であって，確率変数κを生成する物
理的機構だと種々の先験的た知識に基づいて〃を設定することにたる．古典的た統計学はモ
デル〃は正しい，すなわち真の分布力（κ）は〃の中に入っている，という仮定のもとで理論を
展開する．しかし，通常〃は近似にすぎず，真の分布はMに入っていたいことも多い．赤池
の情報量基準は多数の合理的なモデルを考えて，どのモデルを選ぶべきかをデータから推論し
ようという，従来の枠を破る試みであった．モデル〃を与えられたものとして考えるのではた
く，このように一度対象化して考えるたらば，統計的モデル〃自体の持つ性質を議論する必要
