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1 Introduction
Exam timetabling is one of the most important administrative activities in universities (e.g. [4], [8],
and [19]). Such problems have been the subject of signiﬁcant research eﬀort across Artiﬁcial
Intelligence research and Operational Research since the 1960s. A general exam timetabling
problem consists of assigning a set of exams into a limited number of timeslots while satisfying
a set of constraints: Hard constraints that cannot be violated in any circumstances; and Soft
constraints which should be satisﬁed as much as is possible.
The area of meta-heuristics [12], [17] has demonstrated success in developing state-of-the-
art timetabling approaches. However these approaches are usually ﬁne-tuned on particular
problems and thus cannot be easily applied to other problems. Hyperheuristics [3] have been
employed recently with some success and are motivated by the aim of improving the generality
of search methodologies to facilitate the automatic generation of solution to a larger range of
scheduling and timetabling problems than is possible today. They can be deﬁned as heuristics
to choose heuristics [3] where low level heuristics (rather than actual solutions) are the focus
of search by the high level heuristics. The high level heuristics investigated for timetabling and
scheduling include Case-Based Reasoning (e.g. [2], [6]), choice function (e.g. [15]) and meta-
heuristics (e.g. [5], [7], [10], [11], [14], [16], [18] and [20]). Low level methodologies include
constructive heuristics (e.g. [1], [2], [5], [6], [16], [18] and [20]) and improvement techniques by
moving strategies (e.g. [6], [14] and [15]).
Variable Neighborhood Search (see [13]) (VNS) tries to escape from local optima by switch-
ing between diﬀerent neighborhood structures. In this work it is employed as the high level
heuristic within the graph based hyperheuristic developed in our previous work [5]. The aim
is to investigate how diﬀerent neighborhoods will aﬀect the behavior of the high level search
and contribute to its ability of eﬃciently explore the search space.
Hyperheuristics are diﬀerent from Variable Neighborhood Search. Firstly, what is searched
is diﬀerent. Hyperheuristics search upon heuristics rather than the actual solutions. Heuris-
tics searched may be moving strategies, constraint satisfaction strategies, graph heuristics or
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metaheuristics. VNS searches actual solutions by systematically switching among diﬀerent
neighborhood structures. The aim is to helping the search to escape from local optima. Sec-
ondly, the concentration of the search is diﬀerent. In VNS, the search concentrates locally on
solutions within a limited regions. Hyperheuristics are more global by concerning adaptively
the combinations of heuristics for solving the overall problem.
2 The Graph Based Hyperheuristic Framework
Our previous work investigated a graph based hyperheuristic on both the course and exam
timetabling problems [5]. High level heuristics search for lists of the low level graph heuristics,
each of which is used to construct a complete solution. Low level heuristics are constructive
graph heuristics (Color Degree, Largest Degree, Largest Enrollment, Largest Weight Degree,
Saturation Degree and a Random Ordering method) that order the events to be scheduled
into the timetable by how diﬃcult they are (according to the diﬀerent heuristics).
To construct a solution, the heuristics in a list are used one by one, from the ﬁrst, to order
the events not yet scheduled at that step. The ﬁrst set of events ordered by the graph heuristic
is scheduled into the least-penalty timeslots that are available. Then the next heuristic in the
heuristic list is used to order the events left again and the ﬁrst set of events is scheduled into
the timetable. This procedure is repeated until a complete solution is constructed by the whole
heuristic list.
For the high level heuristic, the penalty of the solution generated by each heuristic list is
used in the objective function. The objective of the high level heuristic is to search for the
heuristic list that generates the timetable with the least penalty. Promising results compared
with the state-of-the-art approaches on both benchmark course and exam timetabling problems
indicate the generality and eﬃciency of this simple graph based hyperheuristic approach.
See [5] for more details.
3 Hybrid Variable Neighborhood Hyperheuristics
3.1 Research Background
In our previous work [16], we studied the reason why this simple general approach works well
on both of the exam and course timetabling problems . By making a move (of changing just
two heuristics) in the heuristic list, a large part of the solution generated by it will be quite
diﬀerent from that of the previous heuristic list. This is because by changing a heuristic in
a heuristic list, the events ordered and scheduled at that step would be (and probably will
be completely) diﬀerent. Thus the events left after this step will also be diﬀerent, making
the complete timetable (probably) very diﬀerent to that generated by the previous heuristic
list. Notice that by making an analogously simple move in a local search based method upon
the actual solutions, only two events in the timetable will be diﬀerent. This provides an
illustration as to why (in a certain sense) the same eﬀort within the high level searching is
capable of exploring a much larger part of the solution space than a similar amount of eﬀort
used by a local search based methods that are applied directly to solutions.
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For each heuristic list, let us denote the number of possible neighborhoods by hl, where h
is the number of low level heuristics employed and l is the length of the heuristic list. From
the experience of analysing these issues we noted that the search space seems to be more likely
to contain large areas of heuristic lists which generate the same quality solutions (perhaps
because the search space is so large). We found that the landscape of the high level heuristic
is more likely to be smoother than the search space of a more standard approach.
Based on the above observations in our previous work, we are motivated by how the
graph based hyperheuristic will perform upon diﬀerent neighborhood structures by employing
a Hybrid Variable Neighborhood Search and we compare its behavior with that of others
investigated in [16].
3.2 The Hybrid Approach
The overall high level heuristic is an iterated approach, in which the Variable Neighborhood
Search is restarted after a certain number of iterations is carried out. In order to make a rea-
sonable comparison, the search stops after the same number of evaluations as that employed
in [5]. The same low level heuristics are used. For an accurate comparison, no local search is
carried out after each move of the searching methods (i.e. Steepest Descent method, Iterated
Local Search in [16] and the Hybrid Variable Neighborhood Search studied here), which was
implemented for Tabu Search in [5]. This will also demonstrate the generality of this graph
based hyperheuristic, as no domain knowledge is involved in the framework except the evalua-
tion function used to evaluate the penalty of the solutions, which can be easily switched upon
diﬀerent problems.
3.3 Neighborhood Structures
We designed two sets of simple neighborhood structures to be employed by the high level
Hybrid Variable Neighborhood Search. They can be described as follows:
• Neighborhood set 1 (VNS1): randomly change two, three, four or ﬁve heuristics in the
heuristic list (single ﬂipped).
• Neighborhood set 2 (VNS2): randomly change two, three, four or ﬁve consecutive heuris-
tics to another heuristic in the heuristic list (block ﬂipped).
These neighborhoods are easy to implement and they represent general structures which
are widely employed in many Variable Neighborhood Search approaches. The reason why we
do not use swap heuristics is that swapping heuristics will have the same eﬀect as that of
changing the corresponding two heuristics in the heuristic list (which is included in VNS1). It
thus makes no sense to swap the heuristics as the moves are made upon heuristics rather than
the actual solutions.
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3.4 Experimental Results and Analysis
We test the same benchmark exam timetabling problems that were used for the other ap-
proaches and that were originally presented in [9]. The hard constraint of the problems is
that no conflict exams (with common students) should be scheduled at the same time. Soft
constraints are concerned with spreading conﬂicting exams over the timeslots so that students
have enough time between exams. The objective function is set as the sum of costs (caused
by scheduling conﬂicting exams too close to each other) per student. Over the years, these
problems have been widely studied and have been used as a testbench for a range of ﬁne-tuned
state-of-the-art approaches in timetabling research.
The two Hybrid Variable Neighborhood hyperheuristics presented above are employed to
solve the benchmark exam timetabling problems [9]. For each problem, 5 runs with distinct
seeds are carried out and the best and average results are presented in Table 1. For comparison,
we also list the best and average results obtained by employing Tabu Search, Steepest Descent
and Iterated Local Search in [16] in Table 1. As the same number of evaluations are made
for the high level heuristics, the same/similar computational time will be taken. We do not
list the computational time because in many real world timetabling scenarios this does not
represent a signiﬁcant issue.
Table 1: TS (tabu search), SDM (steepest descent method), ILS (iterated local search) and
Hybrid Variable Neighborhood hyperheuristics (VNS1: single ﬂipped; VNS2: block ﬂipped)
on exam timetabling problems
TS SDM ILS VNS1 VNS2
best avg best avg best avg best avg best avg
car91 5.41 6.13 5.44 6.18 5.3 6.01 5.4 6.1 5.43 6.12
car92 4.84 5.28 4.87 5.3 4.77 5.18 4.7 5.1 4.78 5.15
ear83 38.19 45.26 35.54 36.8 38.39 39.58 37.29 38.63 37.94 38.95
hec92 12.01 14.6 12.59 12.74 12.01 12.33 12.23 12.72 12.67 12.76
kfu93 15.76 19.52 15.25 15.63 15.09 15.35 15.11 15.24 15.31 15.7
lse91 13.15 14.27 13.01 13.51 12.72 13.1 12.71 13.06 12.85 13.22
sta83 141.1 159.5 140.3 143.7 139.2 141.6 139.3 143.3 141.6 144.8
tre92 8.85 9.56 9.01 9.37 8.74 9.0 8.67 8.88 8.74 8.94
ute92 32.01 36.0 31.77 32.6 30.32 31.3 30.23 31.07 29.68 30.75
uta93 3.54 4.32 3.61 4.5 3.32 4.01 3.56 4.05 3.54 4.1
yor83 40.13 47.41 42.77 43.6 40.24 43.15 43.0 43.93 43.43 44.6
The results in Table 1 indicate that Tabu Search (with a local search after each move to
further improve the solution quality) and Steepest Descent perform quite similarly over the set
of problems. This is an unusual observation as Tabu Search is superior to Steepest Descent on
timetabling problems. Iterated Local Search and Hybrid Variable Neighborhood Search with
the single ﬂipped neighborhood work quite similarly and, in general, better than the other
three approaches (with the best results presented in bold in Table 1 for 5 and 3 of the 11
problems, respectively, and best average results, presented in italics, in Table 1 for 5 and 4 of
the 11 problems, respectively). Please note that the costs are per student so a small diﬀerence
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in the results indicates a large diﬀerence in solution quality.
4 Conclusion
The overall observation from the results is that, in general, Iterated Local Search performs
better than Tabu Search and Steepest Descent and both Variable Neighborhood Search meth-
ods. However, all of the methods produce at least on best result in these experiments. We
can observe, from these experiments, that the method employed for high level search is not
crucial within the graph based hyperheuristic approach for exam timetabling problems.
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