Abstract: Based on emerging evidence, mood disorders can be plausibly conceptualized as networks of causally interacting symptoms, rather than as latent variables of which symptoms are passive indicators. In an innovative approach in nursing research, we used network analysis to estimate the network structure of 20 perinatal depressive (PND) symptoms. Then, two proof-of-principle analyses are presented: Incorporating stress and reproductive biomarkers into the network, and comparing the network structure of PND symptoms between non-depressed and depressed women. We analyzed data from a cross-sectional sample of 515 Latina women at the second trimester of pregnancy and estimated networks using regularized partial correlation network models. The main analysis yielded five strong symptom-to-symptom associations (e.g., cry-sadness), and five symptoms of potential clinical importance (i.e., high centrality) in the network. In exploring the relationship of PND symptoms to stress and reproductive biomarkers (proof-ofprinciple analysis 1), a few weak relationships were found. In a comparison of nondepressed and depressed women's networks (proof-of-principle analysis 2), depressed participants had a more connected network of symptoms overall, but the networks did not differ in types of relationships (the network structures). We hope this first report of PND symptoms as a network of interacting symptoms will encourage future network studies in the realm of PND research, including investigations of symptom-to-biomarker mechanisms and interactions related to PND. Future directions and challenges are discussed. ß
Perinatal depression (PND) is the most common mental health complication for women worldwide (Gavin et al., 2005) . PND is characterized by symptoms such as depressed mood, low self-esteem, feelings of guilt and loneliness, and appetite and sleep disturbances and is also associated with significant morbidity, mortality, and medical comorbidities for both mother and child (O'Hara & McCabe, 2013; Stein et al., 2014) . The Diagnostic and Statistical Manual of Mental Health Disorders (DSM-5) defined PND as a depressive episode with onset during pregnancy and lasting up to 4 weeks postpartum (American Psychiatric Association, 2013) . Researchers often use a broader time window, up to 1 year postpartum (Wisner, Moses-Kolko, & Sit, 2010) .
Reported prevalence rates of PND vary widely, depending on the screening instrument and timing of assessment (Halbreich & Karkun, 2006) . The most recent systematic review showed that up to 18.4% of women experience depression during pregnancy and as many as 19.2% suffer minor or major depression within the first 3 months after giving birth (Gavin et al., 2005; O'Hara & McCabe, 2013) . Low-income Latinas in the United States are at high risk to develop PND, with prevalence rates reported at three to four times higher than the general population (Kuo et al., 2004; Lucero, Beckstrand, Callister, & Sanchez Birkhead, 2012) . The study of Latinas is an urgent research priority because they are the fastest-growing minority group in the United States (48% increase from 2000 to 2011; Ennis, Rios-Vargas, & Albert, 2011) and have the highest fertility rate among all ethnic groups. Yet, Latinas are under-represented in PND research (Lara-Cinisomo, Wisner, & Meltzer-Brody, 2015) .
The disproportionate exposure to stress and adversity experienced by low-income Latinas may render them especially vulnerable to PND (Lara-Cinisomo, Girdler, Grewen, & Meltzer-Brody, 2016 ). Yet, studies linking stressrelated biological factors to PND symptoms in Latinas are rare (O'Hara & McCabe, 2013; Yim, Tanner Stapleton, Guardino, Hahn-Holbrook, & Dunkel Schetter, 2015) .
The etiology of PND remains elusive: Hormonal withdrawal (Bloch, Daly, & Rubinow, 2003) , cognitive-behavioral (O'Hara, Rehm, & Campbell, 1982) , and interpersonal etiological models have been proposed by nurses and other health researchers trying to disentangle the causes of PND (Beck, 2002; O'Hara & McCabe, 2013; Yim et al., 2015) . Despite considerable research on childbearing mental health problems, our understanding of PND mechanisms remains limited, hampering improvement in prevention and treatment (Yim et al., 2015) . Clearer understanding of these mechanisms may lead to interventions that minimize PPD-associated adverse effects and alleviate mental health vulnerability that crosses generations.
One important limitation in the current literature is the lack of analytical attention to specific PND symptoms. Most research on PND has been conducted at the disease level, focusing on the binary classification of PND (i.e., present or absent) or continuous summary scores (Santos, Tan, & Salomon, 2016) . However, patients diagnosed with depressive disorders can differ dramatically in their symptoms (Fried & Nesse, 2015a; Olbert, Gala, & Tupler, 2014; Santos et al., 2016) . Moreover, risk factors, the underlying biology, impairment of psychosocial function, and life events are differentially related to specific symptom profiles (for a review, see Fried & Nesse, 2015b) . Focusing on individual symptoms and analyzing the relationships among them and among key risk factors is likely to extend our understanding of PND.
Mental Disorders as Networks of Interacting Symptoms
So far, PND has largely been studied within the framework of "reflective latent variable models" (Schmittmann et al., 2013) , in which depression is understood as the latent (i.e., unobserved) common cause of the observed symptoms (e.g., depressed mood, sadness, lack of energy). In this model, these symptoms are seen to cluster together because they have the same origin. This model implies that all symptoms are roughly interchangeable and that the total sum of the symptom scores is a reasonable approximation of the severity of the underlying depressive condition (Fried, 2015; Schmittmann et al., 2013) . Not only is it unclear whether symptoms are really interchangeable or have differential roles in PND, but the use of sum scores also ignores the presence of direct relationships among symptoms (e.g., lack of sleep ! fatigue ! concentration problems ! crying). In this case, sleeping difficulty is likely to cause more impairment than crying alone because lack of sleep will eventually affect cognitive and psychomotor performance. However, current analytical practices in which scores are summed ignore these relations among symptoms. Therefore, innovative approaches are needed if nurses, clinicians, or other health researchers want to fully understand PND and other symptom configurations to enable target-tailored and timely symptom-focused interventions.
Evidence is emerging that major depression and other common mental disorders may be better conceptualized as a complex dynamic system represented by networks of mutually interacting symptoms (for a review of the network approach to psychopathology, see . In other words, depressive symptoms co-occur without the need of a latent variable, and can reinforce each other, leading to a depressive state (Borsboom, 2008; . For example, a mother may experience a vicious cycle of interacting symptoms such as: sleeping problems ! concentration problems ! sadness ! depressed mood ! sleeping problems. In such causal models, symptoms are usually not interchangeable, thus trying to treat the sleeping problems in therapy may be a more suitable approach than trying to cure depression as a mood disorder.
Networks consist of a set of nodes (e.g., symptoms) connected by a set of edges (pairwise associations among symptoms). Symptom networks are different from networks in some other scientific disciplines. For example, in social networks, nodes may represent entities (e.g., people) and edges represent observed relationships (e.g., friendships). In symptom networks, the associations among symptoms cannot easily be observed but need to be estimated in statistical models.
In symptom networks such as those used here, green edges indicate positive associations, red edges negative associations, strongly saturated and thick edges strong associations, and thin/less saturated edges weak relationships between nodes (Epskamp, Cramer, Waldorp, Schmittmann, & Borsboom, 2012) . We used the Fruchterman-Reingold algorithm to determine the node placement in the graph. Nodes with many connections (i.e., high centrality) are placed in the middle of the graph, and nodes with few connections in the periphery (Fruchterman & Reingold, 1991) . Once the network is estimated, researchers can make inferences based on relationships between nodes and the strength of its connections.
Note that although network models are often mathematically similar to factor models (Epskamp, Rhemtulla, & Borsboom, 2016 ; for factor models in the context of nursing studies, see Henly, 2013) , and share a similar goal-to explain the co-occurrence among symptoms, network models are conceptually very different. While network models assume that the covariance among symptoms derives from mutual interactions, factor models presuppose that one reflective latent variable causes all symptoms, explaining their co-occurrence. Another way to look at this is to say that factor models aim to investigate the shared variance among all symptoms (usually described as one or more latent factors), while network analysis investigates the unique variance of symptoms. This conceptual difference also leads to very different implications: if a latent variable (such as a brain dysfunction) is at the root of symptom covariance, we ought to find this latent variable and treat it. If, however, symptoms of PND are correlated because of causal chains, our goal should be to find the most relevant causal symptoms and try to directly intervene there.
While the network approach to mood symptoms has received recognition in recent years, primarily in psychology and most recently in psychiatry , it has not to our knowledge reached nursing research. Better understanding and management of adverse health symptoms, including psychological distress, is recognized as a priority for nursing studies (Henly, 2015; Redeker et al., 2015) , and a focus on depressive symptoms has been recognized as one of the core dimensions by the National Institute of Nursing Research through their symptom science agenda (Lee, Meek, & Grady, 2014) . In this paper, we aim to advance the field of symptom-focused studies in nursing research via a conceptual and empirical introduction of symptoms network analysis.
This manuscript is divided into two sections. First is a description of the network structure of 20 PND symptoms in 515 pregnant Latina women. Next are two proof-of-principle analyses to provide empirical examples of research questions that the network approach can address in nursing studies. In the first, we included stress and reproductive biomarkers in the network, and then we compared the network structure of depressive symptoms between nondepressed and depressed pregnant Latina women. Although our sample may not be sufficiently large to reliably answer these secondary questions, these secondary analyses can elucidate both the conceptual and modeling frameworks of network analysis and enable future researchers to answer these and related questions to advance symptom science.
Methods Participants
Data were obtained at 22-24 weeks gestation from 515 pregnant Latina women in a study of bio-psychological distress factors related to birth outcomes in Latina women (Ruiz, Marti, et al., 2012; Ruiz et al., 2015) . The second trimester of pregnancy is a key time to measure psychological distress and biological factors related to perinatal mental health (Figueiredo, Parada, Araujo, Silva, & Del-Ben, 2015; Yim et al., 2015) .
The women were recruited in Texas from 2008 to 2012. Women were enrolled in the study based on the following inclusion criteria: age between 18-40, ability to read and speak English or Spanish, singleton pregnancy, and self-identification of Mexican American descent. Women were excluded if they had obstetric complications (e.g., pre-eclampsia) or medical complications (e.g., heart disease; for details, see Ruiz et al., 2012b) .
Mean age of the participants was 24.6 years (SD ¼ 5.8). Average years of education was 11.8 (SD ¼ 2.4), and median annual income was $23,500. Mean years of living in the United States were 20.4 (SD ¼ 6.8); a detailed description of the sample can be found in Ruiz, Marti, et al. (2012) and Ruiz et al. (2015) . The institutional review board approval for this secondary analysis was obtained from the University of North Carolina at Chapel Hill.
Measures
Data on depressive symptoms and stress and samples for reproductive biomarkers were collected by trained research assistants at one time point between 22-24 weeks gestation.
Depressive symptom measurement. Depressive symptoms were assessed with two well-established and widely used rating scales: The Center for Epidemiological Studies Depression Scale (CES-D; Radloff, 1977) ; and the Beck Depression Inventory-II (BDI-II; Beck, Steer, & Brown, 1996) . The CES-D is a 20-item scale in which each item is scored from 0 (rarely or none of the time) to 3 (most or almost all the time), designed to assess depressive symptomatology over the past week. Sixteen items assess negative emotional symptoms such as depressed mood, feelings of guilt and shame, and somatic symptoms (e.g., disrupted sleep or appetite). Four positively worded items are included to break tendencies and assess positive affect and sense of well-being and are reverse-coded to indicate lack of well-being. Scores range from 0-60, with higher scores indicating more severe depressive symptoms. In this study, the Cronbach a was 0.87.
The BDI-II is a 21-item scale in which each item is scored from 0 (not at all) to 3 (a great deal), designed to assess depressive symptomatology over the past 2 weeks. The BDI-II was developed to correspond to DSM-IV criteria for diagnosing depressive disorders (Beck et al., 1996) . Scores range from 0 to 63; scores of 9 are considered normal, and scores >9 vary from mild mood disturbance to extreme depression. In this study, the Cronbach a was 0.89.
Measurement of biomarkers.
We included stress and reproductive biomarkers that have been linked to depressive symptoms: estriol (estrogen subtype), cortisol, corticotropin-releasing hormone (CRH), and tumor necrosis factor alpha (TNFa). As described in detail elsewhere (Ruiz, Dolbier, & Fleschler, 2006; Ruiz et al., 2015 Ruiz et al., , 2012a , biomarker samples were obtained from blood drawn from a peripheral vein into an EDTA-treated vacutainer between 2 and 4 PM to avoid confounding effects of diurnal rhythms. All biomarkers were measured by enzyme-linked immunosorbent assay, but CRH was analyzed with radioimmunoassay (for complete details, refer to Ruiz, Marti, et al., 2012; Ruiz, Stowe, et al., 2012; Ruiz et al., 2016) .
Data Analysis
Missing data. The full dataset comprised 515 participants, but there were some missing data. For analyses 1 and 3, only 503 participants had complete data on all CES-D symptoms. For analysis 2, only 461 participants had complete data on all CES-D symptoms and biomarkers.
The best way to address missing data for network analysis is currently an open question (Epskamp, 2016) . For analyses 1 (main analysis) and 2 (first proof-of-principle analysis), we estimated a GGM (Gaussian graphical model) in the full dataset (N ¼ 515), using pairwise complete observations (i.e., we used all available information from all participants). For analysis 3 (second proof-of-principle analysis), we not only estimated the GGM but also used the network comparison test, which cannot deal with missing data. Therefore, when comparing networks in nondepressed and depressed participants, we only analyzed subsamples without missing data, which reduced the analytic data from 246 to 240 non-depressed participants and from 270 to 264 depressed participants.
Main analysis. Our primary analysis consisted of three steps: network estimation, network inference, and network accuracy. Networks consist of nodes (symptoms in this analysis) and edges (connections among symptoms). First, using the R package qgraph, version 1.4.1 (https://cran.r-project.org/web/packages/qgraph/index.html; Epskamp et al., 2012) , we estimated the network structure among CES-D symptoms in the entire sample of pregnant Latina women using a GGM. In a GGM, edges represent partial correlations between nodes. An edge depicts the association between two nodes when controlling for the associations among all other nodes in the network.
A GGM is estimated based on the correlation matrix of variables. Due to the ordered categorical nature of the CES-D symptoms, we used a polychoric correlation matrix as input for the GGM. A large number of parameters are estimated in GGMs-(k Ã k-1)/2 edge parameters and k thresholds parameters (k is the number of nodes)-and partial correlations are never exactly zero, leading to many very small spurious edges. The default is therefore to employ the graphical lasso (glasso) algorithm (Friedman, Hastie, & Tibshirani, 2008) , a common regularization technique that shrinks all edges and sets small edges to zero. This results in a sparse (i.e., parsimonious) network structure that avoids estimating false positive edges.
Although we have data on both BDI and CES-D symptoms, estimating a network of all 41 symptoms would require a much larger sample than the 515 participants to estimate a reliable network. Therefore, we estimated the network structure among CES-D symptoms only, because it has one fewer item than the BDI, which slightly increased statistical power.
To depict the resulting networks (i.e., network inference), we estimated centrality parameters. Centrality is based on the extent of a node's connections to other nodes, assuming that highly connected nodes are usually more important in the network. As in other psychological network studies, we examined three centrality indices: (a) strength centrality: the sum of the absolute weights of all edges in the network involving that node (Barrat, Barth elemy, PastorSatorras, & Vespignani, 2004; Newman, 2004) ; (b) betweenness centrality: the number of the shortest paths between any two nodes that pass through the focal node, meaning that nodes with high betweenness lie along the shortest paths connecting other nodes in the network (Brandes, 2001; Freeman, 1978) ; and (c) closeness centrality: the inverse of the sum of the lengths of the shortest paths from the focal node to all other nodes, meaning that nodes with high closeness can influence other nodes in network more quickly (Opsahl, Agneessens, & Skvoretz, 2010) .
Although network estimation and inference are common, few groups have investigated the stability and accuracy of networks. We used novel state-of-the-art bootstrapping routines via the R-package bootnet (Epskamp, Borsboom, & Fried, 2016) to investigate:
1. How accurately edges are estimated, by constructing 95% confidence intervals (CI) around them-the smaller the CIs, the more accurately the network is estimated; 2. How stable centrality estimates are, resulting in a coefficient between 0 and 1 (larger values indicate a higher stability). Simulation studies indicate that the stability coefficient should not be below 0.25, and preferably above 0.5 ; 3. Whether a given edge significantly differs from another given edge (the edge weights difference test); 4. Whether the centrality of a certain node differs from the centrality of another node (the centrality difference test).
We report (1) and (2) in the main results, and (3) and (4) in the supplementary file 2 (Suppl. Figs. S1 and S2, available with online version of paper). As we will see below, such analyses help us interpret results of network models properly. For a detailed rationale for network accuracy/stability, along with a tutorial on how to run such analyses, see . For recent tutorials on estimating symptom networks, see Costantini et al. (2015) and .
Last, we estimated the predictability of nodes in the network, that is, the variance of each node that is explained by all its neighbors. This technique was developed recently (Haslbeck & Waldorp, 2016) , and we have displayed the results in the supplementary materials (Suppl. Fig. S3 , available with online version of paper).
Secondary analyses. In a second step, we conducted two proof-of-principle analyses. In proof-of-principle analysis 1, we incorporated stress and reproductive biomarkers into the network of CES-D symptoms to see whether they were differentially related to symptoms of PND.
In proof-of-principle analysis 2, we split the sample into non-depressed and depressed groups to explore differences in the network structure between the two groups. We used the BDI-II to split the sample into a nondepressed ("healthy") group (n ¼ 270) who had scores of 9, considered within the normal range, and a perinatal depressed group (n ¼ 245) who had scores of !10, indicating mild to severe depressive symptoms. We used the BDI-II rather than the CES-D to split the sample because selecting a subsample via a sum-score of a given scale and then estimating a statistical model (such as a structural equation model or network model) in that subsample based on the same instrument can lead to severe estimation biases (Muth en, 1989) . We compared the networks of nondepressed and depressed subjects using two different tests of the network comparison test (NCT) recently developed (van Borkulo, 2016) . First, we compared the global strength of the two networks (i.e., the sum of all absolute edge weights); this tells us whether one network has more connections than another network. Second, we compared the network structures (i.e., whether the two networks differed in their relationships among symptoms).
We consider these secondary analyses proof-of-principle investigations because the sample sizes are likely insufficient to draw reliable conclusions; our main goal was to show the possibilities of network analysis and to generate hypotheses for future studies. For that reason, we set the GGM tuning parameter from the default value of 0.25 to 0.5 for the secondary analyses. This parameter is chosen based on whether researchers prefer to err on the side of discovery (with the danger of obtaining false positive edges) or parsimony (with the danger of omitting relevant edges), and 0.5 is a more conservative value than the default of 0.25 . We did not use bootnet for either proof-ofprinciple analysis to estimate the stability and accuracy of the networks because we lacked sufficient power to draw firm conclusions. We report the adjacency matrices of all estimated networks in the supplementary materials (Suppl. Tables S1-4) and R syntax (Suppl. File 2) to enable others to reproduce our results.
Results

Main Network of Depressive Symptoms and Centrality
The network of 20 CES-D symptoms is presented in Figure 1A . There were five especially strong positive associations (edges; i.e., regularized partial correlations) between nodes: happy-joy (.54), unfriendly-dislike (.47), cry-sadness (.37), hopefeeling good (.31), and sadness-depressed mood (.28). Effort had a negative association with all positively worded symptoms -good, hope, and joy. Figure 2A shows the bootstrapped 95% confidence intervals (CIs) around the edge weights; smaller CIs indicate a more accurate estimation of edge weights. The edge weights difference test (suppl. Fig. S1 ) indicated that the five strongest edges differed significantly from the large majority of weaker edges.
We computed strength, closeness, and betweenness centrality for the 20 nodes (Fig. 1B) . Closeness and betweenness centrality were strongly correlated with strength centrality (r ¼.79 and .85, respectively), and strength centrality was the most stable centrality metric (Fig. 2B) . We thus limit our interpretation of centrality here on strength centrality.
The five symptoms with highest strength centrality were, in decreasing order: depressed mood, happiness, sadness, loneliness, and feeling blue. Strength centrality was moderately stable, with a stability coefficient of .28 (Fig. 2B) ; as described in the Methods section above, the coefficient should not be smaller than .25, and preferably above .5. The centrality difference test (suppl. Fig. S2 ), however, indicated that these most central symptoms were not in all cases significantly more central than the others and should thus be interpreted with care.
Networks of Depressive Symptoms and Biomarkers: Proof-of-Principle Analysis 1
We explored the relationship of depressive symptoms to stress-related and reproductive biomarkers (Fig. 3) . Overall, biomarkers had few and weak relationships with the depression symptoms. Estriol-dislike (.05), cortisol-happiness (.03), and CRH-fear (.02) were positive associations. Cortisol also had weak positive associations to loneliness, effort, and unfriendly (.01). Cortisol-feeling blue (À.01), and cortisol-cry (À.01) were negative associations. Of note, we used a conservative tuning parameter that sets many small edges to zero and avoids estimating false-positive associations, which means that while these relationships are small, they are very likely true in the data.
Networks of Non-depressed and Depressed Women: Proof-of-Principle Analysis 2
We investigated differences between non-depressed and depressed women regarding the network structure of PND symptoms (Fig. 4) . The network comparison test for global strength showed that the network of depressed participants was more connected than the network of non-depressed participants (global strength of 8.83 vs. 8.47, p ¼ .001). The network structure test revealed that networks did not differ across groups (p ¼ .99). This implies that while depressed participants seemed to have somewhat stronger connections among symptoms, the overall relationships among symptoms was the same in non-depressed (Fig. 4A) and depressed (Fig. 4B) participants. That is, both networks featured similar edges, for instance a strong positive edge between crying and feeling sad, and a weak positive edge between poor appetite and feeling bothered.
Discussion
To our knowledge, this is the first empirical study of the idea that PND symptoms interact with each other in a network. This allows a novel view of the data, as it tells us a detailed story of the multivariate structural dependencies and the 95% confidence intervals around these edge weights (gray bars) in the network presented in Figure 1A ; B: Represents the correlation of the centrality of nodes in the original network ( Figure 1A ) with the centrality of networks sampled while dropping participants. When the correlation after dropping a substantial amount of participants is high, it means the centrality estimates in the original network can be considered stable. among variables. After estimating the network, we used inference methods focused on a multi-level data-oriented interpretation of the network connectivity or structure (e.g., edge weights: the connections or lack thereof between two nodes-here symptoms and biomarkers; the type of interaction-positive or negative; and the strength of the connection between nodes), the centrality of the nodes (e.g., the structural importance of a node in the network and its predictability), and the stability of edge weights and centrality indices.
The strongest network connections in our data were between happiness-joy, unfriendly-dislike, cry-sadness, hope-feeling good, and sadness-depressed mood. Accuracy analyses supported these results, showing that the strongest edges were substantially stronger than weaker edges. In terms of centrality, depressed mood, happiness, sadness, loneliness, and feeling blue were highly interconnected and had the highest strength centrality indices. Due to the moderate stability of centrality, however, these have to be interpreted with care and need to be replicated in future studies.
Numerous prior authors have focused on symptom characteristics of PND. For instance, we know that the symptoms most commonly reported include low mood, sadness, irritability, impaired concentration, and feeling guilty and overwhelmed (Bernstein et al., 2008; Castro et al., 2016) . PND symptom work to date, however, has overlooked the multivariate interactions among depressive symptoms and focused more on symptom severity based on sum of scores. With the network approach, we can now expand this area of research to identify the multivariate interactions among PND symptoms. Why does this matter? Understanding the complex interactions among PND symptoms may lead to an improved understanding of causal pathways that drive the etiology and persistence of PND and ultimately enable the development of tailored symptom-focused prevention and intervention strategies.
As we move forward, one could examine, for example, whether clinical interventions on the most connected (central) symptoms are more effective than interventions on peripheral symptoms, or more effective than traditional interventions that focus on syndromes or sum scores instead of specific symptom interactions. Based on our centrality results, an intervention that focuses on reducing negative affect (depressed mood, lack of happiness, sadness, and feeling blue were among the most central symptoms) could have more benefits than an intervention focusing on cognitive or somatic symptoms.
Other research possibilities are to explore the centrality of symptoms as a predictor of outcome variables (Boschloo, van Borkulo, Borsboom, & Schoevers, 2016) . Of note, the network approach does not mean that peripheral nodes cannot be highly relevant for patients. For instance, it is feasible that a symptom is largely unconnected in the network but nonetheless is a substantial obstacle for everyday living because it causes severe impairment. What the network approach does imply, however, is that intervening on the most central node should have stronger and faster positive impact on the whole syndrome than intervening on an unconnected node (also see predictability analysis in supplementary document).
The results of our proof-of-principle analysis 1 (to our knowledge the first study of relationships between biomarkers and specific symptoms of PND) provide further evidence that symptoms have differential relationships with biological processes (Fried & Nesse, 2015b; Jokela, Virtanen, Batty, & Kivim€ aki, 2016) . However, only a few weak symptom-biomarker associations occurred. Cortisol was the biomarker most often connected to symptoms, showing a positive relationship with positive mood (happiness) and social-related symptoms (loneliness, effort, and unfriendly). There was also a negative association between cortisol and two other mood symptoms: feeling blue and crying. Cortisol is a glucocorticoid steroid hormone, synthesized from cholesterol in the adrenal cortex, whose release is regulated via the HPA system (Seth, Lewis, & Galbally, 2016; Tsigos & Chrousos, 2002) . There has been substantial debate concerning the role of cortisol in depression in general and during the perinatal period Seth et al., 2016) . However, focused follow-up research on the topic is needed because prior findings are largely contradictory (for a review, see Schiller, MeltzerBrody, & Rubinow, 2015; Seth et al., 2016) .
Interestingly, our results of few differential symptombiomarker connections are inconsistent with the hypothesis that these markers exhibit strong causal influences on PND symptoms (i.e., act as a common cause). If this were the case in our data, we would have found much stronger and consistent symptom-biomarker associations. From the network perspective, our results are not unexpected because symptoms and biomarkers are part of different processes and measured at different levels; naturally, symptoms tend to cluster with symptoms and biomarkers with biomarkers, and the links across these clusters will be much weaker in nature. In addition, the regularization procedure the network model employs (pruning small connection to obtain a parsimonious network) specifically penalizes the symptom-biomarker connections that are expected to be weaker than others. Regardless, some significant edges emerged in our findings that warrant followup analyses because they may hold some etiological significance.
The clinical diagnosis of PND likely masks a combination of biologically unrelated processes associated with specific depressive symptoms. Similarly, the PND-biomarker research to date has used the categorical diagnosis or dimensional severity score of depression measures (Schiller et al., 2015; Yim et al., 2015) . This approach masks enormous variability-two women could share only one symptom of major depression, experience timing of onset of the episode during very different hormonal conditions, and both receive a PND diagnosis and the same medication (Schiller et al., 2015) . The network approach has the potential to advance our knowledge of symptomspecific biological pathways because it can be used to distinguish the symptomatic structure of different PND phenotypes. Our findings can be used to guide hypothesis-driven investigations of symptom-to-biomarker mechanisms and interactions related to PND and other related illnesses, which could inform identification of proximal biosignatures of symptom expression (Treadway & Leonard, 2016) and enable personalized treatment.
The results of our proof-of-principle analysis 2 comparing the connectivity of symptom networks of depressed and non-depressed women showed that the depressed group had a more strongly connected network, but that the structure of networks was similar. Two other groups have compared the network connectivity between ill (general depression and psychosis) and healthy subjects; both identified a more connected (denser) network in the ill groups (Pe et al., 2015; Wigman et al., 2015) . These two studies, however, were based on emotional states time-series data, thus the networks reflect temporal direct associations among mood states, while ours is based on cross-sectional data. Nonetheless, these findings are aligned with the idea that mental illness might entail high connectivity among symptoms, which may maintain each other in feedback loops .
The results of this study need to be considered in the light of some limitations. First, although 515 participants is usually not considered a small sample for a clinical study, network models estimate a very large number of parameters, and large samples and cross-sample validations will be required to draw firm clinical conclusions. The accuracy and stability analyses also speak to the fact that larger samples will be needed to obtain more robust networks. Second, the CES-D (similar to many other depression measures) includes a few symptoms that are phrased quite similarly and may measure the same problem with different questions. One example is the overlap in items measuring sadness, lack of happiness, depressed mood, and feeling blue, which leads to strong shared variance among these items and may thus artificially increase the centrality of these symptoms. At present, it is unclear how to best deal with these items. Several possibilities are available, such as removing all potential duplicates or combining similar items into one variable . Last, in comparing non-depressed and depressed networks, any median split or mean split in a normally distributed sample means that many people in both groups will be quite similar in their outcome variable (e.g., depression severity), which may have prevented us from finding statistically significant differences in network structure between depressed and non-depressed women (both groups feature numerous participants close to the split point). A suggestion is to create a separate "borderline" group for those in the middle of the distribution, creating a gap in symptom variance between the non-depressed and depressed groups, but we did not have sufficient participants to do so.
Despite these limitations, our study provides preliminary evidence that PND symptoms can be conceived of as a network of interacting symptoms. Further, stress and reproductive biomarkers might have differential relationships with PND symptoms, suggesting symptom-specific biological pathways. For nursing science, the network approach brings a new methodological avenue to explore symptom configurations of disorders for which a common cause model has not been successful in explaining the presence and variation of related symptoms. In future studies, investigators may also consider adding common clinical variables such as gender, acculturation, self-efficacy, and victimization to symptom networks to explore how these differentially relate to symptoms. We believe that the advent of the network approach can advance symptom science by asking and answering questions that are grounded in symptom-specific interactions to inform precision health.
