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HYPERBOLIC STRUCTURES ON CLOSED SPACELIKE
MANIFOLDS
KUN ZHANG
Abstract. In this paper, we study the intrinsic mean curvature
flow on certain closed spacelike manifolds, and prove the existence
of hyperbolic structures on them.
1. Introduction
Recall that a Riemannian manifold (M, g) is hyperbolic if it has con-
stant negative sectional curvature. These manifolds all come from the
quotient of hyperbolic space Hn by discrete isometry groups. However,
it is difficult to find a good intrinsic characterization on the existence
of hyperbolic structures on a given manifold. First, we know that some
negatively pinched Riemannian manifolds can not admit hyperbolic
metric. In [7], for n ≥ 4, the counterexample contrasts sharply with
the pinching theorem of positively curved manifolds. In [14], it was
shown that for n ≥ 10 the space of negatively curved metric on some
n-manifold is highly non-connected. This implies that for a given nega-
tively curved metric, it is not always possible to deform it into a metric
with constant negative curvature by any geometric flows.
In this paper, motivated by Lorentzian geometry, we will show that
the hyperbolic structure exists naturally on a large class of spacelike
manifolds. The motivation is the following. It is well known that
the imaginary unit sphere of Minkowski space R1,n is the model of
hyperbolic spaces, where under Cartesian coordinates (x0, x1, · · · , xn)
on R1,n, the Minkowski metric is
g = −(dx0)2 + (dx1)2 + · · ·+ (dxn)2
and the equation of imaginary unit sphere is
−(x0)2 + (x1)2 + · · ·+ (xn)2 = −1.
This can be seen from Gauss-Codazzi equations{
Rijkl − (hilhjk − hikhjl) = 0
∇ihjk −∇jhik = 0 ,
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where hij is the second fundamental form, and hij equals to gij on the
imaginary unit sphere. In this paper, we are interested in an intrinsic
generalization of this model.
Definition 1.1. We call a triple (M, gij, hij) a spacelike manifold, if
(M, gij) is a Riemannian manifold, and hij is a symmetric tensor sat-
isfying the Gauss-Codazzi equations{
Rijkl − (hilhjk − hikhjl) = 0
∇ihjk −∇jhik = 0.
Now we state the main theorem of this paper in the following.
Theorem 1.2. Let (M, g, h) be a n-dimensional (n ≥ 4) closed space-
like manifold with hij > 0, then M admits a hyperbolic metric.
The idea is to use geometric flows. We define an intrinsic mean
curvature flow of (g, h):
(1.1)


∂gij
∂t
= −2Rij + 2himhnjgmn
∂hij
∂t
= △hij − Rimhnjgmn − Rjmhnigmn
+ 2hikhlmhnjg
klgmn − |A|2hij
with gij(x, 0) = g˜ij(x), hij(x, 0) = h˜ij(x), where g˜ij(x) is the initial
metric onM and h˜ij(x) is the initial data of hij and |A|2 = gikgjlhijhkl.
Mean curvature flow has been intensively studied in recent years (see
[3] for Euclidean ambient space and [10] for Minkowski ambient space).
Notice that in extrinsic mean curvature flow (with ambient space R1,n),
we deform the position vector F by the evolution equation
∂F
∂t
= −H,
and (1.1) is just the equations of the metric and the second fundamental
form. Here, our observation is that (1.1) itself is also an intrinsicly
defined evolution system of (g, h), and it has its own right to be studied.
In this paper, we solve (1.1) intrinsicly and show that the solution exists
for all time [0,∞) and converges (after normalization) to a hyperbolic
metric.
Acknowledgement I am grateful to my advisor Professor B.L.Chen
for his guidance.
2. Short-Time Existence and Uniqueness
Since (1.1) is not a strictly parabolic system, in order to apply theory
of strictly parabolic equation to get short time existence, we use a
trick of De Turck by combining our evolution equation (1.1) with the
harmonic map flow.
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Let (Mn, gij(x)) and (N
m, sαβ(y)) be two Riemannian manifolds,
F : Mn → Nm be a map. The harmonic map flow is the following
evolution equation for maps from Mn to Nm,
(2.1)


∂
∂t
F (x, t) = △F (x, t), for x ∈Mn, t > 0,
F (x, 0) = F (x), for x ∈Mn,
where △ is defined by using the metrics gij(x) and sαβ(y) as follows
△F α(x, t) = gij(x)∇i∇jF α(x, t),
and
(2.2) ∇i∇jF α(x, t) = ∂
2F α
∂xi∂xj
− Γkij
∂F α
∂xk
+ Γ˜αβγ
∂F β
∂xi
∂F γ
∂xj
.
Here we use {xi} and {yα} to denote the local coordinates of Mn and
Nm respectively, Γkij and Γ˜
α
βγ the corresponding Christoffel symbols of
gij and sαβ. The harmonic map flow is strictly parabolic, so for any
initial data, there exists a short time smooth solution.
Let (gij(x, t), hij(x, t)) be a complete smooth solution of our evolution
equation (1.1), then the harmonic map flow coupled with our evolution
equation is the following equation:
(2.3)


∂
∂t
F (x, t) = △tF (x, t), for x ∈Mn, t > 0,
F (x, 0) = identity, for x ∈Mn,
where △t is defined by using the metrics gij(x, t) and sαβ(y).
Let (F−1)∗g and (F−1)∗h be the one-parameter families of pulled
back metrics and pull back tensors on the target (Nn, sαβ). Denote
gˆαβ(y, t) = ((F
−1)∗g)αβ(y, t) and hˆαβ(y, t) = ((F
−1)∗h)αβ(y, t). Then
by direct calculations, gˆαβ(y, t) and hˆαβ(y, t) satisfy the following evo-
lution equation:
(2.4)


∂gˆαβ
∂t
(y, t) = −2Rˆαβ(y, t) + 2hˆασhˆρβ gˆσρ +∇αVβ +∇βVα
∂hˆαβ
∂t
(y, t) = △hˆαβ(y, t)− Rˆασhˆρβ gˆσρ − Rˆβσhˆραgˆσρ
+ 2hˆαλhˆµνhˆρβ gˆ
λµgˆνρ − |Aˆ|2hˆαβ
+ hˆβγ∇αV γ + hˆαγ∇βV γ
where V α = gβγ(Γαβγ(gˆ)− Γ˜αβγ(s)), Γαβγ(gˆ) and Γ˜αβγ(s) are the Christof-
fel symbols of the metrics gˆαβ(y, t) and sαβ(y) respectively. Here we
analysis the principle part of the right side of (2.4). One can see
− 2Rˆαβ(y, t) + 2hˆασhˆρβ gˆσρ +∇αVβ +∇βVα
=gˆµν
∂2gˆαβ
∂yµ∂yν
+ (lower order terms)
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and
△hˆαβ(y, t)− Rˆασhˆρβ gˆσρ − Rˆβσhˆραgˆσρ
+ 2hˆαλhˆµν hˆρβ gˆ
λµgˆνρ − |Aˆ|2hˆαβ + hˆβγ∇αV γ + hˆαγ∇βV γ
= gˆµν
( ∂2hˆαβ
∂yµ∂yν
− ∂Γ
σ
αµ
∂yν
hˆσβ −
∂Γσβµ
∂yν
hˆσα
)
− gˆµν
(
− ∂Γ
σ
αµ
∂yν
+
∂Γσµν
∂yα
)
hˆσβ − gˆµν
(
− ∂Γ
σ
βµ
∂yν
+
∂Γσµν
∂yβ
)
hˆσα
+ gˆµν
∂Γγµν
∂yα
hˆγβ + gˆ
µν
∂Γγµν
∂yβ
hˆγα + (lower order terms)
= gˆµν
∂2hˆαβ
∂yµ∂yν
+ (lower order terms).
Hence
(2.5)


∂gˆαβ
∂t
(y, t) = gˆµν
∂2gˆαβ
∂yµ∂yν
+ (lower order terms)
∂hˆαβ
∂t
(y, t) = gˆµν
∂2hˆαβ
∂yµ∂yν
+ (lower order terms)
and we know (2.4) is a strictly parabolic system. By theory of strictly
parabolic equations, for any initial data (2.4) exists a smooth short
time solution.
So we can recover the solution (g, h) for the original evolution equa-
tions from the solution (gˆ, hˆ) as following. Let (Nn, sαβ) = (M
n, gαβ(·, 0))
and since
(2.6) V α = gβγ(Γαβγ(gˆ)− Γ˜αβγ(s)) = −(△F ◦ F−1)α,
thus
(2.7)
∂F
∂t
= −V ◦ F.
Now once having gˆαβ,we know V and we can solve (2.7) which is just
a system of ordinary differential equations on the domain M . Hence
(g, h) can be recovered as the pull-back g = F ∗gˆ and h = F ∗hˆ.
Now we claim the solutions of (1.1) with given smooth initial con-
ditions on a compact manifold are unique. For suppose (g1, h1) and
(g2, h2) are two solutions which agree at t = 0. We can solve the cou-
pled harmonic map flow (2.3) for maps F1 and F2 with the metrics
g1 and g2 on M into the same target N with the same fixed s, and
starting at the same initial data. Then we have two solutions gˆ1 and gˆ2
on N with the same initial metric. By the standard uniqueness result
for strictly parabolic equations, we have (gˆ1, hˆ1) = (gˆ2, hˆ2). Hence by
(2.6) the corresponding vector fields V1 = V2. Then the solutions of
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the two ODE systems
∂F1
∂t
= −V1 ◦ F1 and ∂F2
∂t
= −V2 ◦ F2
with the same initial values must coincide, and hence two solutions of
(1.1)
(g1, h1) = F
∗(gˆ1, hˆ1) and (g2, h2) = F
∗(gˆ2, hˆ2)
must agree.
3. Preserving Gauss-Codazzi Equations
In this section, we will show that the Gauss-Codazzi equations are
preserved under (1.1). Let Gijkl = Rijkl − (hilhjk − hikhjl) and Cijk =
∇ihjk −∇jhik.
Proposition 3.1. If the tensor hij satisfies Gauss’s equation and Co-
dazzi’s equation
{
Rijkl − (hilhjk − hikhjl) = 0
∇ihjk −∇jhik = 0
at time t = 0, then it remains so for t > 0.
Proof. By direct calculations, we have
∂
∂t
Γkij =
1
2
gkl
{
∇j
( ∂
∂t
gil
)
+∇i
( ∂
∂t
gjl
)
−∇l
( ∂
∂t
gij
)}
∂
∂t
Rkijl = ∇i
( ∂
∂t
Γkjl
)
−∇j
( ∂
∂t
Γkil
)
∂
∂t
Rijkl = ghk
∂
∂t
Rhijl +
∂ghk
∂t
Rhijl.
With these identities we get
∂
∂t
Rijkl = ∇i∇kRjl −∇i∇lRjk −∇j∇kRil +∇j∇lRik
−∇i∇k(hjmhnlgmn) +∇i∇l(hjmhnkgmn)
+∇j∇k(himhnlgmn)−∇j∇l(himhnkgmn)
− Rijks(Rtl − htmhnlgmn)gst −Rijsl(Rtk − htmhnkgmn)gst
and the following identity
△Rijkl = −2(Bijkl − Bijlk − Biljk +Bikjl)
+∇i∇kRjl −∇i∇lRjk −∇j∇kRil +∇j∇lRik
+RmjklRnig
mn +RimklRnjg
mn
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where Bijkl = RmijsRnkltg
mngst.
Then we obtain
(3.1)
( ∂
∂t
−△
)
Rijkl − 2(Bijkl −Bijlk −Biljk +Bikjl)
= − Rijks(Rtl − htmhnlgmn)gst −Rijsl(Rtk − htmhnkgmn)gst
− Rsjkl(Rti − htmhnigmn)gst − Riskl(Rtj − htmhnjgmn)gst
− Rsjklhtmhnigmngst − Risklhtmhnjgmngst
−∇i∇k(hjmhnlgmn) +∇i∇l(hjmhnkgmn)
+∇j∇k(himhnlgmn)−∇j∇l(himhnkgmn)
.
To simplify the evolution equations, we will use a moving frame
trick. More precisely, let us pick an abstract vector bundle V over M
isomorphic to the tangent bundle TM . Choose an orthonormal frame
Fa = F
i
a
∂
∂xi
, a = 1, · · · , n of V at t = 0, then evolve F ai by the equation
∂
∂t
F ia = g
ij(Rjk − hjmhnkgmn)F ka .
Then the frame F = {F1, · · · , Fa, · · · , Fn} will remain orthonormal
for all time. In the following we will use indices a, b, · · · on a tensor
to denote its components in the evolving orthonormal frame. In this
frame we have the following:
(3.2)
( ∂
∂t
−△
)
Rabcd − 2(Babcd −Babdc − Badcb +Bacbd)
= −Rsbcdhtmhnagmngst −Rascdhtmhnbgmngst
−∇a∇c(hbmhndgmn) +∇a∇d(hbmhncgmn)
+∇b∇c(hamhndgmn)−∇b∇d(hamhncgmn)
and
(3.3)
( ∂
∂t
−△
)
hab = −|A|2hab.
By calculations, we have
(3.4)
( ∂
∂t
−△
)
{Rabcd − (hadhbc − hachbd)}
= 2(Babcd − Babdc −Badcb +Bacbd)
−Rsbcdhtmhnagmngst −Rascdhtmhnbgmngst
−∇a∇c(hbmhndgmn) +∇a∇d(hbmhncgmn)
+∇b∇c(hamhndgmn)−∇b∇d(hamhncgmn)
+ 2|A|2(hadhbc − hachbd)
+ 2(∇mhad∇nhbc −∇mhac∇nhbd)gmn.
Then we want to replace Babcd by
B˜abcd = {Rmabs− (hmshab−hmbhas)}{Rmcds− (hmshcd−hmdhcs)}gmngst
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and replace terms including ∇h,∇∇h by C and ∇C respectively.
That is
(3.5)
Babcd −Babdc − Badcb +Bacbd
= B˜abcd − B˜abdc − B˜adcb + B˜acbd
− Rmabshdnhtcgmngst − Rmcdshbnhtagmngst
+Rmabshcnhtdg
mngst +Rmdcshbnhtag
mngst
− Rmadshnthcbgmngst +Rmadshcnhtbgmngst
− Rmbcshnthadgmngst +Rmbcshdnhtagmngst
+Rmacshnthdbg
mngst −Rmacshdnhtbgmngst
+Rmbdshnthacg
mngst −Rmbdshcnhtagmngst
− hamhbshcnhdtgmngst + hamhbshdnhctgmngst
+ hadhbc|A|2 − hamhdshnthbcgmngst − hbmhcshnthadgmngst
− hachbd|A|2 + hamhcshnthbdgmngst + hbmhdshnthacgmngst
and
(3.6)
−∇a∇c(hbmhndgmn) +∇a∇d(hbmhncgmn) +∇b∇c(hamhndgmn)
−∇b∇d(hamhncgmn) + 2(∇mhad∇nhbcgmn −∇mhac∇nhbdgmn)
=−∇c(∇ahbm −∇bham)hndgmn −∇a(∇chdm −∇dhcm)hnbgmn
+∇d(∇ahbm −∇bham)hncgmn −∇b(∇chdm −∇dhcm)hnagmn
− (∇ahbm −∇bham)(∇chdn −∇dhcn)gmn
− (∇ahdm −∇mhad)∇chbngmn − (∇dham −∇mhad)∇bhcngmn
+ (∇ahcm −∇mhac)∇dhbngmn + (∇cham −∇mhac)∇bhdngmn
+ (∇mhbc −∇chmb)∇nhadgmn + (∇mhbc −∇bhmc)∇nhadgmn
− (∇mhbd −∇dhmb)∇nhacgmn − (∇mhbd −∇bhmd)∇nhacgmn
− Racbmhnshtdgmngst − Racmshndhtbgmngst +Rbcamhnshtdgmngst
+Rbcmshndhtag
mngst +Radbmhnshtcg
mngst +Radmshnchtbg
mngst
− Rbdamhnshtcgmngst − Rbdmshnchtagmngst.
Let us denote curvature tensor by Rm and denote any tensor product
of two tensors S and T by S ∗ T when we do not need the precise
expression. Therefore, if we replace terms including Rm∗h∗h by term
G ∗ h ∗ h, with (3.4)(3.5)(3.6) and by some calculation we obtain
(3.7)
( ∂
∂t
−△
)
G = G ∗G+G ∗ h ∗ h +∇C ∗ h+ C ∗ ∇h+ C ∗ C,
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where Gijkl = Rijkl − (hilhjk − hikhjl) and Cijk = ∇ihjk −∇jhik.
Since we have
∂
∂t
∇ihjk = ∇i
( ∂
∂t
hjk
)
−
( ∂
∂t
Γlij
)
hlk −
( ∂
∂t
Γlik
)
hlj
=∇i(△hjk − Rjmhnkgmn −Rkmhnjgmn + 2hjmhnshtkgmngst − |A|2hjk)
−
( ∂
∂t
Γlij
)
hlk +∇iRkmhnjgmn +∇kRimhnjgmn −∇mRikhnjgmn
−∇ihkmhnshtjgmngst −∇ihmshnkhtjgmngst −∇khimhnshtjgmngst
−∇khmshnihtjgmngst +∇mhishnjhtkgmngst +∇mhkshnjhtigmngst
and
△(∇ihjk) = gmn∇m∇n(∇ihjk)
=∇i(△hjk) +Rim∇nhjkgmn + 2(Rmijs∇nhtk + Rmiks∇nhtj)gmngst
+∇jRimhnkgmn −∇mRijhnkgmn +∇kRimhnjgmn −∇mRikhnjgmn.
So we get
(3.8)
( ∂
∂t
−△
)
∇ihjk +
( ∂
∂t
Γlij
)
hlk
=− Rjm∇ihnkgmn −Rkm∇ihnjgmn
− Rim∇nhjkgmn +∇i(2hjmhnshtkgmngst − |A|2hjk)
−∇iRjmhnkgmn −∇jRimhnkgmn
− 2(Rmijs∇nhtk +Rmiks∇nhtj)gmngst
−∇ihkmhnshtjgmngst −∇ihmshnkhtjgmngst
−∇khimhnshtjgmngst −∇khmshnihtjgmngst
+∇mhishtkhnjgmngst +∇mhkshtihnjgmngst.
Then in the moving frame we obtain
(3.9)
( ∂
∂t
−△
)
∇ahbc + |A|2∇ahbc +
( ∂
∂t
Γlij
)
hlkF
i
aF
j
b F
k
c
=−∇ahcmhnshtbgmngst −∇ahmbhnshtcgmngst
−∇mhbchnshtagmngst + 2∇ahbmhnshtkcgmngst
+ 2∇ahcmhnshtbgmngst + 2∇ahmshnbhtcgmngst
− 2∇ahmshnthbcgmngst −∇ahcmhnshtbgmngst
−∇ahmshnbhtcgmngst −∇chamhnshtbgmngst
+∇mhashnbhtcgmngst +∇mhcshnbhtagmngst
− 2Rmabs∇nhtcgmngst − 2Rmacs∇nhtbgmngst.
Then we replace terms including ∇h by C and terms including Rm by
G. Finally, we have
(3.10)
( ∂
∂t
−△
)
C = −|A|2C + C ∗ h ∗ h+ C ∗Rm+G ∗ ∇h
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Combing (3.7)(3.10), we obtain
(3.11)
( ∂
∂t
−△
)
(|G|2 + |C|2)
≤C1(|G|2 + |C|2)− 2|∇G|2 − 2|∇C|2
+ 〈G,G ∗G+G ∗ h ∗ h+∇C ∗ h+ C ∗ ∇h + C ∗ C〉
+ 〈C,−|A|2C + C ∗ h ∗ h+ C ∗Rm+G ∗ ∇h〉
≤C2(|G|2 + |C|2)
where we use Cauchy-Schwarz inequality, and for 0 ≤ t < δ we have
bounded |Rm|, |A|, |∇h|. Thus, by the standard maximum principle
d
dt
(|G|2 + |C|2)max ≤ C2(|G|2 + |C|2)max,
we get
(|G|2 + |C|2)max(t) ≤ eC2t(|G|2 + |C|2)max(0).
Since (|G|2 + |C|2)max(0) = 0, the Gauss-Codazzi equations are pre-
served as long as the solution exists. 
In the following we will still call hij(x, t) the second fundamental
form and its trace H the mean curvature.
4. Evolution of metric and curvature
Using Gauss-Codazzi equations, we rewrite our evolution equations
in the following
Proposition 4.1.
∂
∂t
gij = 2Hhij(4.1a) ( ∂
∂t
−△
)
hij = 2Hhimhnjg
mn − |A|2hij(4.1b) ( ∂
∂t
−△
)
H = −H|A|2(4.1c)
( ∂
∂t
−△
)
|A|2 = −2|∇A|2 − 2|A|4.(4.1d)
Since hij is positive at t = 0 and M is compact, there are some
ε > 0 and β > 0,such that βHgij ≥ hij ≥ εHgij at t = 0 holds on M .
We want to show that inequality remains true as long as the solution
of our evolution equation (1.1) exists. For this purpose we need the
following maximum principle for tensor on manifolds, which is proved
in [1].
Let uk be a vector field and let Mij and Nij be symmetric tensors on
a compact manifold M which may all depend on time t. Assume that
Nij = p(Mij , gij) is a polynomial inMij formed by contracting products
of Mij with itself using the metric. Furthermore, let this polynomial
9
satisfy a null-eigenvector condition, i.e. for any null-eigenvector X of
Mij we have NijX
iXj ≥ 0. Then we have
Theorem 4.2 (Hamilton). Suppose that on 0 ≤ t < T the evolution
equation
∂
∂t
Mij = △Mij + uk∇kMij +Nij
holds, where Nij = p(Mij , gij) satisfies the null-eigenvector condition
above. If Mij ≥ 0 at t = 0, then it remains so on 0 ≤ t < T .
An immediate consequence is
Proposition 4.3. If εHgij ≤ hij ≤ βHgij, and H > 0 at t = 0, then
these remain so as long as the solution of (1.1) exists.
Proof. First, by using maximum principle on( ∂
∂t
−△
)
H = −H|A|2,
we know H > 0 as long as the solution of (1.1) exists.
Then we consider
Mij = hij − εHgij
∂Mij
∂t
=
∂hij
∂t
− ε∂H
∂t
gij − εH ∂gij
∂t
= △hij + 2Hhimhnjgmn − |A|2hij
− ε(△H − |A|2H)gij − εH(2Hhij)
= △Mij + 2Hhimhnjgmn
− |A|2(hij − εHgij)− 2εH2hij
For any null vector vi of Mij, we have
[2Hhimhnjg
mn − |A|2(hij − εHgij)− 2εH2hij ]vj
= 2Hhimg
mn(εHvn)− 2εH2(εHvi)
= 2H(εHvi)εH − 2εH2(εHvi)
= 0
Thus, εHgij ≤ hij follows from theorem 4.2. Then hij ≤ βHgij follows
in the same way. 
Finally, we state the higher derivative estimate in the following propo-
sition.
Proposition 4.4. There exist constants Cm, m = 1, 2, · · · , such that
if the second fundamental form of a complete solution to our evolution
equation is bounded by
|A| ≤ M
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up to time t with 0 < t ≤ 1/M , then the covariant derivative of the
second fundamental form is bounded by
|∇A| ≤ C1M/
√
t
and the mth covariant derivative of the second fundamental form is
bounded by
|∇mA| ≤ CmM/tm2 .
Here the norms are taken with respect to the evolving metric.
Proof. By direct caculation, for any m we have an equation( ∂
∂t
−△
)
|∇mA|2 = −2|∇m+1A|2 +
∑
i+j+k=m
∇iA ∗ ∇jA ∗ ∇kA ∗ ∇mA.
So we can follow the same way using a somewhat standard Bernstein
estimate in PDEs to get our theorem(see [4] for Ricci flow). 
5. Monotonicity formula and Long time behaviors
First, by positivity of hij we have
H2/n ≤ |A|2 < H2.
Then from (4.1c) we get
−H3 <
( ∂
∂t
−△
)
H ≤ −H
3
n
.
Thus by maximum principle we obtain
(5.1)
1√
2t+ 1
H2
min
(0)
< H(t) ≤ 1√
2
n
t+ 1
H2max(0)
.
With applying maximum principle on (4.1d) again, we have
|A|2(t) ≤ 1
2t+ 1
|A|2max(0)
.
Since
1
2nt + n
H2
min
(0)
< H2(t)/n ≤ |A|2(t),
we get
(5.2)
1
2nt+ n
H2
min
(0)
< |A|2(t) ≤ 1
2t + 1
|A|2max(0)
.
In particular, (5.2) implies
|A| → 0 as t→ +∞.
Combining with our derivatives estimate (Proposition 4.4) we know the
solution of our evolution equation (1.1) exists for all the time.
We need the following monotonicity formula to understand the long
time behaviors of the solution to (1.1).
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Proposition 5.1. If (gij(t), hij(t)) is the solution of (1.1), then we
have the formula
∂
∂t
∫
M
Hndµt = −n(n−1)
∫
M
|∇H|2
H2
Hndµt−n
∫
M
|hij− 1
n
Hgij|2Hndµt.
Proof. It follows from the evolution equations of Proposition 4.1 and
direct calculation. 
From proposition 5.1 we know
(5.3) 0 <
∫
M
Hndµt < C
for all t ∈ [0,+∞).
This implies 

∫ ∞
0
∫
M
|∇H|2
H2
Hndµt <∞∫ ∞
0
∫
M
|hij − 1
n
Hgij|2Hndµt <∞
.
In particular, there is a sequence tk → +∞ such that
(5.4) tk
∫
M
|∇H|2
H2
Hndµtk → 0 as k →∞
and
(5.5) tk
∫
M
|hij − 1
n
Hgij|2Hndµtk → 0 as k →∞.
Denote by
ǫk =
1
|A|max(tk) .
We parabolically scale the solution and shift the time tk to the origin
0,
g˜kij(·, t˜) = ǫ−2k gij(·, tk + ǫ2k t˜),
h˜kij(·, t˜) = ǫ−1k hij(·, tk + ǫ2k t˜),
where t˜ ∈ [−tk/ǫ2k,+∞).
We can check that (g˜kij(·, t˜), h˜kij(·, t˜)) is still a solution to (1.1).
Since
|A˜k(·, t˜)|2 = |A(·, tk + ǫ
2
k t˜)|2
|A|2max(tk)
,
and (5.2), it follows that
(5.6)
1
C1
< |A˜k(·, t˜)|2 < C1 for t˜ ∈ [−tk/2ǫ2k, 0],
where the constant C1 is independent of k.
By our derivatives estimate (Proposition 4.4), the uniform bound of
the second fundamental form |A˜k(·, t˜)| implies the uniform bound on
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all the derivatives of the second fundamental form at t˜ = 0 for all k.
By Gauss equation we have uniform bound of the curvature and all the
derivatives of the curvature at t˜ = 0 for all k.
By (5.3) we know ∫
M
(H˜k(·, 0))ndµ˜0 < C2.
Combining with (5.1) it follows
(5.7) Vol(M, g˜kij(·, 0)) < C3.
On the other hand, by Proposition 4.3, (5.2) and Gauss equation we
have
(5.8) 0 > − 1
C4
≥ sec(M, g˜kij(·, 0)) > −1.
With (5.8) and (5.7), we can get the uniform upper bound on their
diameters and uniform lower bound on their volumes by using the fol-
lowing theorem .
Theorem 5.2 (Gromov[8]). Let M be an n-dimensional closed Rie-
mannian manifold of negative curvature and Sec(M) ≥ −1. If n ≥ 8,
then V ol(M) ≥ C(1 + d(M)) and for n=4,5,6,7, V ol(M) ≥ C(1 +
d1/3(M)), where we denote volume of M by Vol(M), diameter of M by
d(M) and the constant C > 0 depends only on n.
Now we know (M, g˜kij(·, 0), h˜kij(·, 0)) is a sequence which have uniform
bound on sectional curvature, uniform upper bound on diameters and
uniform lower bound on volumes. Using cheeger’s Lemma in [6] we
have the uniform lower bound of their injective radii with respect to
g˜kij(·, 0) for n ≥ 4. Then we can apply the same argument of Hamil-
ton’s compactness theorem in [2] to extract a convergent subsequence
(M, g˜klij (·, 0), h˜klij (·, 0)) from (M, g˜kij(·, 0), h˜kij(·, 0)). More precisely, there
is a triple (M∞, g˜
∞
ij (·, 0), h˜∞ij (·, 0)) and a sequence of diffeomorphisms
fl :M∞ → Ml. Notice thatM∞ is diffeomorphism toM , since we have
uniform diameter bound. And the pull-back metrics (fl)
∗g˜klij (·, 0) and
the pull-back second fundamental forms (fl)
∗h˜klij (·, 0) converge in C∞
topology to (g˜∞ij (·, 0), h˜∞ij (·, 0)) .
From (5.4) and (5.5) we obtain
tklǫ
−2
kl
∫
M
|∇˜H˜kl|2(0)
(H˜kl)2(0)
(H˜kl)n(0)dµ˜tkl → 0 as l →∞
and
tklǫ
−2
kl
∫
M
|h˜klij −
1
n
H˜kl g˜klij |2(0)(H˜kl)n(0)dµ˜tkl → 0 as l →∞.
Here the norm is taken with respect to g˜klij (0).
Notice that tklǫ
−2
kl
and |H˜kl(0)| and Vol(M, g˜klij (·, 0)) have uniform lower
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bound, we have
|∇˜H˜kl|(0)→ 0 as l →∞
and
|h˜klij −
1
n
H˜kl g˜klij |(0)→ 0 as l →∞.
Therefore, by Gauss equation, we know the sectional curvature of
(M∞, g˜
∞
ij (·, 0), h˜∞ij (·, 0)) is a constant(≡ −1/n).
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