This paper amis to derive bounds for the relative change in the singular values of a real matrix. Both the full column rank and the full row rank cases are considered. Two numerical experiments show that the introduced bounds are confirmed and their values are dependent on the element-wise perturbation of the matrix.
Introduction
The importance of relative change for the singular values arises in deflation criteria to break the problem up into subproblems. This will enhance the efficiency and will make the subproblems suitable for the design of accurate parallel divided-and-conquer algorithms. Deflation techniques are needed in large scale problems of structural eigensystems [7, 1] .
In this paper, we consider A ∈ R m×n and study both cases of full column rank and row rank [6] . When m ≥ n and rank(A) = n (full column rank), the singular value decomposition (SVD) of A is given by
where U ∈ R m×m and V ∈ R n×n are orthogonal and Σ = diag(σ 1 , σ 2 , · · · , σ n ) and σ i > 0 for 1 ≤ i ≤ n. In the complex case, the matrices U and V are unitary. The eigenvalue decomposition corresponding to (1.1) is
The introduced class of perturbations consists of all ΔA for which A + ΔA is scaled from the right hand side. In the context of the SVD of a real matrix A, we consider the perturbation A + ΔA = (C + ΔC)B for n × n nonsingular matrices B. This class of perturbation include component-wise relative perturbations. The addressed problem has been studied by some researchers in [8, 11] . Our investigation is completely different because the introduced bounds are distinguished and confirmed numerically.
This work is organized as follows. In Section 2, we recall some lemmas from [8] and prove some others which are the basis for finding our bounds. Section 3 involves bounds for the full column rank case for the right side scaling. Section 4 is devoted to introducing bounds for the row rank case. Section 5 contains some numerical experiments that illustrate and confirm the investigated bounds. Finally, concluding remarks and further ideas are given in Section 6.
Preliminaries
Throughout this section, we recall some lemmas without proofs and prove some others. These lemmas will be considered as a basis for our results. Definition 1 An n × n real matrix S is doubly stochastic matrix if all s ij ≥ 0 and
For more details about stochastic matrices and some of their properties, we refer the reader to ref. [12] . Lemma 2.1 Let S be an n × n doubly stochastic matrix and Q be an n × n real matrix. Then there exists a permutation π of {1, 2, · · · , n} such that
Proof: See ref. [4] . 
Proof: See ref. [8] .
Lemma 2.3 Let α and β be two real numbers. Then
Proof: The proof is completed by using the inequality
Lemma 2.4 Let α and β be two positive real numbers. Then
The right hand side of the lemma can be written as
The proof is completed by substituting from Lemma (2.3) into (2.1).
Lemma 2.5 Let
From the given assumption, we can write 0
which completes the proof.
Lemma 2.6 Let
Proof: From the properties of norms, we can write
But, for any n × n matrix A, we have A 2 ≤ A F . Thus,
The proof is completed by introducing inequality (2.2) into inequality (2.3), for more details about these inequalities, we refer the reader to [12] .
Bounds for the Full Column Rank Case
Throughout this section, we consider A andÃ = A + ΔA are real m × n matrices such that m ≥ n and one is the perturbation of the other. Denote their singular values by
and they are ordered so that
Here, we consider A scaled from the right hand side. Let A = CB and ΔA = ΔCB, where B is an n × n nonsingular matrix. Then, we havẽ
where
Lemma 3.1 Let A,Ã and ΔA be as defined before, then the singular values σ i and ρ i that are ordered as in (3.2) satisfy the inequality
TÃ and applying formula (3.3), we obtainG
A and taking in account thatGX = (G + ΔG)X =XΛ and GX = XΛ, we obtain
From formula (3.4), we obtain
Since,GX =XΛ and GX = XΛ imply that there exists an orthogonal matrix U such thatÃX =ŨΛ 1 2 . Similarly, there exists an orthogonal matrix U such
. Hence, formula (3.6) becomes
From (3.7) in (3.5), we obtain
Using equality (3.8) component wise for all pairs of indices (i, j), squaring each term, adding them all together and setting
Taking in account that the matrix (|S ij |) is doubly stochastic and applying Lemma 2.1, we obtain
Applying Lemma 2.2 on the left hand side of inequality (3.10), this inequality becomes
The proof is completed by introducing inequalities (3.9) and (3.10) into inequality (3.11), taking the square root of both sides and using the fact that
Lemma 3.2 Let the assumptions of Lemma 3.1 hold. Then
Proof:
. Applying Lemma 2.6, we obtain
Using definition of D F and D , we obtain ΔM F ≤ 2η + η 2 and ΔM ≤ 2ξ + ξ 2 . Thus, inequality (3.12) becomes
14)
The proof is completed by inserting inequalities (3.13) and (3.14) in Lemma 3.1.
Bounds for the Full row rank case
The full row rank case is more complicated than the full column rank case. Let Q be real m × n matrix with full row rank, rank(Q) = m ≤ n. The SVD for Q can be written as Then for all V which perform (4.1), the parts V 0 have the same spectral norm [13] . Clearly if V performs (4.1), then any V of the form
when V T 1 V 1 = I does the same. Let Q = P R, where P is an m × m nonsingular matrix. For then the perturbation ΔQ = P ΔR. We havẽ
For simplicity, set W = R † ΔR, β 1 = W 2 and β 2 = W F . 
Proof: Let K = UΛU T andK =ŨΛŨ T be the corresponding unperturbed and perturbed eigenproblems, where
. Multiplying (4.2) from the left byŨ T and from the right by U and using the corresponding eigenproblems, we obtaiñ
From before, we have
Combining (4.3) and (4.4), we obtaiñ
In formula (4.5), taking component-wise for all pairs of indices (i, j), squaring each term, adding them all together and setting
Defining the matrix X = (|Z ij |) and applying definition 1, we conclude that X is a doubly stochastic matrix. From Lemma 2.1, we obtain
Applying Lemma 2.2 on the left hand side of inequality (4.7), we obtain
(4.8)
The matrix H can be reformulated as
From the definitions of norms of W , we obtain H F ≤
. Introducing the bound of H F into inequality (4.7), we obtain
The proof is completed by combining inequalities (4.9) and (4.8) and taking the square root of both sides.
Numerical Experiments
In this section, we confirm our theoretical results on some examples. We give two examples for the component wise perturbation. Such perturbations are highly interesting since they appear during various numerical algorithms for singular values [4, 10] . The following example illustrates the given results in lemmas 3.1 and 3.2. The values of W 2 and W F are 0.02 and 0.04, respectively. Applying Lemma 4.1, the left-hand side of this lemma is 0.0792 and the bound on the right-hand side is 0.0833.
Concluding Remarks
We have introduced some bounds for singular values for the full column rank and the full row rank problems. We have investigated the effect of perturbations in singular values when the elements of the matrix are perturbed. This investigation is sufficiently general that holds for any problem scaled from the right hand side. The first question which naturally arises is: what happens if the elements of the matrix are complex numbers or they are dependent on a parameter γ? Finally, a further possible problem to look at, in continuation of the present results is: what about the perturbation theory for the quadratic eigenpblem (λ 2 A + λB + C)x = 0?
