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SYMBOLIC COMPUTATION TO THE AID OF STATISTICAL MECHANICS
I: FOUNDATIONS AND THE 2D ISING MODEL
MANUEL KAUERS 1 AND DORON ZEILBERGER 2
\mais alors en cherchant la gloire il la fuit, et ce n'est qu'en la d edaignant qu'il la trouve"
{ Marcel Proust, ( A la recherche du temps perdu)
\You've got to sing like you dont need the money"{ Kathy Mattea (Comes from the heart,
lyrics by Richard Leigh)
1. Prologue
Until about thirty years ago, physics consisted of two parts: theoretical and experimental. Then
a new kid came to the block, computational physics, that used a computer to `pretend' that it is
nature, and perform many experiments that would be too expensive, and usually impossible to
perform in the real world. Alas, computational physics, with a few pioneering exceptions, used
numerical computations (mostly simulations). We believe that there is room for yet another `kid',
symbolic computations.
The present article will treat the celebrated Ising model (e.g. [3]) from a symbolic computation
point of view.
2. A crash course in statistical mechanics
The general scenari of statistical mechanics consists of very many possible congurations, each
with a certain energy. Not all congurations are created equal, and some are much more likely
than others, as rst realized by the Austrian scientic giant, Ludwig Boltzmann. The probability
of a conguration C, whose energy is E(C) is proportional to
e
 E(C)
kT ;
where k is Boltzmann's constant, and T is the absolute temperature.
It follows that the higher the energy, the less likely it is to show up, the decay being exponential.
In order to get macroscopic (thermodynamic) (average) information, we form the famous Gibbs
Partition function
Z =
X
C2configurations
e
 E(C)
kT ;
and the `average' energy (that physicists call internal energy) is obtained by taking the logarithmic
derivative. Other quantities of interest are obtained by taking higher order derivatives.
(Note that in taking the logarithmic derivative, Z shows up in the denominator, and this makes
sense, in order to normalize the sum of the probabilities to be 1).
Statistical mechanicians are fond of toy models that `simplify' nature, and try to preserve the
qualitative features of the real world. Unfortunately, even these toy models are extremely dicult,
and with rare exceptions, intractable (or at least wide open), and people resort to approximations,
using numerical methods, sophisticated brilliant (but non-rigorous) renormalization theory cal-
culations, and most often, simulations (aka \Monte Carlo methods").
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In this article we will show how symbolic computation may give a new approach to tackling these
dicult models.
3. The grandaddy of all models: The (two dimensional) Ising Model
Fix positive integers m and n, and let M(m;n) be the set (of cardinality 2mn) of all mn matrices
whose entries are  1 or 1 (called `spin down' and `spin up', respectively).
Let
x = e
J
kT ; y = e
H
kT
where J is the so-called coupling constant (and hence a (physical) constant) and H is another
input variable (in addition to T) called the (strength of the) external magnetic eld.
The energy associated to a specic matrix M 2 M(m;n) is dened as follows
E(M) :=  J
0
@
m X
i=1
n X
j=1
(Mi;jMi;j+1 + Mi;jMi;j+1)
1
A   H
0
@
m X
i=1
n X
j=1
Mi;j
1
A:
Here we use the `periodic' convention that Mm+1;j = M1;j and Mi;n+1 = Mi;1.
It follows that the weight of a matrix is
weight(M) := exp( 
E(M)
kT
) = x
Pm
i=1
Pn
j=1(Mi;jMi;j+1+Mi;jMi;j+1)  y
Pm
i=1
Pn
j=1 Mi;j :
Our rst (modest!) goal is just to compute, for as large m and n that our computers and human
ingenuity would allow, the (Gibbs) Partition function (i.e. weight enumerator of the set M(m;n)).
Zm;n(x;y) :=
X
M2M(m;n)
weight(M) ;
a certain Laurent polynomial in the variables x (of degree 2mn and low-degree   2mn) and y
(of degree mn and low-degree  mn).
Later on we would be especially interested in the `square case' (m = n), and the semi-innite strip
case (n = 1).
4. Transfer matrices
A direct [2] way to compute Zm;n(x;y) is to simply construct the set M(m;n) consisting of all
2mn 1 matrices, compute the weight for each and every one of them, and add them all up. But
there is a much more ecient way [3, 4], called the transfer-matrix method.
Let's associate for each integer i between 0 and 2m   1 the m-dimensional f 1;1g column vector
v(i) := (2b0   1;:::;2bm 1   1), where i =
Pm 1
j=0 bj2j is the binary representation of i.
Dene the 2m  2m transfer matrix
T(m) := (Tij)0i;j2m 1 ;
where the typical entry Tij is as follows.
Tij := x
Pm
l=1 v(i)lv(j)l+
Pm 1
l=1 v(j)lv(j)l+1+v(j)mv(j)1  y
Pm
l=1 v(j)l :
Using the transfer matrix, the desired polynomial Zm;n(x;y) can be expressed very succinctly as
Zm;n(x;y) = Tr [T(m)n ] :
It is well-known (and easy to see!) that exponentiation of a matrix is really fast (poly-log time,
using A2k = (Ak)2;A2k+1 = A2kA rather than Ak = Ak 1A), but for a numeric matrix. Here we
have a symbolic matrix, and a naive approach, (once m gets larger) would be unfeasible. But with
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5. The Functions that physicists care about
For the nite (torodial) m  n lattice, one is interested in the Free energy, F
F =  kT logZ ;
Internal Energy, U
U = kT2 @
@T
logZ ;
and Specic heat
C =
@U
@T
:
Physicists are also very interested in the Magnetization, M
M =  
@F
@H
;
and the Isothermal susceptibilty
T =
@M
@H
:
At the \end of the day", people take the limit as both m and n go to innity, but one can already
get a rough idea on what is going on for small values of m and n, as we hope to show soon.
6. The Data for Zm;n(x;y)
For Zn;n(x;y) for 1  n  9 see:
http://www.math.rutgers.edu/~zeilberg/tokhniot/ising/Polys
Very impressively, Per Hakan Lundow[1], has already computed these for n  16
For Zm;n(x;y) for 1  m  5 ; 1  n  11 see:
http://www.math.rutgers.edu/~zeilberg/tokhniot/ising/Polys1
7. The Semi-Infinite case
Physicists are not really interested in the polynomials Zm;n(x;y) for their own sake but in the
logarithm
logZm;n :
But, physicists (and chemists) that believe in the (ctional!) innity, are really interested in the
free energy F(x;y)
F :=  kT lim
m!1 lim
n!1(mn) 1 logZm;n(x;y) :
For the case y = 1 (zero magnetic eld), this is known explicitly, thanks to the mathematical
tour de force (using very abstract representation theory!) of 1968 Chemistry Nobelist, physicist
Lars Onsager. For general y this is a wide-open, possibly impossible, problem. So all we can hope
for, so far, is getting `close to innity'.
But, following Onsager, we can try and do the semi-inite case, and get explicit expressions for
Am(x;y) :=
1
m
lim
n!1n 1 logZm;n(x;y) :
It is well known [3] (and easy to see) that Am(x;y) is the largest root of the characteristic equation
of the transfer matrix T(m)
det(T(m)   I) = 0 :
Hence, it is a solution of an algebaric equation (by an appropriate change of independent and
dependent variables, it could be viewed as formal power series). It also follows that the logarithm
(and of course, its derivatives with respect to both variables) are holonomic formal power series
(or functions) in both variables. Later on we will give holonomic representations to Am(x;y) for
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