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Abstract 
During the last two decades, wireless technologies have demonstrated their importance not only 
in people’s personal communications but also as one of the fundamental drivers of economic 
growth, first in the form of cellular networks (2G, 3G and beyond) and more recently in terms of 
wireless computer networks (e.g. Wi-Fi,) and wireless Internet connectivity. Currently, the 
development of new packet radio systems is evolving, most notably in terms of 3GPP Long 
Term Evolution (LTE) and LTE-Advanced, in order to utilize the available radio spectrum as 
efficiently as possible. Therefore, advanced radio resource management (RRM) techniques have 
an important role in current and emerging future mobile networks.  
In all wireless systems, data throughput and average data delay performance, especially in the 
case of best effort services, are greatly degraded when the traffic-load in the system is high. This 
is because the radio resources (time, frequency and space) are shared by multiple users. Another 
big problem is that transmission performance can vary greatly between different users, since the 
channel state depends heavily on the communication environment and changes therein. To solve 
these challenges, new major technology innovations are needed.  
This thesis considers new practical fairness-oriented and quality-of-service (QoS) -aware RRM 
algorithms in OFDMA-based packet radio networks. Moreover, using UTRAN LTE radio 
network as an application example, we focus on analyzing and enhancing the system-level 
performance by utilizing state-of-the-art waveform and radio link developments combined with 
advanced radio resource management methods. The presented solutions as part of RRM 
framework consist of efficient packet scheduling, link adaptation, power control, admission control 
and retransmission mechanisms. More specifically, several novel packet scheduling algorithms are 
proposed and analyzed to address these challenges. 
This dissertation deals specifically with the problems of QoS provisioning and fair radio resource 
distribution among users with limited channel feedback, admission and power control in best effort 
and video streaming type traffic scenarios, and the resulting system-level performance. The work 
and developments are practically-oriented, taking aspects like finite channel state information 
(CSI), reporting delays and retransmissions into account. Consequently, the multi-user diversity 
gain with opportunistic frequency domain packet scheduling (FDPS) is further explored in spatial 
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domain by taking the multiantenna techniques and spatial division multiplexing functionalities into 
account.  
 Validation and analysis of the proposed solutions are performed through extensive system 
level simulations modeling the behavior and operation of a complete multiuser cell in the overall 
network. Based on the obtained performance results, it is confirmed that greatly improved fairness 
can be rather easily built in to the scheduling algorithm and other RRM mechanisms without 
considerably degrading e.g. the average cell throughput. Moreover, effective QoS-provisioning 
framework in video streaming type traffic scenarios demonstrate the effectiveness of the presented 
solutions as increased system capacity measured in terms of the number of users or parallel 
streaming services supported simultaneously by the network.  
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Chapter 1 
 
Introduction 
1.1 Research Area and Motivation 
In recent years, the growing demands for wireless and mobile services have led to considerable 
research towards the development and integration of technologies that allow fulfilling the long-
dreamed goal of “anything, anytime, anywhere” communication. As a concrete example, as part 
of the Third Generation Partnership Project (3GPP) Release’5 standardization work on 
Wideband Code Division Multiple Access (WCDMA) [1]-[3], the concept of High Speed Packet 
Access (HSPA) has been introduced achieving wireless data rates in the order of 10 Mbps [4], 
[5]. Current evolution is driving bit rates up from today’s figure of around 10 Mbps in 3/3.5G 
HSPA towards 100 Mbps in  Evolved Universal Terrestrial Radio Access Network (E- UTRAN) 
[6], [7] and eventually towards 1Gbps in future mobile networks (IMT Advanced) [8]. To 
support these goals, all established standardization bodies (3GPP, IEEE, etc.) have recently set 
up coherent design objectives to emerging radio system developments. These are: flexible radio 
system and waveform bandwidths in the range of 20-100 MHz, greatly improved spectral 
efficiency, improved system capacity and coverage, and packet switched domain only services 
[8]-[10].  
In general, the purpose of radio resource management (RRM) is to ensure planned coverage for 
each service, required connection quality, reasonable inter-user fairness, and to optimize the 
system resource usage [11] in terms of time, frequency and spatial domains. The use of 
sophisticated RRM algorithms, such as channel-aware packet scheduling and link adaptation, 
enables efficient utilization of these air interface and hardware resources and enables system 
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performance improvements. On the other hand, most of the emerging RRM enhancements 
require channel state and other side information to be communicated between base stations and 
terminals, which in turn considerably increase the signaling overhead in the system [5], [6], [12], 
[13]. Finding a good practical balance between the amount of side-information signaling and the 
resulting RRM performance improvements is the main problem area, to which this dissertation 
work is focusing on. The main emphasis is on RRM solutions, and especially packet scheduling 
methods, that take the inter-user fairness into account such that reasonable bit rates can also be 
obtained close to cell edges. Another big challenge in future radio systems is related to the 
Quality of Service  requirements of the emerging new wireless data and multimedia services 
[14], like video streaming. To satisfy various QoS requirements of different services, like 
stringent delay constraints, joint optimization and design of the physical layer and RRM layer 
mechanisms is needed. This is also one of the main themes in this dissertation work, especially 
in the later part of the work and associated publications [P5], [P7], [P8]. 
At physical layer, one essential enabling tool towards reaching the above goals and in 
increasing the radio system performance is to use several transmitter and receiver antennas (in 
both base stations and mobile terminals) known as the multiple-input multiple-output (MIMO) 
technique, in order utilize the spatial domain in addition to more traditional time and frequency 
domains. In the seminal works reported e.g. in [15], [16], it was shown that the capacity of a 
MIMO link can be up to N times larger than the single-antenna link capacity where N is the 
minimum of the numbers of transmit and receive antennas. In general, the term MIMO includes 
traditional beamforming, diversity techniques and spatial multiplexing techniques [16]. To reach 
the ambitious target peak data rates of 3GPP Long Term Evolution (LTE)/LTE-Advanced, 
MIMO in terms of spatial multiplexing and diversity is exploited to increase the peak data rate of 
users. While currently the main focus in LTE/LTE-Advanced standardization is on closed-loop 
precoded MIMO schemes, the work in this thesis focuses more on relatively simple open-loop 
type schemes where explicit channel response is not known at the transmitter side for precoding 
purposes. This is partially because most of the reported work was already completed in 2006-
2009 during which the open-loop schemes were considered as the core baseline technology. 
At system level, the spatial domain enabled by multiple antennas can be utilized in terms of 
either the single-user (SU) or multi-user (MU) MIMO approach. From the RRM point of view, 
the former (SU) restricts the use of one time-frequency-space resource element to individual user 
equipment, while the latter (MU) enables multiuser sharing of individual time-frequency space 
resource elements. In this thesis, we consider both SU-MIMO and MU-MIMO developments 
since practically all radio systems are anyway inherently multiuser systems. 
3 
1.2 Related Work and Earlier Contributions 
The performance of different packet radio networks has been widely investigated in the 
literature. Good selected examples are e.g. [1]-[5] and the references therein. Earlier WCDMA 
and HSPA network performance results [5]-[14] have been considered as the first step towards 
the new UTRAN LTE standard in 3GPP. The major outcomes reported in [19]-[22] pointed out 
the direction and gave the preliminary knowledge of what should be expected from LTE in terms 
of system capacity. The problem of efficient resource usage arose and was further addressed by 
proposition of RRM techniques reported e.g. in [23]-[26]. In [27], [28] the study considered 
various network aspects, traffic models, cell scenarios, and packet scheduling strategies, thus 
revealing the tradeoff between system throughput, cell coverage and user fairness. 
The problem of choosing the right scheduling strategy in OFDMA- based packet networks 
gained much attention, e.g. [11], [17], and the supported studies in this direction indicated  
replacement of the “blind” scheduling strategies (like classical round robin, RR) by more 
advanced throughput/fairness oriented approaches (such as proportional fair, PF) [2], [5], [6]. In 
[29],[P1] decoupled time-frequency domain PS strategy is introduced revealing the potential of 
Proportional Fair scheduler. It was shown that time domain (TD) - frequency domain (FD) 
division and processing gives better control over user fairness, as well as considerable gains in 
throughput and coverage compared to opportunistic time domain packet scheduling (TDPS) 
alone. Consequently, in [30] the performance of spatial division multiplexing (SDM) multiple-
input multiple-output (MIMO) techniques combined with FDPS is demonstrated to enhance the 
system capacity. Thus, new challenge appeared to RRM framework as the extended spatial 
domain functionality requires extended modifications to RRM entities. Moreover, it was found 
that there are always interactions of MIMO with other performance gain mechanisms in the 
system and the gain from different functionalities cannot be added to each other as if they were 
addressed separately. This is also one central theme in this dissertation work, through realistic 
system-level performance studies. Various system-level verification results on different proposed 
MIMO schemes with different complexity, signaling requirements and gain mechanisms have 
been reported in [31]-[33], [P2], [P10], [P11]. The major outcome is in selecting PF-based 
scheduling algorithms as a primary strategy in future network evaluations. Thus, most of the 
proposed scheduling strategies originate from PF and target better resource utilization and 
further system performance optimizations.  
The solutions proposed in [33]-[40] considered the role of UE feedback as the key element in 
RRM functionality. Several Channel Quality Indicator (CQI) design cases were proposed 
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together with corresponding performance analysis in OFDMA systems [36], [37]. In these 
works, it was clearly indicated that terminal measurement, estimation imperfection, compression 
and delays of user reports have significant impact on the system performance. Consequently, 
reducing the signaling overhead by introducing different reduced feedback schemes is 
demonstrated to be another key factor, e.g., in [39]. These are also considered in details in the 
system performance evaluations presented in this thesis.     
Extensive performance analysis of advanced RRM functionalities includes traffic scenarios, 
QoS guarantees, user velocities etc.  Considering PS as a key element in QoS provisioning, the 
basic PF principle does not fully consider the user’s QoS requirements in its scheduling 
operation. Different variations of PF scheduler have been proposed to enhance the QoS-
awareness, such as the guaranteed bit rate (GBR) or the maximum allowed packet delay, e.g. in 
[41], and also in this dissertation work in [P5], [P7]. Another proposed variation uses required 
activity detection (RAD) to adjust the user priorities based on scheduling history [42].  The 
performance of QoS-aware packet schedulers in real time and non-real time traffic has been 
extensively studied in [43]. The state of the art packet schedulers consider mixed type traffic 
scenarios and service differentiation based on queue state information parameters, which are not 
considered in this thesis work. Instead, video streaming traffic is used to estimate the number of 
UEs that can be supported by the system with employed QoS constrains [P8]. 
There is also a vast collection of works in the literature that address scheduling and resource 
allocation from a more theoretical perspective, assuming e.g. perfect instantaneous channel 
knowledge. Examples of such work are found in [44]-[46]. In this dissertation work, as already 
stated, the focus is on advanced packet scheduling and other RRM functionalities in a practical 
mobile cellular radio network context, and thus the forthcoming presentation also focuses on 
practical perspectives instead of deep theoretical issues. 
1.3 Research Objectives and Outcomes 
Future multiuser packet radio systems provide new opportunities to enhance system spectral 
efficiency and to obtain high data rates, low latency and packet optimized cellular network. 
These challenges are directly bound to RRM functionality comprising fast link adaptation (LA) 
including adaptive modulation and coding (AMC), dynamic packet scheduling (PS), power 
control (PC), admission control (AC) and reliable transmission – retransmission schemes e.g. 
HARQ. Increasing the average sector throughput, inter-user fairness, and/or coverage requires 
fast interaction between PS and LA entities as well as accurate channel-state (feedback) 
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signaling. Another closely-related aspect is the utilization of advanced MIMO techniques and 
thereby providing spatial domain expansion to RRM functionality. On the other hand, QoS 
provisioning requires QoS aware PS strategy and AC. 
 This research focuses on the above advanced radio resource management techniques in future 
multiuser packet radio systems and examines the resulting radio system performance at cell 
level. The main RRM mechanisms considered here are fast channel-dependent scheduling, link 
adaptation and re-transmission methods under reduced practical feedback information. 
Moreover, we also consider the elementary use of multiple transmit and receive antennas, 
combined with advanced RRM techniques. RRM functionalities that take into account the 
physical layer waveform design as well as the different QoS requirements of various wireless 
services are becoming increasingly important in emerging radio communications systems. Thus, 
both best effort type full buffer traffic as well as video streaming type traffic scenarios are 
considered in this work. Furthermore, lots of emphasis is put on most of the developments in 
inter-user fairness such that service areas like cell edges where signal-to-interference-plus-noise-
ratios (SINR) are low can also receive reasonable levels of service experience. The issue of 
heavily varying bit rates in cellular networks has recently received vast media attention, and the 
Finnish authorities have imposed more strict regulations on mobile operators as to how they 
advertise their network performance. Indeed, marketing based on the (theoretical) highest bit 
rates only is not considered anymore appropriate but the focus is more on the range of realistic 
bit rates that can be expected when receiving service from the network. This can also be seen as 
one incentive for mobile operators and network vendors to develop solutions to improve the 
fairness and cell-edge performance of their networks, being thus very well in-line with the 
contents of this thesis work.  In order to make the studies realistic, the 3GPP LTE cellular radio 
framework and design considerations are mostly used in the developments and analysis [14].      
The main outcomes and contributions of this dissertation work include the following 
(1) Development of novel channel-aware packet scheduling (PS), link-adaptation (LA), 
channel-state (feedback) signaling and re-transmission mechanisms for future multiuser 
OFDMA-based packet radio systems. Special focus is put on efficient packet scheduling 
algorithms with increased resource allocation and inter-user fairness in case of best effort 
type full buffer data. [P1], [P3], [P5], [P8]-[P11].  
(2) System performance analysis of advanced RRM algorithms with single and multi-antenna 
transmission schemes and reduced feedback information. Moreover, different cell 
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scenarios are used for further performance evaluation of the proposed multiuser PS 
algorithms [P2], [P3], [P9], [P10].   
(3) Development of novel power-aware packet scheduling schemes and performance 
evaluations under different soft frequency reuse (SFR) scenarios. [P4], [P5], [P11] 
(4) System performance analysis with advanced RRM algorithms under high-velocity 
scenarios. Specifically, different user velocities are considered in the performance 
evaluations and the impact over packet scheduler functionalities is investigated [P6].   
(5) Development of novel QoS-aware packet scheduling schemes and performance 
evaluation for real-time video traffic scenarios. More precisely, this includes 
development of new packet scheduling schemes for video streaming scenarios with 
emphasis on QoS guarantees, like delay constraints, and user fairness [P7], [P8].   
(6) Development of extensive quasi-static cellular system network simulator to analyze and 
verify the system-level performance of the developed RRM and interference management 
algorithms. Special focus is on obtaining realistic comparative performance figures in 
emerging OFDMA-based radio system context and especially LTE. 
1.4 Scientific Methods Employed 
While classical radio link level work, like waveform and coding oriented developments, and 
associated performance analysis can in many cases be addressed analytically by pen and paper, 
the modeling of a complete mobile radio network or even a single cell with one base-station and 
multiple user equipment is extremely complex. The central methodology in system level work is 
appropriate modeling of key entities, like packet scheduling, link adaptation, packet transmission 
and re-transmission, and especially the complex interactions between them. In this work, 
propagation models are used for characterizing the impacts of the core radio environment, and 
when combined with essential transmitter and receiver signal processing elements and 
interference scenarios, SINR expressions can be formulated. The behavior of the SINR’s of 
different UEs over time, frequency and space, when moving in the serving cell and being 
controlled by the e-NB then form the basis for algorithm-level work in optimizing the behavior 
of, e.g., packet scheduler and link adaptation. Furthermore, incorporating the QoS requirements 
of different wireless applications, in terms of, e.g., minimum bit rate and/or maximum delay 
requirements, through appropriate service modeling is one central aspect. Due to the massively 
complex interactions of the core processes, analytical closed-form performance analysis of the 
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whole network is not feasible, but system-level simulations are utilized instead, where all the 
functionalities and central processes and their evolution over time are modeled in software. This 
also allows then varying many central parameters, like number of users, cell size, exact 
scheduling metrics, etc., and observing the impact at the network level. Furthermore, statistics of 
the individual users can also be collected and examined. In this thesis work, we mostly aim at 
conforming to baseline performance evaluation requirements set by 3GPP for LTE [14].  
1.5 Novelty and Contributions 
The main contributions of this study are the design and analysis of a downlink RRM 
framework taking into account the complex interaction of  PS, LA, and HARQ entities combined 
with practical finite-rate feedback reporting schemes and MIMO Tx/Rx techniques in LTE-
downlink-type OFDMA networks. Advanced multiuser fairness-oriented, power-aware and QoS-
aware packet scheduling algorithms exploiting the finite-rate user feedback in terms of CQIs are 
proposed, studied and analyzed. Extensive system simulator development, taking into account 
complex interactions and practical limitations, is carried out during the PhD study to evaluate the 
performance of the proposed algorithms including mathematical modeling considerations as well 
as software design, implementation and testing. Such practically oriented system-level 
performance analysis of the proposed RRM methods is tailored towards the LTE DL network 
model as a practical application scenario. Consequently, implementation of the proposed RRM 
methods is seen to rest on a solid basis and is expected to be fairly straight-forward through 
appropriate software updates to existing RRM mechanisms in eNode-Bs.  
1.6 Thesis Outline 
The rest of this dissertation is organized as follows: 
x Chapter 2, Mobile Network Evolution towards LTE-Advanced: This chapter presents a brief 
overview of the mobile network system evolution with emphasis on 3GPP LTE.  
x Chapter 3, RRM in LTE-Downlink type OFDMA Packet Radio Systems – Fundamentals and 
Proposed Advanced Methods: This chapter presents a general description of the downlink 
RRM functionalities in LTE. Furthermore, a description of PS and its interaction with HARQ, 
LA including AMC are detailed. The more advanced methods proposed in this thesis work are 
also described. 
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x Chapter 4, System-Level Performance Evaluation Methods and Simulation Tool: This chapter 
describes the system simulation techniques and tools for evaluating network performance. 
Furthermore, the detailed description of key modeling aspects and parameters are presented 
and discussed.  
x Chapter 5, Selected Research Outcomes and Examples: This chapter provides examples of the 
most essential findings and outcomes within the framework of proposed packet scheduling 
algorithms and system level performance. Illustrations of the obtained network performance 
with the proposed methods are given, analyzed and discussed. 
x Chapter 6, Conclusions: This chapter provides a summary of the overall study with 
concluding remarks. 
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Chapter 2 
 
Mobile Network Evolution towards LTE-
Advanced  
2.1 Mobile Network Evolution 
Mobile network evolution is the successful outcome of cooperation among numerous partners 
in 3GPP, 3GPP2, IEEE, Internet Engineering Task Force (IETF) and others. Today, the global 
dominant paths have been developed mainly by 3GPP and IEEE, as presented in Figure 1. 
Evolution began several decades ago with the early deployments of analog cellular system 
concept. In the 1980s the first generation mobile technology appeared, supporting voice only 
services. The analog Nordic Mobile Telephony (NMT) was the first international mobile 
communication system introduced in Nordic countries in 1981, simultaneously with the 
introduction of analog Advanced Mobile Phone Service (AMPS) in North America. The bulky 
size of the user equipment, the inconsistent voice quality and the high service cost were some of 
the main drawbacks. After the introduction of the ‘roaming’ concept and digital technology, it 
was realized that new mobile standards are needed. 
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Figure 1: Mobile communication standards and systems. 
 
2.1.1 Second Generation (2G and 2.5G) Systems 
In the early 1990s the 2nd generation (2G) mobile communication system was introduced as 
Global System for Mobile Communications (GSM). Here the major advances were the newly 
provided data services enabling text messaging (SMS) and elementary e-mail as well as reduced-
size equipment and lower costs. However, introducing new services and applications in 2G was 
fairly limited due to the low data rates being only in the order of 10 kbps or so.  
Later on, with the introduction of packet switched services, the radio access system was 
upgraded to the General Packet Radio Service (GPRS) architecture referred to as 2.5G. Users 
were able to be permanently online and paying only for actual data used. Thus, GPRS offered 
data services like multimedia messaging, e-mail downloads or transaction based commerce 
applications.   
The GSM air interface soon turned out to be too limited for practical network data and thus the 
core of the radio interface was upgraded further towards Enhanced Data rates for Global 
Evolution (EDGE) and Enhanced GPRS, respectively [1]-[5]. By incorporating 8PSK 
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modulation together with fast link adaptation across GPRS air interface, user data rates were 
significantly increased. EDGE enabled provisioning of new services like e-newspaper, image 
and sound file transfer, IP-based video telephony and improved end-user experience over e-mail 
downloads and web browsing. At this point, most of the global mobile communications were 
enabled by the 2/2.5G technologies but the new applications required much higher data rates 
than these networks were able to offer. Radio network evolution based on end-user experience 
for the different applications requirements is illustrated in Figure 2 using two key network 
performance parameters – bit rate and latency.   
 
 
Figure 2:  Radio network evolution and end-user experience with different applications 
requirements. 
2.1.2 Third Generation (3G and 3.5G) Systems 
The next step came in 1999 with the introduction of Wideband Code Division Multiple Access 
(WCDMA) air interface for Third Generation systems (3G). Named as Release ’99 and 
standardized by 3GPP, the WCDMA was the most global radio technology in commercial use. 
The UMTS specified the technical requirements [47] for different operational environments, 
mobility and architectures, setting the base of the global International Communication Union 
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(ITU) IMT-2000 standard [48]. The general requirements for high system throughput were met 
with theoretical data rates of 2 Mbps, while the practical data rates typically range between 0.3 – 
1 Mbps. The services provided by WCDMA were similar to those of EDGE, with the additional 
support of delay-sensitive applications such as VoIP.  
Recognition of the multiuser network limits with higher and bursty data rates together with 
power consumption concerns gave rise to the next evolutionary step to the High Speed Packet 
Access (HSPA) concept defined in 3GPP Releases 5 – High Speed Downlink Packet Access 
(HSDPA) and 6 - High Speed Uplink Packet Access (HSUPA). HSPA boosted system capacity 
and increased user data rates considerably [49], [50]. HSDPA offers 14.4 Mbps peak data rates, 
while HSUPA reaches 5.76 Mbps. In reality, depending on factors like cell load, the actual peak 
data rates are again typically much lower than these. With these technologies, however, users can 
experience better Internet and intranet access, faster file downloads and employment of 
elementary streaming applications.  
The HSDPA concept consists of a new downlink time shared channel that supports a 2-ms 
transmission time interval (TTI), adaptive modulation and coding (AMC), multi-code 
transmission, and fast physical layer hybrid ARQ (H-ARQ). The link adaptation (LA) and packet 
scheduling (PS) functionalities are executed directly from the Node B, which enables them to 
acquire knowledge of the instantaneous radio channel quality of each user. This knowledge 
allows advanced packet scheduling techniques that can profit from a form of selection 
(multiuser) diversity.      
The next update from 3GPP came as Release 7 and included the support of higher order 
modulation - 64 Quadrature Amplitude Modulation (64QAM) and the use of dual-stream 
Multiple Input - Multiple Output scheme [51]. As a result, the peak data rates reached 42 Mbps 
and HSPA also provided more efficient and new protocol architecture, physical channels and 
RRM algorithms. These techniques are in commercial deployments today. 
2.1.3 3GPP Long Term Evolution (LTE) 
From the radio link spectrum efficiency point of view, HSPA with its enhancements is 
relatively close to the theoretical maximum defined by Shannon’s law in 5 MHz carrier 
bandwidth, and assuming single antenna transmission. Further improvements are achieved only 
by introducing wider carrier bandwidths and advanced antenna systems. On the other hand, 
going for higher bandwidths with spread spectrum techniques would lead to problems with, e.g., 
intersymbol interference (ISI) and complex equalization would evolve. The bandwidth 
scalability requirements would be another challenge. 
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Clearly, the next upgrade required further change in radio technology and came within 3GPP as 
Release 8 - Long Term Evolution (LTE), whose radio access is called Evolved UMTS Terrestrial 
Radio Access Network (E-UTRAN) [52]. LTE targets long term competitiveness and is expected 
to substantially improve end-user throughputs and sector capacity, reduce user plane latency and 
provide full mobility. Also, LTE is designed to provide support for IP-based traffic with end-to-
end Quality of service (QoS), VoIP support and better integration with other multimedia 
services. The target aimed at was downlink peak rates of at least 100 Mbps, and uplink of at least 
50 Mbps. LTE Release 8 was closed in Spring 2009 and the work continued towards Release 9 
increasing the sophistication of LTE [53]. Initial trial deployments of LTE started in December 
2009. Release 9 ended in spring 2010 enabling introduction of many new different services and 
meeting the demands of future LTE users.  Currently, development is focused on LTE – 
Advanced (LTE Release 10 and beyond) to further increase the system performance of radio 
access networks and to respond to the demands of rapidly growing traffic. More detailed 
discussion of LTE is given in Section 2.2. 
Driven by the market and competitiveness, there has also been intense research to further 
improve the data rates in HSPA standard. Release 8 (HSPA+) increased HSDPA peak data rate 
up to 42 Mbps by introducing dual-carrier operation with 10 MHz total bandwidth. Soon after, 
Release 9 added MIMO support in downlink doubling the peak data rates and introduced 10 
MHz bandwidth with 16 QAM in uplink achieving 23 Mbps peak data rates. Similarly as 
Release 8, Release 10 increased the bandwidth to 20 MHz and doubled the obtained data rates to 
168 Mbps in DL. Development of HSPA continues in parallel with LTE –Advanced. A natural 
next step for HSPA Release 11+ is to further extend the supportable bandwidths to 40 MHz with 
4x4 MIMO support achieving theoretical peak rates of 672 Mbps in downlink. In uplink 
direction, MIMO support and 64 QAM is added achieving 70 Mbps.    
Other technologies, like WLAN/WiFi (IEEE 802.11 series) featuring high data rates and low 
latency connections have also tried to extend towards mobile communications [54]. The 
technology works well in small cell areas and very low mobility, but its extensions to wide area 
networks have not succeeded due to mobility, coverage and cell-edge interference problems.  
Later, the WiMAX (802.16e IEEE standard) appeared, focusing mainly on overcoming the 
shortcomings of WLAN/WiFi [55], [56]. Even though increased mobility and high data rates 
were achieved, it resulted in a complex specification and solutions more suitable for fixed 
wireless links, fixed wireless broadband or complementary technology to cellular networks like 
WLAN.   
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The evolution of standards and systems impact on the expansion of the coverage and mobility 
of practical deployments are illustrated in Figure 3. Moreover, the classical performance 
measures of coverage and voice capacity have been further extended and converted to new ones 
in terms of achieved user throughputs with low latency and satisfying certain QoS constraints.   
 
Figure 3: Scope of cellular system evolution. 
2.2 3GPP Long Term Evolution 
2.2.1 Introduction 
As outlined above, LTE is the next major step in mobile radio communications after HSPA and 
is introduced in 3GPP Release 8. The project started in December 2004 in Study Item (SI) titled 
“Evolved UTRA and UTRAN”. The main objective of this SI was to develop a framework for 
the evolution of the UTRAN towards a high-data-rate, low-latency and packet-optimized radio-
access technology. The SI was needed to certify that the LTE concept could meet the 
requirements specified in [57], such as the following: 
x Increased peak data rates: 100 Mbps downlink and 50 Mbps in uplink 
x Scalable bandwidth of 20 MHz, 15 MHz, 10 MHz, 5 MHz, 3 MHz and 1.4 MHz 
x IP optimized – packet switched domain only 
x Reduced Latency of 50-100 ms for C-plane and less than 10 ms for U-plane 
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x Improved spectral efficiency (up to four times compared to HSPA Release 6) 
x Multi-antenna configuration 
x Improved coverage and capacity 
x Improved mobility    
Another major step in LTE deployment was the introduction of new simplified network 
architecture to meet the requirements set by the increased data traffic volume, low latency and 
cost effective operation. Thus, the standard is considered as a milestone towards LTE-Advanced 
and the full IMT- Advanced capability [58]. 
2.2.2  System Architecture 
System Architecture Evolution (SAE) is designed to optimize network performance by 
increasing data plane efficiency and minimize the number of nodes facilitating IP-based services. 
SAE Gateway (GW) is introduced replacing earlier intermediate nodes such as Radio Network 
Controller (RNC), the Serving GPRS Support Node (SGSN) and the Gateway GPRS Support 
Node (GGSN). The second node in SAE architecture user plane is the LTE base station (eNode-
B) connected to the core network over the so-called S1 interface. The LTE flat system 
architecture significantly reduces the number of associated nodes in the connections as well as 
the inter-node data traffic delays. Furthermore, the central control functions are now distributed 
between Mobility Management Entity (MME) and eNode-B connected through a new logical 
interface called X2. The eNode-B functionality is greatly extended compared to 3G Node-B. The 
LTE Radio Access Network (RAN) architecture is presented in Figure 4.   
 
 
Figure 4: LTE Radio Access Network (RAN) architecture [52]. 
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2.2.3 Overview of LTE air interface  
3GPP chose Orthogonal Frequency Division Multiplexing (OFDM) based radio access 
technology for LTE. OFDM meets the requirements for spectrum flexibility, increased 
robustness against frequency selective fading or narrowband interference and seamlessly 
providing cost-effective solutions. The technology is also well-suited for multiantenna operation, 
is proven to provide high spectral efficiency and is well-established in standards like IEEE 
802.11a/b/g, IEEE 802.16, HiperLAN-2, Digital Video Broadcast (DVB) and others.  Through 
the Orthogonal Frequency Division Multiple Access (OFDMA) principle, where different UEs 
are simultaneously scheduled but on different subsets of subcarriers, multicarrier modulation 
also enables efficient frequency domain scheduling and link adaptation.  
2.2.3.1 Downlink (DL) 
The core multicarrier modulation principle consists of using many narrow and mutually 
orthogonal subcarriers in parallel, which can in principle be data modulated independent of each 
other. This enables, e.g., channel-dependent adaptive modulation and coding across the 
subcarriers, and also simplifies channel equalization on the receiver side. In LTE, the baseline 
subcarrier spacing is 15 kHz, and the available data modulations are QPSK, 16QAM, and 
64QAM. A group of subcarriers is called physical resource block (PRB) and consists of 12 
subcarriers. In a multi-user setting, meaning OFDMA, individual UE bandwidths are allocated as 
multiples of PRBs and also the modulation and coding parameters can be adjusted at PRB level, 
based on the reported channel qualities.  
In a practical implementation, an Inverse Fast Fourier Transform (IFFT) block is used for the 
actual baseband waveform generation from the blocks of subcarrier symbols. Transmitter then 
inserts a Cyclic Prefix (CP) extension to the time domain multicarrier symbol, which is longer 
than the channel impulse response. Such a CP eliminates Inter-Symbol Interference (ISI) and 
also enables simple one-tap equalizers, per subcarrier, on the receiver side.  
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Figure 5: OFDMA baseband transmitter and receiver [2]. 
 
At the receiver side as shown in Figure 5, the signal is moved from time domain representation 
to frequency domain representation by a Fast Fourier Transform (FFT) block. Since cyclic 
insertion and removal is done at the transmitter and the receiver respectively, ISI, caused by the 
multipath propagation, is no longer a problem unlike in WCDMA. On the other hand, the 
receiver has to deal with the impact of a frequency selective multipath channel at subcarrier 
level, which essentially means correcting for the frequency dependent phase and amplitude 
changes of the received subcarriers. Thus, subcarrier-wise equalization is performed after FFT to 
remove the channel impact for each subcarrier utilizing the estimated channel response. The 
downlink reference symbols, which are placed in both time and frequency domains, are used to 
estimate the channel frequency response at data subcarriers by interpolating the impact of 
channel at reference subcarrier symbols. 
2.2.3.2 Uplink (UL) 
In UL direction, 3GPP decided to use single-carrier frequency division multiple access (SC-
FDMA), instead of plain OFDMA, in order to reduce the Peak-to-Average Power Ratio (PAPR) 
while still enabling efficient frequency–domain equalization at the receiver side stemming from 
the subcarrier structure. In SC-FDMA, an extra Discrete Fourier Transform (DFT) block is used 
to move subcarrier data symbols from time domain to frequency domain. Hence the names DFT-
spread OFDMA and DFT-precoded OFDMA are also commonly used in this context. After the 
mapping of resources in the frequency domain, the data symbols are converted to time domain 
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symbols by using IFFT. As in an OFDMA system, the CP is inserted periodically to avoid ISI 
between SC-FDMA blocks and to enable subcarrier-wise simple equalization. 
At the receiver side, cyclic prefix removal and FFT are applied, as shown in Figure 6. After 
that, subcarrier level channel equalization is deployed. The reference symbols used for channel 
estimation are located in the middle of each slot. After equalization, Inverse Discrete Fourier 
Transform (IDFT) operation at the receiver side removes the DFT “precoding” and transforms 
the signal back to the time domain. 
 
^
 
Figure 6: SC-FDMA baseband transmitter and receiver [2]. 
2.2.3.3 Multi-antenna/MIMO techniques 
In the last decade, multi-element antenna arrays have been adopted for reliable communications 
and higher data rates compared to Single Input Single Output (SISO) systems. The major 
considered drawback in the deployment of the Multiple Input Multiple Output (MIMO) systems 
is the increased hardware complexity on one side and the cost on the other side due to multiple 
expensive RF chains (e.g., low noise amplifiers, mixers and analog to digital converters on the 
receiver side). Conversely, the increasing demand for higher data rates and the reduction of the 
capital expenditures (CAPEX) make MIMO technology more favorable from the operator’s 
point of view. Therefore, the first release of LTE standards covers up to 4 antennas while LTE-A 
will support 8 antennas in order to achieve IMT-A targets. 
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Figure 7: Basic models in multi-antenna systems.  
 
In general, by deploying multiple antennas on the transmitter and receiver sides, the spatial 
domain also enters the picture, in addition to the classical time and frequency domain. In short, 
multiple transmit and receive antennas can be used in order to 
x create directional properties to transmitting and receiving devices through, e.g., 
classical antenna array beamforming 
x improve the radio link reliability through various diversity methods 
x increase the radio link spectral efficiency through spatial multiplexing principles, called 
single-user (SU) MIMO 
x multiplex many user devices into same time-frequency chunk, called space-division 
multiple access or multiuser (MU) MIMO 
 
In classical beamforming, antenna arrays have directional properties such that the radiated 
useful signal power is used more efficiently. This is often called array gain. In addition, when 
combining signals properly on the receiver side with multiple receiver antennas, the useful signal 
component is combined coherently while noise is combined incoherently. This gives gain against 
noise in terms of average SNR. 
In spatial diversity, on the other hand, the purpose is to improve the radio link reliability by 
creating multiple independent signal paths between the transmitting and receiving devices. This 
has the impact of improving the effective distribution of the link SNR/SINR in fading channels 
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and is called diversity gain. Without channel knowledge on the transmitter side, space-time or 
space-frequency coding (through e.g. Alamouti code [59] ) can in practice be deployed to create 
spatial transmit diversity. Even more simple scenario is receiver diversity where receiving the 
transmit signal through multiple parallel antennas and receivers, together with appropriate signal 
combining, yields diversity. LTE downlink supports both space-frequency transmit coding as 
well as receiver diversity, depending on the transmission mode, starting already from Release 8.  
If, on the other hand, channel knowledge is already available in the transmitter, the transmit 
signal can be pre-processed such that the parallel antenna signals combine coherently when 
arriving in the receiver antenna. This will also yield diversity gain, and is sometimes called 
closed-loop beamforming. LTE downlink supports closed-loop beamforming starting from 
Release 9. 
 In spatial multiplexing, in turn, the idea is to increase the spectral efficiency and transmission 
throughput by transmitting simultaneously multiple parallel bit streams over a given time-
frequency resource. In principle, multiple parallel streams can be coded and modulated 
independently of each other. Such separate MCS’s for different streams or sets of streams are 
typically called codewords, especially in LTE terminology. LTE downlink supports a maximum 
of two codewords and 1-2 streams or layers in 2x2 and 4x2 cases, and 1-4 streams or layers in 
4x4 case, respectively. When arriving in the receiver, such overlay signals will obviously 
interfere with each other and stream separation through spatial equalization is needed. Linear 
minimum mean squared error (LMMSE) spatial equalizer is one of the baseline receivers in LTE 
performance evaluations, but more advanced receivers stemming e.g. from Maximum Likelihood 
(ML) detection are also possible. Exact choice of receiver is not specified in the standard and is 
up to the device manufacturer to decide. In general, if the transmitter has channel knowledge, it 
can also preprocess the transmit signals to partially assist stream separation in the receiver. This 
is typically called closed-loop precoding and closed-loop spatial multiplexing. With or without 
pre-coding, the number of spatially multiplexed streams is upper-limited by the rank of the core 
propagation channel matrix. The rank, in turn, can at best be the minimum of the number of 
transmit and receive antennas. 
Spatial multiplexing capabilities of MIMO channels can also be used for UE multiplexing. 
When all the streams belong to one receiver or UE, the corresponding time-frequency slot is 
used for only one user and hence called SU-MIMO. Then if two or more users are multiplexed 
on the same time-frequency resource, true spatial domain multiple access takes place and is 
called MU-MIMO. LTE downlink Release 9 supports maximum of 2 users in MU-MIMO mode. 
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2.2.4 Summary of LTE Downlink Parameterization and Resource Structure 
Table 1 below summarizes the fundamental physical layer parameters for LTE downlink in 5 
MHz, 10MHz  and 20 MHz cell bandwidth cases.  
Table 1: Main physical layer parameters in UTRAN LTE downlink for 5 MHz, 10MHz  and 20 
MHz cell bandwidth cases 
 
Parameter Settings 
Total transmission BW 5 MHz 10 MHz 20 MHz 
Sub-frame duration 1 ms 
Sub-carrier spacing 15 kHz 
Core sampling frequency 7.68 MHz 15.36 MHz 30.72 MHz 
FFT size 512 1024 2048 
Number of occupied sub-carriers 300 600 1200 
Number of  
OFDM symbols  
per time slot 
Normal CP 7 
Extended CP 6 
Normal CP length (ȝs) 5.21 ȝs 4.67 ȝs 
Extended CP length (ȝs) 16.67 ȝs 
 
 
Figure 8 also illustrates the basic physical resource structure [33]. The smallest time and 
frequency resource is the Resource Element (RE). It consists of 1 OFDM symbol in TD and 1 
sub-carrier in FD. Depending on CP length, one time slot has 6 or 7 OFDM symbols where 7 
symbols is the basic scenario. Each TTI has duration of 1 ms and then contains 14 OFDM 
symbols. Physical Resource Block is the smallest resource allocation unit for UE data 
transmission spanning over 1 ms in TD and 12 adjacent sub-carriers equally spaced at 15 kHz in 
FD. 
 
22 
 
Figure 8: Physical resource structure in E-UTRA downlink. 
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Chapter 3 
 
RRM in LTE-Downlink type OFDMA Packet 
Radio Systems – Fundamentals and Proposed 
Advanced Methods 
3.1 Introduction 
The RRM functionality targets at the efficient use of radio resources (time, frequency, space) 
available in a mobile cellular network when multiple users are sharing the resources. In general, 
it includes scheduling, link adaptation, handover, power control, load control and admission 
control.  In this chapter, selected features of RRM are covered, with emphasis on those which are 
central to this thesis work. 
In general, the efficiency of the RRM process depends on physical resource properties like time 
and frequency resource scalability and resource allocation resolution. Moreover, RRM has to 
operate with relatively low signaling overhead, meaning in practice only coarse channel 
knowledge, but also simultaneously support efficiently many different scenarios (different 
services, different QoS criteria, different cell sizes, etc) under radio channel dynamics and the 
involved mobility. In addition to advanced waveforms and radio link level methods, efficient 
RRM process can be seen as one of the biggest contributors to increased capacities and system-
level performance in mobile cellular radio systems. A conceptual illustration of RRM framework 
in single cell is presented in Figure 9. 
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Figure 9: RRM framework in serving cell. 
 
This chapter provides an overview of the main downlink radio resource management 
functionalities and their interaction in LTE type OFDMA packet radio systems. Section 3.2 
presents the general time-frequency domain scheduling framework. Section 3.3 focuses on the 
Link Adaptation (LA) functionality including Adaptive Modulation and Coding (AMC), Outer 
Loop Link Adaptation (OLLA) and Inner Loop Link Adaptation (ILLA). Hybrid Automatic 
Repeat reQuest (HARQ) modeling is described in Section 3.4 while CQI reporting is described 
in Section 3.5. Sections 3.6 and 3.7 present an overview of the proposed advanced scheduling 
metrics, covering both best-effort and QoS-oriented scenarios. 
3.2 Packet Scheduling 
Packet scheduling is the key component of RRM functionality. The task of the Packet 
Scheduler is to select the most suitable users, per given time window, to access the channel in 
order to optimize system performance parameters (throughput, coverage, QoS and delay 
constrains, etc.).  Considering systems affected by time and frequency selective fading, the 
Packet Scheduler can exploit the multi-user diversity by assigning each user to those resources 
which are experiencing favorable conditions for transmission. To efficiently utilize the limited 
radio resources, the scheduler thus considers the state of the channel, if available, when selecting 
the users to be scheduled. Such schedulers are typically called channel-dependent or channel-
aware schedulers. This is illustrated at principal level in Figure 10. Searching for optimized 
solutions of the resource allocation problem for orthogonal multiple access system requires joint 
optimization over all the available domains (time, frequency and spatial), which typically has 
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very high computational complexity. In other words, a complete search over all possible 
combinations of transmit parameters and users would be required. Several developments taking 
such an approach towards maximizing the system capacity for OFDMA system are proposed, 
e.g., in [29], [41]. Considering subcarrier level granularity, the optimal multi-user resource 
allocation within one TTI is, however, not a reasonable solution due to complexity reasons [26]. 
 
Figure 10: Channel aware frequency domain scheduling principle. 
 
In practice the entities which interact with PS to allocate resources in LTE are QoS parameters, 
HARQ manager, and LA as shown in Figure 11. To efficiently utilize the limited radio 
resources, the scheduler should consider the current state of the channel when selecting the user 
to be scheduled, by utilizing e.g. the ACK/NACK signaling information and CQI reports [5], 
[37]. Depending on the selected CQI reporting scheme, the accuracy and resolution of the 
channel quality information can easily vary considerably. In OFDMA based radio systems, like 
LTE, the CQI information is not necessarily available for all the individual subcarriers but more 
likely for certain groups of subcarriers only [63].These entities are further introduced in this 
chapter.  
 
26 
 
Figure 11: RRM entity interaction. 
3.2.1 General Scheduler Principles 
The classical scheduler, such as Round Robin (RR) [60] is a well known and widely used 
packet scheduling algorithm. It is very simple and fast giving every user the same amount of 
channel allocation time in sequential order, without utilizing any channel quality information. 
Since the scheduling order is decided in advance, the performance in a fast fading environment is 
naturally not optimal. In TD, the RR scheduler can select user based on priority, QoS or fairness. 
In FD, RR then maps the RBs to users in a sequential order independent of their radio channel 
quality. The aim of this algorithm is to assign equal resources to users, i.e.  RBs are equally 
allocated to each user. 
A good example of a well performing scheduler is the Proportional Fair scheduler [61], which 
is one of the key points in this thesis. The Proportional Fair scheduler offers an interesting 
balance between radio resource allocation fairness among users and overall cell throughput [64]-
[66]. It exploits the short-term channel quality variations by scheduling the users at the top of 
their fades. The scheduler does not choose the user with the best instantaneous channel quality 
globally but rather the user with the best relative instantaneous channel quality relative to its own 
recent history. The relative instantaneous channel quality can be derived, e.g., from the relation 
between instantaneous supportable data rate and the average offered data rate of the user. This 
approach makes it possible to offer channel resources to users with poor radio conditions (cell 
edge) and still maintain good data rates for users with good radio conditions. 
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Another well known scheduling strategy is Max-SINR algorithm [62]. It selects the user with 
the highest SINR at a given TTI, which is equivalent to the best feasible instantaneous data rate. 
In this approach, the overall resources are distributed highly unfairly and eventually only the 
users with very good channel conditions are served. The Max-SINR algorithm maximizes the 
cell throughput at the expense of user fairness.        
In general, the scheduling utility function could be formed from many arguments such as CQI, 
SINR, Throughputs and higher layer protocol constrains (QoS, delays and other bearers). In most 
cases it consists of weighting algorithms (time, throughput, etc.) and additional strict priorities. 
In more formal terms, this corresponds to selecting the user i' from scheduling candidate set of 
users, indexed here with i, at a time instant (TTI) n to the resources (sub-band) k, for whom: 
 
\ ^,' arg max ( )i k
i
i P n
 (3.1) 
where P(n) denotes the scheduler specific priority metric calculation utility function. Therefore, 
the user with highest priority metric among all users is granted with resource k during this period 
n. 
 
Figure 12: Two-step PS principle. 
 
3.2.2 Novel Two-Step Scheduling Approach 
The novel scheduler design approach used in several studies for LTE is a decoupled Time-
Domain (TD) - Frequency-Domain (FD) scheduler, as illustrated in Figure 12 [29], [67], [68]. 
The PS works in two consecutive steps: 1) time domain step and 2) frequency domain step. Such 
a simplified scheduling principle is beneficial from the complexity point of view, since the FD 
step considers a reduced number of UEs for frequency multiplexing in each TTI. Thus in the first 
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step, inside each TTI n, all the UE’s, say ITOT, are ranked according to a certain scheduling 
priority metric. In the next step, out of this ranked list of UE’s, the first IBUFF (< ITOT) UE’s with 
the highest priority metric are picked for the actual frequency domain multiplexing or scheduling 
stage. The value of IBUFF is set according to the potential channel constraints as well as the 
available number of PRBs. The role of TD scheduler is to provide the primary mechanism for 
controlling the QoS, while the role of FD scheduler is mostly to optimize the spectral efficiency 
per TTI. In such a case the overall scheduler performance will be somewhat sub-optimal due to 
the limited user diversity at the FD scheduler but the complexity is greatly reduced. Additionally, 
there can be dependency between the TD and the FD schedulers in many cases, especially with 
those TD schedulers which depend on the average delivered throughput to users in the past (i.e. 
dependent on the FD scheduler decision).  
In the following, we formulate the core TD and FD metrics used in this work as principal 
reference metrics against which the more advanced metrics introduced in Sections 3.6 and 3.7 
are compared in performance evaluations. The principal scheduling function of the time-domain 
proportional fair is given by  
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where i = 1, 2, …, ITOT is the UE index, Ri(n) is the estimated throughput of UE i calculated over 
the full bandwidth allocation for TTI n, and Ti(n) in turn is the corresponding average throughput 
delivered to the UE i during the recent past and can be obtained by 
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In (3.3.), tc controls the averaging window length over which the average throughput is 
calculated and R'i(n-1) denotes the actually realized throughput to the UE i at the previous TTI. 
The scheduling function of the frequency-domain proportional fair step with physical resource 
block index k is then given by  
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where Ri,k(n) denotes the estimated throughput to the UE i for the k-th PRB and Ti(n) is again the 
corresponding average throughput delivered to the UE i during the recent past given in (3.3). 
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Finally, access to each PRB resource is granted for the particular user with the highest metric for 
the corresponding PRB, however, here in the FD step this is evaluated only for those IBUFF users 
who passed the TD step. 
3.3 Link Adaptation 
The Link Adaptation (LA) algorithm adapts the modulation and channel coding rate to the 
instantaneous channel conditions to obtain a proper compromise between the spectral efficiency 
and reliability in wireless systems [69], [70]. In general, LA may include adaptive modulation 
and coding (AMC) and power control. Link adaptation functionality requires knowledge of the 
channel state from the UE side. In the CQI feedback, errors and reporting delay always have a 
direct impact on the LA process. 
In the LTE DL system, Link Adaptation is performed by adaptive modulation and coding 
(AMC) in both time and frequency domains. Therefore, in frequency domain AMC, modulation 
and coding scheme (MCS) is selected on PRB basis and might be different for each PRB. The 
supported modulation schemes in downlink are QPSK, 16QAM and 64QAM. Code rate 
adaptation is based on adapting and tuning the amount of redundancy in the used Turbo codes. 
Clearly, the MCS choice depends on received signal quality (SINR) and the choice of coding 
rate depends on the expected BLER of the decoded transport block and corresponding BLER 
target. 
In a high SINR condition setting a high modulation order may also imply a high coding rate 
which together try to maximize the instantaneous throughput. In a low SINR condition, on the 
other hand, setting lower order modulation combined with a low coding rate considerably 
increases the link robustness and reliability but will obviously decrease the throughput. Overall 
the approximate range of coding rates is from 0.076 up to 0.93. For simplicity, we have limited 
the supported coding rates in our studies to 0.33 to 0.8.  
Link adaptation requests and decisions are based on cooperation between outer and inner 
algorithms. The outer loop link adaptation algorithm is needed for scenarios where the CQI 
feedback from the UEs is subject to errors and reporting delays, among other information for 
packet scheduling decisions. The actual block error rate for transmissions will tend to be higher 
than the original anticipated target BLER. In order to achieve target values, OLLA algorithm is 
needed and should be used. OLLA module is used to maintain the 1st transmission target BLER 
by adding an adaptive offset to the available CQI reports for the UE based on the ACK/NACKs 
[28], [71]. The OLLA is shown to be very effective in combating the CQI error. On the other 
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hand, the inner loop link adaptation algorithm makes recommendations to the packet scheduler 
based on the received feedback from the users. Its functionality is based on adjustments of the 
received CQIs according to an offset parameter provided by the outer link adaptation algorithm, 
before using them for important decisions. Based on that, “LA decisions” refers to computing the 
modulation and coding scheme which gives the best throughput while maintaining the BLER 
target. 
It should be pointed out that there is one OLLA algorithm per user in the cell, so that the ILLA 
algorithm depending on the UE feedback will use different offsets. Moreover, the flexible MCS 
adaptation per PRB is a difficult and challenging task to achieve due to signaling constraints, 
thus only one MIMO mode for one UE within a TTI is supported in this study, which reduces 
implementation complexity. 
3.4 HARQ 
HARQ is a transmission scheme that combines an error detection/correction with a 
retransmission mechanism of the erroneous packet [72]-[74]. Every UE has an individual HARQ 
entry, which operates the physical layer retransmission functionalities. Typically the received 
packet is not discarded even when transmission has failure. On the contrary, information is 
stored and later combined with incoming retransmission(s) on the receiver side. HARQ is based 
on Stop-And-Wait (SAW) protocol. It keeps on transmitting the current transport block until a 
positive acknowledgement has been received, before initiating new transmission. The number of 
HARQ processes plays an important role in scheduling because if the user cannot receive data 
for every TTI, the number of new transmission UEs to be scheduled is reduced. In order to 
benefit more of the gain from multi-user diversity in the system, the number is set to 3.        
Currently, there are mainly four types of HARQ schemes. 
x Conventional ARQ 
In this type of ARQ, the packet data is always encoded with a FEC code, such as Turbo codes. 
In the receiver, if the received packet was found erroneous after decoding, a retransmission of 
the same packet is requested while the erroneous one is discarded. 
x HARQ with Chase Combining (CC) 
This type of HARQ scheme adopts a code combining method to reduce the frequency of 
retransmission. The erroneous packet is not discarded, but is stored at the receiver and combined 
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with the retransmitted packet. The retransmission is the same packet data as the first 
transmission. 
x HARQ with full Incremental Redundancy (IR) 
This type of HARQ scheme uses a parity retransmission strategy where instead of sending 
simple repeats of the coded packet, additional redundant information is incrementally transmitted 
during the retransmissions. This additional redundancy is combined with the previous received 
packets for subsequent decoding. The “full” IR means that the retransmissions are not identical 
with the first transmission but instead additional redundancy bits for error correction are sent. 
x HARQ with partial IR 
This type of HARQ scheme is a special case of HARQ with full IR. The retransmitted packet is 
self-decodable, i.e. each packet contains all the information bits necessary for correct reception 
of the data with different parity bits. So at the receiver, the retransmitted packet may be 
combined with the previous version if available, or directly fed into the decoder. 
Based on earlier studies, for example [75], [76], IR provides better coding gain compared with 
CC for coding rates higher than ½. The advantages of the CC method are low complexity 
realization and less memory consumption per UE. Thus, it is preferable to use the CC method 
with lower coding rates. 
Figure 13 presents the operation of 3-Channel SAW protocol used for HARQ, which is the 
serving one in this dissertation work. 
 
 
Figure 13:  Example of 3-Channel SAW HARQ protocol functionality. 
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3.5 CQI Reporting 
As discussed earlier in Section 3.2, the CQI report needs to provide information on time-
frequency resolution of PRBs in order to achieve efficient FDPS. Moreover in Section 3.3, the 
CQI report is also used for LA functionality. On the other hand, MIMO functionality requires 
extended stream-wise SINR measures, which causes increased periodic reporting from each UE 
and thus increased load in uplink channel.  We further assume that CQIs for both single- stream 
and dual-stream MIMO are reported from the UE to eNode-B. Moreover, reports outside the 
channel coherence time are useless and therefore fairly frequent reporting is needed. Shorter 
reporting period leads to higher accuracy at the expense of increased reporting overhead. 
Consequently, the channel coherence time is a function of UE velocity and scheduling gain is 
significantly reduced at high mobility. More details will be introduced later in Chapter 5.  
Clearly, the CQI signaling requirement will increase linearly with the number of scheduling 
units and the number of UEs. With limited uplink resources, the CQI bandwidth reduction is 
crucial for the system design. The technique proposed in [34] for time domain PS can reduce the 
CQI signaling by letting the UE report the CQI only when the channel quality exceeds a certain 
threshold. The variant of this for FDPS is called “Best- m” scheme in which only the full CQIs 
for the m selected PRBs are reported. To further compress the required signaling, another 
efficient threshold-based CQI scheme proposed in [36] reduces the CQI signaling overhead for 
FDPS significantly. These techniques are discussed in the following subsections. 
3.5.1 Full CQI Reporting 
In a general OFDMA radio system, the overall system bandwidth is assumed to be divided into 
v CQI measurement blocks. Then quantizing the CQI values to say q bits, the overall full CQI 
report size is  
 fullS q v q  (3.5) 
bits which is reported by every UE for each TTI [1], [3], [11].  
3.5.2 Best-m CQI Reporting 
One simple approach to reduce the reporting and feedback signaling is obtained as follows. The 
method is based on selecting only m < v different CQI measurements and reporting them 
together with their frequency positions to the serving cell [11], [33] We assume here that the 
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evaluation criteria for choosing those m sub-bands for reporting is based on the highest SINR 
values (hence the name best-m). The resulting report size in bits is then given by  
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3.5.3 Threshold based CQI Reporting 
This reporting scheme is a further simplification and relies on providing information on only 
the average CQI value above a certain threshold together with the corresponding location (sub-
band index) information. First the highest CQI value is identified within the full bandwidth, 
which sets an upper bound on the used threshold window. All CQI values within the threshold 
window are then averaged and only this information is sent to the BS together with the 
corresponding sub-band indexes. On the scheduler side, the missing CQI values can then be 
treated, e.g., as the reported averaged CQI value minus a given dB offset (e.g. 5 dB, the exact 
number is again a design parameter). The number of bits needed for reporting is therefore only  
 thresholdS q v   (3.7) 
The threshold-based scheme is illustrated graphically in Figure 14 [36], [40].  
 
 
Figure 14: Basic principle of threshold-based CQI reporting. 
3.6 Fairness-Oriented Channel-Aware Scheduling and Proposed Metrics 
Obtaining a scheduler with increased fairness in resource allocation requires modifications in 
scheduling priority metric calculation. As a concrete example in this thesis, the utilization of 
34 
already available CQI reports into PS metric is introduced. Thus, required changes are made in 
both time and frequency domains.  
In basic single stream type Modified PF, the proposed scheduling metric [P1],[P9]  is 
calculated as 
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where CQIi(n) denotes the full bandwidth channel quality report for UE i at TTI n and Ti(n) is as 
defined in (3.3). Ttot(n) is the averaged throughput over the past and over the scheduled users and 
is obtained by 
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In (3.9), R'i(n-1) denotes the actual delivered throughput for UE i at the previous TTI. The 
corresponding derivation in FD is obtained by 
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The CQIi,k (n) is the channel quality report of user i for sub-band kሺ݇ א ܭ௧௢௧ሻ at TTI n and 
CQIiavg(n) is the corresponding average CQI over the past and over the sub-bands, and can be 
calculated using  
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Coefficients Į1 and Į2 in (3.10) are adjustable parameters and used to conform the influence of 
either user feedback or throughput term in priority metric. This additional degree of tuning 
capability is similar to choosing a different forgetting factor 1/tc in ordinary PF scheduler (3.3). 
Finally, the access to each PRB resource is then granted for the particular user with the highest 
metric in (3.11) for the corresponding PRB. 
Intuitively, the proposed scheduling metrics described above are composed of two elements, 
affecting the overall scheduling decisions. The first dimension measures the relative 
instantaneous quality of the individual user’s radio channels against their own average channel 
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qualities while the second dimension is related to measuring the achievable throughput of 
individual UE’s against the corresponding average throughput of all scheduled users. In this way, 
and by understanding the power coefficients Į1 and Į2 as additional adjustable parameters, the 
exact scheduler statistics can be tuned and controlled to obtain the desired balance between the 
throughput and fairness. This will be demonstrated later in Chapter 5.  
The dual-stream type Modified PF scheduling metric proposed in this dissertation work, and 
formulated next, takes into account the extra spatial domain functionality from MIMO technique. 
Considering SU- and MU-MIMO operation the new stream-wise priority metric building on 
(3.10) is calculated as   
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The individual users channel quality reports are now calculated for each stream s and therefore 
the average CQI calculation takes into account the maximum number of streams, say STOT.  Thus, 
equation (3.11) is modified as 
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A potential problem is that multiple MIMO modes can be selected for a single user, i.e., both 
dual-stream and single-stream mode may be selected for the same user on different PRBs, within 
one TTI. On the other hand, this is in contradiction with the implementation feasibility and 
constraint we made in Sections 3.3 and 3.5. The problem is prevented by the following simple 
and efficient approach proposed for these two cases. If there is a conflict, a comparison is 
performed of the total throughput from all the allocated single-stream PRBs for this user with 
that from all the allocated dual-stream PRBs. The UE is then forced to use the MIMO mode 
which gives better total throughput. Considering the MU-MIMO case, the decision is made for 
each dual-stream PRB based on partner UE allocation on the same frequency resource element.  
A special case here is if the single-stream mode is favored for a user in which case a check is 
then made for the other stream assignment. If the same user is selected on both streams, this user 
is forced to single-stream for this frequency resource element, stemming from the previous 
discussion. Otherwise, this stream is assigned to a partner user. Once the assignment of PRBs to 
users has been performed, the scheduler asks the LA to calculate the supported data rate for each 
user, also taking the selected MIMO mode into account. Even though the obtained system 
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performance is suboptimal, the algorithm design is efficient and suitable for practical 
implementations from a complexity perspective. 
The next step in metrics evolution originates from considering soft frequency reuse (SFR) 
scheme in OFDMA network deployments. The SFR scheme reserves part of the frequency band 
for the cell-edge users and uses the power bound specified for it by the power mask. The rest of the 
unallocated sub-bands are dedicated to the near-to-BS users. The challenge of obtaining UE 
fairness is mitigated by introducing modified power aware multi-stream PF (MPMPF) scheduling 
technique [P3], [P4], [P11]. The PS priority metric function is extended by the ratio of individual 
steam-wise sub-band power over the maximum transmission power for any sub-band. Thus, the 
new metric is defined as  
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System-level performance illustrations of the proposed metrics will follow in Chapter 5, while 
the original publications contain yet more detailed examples and performance studies. 
3.7 QoS- and Channel-Aware Scheduling and Proposed Metrics 
One of the main targets in next generation networks is to provide seamless access to voice and 
multimedia services with end-to-end Quality of Service (QoS). The efficient QoS control 
requires QoS-aware PS and AC. This thesis mainly focuses on implementation of QoS-aware PS, 
while simple AC algorithm is used to emphasize the PS framework. Further, this framework is 
shown to meet the QoS targets, taking into account Constant Bit Rate (CBR) traffic scenarios 
with Guaranteed Bit Rate (GBR) constraints.  
  The actual metric calculation of the proposed QoS-aware multi-stream PF (QoS-MSPF) is 
defined as [P5] 
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The Și(n) is, in turn, a QoS specific factor defined as [42] 
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The parameters ȟ and ȥ are used to control user traffic requirements. GBRi corresponds to the 
desired user throughput in this context. 
Similarly to the previously discussed metrics in Section 3.6, the scheduling metric in (3.15) is 
essentially composed of different parts or elements affecting the overall scheduling decisions. 
The first term takes into account the QoS requirements defined in (3.16). The second ratio is the 
individual user over average CQI, interpreted in a stream-wise manner and the average CQI is 
calculated as in (3.13). The third ratio consists of estimated throughputs of individual UE’s and 
achievable over total throughputs. 
Considering next actual video traffic models, the used QoS constraints are mainly packet size, 
arrival rate and packet delay. Therefore, in QoS-MSPF scheduling metric, only new QoS delay 
function factor įi(n) is replacing Și(n) in equation (3.15), which is defined as:  
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Here di is the delay of the packet of user i in the transmit buffer Bi(n) at time instant n, and dmax 
is the maximum delay allowed. Consequently, the equation (3.15) will transform to: 
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Again, intuition is similar as earlier. That is, the first term is QoS-related while the other two 
emphasize a tunable compromise between fairness and channel quality. 
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Chapter 4 
System-Level Performance Evaluation Methods 
and Simulations 
4.1 Link Level and System Level Analysis 
In general, simultaneous analytical treatment and analysis of all the processes involved in the 
operation of a wireless mobile cellular radio network is not a feasible task. One common 
approach is thus to divide the modeling and analysis to radio link and radio system levels, and to 
use numerical simulations combined with elementary process modeling. Such an approach is a 
practical trade-off between the analysis accuracy due to the modeling simplifications and the 
problem complexity. Moreover, performance gains that may be achieved on a single radio link 
(link level), do not necessarily always translate into the same or relative gains at system level, 
where multiple base stations communicate with multiple users and share the common radio 
resources. Thus understanding the performance limitations, and possible interactions, can be 
more clear when the individual link and the overall system can be analyzed first separately and 
then combined. 
 In general, link-level analysis and simulations are suitable for developing, e.g. receiver 
structures or coding schemes and therefore it is not possible to demonstrate the effects of 
scheduling, traffic modeling, or inter-cell interference using such approaches.  Moreover, 
simulating all the radio links at exact waveform level between the User Equipments (UEs) and 
eNodeBs is an unreasonable way of performing system level simulations due to the immense 
amount of computational power that would be required [77]. Therefore, a more practical way in 
system-level analysis and associated simulations is that the physical layer is abstracted by 
simplified models that capture its essential characteristics with high accuracy and with 
reasonable complexity. The operation of such approach is that the link-level processing is 
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abstracted in lookup tables with signal-to-interference plus noise ratio (SINR) traces from link-
level simulations, while the related system-level processing is modeled in a network overlay 
including system-level parameters, as illustrated in Figure 15. Usually, the performance of the 
individual radio links has been evaluated in terms of the block error rate (BLER) as a function of 
SINR, averaged over all channel realizations of one specific channel model. 
In order to perform a realistic evaluation of the enhancements achieved by advanced RRM 
functionalities, system-level analysis and simulations are thus used in this work. Hence, 
modeling the performance of fast scheduling (in time, frequency, and/or space domain), fast link 
adaptation in the form of adaptive modulation and coding (AMC), or other advanced schemes 
such as hybrid ARQ, is impossible if only averaged parameters (e.g., pathloss and shadowing) 
are modeled at system level. Therefore, system-level simulations should also include modeling 
of small-scale/fast fading effects, at least to an extent that is relevant from RRM perspective. 
This is also the approach adopted in this work. 
 
 
 
Figure 15: Link and system simulation methodology.  
 
System-level simulations can in general be further divided into quasi-static (semi-static) and 
dynamic. In the quasi-static simulator, snapshot-like simulations are conducted for a relatively 
short time with close to static UEs and fast fading effects are taken into account by modeling the 
Doppler effects in the radio channels and propagation but excluding large-scale user movements 
and therefore also handovers. In dynamic simulators, in turn, user mobility is the key point and 
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simulations are conducted for a longer time which then also typically imposes, e.g., handovers. 
In our work, the main emphasis has been on quasi-static performance analysis. 
4.2 Network Simulator Modeling 
The implemented quasi-static system simulator, developed and used within this thesis work, 
provides traffic modeling, multiuser scheduling, and link adaptation including Chase Combining 
HARQ under the UTRAN LTE downlink parameters and assumptions described in [3]. 
The overall simulation flow is as follows: 
1. Initialization – Create all static objects (scenario based eNode B and UEs) 
2. Warm up – Generate initial calls for initial network load 
3. Simulation run – Calculation of system performance statistics (UE throughputs, SINRs, 
etc.) 
4. Finish – save all data and clear the objects 
The modeling details of modules such as Link Adaptation, CQI reporting, HARQ, Link to 
system mapping and traffic models are described in more details below. 
4.2.1 Network Topology and Radio Propagation Environment 
The used network topology consists of a hexagonal regular grid cellular setup, where the center 
three cells are surrounded by the two tiers of cells, as shown in Figure 16. There are nineteen cell 
sites in the simulation area, each consisting of three sectors per site, giving a total of fifty seven 
sectors.  
Moreover, the 3-sector network topology is assumed for the Macro cell deployment and 1-
sector network topology is assumed for the Micro cell deployment. The propagation modeling 
consists of the path loss, shadowing and fast fading. The path loss model for the Macro cell case 
includes a 20 dB outdoor-to-indoor penetration loss and 0 dB for the Micro cell case. Fast fading 
is simulated according to the Typical Urban (TU) power delay profile for different user speeds, 
and typical tapped delay line implementation with uncorrelated Rayleigh fading paths is 
deployed. 
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Figure 16: Assumed regular hexagonal cellular grid [3]. 
4.2.2 User Generation and Distribution 
At the beginning of a simulation run, UEs are uniformly dropped into the entire cell. The 
minimum distance between the UE and eNode-B used in the simulations is 35 meters. If it 
happens that a user is dropped within this 35 meter circle buffer zone, then the user will be 
redropped again outside the zone. During one simulation run the location of the mobile is 
unchanged but fast fading is modeled according to classical Jake’s Doppler spectrum, once per 
TTI (1ms). 
4.2.3 Traffic Models 
Infinite (full) buffer traffic model is considered to represent the behavior of best effort services. 
It is the simplest traffic model for system-level evaluation, in which the users always have data 
packets to transmit (if scheduled). Moreover, all users experience equal session time irrespective 
of their location within the cell and UEs close to the eNode-B download a much larger amount of 
data in comparison to those located near the cell edge (despite typical fairness measures). 
Specifically for this model, the cell and user throughput statistics are collected over a large 
number of simulation runs of the same duration.  
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In addition to full buffer scenario, streaming traffic scenarios are also considered and are used 
as a constant bit rate (CBR) source model. For each CBR user, a fixed amount of data packets is 
generated at the source with a constant packet size and constant inter-arrival time. The streaming 
condition requires that the amount of traffic is in equilibrium, i.e., the number of packets 
transmitted within a given delay constraint equals the average achieved bit rate. Therefore, video 
streaming and conversational video telephony are rarely used in the system analysis, even if their 
models exist in the literature. Video codecs typically generate regular frames with complete 
picture information and a sequence of intermediate frames with differentially coded information. 
Each video frame consists of a different number of variable packet sizes. The inter-arrival 
process is rather deterministic because of the constant frame rate, but the number and size of 
packets may vary. 
The delay constraint may be fairly large for streaming (up to second), and traffic smoothing is 
required by a playout buffer at the receiver. Any transmit and scheduling delay variation and the 
consequent receive delay variation observed at the input of the playback buffer will not be 
present at the output of that buffer. Therefore, these variations do not decrease the user 
experience. 
4.2.4 Detectors and SINR Modelling  
One central element in the modeling is related to effective SINR of the individual radio links. 
This depends overall, e.g., on the propagation characteristics, neighboring cell interference 
levels, receiver noise floor, and deployed transmitter and receiver signal processing. Here, for 
simplicity, we assume a two-antenna transmitter and receiver case. 
The actual effective SINR calculations rely on subcarrier-wise complex channel gains 
(estimated using reference symbols in practice) and depend in general also on the assumed 
receiver (detector) topology. Concerning the actual UE receiver topologies (spatial filters), 
maximum ratio combining (MRC) and LMMSE spatial equalization based receivers are 
assumed. The LMMSE receiver is sometimes also called interference rejection combining (IRC) 
receiver in the literature when explicit local interference covariance is used in building the 
LMMSE receiver. The MRC receiver is applicable in a TX antenna-selection based single-
stream single-user case only, while the LMMSE receiver is then more general receiver topology 
that is also used in dual-stream SU and MU cases, respectively, and properly tailored depending 
on the transmission mode (1-stream SU, 2-stream SU or 2-stream MU). The detector structures 
and SINR modeling for different transmission modes are described in detail below.  
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4.2.4.1 Single-Stream SU Case 
In this case, only one of the two BS transmit antennas is used to transmit one stream. At 
individual time instant (time-index dropped here), the received spatial 2x1 signal vector of UE i 
at sub-carrier c is of the form 
 ,i cxi,c i,c i,c i,cy = h + n + z  (4.1) 
where ,i cx , ,i ch , i,cn  and i,cz  denote the transmit symbol, 2x1 channel vector, 2x1 received noise 
vector and 2x1 inter-cell interference vector, respectively. Then the LMMSE detector  
, , ,ˆ
H
i c i c i cx = w y   is given by  
 
2 2 1
, , , , , , , ,( )
H
i c x i x i i c i c n i z i i cı ıw h h Ȉ Ȉ h
    (4.2) 
where 2,x iı , ,n iȈ  and ,z iȈ  denote the transmit power (per the used antenna), noise covariance 
matrix and inter-cell interference covariance matrix, respectively.  
Now the SINR is given by 
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 (4.3) 
into which the detector in (4.2) can be substituted. The noise variables at different receiver 
antennas are assumed to be uncorrelated (diagonal 2,Ȉ In i nı ) and independent of the user index 
i. The more detailed modeling of inter-cell interference (structure of ,z iȈ ) is given by 
 2, , , , , , ,
1
intL
H
z i int l i l i c l i c
l
g gȈ T

  (4.4) 
where Lint  is the number of interfering base-stations, , ,l i cg  are  the  corresponding path gain 
vectors and 2 , ,int l iV , denotes the nominal interferer transmit power per antenna and per interference 
source (l) [17].  
The MRC detector, in turn, is given by 
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   (4.5) 
In general, this represents only coherent combining of the received spatial samples and does not 
explicitly consider receiver interference conditions. The corresponding SINR is obtained by 
substituting (4.5) into (4.3). 
4.2.4.2 Dual-Stream SU Case 
In this case, both of the two BS transmit antennas are used for transmission, on one stream per 
antenna basis. At individual time instant, the received spatial 2x1 signal vector of UE i at sub-
carrier c is now given by 
 , , , , ,i c i c i c i c i c  y H x n z  (4.6) 
where ,i cx and , , ,1 , ,2[ , ]i c i c i cH h h  denote the 2x1 transmit symbol vector and 2x2 channel matrix, 
respectively.  
Now the LMMSE detector , , ,ˆ i c i c i cx W y  is given by 
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(4.7) 
where ^ ` ^ `2 2 2 21 2Ȉ 2 2x,i x,i , x,i , x,i x,idiag ı ,ı diag ı / ,ı /   denotes the 2x2 covariance matrix 
(assumed diagonal) of the transmit symbols. Note that compared to the single-stream case, the 
overall BS transmit power is now divided between the two antennas, as indicated above. Then 
the SINRs for the two transmit symbols are given by  
 
2 2
1 1 1
1 2 2
1 2 2 1 1 1 1
2 2
2 2 2
2 2 2
2 1 1 2 2 2 2
Ȉ Ȉ
Ȉ Ȉ
H
i,c , i ,c , x,i ,
i ,c , H H H
i,c , i ,c , x,i , i ,c , n,i i ,c , i ,c , z ,i i ,c ,
H
i ,c, i ,c , x,i ,
i ,c , H H H
i,c , i ,c , x,i , i ,c , n,i i ,c , i ,c , z ,i i ,c ,
ı
Ȗ
ı
ı
Ȗ
ı
 
 
 
 
w h
w h w w w w
w h
w h w w w w
 (4.8) 
 
where again the detector filters from (4.7) can be substituted. 
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4.2.4.3 Dual-Stream MU Case 
In this case, the transmission principle and SINR modeling are similar to the subsection above, 
but the two spatially multiplexed streams now belong to two different UEs, say i(1) and i(2). Thus 
the signal model in (4.6) is essentially repeated twice, once per receiving UE, and also the 
channel responses are then totally independent processes (one channel process per UE). The UE 
detector recovers, of course, only the particular stream that is transmitted to the receiving UE and 
neglects the other stream. The detectors and SINRs in (4.7) and (4.8) are then also interpreted 
accordingly. 
4.2.5 CQI Model  
As discussed in Sections 3.2, 3.3 and 3.5, channel quality measurements and reporting are 
essential for improved use of radio resources. In this work, the CQI concept stands for received 
SINR measurements and calculations, observed by the UE, including assumed receiver post-
processing. The detailed expressions for these post-processing SINRs, in both single-stream and 
dual-stream transmission scenarios, are given in equations (4.3) and (4.8), as functions of 
complex spatial channel gains, noise and interference covariance and receiver post-processing. 
In practice, the receiver uses reference or pilot symbols for extracting information about the 
channel state. In our work, we follow directly LTE Release 8 reference symbol structure, which 
means that reference symbols are antenna-specific in the sense that when one base-station 
antenna transmits a reference symbol (at a given subcarrier), the other antennas are muted. This 
is then repeated periodically over the other antenna elements. This means that UE is able to 
estimate the antenna-specific spatial channels (spatial channel from each transmit antenna to all 
receiver antennas), and also the noise and interference powers when appropriate alignment and 
processing are applied between cells. This then directly enables the SINR calculations, following 
equations (4.3) and (4.8) and thereon CQI reporting. The actual CQI reports are quantized SINR 
values, and are here assumed to be composed at PRB level and reported from UE to E-NodeB 
using a signaling channel. 
In practice, the UEs cannot estimate perfectly the CQI and therefore the reported CQI is subject 
to measurement errors and to quantization effects since the CQI needs to be reported with a 
small finite number of bits. This was discussed conceptually and quantitatively in Section 3.5. 
The accuracy of the CQIs has a significant impact on the potential gain from using frequency 
domain link adaptation and packet scheduling. In this thesis work, to model measurement errors, 
we use the basic approach of adding a Gaussian distributed measurement error to the ideal CQI 
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expressed in decibel scale. Furthermore, as explained in Section 3.5, we quantize the CQI to a 
finite resolution. Thus in the general case, the CQI for k-th PRB on stream s is modeled here as:  
 
< >\ ^10( , ) ;10 log ( , ) ( )idealCQI k s Quantize Q CQI k s kE   (4.9) 
where į(k) is a zero mean Gaussian distributed variable with standard deviation 1 dB 
representing the measurement errors in the CQI (received SINR) and Q is quantization step. The 
recommended value of į(k), used also in the thesis work, is 1 dB [78]. 
As discussed in Chapter 3, the full CQI and alternative reduced feedback schemes are used in 
the actual work of this dissertation.  Considering the full CQI reporting scheme in the case of 
LTE, with 10 MHz system bandwidth and grouping 2 physical resource blocks (PRBs) into 1 
measurement block, it follows that we have totally 25 measurement blocks. Assuming further 
that quantization is carried with 5 bits, then according to (3.5) each UE is sending 125 bits for 
every 1ms (TTI length). Similarly, for best-m reporting scheme the required bits for best-10 
blocks are 72 bits following from (3.6). Finally, a threshold-based CQI reporting scheme 
requires only 30 bits, if using the same parameters, which follows from (3.7). Consequently, 
MIMO mode selection will require 3 times more bits if always one CQI per possible mode is 
reported.     
4.2.6 LA 
In OFDMA systems, Link Adaptation is performed through AMC. UEs typically send different 
feedback reports and other information for the needs of the link adaptation mechanism. 
Decisions to be made are based on data packet acknowledgement (ACK/NACK), CQI 
information or a combination of them. The LA functionality is based on OLLA and ILLA 
algorithms, discussed in detail in Section 3.3. 
The OLLA algorithm used in this work is based on the well-known outer loop control 
algorithm, used originally for adjusting SIR targets for dedicated WCDMA channels [72]. The 
main target is controlling the BLER target for the first transmission to users by adjusting the 
offset factor ȁ to ILLA according to following rules: 
x If an ACK is received for a first transmission, then decrease the offset factor ȁ by ȁDown 
decibels. 
x If a NACK is received for a first transmission, then increase the offset factor ȁ by ȁUp 
decibels. 
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The ratio between the parameters ȁDown  and ȁUp determines the BLER target that the algorithm 
will converge to, i.e., 
 
Down
Up Down
BLER
-
- -   (4.10) 
The OLLA algorithm for adjusting ȁ is recursive and requires the initial value of ȁ which in 
our work is set to 0.5 dB [79]. A further imposed constraint is bounding the offset factor ȁ in the 
range of [-1, 3] dB. 
4.2.7 HARQ 
The HARQ processes are explained in details in Section 3.5. The explicit scheduling of 
multiple HARQ processes per user has not been performed due to complexity reasons. Instead 
we include the effect of HARQ in terms of Chase Combining using a simple HARQ process 
model from [80], where the soft combined SINR after each transmission is given by 
 
  (4.11) 
where {SINR}m represents the combined SINR after m transmissions, Ș denotes the chase 
combining efficiency and (SINR)l denotes the SINR of the l-th transmission. 
The recommended value for Ș in [80] is 0.95, which is assumed in this study. Note that (4.11) 
is only valid when m is relatively small, e.g., around 3-4, which is also practical. In our study the 
HARQ process allows a maximum of three retransmissions per block before it is discarded, i.e., 
m = 4. 
4.2.8 L2S Mapping 
System-level performance estimation with reasonable accuracy requires an evaluation based on 
extensive simulations under a variety of scenarios. For complexity reasons, link-level simulation 
of all links between eNode-B and UEs is not feasible [58], [81] and therefore, separate link-level 
and system-level simulators are used. As discussed in Section 4.1, the link and system levels are 
connected through a link-to-system performance mapping function. The idea behind the mapping 
function is to predict the instantaneous BLER at system-level without performing detailed link-
level processing steps. In practice, we use single link-level simulation results in terms of the 
BLER as a function of SINR to predict each UE’s throughput.  
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The link to system mapping adopted here is based on the Exponential Effective SINR Mapping 
(EESM) [20], [82], [83]. The idea behind this method is to map the current channel conditions 
(which will involve frequency selective fading for a multi-path channel, for example) to an 
effective SINR value that may then be used directly with the averaged BLER curves to 
determine the appropriate block error rate. The effective SINR is defined as 
 
  (4.12) 
where parameter  is scaling factor which depends on the used modulation and coding scheme i 
. is the number or useful sub-carriers within one RB and is  at k-th sub-carrier 
Consequently, EESM is used to calculate the actual throughput from the experienced SINRs 
per sub-carrier at the receiver. This means that for each transmission, the associated packet error 
is obtained. 
4.2.9 KPI 
The Key Performance Indicators (KPI) used in our study to evaluate the system performance 
are as follows: 
x The average cell throughput is defined here as 
 
  (4.13) 
x The average user throughput for user i is defined here as 
 
correctly received bits for user ( )
session time for user 
i
iTP
i
    (4.14) 
x Coverage, denoted by , is determined from the CDF curve of the average user 
throughput taken over all the completed sessions. Coverage is defined as the data rate 
corresponding to the 5% quantile in the CDF curve, i.e., 95% of the users experience a 
higher average data rate than the rate specified by the coverage parameter. This KPI 
indicates the data rate experienced by users around the cell edge. Further, it can be used 
to differentiate packet schedulers in terms of fairness in the distribution of throughput 
among users. 
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x Fairness – measured by Jain’s fairness index [84] and given by 
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The result ranges from 0 (worst case) to 1 (best case), and it is maximum when all users 
achieve the same throughput. 
x The outage probability (Po) is defined as the ratio of the number of users not fulfilling 
their traffic or QoS requirements to the total number of users admitted to the system. In 
our studies, this is applicable only in QoS-aware streaming studies.  
4.2.10 LTE System Parameters 
The main simulation parameters and assumptions are summarized in Table 2.  
 
 
  
51 
 
Table 2. DL system level parameters and assumptions 
Parameter Assumption 
Cellular Layout Hexagonal grid, 19 cell sites, 3 sectors per
  site 
Inter-site distance 1.732 m 
Distance-dependent path loss L=128.1 + 37.6log10(R), R in kilometers 
Lognormal Shadowing Similar to UMTS 30.03, B 1.4.1.4 
Shadowing standard deviation 8 dB 
Correlation distance of Shadowing 50 m 
Shadowing 
correlation 
Between cells 0.5 
Between sectors 1.0 
Minimum distance between UE and 
cell 
>= 35 meters 
Antenna pattern [4] (horizontal) 
(For 3-sector cell sites with fixed 
antenna patterns) 
 
 = 70 degrees, Am = 20 dB 
Carrier Frequency / Bandwidth 2000MHz / 10 MHz 
Channel model Typical Urban 
UE speed 3km/h 
Total BS TX power (Ptotal) 46dBm - 10MHz carrier 
Traffic model Full Buffer 
Fast Fading Model Jakes Spectrum 
Simulation Step 0.5 msec 
CQI reporting cycle  1 TTI 
MCS feedback delay  2 TTIs 
ACK/NACK delay 5 TTIs 
Number of SAW channels 6 
Maximum number of retransmissions 3 
AMC BLER target  20% 
Forgetting factor 0.001 
Scheduling schemes Round Robin, PF, MPF, MMPF, QoS-
  MSPF, MPMPF 
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Chapter 5  
Selected Research Outcomes and Examples 
This Chapter presents selected examples of the main research outcomes achieved during the 
dissertation work, in terms of the system-level performance of the proposed RRM methods, 
while more detailed and comprehensive examples and related discussions can be found in the 
original publications [P1]-[P11] that are included in this dissertation. The example outcomes 
shown here are based on the achieved system-level performance results obtained using the 
various proposed RRM schemes with emphasis on packet scheduling solutions. 
5.1 Fairness-Oriented Scheduling with Single-Stream and Dual-Stream 
Transmission 
The objective of this thesis work was firstly to analyze the OFDMA based cellular network 
performance and then to present solutions for improving the performance through intelligent 
RRM components. The obtained results when different MIMO modes and associated UE 
receivers are considered, in the framework of proposed RRM metrics described in Section 3.6, 
are primarily presented in publications [P1],[P2] and [P9]. This includes studying the 
performance of the LTE DL-type system using various receiver structures (single-antenna, dual-
antenna MRC and dual-antenna LMMSE), various multiantenna modes (single-stream single 
user, dual-stream single user, and dual-stream multiuser) and proposed scheduling schemes. In 
this subsection, we show selected examples of these performance studies assuming 10MHz 
system bandwidth, Macro case 1 scenario and full buffer best effort traffic type. Detailed 
simulation parameters are as summarized in Table 2 in Chapter 4.  
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5.1.1 Single-Antenna Transmission Examples 
Examples of the system performance evaluated in terms of average sector throughput and 
coverage assuming single-stream transmission and single-antenna receiver for different 
scheduling schemes are presented in Figure 17 and Figure 18 respectively. The power coefficient 
values used in the proposed PF-Modified scheduler are presented as index M, where M1 
represents the first couple of the power coefficients Į1 and Į2, etc. To focus mostly on the role 
of the channel quality reporting, Į2 is fixed here to 1 and different positive integer values are 
then demonstrated for Į1.The exact values are given in Table 3 [P1]. A clear conclusion is that 
the coverage (cell edge performance) can be clearly increased using the proposed scheduling 
approach without essentially compromising the average cell or sector performance. This implies 
greatly improved fairness in the resource allocation and system performance. 
Table 3: Different power coefficient combinations used in the proposed modified PF scheme 
Coefficient 
Value 
M1 M2 M3 M4 M5 M6 M7
Į1 1 2 4 6 8 10 20 
Į2 1 1 1 1 1 1 1 
 
  
 
Figure 17: Obtained average cell throughput using the proposed modified PF metrics over the 
reference PF scheduler for single-stream transmission and single-antenna receiver. M1-M6 
correspond to different scheduler parameterizations in the proposed metrics as given in Table 3. 
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Figure 18: Obtained coverage using the proposed modified PF metrics over the reference PF 
scheduling scheme for single-stream transmission and single-antenna receiver. M1-M6 
correspond to different scheduler parameterizations in the proposed metrics as given in Table 3. 
 
The achievable individual UE data rate performance is illustrated in Figure 19, showing the 
cumulative distribution function (CDF) of UE throughput, assuming 10 active users in the cell 
and single-stream transmission. In this case, the UE receivers are dual-antenna MRC receivers 
[P9]. Clearly, at the 5% outage point, the coverage user throughput is around 300 kbps in the 
case with PF, while the coverage user throughput can be increased to 450 kbps by using the 
proposed scheduler indicated by a clear shift to the right.  The results again reveal more efficient 
and fair resource utilization, enabled by the proposed scheduling metrics, together with the direct 
relation between the throughput and coverage in system performance evaluations. Moreover, 
such significant coverage improvements (in the order of 40-50%) are achieved at the expense of 
only very small throughput losses (3-5%) by the introduction of the new flexible (tunable) 
scheduling metric. Since the slope of the CDF defines the behavior of the algorithms we aim to 
achieve a steeper slope corresponding to achieving increased fairness. This is clearly visible in 
Figure 19. 
Further examples of the obtained performance results are demonstrated in Figure 20 where the 
CDFs of scheduled PRBs per UE for the different scheduler scenarios are illustrated, again with 
dual-antenna MRC receiver. The conclusions made previously are also validated here. The 
proposed modified PF results in improved internal resource allocation (utilization of PRB’s) in 
all example cases. Considering the 50% probability point for the resource allocation, and taking 
the case of M1 as an example, we have a gain of about 5%, while in the case of M2 the gain is 
already raised to 15% compared to ordinary PF. While the number of allocated PRBs is to some 
extent a system-internal issue, it nevertheless demonstrates better use of radio resources. 
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Figure 19: CDFs of user throughputs for different scheduling schemes with single-stream 
transmission and assuming dual-antenna MRC UE receivers. M1-M7 correspond to different 
scheduler parameterizations in the proposed metrics as given in Table 3. 
 
 
Figure 20: CDFs of scheduled PRBs per user for different schedulers. M1-M7 correspond to 
different scheduler parameterizations in the proposed metrics as given in Table 3. 
 
Another important performance measure is the achieved user fairness measured with Jain’s 
fairness index defined in (4.15).  The Jain’s fairness index [84] is generally in the range of 0…1, 
where the value of 1 corresponds to all users having the same realized throughput (maximum 
fairness). Fairness distribution for MRC receiver case can be observed in Figure 21 [P2], [P9]. 
The value on the x-axis corresponds to the used scheduler type, where 1 refers to the reference 
PF scheduler and 2-8 refer to the proposed modified PF schedulers with the different power 
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coefficients given in Table 3. Increased user fairness is observed for all modified PF scheduler 
cases and the obtained gain is maximum of 17% compared to the reference PF scheduler.  
 
 
Figure 21: Jain’s fairness index for dual-antenna MRC UE receiver case. Scheduler type 1 means 
ordinary PF, while 2-8 means proposed modified PF with different power coefficients [P9].      
5.1.2 Multiantenna Transmission Examples 
The next logical step in the early stages of this thesis work was the extension of the RRM 
principles from single antenna transmission to elementary multiantenna transmission, as 
described in Section 3.6. Such multiantenna transmission introduces an additional dimension, the 
space or spatial domain, which is then taken into account as well in the scheduling and resource 
management, as described in the earlier parts of this thesis. In effect, this results in MIMO 
channel-aware PS and LA units as part of the RRM process. Here we begin by giving an 
illustration of the performance of the link adaptation mechanisms(consisting of ILLA and OLLA 
algorithms, introduced in Chapter 3.3) that are used for removing CQI imperfections and 
estimating the supported data rates and MCSs. An example of LA functionality is presented in 
Figure 21 as an illustration of MCS selection probabilities for the different scheduler scenarios. 
The negligible decrease in higher order modulation usage (less than 3%) leads to an increase in 
the lower (more robust) ones for improving the cell coverage without essentially compromising 
the average cell or sector throughput. In all the simulated cases, the MCS distribution behavior 
shows a relatively similar trend following the choice of the power coefficients in the proposed 
packet scheduling.  
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Figure 22: MCS distributions [%] for different scheduling principles in 2x2 MIMO scenario. The 
values of the tunable parameter for the proposed modified PF scheduler are as given in Table 4. 
 
Next, the proposed MMPF scheduler performance was compared to a traditional scheduling 
scheme with SDM functionality, in terms of coverage and average throughput. This performance 
comparison is illustrated here in Table 4 below, while more detailed performance illustrations 
can be found in [P2].  
 
Table 4: Obtained performance statistics compared to ordinary PF scheduler with different 
power coefficients (M1-M5) for the proposed multi-stream modified PF scheduler in Macro cell 
case scenario. Dual-antenna LMMSE UE receivers. 
 
MMPF Scheduling 
Scenario 
Coefficients 
Į1, Į2 
Coverage Gain 
[%] 
Throughput 
Loss [%] 
M1 1, 1 63 20 
M2 2, 1 51 16 
M3 4, 1 36 13 
M4 6, 1 28 9 
M5 8, 1 21 7 
 
 
  
It is concluded that the proposed MPF scheduling scheme can efficiently utilize the available 
system resources and can provide increased user fairness in an UTRAN LTE network also in 
elementary multinantenna transmission scenarios. Moreover, the LMMSE receiver principle, 
combined with advanced RRM schemes, can as a whole be considered a key element in 
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improving the system performance in terms of providing higher bit-rates near the cell centre and 
throughput increase at cell borders by taking the intra- and inter-cell interferences into account. 
Therefore the combination of advanced receiver structures and suggested RRM algorithms is 
crucial for increasing system performance in emerging packet radio networks. 
The following performance studies focus exclusively on multiantenna transmission, 
incorporating comparison of micro and macro cell scenarios, reduced feedback schemes, UE 
velocity, and soft frequency reuse.     
5.2 Micro and Macro Cell Scenarios 
This subsection illustrates the obtained performance results with advanced packet scheduling in 
practical example cases of Micro and Macro cell scenarios introduced earlier in Chapter 4.2.1 
and [P2], [P10]. In the Macro case each cell site is divided into 3 sectors, inter-site distance is 
1732m and the minimum distance between UE and cell is more than 35m. The Micro case 
consists of single sector, inter-site distance is 500m and the minimum distance between UE and 
cell is more than 10m.   
  The performance statistics in terms of throughput and coverage obtained for Micro and Macro 
cell scenarios are illustrated in Figure 23.The increased system throughput in the Micro case is 
due to decreased cell sizes and interference from neighboring sites that the UEs are experiencing. 
The MMPF scheduling scheme achieves coverage gains in the order of 75% at the expense of 
23% throughput loss in the Macro case scenario presented in (a) and (b). In the Micro case 
scenario illustrated in (c) and (d) we obtain as much as 11% more coverage gain for the same 
throughput loss. The other cases shown with different power coefficient values correspond to 
different tradeoffs between average throughput and fairness in the scheduling performance. It is 
seen that the cell throughput loss is decreased stepwise by around 3% per index M, while the 
coverage gains decrease from 47% to 11%.   
Figure 24, in turn, illustrates the Jain’s fairness index per scheduling scheme for the Micro and 
Macro cell scenarios, calculated over all the ITOT =10 UEs. It is clear that user fairness is 
significantly improved and the corresponding fairness gains, when measured using Jain’s index, 
are in the range of 18%-32% in the Macro case and 25%-34% in the Micro case when compared 
to ordinary PF scheduling, which is again used as the reference scheme. 
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Figure 23: Average cell throughput and coverage gain over the reference PF scheduling scheme 
for Macro cell (a, b) and Micro cell (c, d). M1-M5 correspond to different scheduler 
parameterizations in the proposed metrics as given Table 3. 
 
 
Figure 24: Jain’s fairness index per scheduling scheme for Macro and Micro cases. Scheduler 
type 1 means ordinary PF, while 2-6 means proposed PF with adjustable power coefficients. 
 
The performance numbers obtained for the simulated cases above with different cell scenarios 
are somewhat increased, compared to the earlier single-stream single-antenna cases, due to 
MIMO functionalities. The relative performance gains using the MMPF scheduling scheme 
follow the same trends in achieved throughput, coverage and fairness distribution as previously 
discussed. Clearly, higher user fairness and coverage are achieved at the expense of a small 
throughput decrease, as in the earlier single-stream single-antenna cases.   
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5.3 Impact of Reduced Feedback Schemes 
The performance of a multi-antenna packet radio system with advanced RRM schemes and 
reduced feedback schemes is investigated in articles [P8]-[P10]. Within each time window (TTI) 
UE sends the formatted and compressed CQI report to eNode-B for each of the resource blocks. 
Each report is naturally subject to errors due to imperfect decoding of the received signal and 
delay, as discussed earlier in this thesis. Moreover, CQI needs to be reported with a small finite 
number of bits for reducing the signaling overhead, especially when multi-stream techniques are 
applied. The accuracy of the CQIs has a significant impact on the potential gain from using 
frequency/spatial domain link adaptation and packet scheduling in general. 
 The reduced feedback schemes are discussed in detail in Section 4.2.5. In this study, we 
consider different realistic CQI reporting schemes to thoroughly investigate the limits of 
achieved performance gains from advanced RRM functionality and proposed scheduling metrics. 
Therefore, the ideal case of full CQI knowledge per RB is compared to more practical schemes 
considering only partial knowledge of the feedback information. Moreover, MIMO in terms of 
spatial multiplexing requires additional feedback information for the needs of SU and MU 
operation as explained earlier. Thus, increased scheduling complexity and signaling overhead 
require additional constraints, as discussed in [P10]. 
Based on the 3GPP LTE framework, the simulation studies reported in Figure 25 reveal that a 
significant reduction in feedback signaling overhead can be achieved with some associated loss 
(within 15-20%) in cell throughput performance. This loss, however, is only around 7-15% when 
the proposed advanced scheduling schemes are used, while still providing similar coverage gains 
as with full CQI reporting. The obtained results are summarized in numerical format in Table 5. 
The impact of reduced feedback is also seen as a limiting factor in the functionality of LA by 
possibly reducing the use of higher order modulations and coding schemes, which corresponds to 
decreased user throughput experience close to base-station. Consequently, we observe a slight 
increase of HARQ retransmissions but the 20% BLER target rate is still achieved in all simulated 
cases [P9], [P10]. Similarly, increased user fairness is achieved, as seen in the previous 
subsections, and the obtained fairness distributions follow the same trend for all CQI reduced 
feedback schemes, as illustrated in Figure 26. 
62 
 
Figure 25: Average sector throughput and coverage for different scheduling schemes for Macro 
cell scenario with full CQI feedback (a, b), Best -m CQI feedback (c, d) and Threshold based 
CQI feedback (e, f). 
 
 Table 5: Obtained performance statistics compared to ordinary PF scheduler with different CQI 
reporting schemes and different power coefficients (M1-M5) for the proposed scheduler. 
 
 Coverage Gain [%] Throughput Loss [%] 
full best-m threshold full best-m threshold 
M1 63 69 74 20 15 20 
M2 51 57 60 16 11 16 
M3 36 40 43 13 6 12 
M4 28 29 33 9 2 8 
M5 21 24 32 7 0 6 
 
 
Figure 26: Jain’s fairness index per feedback reporting scheme. 
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It is concluded that the uplink signaling reduction or compression methods, as in the best-m 
and threshold-based CQI reporting, are essential in the overall system performance optimization. 
It is also concluded that due to the interaction between different performance gaining 
mechanisms in the RRM process, individual optimization may not lead to good overall 
performance. The understanding of these interactions, through the studies and results reported 
here, can, however, allow safe reduction of the signaling overhead while keeping most of the 
gain achievable from intelligent PS schemes. 
5.4 Power-Aware Scheduling and Soft Frequency Re-use (SFR) Schemes 
Mitigating inter-cell and co-channel interference problems in OFDMA cellular networks by 
utilization of SFR with different power mask patterns is investigated in articles [P3] ,[P4] and 
[P11].  
Usually, UEs at the cell borders experience heavy co-channel interference (CCI), resulting in 
low signal to interference and noise ratio (SINR), which stems from frequency reuse in 
neighboring cells. A straightforward solution for this problem in OFDMA cellular networks is 
the utilization of soft frequency reuse schemes providing a capacity gain over the other hard 
frequency reuse schemes [3]. In general, the overall functionality of soft frequency reuse 
schemes is based on applying specific power masks (a fraction of the maximum transmission 
power level) over the whole system bandwidth. In soft frequency reuse (SFR), the overall 
frequency band, shared by all base stations (BS) (reuse factor is equal to 1) is divided into sub-
bands with predefined power levels for cell-edge users and other users. Moreover, the power 
levels in neighboring cells are sub-band specific such that the highest transmission powers are 
used in non-overlapping sub-bands. Consequently, users located in geographical areas close to 
and farther away from the BS are allocated different powers, thus limiting the impact of 
neighboring cells. Furthermore, if the sub-band allocated to the cell-edge UEs is not fully 
occupied, it can still be used by the other UEs in the cell. 
In [P3] the principal packet scheduling metrics are extended by adding transmit power 
considerations in scheduling decision and evaluated for SIMO and MIMO cases [P11]. This is 
formulated also in equation (3.14). The idea of incorporating the sub-band power ratio into the 
scheduling metric is that the sub-band power levels obviously affect the link adaptation and 
thereon the estimated supportable throughput as well as the actual delivered throughput. Thus by 
taking the power fluctuations into account, we seek yet higher fairness in the scheduling between 
truly realized UE throughputs, and thereon better cell-edge coverage. In this study, we assume 
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that the LA unit can feed the PS with power allocation information on a PRB-per-PRB basis. 
Also, since the power is understood in a stream-wise manner, this gives somewhat higher 
priority to single-stream transmissions which also helps in increasing the coverage and cell-edge 
performance. 
Figure 27 shows the system performance of combined soft frequency reuse schemes with 
advanced power-aware packet scheduling algorithms in terms of average cell throughput and 
coverage. The obtained result demonstrate the behavior of the proposed MPMPF scheduler by 
using different power coefficients and by comparing it against other PF scheduling algorithms 
with different SFR power masks. The power mask configurations used are PM1 (0dB, 4dB, 4dB) 
and PM2 (0dB, 1dB, 4dB)  illustrated in Figure 28. The values in the brackets represent nominal 
transmission power values in dB. 
Utilization of such technique offers significant coverage improvements in the order of 30% 
obtained at the expense of only 14% throughput loss.  
Furthermore, the user fairness illustrated in Figure 29 is also greatly increased, when measured 
using Jain’s fairness index. Clearly, the fairness distribution with MPMPF+SFR outperforms the 
used reference PF scheduler and PF+SFR for both analyzed cases. The received fairness gains 
are in range of 17%-31%. Compared to the PF+SFR case the corresponding gains are in the 
range of 15-17% for both cases. 
 
 
Figure 27: Average cell throughput (a) and coverage gain (b) over the reference PF scheduling 
scheme and PF +SFR scheme, with difference adjustable coefficients cases M1-M3 in the 
proposed scheduling metrics. 
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Figure 28: Soft Frequency reuse scheme with 3 sub-bands division. 
 
 
Figure 29: Jain’s fairness index per scheduling scheme and different power masks. Scheduler 
type 1 means ordinary PF, while 2 means PF +SFR, 3-5 means MPMPF +SFR with power 
coefficients M1,M2 and M3 correspondingly.  
5.5 UE Velocity Impact 
Majority of our system simulation and performance studies have focused on low-mobility 
scenarios, mainly 3km/h. In article [P6], in turn, performance evaluations are carried out with 
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different UE velocities. The obtained results indicate that increasing the velocity from 3 km/h to 
30km/h and 120 km/h has a major impact on system throughput in general. The gains from link 
adaptation and advanced receiver structures, compared to low-mobility cases, are heavily 
reducing in higher velocity scenarios due to outdated channel state information and other 
feedback reports. In [P6], advanced PF scheduling was compared to basic round robin (RR) and 
basic PF in such high-velocity cases and the obtained performance gains are again analyzed.  
The obtained performance numbers are summarized in Table 6, showing the results with both 
traditional PF and proposed MMFP, and comparing to classical RR scheduler. The advanced 
MMPF scheduling scheme achieves around 5-10% gain in system throughput and 25-35% gain 
in the coverage when compared to classical RR in high-velocity case of 120 km/h. Also 
compared to traditional PF, we are still able to demonstrate some coverage gain. The 
corresponding Jain’s fairness indexes are again reported in Figure 30 where scheduler type 1 
refers to RR, type 2 to PF, and 3 and 4 to MMPF. The outdated user feedback used in throughput 
estimation from PF scheduling algorithm leads to frequency domain scheduling gain loss. 
Therefore, the PF scheduler show slightly worse fairness compared to RR scheduler.   
 
Figure 30: Jain’s fairness index per scheduling scheme. 
 
Table 6: Obtained performance statistics compared to RR scheduler for different UE velocities. 
Coverage Gain [%] / 
Throughput Gain[%] 
Performance gains  
3 km/h 30 km/h 120 km/h 
PF 30  /  38 6  / 18 1  / 11 
MMPF-M1 86  /  17 46  /  2 34  /  4 
MMPF-M2 73  /  22 39  /  22 24  /  8 
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5.6 QoS-Aware Scheduling and Video Streaming 
Here we summarize the results from QoS provisioning framework based on proposed QoS-
aware PS schemes and metrics, which are described earlier in Chapter 3.7 and in original 
publications [P7]-[P8]. The main target is to estimate the number of UEs or streaming services 
operating at a given fixed bit rate that can be supported by the system based on deployed 
scenarios in a Micro cell environment. The obtained results are based on 3GPP evaluation 
metrology, where a user is considered to be in outage if more than 2% of the video packets for 
the user are erroneous or discarded due to exceeding delay limit when monitored over the whole 
video session duration. Similarly, video capacity is defined as the number of supported users per 
cell without exceeding the system saturation point. Here, the system saturation point is set at 5% 
of the cell outage level, i.e., to the point where 95% of the users in the cell are satisfied (having a 
maximum of 2% packet loss rate, as described above). Thus in this sense, the performance 
evaluation framework is quite different compared to earlier best-effort full-buffer scenarios. 
The performance studies and corresponding results are based on two different video streaming 
services with 128 kbps (Scenario 1) and 256 kbps (Scenario 2) constant bit rates (CBR) source 
video data. The corresponding mean packet size with truncated Pareto distribution and mean 
inter-arrival packet time are 100 bytes - 6ms  for Scenario 1, and 200 bytes - 4ms for Scenario 2 
[P7]. Packet delay budget, as well as discard timer threshold is set to 20 ms, following from [40]-
[42]. 
The simulation results in Figure 31 indicate that employing the proposed QoS-aware PS 
algorithm provides video capacity gain in the order of 13% and an additional 8% throughput 
increase for Scenario 1 when compared to reference PF scheme achieving 94 UEs support. 
Similarly for Scenario 2 illustrated in Figure 32, where the obtained gains are in the same range, 
but the absolute number of supported users or streams is naturally reduced due to increased video 
packet size and source bit rate. At the air interface level, this is reflected as fulfilling the QoS 
requirements with more PRBs scheduled per user in general. The main observation here is that 
incorporating the QoS requirements into the scheduling metrics, as in (3.18), yields considerable 
gain in the system performance. 
Further illustrations on the obtainable system performance are illustrated in Figure 33 with 
CDF of the number of scheduled users per TTI. As the figure clearly shows, the proposed 
scheduling scheme allows more users to be scheduled in each TTI and therefore the achieved 
capacity gains are due to the increased and more efficient usage of PRB resources. 
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The analysis is also validated in Figure 34 showing the CDF of video packet delay for different 
schedulers. The CQI reporting process has a direct impact on the delay performance and 
therefore a combined approach of HOL and CQI criteria in priority metric calculation is 
beneficial in such scenarios. The delay performance is strictly within the bounds of 20 ms for the 
simulated video traffic scenarios. More detailed results can be found in [P8] in which the RRM 
framework and performance analysis also entail reduced feedback schemes.   
 
 
Figure 31: Video capacity (a) and average sector throughput (b) for different scheduling schemes 
in Scenario 1.  
 
 
Figure 32: Video capacity (a) and average sector throughput (b) for different scheduling schemes 
in Scenario 2. 
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Figure 33: CDF of scheduled users per TTI for simulated scenarios. 
 
 
 
Figure 34: CDF of packet delay for simulated scenarios. 
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Conclusions 
The constantly increasing data content and number of wireless applications for mobile users is 
one of the main reasons for mobile cellular radio network evolution. The number of people using 
mobile devices for content production and consumption, in addition to classical voice calls and 
text messaging, has grown tremendously. The need for content sharing, video calls and Internet 
connectivity requires improved levels of performance from mobile networks and their operators. 
At the radio interface level, most emerging wireless connectivity solutions build on OFDMA-
type solutions. Another central ingredient is use of multiantenna or MIMO techniques. A good 
example of commercial deployment of these techniques is 3GPP mobile cellular radio evolution 
and LTE/LTE-Advanced. LTE technology, including LTE-Advanced, is currently seen as the 
primary 4G technology globally. 
In addition to radio interface and physical layer advancements, the deployment of advanced 
radio resource management techniques is one of the most effective performance gaining 
mechanisms in cellular radio evolution.  This dissertation work focused on the application of 
advanced RRM methods, such as novel packet scheduling, link adaptation, admission control and 
retransmission mechanisms, as an efficient way of enhancing the system-level performance of 
future multiuser packet radio systems utilizing OFDMA and multiantenna techniques at the 
physical layer. The specific emphasis in this dissertation work was on increased user fairness 
through appropriate scheduling metrics, implying improved cell-edge performance and coverage 
which is critical in the overall user experience in highly-loaded mobile networks. Several new 
practically-oriented scheduling metrics were proposed and evaluated in an LTE-type OFDMA 
mobile network context using comprehensive quasi-static cellular network system simulations. The 
impacts of practical channel quality feedback mechanisms, soft frequency reuse schemes, user 
velocities and micro and macro cell scenarios were also studied. Overall, the results demonstrate 
that highly improved fairness and thus improved cell-edge performance and coverage can be 
obtained using the proposed scheduling metrics with built-in fairness control. 
While the main emphasis in this work has been in best-effort full-buffer data scenarios, another 
main line of study in the dissertation work has been constant bit rate or video streaming services, 
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and associated advanced scheduling methods. Novel QoS-aware scheduling metrics were proposed 
with built-in bit rate and delay requirements for streaming services. Clear performance 
improvements were demonstrated over existing reference schedulers, resulting in a higher number 
of simultaneously supported video streams in the cell. 
Future work should focus on extending the performance studies and RRM mechanisms to more 
advanced MIMO schemes, including closed-loop precoded single-user and multiuser MIMO and 
collaborative multicell techniques. 
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Abstract: In this paper, we study the performance of different packet scheduling 
schemes in 3GPP UTRAN long term evolution (LTE) downlink context.  The 
downlink is based on orthogonal frequency division multiple access (OFDMA) air 
interface and relocates the packet scheduler from RNC to the base station. This gives 
the possibility to implement more intelligent scheduling schemes that are aware of 
the instantaneous state of the radio channel utilizing both time and frequency domain 
resources in an efficient manner. Stemming from the earlier Proportional Fair (PF) 
scheduler studies, we continue to investigate its efficiency in increasing the system 
capacity in terms of throughput and coverage by simulating practical OFDMA 
system environment with frequency reuse of 1. We show that by using new modified 
PF schemes, significant coverage improvements in the order of 70% at the expense of 
only 10% throughput loss can be obtained. Furthermore, we investigate the behaviour 
of the PF scheduling using single antenna as well as multi-antenna diversity receivers.  
Keywords: radio resource management, packet scheduling, proportional-fair 
scheduling 
1. Introduction
Development of new radio interface technologies for beyond 3G cellular systems (long 
term evolution of 3G, LTE) with support to high-data-rates, low-latency and packet-
optimised radio-access, has led to the use of OFDM/OFDMA [1]. Performance 
improvements are basically obtained through proper deployment of fast link adaptation and 
new packet scheduling algorithms, together with exploiting the available multi-user 
diversity in both time and frequency domains. The common feature for advanced 
schedulers is their ability to adapt to the fast channel quality variations. Such fast adaptation 
rate results in a throughput gain compared to the scheduling algorithms that do not take 
advantage of channel variations. In this paper, we introduce a new scheduling scheme based 
on proportional fair (PF) principle and investigate its performance using different receiver 
schemes in LTE context.  
 The research of different packet scheduling algorithms has been very active based on 
existing publications on different approaches, and their comparisons in different simulator 
environments [2]-[5]. Using [2]-[4] as starting points for LTE, it has been reported that 
frequency domain packet scheduling (FDPS) algorithms are always a compromise between 
the overall cell throughput and resource fairness among users. We focus on the Proportional 
Fair (PF) algorithm, which in general offers an attractive balance between cell throughput 
and user fairness. One of the drawbacks of FDPS, in turn, is relatively higher scheduling 
complexity and increased signalling overhead. Here, we extend our studies on algorithm 
development by deploying both time domain (TD) and frequency domain (FD) PF 
scheduling schemes that can efficiently utilise the provided feedback information from all 
the user equipments (UEs), typically reported in terms of channel quality indicators (CQI). 
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A new scheduler is proposed, called modified PF, which is shown to improve the system 
performance considerably, depending somewhat on the receiver scheme used. The 
performance evaluations of the scheduling methods presented in this paper are based on the 
system model according to the 3GPP evaluation criteria [1] and measured in terms of 
average cell throughput and coverage.  
 The rest of the paper is organised as follows: Section 2 describes the proposed modified 
PF scheduling scheme. Section 3 presents the overall system model and simulation 
assumptions. The simulation results and analysis are presented in Section 4, while the 
conclusions are drawn in Section 5.  
2. Scheduling Process
In general, the task of a Packet Scheduler (PS) is to select the most suitable user to access 
the channel in order to optimize throughput, fairness, and delay performances. Fast packet 
scheduler is the mechanism determining which user to transmit to in a given transmission 
time interval (TTI).  
 To efficiently utilize the limited radio resources, the scheduler should consider the state 
of the channel when selecting the user to be scheduled based on ACK/NACK signalling 
information and CQI’s [6]. This information is also used by link adaptation mechanism to 
ensure that the supported throughput estimation for UEs is above certain block error rate 
(BLER) target for the first transmission. HARQ management is then typically used to 
provide the necessary buffer information and transmission format of pending 
retransmissions [3]. Maximizing the system throughput can be regarded as the most 
important requirement of a packet scheduling algorithm [4]. In LTE, the system bandwidth 
of 10 MHz is divided into 50 physical resource blocks (PRB’s, or k sub-bands), each 
consisting of 12 subcarriers. The FD multiplexing (scheduling) is done per one PRB at 
minimum.  
 We use the winning two step scheduling algorithm as proposed and described in [4], 
and illustrated in Figure 1.  First step is TD scheduling followed by FD scheduling in the 
next step. The basic constraint for this algorithm is simple and can be formulated as the 
following requirement: The number of users scheduled per TTI (Dbuff) should always be 
smaller than the number of users (D) in the cell. On the other hand, the number of UEs for 
frequency multiplexing should also be less than the number of PRBs in the system, since 
we are allocating one RB for each user. By the use of TD scheduler we have a simple 
controlling mechanism based on QoS of the users which is one of the crucial requirements 
for advanced packet scheduling [6]. Spectral efficiency, in turn, is obtained by the 
consequent FD scheduler. One of the main issues is that TD scheduling takes into account 
the instantaneous CQI over the whole bandwidth, instead of instantaneous supported 
throughput, and estimation of the average delivered throughput to a specific UE over 
average delivered throughput to all UEs.  The scheduler picks users that have highest value 
of the priority metric at the scheduling time interval. The HARQ aware FD scheduler [4] 
then allocates the available sub-bands to the prioritized UEs from TD scheduler based on CQI 
feedback for different PRBs. 
Copyright © 2008 The authors www.ICT-MobileSummit.eu/2008 Page 2 of 8 
Decision 
based on 
priority metric 
calculation
FD scheduling 
PRBs 
TD 
scheduling 
TTI 
Scheduled UE
Link 
Adaptation 
+ 
HARQ 
management 
Figure 1: Joint time and frequency-domain scheduling process. 
2.1 Proportional Fair (PF) 
For the PF scheduler, scheduling decision per TTI is based on the following priority metric  
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in which Ri,k(n) is the instantaneous throughput of user i at sub-band k for the  time instant n 
(TTI), Ti(n) is the average delivered throughput to the UE i during the recent past and is 
calculated  by  
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Here above, tc  is a parameter expressing the discrete time in TTI’s over which the average 
delivered throughput is calculated. In general, 1/ tc  is called the forgetting factor and has 
an initial value of 0.0025. Ti(n-1) is the old value of Ti for the previous TTI, and Ri,k(n) 
is the instantaneously delivered throughput to the UE i and sub-band k. 
The basic algorithm can be finally summarized as follows: 
1. For the Dbuff selected users (available for scheduling) by the TD scheduler, the link
adaptation unit is used to compute the instantaneously supported data rate for each sub-
band. These users are sorted in descending order. 
2. The scheduler selects the final target user from the above Dbuff and a sub-band is
assigned to the user with the highest priority metric. 
2.2 PF- Modified 
The proposed modified PF scheduler uses the following priority metric shown in (3): 
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 Here, s1 and s2 are power coefficients from 0 to infinity, CQI i is the CQI of user i  and 
CQI iavg is the average CQI of user i calculated using  
,1 11i old iavg avg
c c
CQI CQI CQI
t t
§ · § ·  ¨ ¸ ¨ ¸
© ¹ © ¹
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 Above, TD(n) is averaged delivered throughput (during the recent past) to all users (D) 
served by the BS and is calculated as 
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 As seen from above, the priority metric has two different terms. The first one aims to 
increase the total throughput and/or coverage, while the second one will improve only the 
coverage. Therefore the desired system performance can be tuned in a flexible manner by 
the use of the power coefficients s1 and s2. The modified proportional fair algorithm uses 
the same overall structure as PF but the difference is in the priority metric calculations used 
in step 2. 
3. System Simulation Model
Quasi-static system simulator for downlink has been created and used for several studies 
based on the OFDMA air interface according to [1]. 10MHz system bandwidth case is 
assumed and frequency reuse of 1 is used. The main simulation parameters and assumptions 
are summarized in the Table 1 for macro case 1 and follow the LTE working proposals. 18 
UEs are uniformly distributed within each cell and experience inter-cell interferences from 
the surrounding cells. Every UE has an individual HARQ entry, which operates the 
physical layer retransmission functionalities. It is based on Stop-And-Wait (SAW) protocol 
and the number of entries is fixed to six. Modulation schemes supported are QPSK, 
16QAM and 64QAM with variable rates for the encoder. Distance dependant path loss and 
shadow fading for a sector of cell site are taken into account for each PRB. Typical Urban 
channel is entirely described by a Power Delay Profile (PDP) and the fast fading 
characteristics updated once per TTI are based on it. Infinite buffer traffic model is applied 
in the simulations, i.e. every user has data to transmit for the entire duration of a simulation 
cycle. Exponential effective SINR metric (EESM) model is used for link-to-system level 
mapping, as described in [1].   
Table 1: Default simulation parameters 
Parameter Assumption 
Cellular Layout Hexagonal grid, 19 cell sites, 3 sectors per site 
Inter-site distance 500 m 
Carrier Frequency / Bandwidth 2000MHz / 10 MHz 
Channel estimation Ideal 
PDP ITU Typical Urban 20 paths 
Minimum distance between UE and cell >= 35 meters 
Average number of UEs per cell 18 
Max. number of frequency multiplexed UEs 10 
UE receiver 2-Rx MRC, IRC, SISO 
Shadowing standard deviation 8 dB 
UE speed 3km/h 
Total BS TX power (Ptotal) 46dBm - 10MHz carrier 
Traffic model Full Buffer 
Fast Fading Model Jakes Spectrum 
CQI reporting time 5 TTI 
CQI delay  2 TTIs 
MCS rates QPSK (1/3, 1/2, 2/3),16QAM(1/2, 2/3, 4/5),64QAM(1/2, 
2/3, 4/5) 
ACK/NACK delay 2ms 
Number of SAW channels 6 
Maximum number of retransmissions 3 
HARQ model Ideal CC 
1st transmission BLER target  20% 
Forgetting factor 0.002 
Scheduling schemes PF, PF modified 
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4. Results
In this section we present the results obtained from the system simulations using the PS 
algorithms described in the paper. The performance is evaluated in terms of: 
x Throughput - the total number of successfully delivered bits. Typically measured either 
in kbps or Mbps. 
x CDF - Cumulative Distribution Function of UEs throughput. The slope of the CDF 
defines the fairness of the algorithms. 
x Coverage – the experienced data rate per UE at the 95% coverage probability. 
x EESM distribution of UEs 
 We present the behaviour of the modified PF scheduler with the use of different power 
coefficients s1 and s2 as shown in Table 2. As it was mentioned earlier, the main issue in 
the priority metric calculation is the first term from the equation (3). Therefore, we use 
large coefficient scale for s1, while the second power coefficient s2 is here fixed to 1. The 
increase of s2 does not lead to increasing the system performance, but only the relative 
values of s1 and s2 are important. More specifically, with large s2 values, the effect of 
second term in priority metric calculation based on throughput estimation would be 
emphasized and the scheduling algorithm would behave like equal resource scheduler. 
Furthermore, we also take into account the CQI imperfections as given in Table 1 when 
calculating the feedback, which is an important practical issue. Number of users used for 
frequency multiplexing is set to 10.   
Table 2: Different combinations of power-coefficients 
Coefficient Value 
s1 1 1 2 6 10 20 
s2 0 1 1 1 1 1 
 Figure 2 (left column) illustrates the average user throughput and coverage for the 
different schedulers and different UE receiver cases – single receiver antenna based on 
single input single output (SISO) principle, dual antenna interference rejection combining 
(IRC) and dual antenna maximal ratio combining (MRC) receivers. The power coefficient 
values from Table 2 are presented as index M, where M1 represents the first couple, etc. 
The used reference scheduler is TD-FD PF. By using the first term (M1) of the new metric 
calculation for modified PF scheduler we achieve both throughput and coverage gains of 
5% and 15% correspondingly for SISO scenario as shown in (a). In the case of IRC and 
MRC presented in (c) and (e) we have coverage increases by 11% and 6% with no average 
throughput loss. 
 Continuing on the evaluation of modified PF scheduler, we clearly see a trade-off 
between average cell throughput and coverage for different power coefficient cases. The 
SISO scenario in (b) shows that with a loss of 15% in the cell throughput the coverage has 
been improved by 75% for power coefficient values (1,1). The same situation appears in the 
case of IRC (d) and MRC (f) where for the loss of 12% in cell throughput we gain a 65% 
increase in the user coverage. The remaining power coefficient values shown in Table 2 are 
used for tuning the overall scheduling performance. For the cases where s1 varies between 
2, 6 and 10 (M3, M4 and M5) the cell throughput loss is decreased to around 3%, which on 
the other hand corresponds to 7% -21% losses in the coverage (compared to earlier cases). 
Thus this establishes the principal behaviour of the new scheduling algorithm. The cell 
throughput being determined by the users experiencing the less favourable conditions is 
increasing and therefore the averaged system throughput is steadily growing by using 
coefficient values like M3, M4 and M5. In the same manner the user coverage is observed 
to have a steady monotonic decrease. Thus trade-off between average cell throughput and 
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coverage is clearly seen and in order to preserve the average sector throughput and still to 
gain from the coverage increase coefficient values should be higher than M5. Consequently, 
for M6, the same average cell throughput is achieved as in case M2, but the coverage is 
increased by 10% corresponding to 20% gain for reference scheduler performance (case 
M1). 
 Figure 2 (right column) illustrates the CDF’s of UE data rates for the different 
simulation scenarios and scheduling combinations. The slope of the CDF defines the 
fairness of the algorithms. Therefore we aim to achieve steeper slope corresponding to 
algorithm fairness. Similar slope change behaviour can clearly be established for each 
simulation scenario. Clearly, at for example 5% point of CDF curve, corresponding to users 
situated at the cell edge, we observe significant data rate increases indicated by shift to the 
right. This indicates improved overall cell coverage at the expense of slight total throughput 
loss. 
 Figure 3 illustrates the behaviour of the scheduling schemes for the simulated receiver 
types – (a) SISO, (b) IRC and (c) MRC in terms of the experienced SINR at UE based on 
the scheduler (left) and the usage of different modulation and coding scheme rates 
(right).The performance varies within the range of  (-1,1) dB for the cases M1-M6. The 
modified PF scheme utilizes better higher order MCS, which is clearly visible in (b) and (c) 
cases. This further indicates the improved system performance achieved by employing the 
modified PF schemes.  
5. Conclusions 
In this work, we studied the potential of modified packet scheduling in time and frequency 
domains within the framework of UTRAN long term evolution (LTE). A new efficient and 
flexible packet scheduling algorithm based on modified PF principle was proposed. To 
evaluate the overall system performance and compare the schemes to each other, the 
throughput and coverage gains are assessed against more traditional scheduling. The 
efficient use of measured CQI reports with 1dB std. error provided from each UE is the key 
issue in the used PS schemes. In the case of fixed coverage requirements, the new metric 
calculation offers better control over the ratio between throughput loss and coverage 
increase. As practical examples, both throughput and coverage can be increased by several 
percentages, or by allowing a small decrease (in the order of only 5%)  in the cell 
throughput, more than 40% increases in cell coverage are then available, due to the new 
priority metric calculation used in the proposed modified PF scheme.  
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Figure 2: (left column) Average cell throughput and coverage gain over the reference PF scheduling scheme 
for the different receiver cases - SISO (a, b), IRC (c, d) and MRC (e, f) scenarios. The schemes M1-M6 refer 
to the new modified PF scheduler with power coefficient values as given in Table 1 (M1: s1=1, s2=0, etc.). 
(right column): CDF’s of User Throughput for three different receiver scenarios: (a) SISO, (b) IRC, and (c) 
MRC receiver cases.     
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Figure 3: (left column) Experienced SINR at UE [dB]  for the different receiver cases - SISO (a), IRC (b) and 
MRC (c) scenarios.  
(right column) MCS distribution [%]: (a) SISO, (b) IRC, and (c) MRC receiver cases.     
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Abstract 
In this paper, we propose fairness-oriented dual-
stream multiple-input multiple-output (MIMO) packet 
scheduling schemes for future multi-antenna packet 
radio systems. In general, multi-user transmit-receive 
schemes allow users to be scheduled on different 
parallel streams on the same time-frequency resource. 
Based on that, implementations of more intelligent 
scheduling schemes that are aware of the 
instantaneous state of the radio channel require 
utilization of time, frequency and spatial domain 
resources in an efficient manner. Stemming from the 
earlier advanced Proportional Fair (PF) scheduler 
studies, we extend the developments to dual-stream 
MIMO packet radios. Furthermore, we investigate the 
resulting fairness distribution among users together 
with efficiency in increasing the system capacity in 
terms of throughput and coverage by simulating 
practical orthogonal frequency division multiple 
access (OFDMA) system environment with MIMO 
functionality in Micro and Macro cell scenarios. As a 
concrete example, we demonstrate that by using new 
multi-user scheduling schemes, significant coverage 
improvements in the order of 30% can be obtained at 
the expense of only 14% throughput loss. Furthermore, 
the user fairness is also greatly increased, by more than 
18%, when measured using Jain’s fairness index.  
1. Introduction
The growth of new radio technologies for beyond
3G cellular systems continues. This includes e.g. 3GPP 
(3rd Generation Partnership Project) LTE (Long Term 
Evolution) [1], WiMAX [2] and the work in various 
research projects, like WINNER [3]. Some common 
elements in most of these developments are e.g. 
OFDMA based air interface, operating bandwidths of 
at least 10-20 MHz, and the exploitation of MIMO 
techniques and frequency domain channel-aware 
packet scheduling (FDPS) principles [1]. MIMO in 
terms of Spatial Division Multiplexing (SDM), 
combined by pre-coding, is considered as a promising 
technology due to increased spectral efficiency. In 
addition, it also provides scheduler with extra degree of 
freedom by offering a possibility to multiplex data of 
one or more users on the same physical resource. Thus 
the two principal concepts widely analyzed in literature 
[4]-[5] are  single-user (SU) and multi-user (MU) 
MIMO. The SU-MIMO allow only one UE scheduled 
at the same time-frequency resource block (RB), while 
MU-MIMO provides flexibility so that multiple users 
can be scheduled on separate parallel streams over the 
same time-frequency RB. Considering relatively 
accurate channel state feedback in terms of channel 
quality indicator (CQI) reports from mobile station 
(MS) to base station (BS), together with fast link 
adaptation mechanisms, the new packet scheduling 
schemes have major impact on the performance 
optimization in terms of throughput and coverage. 
Another important feature of scheduling is fairness, 
implying that also users with less favorable channel 
conditions should anyway give some reasonable access 
to the radio spectrum. This is especially important in 
serving users at, e.g., cell edges in cellular networks. 
In this paper, we introduce a new scheduling scheme 
based on proportional fair (PF) principle and 
investigate its performance using multi-user receive-
transmit scheme in 3GPP long term evolution (LTE) 
system context and in Micro and Macro Cell scenarios.  
Recently, multi-antenna oriented packet scheduling 
principles have been started to be investigated in the 
literature, see e.g. [6]-[11]. New scheduling algorithms 
are proposed and their performance is evaluated in 
different simulator environments [8]-[10]. In this 
paper, we concentrate on the Proportional Fair (PF) 
principle, which in general offers an attractive balance 
between cell throughput and user fairness, and extend 
it with spatial domain functionality for the needs of 
MU-MIMO operation. More specifically, we extend 
our earlier studies [10] on algorithm development by 
deploying SDM functionality to frequency domain 
(FD) PF scheduling schemes that can efficiently utilise 
the provided feedback information from all the user 
equipments (UEs), in terms of CQI. A new scheduler is 
proposed, called MIMO modified PF (MMPF), which 
is shown to improve the system performance 
considerably, in terms of coverage and overall user 
fairness. The performance evaluations of the scheduling 
methods presented in this paper are based on the system 
model according to the 3GPP evaluation criteria [1] and 
measured in terms of average cell throughput, cell 
coverage and Jain’s fairness index [12].  
In general, while the increased flexibility of 
channel-aware scheduling can offer performance 
enhancements, compared to fixed resource allocation, 
it also has some practical disadvantages. This includes 
e.g. relatively higher scheduling complexity, in terms 
of scheduling metric calculations and increased 
signaling overhead. Keeping these at reasonable levels 
requires thus some constraints on the scheduling 
algorithm, so for simplicity we assume here that only 
one MIMO mode (SU or MU) and fixed modulation 
and coding scheme (MCS) is allowed per user within 
one scheduling element. 
The rest of the paper is organised as follows: 
Section 2 describes the MIMO channel-aware 
scheduling principles and proposed scheduling scheme. 
Section 3 gives an overview of the overall system 
model and simulation assumptions. The simulation 
results and analysis are presented in Section 4, while 
the conclusions are drawn in Section 5.  
2. Channel-Aware MIMO Scheduling
In general, Packet Scheduler (PS) functionality is to
select the most suitable users to access the radio 
resources based on some selected priority metric 
calculations. In order to do so, the scheduler interacts 
with other radio resource management (RRM) units 
such as link adaptation (LA) and Hybrid ARQ (HARQ) 
manager as shown in Figure 1. The scheduling decision 
is based on received users’ signaling information in 
terms of acknowledgements and channel state 
information (CQI reports) per given transmission time 
interval (TTI) [9] and per frequency domain physical 
resource block (PRB). More specifically, we assume 
that both single-stream and dual-stream CQIs are 
reported to BS by each UE. Based on this information, 
the BS then decides, among other things, whether the 
particular time-frequency resource is used for (i) 
transmitting only one stream to a specific UE, (ii) two 
streams for a specific UE (SU-MIMO) or (iii) two 
streams to two different UEs (MU-MIMO). 
Figure 1. Joint time- and frequency-domain 
scheduling process. 
2.1. Proposed Scheduler at Principal Level 
In general, we use the well-known two-step PF 
approach with extended functionality in extra spatial 
dimension to enable MIMO operation [4],[10]. The 
first step is time-domain (TD) scheduling in which the 
scheduler selects the number of users in each TTI 
based on the full bandwidth channel state information. 
More specifically, the TD step selects those IBUFF UE’s 
(out of the total number of UE’s, say ITOT) whose total 
instantaneous throughput, per TTI, calculated over the 
full bandwidth is highest [11]. In this stage, we also 
take the different spatial multiplexing possibilities 
(one-stream, dual-stream SU, dual-stream MU) into 
account, in calculating all the possible reference 
throughputs.  
The second step is then frequency-domain (FD) / 
spatial-domain (SD) scheduling in which the scheduler 
first reserves the needed PRB’s for pending re-
transmissions (on one stream-basis only) and the rest 
available PRB’s are allocated to the selected UE’s 
from the TD. The actual metric in FD/SD allocation is 
based on the PRB-level and stream-wise channel state 
information, and the corresponding throughput 
calculations.  
2.2. Exact Scheduling Metrics 
Here we describe the actual scheduling metrics used 
in ranking users in the TD scheduling step as well as 
mapping the users to FD/SD resources in the second 
step. First a multistream extension of “ordinary” PF is 
described in sub-section 2.2.1, used as a reference in 
the performance simulations, and then the actual 
proposed modified metric is described sub-section 
2.2.2. 
2.2.1 Multistream Proportional Fair: For the PF 
scheduler, scheduling decision per TTI is based on the 
following priority metric  
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in which Ri,k.s(n) is the estimated instantaneous 
throughput of user i at sub-band k on stream s for the 
time instant (TTI) n (calculated based on the CQI 
reports through e.g. EESM mapping [1]). Ti(n), in turn, 
is the average delivered throughput to the UE i during 
the recent past and is calculated  by  
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Here tc controls averaging window length over which 
the average delivered throughput is calculated [7] and 
Ri (n-1) is the actually delivered throughput to user i at 
previous TTI n-1, calculated over all sub-bands k and 
streams s. In general, 1/ tc is also called the forgetting 
factor.  
Considering the previous TD and FD/SD steps 
described in Section 2.1, the above metrics are used as 
follows: 
• TD: Metric (1) is evaluated over the full
bandwidth and for different stream options to
rank the ITOT UE’s. Out of these, IBUFF < ITOT
UE’s with highest metric are picked to the
following FD/SD stage. In the following, this
subset is called scheduling candidate set (SCS),
and is denoted by ( )n8 .
• FD/SD: The access to individual PRB and
stream(s) is granted for the user belonging to the
above SCS with the highest metric (1) evaluated
for the particular PRB and stream at hand.
2.2.2 Modified Multistream Proportional Fair 
(MMPF): Stemming from the earlier work in [10], the 
following modified multistream PF metric is proposed: 
( )1 - 2ii,k,s
i,k,s avg
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Here, Į1 and Į2 are scheduler optimization 
parameters ranging basically from 0 to infinity, CQIi,k,s 
is the CQI of user i at PRB k and stream s, and CQIavgi 
is the average CQI of user i calculated using  
, ,
1 1
1
( ) 1 ( 1)
1 1 1 ( )
TOT TOT
avg avg
i i
c
c TOT TOT
S K
i k s
s k
CQI n CQI n
t
t K S
CQI n
= =
= − −
+
§ ·
¨ ¸© ¹
¦ ¦
(4) 
In above, KTOT is the total number of available PRB’s 
while STOT denotes the number of streams which is 
here always two (max two streams). In (3), Ttot(n) is the 
average delivered throughput (during the recent past) 
to all users IBUFF served by the BS and is calculated as 
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Intuitively, the proposed scheduling metric in (3) is 
composed of two elements affecting the overall 
scheduling decisions. The first dimension measures in 
a stream-wise manner the relative instantaneous quality 
of the individual user’s radio channels against their 
own average channel qualities while the second 
dimension is related to measuring the achievable 
throughput of individual UE’s against the 
corresponding average throughput of scheduled users. 
In this way, and by understanding the power 
coefficients Į1 and Į2 as additional adjustable 
parameters, the exact scheduler statistics can be tuned 
and controlled to obtain a desired balance between the 
throughput and fairness. This will be demonstrated 
later using computer simulations. Considering finally 
the actual TD and FD/SD steps described at general 
level in Section 2.1, the same approach as in sub-
section 2.2.1 is deployed but the metrics (1)-(2) are of 
course here replaced by the metrics in (3)-(5). 
3. System Simulator
System-level performance of the proposed 
scheduling scheme is evaluated based on developed 
quasi-static system simulator for LTE downlink 
providing traffic modeling, multiuser packet 
scheduling and link adaptation [1]. As a practical 
example, the 10 MHz system bandwidth case of LTE is 
assumed, meaning that there are 50 physical resource 
blocks each consisting of 12 sub-carriers with sub-
carrier spacing of 15 kHz. This sets also the basic 
resolution in FD/SD UE multiplexing (scheduling), 
i.e., the allocated individual UE bandwidths are
multiples of the PRB bandwidth. The actual reported 
CQI’s are based on received signal-to-interference-
and-noise ratios (SINR), calculated by the UE’s for 
each PRB. Here the UE’s are assumed to use linear 
MMSE (LMMSE) receiver principle, and utilize the in 
SINR calculations the actual radio channel response, 
the received noise level, and the structure of the 
detector. Furthermore, like mentioned already earlier, 
the UE’s always report single-stream SINR as well as 
both SU and MU dual-stream SINR’s (at the 
corresponding detector output). 
In a single simulation run, mobile stations are 
randomly dropped or positioned over each sector and 
cell. Then based on the individual distances between 
the mobile and the serving base station, the path losses 
for individual links are directly determined, while the 
actual fading characteristics of the radio channels 
depend on the assumed mobility and power delay 
profile. In updating the fading statistics, the time 
resolution in our simulator is set to one TTI (1ms). In 
general, a standard hexagonal cellular layout is utilized 
with altogether 19 cell sites each having 3 sectors in 
Macro case and 1 sector in Micro case. In the 
performance evaluations, statistics are collected only 
from the central cell site while the others simply act as 
sources of inter-cell interference.  
The main simulation parameters and assumptions 
are generally summarized in the Table 1 for both 
Macro and Micro cell scenarios, following again the 
LTE working assumptions. The used MIMO scheme is 
per- antenna rate control (PARC) with two transmit 
antennas at a BS and two receive antennas at the UE 
and the receivers are equipped with LMMSE detectors. 
As illustrated in Figure 1, the RRM functionalities are 
controlled by the packet scheduler together with link 
adaptation and HARQ mechanisms. Notice that the 
maximum number of simultaneously multiplexed users 
(IBUFF) is set to 6 here while ITOT is 10. In general, we 
assume that the BS transmission power is equally 
distributed among all PRB’s. In the basic simulations, 
10 UE’s are uniformly dropped within each cell and 
experience inter-cell interferences from the 
surrounding cells, in addition to path loss and fading. 
The UE velocity equals 3km/h, and the typical urban 
(TU) channel model standardized by ITU is assumed in 
modeling the power-delay spread of the radio channels. 
Infinite buffer traffic model is applied in the 
simulations, i.e. every user has data to transmit for the 
entire duration of a simulation cycle. Exponential 
effective SINR mapping (EESM) is used for link-to-
system level mapping (throughput calculations), as 
described in [1]. The length of a single simulation run 
is set to 5 seconds which is then repeated for 10 times 
to collect reliable statistics. 
Considering MIMO functionality, every UE has an 
individual HARQ entry per stream, which operates the 
physical layer re-transmission functionalities. It is 
based on the stop-and-wait (SAW) protocol and for 
simplicity, the number of entries per UE is fixed to six. 
HARQ retransmissions are always transmitted with the 
same MCS and on the same PRB’s (if scheduled) as 
the first transmissions in a single-stream mode. The 
supported modulation schemes are QPSK, 16QAM and 
64QAM with variable rates for the encoder as shown in 
Table 1.  
Link adaptation handles the received UE reports 
containing the channel quality information for each 
PRB based on single and dual-stream MIMO modes. 
The implemented link adaptation mechanism consists 
of two separate elements – the inner loop (ILLA) and 
outer loop (OLLA) LA’s – and are used for removing 
CQI imperfections and estimating supported data rates 
and MCS. It is assumed that the CQI reporting errors are 
log-normal distributed with 1dB standard deviation. 
Table 1. Basic simulation parameters. 
Parameter Assumption 
Cellular Layout Hexagonal grid, 19 cell sites, 
3 sectors per site for Macro / 
1 sector per site for Micro 
Inter-site distance 500 m - Macro / 1732 m - 
Micro 
Carrier Frequency / Bandwidth 
Number of active sub-carriers 
Sub-carrier spacing 
Sub-frame duration 
2000MHz / 10 MHz 
600 
15kHz 
0.5 ms 
Channel estimation Ideal 
PDP ITU Typical Urban 20 paths 
Minimum distance between UE 
and cell 
>= 35 meters - Macro 
>= 10 meters - Micro 
Average number of UE’s per 
sector 
20 
Max. number of frequency 
multiplexed UEs (IBUFF) 
10 
UE receiver type LMMSE 
Shadowing standard deviation 8 dB 
UE speed 3km/h 
Total BS TX power (Ptotal) 46dBm 
Traffic model Full Buffer 
Fast Fading Model Jakes Spectrum 
CQI reporting schemes Full CQI 
CQI log-normal error std. 1 dB 
CQI reporting time 5 TTI 
CQI delay  
CQI quantization 
CQI std error 
2 TTIs 
1 dB 
1 dB 
MCS rates QPSK (1/3, 1/2, 2/3), 
16QAM (1/2, 2/3, 4/5), 
64QAM (1/2, 2/3, 4/5) 
ACK/NACK delay 2ms 
Number of SAW channels 6 
Maximum number of 
retransmissions 
3 
HARQ model Ideal chase combining (CC) 
1st transmission BLER target  20% 
Scheduler forgetting factor 0.0025 
Scheduling schemes used Ordinary PF 
Modified PF (proposed) 
Simulation duration (one drop) 5 seconds 
Number of drops 10 
4. Numerical Results
In this section, we present the results obtained from 
the system simulations using the PS algorithms 
described in the paper. The system-level performance 
is generally measured and evaluated in terms of: 
• Throughput - the total number of successfully
delivered bits per unit time. Usually measured
either in kbps or Mbps.
• Coverage – the experienced data rate per UE
at the 95% coverage probability.
• Fairness per scheduling scheme measured
using Jain’s fairness index
We illustrate the behavior of the MMPF scheduler with 
using different power coefficients Į1 and Į2 as shown 
in Table 2. To focus mostly on the role of the channel 
quality reporting in the priority metric calculation in 
equation (3), Į2 is fixed here to 1 and different values 
are then demonstrated for Į1. More specifically, with 
large Į2 values, the effect of second term in priority 
metric calculation based on throughput estimation 
would be emphasized and the scheduling algorithm 
would behave like maximum throughput scheduler, 
which implies reduced fairness distribution.  
Figure 2 illustrates the average user throughput and 
coverage for the different schedulers and different 
simulation cases – Macro cell and Micro cell. The 
power coefficient values from Table 2 are presented as 
index M, where M1 represents the first couple, etc. The 
obtained results are compared with the reference  PF 
scheduler described in Section 2. By using the first 
term (M1) of the new metric calculation for modified 
PF scheduler, we achieve coverage gains in the order 
of 75% at the expense of 23% throughput loss for 
Macro case scenario presented in (a) and (b). In Micro 
case scenario illustrated on (c) and (d) we obtain even 
11% more coverage gain for the same throughput loss 
as in Micro case scenario.  
Continuing the evaluation of the proposed 
scheduler, we clearly see a trade-off between average 
cell throughput and coverage for different power 
coefficient cases. Furthermore, the remaining power 
coefficient values are used for tuning the overall 
scheduling performance. For the rest of the cases, the 
cell throughput loss is decreased stepwise with around 
3% per index M, which on the other hand corresponds 
to coverage gains reducing from 47% to 11%. 
Consequently, an obvious trade-off between average 
cell throughput and coverage is clearly seen. In order 
to preserve the average sector throughput and still to 
gain from the coverage increase, coefficient values 
should thus be properly chosen. Similarly, in Micro 
case scenario we obtain coverage gains between 26% 
to 67% corresponding to throughput losses from 11% 
to 20% as illustrated by the performance statistics. 
Table 2. Different power coefficient combinations 
Coefficient Value 
Į1 1 2 4 6 8 
Į2 1 1 1 1 1 
Figure 2. Average cell throughput and coverage 
gain over the reference PF scheduling scheme for 
the different simulation scenarios – Macro cell (a, b) 
and Micro cell (c, d). The schemes M1-M5 refer to 
the new MMPF scheduler with power coefficient 
values as given in Table 2. 
Figure 3 illustrates the Jain’s fairness index per 
scheduling scheme for Micro and Macro cell scenarios, 
calculated over all the ITOT = 10 UE’s. The value on the 
x axis corresponds to used scheduler type, where 1 
refers to the reference PF scheduler, 2 refers to MMPF 
with index M1, etc.  The value of Jain’s fairness index is 
generally in the range of [0,1], where value of 1 
corresponds to all users having the same amount of 
resources. Clearly, the fairness distribution with MMPF 
outperforms the used reference PF scheduler for both 
cases. The received fairness gains are in range of 18%-
32% in the Macro case and 25%-34% in the Micro case. 
Figure 3. Jain’s fairness index per scheduling 
scheme for Macro and Micro cases. Scheduler type 
1 means ordinary PF, while 2-6 means proposed PF 
with power coefficients as described in Table 2. 
5. Conclusions
In this paper, we have studied the potential of 
advanced multi-user packet scheduling algorithms in 
OFDMA type radio system context, using UTRAN 
long term evolution (LTE) downlink in Macro and 
Micro cell environment as practical example cases. 
New multi-stream proportional fair scheduler metric 
covering time-, frequency- and spatial domains was 
proposed that takes into account both the instantaneous 
channel qualities (CQI’s) as well as resource allocation 
fairness. Overall, the achieved throughput performance 
together with coverage and fairness statistics were 
assessed, by using extensive system simulations, and 
compared against more traditional proportional fair 
scheduling with SDM functionality. In the case of 
fixed coverage requirements, the proposed scheduling 
metric calculations based on UE channel feedback 
offers better control over the ratio between the 
achievable cell/UE throughput and coverage increase, 
as well as increased UE fairness. As a practical 
example, the fairness in resource allocation together 
with cell coverage can be increased significantly (more 
than 30%) by allowing a small decrease (in the order of 
only 10-15%) in the cell throughput. 
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In this paper, we propose fairness-oriented packet scheduling 
(PS) schemes with power-efficient control mechanism for 
future packet radio systems. In general, multi-antenna 
transmit-receive schemes provide additional flexibility to 
packet scheduler functionality.   Stemming from the earlier 
enhanced proportional fair  scheduler studies for single-input 
multiple-output (SIMO) and multiple-input multiple-output 
(MIMO) systems, we extend the development of efficient 
packet scheduling algorithms by adding transmit power 
considerations in the overall priority metrics calculations and 
scheduling decisions. Furthermore, we evaluate the proposed 
scheduling schemes by simulating practical orthogonal 
frequency division multiple access (OFDMA) based packet 
radio system in terms of throughput, coverage and fairness 
distribution among users. As a concrete example, under 
reduced overall transmit power constraint and unequal power 
distribution for different sub-bands, we demonstrate that by 
using the proposed power-aware multi-user scheduling 
schemes, significant coverage and fairness improvements in the 
order of 70% and 20% can be obtained, at the expense of 
average throughput loss of only 15%. 
I. INTRODUCTION 
Development of new advanced packet radio systems 
continues progressively. Relevant work in this direction 
includes, e.g., 3GPP long term evolution (LTE) [1], WiMAX 
[2], IMT-Advanced [3] and the related work in various 
research projects, like WINNER [4]. These developments 
rely on OFDMA air interface, scalable bandwidth operation, 
exploitation of MIMO technologies and advanced 
convergence techniques. The major driving forces behind 
these developments are the increased radio system 
performance, in terms of average and peak cell throughputs, 
low latency and reduced operating expenditures. While the 
average and peak throughputs are typically emphasized, also 
the fairness and cell-edge coverage are equally important 
quality measures of cellular radio systems [5], [6]. Yet 
another key measure becoming all the time more and more 
important is the energy consumption of the radio access 
network. 
In general, all user equipments (UEs) within base station 
(BS) coverage are sharing the available radio resource (radio 
spectrum). This is controlled by the packet scheduler (PS) 
utilizing selected scheduling metrics. In both uplink (UL) 
and downlink (DL), the packet scheduler works in a 
centralized manner being located at the BS. It is generally 
fairly well understood that the overall radio system 
performance, in terms of throughput and fairness, depends 
heavily on the PS functionality. The PS operation can build 
on instantaneous radio channel conditions, quality of service 
(QoS) requirements and traffic situations of the served UEs 
[5], [6]. In the emerging radio systems, multi-antenna MIMO 
technologies increase spectral efficiency and also provide the 
PS with extra degree of freedom by offering a possibility to 
multiplex data of one or more users on the same physical 
resource (spatial domain multiplexing, SDM) [7], [8]. Such 
functionality requires additional feedback information 
provided by mobile stations (MS) to the base station, 
typically in terms of channel quality information (CQI) 
reports. The main disadvantage of MIMO-SDM technique is 
increased signaling overhead and scheduling complexity. 
Finally, an additional important aspect in scheduling 
functionality is the interaction with other radio resource 
management (RRM) entities, namely fast link adaptation 
(LA) and reliable re-transmission mechanisms.   
Packet scheduling principles are generally rather widely 
investigated in the literature and many new scheduling 
algorithms have been proposed, see, e.g., [9]-[13]. Most of 
them are considering equal BS transmission power 
distribution among all physical resource blocks (PRBs), 
which is not necessarily a practical or optimum case. In 
practice, unequal power allocation between different PRB’s 
can be used, e.g., to control the interference between 
neighboring cells or sectors in frequency re-use 1 radio 
systems. Stemming now from our previous work in advanced 
PS algorithms reported in [12]-[13], we extend the studies 
here to incorporate energy efficiency considerations in the 
scheduling decisions. Our starting point is the advanced 
modified proportional fair scheduler for MIMO reported in 
[13], which was shown to improve cell-edge coverage and 
user fairness compared to state-of-the-art. In this paper, we 
introduce a new energy- or power-aware scheduling scheme 
taking into account the applied power pattern within the 
overall radio spectrum. This is called MIMO power-aware 
modified proportional fair (MPMPF) scheduler in the 
continuation. The performance of the proposed scheduler is 
investigated using both single-user MIMO (spatial 
multiplexing for individual UE streams) and multi-user 
MIMO (spatial multiplexing also for streams of different 
UEs) transmit-receive schemes in 3GPP LTE system 
context. The used system-level figures of merit are cell 
throughput distribution, cell-edge coverage and Jain’s fairness 
index [14]. For simplicity and illustration purposes, 1x2 
(SIMO) and 2x2 (MIMO) multi-antenna scenarios are 
assumed in the continuation. 
The rest of the paper is organized as follows: Section II 
describes the MIMO scheduling principles and proposed 
power-aware scheduling scheme. The overall radio system 
simulation methodology and simulation assumptions are 
described in Section III. The simulation results and analysis 
are presented in Section IV, while the conclusions are 
summarized in Section V.  
II. POWER-AWARE MIMO SCHEDULING
In general, packet scheduler is part of the overall radio 
resource management mechanism at BS. Therefore, PS 
functionality depends heavily on the collaboration with other 
RRM units such as link adaptation (LA) and Hybrid ARQ 
(HARQ) manager, as depicted in Figure 1. The scheduling 
decisions are based on the selected scheduling metric, 
utilizing typically the CQI reports and acknowledgements 
from UEs, per given transmission time interval (TTI) in time 
domain and per physical resource block (PRB) in frequency 
domain [5]. Moreover, we assume here that the LA unit can 
feed the PS with power allocation information on a PRB-per-
PRB basis. MIMO functionality, in turn, requires both single-
stream and dual-stream CQI feedback by each UE. 
Consequently, the BS decides whether the particular time-
frequency resource is used for transmitting (i) only one 
stream to a specific UE, (ii) two streams to a specific UE 
(SU-MIMO) or (iii) 1+1 streams to two different UEs (MU-
MIMO) [6]. BS also handles proper transmit power allocation 
in all the cases (i)-(iii), respectively, such that target packet 
error rate is reached with selected modulation and coding 
scheme (MCS).  
A. Proposed Scheduler at Principal Level 
The proposed scheduler developments are stemming 
from the widely used two-stage (see e.g. [15], [16]) multi-
stream PF approach. In the first stage, within each TTI, UEs 
are ranked based on the full bandwidth channel state 
information and throughput calculations. This is called time-
domain (TD) scheduling step. For MIMO case, different 
spatial multiplexing possibilities (one-stream, dual-stream 
SU, dual-stream MU) are taken into account, in calculating 
all the possible reference throughputs. In the second stage, 
the scheduling functionality is expanded in frequency-
domain (FD) and spatial-domain (SD) where the actual PRB 
allocation takes place. First the needed PRB’s for pending re-
transmissions (on one stream-basis only) are reserved and the 
rest available PRB’s are allocated to the selected UE’s from 
the first stage. The actual priority metric in FD/SD stage is 
evaluated at PRB-level taking into account the available 
stream-wise channel state information, the transmit power 
allocations and the corresponding throughput calculations. 
The exact scheduling metrics are described below. 
B. Scheduling Metrics 
Here we describe the actual scheduling metrics used in 
ranking users in the TD scheduling stage as well as mapping 
the users to FD/SD resources in the second stage. First a  
Figure 1.  Principal RRM functionalities. 
power-aware extension of ordinary multi-stream PF 
scheduler is described in sub-section B1, used as a reference 
in the performance simulations. Then the actual proposed 
modified power-aware metric is described in sub-section 
B2. 
1) Power-Aware Multistream Proportional Fair:
 Stemming from ordinary multi-stream PF principle, the 
following power-aware PF (PPF) scheduling metric 
evaluated at each TTI is deployed 
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Here Ri,k.s(n) is the estimated instantaneous throughput of 
user i at sub-band k on stream s at TTI n. Ti(n) is the 
corresponding average delivered throughput to the UE i 
during the recent past [12],[13]. Pk,s, in turn, is the 
transmission power for sub-band k on stream s and Pmax is 
the maximum transmission power for any sub-band. Notice 
that the power ratio Pk,s / Pmax has a direct impact on the 
ranking of the users, since the deployed sub-band power 
levels affect the corresponding estimated and delivered 
throughput quantities. The scheduler in (1) is only used as a 
reference in evaluating the performance of the actual 
proposed scheduler to be described below. 
2) Modified Power-Aware Multi-stream Proportional
Fair (MPMPF): 
 Starting from the earlier work in [13], the following 
modified power-aware multi-stream PF metric is proposed in 
this paper:  
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In the above metric, Į1 and Į2 are scheduler optimization 
parameters ranging basically from 0 to infinity. CQIi,k,s is the 
CQI of user i at PRB k and stream s, and CQIavgi is the 
average CQI of user i. Ttot(n) is the average delivered 
throughput (during the recent past) to all users ranked in TD 
stage served by the BS.  
The proposed scheduling metric in (2) is essentially 
composed of three elements affecting the overall scheduling 
decisions. The first ratio takes into account the transmit 
power fluctuations in BS for each PRB. The second ratio is 
the relative instantaneous quality of the individual user’s 
radio channels over their own average channel qualities in a 
stream-wise manner. The third ratio is related to measuring 
the achievable throughput of individual UE’s against the 
corresponding average throughput of scheduled users. The 
power coefficients Į1 and Į2 are additional adjustable 
parameters that can be tuned and controlled to obtain a 
desired balance between throughput and fairness. This will 
be illustrated in Section IV. 
The basic idea of incorporating the sub-band power ratio 
Pk,s/Pmax into the scheduling metric (2) is that the sub-band 
power levels obviously affect the link adaptation and thereon 
the estimated supportable throughput as well as the actual 
delivered throughput. Thus by taking the power fluctuations 
into account, we seek higher fairness in the scheduling 
between truly realized UE throughputs, and thereon better 
cell-edge coverage. This will be demonstrated in Section IV. 
Also since the power is understood in a stream-wise manner, 
this gives somewhat higher priority to single-stream 
transmissions which also helps in increasing the coverage.  
III. SYSTEM SIMULATION METHODOLOGY
Extensive quasi-static system simulator for LTE 
downlink providing traffic modeling, multiuser packet 
scheduling and link adaptation including HARQ is used for 
evaluating the system level performance of the proposed 
packet scheduling scheme, following 3GPP evaluation 
criteria [1]. The 10 MHz system bandwidth case is assumed, 
being composed of 1024 sub-carriers (out of which 600 are 
active) and divided into 50 physical resource blocks (PRB) 
each consisting of 12 sub-carriers with sub-carrier spacing of 
15 kHz. Pilot signals are sent from base station to mobile 
station to determine the instantaneous channel condition. The 
mobile stations measure the actual channel states and the 
information is reported to the BS. The actual reported CQI’s 
are based on received signal-to-interference-and-noise ratios 
(SINR), calculated by the UE’s for each PRB. Here the UE’s 
are assumed to use two different receiver principles – 
maximal ratio combining (MRC) or linear MMSE 
(LMMSE), depending whether 1x2 or 2x2 system is 
simulated. Additionally, the UEs always report single-stream 
SINR as well as both single user (SU) and multi-user (MU) 
dual-stream SINR’s (in the 2x2 case) at the corresponding 
detector output. As a concrete example of unequal PRB 
power allocation for inter-cell or inter-sector interference 
management, the case of reducing the transmit power of 
every third RB by 1dB and the neighboring ones yet by 
another 1dB (i.e. the relative power pattern is 
0dB, -1dB, -2dB, 0dB, -1dB, -2dB, …) compared to  
TABLE I. BASIC RADIO SYSTEM SIMULATION PARAMETERS. 
Simulation Parameters 
Parameter Assumption 
Carrier Frequency / Bandwidth 2000MHz / 10 MHz 
Number of active sub-carriers 600 
Sub-carrier spacing 15kHz 
Sub-frame duration 0.5 ms 
Simulation scenario Macro cell hexagonal 19-site 
layout 
Channel estimation Ideal 
PDP ITU Typical Urban 20 paths 
Number of UE’s per sector 10 
Max. number of frequency 
multiplexed UEs (IBUFF) 
6 
UE receiver type 2-Rx MRC and LMMSE 
UE speed 3km/h 
Total BS TX power (Ptotal) 46dBm 
Traffic model Full Buffer 
Fast Fading Model Jakes Spectrum 
MCS rates QPSK, 16QAM ,64QAM  
ACK/NACK delay 2ms 
Number of SAW channels 6 
Maximum number of 
retransmisions 
3 
HARQ model Ideal chase combining (CC) 
1st transmission BLER target  20% 
Scheduler forgetting factor 0.002 
Scheduling schemes used Ordinary PF, modified PF [13], 
power-aware PF (1), and 
modified power-aware PF (2) 
Simulation duration (one drop) 5 seconds 
Number of drops 10 
maximum transmit power is deployed. Notice that this is just 
one concrete example selected for evaluating and comparing 
the performance of different schedulers. 
In a single simulation run, mobile stations are randomly 
distributed over standard hexagonal cellular layout with 
altogether 19 cells each having 3 sectors.   As a concrete 
example, the number of active users in the cell is set to 10 
and the UE velocities equal 3km/h. The path losses for 
individual links are directly determined based on the 
individual distances between the mobile and the serving base 
station. On the other hand, the actual fading characteristics of 
the radio channels are collected each TTI (1ms) and depend 
on the assumed mobility and power delay profile. Due to the 
centralized approach statistics are collected only from the 
central cell site while the others simply act as sources of 
inter-cell interference. 
Two different multi-antenna scenarios are used for 
performance evaluation purposes – SIMO and MIMO. The 
first scheme consist of one transmit antenna at the BS and 
two receive antennas at each UE and the receivers are 
equipped with MRC detectors. The used MIMO scheme, in 
turn, is per-antenna rate control (PARC) with two transmit 
antennas at the BS and two receive antennas at each UE and 
the receivers are equipped with LMMSE detectors. The main 
simulation parameters and assumptions are summarized in 
Table I. 
The RRM functionalities are controlled by the packet 
scheduler together with link adaptation and HARQ entities. 
Link adaptation consists of two separate elements – the inner 
loop LA (ILLA) and the outer loop LA (OLLA). These are 
used for removing CQI imperfections, estimating supported 
data rates and MCS’s, and stabilizing the 1st transmission 
Block Error Probability (BLEP) to the target range (typically 
10-20%). Simple admission control scheme is used for 
keeping the number of UEs per cell constant. HARQ is based 
on SAW protocol and a maximum number of three re-
transmissions is allowed. MIMO functionality requires 
individual HARQ entry per stream which is also 
implemented. Link-to-system level mapping is based on the 
effective SINR mapping (EESM) principle [1]. 
IV. OBTAINED RESULTS
This section presents the obtained results from the radio 
system simulations using different PS algorithms. The 
system-level performance evaluation is based on the 
following statistics:  
• Cell throughput (kbps or Mbps) distribution
• Cell-edge coverage
• Fairness distribution
• CDF of the number of users scheduled per TTI
Throughput is defined as the number of successfully 
delivered user bits per unit time. Coverage, in turn, 
corresponds to 5% probability point in the throughput CDF. 
Finally fairness is measured using the Jain’s fairness index 
[14]. 
We demonstrate the behavior of the proposed MPMPF 
scheduler by using different power coefficients Į1 and Į2 and 
comparing it against other PF scheduling algorithms. To 
emphasize the role of power-aware and CQI based priority 
metric calculation in (2), we fix the value of Į2 to 1 and 
change the values of Į1 as Į1 = {1,2,4} [10], [13]. 
Figure 2 illustrates the average cell throughput and cell-
edge coverage for the different schedulers in SIMO (sub-
figures (a) and (b)) and MIMO (sub-figures (c) and (d)) 
system simulation cases. The power coefficient values are 
presented as index M, where M1 represents the first couple, 
i.e., Į1=1, Į2=1, M2: Į1=2, Į2=1 and M3: Į1=4, Į2=1. The
obtained results with the proposed scheduler are compared 
with the reference PF schedulers – ordinary PF, power-aware 
PF described in (1) and MMPF scheduler from [13]. For the 
cases M1-M3, based on Figure 2, the new MPMPF scheduler 
achieves coverage gains in the order of 63-91% at the 
expense of only 15-22% throughput loss compared to 
ordinary PF in the SIMO scenario (sub-figures (a) and (b)). 
In the corresponding MIMO (sub-figures (c) and (d)) 
scenario, we obtain 71% constant coverage gain for the same 
throughput loss as in previous SIMO case. Compared to the 
MMPF scheduling principle [13] or to the power-aware PF 
in (1), similar coverage gains are obtained, as can be read 
from the figure.  
Figure 3 illustrates the Jain’s fairness index [14] per 
scheduling scheme for SIMO and MIMO scenarios, 
calculated using the truly realized throughputs at each TTI for 
all 10 UE’s and over all the simulation runs. The value on the 
x axis corresponds to the used scheduler type (1 refers to 
ordinary PF scheduler, 2 refers to PPF, etc.). Clearly, the 
proposed MPMPF scheduler outperforms all other scheduling 
algorithms and the received fairness gains are in range of 
17%-20% in the SIMO case and 35%-37% in the MIMO 
case.  
Further illustrations on increased fairness are presented in 
Figure 4 (a) and (b) in terms of cumulative distribution of 
scheduled UEs per TTI for the simulated cases. Clearly, the 
power-aware term in MPMPF scheduling decision has a 
major impact on the increases fairness distribution seen as 
reaching the maximum number of UEs multiplexed per TTI. 
V.  CONCLUSION 
In this paper, a new power-aware multi-stream 
proportional fair scheduling metric covering time-, 
frequency- and spatial domains was proposed. The proposed 
metric takes into account the transmit power allocation on 
RB basis, the instantaneous channel qualities (CQI’s) as well 
as resource allocation fairness. The potential of advanced 
power-aware multi-user packet scheduling algorithms was 
evaluated in OFDMA type radio system context, using 
UTRAN LTE downlink as a practical example. The 
achievable throughput performance together with coverage 
and fairness distributions were analyzed and compared 
against the corresponding statistics of more traditional 
earlier-reported proportional fair scheduling techniques with 
SDM functionality in SIMO and MIMO cases. The proposed 
scheduling scheme offers better control over the ratio 
between the achievable cell/UE throughput and coverage 
increase, as well as increased UE fairness taking into account 
irregular BS transmission power.  
Figure 2.  Average cell throughput and coverage gain over the reference 
PF scheduling scheme for the different simulation cases – SIMO (a, b) and 
MIMO (c, d). 
Figure 3.  Jain’s fairness index per scheduling scheme for SIMO and 
MIMO cases. Scheduler type 1 means ordinary PF, 2 means power-aware 
PF from (1), 3-5 mean proposed modified power-aware PF from (2) and 6-8 
mean modified PF from [13]. 
Figure 4.  CDF of the number of UEs multiplexed in frequency domain 
per TTI for (a) SIMO and (b) MIMO cases. 
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Abstract: The radio resource management functionality plays an important role
in new OFDMA based networks.  The control of the network resource division 
among the users is performed by packet scheduling functionality based on
maximizing cell coverage and capacity while satisfying certain quality of service
constrains. In order to mitigate inter-cell and co-channel interference problems
in OFDMA cellular networks, soft frequency reuse with different power mask 
patterns is used. Stemming from our previous studies in scheduling algorithm
developments, we extend the usability of packet scheduling techniques with 
built in transmit power considerations in the overall priority metrics 
calculations and scheduling decisions. In this paper, we investigate the system
performance of combined soft frequency reuse schemes with advanced power-
aware packet scheduling algorithms for further optimization between user 
fairness and cell throughput. As a concrete example, we demonstrate that by
using such technique significant coverage improvements in the order of 30% can
be obtained at the expense of only 14% throughput loss. Furthermore, the user
fairness is also greatly increased, by more than 18%, when measured using Jain’s
fairness index.
Keywords: radio resource management, packet scheduling, soft frequency reuse,
proportional-fair, power masks, channel quality feedback, fairness
1. Introduction
The new radio technologies for beyond 3G cellular systems such as 3GPP (3rd Generation 
Partnership Project) LTE (Long Term Evolution) [1] and WiMAX [2] are based on 
OFDMA air interface. The operating bandwidths of at least 10-20 MHz are divided into
large number of orthogonal subcarriers for efficient reduction of the effects of inter-symbol
interference (ISI) and inter-carrier interference (ICI). Consequently OFDMA is providing
high spectral efficiency, flexible multi-user access and dynamic resource allocation.
On the other hand, important issue in those deployments is co-channel interference
(CCI) that users at the cell borders are experiencing based on low signal to noise ratio 
(SNR) and high power emits from neighboring cells’ base station in their communication
channel. Solution for this problem in OFDMA cellular networks is utilization of frequency 
reuse schemes. Recent literature studies indicate that soft frequency reuse scheme has a
capacity gain over the other hard frequency reuse schemes [3]. The overall functionality of 
frequency reuse schemes is based on applying specific power masks (fraction of the
maximum transmission power level) over the whole system bandwidth. In soft frequency
reuse (SFR) [4],[5] the frequency band, shared by all base stations (BS) (reuse factor is 
equal to 1) is divided into sub-bands with predefined power levels as illustrated in Figure1. 
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Consequently, the near and far from the BS users are allocated with different powers by
limiting the impact of neighboring cells.
In general, all user equipments (UEs) within base station coverage are sharing the 
available radio resource (radio spectrum). This is controlled by the packet scheduler (PS) 
utilizing selected scheduling metrics. In both uplink (UL) and downlink (DL), the packet 
scheduler works in a centralized manner being located at the BS. It is generally fairly well 
understood that the overall radio system performance, in terms of throughput and fairness, 
depends heavily on the PS functionality. The PS operation is built on instantaneous radio 
channel conditions, quality of service (QoS) requirements and traffic situations of the 
served UEs [6], [7]. Finally, an additional important aspect in scheduling functionality is the 
interaction with other RRM entities, namely fast link adaptation (LA) and reliable re-
transmission mechanisms.
Recently, multi-antenna oriented packet scheduling principles have been started to be 
investigated in the literature and their performance is evaluated in different simulator
environments [8]-[13]. Stemming now from our previous work in advanced PS algorithms
reported in [10]-[12], we extend the studies here to incorporate cell power bounds 
considerations in the scheduling decisions based on different SFR power mask
configurations. Specifically in [12], the proposed scheduling schemes are investigated
under the assumptions of PRB based power fluctuations due to instability of the network’s 
link budget. In this paper, we introduce a combined method of SFR with advanced 
scheduling scheme based on proportional fair (PF) principle and investigate its performance
using multi-user multi-antenna receive-transmit scheme in 3GPP long term evolution (LTE) 
context.
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Figure 1: Example Soft Frequency reuse scheme with 3 sub-bands division.
The scheduling decisions are based on received users’ signaling information in terms of 
acknowledgements and channel state information (CQI reports) per given transmission time
interval (TTI) and per frequency domain physical resource block (PRB) [5]. In generall, in 
addition to throughput and capacity, another important feature of scheduling is fairness,
implying that also users with less favorable channel conditions should anyway give some
reasonable access to the radio spectrum. This is especially important in serving users at, 
e.g., cell edges in cellular networks.
The rest of the paper is organized as follows: Section 2 describes the SFR scheme and
power mask configurations, while Section 3 is dedicated to power aware scheduling
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principles. Section 4 gives an overview of the overall system model and simulation 
assumptions. The simulation results and analysis are presented in Section 5, while the
conclusions are drawn in Section 6.
2. Soft frequency reuse scheme
In general, SFR scheme reserves part of the frequency band for the cell-edge users and uses 
the power bound specified for it by the power mask. The rest of the unallocated sub-bands 
are dedicated to the near to BS users.  One practical solution for sub-band division reported 
in the literature studies is 3 and therefore we are considering it in our case. Generally there
is no restriction on the soft reuse factor [3],[4]. The same apply for the choice of the power 
mask. We have chosen for our evaluation the following power mask configurations: PM1
(0dB, -4dB, -4dB) and PM2 (0dB, -1dB, -4dB). The values in the brackets represent
normalized transmission power values in dB as shown in Figure 1. If the sub-band allocated 
to the cell-edge UEs is not fully occupied, it can be still used by the other UEs.
3. Packet Scheduler
Packet scheduler is located in the BS and as a part of the whole RRM process it has an 
important role. Together with other RRM units such as link adaptation (LA) and Hybrid
ARQ (HARQ) manager PS selects the most suitable users to access the radio resources
based on some selected priority metric calculations. Moreover, we assume here that the LA 
unit can feed the PS with power allocation information on a PRB-per-PRB basis. MIMO 
functionality, in turn, requires both single-stream and dual-stream CQI feedback by each UE. 
The advanced scheduler developments are stemming from the widely used two-stage
(see e.g. [10], [11]) multi-stream PF approach. In the first stage time-domain (TD), within
each TTI, UEs are ranked based on the full bandwidth channel state information and 
throughput calculations. Considering MIMO case, different spatial multiplexing
possibilities (one-stream, dual-stream SU, dual-stream MU) are taken into account, in 
calculating all the possible reference throughputs. In the second stage, the scheduling 
functionality is expanded in frequency-domain (FD) and spatial-domain (SD) where the
actual PRB allocation takes place. Initially, the needed PRB’s for pending re-transmissions
(on one stream-basis only) are reserved and the rest available PRB’s are allocated to the
selected UE’s from the first stage. The actual priority metric in FD/SD stage is evaluated at 
PRB-level taking into account the available stream-wise channel state information, the 
transmit power allocations and the corresponding throughput calculations. The exact 
scheduling metrics are described below. 
The modified power-aware multi-stream PF (MPMPF) metric proposed in [12] is 
calculated as:
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In the above metric, Į1 and Į2 are scheduler optimization parameters ranging basically from
0 to infinity. In (1), Pk,s, in turn, is the transmission power for sub-band k on stream s and
Pmax is the maximum transmission power for any sub-band. Ttot(n) is the average delivered
throughput (during the recent past) to all users ranked in TD stage served by the BS. Ti(n) is
the corresponding average delivered throughput to the UE i during the recent past. CQIi,k,s is 
the CQI of user i at PRB k and stream s, and CQIavgi is the average CQI of user i calculated
as:
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In above, KTOT is the total number of available PRB’s while STOT denotes the maximum
number of streams which is here always two (max two streams).
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Figure 2: RRM functionality-scheduling process.
The scheduling metric in (1) is essentially composed of three parts affecting the overall 
scheduling decisions. The first ratio takes into account the transmit power levels in BS for 
each PRB due to SFR scheme. The second ratio is the relative instantaneous quality of the 
individual user’s radio channels over their own average channel qualities in a stream-wise
manner. The third ratio is related to measuring the achievable throughput of individual 
UE’s against the corresponding average throughput of scheduled users. The power 
coefficients Į1 and Į2 are additional adjustable parameters that can be tuned and controlled
to obtain a desired balance between throughput and fairness. This will be illustrated in 
Section 5.
4. System Simulation Methodology
Extensive quasi-static system simulator for LTE downlink providing traffic modelling,
multiuser packet scheduling and link adaptation including HARQ is used for evaluating the
system level performance of the proposed packet scheduling scheme, following 3GPP
evaluation criteria [1]. The 10 MHz system bandwidth case is assumed, being composed of 
1024 sub-carriers (out of which 600 are active) and divided into 50 physical resource blocks 
(PRB) each consisting of 12 sub-carriers with sub-carrier spacing of 15 kHz. Pilot signals 
are sent from base station to mobile station to determine the instantaneous channel 
condition. The mobile stations measure the actual channel states and the information is 
reported to the BS. The actual reported CQI’s are based on received signal-to-interference-
and-noise ratios (SINR), calculated by the UE’s for each PRB. Here the UE’s are assumed
to use linear MMSE (LMMSE) receivers for MIMO 2x2 system simulation. Additionally, 
the UEs always report single-stream SINR as well as both single user (SU) and multi-user
(MU) dual-stream SINR’s at the corresponding detector output.
In a single simulation run, mobile stations are randomly distributed over standard 
hexagonal cellular layout with altogether 19 cells each having 3 sectors.   As a concrete
example, the number of active users in the cell is set to 15 and the UE velocities equal 
3km/h. The path losses for individual links are directly determined based on the individual 
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distances between the mobile and the serving base station. On the other hand, the actual 
fading characteristics of the radio channels are collected each TTI (1ms) and depend on the 
assumed mobility and power delay profile. Due to the centralized approach statistics are
collected only from the central cell site while the others simply act as sources of inter-cell
interference.
Table 1: Default simulation parameters
Parameter Assumption
Cellular Layout Hexagonal grid, 19 cell sites, 3 sectors per site
Inter-site distance 500 m
Carrier Frequency / Bandwidth 2000MHz / 10 MHz
Channel estimation Ideal
PDP ITU Typical Urban 20 paths
Minimum distance between UE and cell >= 35 meters
Average number of UEs per cell 15
Max. number of frequency multiplexed UEs 10
UE receiver LMMSE
Shadowing standard deviation 8 dB
UE speed 3km/h
Total BS TX power (Ptotal) 46dBm - 10MHz carrier
Traffic model Full Buffer
Fast Fading Model Jakes Spectrum
CQI reporting time 5 TTI
CQI delay 2 TTIs
MCS rates QPSK (1/3, 1/2, 2/3),16QAM(1/2, 2/3, 4/5),64QAM(1/2,
2/3, 4/5)
ACK/NACK delay 2ms
Number of SAW channels 6
Maximum number of retransmissions 3
HARQ model Ideal CC 
1st transmission BLER target 20%
Forgetting factor 0.002
Scheduling schemes PF, MPMPF
The used MIMO scheme for performance evaluation purposes is per-antenna rate control 
(PARC) with two transmit antennas at the BS and two receive antennas at each UE The
main simulation parameters and assumptions are summarized in Table 1. 
The RRM functionalities are controlled by the packet scheduler together with link 
adaptation and HARQ entities. Link adaptation consists of two separate elements – the
inner loop LA (ILLA) and the outer loop LA (OLLA). These are used for removing CQI
imperfections, estimating supported data rates and MCS’s, and stabilizing the 1st 
transmission Block Error Probability (BLEP) to the target range (typically 10-20%). Simple 
admission control scheme is used for keeping the number of UEs per cell constant. HARQ 
is based on SAW protocol and a maximum number of three re-transmissions is allowed. 
MIMO functionality requires individual HARQ entry per stream which is also 
implemented. Link-to-system level mapping is based on the effective SINR mapping 
(EESM) principle [1]. 
SFR scheme benefits from full bandwidth utilization for each BS and sub-band division
helps in mitigating the CCI.  The reuse factor used in the simulation scenarios is 3, which
corresponds to sub-band division of (17, 17, 16) RB. Two different power patterns i.e. SFR 
power masks (section 2) define the relative power levels used for each RB group. In the
first case the corresponding power pattern is (0dB, -4dB, -4dB) and in second case (0dB, 
-1dB, -4dB).
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5. Numerical Results
In this section, we present the results obtained from the system simulations using the 
combined approach of SFR and PS algorithms described in the paper. The system-level
performance is generally measured and evaluated in terms of:
x Throughput - the total number of successfully delivered bits per unit time. Usually
measured either in kbps or Mbps. 
x Coverage – the experienced data rate per UE at the 95% coverage probability.
x Fairness per scheduling scheme measured using Jain’s fairness index [14]
We illustrate the potential of such technique using different SFR power masks and 
tuning the MPMPF scheduler with power coefficients Į1 and Į2. To emphasize the role of
power-aware and CQI based priority metric calculation in (2), we fix the value of Į2 to 1
and change the values of Į1 as Į1 = {1,2,4} [11], [12].
Figure 3 illustrates the average user throughput and coverage for the different 
scheduling approaches and different power mask cases. The power coefficient values are
presented as index M, where M1 represents the first couple, i.e., Į1=1, Į2=1, M2: Į1=2,
Į2=1 and M3: Į1=4, Į2=1. By combining SFR and PF scheduling we achieve small
throughput gain, while coverage is increased with 10%. Changing the scheduling method to 
MPMPF and coefficient values (M1), we achieve coverage gains in the order of 58% at the 
expense of 20% throughput loss for PM1case scenario presented in (a) and (b). In PM2 case 
scenario illustrated on (c) and (d) we obtain nearly the same coverage gain (60%) for small
throughput loss (13%).
Continuing the evaluation of the proposed method – SFR combined with MPMPF, we 
clearly see a trade-off between average cell throughput and coverage for different power 
coefficient values in PM1 and PM2 cases. Furthermore, the remaining power coefficient
values are used for tuning the overall scheduling performance. For the rest of the cases, the
cell throughput loss is decreased stepwise with around 4% per index M, which on the other 
hand corresponds to coverage gains increase from 74% to 80%. Consequently, an obvious 
trade-off between average cell throughput and coverage is clearly seen. Similarly, in PM2 
case scenario we obtain coverage gains between 75%  to 82% corresponding to throughput 
losses from 10% to 8% as illustrated by the performance statistics. Clearly, combining SFR 
with MPMPF scheduler reduces the overall throughput loss by 5-10% yet still achieving the 
same coverage gains compared to [12].
Figure 3: Average cell throughput and coverage gain over the reference PF scheduling scheme and PF +SFR
scheme for the different power masks scenarios – PM1 (a, b) and PM2 (c, d). The schemes M1-M3 refer to the 
MPMPF scheduler with power different coefficient values.
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Figure 4 illustrates the Jain’s fairness index per scheduling scheme for different SFR 
power masks scenarios, calculated over all the ITOT = 15 UE’s. The value on the x axis 
corresponds to used scheduler type, where 1 refers to the reference PF scheduler, 2 refers to 
PF+SFR, 3 refers to the MPMPF+SFR with index M1, etc.  The value of Jain’s fairness 
index is generally in the range of [0,1], where value of 1 corresponds to all users having the 
same amount of resources. Clearly, the fairness distribution with MPMPF+SFR 
outperforms the used reference plain PF scheduler and PF+SFR for both analyzed cases.
Compared to our earlier work in [12] the gain over MPMPF is in the range of 1-3%. The 
received fairness gains are in range of 17%-31% in the PM1 case and 18%-32% in the PM2 
case. Compared to the PF+SFR case the corresponding gains are in the range of 15-17% for
both cases. 
Figure 4: Jain’s fairness index per scheduling scheme. Scheduler type 1 means ordinary PF, while 2 means
PF +SFR, 3-5 means MPMPF +SFR with power coefficients M1,M2 and M3 correspondingly.
6. Conclusions
In this paper, we have studied the potential of combining soft frequency reuse schemes
with advanced power-aware multi-user packet scheduling algorithms in OFDMA type radio
system context, using UTRAN long term evolution (LTE) downlink in Macro cell 
environment. The MPMPF scheduler metric covering time-, frequency- and spatial domains
was used that takes into account the corresponding power levels on the RB basis defined by 
SFR power masks, the instantaneous channel qualities (CQI’s) as well as resource 
allocation fairness. Overall, the achieved throughput performance together with coverage 
and fairness statistics were assessed, by using extensive system simulations, and compared 
against plain proportional fair scheduling and combined with SFR functionality. In the case 
of fixed coverage requirements, the proposed scheduling metric calculations based on UE 
channel feedback and SFR power mask offers better control over the ratio between the
achievable cell/UE throughput and coverage increase, as well as increased UE fairness. As 
a practical example, the fairness in resource allocation together with cell coverage can be 
increased significantly (more than 50%) by allowing a small decrease (in the order of only 
10-15%) in the cell throughput for plain PF scheduling case and more than 15% increase 
over the traditional PF combined with SFR. Compared to MPMPF scheme the obtained
performance results are in the same range with additional decrease of 5-7% in total 
throughput loss. 
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Abstract—In this paper we analyze the performance of advanced 
OFDM packet scheduling techniques based on 3GPP UTRAN 
Long Term Evolution (LTE) framework for high velocity 
scenarios. Based on our previous investigations in system 
performance analysis, we demonstrate that packet scheduler 
being part of the whole radio resource management (RRM) 
process has a major impact on it. On the other hand high user 
velocities further imply additional system performance 
limitations due to the introduction of reporting overhead. 
Therefore, we investigate the resulting fairness distribution 
among users together with the achievable radio system 
performance in terms of throughput, coverage and fairness 
distribution, by simulating practical OFDMA cellular system 
environment with MIMO functionality in Macro cell Best effort 
traffic scenario. As a concrete example, we demonstrate that by 
using the advanced fairness-oriented multi-user scheduling 
schemes, significant coverage improvements in the order of 30% 
can be obtained by achieving the same cell throughput. 
Furthermore, the user fairness is also greatly increased, by more 
than 25%, when measured using Jain’s fairness index. 
Keywords-system performance; radio resource management; 
packet scheduling; proportional-fair; channel quality feedback; 
fairness 
I.  INTRODUCTION 
Future network developments are aiming at increased data 
rates, improved mobility and certain QoS guarantees. Relevant 
work in this direction includes, e.g., latest 3GPP Long Term 
Evolution (LTE) [1, 2], IMT –Advanced [3], WiMAX [4] etc. 
Moreover, utilization of OFDMA air interface combined with 
MIMO technologies are the major driving forces behind these 
developments to achieve the primary goals, i.e., increased cell 
throughput and coverage, user fairness and QoS guarantees [5]. 
Performance improvements are basically obtained through 
proper radio resource management (RRM) functionality at the 
BS side. Thus include new packet scheduling algorithms, fast 
link adaptation and advanced retransmission schemes. In 
addition, MIMO operation allows exploiting the available 
multi-user diversity in both time and frequency as well as 
spatial domains [6, 7]. Another important aspect for achieving 
such performance improvements is obtaining accurate channel 
state information (codeword) containing both MIMO ranking 
information and channel quality indicator (CQI) measurement 
from each mobile station within the serving cell. In this paper, 
we study the performance of advanced proportional fair (PF) 
scheduler schemes in higher velocity scenario for best effort 
(BE) traffic in LTE context.  
It is generally fairly well understood that the overall radio 
system performance depends heavily on comprehensive RRM 
functionality. Moreover, PS is the main RRM entity to 
determine the crucial system parameters in terms of 
throughput, coverage and fairness. Recent investigations on 
different multi-user packet scheduling principles presented in 
the literature [8, 9, 10] reveal the potential of such techniques 
in OFDMA based systems. Most of them are based on PF 
scheduling principle and do not consider high mobility user 
scenarios. On the other hand, increased user velocities imply 
severe limitations on the observed SINR reported from UE and 
hence to overall system throughput. The reported feedback is 
suffering from errors and is not able to follow the fast fading. 
Thus, the frequency and spatial packet scheduling gains will be 
lost. Stemming now from our previous work in advanced PS 
scheduling development reported in [6, 7, 12], we extend our 
studies here to find the limitations and throughput losses due to 
mobility. Furthermore, we apply different simulation cases for 
3 km/h, 30 km/h and 120 km/h user velocities and investigate 
the limits of achieved gains from frequency – spatial domain 
packet scheduling [13, 14]. The system model used for the 
performance evaluations of the scheduling methods presented 
in this paper is according to the 3GPP evaluation criteria [2]. 
The overall outcome is measured in terms of average cell 
throughput and coverage, and fairness distribution.  
The rest of the paper is organized as follows: Section II 
overview the packet scheduling process and applied scheduling 
algorithms in the performance study. Section III presents the 
overall system model and simulation assumptions. The 
simulation results and analysis are presented in Section IV, 
while the conclusions are drawn in Section V.  
II. PACKET SCHEDULING PROCESS
First, Packet scheduler is located in the BS considering 
downlink direction and as a part of RRM framework [4] 
together with LA and HARQ Manager distributes the available 
system resources based on specific users’ priority metric 
calculation. The scheduling decision is based on received 
This work is supported by the Qatar Telecom (Qtel) Grant No. QUEX-
Qtel-09/10-10. 
  
users’ signaling information in terms of acknowledgements 
(ACK/NACK) and channel state information (CQI reports) per 
given transmission time interval (TTI) and per frequency 
domain physical resource block (PRB). Spatial domain 
functionality requires additional UEs’ ranking information for 
possible MIMO modes subtracted also from the reported 
codeword.  Based on this information, the BS then decides, 
among other RRM issues, whether the particular time-
frequency resource is used for (i) transmitting only one stream 
to a specific UE, (ii) two streams for a specific UE (SU-
MIMO) or (iii) two streams to two different UEs (MU-MIMO).  
Here we describe the scheduling algorithms used in our 
performance studies based on priority metric calculation for 
each user. The advanced scheduling algorithms are based on 
widely used two-stage multi-stream PF approach with MIMO 
functionality [6, 11, 12]. In time-domain (TD) stage, within 
each TTI, UEs are ranked based on the full bandwidth channel 
state information and corresponding wideband throughput 
calculations. Considering MIMO case, different spatial 
multiplexing possibilities (one-stream, dual-stream SU, dual-
stream MU) are taken into account, in calculating all the 
possible reference throughputs. In the second stage, the 
scheduling functionality is expanded in frequency-domain (FD) 
and spatial-domain (SD) where the actual PRB allocation takes 
place. Consequently, the needed PRB’s for pending re-
transmissions (on one stream-basis only) signaled through 
HARQ channels are reserved and the rest available PRB’s are 
allocated to the selected UE’s from the first stage. The actual 
priority metric in FD/SD stage is evaluated at PRB-level taking 
into account the available stream-wise channel state 
information and the corresponding throughput calculations. 
The overall scheduling process and RRM functionality are 
presented in Figure 1. 
A. Raund Robin 
The users are served in a consecutive order without 
exploiting their feedback information. The priority calculation 
is based on the queueing time of each UE. 
   
B. MIMO aware Proportinal Fair Scheduler 
 
For the PF scheduler, scheduling decision per TTI is based 
on the following priority metric  
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in which Ri,k.s(n) is the estimated instantaneous throughput 
of user i at sub-band k on stream s for the  time instant (TTI) n 
(calculated based on the CQI reports through e.g. EESM 
mapping [1]). Ti(n), in turn, is the average delivered throughput 
to the UE i during the recent past and is calculated  by  
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Figure 1. Packet scheduling.  
Here, tc controls the averaging window length over which 
the average delivered throughput is calculated [6, 12] and Ri(n-
1) is the actually delivered throughput to user i at previous TTI 
n-1, calculated over all sub-bands k and possible streams s. In 
general, 1/tc is also called the forgetting factor.  
Considering the previous TD and FD/SD stages described 
earlier, the above metrics are used as follows: 
a) TD: Metric (1) is evaluated over the full bandwidth 
and for different stream options to rank the ITOT UE’s. Out of 
these, IBUFF < ITOT UE’s with highest metric are picked to the 
following FD/SD stage. In the following, this subset is called 
scheduling candidate set (SCS). 
b) FD/SD: The access to individual PRB and stream(s) 
is granted for the user(s) belonging to the above SCS with the 
highest metric (1) evaluated for the particular PRB and stream 
at hand. 
C. Modified Multistream Proportional Fair (MMPF):  
Stemming from the earlier work in [10], the modified 
multistream PF metric is calculated as: 
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!"#"$% &1 and !2 are scheduler optimization parameters 
ranging basically from 0 to infinity, CQIi,k,s is the CQI of user i 
at PRB k and stream s, and CQIavgi is the average CQI of user i 
calculated using  
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In above, KTOT is the total number of available PRB’s while 
STOT denotes the maximum number of streams which is here 
always two (max two streams). In (3), Ttot(n) is the average 
delivered throughput (during the recent past) to all users IBUFF 
served by the BS and is calculated as 
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In general, the scheduling metric in (3) is composed of two 
elements affecting the overall scheduling decisions. The first 
dimension measures in a stream-wise manner the relative 
instantaneous quality of the individual user’s radio channels 
against their own average channel qualities while the second 
dimension is related to measuring the achievable throughput of 
individual UE’s against the corresponding average throughput 
of scheduled users. For high velocity user scenarios both ratios 
will be affected by the erroneous feedback provided by the UE 
and thus the metric calculation will impact the user scheduling 
priority.  The power coefficients !1 and !2 are additional 
adjustable parameters for tuning and controlling the exact 
scheduler statistics.  This will be demonstrated later using radio 
system simulations.  
III. SYSTEM SIMULATION MODEL 
The performance of the proposed scheduling schemes is 
evaluated in extensive quasi-static system simulator for LTE 
downlink providing traffic modeling, multiuser packet 
scheduling and link adaptation including HARQ following the 
3GPP evaluation criteria [2]. The 10 MHz system bandwidth is 
divided into 50 physical resource blocks (PRB) each consisting 
of 12 sub-carriers with sub-carrier spacing of 15 kHz. The 
mobile stations measure the actual channel states based on pilot 
signals and report it to the BS together with MIMO ranking 
possibilities - single-stream SINR as well as both single user 
(SU) and multi-user (MU) dual-stream SINR’s at the 
corresponding detector output. The actual reported CQI’s are 
based on received signal-to-interference-and-noise ratios 
(SINR), calculated by the UE’s for each PRB. Here the UE’s 
are assumed to use linear MMSE (LMMSE) receivers for 
MIMO 2x2 system simulation.  
In a single simulation run (Macro case 1 scenario [2]), 
mobile stations are randomly distributed over standard 
hexagonal cellular layout with altogether 19 cells each having 3 
sectors. The number of active users per sector is set to 20 and 
the UE velocities are changed according to the scenario -  
3km/h, 30km/h or 120km/h. The used MIMO scheme for 
performance evaluation purposes is per-antenna rate control 
(PARC) with two transmit antennas at the BS and two receive 
antennas at each UE.  The main simulation parameters and 
assumptions are summarized in Table I. 
The RRM functionalities are controlled by the packet 
scheduler together with link adaptation and HARQ entities. 
Moreover, link adaptation functionality consist of removing 
CQI imperfections, estimating supported data rates and MCS’s, 
and stabilizing the 1st transmission Block Error Probability 
(BLEP) to the target range (typically 10-20%). Simple 
admission control scheme for keeping the number of UEs per 
cell constant is used for performance evaluation simulations. 
HARQ is based on SAW protocol and a maximum number of 
three re-transmissions is allowed. MIMO functionality requires 
individual HARQ entry per stream which is also implemented. 
Link-to-system level mapping is based on the effective SINR 
mapping (EESM) principle [2].  
TABLE I.  DEFAULT SIMULATION PARAMETERS. 
Parameter Assumption 
Carrier Frequency / Bandwidth 2000MHz / 10 MHz 
Number of active sub-carriers 600 
Sub-carrier spacing 15kHz 
Sub-frame duration 0.5 ms 
Channel estimation Ideal 
PDP ITU Typical Urban 20 paths 
Minimum distance between UE 
and cell 
>= 35 meters – Macro 
 
Average number of UE’s per 
sector 
20 
Max. number of frequency 
multiplexed UEs  
10 
UE receiver type LMMSE 
Shadowing standard deviation 8 dB 
UE speed 3km/h 
Total BS TX power (Ptotal) 46dBm 
Fast Fading Model Jakes Spectrum 
CQI reporting schemes Full CQI 
CQI log-normal error std. 1 dB 
CQI reporting time 5 TTI 
CQI delay  
CQI quantization 
CQI std error 
2 TTIs 
1 dB 
1 dB 
MCS rates QPSK (1/3, 1/2, 2/3), 
16QAM (1/2, 2/3, 4/5), 
64QAM (1/2, 2/3, 4/5) 
ACK/NACK delay 2ms 
Number of SAW channels 6 
Maximum number of 
retransmissions 
3 
HARQ model Ideal chase combining (CC) 
1st transmission BLER target  20% 
Scheduler forgetting factor 0.0025 
Scheduling schemes used RR, PF , MMPF 
Traffic type Best Effort 
Simulation duration (one drop) 5 seconds 
Number of drops 10 
 
IV. SIMULATION RESULTS 
In this section, we present the results obtained from the 
system simulations using the PS algorithms described in the 
paper for different user velocities. The system-level 
performance is generally measured and evaluated in terms of: 
% Cell throughput distribution (Mbps)  
% Cell-edge coverage  
% Fairness distribution  
 In general, cell throughput is defined as the number of 
successfully delivered user bits per unit time. Coverage, in 
turn, corresponds to 5% probability point in the throughput 
CDF. Fairness is measured using the Jain’s fairness index [15].  
The performance of the advanced MMPF scheduler is 
evaluated using different power coefficients !1 and !2. 
Emphasizing on the importance of the throughput estimate in 
the priority metric calculation in equation (3), !2 is fixed here to 
  
1 and different values are then demonstrated for !1 [12] i.e., the 
CQI measurement ratio. Consequently, large !2 values increase 
the effect of the second term in priority metric calculation 
based on throughput estimation and the scheduling algorithm 
would behave like maximum throughput scheduler, which 
implies reduced fairness distribution.  The used values for !1 
coefficient are defined as !1 = {1,2}. Moreover, the power 
coefficient values are presented as index M, where M1 
represents the first couple, i.e., !1=1, !2=1 and M2: !1=2, 
!2=1. 
Figure 2 illustrates the average cell throughput and cell-
edge coverage for the different scheduling schemes and 
velocities. The performance at 3 km/h is illustrated in sub-
figures (a) and (b). The performance of PF scheduler in terms 
of total throughput is significant compared to simple RR 
scheduler. In this case the achieved gain of 38% is due to 
frequency- spatial diversities and accurate user’s throughput 
estimates. The throughput losses for MMPF cases M1 and M2 
when compared to PF scheduler are 15-11% respectively due 
to increased cell coverage [12]. Similarly, the corresponding 
coverage gain for PF over RR scheduler is 23%. The MMPF 
scheduler clearly outperforms the rest of the scheduling 
schemes and the achieved gains are 42% for M1 case and 32% 
for M2 case when compared to PF scheduler, and more than 
70% when compared to RR scheduler. Increasing the velocity 
to 30 km/h (sub- figures (c) and (d)) reduces the overall system 
throughput for all channel dependent scheduling schemes with 
around 20%. We still observe small throughput gains compared 
to blind RR scheduler. Similarly, the coverage has dropped 
with additional 18% for PF and MMPF schedulers compared to 
earlier scenario, while no change is observed for RR. The 
whole system performance changes significantly in 120 km/h 
case shown on sub-figures (e) and (f). Without any surprise, the 
PF scheduler has identical performance as RR in this 
simulation scenario. It can be explained with the reduced 
channel coherence time and with the obtained erroneous user 
feedback. The throughput losses for RR and PF schedulers are 
around 10%, while MMPF scheduler has maintained the nearly 
same throughput performance.  Moreover, increased cell- edge 
coverage in order of 35% is achieved when compared to PF.  
Clearly, the role of the power coefficient !1 in priority metric 
calculation in MMPF scheduling scheme is demonstrated. The 
impact of the received over the average user feedback in the 
scheduling decision is used for achieving additional 
performance gains in terms of coverage and throughput.   
The complete performance statistics for different user 
velocities are summarized in Table II.   
TABLE II.  OBTAINED PERFORMANCE STATISTICS COMPARED TO RR 
SCHEDULER FOR DIFFERENT VELOCITIES. 
Coverage Gain [%] / 
Throughput Gain[%] 
Performance gains  
3 km/h 30 km/h 120 km/h 
PF 30  /  38 6  / 18 1  / 11 
MMPF-M1 86  /  17 46  /  2 34  /  4 
MMPF-M2 73  /  22 39  /  22 24  /  8 
 
 
 
Figure 2. Average sector throughput and coverage for different scheduling 
schemes and velocity scenarios in 3 km/h (a, b), 30 km/h (c, d) and  
120 km/h (e, f).   
 
 
 
 
 Figure 3. illustrates the HARQ distributions for the 
different scheduler schemes and velocity scenarios. Clearly, the 
20% BLER target rate is achieved in all simulated cases. 
Moreover, the MMPF scheduler provides slight increase in 
probability of successful fist transmission of around 2% for all 
the cases. On the other hand, increased velocity reflects also on 
increasing the HARQ retransmissions as can be clearly 
observed for 30 km/h and 120 km/h simulation cases.  The 
MMPF scheduler tends to show a negligible increase in second 
retransmission probability compared to normal PF scheduler 
due to the CQI based priority metric calculation. 
 
Figure 3. Probability of successful reception for HARQ transmission for 
different scheduling schemes and velocity scenarios in 3 km/h , 30 km/h and 
120 km/h.   
  
 
Further demonstrations on the effect of the increased user 
velocity is shown on Figure 4 where the modulation and coding 
scheme (MCS) distributions for different schedulers and  
velocity schemes are presented. The decrease in higher order 
modulation usage (more than 5%) leads to the increase in the 
lower ones for handling the retransmissions and improving the 
cell coverage. In all the simulated cases, the MCS distribution 
behaviour has a relatively similar trend following the PF 
scheduling principle and the choice of the power coefficients in 
the MMPF packet scheduling scheme. In general, the use of 
higher-order modulations corresponds to increased overall 
system throughput and coverage.  Clearly, increased velocity 
affects on decreasing MCS selection and usage of more robust 
ones. Even with slightly lower MCS distributions, the MMPF 
scheduler achieves nearly the same system performance when 
compared to PF scheduler in terms of throughput and increased 
cell coverage as shown in Figure 2.    
 
Figure 4. MCS distributions [%] for different scheduling principles and  
velocity scenarios in 3 km/h  (a), 30 km/h (b) and 120 km/h (c).   
 
 
 
 
Figure 5 illustrates the Jain’s fairness index [15] per 
scheduling scheme calculated using the truly realized 
throughputs at each TTI for all 20 UE’s and over all the 
simulation runs. The value on the x-axis corresponds to the 
used scheduler type (1 refers to RR scheduler, 2 refers to PF 
scheduler, etc.). We observe that all scheduling schemes have 
identical fairness distributions for the simulated velocity 
scenarios and the proposed MMPF scheduler clearly 
outperforms them. The received fairness gains are in range of 
36%-38% when compared to the RR and PF scheduling 
schemes. The effect of user velocity over scheduling decision 
is clearly seen for PF-based schemes, where a fairness 
distribution among UE is decreasing when increasing UE 
velocity.  
Figure 5. Jain’s fairness index per scheduling scheme.
V. CONCLUSIONS 
In this paper, we have studied the potential of advanced 
multi-user packet scheduling algorithms in OFDMA type radio 
system context, using UTRAN long term evolution (LTE) 
downlink in Macro cell best effort environment as practical 
example case. We demonstrated the benefits of multi-domains 
(time-, frequency- and spatial) scheduling metric in achieving 
increased user fairness and coverage taking into account 
instantaneous channel qualities (CQI’s) as well as resource 
allocation fairness in different velocity scenarios. Overall, the 
achieved throughput performance together with coverage and 
fairness statistics were assessed, by using extensive system 
simulations, and compared against more traditional scheduling 
schemes. In high-velocity scenarios the schedulers are losing 
the diversity gains and thus affect reducing the overall system 
throughput by nearly 25 % for 30 km/h and 120km/h cases. 
The studied MMPF scheduling metric calculations based on 
combined UE channel feedback and throughput estimation 
metric offers better control over the ratio between the 
achievable cell/UE throughput and coverage increase, as well 
as increased UE fairness. As a practical example, the fairness 
in resource allocation together with cell coverage can be 
increased significantly (more than 25%) by keeping the cell 
throughput nearly constant. 
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Abstract. Next-generation mobile networks will provide users with high data 
rates, increased mobility and various services. The initial step made in LTE and 
LTE-A is adopting the OFDMA air interface and utilization of dynamic re-
source allocation techniques maximizing the cell throughput and coverage as 
part of enhanced radio resource management (RRM) functionality. Moreover, 
the control of the network resource division among users is performed by pack-
et scheduler and different scheduling strategies are applied according to traffic 
scenario. Typically, video traffic (real-time video streaming, mobile TV etc.) 
requires higher data rates and certain quality of service (QoS) constrains, i.e. 
packet size, arrival rate, head-of-line (HOL) packet delay, etc. In this article, we 
propose a flexible and fairness-oriented packet scheduling approach for real-
time video delivery, built on advanced QoS-aware multiuser proportional fair 
(PF) scheduling principle. The performance of the overall scheduling process is 
investigated in details in terms of cellular system capacity, resource allocation 
fairness and video traffic QoS guarantees. Experimental results reveal the upper 
bounds of real-time video traffic support in downlink LTE multiuser network. 
Keywords: Cellular system performance, radio resource management, packet 
scheduling, QoS; proportional-fair, fairness. 
1   Introduction 
The Third Generation Partnership Project (3GPP) organization developed the Long 
Term Evolution (LTE) standard with support to high-data-rates, increased mobility, 
low-latency and packet optimized radio access. LTE uses single-carrier frequency- 
division multiple access (SC –FDMA) for the uplink (UL) and orthogonal FDMA in 
downlink (DL). Scalable bandwidth operation, exploitation of diverse MIMO tech-
nologies and advanced convergence techniques are some of the key benefits in 
OFDMA-based developments. [1] – [3]. The available spectrum is divided into large 
number of orthogonal subcarriers forming the basic time-frequency transmission re-
source - physical resource block (PRB). This allows multi user access and efficient 
reduction of the effects of inter-symbol interference (ISI) and inter-carrier interfe-
rence (ICI). Therefore, increased spectral efficiency and high data rates are achieved 
[5], [6]. 
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The mobile traffic boost due to increased usage of video applications such as video 
streaming, mobile TV and multimedia online gaming requires increased system per-
formance and user QoS guarantees. On the other hand, performance improvements 
are typically obtained through proper radio resource management functionalities and 
exploiting the available multi-user diversity in both time and frequency as well as 
spatial domains [6]–[12]. Another requirement for achieving such performance im-
provements is obtaining accurate channel feedback from each mobile station (MS) 
within the serving cell. Particularly, each MS can measure the effective signal-to-
interference-plus noise-ratio (SINR), per active subcarrier or block of subcarriers, and 
send back the obtained channel state to the base station (BS) in terms of channel qual-
ity information (CQI) reports. Moreover, considering multiple-input multiple-output 
(MIMO) systems, the stream wise feedback is provided as a codeword containing 
both MIMO ranking information and CQI measurement. Most of the performance 
studies in OFDMA based mobile networks are based on simulations for best-effort 
traffic [9] and VoIP traffic [13] with advanced PS strategies but streaming video traf-
fic has not been extensively studied with such scheduling techniques. Recently, Luo 
et al. in [14] propose quality-driven cross-layer optimized video delivery scheduling 
strategy, while Basukala et al. in [15] demonstrated the performance of packet sche-
duler schemes serving video streaming users. The initial potential of LTE video ca-
pacities is also demonstrated in [16] with simple frequency diversity scheme. 
Clearly, the overall radio system performance in terms of throughput, coverage and 
fairness, depends heavily on PS functionality, being the key ingredient in the radio 
resource management process. Most of the literature studies on different multi-user 
packet scheduling techniques demonstrate that the well-known proportional fair (PF) 
scheduling principle is the right choice for OFDMA based systems [7], [8]. On the 
other hand, despite increased throughput and fairness the PF scheduler cannot guaran-
tee the packet delay constraint for video services by default.  Thus, higher system 
throughput does not guarantee higher video quality and therefore video performance 
metric should be taken into account in PS decision. Only a few scheduling strategies 
have considered user’s QoS requirements together with practical system and applica-
tion constrains [17]-[21]. Stemming now from our previous work in advanced PS 
scheduling developments reported in [7], [20], [21], we extend our studies here to 
incorporate QoS requirements into scheduling decisions by effectively controlling 
user fairness and BS’s RRM process for increased video support.  
Furthermore, we apply different simulation cases for video traffic applications in-
vestigating the limits of achieved gains from time-frequency-spatial domain packet 
scheduling with limited feedback and QoS constrains [22], [23]. The system model 
used for the performance evaluations of the proposed scheduling methods presented 
in this paper is according to the 3GPP evaluation criteria [2]. The overall outcome is 
measured in terms of capacity – the number of supported video streams of different 
users per cell.   
The rest of the paper is organized as follows: Section 2 gives an overview of the 
packet scheduling process and describes the proposed QoS aware multi-stream PF 
(QoS-MSPF) scheduling scheme. Section 3, in turn, presents the overall system mod-
el and simulation assumptions. The simulation results and detailed analysis are pre-
sented in Section 4, while the conclusions are drawn in Section 5. 
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2   Packet Scheduling Process 
Fig. 1 illustrates the overall RRM framework. The key entities in it are PS, LA and 
HARQ manager. Located in the BS, the PS functionality consists of selecting the 
users (UEs) to be scheduled on transmission time interval (TTI) basis and allocating 
the required frequency resources (PRBs). In more details, the scheduling decision is 
based on priority metric calculation for individual UEs depending on the selected 
scheduling strategy. Some of the advanced PF based scheduling techniques require 
users’ CQIs per given TTI and per frequency domain PRB. MIMO functionality, in 
turn, requires both single-stream and dual-stream CQI feedback by each UE. In addi-
tion, PS is interacting with LA entity for choosing the modulation and coding 
schemes (MCS) for individual PRBs and obtaining information for new transmissions 
or retransmissions from HARQ manager. BS buffer information is required for verifi-
cation of keeping with the set packet delay budget.   
The proposed QoS-aware multi-stream PF (QoS-MSPF) scheduler is based on 
widely used two-stage PF approach (see e.g. [9], [21]) with additional QoS enabled 
guarantees for video traffic. In terms of the actual metric calculations, the proposed 
QoS-aware multi–stream PF (QoS-MSPF) scheduler uses the following metric. 
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which can be understood as an extension of the authors’ earlier work in  [20]. In the 
above metric, Į1 and Į2 are scheduler optimization parameters ranging basically from 
0 to infinity. In expression (1), Tise(n) is an estimate of the user throughput if user i is 
scheduled on sub-frame basis according to [18] and Ti,k,s(n) is the estimated achieva-
ble throughput of user i at PRB k and stream s. Ti (n) corresponds to average delivered 
throughput to the UE over the past and Ttot is the average delivered throughput (during 
the recent past) to all users ranked in TD stage served by the BS. CQIi,k,s is the CQI of 
user i at PRB k and stream s, and CQIavgi is the average CQI of user i calculated by 
traditional recursive method [24].ҏҏҏ 
The įi(n) is, in turn QoS delay function factor defined as: 
( )i i
i
max
max d / B ( n )( n )
d
δ = (2)
where di is the delay of the packet of user i in the transmit buffer Bi(n) at time instant n, 
and dmax is the maximum delay allowed.  
The scheduling metric in (1) is essentially composed of three parts affecting the 
overall scheduling decisions. The first term takes into account the QoS requirements, 
i.e. packet delay budget. The second ratio is the relative instantaneous quality of the 
individual user’s radio channels over their own average channel qualities. The third 
ratio is divided into two parts. The first one takes into account the estimated through-
puts of individual UE’s and the second one the achievable over total throughputs. The 
power coefficients Į1 and Į2 are additional adjustable parameters.  
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Fig. 1. RRM entities and packet scheduling process 
In more details, in the first stage, which is the time-domain (TD) scheduling step 
executed within each TTI, UEs are ranked based on the full bandwidth channel state 
information, QoS parameters and the corresponding throughput calculations. These 
UEs form Group 1 of the whole Scheduling Candidates Set (SCS). Group 2 consists 
of users with pending retransmissions and Group 3 is formed by users having packet 
delay close to the delay budget. Furthermore, discard timer is used so that buffered 
packets that are already late will not be transmitted over the air interface. Thus, the 
accumulated delay for subsequent packet is also reduced. 
In the second stage, the scheduling functionality is expanded in frequency-domain 
(FD) where the actual PRB allocation takes place.   
Initially, the needed PRB’s for pending re-transmissions (on one stream-basis only) 
signaled through HARQ channels are reserved – Group 2 UEs. The remaining PRBs 
are given to the delay sensitive users from Group 3 and the rest to the first transmis-
sion users from Group 1 determined through available buffer information. The actual 
priority metric in FD/SD stage is evaluated at PRB-level taking into account the 
available stream-wise channel state information, QoS parameters and the correspond-
ing throughput calculations. 
In general, dynamic resource allocation methods increase scheduling flexibility so 
that enough PRBs will be mapped to the UEs with good channel conditions and more 
resources will be available for the other SCS users. Consequently, prioritizing Group1 
UEs will further decrease packet delays and reduce retransmissions. On the other 
hand, combined QoS- and channel-aware scheduling can offer performance enhance-
ments at the expense of increased scheduling complexity, in terms of scheduling me-
tric calculations and increased signaling overhead. 
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Keeping these at reasonable levels requires thus some constraints on the scheduling 
algorithm, so for simplicity we assume here that only one MIMO mode (SU or MU) 
and fixed modulation and coding scheme (MCS) is allowed per user within one sche-
duling element. Moreover, we limit the number of users for multiplexing in TD stage 
to further reduce the signaling overhead and complexity of FD/SD scheduling. Con-
sequently, further decrease is examined by exploiting different reduce-feedback re-
porting schemes. 
3   System Simulation Model 
3.1   Video Traffic 
Real –time video services are modeled as follows: 
• Each frame of video data arrives at a regular interval determined by the number
frames per second.
• Each frame is decomposed into a fixed number of slices, each transmitted as a
single packet. The size of these packets/slices is modeled to have a truncated Pare-
to distribution.
• The video encoder introduces encoding delay intervals (modeled by a truncated
Pareto distribution) between the packets of a frame.
In our studies, two different video streaming services with 128 kbps (Scenario 1) and 
256 kbps (Scenario 2) constant bit rates (CBR) source video data are used in the simula-
tions. The corresponding mean packet size with truncated Pareto distribution and mean 
inter-arrival packet time are 100 bytes - 6ms for Scenario 1, and 200 bytes - 4ms for 
Scenario 2 [23]. Packet delay budget, as well as discard timer threshold is set to 20 ms. 
3.2   Video Capacity Estimation 
The main target is to estimate the number of UEs that can be supported by the system 
based on deployed scenarios. Following 3GPP evaluation metrology, a user is consi-
dered to be in outage if 2% of the video packets for the user are erroneous or dis-
carded due to exceeding delay limit when monitored over the whole video session 
duration. On the other hand, video capacity is defined as number of supported users 
per cell without exceeding the system saturation point. Here, the system saturation 
point is set to 5% of the cell outage level, i.e. to the point where 95% of the users in 
the cell are satisfied (having maximum of 2% packet loss rate as described above). 
3.3   Simulation Environment 
Quasistatic system level simulator is used to evaluate the proposed scheduling scheme 
in video traffic scenarios for LTE downlink. It includes detailed traffic modeling, 
multiuser packet scheduling and link adaptation including HARQ, following the 
3GPP evaluation criteria [2].  
The chosen Micro Case 1 deployment scenario consists of 10 MHz system band-
width divided into 50 physical resource blocks (PRB) containing 600 data 
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sub-carriers. In a single simulation run mobile stations are randomly distributed over 
standard hexagonal cellular layout with altogether 19 cells each having 3 sectors. Fast 
fading is updated per TTI according to Typical Urban (20 taps) radio channel, while 
shadow fading and distance dependent path loss remain constant during the whole 
simulation. Moreover, the UE velocity is fixed to 3 km/h. The main simulation para-
meters and assumptions are summarized in Table I. 
The RRM functionalities are controlled by the packet scheduler together with link 
adaptation and HARQ entities. Moreover, link adaptation functionality consist of 
removing CQI imperfections, estimating supported data rates and MCS’s, and stabi-
lizing the 1st transmission Block Error Probability (BLEP) to the target range (typi-
cally 10-20%). HARQ is based on SAW protocol and a maximum of three re-
transmissions is allowed. MIMO functionality requires individual HARQ entry per 
stream which is also implemented. Link-to-system level mapping is based on the ef-
fective SINR mapping (EESM) principle [2].  
The actual effective SINR calculations rely on estimated subcarrier-wise channel 
gains (obtained using reference symbols) and depend in general also on the assumed 
receiver topology. Here we assume per-antenna rate control (PARC) MIMO case, i.e. 
two transmits antennas at the BS and two receive antennas at each UE and the receiv-
ers are equipped with LMMSE detectors. 
4   Simulation Results 
In this section, we present the results obtained from the system simulations using the 
RRM algorithms described in the paper.  
The system-level performance is generally measured and evaluated in terms of: 
• Capacity
• Throughput
• CDF of the number of users scheduled per TTI
• CDF of the number of PRBs per UE
• CDF of packed delay
• Fairness distribution
In general, the video capacity depends on the video data rates, packet size and the 
choice of outage criteria. The user outage criteria is defined as 2% of the video pack-
ets are erroneous or discarded during the whole simulation. Capacity in turn corres-
ponds to maximum number of supported users not exceeding 5 % cell outage level. 
The cell throughput is defined as the number of successfully delivered user bits per 
unit time. Fairness is measured using the Jain’s fairness index [25].  
The performance of the proposed QoS-MSPF scheduler is compared against refer-
ence PF scheduler with a delay dependent component for video traffic support [12] 
for the video traffic models as discussed in Section 3 A and evaluated using different 
power coefficients Į1 and Į2.  Here Į2 is fixed here to 1 and the used values for Į1 
coefficient are defined as Į1 = {1,2}. Moreover, the power coefficient values are pre-
sented as index M, where M1 represents the first couple, i.e., Į1=1, Į2=1 and M2: 
Į1=2, Į2=1. 
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Table 1. Default Simulation Parameters 
Parameter Assumption 
Carrier Frequency / Bandwidth 2000MHz / 10 MHz 
Number of active sub-carriers 600 
Sub-carrier spacing 15kHz 
Sub-frame duration 0.5 ms 
Channel estimation Ideal 
PDP ITU Typical Urban 20 paths 
Minimum distance between UE and cell >= 35 meters – Macro 
Max. number of frequency multiplexed UEs  10 
UE receiver type LMMSE 
Shadowing standard deviation 8 dB 
UE speed 3km/h 
Total BS TX power (Ptotal) 46dBm 
Fast Fading Model Jakes Spectrum 
CQI reporting schemes Full CQI 
CQI log-normal error std. 1 dB 
CQI reporting time 5 TTI 
CQI delay  2 TTIs 
CQI quantization 1 dB 
CQI std error 1 dB 
MCS rates QPSK (1/3, 1/2, 2/3), 
16QAM (1/2, 2/3, 4/5), 
64QAM (1/2, 2/3, 4/5) 
ACK/NACK delay 2ms 
Number of SAW channels 6 
Maximum number of retransmissions 3 
HARQ model Ideal chase combining (CC) 
1st transmission BLER target  20% 
Scheduler forgetting factor 0.0025 
Scheduling schemes used RPF, QoS -MSPF (proposed) 
Simulation duration (one drop) 120 seconds 
Number of drops 10 
Fig. 2 illustrates the number of supported video mobile users and average cell 
throughput for the different QoS-aware schedulers in Scenario 1 system simulation 
case. The obtained results with the proposed scheduler schemes are compared with 
the reference PF scheduler achieving video capacity of 94 users per sector and aver-
age sector throughput of 13,2 Mbps (subfigures (a) and (b)). By using the first term 
(M1) of the new metric calculation for QoS-MSPF we achieve video capacity gain in 
the order of 13% and additional 8% throughput increase. The achieved gain mainly 
comes from better utilization of the resources due to the scheduler priority metric 
calculation, as well as the increase in frequency-spatial domain multiplexed users. 
For coefficient Į1 equal to 2  (M2) the new QoS-MSPF scheduler achieves video 
capacity gains in the order of 15% and throughput increase of 7% compared to refer-
ence PF scheduler.  
The performance statistics obtained for Scenario 2 demonstrate similar trends, as in 
the previous case, as shown in Fig. 3. Starting from the reference scheduling case and 
full CQI reporting scheme the obtained video capacity is 52 users. The reduced num-
ber of supported users is due to increased video packet size reflecting on fulfilling the 
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Fig. 2. Video capacity and average sector throughput for different scheduling schemes (a, b) in 
Scenario 1. M1-M2 refers to the proposed scheduler with different power coefficient values. 
Fig. 3. Video capacity and average sector throughput for different scheduling schemes (a, b) in 
Scenario 2. M1-M2 refers to the proposed scheduler with different power coefficient values. 
QoS requirements with more PRBs scheduled per user. In primary case M1, with full 
CQI, we obtain a 16% gain in video capacity correspond to 61 users and 9% through-
put improvement. In the case of M2, additional 2% increase of the video capacity and 
throughput gains are achieved. 
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The performance results for both cases are summarized in Table 2. 
Table 2. Obtained performance statistics compared to reference PF scheduler with different 
power coefficients (M1-M2) for the proposed scheduler 
QoS -MSPF 
Performance Statistics 
Video Capacity Gain [%] Throughput Gain [%]
Scenario 1 
CBR 128 kbps 
Scenario 2 
CBR 256 kbps 
Scenario 1 
CBR 128 kbps 
Scenario 2 
CBR 256 kbps 
M1 
M2 
13 
15 
16 
18 
8 
7 
9 
6 
Continuing on the evaluation of relative system performance using the proposed 
scheduler in different simulation cases are presented in Fig. 4 in terms of cumulative 
distribution function (CDF) of scheduled PRBs per TTI for individual scheduling 
scheme. Noticeably, the proposed scheduling scheme allocates more resources to the 
users shown on the Fig. 4. with right shift in CDF curve. Identical trends in PS func-
tionality are seen in both simulation cases, which clearly correspond to increased 
system capacity. 
Fig. 4. CDF of scheduled PRB per TTI for simulated scenarios 
Further illustrations on the obtainable system performance are illustrated on Fig. 5. 
with CDF of the number of scheduled users per TTI. We can clearly see from the 
figure that with the proposed scheduling scheme allows more users to be scheduled in 
each TTI and the achieved capacity gains are due to the increased usage of PRB re-
sources as already concluded above. Similarity of the QoS-MSPF scheduler functio-
nality in simulated scenarios is also seen here. 
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Fig. 5. CDF of scheduled users per TTI for simulated scenarios 
Fig. 6 shows the CDF of packet delay for different schedulers.  The CQI reporting 
process has a direct impact on the delay performance and therefore a combined ap-
proach of HOL and CQI criteria in priority metric calculation will benefit in such 
scenarios. The delay performance is strictly within the bounds of 20 ms for the simu-
lated video traffic scenarios. 
Fig. 6. CDF of packet delay for simulated scenarios 
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Fig. 7 illustrates the Jain’s fairness indexes [24] for scheduling scheme based on 
the number of supported users.   
Fig. 7. Jian’s fairness indexes of supported video users for simulated scenarios 
The value of each curve corresponds to the used scheduler type (1st values refer to 
Reference PF scheduler, 2nd values refer to QoS-MSPF – M1 and 3rd values  refer to 
QoS-MSPF – M2).We observe that the reference scheduling scheme has lower fair-
ness indexes for all the simulated cases and the proposed QoS-MSPF scheduler clear-
ly obtains better fairness. Having video traffic model with strict QoS requirements 
implies increased user fairness and thus fairness indexes above 0,90 (1 refers to com-
plete fairness) are expected. 
5   Conclusions 
In this article, we have studied the potential of advanced QoS-aware multi-user packet 
scheduling algorithms for video traffic support in OFDMA type radio system context, 
using UTRAN long term evolution (LTE) downlink in Macro cell environment as 
practical example case. New video-optimized multi-stream proportional fair scheduler 
metric covering time-, frequency- and spatial domains was proposed that takes into 
account video traffic QoS requirements, instantaneous channel qualities (CQI’s) as 
well as resource allocation fairness. Furthermore, detailed set of performance results 
for real-time video support are presented. As a practical example over 10 MHz band-
width, more than 100 users can be supported for video traffic with source data rate of 
128 kbps and more than 60 users can be supported in 256 kbps case. 
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Abstract — Next-generation mobile networks will provide 
users with high data rates, increased mobility and various ser-
vices. The initial step made in LTE and LTE-A is adopting the 
OFDM(A) air interface and utilization of dynamic resource allo-
cation techniques maximizing the cell throughput and coverage 
as part of enhanced radio resource management functionality. 
Moreover, the control of the network resource division among 
users is performed by packet scheduler and different scheduling 
strategies are applied according to traffic scenario. Typically, 
video traffic (real-time video streaming, mobile TV etc.) requires 
higher data rates and certain quality of service (QoS) constrains, 
i.e. packet size, arrival rate, head-of-line (HOL) packet delay, 
etc. In this article, we propose a flexible and fairness-oriented 
packet scheduling approach for real-time video delivery, built on 
advanced QoS-aware multiuser proportional fair (PF) schedul-
ing principle. Special emphasis is put on practical feedback re-
porting schemes, including the effects of mobile measurements 
and estimation errors, reporting delays, and feedback quantiza-
tion and compression. The performance of the overall schedul-
ing and feedback reporting process is investigated in details in 
terms of cellular system capacity, resource allocation fairness 
and video traffic QoS guarantees. Experimental results reveal 
the bounds of real-time video traffic support on LTE downlink. 
Keywords- cellular system performance; radio resource 
management; packet scheduling; QoS; proportional-fair; channel 
quality feedback; fairness; 
I.  INTRODUCTION 
The Third Generation Partnership Project (3GPP) organiza-
tion developed the Long Term Evolution (LTE) standard with 
support to high data-rates, increased mobility, low latency and 
packet optimized radio access. LTE uses single-carrier frequency-
division multiple access (SC-FDMA) for the uplink (UL) and 
orthogonal FDMA in downlink (DL). Scalable bandwidth opera-
tion, exploitation of diverse MIMO technologies and advanced 
convergence techniques are some of the key benefits in OFDMA-
based developments [1]–[3]. The available spectrum is divided 
into large number of orthogonal subcarriers forming the basic 
time-frequency transmission resource - physical resource block 
(PRB).  This allows flexible multiuser access, efficient mitigation 
of multipath effects, and efficient channel-aware link adaptation 
and resource allocation. Therefore, increased spectral efficiency 
and high data rates are achieved [5], [6]. 
The mobile traffic boost due to increased usage of video ap-
plications such as video streaming, mobile TV and multimedia 
online gaming requires increased system performance and user 
QoS guarantees. Performance improvements are typically ob-
tained through proper radio resource management (RRM) func-
tionalities and exploiting the available multi-user diversity in both 
time and frequency as well as spatial domains [6]–[12]. Another 
important aspect for achieving such performance improvements is 
obtaining accurate channel feedback from each mobile station 
(MS) within the serving cell. As a practical example, each MS 
can measure the effective signal-to-interference-plus-noise -ratio 
(SINR), per active subcarrier or block of subcarriers, and send 
back the obtained channel state to the base station (BS) in terms 
of channel quality information (CQI) reports. Moreover, consider-
ing multiple-input multiple-output (MIMO) systems, the stream 
wise feedback is provided as a codeword containing both MIMO 
ranking information and CQI measurement. This, in turn, can 
easily lead to considerable control signaling overhead if not de-
signed and implemented properly. Furthermore, the amount of the 
feedback information is also subject to different errors and delays, 
affecting the overall system-level performance and needs to be 
limited [8], [9]. Most of the performance studies of CQI feedback 
reduction techniques are based on best-effort traffic [9] or VoIP 
traffic [13] but streaming video traffic has not been extensively 
studied so far. Recently, Luo et al. in [14] proposed quality-driven 
cross-layer optimized video delivery scheduling strategy, while 
Basukala et al. in [15] demonstrated the performance of a packet 
scheduler serving video streaming users with delayed and aperi-
odic CQI reporting schemes.  
 Clearly, the overall radio system performance in terms of 
throughput, coverage and fairness, depends heavily on packet 
scheduling (PS) functionality, being the key ingredient in the RRM 
process. Most of the literature studies on different multi-user pack-
et scheduling techniques demonstrate that the well-known propor-
tional fair (PF) scheduling principle is the right choice for 
OFDMA based systems [7], [8]. On the other hand, despite in-
creased throughput and fairness, the PF scheduler cannot guaran-
tee the packet delay constraint for video services by default. Thus, 
higher system throughput does not necessarily guarantee higher 
video quality or higher number of video streams and therefore 
video performance metrics should be taken into account in PS 
metrics and decisions. Only a few scheduling strategies have con-
sidered user’s QoS requirements together with practical system 
and application constrains [16]-[20]. Stemming now from our 
previous work in advanced PS scheduling developments reported 
in [7], [19], [20], we extend our studies here to incorporate QoS 
requirements into scheduling decisions by effectively controlling 
user fairness and BS’s RRM process. Furthermore, we apply dif-
ferent simulation cases for video traffic applications investigating 
the limits of achieved gains from time-frequency-spatial domain 
packet scheduling with limited feedback and QoS constrains [21], 
[22]. The system model used for the performance evaluations of 
the proposed scheduling methods presented in this paper is ac-
cording to the 3GPP evaluation criteria [2]. The overall outcomes 
are measured, e.g., in terms of video capacity which means here 
the number of supported video streams per cell. This research has been financially supported by the Finnish Funding
Agency for Technology and Innovation (Tekes), under the project “Energy
and Cost Efficiency for Wireless Access (ECEWA)”, and Qatar University. 
The rest of the paper is organized as follows: Section II gives 
an overview of the packet scheduling process and describes the 
proposed QoS aware multi-stream PF (QoS-MSPF) scheduling 
scheme. Section III, in turn, addresses different feedback reporting 
schemes in the scheduling context. Section IV presents the overall 
system model and detailed simulation assumptions. The simulation 
results and analysis are then presented in Section V, while conclu-
sions are drawn in Section VI. 
II. PACKET SCHEDULING
Figure 1 illustrates the overall RRM framework. The key enti-
ties in it are packet scheduler (PS), link adaptation (LA) and 
HARQ manager. Located in the BS, the PS functionality consists 
of selecting the users (UEs) to be scheduled on transmission time 
interval (TTI) basis and allocating the required resources (PRBs). 
In more details, the scheduling decision is based on priority me-
tric calculation for individual UEs depending on the selected 
scheduling strategy. Some of the advanced PF based scheduling 
techniques require users’ CQIs per given TTI and per frequency 
domain PRB. MIMO functionality, in turn, requires both single-
stream and dual-stream CQI feedback by each UE. In addition, PS 
is interacting with LA entity for choosing the modulation and cod-
ing schemes (MCS) for individual PRBs and obtaining informa-
tion for new transmissions or retransmissions from HARQ manag-
er. BS buffer information is required for verification of keeping 
with the set packet delay budget.   
The proposed QoS-aware multi-stream PF (QoS-MSPF) 
scheduler is based on widely used two-stage PF approach (see e.g. 
[9], [20]) with additional QoS enabled guarantees for video traf-
fic. In terms of the actual metric calculations, the proposed QoS-
MSPF scheduler uses the following metric: 
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which can be understood as an extension of the authors’ earlier 
work in [19]. In the above metric, !1 and !2 are scheduler opti-
mization parameters ranging basically from 0 to infinity. In ex-
pression (1), Tise(n) is an estimate of the user throughput if user i 
is scheduled on sub-frame basis according to [17] and Ti,k,s(n) is 
the estimated achievable throughput of user i at PRB k and 
stream s. Ti (n) corresponds to average delivered throughput to 
the UE over the past and Ttot is the average delivered throughput 
(during the recent past) to all users ranked in TD stage served by 
the BS. CQIi,k,s is the CQI of user i at PRB k and stream s, and 
CQIavgi is the average CQI of user i calculated by traditional re-
cursive method [23]. The component !i(n) is, in turn, QoS delay 
function factor defined as 
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where di is the delay of the packet of user i in the transmit buffer 
Bi(n) at time instant n, and dmax is the maximum delay allowed. 
The scheduling metric in (1)-(2) is essentially composed of three 
parts affecting the overall scheduling decisions. The first term 
takes into account the QoS requirements i.e,, packet delay budg-
et. The second ratio is the relative instantaneous quality of the 
individual users’ radio channels over their own average channel 
qualities. The third ratio is divided into two parts. The first one 
takes into account the estimated throughputs of individual UE’s 
and the second one the achievable over total throughputs. The 
power coefficients !1 and !2 are additional adjustable parameters.  
In more details, in the first stage, which is the time-domain 
(TD) scheduling step executed within each TTI, UEs are ranked 
based on the full bandwidth channel state information, QoS pa- 
!
Figure 1. RRM entities and packet scheduling process. 
rameters and the corresponding throughput calculations. These 
UEs form Group 1 of the whole Scheduling Candidates Set 
(SCS). Group 2 consists of users with pending retransmissions 
and Group 3 is formed by users having packet delay close to the 
delay budget. Furthermore, discard timer is used so that buffered 
packets that are already late will not be transmitted over the air 
interface. Thus, the accumulated delay for subsequent packet is 
also reduced. In the second stage, the scheduling functionality is 
expanded in frequency-domain (FD) where the actual PRB allo-
cation takes place. Initially, the needed PRB’s for pending re-
transmissions (on one stream-basis only) signaled through 
HARQ channels are reserved, forming Group 2 UEs. The re-
maining PRBs are given to the delay sensitive users from Group 
3 and the rest to the first transmission users from Group 1 deter-
mined through available buffer information. The actual priority 
metric in FD/SD stage is evaluated at PRB-level taking into ac-
count the available stream-wise channel state information, QoS 
parameters and the corresponding throughput calculations, as 
described in (1)-(2). 
In general, dynamic resource allocation methods increase 
scheduling flexibility so that enough PRBs will be mapped to the 
UEs with good channel conditions and more resources will be 
available for the other SCS users. Consequently, prioritizing 
Group1 UEs will further decrease packet delays and reduce re-
transmissions. On the other hand, combined QoS- and channel-
aware scheduling can offer performance enhancements at the 
expense of increased scheduling complexity, in terms of schedul-
ing metric calculations and increased signaling overhead. Keep-
ing these at reasonable levels requires thus some constraints on 
the scheduling algorithm, so for simplicity we assume here that 
only one MIMO mode (SU or MU) and fixed modulation and 
coding scheme (MCS) is allowed per user within one scheduling 
element. Moreover, we limit the number of users for multiplexing 
in TD stage to further reduce the signaling overhead and complexi-
ty of FD/SD scheduling. Consequently, further decrease in signal-
ing overhead is examined by exploiting different reduced-feedback 
reporting schemes, explained in the following. 
III. FEEDBACK REPORTING
The overall reporting process between UE’s and BS is illu-
strated in Figure 2. Within each time window of length tr, each 
mobile sends channel quality indicator (CQI) reports to BS, for-
matted in finite number of bits and possibly compressed. Addi-
tional reporting delay of td seconds is introduced due to both UE 
sending time and BS decoding time. In our studies here, the start-
ing point (reference case) is that the CQI reports are quantized 
SINR measurements across the entire bandwidth (wideband CQI 
reporting), to take advantage of the time and frequency variations 
of the radio channels for the different users. Considering MIMO 
scenario, the reported feedback contains rank adaptation informa-
tion about the possible multi-stream transmissions options.  
Naturally, each report is subject to errors due to imperfect de-
coding of the received signal. Consequently, the CQI reporting 
frequency-resolution has a direct impact on the achievable multi-
user frequency diversity and thereon to the overall system perfor-
mance and the efficiency of RRM functionality [8]-[9]. As an ex-
ample, the CQI block can be formed from two or more consecu-
tive PRBs. The CQI for k-th PRB on stream s is modeled here as:  
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where !(k) is a zero mean Gaussian distributed variable with 
standard deviation 1 dB representing the errors in the SINR mea-
surements and Q is quantization step (in bits) for finite rate report-
ing. The full CQI and alternative reduced feedback schemes are 
described and evaluated, as discussed below in more details. 
A. Full CQI Reporting 
Every UE reports all the measured CQIs across the entire sys-
tem bandwidth for each TTI. In a general OFDMA radio system, 
the overall system bandwidth is assumed to be divided into v 
measurement blocks and with quantizing the CQI values to q bits, 
the overall full CQI report size is Sfull = q x v bits. In case of LTE, 
with 10 MHz system bandwidth and grouping 2 physical resource 
blocks into 1 measurement block, it follows that v = 25. Assum-
ing further that quantization is carried with q = 5 bits, then each 
UE is sending a CQI word of 25 x 5 = 125 bits for every 1ms 
(TTI length) on single stream. 
B. Best-m CQI Reporting 
The best-m scheme is illustrated graphically in Figure 3. Re-
ducing the reporting and feedback signaling information is ob-
tained as follows: 
% Select only m < v different CQI measurements and reporting 
them together with their frequency positions to the serving 
cell. The evaluation criteria for choosing those m sub-bands 
for reporting is based on the highest measured SINR values 
(hence the name best-m).  
% Set the unclaimed v - m CQI measurements to the lowest 
reported CQI value in the BS. 
The resulting report size is then given by 
! 2
!
log
!( )!best m
v
S q m
m v m%
& ' ()*+# , $ - .*+ *+/ % 0- .- .
! "&$!
As an example, with v = 25, q= 5 bits and m = 10, it follows that 
Sbest-m = 72 bits, while m = 15 results to Sbest-m = 97 bits. In our 
performance evaluations, we set the values of m={10,15}, which 
correspond to reported CQI values per stream of 20 and 30 PRBs.   
IV. SYSTEM SIMULATION MODEL
A. Video traffic model 
Real –time video services are modeled as follows: 
% Each frame of video data arrives at a regular interval deter-
mined by the number frames per second. 
% Each frame is decomposed into a fixed number of slices, 
each transmitted as a single packet. The size of these packets 
is modeled to have a truncated Pareto distribution.  
% The video encoder introduces encoding delay intervals 
(modeled by a truncated Pareto distribution) between the 
packets of a frame.  
Figure 2. Feedback reporting mechanism. 
Figure 3. Best-m reporting process. 
In our studies reported here, a principal average-rate video-
streaming service with 256 kbps constant bit rate (CBR) source 
video data is assumed. With 256 kbps streaming rate, the corres-
ponding mean packet size with truncated Pareto distribution and 
mean inter-arrival packet time are 200 bytes and 4 ms [22]. Pack-
et delay budget, as well as discard timer threshold, are set to 20 
ms.  
B. Video capacity estimation 
The main target is to estimate the number of video streaming 
UE’s that can be supported by the system based on deployed sce-
narios. Following 3GPP evaluation metrology, a user is consi-
dered to be in outage if 2% of the video packets for the user are 
erroneous or discarded due to exceeding delay limit when moni-
tored over the whole video session duration. On the other hand, 
video capacity is defined as number of supported users per cell 
without exceeding the system saturation point. Here, the system 
saturation point is set to 5% of the cell outage level, i.e. to the 
point where 95% of the users in the cell are satisfied (having max-
imum of 2% packet loss rate as described above). 
C. Simulation environment 
Quasistatic system level simulator is used to evaluate the 
proposed scheduling scheme in video traffic scenarios for LTE 
downlink. It includes detailed traffic modeling, multiuser packet 
scheduling and link adaptation including HARQ, following the 
3GPP evaluation criteria [2]. The chosen Micro Case 1 deploy-
ment scenario consists of 10 MHz system bandwidth divided into 
50 physical resource blocks (PRB) containing 600 data sub-
carriers. In a single simulation run, mobile stations are randomly 
distributed over standard hexagonal cellular layout with altogeth-
er 19 cells each having 3 sectors. Fast fading is updated per TTI 
according to Typical Urban (20 taps) radio channel, while shadow 
fading and distance dependent path loss remain constant during 
the whole simulation. The main simulation parameters and as-
sumptions are summarized in Table I. 
The RRM functionalities are controlled by the packet schedu-
ler together with link adaptation (LA) and HARQ entities. Moreo-
ver, LA functionality consists of removing CQI imperfections, 
estimating supported data rates and MCS’s, and stabilizing the 1st 
transmission Block Error Probability (BLEP) to the target range 
(typically 10-20%). HARQ is based on SAW protocol and a maxi-
mum of three re-transmissions is allowed. MIMO functionality re-
quires individual HARQ entry per stream which is also imple-
mented. Link-to-system level mapping is based on the effective 
SINR mapping (EESM) principle [2].  
The actual effective SINR calculations rely on estimated sub-
carrier-wise channel gains (obtained using reference symbols) and 
depend in general also on the assumed receiver topology. Here we 
assume per-antenna rate control (PARC) MIMO case, i.e. two 
transmit antennas at the BS and two receive antennas at each UE 
and the receivers are equipped with LMMSE detectors. The de-
tector structures and SINR modeling for different transmission 
modes are described in detail below. 
1) Single– Stream Single-User Case
Here, only one of the two BS transmit antennas is used to transmit 
one stream. At individual time instant (time-index dropped here), 
the received spatial 2x1 signal vector of UE i at sub-carrier c is 
then , , , ,, i c i c i c i ci c x! " "y h n z  where ,i cx , ,i ch , ,i cn  and ,i cz  
denote the transmit symbol, 2x1 channel vector, 2x1 received 
noise vector and 2x1 inter-cell interference vector, respectively. 
Then the LMMSE detector , , ,ˆ Hi c i c i cx ! w y  is given by 
! 2 1 2, ,, , , , , ,( )H n i z ii c i c x i i c x i i c! !#! " $ "$w h h h ! "#$!
where 2,x i! , ,n i%  and ,z i%  denote the transmit power, noise cova-
riance matrix and inter-cell interference covariance matrix, re-
spectively. Now the SINR is given by 
2 2,, ,
,
, ,, , , ,
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i c H Hn i z ii c i c i c i c
!
" !
% " %
w h
w w w w (6)
Noise is assumed spatially white (diagonal ,n i% ) while the more 
detailed modeling of inter-cell interference (structure of ,z i% ) 
takes into account the distances and channels from neighboring 
base stations (for more details, see e.g. [19]). 
2) Dual –Stream Single-User Case
In this case, both of the two BS transmit antennas are used for 
transmission, on one stream per antenna basis. At individual time 
instant, the received spatial 2x1 signal vector of UE i at sub-
carrier c is now given by , , , ,, i c i c i c i ci c ! " "y H x n z  where ,i cx  
and , , ,1 , ,2[ , ]i c i c i c!H h h  denote the 2x1 transmit symbol vector 
and 2x2 channel matrix, respectively. Now the LMMSE detector 
, , ,ˆi c i c i c!x W y  is given by 
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where , - , -2 2 2 2, , ,, ,1 , ,2, /2, /2x i x i x ix i x idiag diag! ! ! !$ ! ! !!" denotes the 
2x2 covariance matrix (assumed diagonal) of the transmit sym-
bols. Compared to single-stream case, the overall BS transmit 
power is now divided between the two antennas, as indicated 
above. Then the SINR’s for the two transmit symbols are given by 
2 2, ,1, ,1 , ,1
, ,1 2 2 , ,, ,2, ,1 , ,2 , ,1 , ,1 , ,1 , ,1
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3) Dual-Stream Multi-User Case
In this case, the transmission principle and SINR modeling are 
similar to subsection above, but the two spatially multiplexed 
streams belong now to two different UE’s, say i and i’. Thus the 
SINR’s in (8) are interpreted accordingly. 
V. SIMULATION RESULTS AND ANALYSIS 
In this section, we present the results obtained from the system 
simulations using the RRM algorithms described in the paper. 
The system-level performance is generally measured and eva-
luated in terms of: 
& Video capacity in terms of number of streams 
& System throughput 
& CDF of the number of users scheduled per TTI 
& CDF of the number of PRBs per UE 
& CDF of packed delay 
& Fairness distribution  
In general, the video capacity depends on the video data rates, 
packet size and the choice of outage criteria. The user outage 
criteria is defined as 2% of the video packets are erroneous or 
discarded during the whole simulation. Capacity in turn corres-
ponds to maximum number of supported users not exceeding 5 
% cell outage level. The cell throughput is defined as the number 
of successfully delivered user bits per unit time. Fairness is 
measured using the Jain’s fairness index [24].  
The performance of the proposed QoS-MSPF scheduler is 
compared against reference PF scheduler with a delay dependent 
component for video traffic support [12] for the video traffic 
models as discussed in Section IV and evaluated using different 
power coefficients !1 and !2.  Here !2 is fixed to 1 and the used 
values for !1 coefficient are defined as !1 = {1,2}. Moreover, the 
power coefficient values are presented as index M, where M1 
represents the first couple, i.e., !1 =1, !2 =1 and M2: !1 =2, !2 =1. 
Figure 4 (left column) illustrates the number of supported 
video mobile users and average cell throughput for the different 
QoS-aware schedulers obtained using the quasi-static system 
simulator. The obtained results with the proposed scheduler 
scheme are compared with the reference PF scheduler achieving 
video capacity of 52 users per sector and average sector through-
put of 15 Mbps (subfigures (a) and (b)). By using the first term 
(M1) of the new metric calculation for QoS-MSPF, in combina-
tion with full CQI reporting scheme, we achieve video capacity 
gain in the order of 16% and additional 9% throughput increase. 
The achieved gain mainly comes from better utilization of the 
resources due to the scheduler priority metric calculation, as well 
as the increase in frequency-spatial domain multiplexed users. In 
the case of full CQI feedback and coefficient !1 equal to 2  (M2), 
the new QoS-MSPF scheduler achieves video capacity gains in the 
order of 18% and throughput increase of 11% compared to refer-
ence PF scheduler. Continuing on the evaluation of relative sys-
tem performance using the proposed scheduler together with the 
choice of the Best-m CQI reporting scheme, we clearly see the 
relatively similar trend illustrated in Figure 4. In the case of Best-
m (m=10) and Best-m (m=15) reporting schemes presented in 
Figure 4 (c) and (d), and Figure 4 (e) and (f), we have video ca-
pacity and throughput gains of 18-11% and 22-14% when com-
pared to reference PF case. 
Further illustrations on the obtainable system performance are 
presented in Figure 4 (right column) in terms of cumulative dis-
tribution function (CDF) of scheduled PRBs per TTI for individ-
ual scheduling scheme. The impact of different CQI reporting 
schemes on packet scheduling functionality results in small de-
crease of utilizing PRB resources indicated as shift on the left of 
CDF curve. Noticeably, the proposed scheduling scheme allo-
cates more resources to the users shown in subfigures (b) and (c) 
with right shift in CDF curve. Clearly, reduced CQI measure-
ment causes the loss of frequency selective information and 
therefore more PRBs should be allocated to individual users for 
maintaining the capacity. 
Figure 5 (left) shows the CDF of the number of scheduled 
users per TTI. We can clearly see from the figure that with the 
proposed scheduling scheme allows more users to be scheduled 
in each TTI and the achieved capacity gains are due to the in-
creased usage of PRB resources as already concluded above. 
Figure 5 (middle) shows the CDF of packet delay for different 
schedulers and applied feedback reporting schemes. The CQI 
reporting process has a direct impact on the delay performance 
and therefore a combined approach of HOL and CQI criteria in 
priority metric calculation will benefit in such scenarios. Figure 5 
(right) illustrates the Jain’s fairness indexes [24] for scheduling 
scheme based on the number of supported users per chosen feed-
back reporting mechanism. The value of each curve corresponds 
to the used scheduler type (1st values refer to Reference PF sche-
duler, 2nd values refer to QoS-MSPF – M1 and 3rd values refer to 
QoS-MSPF – M2). We observe that the reference scheduling 
scheme has lower fairness indexes for all the simulated cases and 
the proposed QoS-MSPF scheduler clearly obtains better fair-
ness. Having video traffic model with strict QoS requirements 
implies increased user fairness and thus fairness indexes above 
0,85 (1 refers to complete fairness) are expected.  
Table 1.  Default simulation parameters 
Parameter Assumption 
Carrier Frequency / Bandwidth 2000MHz / 10 MHz 
Number of active sub-carriers 600 
Sub-carrier spacing 15kHz 
Sub-frame duration 0.5 ms 
Channel estimation Ideal 
PDP ITU Typical Urban 20 paths 
Min. distance between UE and cell >= 35 meters – Macro 
Max. number of frequency multip-
lexed UEs  
10 
UE receiver type LMMSE 
Shadowing standard deviation 8 dB 
UE speed 3km/h 
Total BS TX power (Ptotal) 46dBm 
Fast Fading Model Jakes Spectrum 
CQI reporting schemes Full CQI, Best -m 
CQI log-normal error std. 1 dB 
CQI reporting time 5 TTI 
CQI delay 
CQI quantization 
CQI std error 
2 TTIs 
1 dB 
1 dB 
MCS rates QPSK (1/3, 1/2, 2/3), 
16QAM (1/2, 2/3, 4/5), 
64QAM (1/2, 2/3, 4/5) 
ACK/NACK delay 2ms 
Number of SAW channels 6 
Max. number of retransmissions 3 
HARQ model Ideal chase combining (CC) 
1st transmission BLER target 20% 
Scheduler forgetting factor 0.0025 
Scheduling schemes used RPF, QoS -MSPF (proposed) 
Simulation duration (one drop) 120 seconds 
Number of drops 10 
VI. CONCLUSIONS
In this article, we have studied the potential of advanced 
QoS-aware multi-user packet scheduling algorithms for video 
traffic support in OFDMA packet radio system context, using 
UTRAN long term evolution (LTE) type downlink in Macro cell 
environment as practical example case. New video-optimized 
multi-stream proportional fair scheduler metric covering time-, 
frequency- and spatial domains was proposed that takes into 
account video traffic QoS requirements, instantaneous channel 
qualities (CQI’s) as well as resource allocation fairness. Fur-
thermore, detailed set of performance results with different prac-
tical CQI reporting schemes for real-time video support were 
presented. As a practical low-rate streaming example, more than 
60 users can be supported for video traffic with source data rate of 
256 kbps over the assumed 10 MHz bandwidth.  
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Figure 5. Left column: CDF of number of scheduled users per TTI for different feedback reporting schemes. Middle column: CDF of packet delay for differ-
ent feedback reporting schemes. Right column: Jain’s fairness indexes of supported video users for different feedback reporting schemes. 
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ABSTRACT 
In this paper, we propose a flexible and fairness-oriented packet scheduling approach for 3GPP UTRAN 
long term evolution (LTE) type packet radio systems, building on the ordinary proportional fair (PF) sched-
uling principle and channel quality indicator (CQI) feedback. Special emphasis is also put on practical feed-
back reporting mechanisms, including the effects of mobile measurement and estimation errors, reporting 
delays, and CQI quantization and compression. The performance of the overall scheduling and feedback re-
porting process is investigated in details, in terms of cell throughput, coverage and resource allocation fair-
ness, by using extensive quasi-static cellular system simulations in practical OFDMA system environment 
with frequency reuse of 1. The performance simulations show that by using the proposed modified PF ap-
proach, significant coverage improvements in the order of 50% can be obtained at the expense of only 
10-15% throughput loss, for all reduced feedback reporting schemes. This reflects highly improved fairness 
in the radio resource management (RRM) compared to other existing schedulers, without essentially com-
promising the cell capacity. Furthermore, we demonstrate the improved functionality increase in radio re-
source management for UE’s utilizing multi-antenna diversity receivers. 
Keywords: Radio Resource Management, Packet Scheduling, Proportional-Fair, Channel Quality Feedback, 
Throughput, Fairness 
1. Introduction
Development of new radio interface technologies for 
beyond 3G cellular radio systems with support to high 
data rates, low latency and packet-optimised radio access 
has led to the use of OFDM/OFDMA. One good exam-
ple of such developments is e.g. the UTRAN long term 
evolution (LTE), being currently standardized by 3GPP 
[1–3]. In general, performance improvements over the 
existing radio systems are basically obtained through 
proper deployment of fast link adaptation and new 
packet scheduling algorithms, exploiting the available 
multi-user diversity in both time and frequency domains 
[4–6]. On the other hand, achieving such performance 
improvements typically requires relatively accurate 
channel state feedback in terms of CQI reports from mo-
bile stations (MS) to the base station (BS) [6–12]. As a 
practical example, each mobile station can measure the 
effective signal-to-interference-plus-noise-ratio (SINR), 
per active subcarrier or block of subcarriers, and send 
back the obtained channel state to the base station for 
downlink radio resource management. This, in turn, can 
easily lead to considerable control signalling overhead if 
not designed and implemented properly. Thus in general, 
the amount of the feedback information needs to be lim-
ited and is also subject to different errors and delays, 
affecting the overall system-level performance. Another 
important aspect in scheduling and resource allocation 
process is fairness, implying that also users with less 
favourable channel conditions should anyway be given 
some reasonable access to the radio spectrum [4–6,13– 
18]. This is especially important in serving users at, e.g., 
cell edges in cellular networks. 
In this paper, we address the packet scheduling and 
channel state reporting tasks in OFDMA-based cellular 
packet radio systems. Stemming from ordinary propor-
tional fair (PF) scheduling principle, a modified PF 
scheduler is first proposed having great flexibility to tune 
the exact scheduling characteristics in terms of capacity, 
coverage and fairness. More specifically, the proposed 
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scheduler can offer greatly improved fairness among the 
users in a cell, measured in terms of coverage and other 
established fairness measures, like Jain’s index [19], 
without essentially compromising the overall cell capac-
ity. This is verified using extensive quasi-static cellular 
system simulations, conforming to the current LTE 
downlink specifications [1–3]. In the performance stud-
ies, different realistic CQI reporting schemes are also 
addressed and incorporated in the system simulations.  
In general, the research on novel packet scheduling 
algorithms and channel state reporting schemes has been 
very active in the recent years, see e.g. [8,10,11,13–18] 
and the references therein. Using [13–17] as starting 
points for LTE type packet radio systems, it has been 
reported that frequency domain packet scheduling (FDPS) 
algorithms are always a compromise between the overall 
cell throughput and resource fairness among users. Here 
we propose a modified proportional fair algorithm, 
which in general offers an attractive balance between cell 
throughput, coverage and user fairness. Compared to 
plain frequency domain scheduling, we extend the stud-
ies by deploying both time domain and frequency do-
main scheduling steps, together with proper metrics, that 
as a whole can more efficiently utilise the provided yet 
limited feedback information from all the user equip-
ments (UEs). Furthermore, we apply different realistic 
CQI reporting schemes to thoroughly investigate the lim-
its of achieved performance gains from enhanced sched-
uling. The cellular system model used for the perform-
ance evaluations is fully conforming to the 3GPP evalua-
tion criteria [1–3]. The overall outcomes are measured in 
terms of average cell throughput, coverage and fairness 
index.  
The rest of the paper is organised as follows: Section 2 
reviews the reference proportional fair scheduler and 
proposes then a modified PF scheduling scheme. Section 
3, in turn, addresses different feedback reporting 
schemes in the scheduling context. Section 4 presents 
then the overall system model and simulation assump-
tions, and the simulation results and analysis are pre-
sented in Section 5. Finally, the conclusions are drawn in 
Section 6.  
 
2. Scheduling Process 
 
2.1. General Scheduling and Link Adaptation   
Principles 
 
In general, the task of a packet scheduler (PS) is to select 
the most suitable users to access the available radio 
spectrum at any given time window, in order to optimize 
the system performance in terms of 1) throughput, 2) 
resource fairness, and/or 3) delay [4–6]. Joint optimiza-
tion of all the above features is generally known very 
difficult. In fast packet scheduling, new scheduling deci-
sions are basically taken in each transmission time inter-
val (TTI), which in LTE is 1ms.  
To efficiently utilize the limited radio resources, the 
scheduler should consider the current state of the channel 
when selecting the user to be scheduled, by utilizing e.g. 
the ACK/NACK signalling information and CQI reports 
[4–6,8,10,11,14]. Depending on the selected CQI report-
ing scheme, the accuracy and resolution of the channel 
quality information can easily differ considerably. In 
OFDMA based radio systems, like LTE, the CQI infor-
mation is not necessarily available for all the individual 
subcarriers but more likely for certain groups of subcar-
riers only [12,20–22]. In general, the channel state in-
formation is also used by link adaptation (LA) mecha-
nisms to select proper modulation and coding scheme 
(MCS) for each scheduled mobile, and thereon to ensure 
that the individual link qualities conform to the corre-
sponding target settings. This is typically measured in 
terms of block error rate (BLER) for the first transmis-
sion. Hybrid ARQ (HARQ) mechanisms are then com-
monly used to provide the necessary buffer information 
and transmission format for pending retransmissions 
[4–6,16]. A principal block-diagram of the overall RRM 
flow is given in Figure 1. 
As a practical example of the available spectral re-
sources, in the 10 MHz system bandwidth case of LTE 
[1–3], there are 50 physical resource blocks (PRB’s or 
sub-bands), each consisting of 12 sub-carriers with sub- 
carrier spacing of 15 kHz. This sets the basic resolution 
in frequency domain (FD) UE multiplexing (scheduling), 
i.e., the allocated individual UE bandwidths are multiples 
of the PRB bandwidth.  
 
2.2. Ordinary Proportional Fair (PF) Scheduler 
 
The well-known proportional fair scheduler [13,16] 
works in two steps: 1) time domain (TD) PF step and 2) 
frequency domain (FD) PF step. Such simplified sche- 
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Figure 1. Principal RRM block diagram. 
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duling principle is beneficial from the complexity point 
of view, since the FD step considers a reduced number of 
UEs for frequency multiplexing in each TTI [17]. Thus 
in the first part, inside each TTI n, all the UE’s are 
ranked according to the following priority metric 
( )( )
( )
itd
i
i
R nn
T n
J                 (1) 
In above, the UE index i = 1, 2, …, ITOT, Ri(n) denotes 
the estimated throughput to the UE i over the full band-
width (provided by link adaptation unit) [13,16], and Ti(n) 
in turn is the corresponding average delivered throughput 
to the UE i during the recent past and can be obtained, 
e.g., recursively by  
1 1( ) 1 ( 1) ( 1)i i i
c c
T n T n R n
t t
§ · c    ¨ ¸© ¹
  (2) 
In (2), tc controls the averaging window length over 
which the average delivered throughput is calculated and 
R'i(n-1) denotes the actually realized throughput to the 
UE i at the previous TTI. 
In the next step, out of this ranked list of UE’s, the 
first IBUFF (< ITOT) UE’s with highest priority metric are 
picked to the actual frequency domain multiplexing or 
scheduling stage. In the following, this subset is called 
scheduling candidate set (SCS), and is denoted by ȍ(n). 
Then, for each physical resource block k = 1, 2, …, KTOT, 
and for each i belonging to the SCS, the following final 
scheduling metric of the form 
,
,
( )
( )
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i kfd
i k
i
R n
n
T n
J                (3) 
is evaluated where now Ri,k(n) denotes the estimated 
throughput to the UE i for the k-th PRB (provided by LA 
unit again), and Ti(n) is again the corresponding average 
throughput delivered to the UE i during the recent past 
given in (2). Finally, the access to each PRB resource is 
granted for the particular user with the highest metric for 
the corresponding PRB. 
 
2.3. Proposed Modified PF (MPF) Scheduler 
 
In order to obtain a scheduler with yet increased fairness 
in the resource allocation, we proceed as follows. First 
the time domain priority metric is modified as 
1( )( ) ( )
( )
itd
i i
tot
T nn CQI n
T n
J
§ 
©¨ ¹
·¸           (4) 
where CQIi(n) denotes the full bandwidth channel qual-
ity report for UE i at TTI n and Ti(n) is as defined in (2). 
Ttot(n), in turn, denotes the averaged throughput over the 
past and over the scheduled users and can be calculated 
by 
( 1)
1( ) 1 ( 1)
1 1 ( 1
tot tot
c
i
c BUFF i n
T n T n
t
R n
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c ) ¦
     (5) 
In (5), R'i(n-1) denotes the actual delivered throughput 
for UE i at the previous TTI. 
Similar to the ordinary PF scheduler described in 
Subsection 2.2, this modified metric in (4) is used to rank 
the UE’s inside each TTI, and the IBUFF (< ITOT) UE’s 
with highest priority metric form a SCS. ȍ(n) for the 
actual frequency domain resource allocation. Since esti-
mated throughput in the link adaptation stage is based on 
reported CQI values, we assume that the substitution in 
(4) has the same weight in priority calculation. For map-
ping the users of the SCS into PRB’s, the following 
modified frequency domain metric is then proposed: 
1 2,
,
( ) ( )( )
( )( )
i kfd i
i k avg toti
s sCQI n T nn
T nCQI n
J
§ · § · ¨ ¸ ¨ ¸© ¹© ¹
      (6) 
Here s1 and s2 are adjustable parameters, and CQIi,k(n) 
is the channel quality report of user i for sub-band k at 
TTI n while CQIiavg(n) is the corresponding average CQI 
over the past and over the sub-bands, and can be calcu-
lated using  
,
1
1( ) 1 ( 1)
1 1 ( )
TOT
avg avg
i i
c
K
i k
c TOT k
CQI n CQI n
t
CQI n
t K  
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 ¦
      (7) 
The access to each PRB resource is then granted for 
the particular user with the highest metric in (6) for the 
corresponding PRB. 
Considering the re-transmissions, re-transmitting users 
are simply considered as additional users in the time do-
main scheduling part (step 1), and if qualified to the fre-
quency domain SCS, the re-transmission users are given 
an additional priority to reserve exactly the same sub- 
bands used for the corresponding original transmissions. 
Even though this does not take the exact sub-band condi-
tion into account at re-transmission stage, the practical 
implementation is simplified, in terms of control signal-
ling, and re-transmissions anyway always benefit from 
the HARQ combining gain [6]. 
Intuitively, the proposed scheduling metrics in (4) and 
(6) are composed of two elements, affecting the overall 
scheduling decisions. The first dimension measures the 
relative instantaneous quality of the individual user’s 
radio channels against their own average channel quali-
ties while the second dimension is related to measuring 
the achievable throughput of individual UE’s against the 
corresponding average throughput of scheduled users. 
Consequently, by understanding the power coefficients s1 
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v
and s2 as additional adjustable parameters, the exact 
scheduler statistics can be tuned and controlled to obtain 
a desired balance between the throughput and fairness. 
This will be demonstrated in Section 5. 
 
3. Feedback Reporting Process 
 
The overall reporting process between UE’s and BS is 
illustrated in Figure 2. Within each time window of 
length tr, each mobile sends channel quality indicator 
(CQI) reports to BS, formatted and possibly compressed, 
with a reporting delay of td seconds [6,8,10,11]. Each 
report is naturally subject to errors due to imperfect de-
coding of the received signal. In general, the CQI re-
porting frequency-resolution has a direct impact on the 
achievable multi-user frequency diversity and thereon to 
the overall system performance and the efficiency of 
radio resource management (RRM), as described in gen-
eral e.g. in [11]. In our studies here, the starting point 
(reference case) is that the CQI reports are quantized 
SINR measurements across the entire bandwidth (wide-
band CQI reporting), to take advantage of the time and 
frequency variations of the radio channels for the differ-
ent users. Then also alternative reduced feedback 
schemes are described and evaluated, as discussed be-
low.  
 
3.1. Full CQI Reporting 
 
In a general OFDMA radio system, the overall system 
bandwidth is assumed to be divided into v CQI meas-
urement blocks. Then quantizing the CQI values to q bits, 
the overall full CQI report size is  
fullS q u                 (8) 
bits which is reported by every UE for each TTI [1–3,11]. 
In case of LTE, with 10 MHz system bandwidth and 
grouping 2 physical resource blocks into 1 measurement  
 
Figure 2. Reporting mechanism between UE and BS. 
block, it follows that v = 25. Assuming further that quan-
tization is carried with q = 5 bits, then each UE is send 
ing 25x5 = 125 bits for every 1ms (TTI length). 
 
3.2. Best-m CQI Reporting 
 
One simple approach to reduce the reporting and feed-
back signalling is obtained as follows. The method is 
based on selecting only m < v different CQI measure-
ments and reporting them together with their frequency 
positions to the serving cell [8,11]. We assume here that 
the evaluation criteria for choosing those m sub-bands 
for reporting is based on the highest SINR values (hence 
the name best-m). The resulting report size in bits is then 
given by  
2
!log
!( )!best m
vS q m
m v m
ª § · u  ¨ ¸ º« »« © ¹ »
v
    (9) 
As an example, with v = 25, q= 5 bits and m = 10, it 
follows that Sbest-m = 72 bits, while Sfull = 125 bits. Fur-
thermore, on the scheduler side, we assume that the 
PRBs which are not reported by the UE are allocated a 
CQI value equal to the lowest reported one.  
 
3.3. Threshold Based CQI Reporting 
 
This reporting scheme is a further simplification and 
relies on providing information on only the average CQI 
value above certain threshold together with the corre-
sponding location (sub-band index) information. First the 
highest CQI value is identified within the full bandwidth, 
which sets an upper bound of the used threshold window. 
All CQI values within the threshold window are then 
averaged and only this information is sent to the BS to-
gether with the corresponding sub-band indexes. On the 
scheduler side, the missing CQI values can then be 
treated, e.g., as the reported averaged CQI value minus a 
given dB offset (e.g. 5 dB, the exact number is again a 
design parameter). The number of bits needed for re-
porting is therefore only  
thresholdS q= +             (10) 
As an example, with v = 25 and q = 5 bits (as above), 
it follows that Sthreshold = 30 bits, while Sbest-m = 72 bits 
and Sfull = 125 bits. The threshold-based scheme is illus-
trated graphically in Figure 3 [10].  
 
4. System Simulation Model and        
Assumptions 
 
In order to evaluate the system-level performance of the 
proposed scheduling scheme in a practical OFDMA-based 
cellular system context, a comprehensive quasi-static sys-
tem simulator for LTE downlink has been developed, 
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Figure 3. Basic principle of threshold-based CQI reporting. 
conforming to the specifications in [1–3]. In the overall 
simulation flow, mobile stations are first randomly 
dropped or positioned over each sector and cell. Then 
based on the individual distances between the mobiles 
and the serving base station, the path losses for individ-
ual links are directly determined, while the actual fading 
characteristics of the radio channels depend on the as-
sumed mobility and power delay profile. In updating the 
fading statistics, the time resolution in our simulator is 
set to one TTI (1ms). In general, a standard hexagonal 
cellular layout is utilized with altogether 19 cell sites 
each having 3 sectors. In the performance evaluations, 
statistics are collected only from the central cell site 
while the others simply act as sources of inter-cell inter-
ference.  
As a practical example case, the 10 MHz LTE system 
bandwidth mode [1–3] is assumed. The main simulation 
parameters and assumptions are generally summarized in 
Table 1 for the so-called Macro cell case 1, following 
again the LTE working assumptions. As illustrated in 
Figure 1, the RRM functionalities are controlled by the 
packet scheduler and also link adaptation and HARQ 
mechanisms are modelled and implemented, as described 
in Table 1. As a practical example, the maximum number 
of simultaneously multiplexed users (IBUFF) is set to 10 
here. In general, we assume that the BS transmission 
power is equally distributed among all PRB’s. In the 
basic simulations, 20 UE’s are uniformly dropped within 
each sector and experience inter-cell interferences from 
the surrounding cells, in addition to path loss and fading. 
The UE velocity equals 3km/h, and the typical urban 
(TU) channel model standardized by ITU is assumed in 
modelling the power-delay spread of the radio channels. 
Infinite buffer traffic model is applied in the simulations, 
i.e. every user has data to transmit (when scheduled) for 
the entire duration of a simulation cycle. The length of a 
single simulation run is set to 5 seconds which is then 
repeated for 10 times to collect reliable statistics. 
In general, every UE has an individual HARQ entry, 
Table 1. Basic simulation parameters. 
Parameter Assumption 
Cellular Layout Hexagonal grid, 19 cell 
sites, 3 sectors per site
Inter-site distance 500 m 
Carrier Frequency / Bandwidth 
Number of active sub-carriers 
Sub-carrier spacing 
Sub-frame duration
2000 MHz / 10 MHz 
600 
15 kHz 
0.5 ms 
Channel estimation Ideal 
PDP ITU Typical Urban 20 paths 
Minimum distance between UE 
and cell
>= 35 meters 
Average number of UE’s per sector 20 
Max. number of frequency multi-
plexed UEs (IBUFF)
10 
UE receiver type 2-Rx MRC, 2-Rx IRC 
Shadowing standard deviation 8 dB 
UE speed 3km/h 
Total BS TX power (Ptotal) 46dBm 
Traffic model Full Buffer 
Fast Fading Model Jakes Spectrum 
CQI reporting schemes Full CQI 
Best-m (with m=10) 
Threshold based (with 5dB 
threshold) 
CQI log-normal error std. 1 dB 
CQI reporting time 5 TTI 
CQI delay 
CQI quantization 
CQI std error 
2 TTIs 
1 dB 
1 dB 
MCS rates QPSK (1/3, 1/2, 2/3), 
16QAM (1/2, 2/3, 4/5), 
64QAM (1/2, 2/3, 4/5) 
ACK/NACK delay 2ms 
Number of SAW channels 6 
Maximum number of retransmisions 3 
HARQ model Ideal chase combining (CC) 
1st transmission BLER target  20% 
Scheduler forgetting factor 0.002 
Scheduling schemes used Ordinary PF (for reference)
Modified PF (proposed 
Simulation duration (one drop) 5 seconds 
Number of drops 10 
which operates the physical layer re-transmission func-
tionalities. It is based on the stop-and-wait (SAW) pro-
tocol and for simplicity, the number of entries per UE is 
fixed to six. HARQ retransmissions are always transmit-
ted with the same MCS and on the same PRB’s (if 
scheduled in TD step) as the first transmissions. The 
supported modulation schemes are QPSK, 16QAM and 
64QAM with variable rates for the encoder as shown in 
Table 1.  
Link adaptation handles the received UE reports con-
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taining the channel quality information for the whole or 
sub-set of PRB’s as described in Section 3. The imple-
mented link adaptation mechanism consists of two sepa-
rate elements – the inner loop (ILLA) and outer loop 
(OLLA) LA’s – and are used for removing CQI imper-
fections and estimating supported data rates and MCS. 
As a practical example, it is assumed that the CQI report 
errors are log-normal distributed with 1dB standard de-
viation. 
1
, ,
, 1
, ,
tot i i cIRC
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h
w
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           (14) 
where  denotes the total noise plus interference 
covariance, i.e., . 
,tot iȈ
2
, ,tot i noises= +I int iȈ Ȉ
Using the above modeling and the selected UE re-
ceiver type, the effective SINR values are then calculated 
through exponential effective SINR mapping (EESM), as 
described in [1–3], for link-to-system level mapping 
purposes.    
The actual effective SINR calculations rely on esti-
mated subcarrier-wise channel gains (obtained using 
reference symbols in practice) and depend in general also 
on the assumed receiver topology. Here we assume the 
single-input-multiple-output (SIMO) diversity reception 
case, i.e. a single BS transmit antenna and multiple UE 
receiver antennas. Considering now an individual UE i, 
the SINR per active sub-carrier c at TTI n, denoted here 
by ȟi,c(n), is calculated according to 
 
5. Results 
 
In this section, we present the system-level performance 
results obtained using the previously described quasi- 
static radio system simulator. Both ordinary PF and 
modified (proposed) PF packet schedulers are used, to-
gether with the three different CQI reporting schemes. 
The system-level performance is generally measured and 
evaluated in terms of: 
2 2
, , ,
,
, , , ,
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i c i c sig i
i c H H
i c noise i c i c int i i c
V
[  
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w h
w w w ,w
    (11) 
x Throughput statistics – the cumulative distribution 
function (CDF) of the total number of successfully 
delivered bits per time unit. Measured at both indi-
vidual UE level as well as overall cell level.  
where the time index n is dropped for notational simplic-
ity. Here hic is an NRX x 1 vector of the user i complex 
channel gains at subcarrier c from BS to NRX receiver 
antennas and wic is the corresponding NRX x 1 spatial fil-
ter used to combine the signals of different receiver an-
tennas (more details below). 2 ,sig is
2
noises I
, in turn, denotes the 
received nominal signal power per antenna while  
and  are the covariance matrices of the received 
(spatial) noise and interference vectors. The superscript 
(.)H denotes conjugate transpose. The noise covariance is 
assumed diagonal ( ) and independent of 
the user index i. The interference modeling, on the other 
hand, takes into account the interference from neighbor-
ing cells. Assuming a total of Lint interference sources, 
with corresponding path gain vectors 
x Coverage – the experienced data rate per UE at the 
95% coverage probability (5% UE throughput CDF 
level). 
noiseȈ
,int iȈ
noise =Ȉ
, ,l i cg , the overall 
interference covariance at receiving UE i is given by 
x Jain’s fairness index [19]. 
In addition to Jain’s index, also the coverage and slope 
of the throughput CDF reflect the fairness of the sched-
uling algorithms. 
With the proposed modified PF scheduler, different 
example values for the power coefficients s1 and s2 are 
used as shown in Table 2. To focus mostly on the role of 
the channel quality reporting, s2 is fixed here to 1 and the 
effects of using different values for s1 are then demon-
strated. This way the impact of the different CQI report-
ing schemes is seen more clearly. For the cases of 
Best–m and Threshold based CQI reporting schemes, we 
fix the value of m equal to 10 and threshold to 5 dB, re-
spectively. Similar example values have also been used 
by other authors in the literature earlier, see e.g. [11]. 
Complete performance statistics are gathered for both 
dual antenna MRC and dual antenna IRC UE receiver 
cases. 
 
S 2, , , , ,
1
intL
H
int i int l i l i c l i c
l
V
 
 ¦ g g , ,         (12) 
where , denotes the received nominal interferer 
power per antenna and per interference source (l).  
2
, ,int l is
Concerning the actual UE receiver topologies (spatial 
filters), both maximum ratio combining (MRC) and in-
terference rejection combining (IRC) receivers are de-
ployed in the simulations. These are given by (see, e.g., 
[6] and the references therein) 
Table 2. Different power coefficient combinations used to 
evaluate the performance of the proposed scheduler. 
 
,
, 2
,
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             (13) Coefficient Value 
s1 1 2 4 6 8 10 20 
s2 1 1 1 1 1 1 1 and 
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Figure 4. Left column: Average sector throughput and coverage for different scheduling schemes and assuming dual-antenna 
MRC UE receiver type with full CQI feedback (a, b), Best -m CQI feedback (c, d) and Threshold based CQI feedback (e, f). 
M1-M7 refer to the modified PF scheduler with power coefficient values as given in Table 2 (M1: s1=1, s2=1, etc.). Right col-
umn: CDF’s of individual UE throughputs for different scheduling schemes and assuming dual-antenna MRC UE receiver 
type with full CQI feedback (a), Best -m CQI feedback (b) and Threshold based CQI feedback (c). 
 
5.1. Dual Antenna MRC UE Receiver Case 
 
Figure 4 (left column) illustrates the average sector 
throughput and coverage for the different schedulers,  
assuming dual antenna maximum ratio combining (MRC) 
UE receiver type. The power coefficient values from 
Table 2 are presented as index M, where M1 represents 
the first couple (s1=1, s2=1), etc, for the metric calcula-
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tion of the modified PF scheduler. The used reference 
scheduler is the ordinary proportional fair approach. In 
the first coefficient case (M1), in combination with full 
CQI reporting scheme, we achieve coverage gain in the order 
of 50% at the expense of only 15% throughput loss as shown 
in Figure 4 (a) and (b). This sets the basic reference for com-
parisons in the other cases. In the case of best-m and thresh-
old based reporting schemes presented in and (d), and Figure 
4 (e) and (f), we have coverage increases by 57% and 63% 
with throughput losses of 16% and 19%, correspondingly. 
 
     
     
    
Figure 5. Left column: MCS distributions [%] for different scheduling principles with (a) Full CQI reporting, (b) Best-m CQI 
reporting, and (c) Threshold based CQI reporting assuming dual-antenna MRC UE receiver. Right column: CDF’s of sched-
uled PRB’s per user for different schedulers with (a) Full CQI reporting, (b) Best-m CQI reporting, and (c) Threshold based 
CQI reporting assuming dual-antenna MRC UE receiver.
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Continuing on the evaluation of relative system per-
formance using the modified PF scheduler, we clearly 
see a trade-off between average cell throughput and cov-
erage for different power coefficient cases. The remain-
ing power coefficient values shown in Table 2 are used 
for tuning the overall system behaviour together with the 
choice of the CQI reporting scheme. In the case of full 
CQI feedback and coefficient s1 varying between 2 and 
10 (M2–M6) the cell throughput loss is decreased to 
around 1%, while the coverage gain is reduced to around 
6%. Similar behaviour is observed for the other feedback 
reporting schemes as well. The exact percentage values 
for the coverage gains and throughput losses are stated in 
Table 3 in the end. 
Further illustrations on the obtainable system per-
formance are presented in Figure 4 (right column) in 
terms of the statistics of individual UE data rates for the 
applied simulation scenarios. The slope of the CDF re-
flects generally the fairness of the algorithms. Therefore 
we aim to achieve steeper slope corresponding to algo-
rithm fairness. This type of slope change behavior can 
clearly be established for each simulation scenario. 
Clearly, at 5% (coverage) point of the CDF curves, cor-
responding to users typically situated at the cell edges, 
we observe significant data rate increases indicated by 
shift to the right for all CQI feedback schemes when the 
coefficient s1 is changed in the proposed metric. This 
indicates improved overall cell coverage at the expense 
of slight total throughput loss.  
 
Figure 5 (left column) shows the modulation and cod-
ing scheme (MCS) distributions for different schedulers 
and with applied feedback reporting schemes, still as-
suming the case of 2 antenna MRC UE receiver type. 
The negligible decrease in higher order modulation usage 
(less than 3%) leads to the increase in the lower (more 
robust) ones for improving the cell coverage. In all the 
simulated cases, the MCS distribution behaviour has a 
relatively similar trend following the choice of the power 
coefficients in the proposed packet scheduling. In gen-
eral, the use of higher-order modulations is affected 
mostly in the most coarse CQI feedback (threshold based) 
case while the other two reporting schemes behave fairly 
similarly.  
Similarly, Figure 5 (right column) illustrates the 
CDF’s of scheduled PRB’s per UE for the different 
scheduler scenarios and reporting schemes. Clearly, the 
modified PF provides better resource allocation in the 
full and best-m feedback cases. Considering the 50% 
probability point for the resource allocation, and taking 
the case of M1, we have about 5% gain, while in case of 
M2 the gain is raised to 15% compared to ordinary PF. 
The average obtained improvement for the rest of the 
cases is about 33%. In the case of threshold-based feed-
back, the resource allocation is not as efficient, and even 
a small reduction in the RB allocation is observed with 
small power coefficients, compared to the reference PF 
scheduler. Starting from M3, the improvement is anyway 
noticeable and the achieved gain is about 20%. 
Table 3. Obtained performance statistics compared to ordinary PF scheduler with different CQI reporting schemes and 
different power coefficients (M1-M7) for the proposed scheduler. Dual-antenna MRC UE receiver case. 
 Coverage Gain [%] Throughput Loss [%] 
 full best-m threshold full best-m threshold 
M1 54 57 63 16 16 19 
M2 40 42 51 10 10 12 
M3 23 26 33 6 6 7 
M4 16 18 25 3 4 5 
M5 11 14 11 2 3 3 
M6 6 7 8 1 2 2 
M7 -2 0 -4 0 0 0 
 
Table 4. Obtained performance statistics compared to ordinary PF scheduler with different CQI reporting schemes and 
different power coefficients (M1-M7) for the proposed scheduler. Dual-antenna IRC UE receiver case. 
 Coverage Gain [%] Throughput Loss [%] 
 full best-m threshold full best-m threshold 
M1 56 58 64 15 15 18 
M2 43 46 48 9 9 11 
M3 26 30 32 6 6 8 
M4 17 20 24 4 4 5 
M5 10 12 13 2 3 3 
M6 8 10 8 2 2 2 
M7 -1 1 1 0 1 0 
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5.2. Dual Antenna IRC UE Receiver Case 
 
Next similar performance statistics are obtained for dual 
antenna interference rejection combining (IRC) UE re-
ceiver case. Starting from the primary case M1, with full 
CQI, we obtain a 13% loss in throughput and 57% cov-
erage improvement. For the reduced feedback reporting 
schemes – best-m and threshold based – we have 13% 
and 15% throughput losses and 58% and 62% coverage 
gains, respectively. Furthermore, resource allocation 
gains for full CQI feedback and best-m are 7% for M1 
and 17% for M2 correspondingly. The average obtained 
improvement for the rest of the cases is about 34%. 
Threshold based reporting scheme leads to decrease of 
12% for M1 and 7% for M2, and roughly 14% increase 
for the rest of simulated cases. The exact percentage 
 
 
 
 
Figure 6. Jain’s fairness index per feedback reporting 
scheme for dual-antenna MRC UE receiver case (up) and 
dual-antenna IRC UE receiver case (down). Scheduler type 
1 means ordinary PF, while 2-8 means proposed modified 
PF with power coefficients as described in Table 2. 
read from the figures are again stated in table format in 
Table 4 in the end. 
 
5.3. Fairness Index 
 
Figure 6 illustrates the Jain’s fairness index per scheduler 
for the applied feedback reporting schemes, calculated 
over all the ITOT = 20 UE’s using the truly realized UE 
throughputs at each TTI and over all the simulation runs. 
The value on the x-axis corresponds to the used sched-
uler type, where 1 refers to the reference PF scheduler 
and 2-8 refer to the proposed modified PF schedulers 
with different power coefficients. The Jain’s fairness 
index defined in [19] is generally in the range of [0…1], 
where the value of 1 corresponds to all users having the 
same amount of resources (maximum fairness). Clearly, 
the fairness distribution with the proposed modified PF 
scheduler outperforms the used reference PF scheduler 
for both UE receiver types. The received fairness gains 
are in range of 2%-17% for the MRC receiver case, and 
1%-14% for the IRC receiver case, respectively. 
 
6. Conclusions 
 
In this article, we have studied the potential of advanced 
packet scheduling principles in OFDMA type radio sys-
tem context, using UTRAN long term evolution (LTE) as 
a practical example system scenario. A modified propor-
tional fair scheduler taking both the instantaneous chan-
nel qualities (CQI’s) as well as resource allocation fair-
ness into account was proposed. Also different practical 
CQI reporting schemes were discussed, and used in the 
system level performance evaluations of the proposed 
scheduler. All the performance evaluations were carried 
out with a comprehensive quasi-static system level simu- 
lator, conforming fully to the current LTE working as-
sumptions. Also different UE receiver types were dem-
onstrated in the performance assessments. In general, the 
achieved throughput and coverage gains were assessed 
against more traditional ordinary proportional fair sched-
uling. In the case of fixed coverage requirements and 
based on the optimal parameter choice for CQI reporting 
schemes, the proposed scheduling metric calculations 
based on UE channel feedback offers better control over 
the ratio between the achievable cell/UE throughput and 
coverage increase. As a practical example, even with 
limited CQI feedback, the cell coverage can be increased 
significantly (more than 30%) by allowing a small de-
crease (in the order of only 5-10%) in the cell throughput. 
This is seen to give great flexibility to the overall RRM 
process and optimization.  
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Abstract – In this article, we propose fairness-oriented dual 
stream multiple-input multiple-output (MIMO) packet 
scheduling schemes with efficient utilization of channel quality 
indicator (CQI) feedback for emerging multiantenna packet 
radio systems. In general, multiuser multiantenna transmission 
schemes allow users to be scheduled on different parallel streams 
on the same time-frequency resource. Based on that, 
implementations of more intelligent scheduling schemes that are 
aware of the instantaneous state of the radio channel require 
utilization of time, frequency and spatial domain resources in an 
efficient manner. Stemming from the earlier advanced 
proportional fair (PF) scheduler studies, we extend the 
developments to dual stream MIMO packet radios with fairness-
oriented scheduling metric and practical feedback reporting 
mechanisms, including the effects of mobile measurement and 
estimation errors, reporting delays, and CQI quantization and 
compression. Furthermore, we investigate the resulting fairness 
distribution among users together with the achievable radio 
system performance in terms of throughput and coverage, by 
simulating practical OFDMA cellular system environment with 
MIMO functionality in Micro and Macro cell scenarios. As a 
concrete example, we demonstrate that by using the proposed 
fairness-oriented multiuser scheduling schemes, significant 
coverage improvements in the order of 40% can be obtained at the 
expense of only 16% throughput loss for all feedback reporting 
schemes. Furthermore, the user fairness is also greatly increased, 
by more than 30%, when measured using Jain’s fairness index.  
 
Keywords - radio resource management; packet scheduling; 
proportional fair; channel quality feedback; fairness; coverage; 
throughput; multiantenna 
I. INTRODUCTION 
The advancement of new radio technologies for beyond 
third generation (3G) cellular systems continues steadily. 
This includes, e.g., third generation partnership project 
(3GPP) long term evolution (LTE) [2], worldwide 
interoperability for microwave access (WiMAX) [3] and the 
work in various research projects, like WINNER [4]. Some 
common elements in most of these developments are 
orthogonal frequency division multiple access (OFDMA) 
based air interface, operating bandwidths of at least 10-20 
MHz, and the exploitation of multiple-input multiple-output 
(MIMO) techniques and advanced channel-aware packet 
scheduling principles [2]. MIMO in terms of spatial 
multiplexing (SM), possibly combined with pre-coding, is 
considered as one core physical layer technology towards 
increased link spectral efficiencies compared to existing 
radio systems. In addition, it also provides the packet 
scheduler (PS) with an extra degree of freedom (spatial 
domain), by offering a possibility to multiplex multiple data 
streams of one or more users on the same physical time-
frequency resource. The two principal concepts widely 
analyzed in literature (see, e.g., [5]-[6] and the references 
therein) in this context are single user (SU) and multiuser 
(MU) MIMO. The SU-MIMO approach allows only the 
streams of one individual UE to be scheduled at the same 
time-frequency resource block (RB), while MU-MIMO 
provides additional flexibility so that streams of multiple 
users can be scheduled over the same time-frequency RB. 
Assuming relatively accurate channel state feedback in 
terms of channel quality indicator (CQI) reports from 
mobile stations (MS) to base station (BS), together with fast 
link adaptation mechanisms, advanced channel-aware 
packet scheduling schemes have major impact on the 
system-level performance optimization in terms of, e.g., 
throughput and coverage. Practical CQI reporting 
mechanisms in this context are described, e.g., in [7]-[13]. 
Another important feature of multiuser radio systems related 
to scheduling, in addition to throughput and coverage, is 
fairness, implying that also users with less favorable channel 
conditions should anyway be given some reasonable access to 
the radio spectrum. This is especially important in serving 
users at, e.g., cell edges in cellular networks.  
Recently, multiantenna oriented packet scheduling 
principles have started to be investigated in the literature, 
see, e.g., [14]-[19]. New scheduling algorithms have been 
proposed and their performance been evaluated in different 
simulator environments in [1], [16]-[19]. In this article, we 
concentrate on the proportional fair (PF) principle, which in 
general offers an attractive balance between cell throughput 
and user fairness, and extend it with spatial domain 
functionality for the needs of SU- and MU-MIMO 
operation. More specifically, we extend our earlier studies 
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in [1], [18]-[19] on algorithm development by deploying 
SM functionality to frequency domain (FD) PF scheduling 
schemes that can efficiently utilize the provided feedback 
information from all the user equipments (UEs), in terms of 
quantized CQI reports. A new packet scheduler is proposed, 
called MIMO modified PF (MMPF), with built-in fairness 
control in its scheduling metric, which is shown to improve 
the system performance considerably, in terms of cell-edge 
coverage and overall scheduling fairness, when compared to 
existing reference schedulers. For practicality, all the 
performance evaluations are carried out in 3GPP LTE system 
context, covering both Micro and Macro Cell scenarios, and 
conforming to the 3GPP evaluation criteria [2]. The used 
radio system performance measures are cell throughput 
distribution, average throughput, cell-edge coverage and 
Jain’s fairness index [21].  
In general, while the increased flexibility of channel-
aware scheduling can offer great performance 
enhancements, compared to fixed resource allocation, it also 
has some practical disadvantages. This includes, e.g., 
relatively higher scheduling complexity, in terms of 
scheduling metric calculations and increased signaling 
overhead to facilitate CQI reporting. Keeping these at 
reasonable levels requires thus some constraints on the 
scheduling algorithm, so for simplicity we assume here that 
only one MIMO mode (SU or MU) and fixed modulation 
and coding scheme (MCS) is allowed per user within one 
time-frequency scheduling element (RB). For simplicity, we 
also assume that the BS as well as all the UE’s are equipped 
with 2 antennas (dual antenna TX and RX). 
The rest of the article is organised as follows: Section II 
describes the MIMO channel-aware scheduling principles 
and the proposed fairness-oriented scheduling scheme. 
Section III, in turn, gives an overview of different feedback 
reporting schemes in packet scheduling context. The overall 
radio system model and simulation assumptions are then 
presented and discussed in Section IV. The corresponding 
simulation results and analysis are presented in Section V, 
while the conclusions are drawn in Section VI.  
II. CHANNEL-AWARE MIMO SCHEDULING 
In general, the task of the packet scheduler is to select 
the most suitable users to access the overall radio resources 
at any given time window, based on some selected priority 
metric calculations. Typically the scheduler also interacts 
with other radio resource management (RRM) units such as 
link adaptation (LA) and Hybrid ARQ (HARQ) manager as 
shown in Figure 1. The scheduling decision is based on 
received users’ signaling information in terms of 
acknowledgements (ACK/NACK) and channel state 
information (CQI reports) per given transmission time 
interval (TTI) [9] and per frequency domain physical 
resource block (PRB). More specifically, in this article in 
multiantenna radio system context, we assume that both 
single stream and dual stream CQIs are reported to BS by 
each UE. Depending on the selected CQI reporting scheme, 
the accuracy and resolution of the channel quality 
information can then easily differ considerably [7], [8], [11], 
[12], as will be explained in Section III. Moreover, the CQI 
information is not necessarily available for all the individual 
subcarriers but more likely for certain groups of subcarriers 
only [13], [22], [23]. Based on this information, the BS 
scheduler then decides whether the particular time-
frequency resource is used for (i) transmitting only one 
stream to a specific UE, (ii) two streams for a specific UE 
(SU-MIMO) or (iii) two streams to two different UEs (MU-
MIMO, one stream per UE). 
 
HARQ info R
equ
ests
Dec
isio
ns
 
Figure 1: Joint time- and frequency-domain scheduling process. 
A. Proposed Scheduler at Principal Level 
In general, we use the well-known two-step PF approach 
with extended functionality in extra spatial dimension to 
enable MIMO operation [1], [5], [18]-[19]. The first step is 
time-domain (TD) scheduling in which the scheduler selects 
a sub-group of users in each TTI, called scheduling 
candidate set, based on the full bandwidth channel state 
information. More specifically, the TD step selects those 
IBUFF UE’s (out of the total number of UE’s, say ITOT) whose 
total instantaneous throughput, per TTI, calculated over the 
full bandwidth is highest [20]. In this stage, we also take the 
different spatial multiplexing possibilities (single stream, 
dual stream SU, dual stream MU) into account, in 
calculating all the possible full bandwidth reference 
throughputs.  
The second step is then frequency-domain (FD) / 
spatial-domain (SD) scheduling in which the scheduler first 
reserves the needed PRB’s for pending re-transmissions (on 
one stream-basis only for simplicity) and the rest available 
PRB’s are allocated to the selected UE’s of the scheduling 
candidate set obtained from the TD step. The actual metric 
in FD/SD allocation is based on the PRB-level and stream-
wise channel state information, and the corresponding 
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throughput calculations, as will be explained in more details 
below.  
B.  Exact Scheduling Metrics 
Here we describe the actual scheduling metrics used in 
ranking users in the TD scheduling step as well as mapping 
the users to FD/SD resources in the second step. First a 
multistream extension of “ordinary” PF is described in sub-
section II.B.1, used as a reference in the performance 
simulations, and then the actual proposed modified metric 
with increased fairness-control is described in sub-section 
II.B.2.
1) Multistream Proportional Fair:
For the PF scheduler, scheduling decision per TTI is 
based on the following priority metric  
, ,
, ,
( )
argmax
( )
i k s
i k s
i i
R n
T n
H £ ²¦ ¦¦ ¦ ¤ »¦ ¦¦ ¦¥ ¼
(1)
in which Ri,k.s(n) is the estimated instantaneous throughput 
of user i at sub-band k on stream s for the  time instant (TTI) 
n (calculated based on the CQI reports through, e.g., EESM 
mapping [1]). Ti(n), in turn, is the average delivered 
throughput to the UE i during the recent past and is 
calculated  by  
1 1
( ) 1 ( 1) ( 1)i i i
c c
T n T n R n
t t
 ¬­    ­ ­ ®  (2) 
Here tc controls the averaging window length over which 
the average delivered throughput is calculated [11]-[15] and 
Ri(n-1) is the actually delivered throughput to user i at 
previous TTI n-1, calculated over all sub-bands k and 
possible streams s. In general, 1/tc is also called the 
forgetting factor.  
Considering the previous TD and FD/SD steps described 
earlier in Section II.A, the above metrics are used as 
follows: 
a) TD: Metric (1) is evaluated over the full
bandwidth and for different stream options to rank the ITOT 
UE’s. Out of these, IBUFF < ITOT UE’s with highest metric 
are picked to the following FD/SD stage. In the following, 
this subset is called scheduling candidate set (SCS), and is 
denoted by ( )n8 . 
b) FD/SD: The access to individual PRB and
stream(s) is granted for the user(s) belonging to the above 
SCS with the highest metric (1) evaluated for the particular 
PRB and stream at hand. 
2) Modified Multistream Proportional Fair (MMPF):
Stemming from the earlier work in [1], [11], the 
following modified multistream PF metric is proposed: 
1 2
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Here, Į1 and Į2 are scheduler optimization parameters 
ranging basically from 0 to infinity, CQIi,k,s is the CQI of 
user i at PRB k and stream s, and CQIavei is the average CQI 
of user i calculated using  
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In above, KTOT is the total number of available PRB’s while 
STOT denotes the maximum number of streams which is here 
two (max two streams). In (3), Ttot(n) is the average 
delivered throughput (during the recent past) to all IBUFF 
users served by the BS and is calculated as 
( 1)
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1 1 1
1 ( 1) ( 1)
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c c BUFF i n
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  (5) 
Intuitively, the proposed scheduling metric in (3) is 
composed of two elements affecting the overall scheduling 
decisions. The first dimension measures in a stream-wise 
manner the relative instantaneous quality of the individual 
user’s radio channels against their own average channel 
qualities while the second dimension is related to measuring 
the achievable throughput of individual UE’s against the 
corresponding average throughput of scheduled users. In 
this way, and by understanding the power coefficients Į1 
and Į2 as additional adjustable parameters, the exact 
scheduler statistics can be tuned and controlled to obtain a 
desired balance between the throughput and fairness. This 
will be demonstrated later using radio system simulations. 
Considering finally the actual TD and FD/SD steps 
described at general level in Section II.A, the same 
approach as in sub-section II.B.1 is deployed but the metrics 
(1)-(2) are of course here replaced by the metrics in (3)-(5). 
III. FEEDBACK REPORTING PROCESS
The overall channel state reporting process between 
UE’s and BS is illustrated in Figure 2. Within each time 
window of length tr, each mobile sends channel quality 
indicator (CQI) reports to BS, formatted and possibly 
compressed, with a reporting delay of td seconds [7] , [8], 
[11], [12]. Each report is naturally subject to errors due to 
imperfect decoding of the received signal.  In general, the 
CQI reporting frequency-resolution has a direct impact on 
the achievable multiuser frequency diversity and thereon to 
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the overall system performance and the efficiency of radio 
resource management, as described in general, e.g., in [12]. 
In our studies here, the starting point (reference case) is that 
the CQI reports are quantized SINR measurements across 
the entire bandwidth (wideband CQI reporting), to take 
advantage of the time and frequency variations of the radio 
channels for the different users. Then also alternative 
reduced feedback schemes are described and evaluated, as 
discussed below.  
 
 
Figure 2: Reporting mechanism between UE and BS. 
A. Full CQI Reporting 
In a general OFDMA radio system, the overall system 
bandwidth is assumed to be divided into v CQI 
measurement blocks. Then quantizing the CQI values to say 
q bits, the overall full CQI report size is  
 fullS q v q  (6) 
bits which is reported by every UE for each TTI [2]-[4], 
[12]. In case of LTE, with 10 MHz system bandwidth and 
grouping 2 physical resource blocks into 1 measurement 
block, it follows that v = 25. Assuming further that 
quantization is carried with q = 5 bits, then each UE is 
sending 25x5 = 125 bits for every 1ms (TTI length). 
B. Best-m CQI Reporting 
One simple approach to reduce the reporting and 
feedback signaling is obtained as follows. The method is 
based on selecting only m < v different CQI measurements 
and reporting them together with their frequency positions 
to the serving cell [9], [12]. We assume here that the 
evaluation criteria for choosing those m sub-bands for 
reporting is based on the highest SINR values (hence the 
name Best-m). The resulting report size in bits is then given 
by  
 2
!
log
!( )!best m
v
S q m
m v m
   ¬¯­ q  ¡ °­ ­  ®¡ °¡ °
 (7) 
As an example, with v = 25, q = 5 bits and m = 10, it 
follows that Sbest-m = 72 bits, while Sfull = 125 bits. 
Furthermore, on the scheduler side, we assume that the 
PRBs which are not reported by the UE are allocated a CQI 
value equal to the lowest reported one.  
C. Threshold based CQI Reporting 
This reporting scheme is a further simplification and 
relies on providing information on only the average CQI 
value above certain threshold together with the 
corresponding location (sub-band index) information. First 
the highest CQI value is identified within the full 
bandwidth, which sets an upper bound of the used threshold 
window. All CQI values within the threshold window are 
then averaged and only this information is sent to the BS 
together with the corresponding sub-band indexes. On the 
scheduler side, the missing CQI values can then be treated, 
e.g., as the reported averaged CQI value minus a given dB 
offset (e.g., 5 dB; the exact number is again a design 
parameter). The number of bits needed for reporting is 
therefore only  
 thresholdS q v   (8) 
As an example, with v = 25 and q = 5 bits (as above), it 
follows that Sthreshold  = 30 bits, while Sbest-m = 72 bits and Sfull 
= 125 bits. The threshold-based scheme is illustrated 
graphically in Figure 3 [11].  
 
 
Figure 3: Basic principle of threshold-based CQI reporting. 
IV.    QUASI-STATIC RADIO SYSTEM SIMULATOR 
A. Basic Features 
System-level performance of the proposed scheduling 
scheme is evaluated based on a quasi-static radio system 
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simulator for LTE downlink, providing traffic modeling, 
multiuser packet scheduling and link adaptation [2]. As a 
practical example, the 10 MHz system bandwidth case of 
LTE is assumed, meaning that there are 50 physical 
resource blocks each consisting of 12 sub-carriers with sub-
carrier spacing of 15 kHz. This sets also the basic resolution 
in FD/SD UE multiplexing (scheduling), i.e., the allocated 
individual UE bandwidths are multiples of the PRB 
bandwidth. The actual reported CQI’s are based on received 
signal-to-interference-and-noise ratios (SINR), calculated 
by the UE’s for each PRB. Here the UE’s are assumed to 
deploy dual antenna linear MMSE (LMMSE) receiver 
principle, and utilize in the SINR calculations the actual 
radio channel response, the received noise level, and the 
structure of the detector (like described in more details 
below). Furthermore, like mentioned already earlier, the 
UE’s always report single stream as well as both SU and 
MU dual stream SINR’s (at the corresponding detector 
output).  
In a single simulation run, mobile stations are randomly 
dropped or positioned over each sector and cell. Then based 
on the individual distances between the mobile and the 
serving base station, the path losses for individual links are 
directly determined, while the actual fading characteristics 
of the radio channels depend on the assumed mobility and 
power delay profile. In updating the fading statistics, the 
time resolution in our simulator is set to one TTI (1ms). In 
general, a standard hexagonal cellular layout is utilized with 
altogether 19 cell sites each having 3 sectors in Macro case 
and 1 sector in Micro case as show in Figure 4. In the 
performance evaluations, statistics are collected only from 
the central cell site while the others simply act as sources of 
inter-cell interference.  
 
Figure 4: Macro and Micro cell scenarios. 
The main simulation parameters and assumptions are 
generally summarized in TABLE 1 for both Macro and 
Micro cell scenarios, following again the LTE working 
assumptions. The used MIMO scheme is per-antenna rate 
control (PARC) with two transmit antennas at the BS and 
two receive antennas at the UE’s and the receivers are 
equipped with LMMSE detectors. As illustrated in Figure 1, 
the RRM functionalities are controlled by the packet 
scheduler together with link adaptation and HARQ 
mechanisms. Notice that the maximum number of 
simultaneously multiplexed users (IBUFF) is set to 10 here 
while the total number of UE’s (ITOT) is 15. In general, we 
assume that the BS transmission power is equally 
distributed among all PRB’s. In the basic simulations, 15 
UE’s are uniformly dropped within each cell and experience 
inter-cell interferences from the surrounding cells, in 
addition to path loss and fading. The UE velocities are 
3km/h, and the typical urban (TU) channel model 
standardized by ITU is assumed in modeling the power-
delay spread of the radio channels. Infinite buffer traffic 
model is applied in the simulations, i.e. every user has data 
to transmit (when scheduled) for the entire duration of a 
simulation cycle. Exponential effective SINR mapping 
(EESM) is used for link-to-system level mapping 
(throughput calculations), as described in [2]. The length of 
a single simulation run is set to 5 seconds which is then 
repeated for 10 times to collect reliable statistics. 
Considering MIMO functionality, every UE has an 
individual HARQ entry per stream, which operates the 
physical layer re-transmission functionalities. It is based on 
the stop-and-wait (SAW) protocol and for simplicity, the 
number of entries per UE is fixed to six. HARQ 
retransmissions are always transmitted with the same MCS 
and on the same PRB’s (if scheduled) as the first 
transmissions in a single stream mode. The supported 
modulation schemes are QPSK, 16QAM and 64QAM with 
variable rates for the encoder as shown in TABLE 1.  
Link adaptation handles the received UE reports 
containing the channel quality information for each PRB 
based on single and dual stream MIMO modes. The 
implemented link adaptation mechanism consists of two 
separate elements – the inner loop (ILLA) and outer loop 
(OLLA) LA’s – and are used for removing CQI 
imperfections and estimating supported data rates and MCS. 
It is assumed that the CQI reporting errors are log-normal 
distributed with 1dB standard deviation. 
B. Detectors and SINR Modeling  
The actual effective SINR calculations rely on 
subcarrier-wise complex channel gains (estimated using 
reference symbols in practice) and depend in general also 
on the assumed receiver (detector) topology. Here we 
assume that the LMMSE detector, properly tailored for the 
transmission mode (1-stream SU, 2-stream SU or 2-stream 
MU) is deployed. The detector structures and SINR 
modeling for different transmission modes are described in 
detail below. 
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TABLE 1. Basic simulation parameters. 
Parameter Assumption 
Cellular layout Hexagonal grid, 19 cell sites, 
3 sectors per site for Macro / 
1 sector per site for Micro 
Inter-site distance 500 m - Macro / 1732 m - 
Micro 
Carrier frequency / Bandwidth 
Number of active sub-carriers 
Sub-carrier spacing 
Sub-frame duration 
2000 MHz / 10 MHz 
600 
15 kHz 
0.5 ms 
Channel estimation Ideal 
PDP ITU Typical Urban 20 paths 
Minimum distance between UE 
and cell 
>= 35 meters - Macro 
>= 10 meters - Micro 
Average number of UE’s per 
sector 
15 
Max. number of frequency 
multiplexed UEs (IBUFF) 
10 
UE receiver type LMMSE 
Shadowing standard deviation 8 dB 
UE speed 3km/h 
Total BS TX power (Ptotal) 46 dBm 
Traffic model Full Buffer 
Fast fading model Jakes Spectrum 
CQI reporting schemes Full CQI, 
Best – m (with m=10), 
Threshold based (with 5dB 
threshold) 
CQI log-normal error std. 1 dB 
CQI reporting time 5 TTI 
CQI delay  
CQI quantization 
CQI std error 
2 TTIs 
1 dB 
1 dB 
MCS rates QPSK (1/3, 1/2, 2/3), 
16QAM (1/2, 2/3, 4/5), 
64QAM (1/2, 2/3, 4/5) 
ACK/NACK delay 2 ms 
Number of SAW channels 6 
Maximum number of 
retransmissions 
3 
HARQ model Ideal chase combining (CC) 
1st transmission BLER target  20% 
Scheduler forgetting factor 0.0025 
Scheduling schemes used Ordinary PF 
Modified PF (proposed) 
Simulation duration (one drop) 5 seconds 
Number of drops 10 
 
1) Single Stream SU Case 
In this case, only one of the two BS transmit antennas is 
used to transmit one stream. At individual time instant 
(time-index dropped here), the received spatial 2x1 signal 
vector of UE i at sub-carrier c is of the form 
 , , , , ,i c i c i c i c i cx  y h n z  (9) 
where ,i cx , ,i ch , ,i cn  and ,i cz  denote the transmit symbol, 
2x1 channel vector, 2x1 received noise vector and 2x1 
inter-cell interference vector, respectively. Then the 
LMMSE detector , , ,ˆ Hi c i c i cx  w y  is given by 
 2 2 1, , , , , , , ,( )Hi c x i i c x i i c n i z i i cT T   w h h h4 4  (10) 
where 2,x iT , ,n i4  and ,z i4  denote the transmit power (per 
the used antenna), noise covariance matrix and inter-cell 
interference covariance matrix, respectively. Now the SINR 
is given by 
 
2 2
, , ,
,
, , , , , ,
H
i c i c x i
i c H H
i c n i i c i c z i i c
T
H 

w h
w w w w4 4
 (11) 
The noise variables at different receiver antennas are 
assumed uncorrelated (diagonal ,n i4 ) while the more 
detailed modeling of inter-cell interference (structure of 
,z i4 ) takes into account the distances and channels from 
neighboring base stations (for more details, see, e.g., [19]). 
2) Dual Stream SU Case 
In this case, both of the two BS transmit antennas are  
used for transmission, on one stream per antenna basis. At 
individual time instant, the received spatial 2x1 signal 
vector of UE i at sub-carrier c is now given by 
 , , , , ,i c i c i c i c i c  y H x n z  (12) 
where ,i cx  and , , ,1 , ,2[ , ]i c i c i cH h h  denote the 2x1 
transmit symbol vector and 2x2 channel matrix, 
respectively. Now the LMMSE detector , , ,ˆi c i c i cx W y  is 
given by 
 
1
, , , , , , , ,
, ,1
, ,2
( )H Hi c x i i c i c x i i c n i z i
H
i c
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  
  ¯¡ ° ¡ °¡ °¢ ±
W H H H
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w
4 4 4 4
 (13) 
where 2 2 2 2, , ,1 , ,2 , ,{ , } { /2, /2}x i x i x i x i x idiag diagT T T T 4  
denotes the 2x2 covariance matrix (assumed diagonal) of 
the transmit symbols. Note that compared to single stream 
case, the overall BS transmit power is now divided between 
the two antennas, as indicated above. Then the SINR’s for 
the two transmit symbols are given by 
, ,1
2 2
, ,1 , ,1 , ,1
2 2
, ,1 , ,2 , ,2 , ,1 , , ,1 , ,1 , , ,1
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2 2
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4 4
(14) 
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3) Dual Stream MU Case 
In this case, the transmission principle and SINR 
modeling are similar to subsection 2) above, but the two 
spatially multiplexed streams belong now to two different 
UE’s, say i and i’. Thus the SINR’s in (14) are interpreted 
accordingly. 
Finally, for link-to-system level mapping purposes, the 
exponential effective SINR mapping (EESM), as described 
in [2-4], is deployed.  
V. NUMERICAL RESULTS 
In this section, we present the results obtained from the 
quasi-static radio system simulations using the PS 
algorithms described in the article. The system-level 
performance is generally measured and evaluated in terms 
of: 
a) Throughput – the total number of successfully 
 delivered bits per unit time. Usually measured 
 either in kbps or Mbps. 
b) Coverage – the experienced data rate per UE at 
 the 95% coverage probability (5% throughput 
 CDF point). 
c) Fairness – measures the resource allocation 
 fairness among all UE’s from the average 
 throughput point of view. Evaluated using Jain’s 
 fairness index [21] which is calculated here as 
 
TOT
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2
1
2
TOT
1
I
i
i
I
i
i
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N
N


 ¬­ ­ ­ ­ ®


 (15)  
where iN  denotes the average throughput value 
of user i across different simulation realizations 
(here ten). In single simulation run, the 
corresponding throughput of user i is given by 
 
1
1
( )
TTIN
i i
TTI n
R n
N
N

   (16) 
where NTTI denotes the length of a single 
simulation run in TTI’s while Ri(n) is the actually 
delivered throughput to user i at individual TTI n. 
 
In the following, we illustrate the behavior of the 
proposed MMPF scheduler with using different power 
coefficients Į1 and Į2 as shown in TABLE 2. To focus 
mostly on the role of the channel quality reporting in the 
priority metric calculation in equation (3), Į2 is fixed here to 
1 and different values are then demonstrated for Į1. More 
specifically, with large Į2 values, the effect of second term 
in priority metric calculation based on throughput 
estimation would be emphasized and the scheduling 
algorithm would behave like maximum throughput 
scheduler, which in turn would imply reduced fairness 
distribution. Consequently, the impact of the different CQI 
reporting schemes is seen now more clearly. For the cases 
of Best–m and Threshold based CQI reporting schemes, we 
fix the value of m equal to 10 and threshold to 5 dB, 
respectively. Similar example values have also been used by 
other authors in the literature earlier, see, e.g., [12]. 
Complete performance statistics are gathered for both 
Macro cell and Micro cell case scenarios.  
A. Macro Cell Case 
Figure 5 (left column) illustrates the average user 
throughput and coverage for the different schedulers. The 
power coefficient values from TABLE 2 are presented as 
index M, where M1 represents the first couple, etc. The 
obtained results are compared with the reference PF 
scheduler described also in Section II. By using the first 
term (M1) of the new metric calculation for MMPF, in 
combination with full CQI reporting scheme, we achieve 
coverage gain in the order of 63% at the expense of 20% 
throughput loss as shown in Figure 5 (a) and (b). This sets 
the basic reference for comparisons in the other cases. In the 
case of Best-m and Threshold based reporting schemes 
presented in Figure 5 (c) and (d), and Figure 5 (e) and (f), 
we have coverage increases by 69% and 74% with 
throughput losses of 15% and 20%, correspondingly. 
Continuing on the evaluation of relative system 
performance using the proposed scheduler, we clearly see a 
trade-off between average cell throughput and coverage for 
different power coefficient cases. Furthermore, the 
remaining power coefficient values shown in TABLE 2 are 
used for tuning the overall system behavior together with 
the choice of the CQI reporting scheme. In the case of full 
CQI feedback and coefficient Į1 varying between 2 and 8 
(M2 –M5) the cell throughput loss is decreased to around 
7%, while the coverage gain is reduced to around 21%. 
Similar results are obtained for the other feedback reporting 
schemes as well. Consequently, an obvious trade-off 
between average cell throughput and coverage is clearly 
seen. In order to preserve the average sector throughput and 
still to gain from the coverage increase, coefficient values 
should thus be properly chosen. The exact percentage 
values for the coverage gains and throughput losses are 
stated in TABLE 3 at the end of the article. 
Further illustrations on the obtainable system 
performance are presented in Figure 5 (right column) in 
terms of the statistics of individual UE data rates for the 
applied simulation scenarios. The slope of the CDF reflects 
generally the fairness of the algorithms. Therefore we aim 
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to achieve steeper slope corresponding to algorithm 
fairness. This type of slope change behavior can clearly be 
established for each simulation scenario. Clearly, at 5% 
(coverage) point of the throughput CDF curves, 
corresponding to users typically situated at the cell edges, 
we observe significant data rate increases indicated by shift 
to the right for all CQI feedback schemes when the 
coefficient Į1 is changed in the proposed metric. This 
indicates improved overall cell coverage at the expense of 
slight total throughput loss.  
Figure 6 (left column) shows the modulation and coding 
scheme (MCS) distributions for different schedulers and 
with applied feedback reporting schemes. The negligible 
decrease in higher order modulation usage (less than 3%) 
leads to the increase in the lower (more robust) ones for 
improving the cell coverage. In all the simulated cases, the 
MCS distribution behavior has a relatively similar trend 
following the choice of the power coefficients in the 
proposed packet scheduling. In general, the use of higher-
order modulations is affected mostly in the case of Best-m 
and Threshold based reporting schemes.  
   Figure 6 (right column) illustrates the HARQ 
distributions for the different scheduler scenarios and 
reporting schemes. Clearly, the 20% BLER target rate is 
achieved in all simulated cases. Moreover, the MMPF 
scheduler provides slight increase in probability of 
successful first transmission of around 2% for the Best-m 
and Threshold based feedback cases.  
 
 
TABLE 2. DIFFERENT POWER COEFFICIENT COMBINATIONS 
Coefficient Value 
Į1 1 2 4 6 8 
Į2 1 1 1 1 1 
 
B. Micro Cell Case 
The performance statistics obtained for Micro cell case 
demonstrate similar trends, as in the previous Macro case, 
as shown in Figure 7. Starting from the primary case M1, 
with full CQI, we obtain a 17% loss in throughput and 92% 
coverage improvement. For the reduced feedback reporting 
schemes – Best-m and Threshold based – we have 21% and 
19% throughput losses and 100% and 96% coverage gains, 
respectively. Furthermore, similar behavior is observed in 
the CDF’s of individual UE throughputs, as well as MCS 
and HARQ distributions. The exact percentage values read 
from the figures are again stated in table format in TABLE 
4 at the end of the article. 
C. Jain’s Fairness Index 
Figure 8 illustrates the Jain’s fairness index per 
scheduling scheme for Micro and Macro cell scenarios, 
calculated over all the ITOT = 15 UE’s. The value on the x 
axis corresponds to used scheduler type, where 1 refers to 
the reference PF scheduler, 2 refers to MMPF with index 
M1, etc.  The value of Jain’s fairness index is generally in 
the range of [0,1], where value of 1 corresponds to all users 
having the same amount of resources. Clearly, the fairness 
distribution with MMPF outperforms the used reference PF 
scheduler for both cases. The received fairness gains are in 
range of 13%-37% with full CQI feedback, 15-32% with 
Best-m CQI feedback and 17-35% with Threshold based 
CQI feedback in the Macro case scenario. The 
corresponding fairness gains in Micro case scenario are 25-
46%, 32-41% and 34-43% for full CQI, Best –m and 
Threshold based reporting schemes, correspondingly. The 
exact percentage values read from the figures are again 
stated in table format in Table 5 in the end of the article. 
VI. CONCLUSIONS 
In this article, we have studied the potential of advanced 
multiuser packet scheduling algorithms in OFDMA type 
radio system context, using UTRAN long term evolution 
(LTE) downlink in Macro and Micro cell environment as 
practical example cases. New multistream proportional fair 
scheduler metric covering time-, frequency- and spatial 
domains was proposed that takes into account both the 
instantaneous channel qualities (CQI’s) as well as resource 
allocation fairness. Also different practical CQI reporting 
schemes were discussed, and used in the system level 
performance evaluations of the proposed scheduler.  
Overall, the achieved throughput performance together with 
coverage and fairness statistics were assessed, by using 
extensive radio system simulations, and compared against 
more traditional proportional fair scheduling with 
multiantenna spatial multiplexing functionality. In the case 
of fixed coverage requirements and based on the optimal 
parameter choice for CQI reporting schemes, the proposed 
scheduling metric calculations based on UE channel 
feedback offers better control over the ratio between the 
achievable cell/UE throughput and coverage increase, as 
well as increased UE fairness. As a practical example, even 
with limited CQI feedback, the fairness in resource 
allocation together with cell coverage can be increased 
significantly (more than 40%) by allowing a small decrease 
(in the order of only 10-15%) in the cell throughput. 
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Figure 5: Left column: Average sector throughput and coverage for different scheduling schemes for Macro cell scenario with full CQI 
feedback (a, b), Best -m CQI feedback (c, d) and Threshold based CQI feedback (e, f). M1-M5 refer to the proposed scheduler with power 
coefficient values as given in TABLE 2. Right column: CDF’s of individual UE throughputs for different scheduling schemes for Macro 
cell scenario with full CQI feedback (a), Best -m CQI feedback (b) and Threshold based CQI feedback (c). 
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Figure 6: Left column: MCS distributions [%] for different scheduling principles for Macro cell scenario with full CQI feedback (a), Best -
m CQI feedback (b) and Threshold based CQI feedback (c). Right column: HARQ distributions for different scheduling schemes for Macro 
cell scenario with full CQI feedback (a), Best -m CQI feedback (b) and Threshold based CQI feedback (c). 
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Figure 7: Average cell throughput and coverage gain over the 
reference PF scheduling scheme for Micro cell simulation 
scenario. The schemes M1-M5 refer to the new proposed scheduler 
with power coefficient values as given in TABLE 2. 
 
Figure 8: Jain’s fairness index per feedback reporting scheme for 
the different simulation scenarios – Macro cell (a) and Micro cell 
(b). Scheduler type 1 means ordinary PF, while 2-6 means 
proposed modified PF with power coefficients as described in 
TABLE 2.     
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TABLE 3. 
OBTAINED PERFORMANCE STATISTICS COMPARED TO ORDINARY PF SCHEDULER WITH DIFFERENT CQI REPORTING SCHEMES AND DIFFERENT 
POWER COEFFICIENTS (M1-M5) FOR THE PROPOSED SCHEDULER. MACRO CELL CASE SCENARIO. 
 
 Coverage Gain [%] Throughput Loss [%] 
 full best-m threshold full best-m threshold 
M1 63 69 74 20 15 20 
M2 51 57 60 16 11 16 
M3 36 40 43 13 6 12 
M4 28 29 33 9 2 8 
M5 21 24 32 7 0 6 
 
 
TABLE 4. 
OBTAINED PERFORMANCE STATISTICS COMPARED TO ORDINARY PF SCHEDULER WITH DIFFERENT CQI REPORTING SCHEMES AND DIFFERENT 
POWER COEFFICIENTS (M1-M5) FOR THE PROPOSED SCHEDULER. MICRO CELL CASE SCENARIO. 
 
 Coverage Gain [%] Throughput Loss [%] 
 full best-m threshold full best-m threshold 
M1 92 100 96 17 21 19 
M2 76 88 84 13 17 16 
M3 53 64 60 9 14 14 
M4 44 54 46 6 11 12 
M5 36 40 42 5 8 10 
 
TABLE 5. 
OBTAINED JAIN’S FAIRNESS INDEXES COMPARED TO ORDINARY PF SCHEDULER WITH DIFFERENT CQI REPORTING SCHEMES AND DIFFERENT 
POWER COEFFICIENTS (M1-M5) FOR THE PROPOSED SCHEDULER. MACRO AND MICRO CELL CASE SCENARIOS. 
 
 Macro case Fairness Gain [%] Micro case Fairness Gain [%] 
 full best-m threshold full best-m threshold 
M1 37 32 35 46 41 43 
M2 32 28 32 44 40 42 
M3 19 21 25 29 36 39 
M4 16 15 20 27 33 37 
M5 13 15 17 25 32 34 
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ABSTRACT 
In this paper, we propose fairness-oriented packet scheduling (PS) schemes with power-efficient 
control mechanism for future packet radio systems. In general, the radio resource management 
functionality plays an important role in new OFDMA based networks.  The control of the network 
resource division among the users is performed by packet scheduling functionality based on maximizing 
cell coverage and capacity satisfying, and certain quality of service requirements. Moreover, multi-
antenna transmit-receive schemes provide additional flexibility to packet scheduler functionality.  In 
order to mitigate inter-cell and co-channel interference problems in OFDMA cellular networks soft 
frequency reuse with different power masks patterns is used.  Stemming from the earlier enhanced 
proportional fair  scheduler studies for single-input multiple-output (SIMO) and multiple-input multiple-
output (MIMO) systems, we extend the development of efficient packet scheduling algorithms by adding 
transmit power considerations in the overall priority metrics calculations and scheduling decisions. 
Furthermore, we evaluate the proposed scheduling schemes by simulating practical orthogonal frequency 
division multiple access (OFDMA) based packet radio system in terms of throughput, coverage and 
fairness distribution among users. In order to completely reveal the potential of the proposed schemes we 
investigate the system performance of combined soft frequency reuse schemes with advanced power-
aware packet scheduling algorithms for further optimization. As a concrete example, under reduced 
overall transmit power constraint and unequal power distribution for different sub-bands, we 
demonstrate that by using the proposed power-aware multi-user scheduling schemes, significant coverage 
and fairness improvements in the order of 70% and 20%, respectively, can be obtained, at the expense of 
average throughput loss of only 15%. 
 
KEYWORDS 
Radio Resource Management, Packet Scheduling, Soft Frequency Reuse, Proportional-fair, Power 
Masks, Channel Quality Feedback, Fairness, Throughput 
 
1. INTRODUCTION 
Development of new advanced packet radio systems continues progressively. Relevant work in 
this direction includes, e.g., 3GPP long term evolution (LTE) [1], WiMAX [2], IMT-Advanced 
[3] and the related work in various research projects, like WINNER [4]. These developments 
rely on OFDMA air interface, scalable bandwidth operation, exploitation of MIMO 
technologies and advanced convergence techniques. The operating bandwidths are divided into 
large number of orthogonal subcarriers for multi-access purposes and efficient reduction of the 
effects of inter-symbol interference (ISI) and inter-carrier interference (ICI).The major driving 
forces behind these developments are the increased radio system performance, in terms of 
average and peak cell throughputs, low latency and reduced operating expenditures. While the 
average and peak throughputs are typically emphasized, also the fairness and cell-edge coverage are 
equally important quality measures of cellular radio systems [5], [6]. Yet another key measure 
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 2 
becoming all the time more and more important is the energy consumption of the radio access 
network. 
 
Another important issue in these deployments is co-channel interference (CCI) that users at the 
cell borders are experiencing based on low signal to noise ratio (SNR) and high power emitters 
from neighbouring cells’ base stations in their communication channel. Solution for this 
problem in OFDMA cellular networks is utilization of controlled frequency reuse schemes. 
Recent literature studies indicate that soft frequency reuse scheme has a capacity gain over the 
other hard frequency reuse schemes [7]. The overall functionality of frequency reuse schemes is 
based on applying specific power masks (fraction of the maximum transmission power level) 
over the whole system bandwidth. In soft frequency reuse (SFR) [8],[9] the frequency band, 
shared by all base stations (BS) (reuse factor is equal to 1) is divided into sub-bands with 
predefined power levels as illustrated in Figure 1. Consequently, the users near to and far away 
from the BS are allocated with different powers, limiting the impact of and to the neighbouring 
cells. 
 
In general, all user equipments (UEs) within base station (BS) coverage are sharing the 
available radio resource (radio spectrum). This is controlled by the packet scheduler (PS) 
utilizing selected scheduling metrics. In both uplink (UL) and downlink (DL), the packet 
scheduler works in a centralized manner being located at the BS. It is generally fairly well 
understood that the overall radio system performance, in terms of throughput and fairness, 
depends heavily on the PS functionality. The PS operation can build on instantaneous radio 
channel conditions, quality of service (QoS) requirements and traffic situations of the served 
UEs [5], [6]. In the emerging radio systems, multi-antenna MIMO technologies increase 
spectral efficiency and also provide the PS with extra degree of freedom by offering a 
possibility to multiplex data of one or more users on the same physical resource (spatial domain 
multiplexing, SDM) [10], [11]. Such functionality requires additional feedback information 
provided by mobile stations (MS) to the base station, typically in terms of channel quality 
information (CQI) reports. The main disadvantage of MIMO-SDM technique is increased 
signaling overhead and scheduling complexity. Finally, an additional important aspect in 
scheduling functionality is the interaction with other radio resource management (RRM) 
entities, namely fast link adaptation (LA) and reliable re-transmission mechanisms.   
 
Packet scheduling principles are generally rather widely investigated in the literature and many 
new scheduling algorithms have been proposed, see, e.g., [12]-[16]. Most of them are 
considering equal BS transmission power distribution among all physical resource blocks 
(PRBs), which is not necessarily a practical or optimum case as already indicated above. In 
practice, unequal power allocation between different PRB’s can be used, e.g., to control the 
interference between neighboring cells or sectors in frequency re-use 1 radio systems. 
Stemming now from our previous work in advanced PS algorithms reported in [15]-[18], we 
extend the studies here to incorporate energy efficiency and cell power bounds considerations in 
the scheduling decisions based on different SFR power mask configurations. Our starting point 
is the advanced modified proportional fair scheduler for MIMO reported in [16], which was 
shown to improve cell-edge coverage and user fairness compared to state-of-the-art. In this 
paper, we introduce a new energy- or power-aware scheduling scheme taking into account the 
applied power pattern within the overall radio spectrum. This is called MIMO power-aware 
modified proportional fair (MPMPF) scheduler in the continuation. The performance of the 
proposed scheduler is investigated using both single-user MIMO (spatial multiplexing for 
individual UE streams) and multi-user MIMO (spatial multiplexing also for streams of different 
UEs) transmit-receive schemes in 3GPP LTE system context. The used system-level figures of 
merit are cell throughput distribution, cell-edge coverage and Jain’s fairness index [19]. For 
simplicity and illustration purposes, 1x2 (SIMO) and 2x2 (MIMO) multi-antenna scenarios are 
assumed in the continuation. 
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The rest of the paper is organized as follows: Section 2 describes the SFR scheme and power 
mask configurations, while Section 3 is dedicated to the MIMO scheduling principles and 
proposed power-aware scheduling scheme. Section 4 gives an overview of the overall system 
model and simulation assumptions. The simulation results and analysis are presented in Section 
5, while the conclusions are drawn in Section 6.  
 
2. SOFT FREQUENCY REUSE SCHEMES  
In general, SFR scheme reserves part of the frequency band for the cell-edge users and uses the 
power bound specified for it by the power mask. The rest of the unallocated sub-bands are 
dedicated to the near to BS users.  One practical solution for sub-band division reported in the 
literature studies is 3 and therefore we are considering it in our case. Generally there is no 
restriction on the soft reuse factor [7],[8]. The same apply for the choice of the power mask. We 
have chosen for our evaluation the following power mask configurations: PM1 (0dB, -4dB, 
-4dB) and PM2 (0dB, -1dB, -4dB). The values in the brackets represent nominal transmission 
power values in dB as shown in Figure 1. Notice that if the sub-band allocated to the cell-edge 
UEs is not fully occupied, it can be still used by the other UEs.   
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Figure 1: Soft Frequency reuse scheme with 3 sub-bands division. 
 
 
3. POWER-AWARE MIMO SCHEDULING 
In general, packet scheduler is part of the overall radio resource management mechanism at BS. 
Therefore, PS functionality depends heavily on the collaboration with other RRM units such as 
link adaptation (LA) and Hybrid ARQ (HARQ) manager, as depicted in Figure 2. The scheduling 
decisions are based on the selected scheduling metric, utilizing typically the CQI reports and 
acknowledgements from UEs, per given transmission time interval (TTI) in time domain and per 
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physical resource block (PRB) in frequency domain [5]. Moreover, we assume here that the LA 
unit can feed the PS with power allocation information on a PRB-per-PRB basis. MIMO 
functionality, in turn, requires both single-stream and dual-stream CQI feedback by each UE. 
Consequently, the BS decides whether the particular time-frequency resource is used for 
transmitting (i) only one stream to a specific UE, (ii) two streams to a specific UE (SU-MIMO) or 
(iii) 1+1 streams to two different UEs (MU-MIMO) [6]. BS also handles proper transmit power 
allocation in all the cases (i)-(iii), respectively, such that target packet error rate is reached with 
selected modulation and coding scheme (MCS).  
 
3.1. Proposed Scheduler at Principal Level 
The proposed scheduler developments are stemming from the widely used two-stage (see e.g. 
[15], [16]) multi-stream PF approach. In the first stage, within each TTI, UEs are ranked based 
on the full bandwidth channel state information and throughput calculations. This is called time-
domain (TD) scheduling step. For MIMO case, different spatial multiplexing possibilities (one-
stream, dual-stream SU, dual-stream MU) are taken into account, in calculating all the possible 
reference throughputs. In the second stage, the scheduling functionality is expanded in 
frequency-domain (FD) and spatial-domain (SD) where the actual PRB allocation takes place. 
First the needed PRB’s for pending re-transmissions (on one stream-basis only) are reserved and 
the rest available PRB’s are allocated to the selected UE’s from the first stage. The actual 
priority metric in FD/SD stage is evaluated at PRB-level taking into account the available 
stream-wise channel state information, the transmit power allocations and the corresponding 
throughput calculations. The exact scheduling metrics are described below. 
 
3.2. Scheduling Metrics 
Here we describe the actual scheduling metrics used in ranking users in the TD scheduling stage 
as well as mapping the users to FD/SD resources in the second stage. First a power-aware 
extension of ordinary multi-stream PF scheduler is described in sub-section 3.2.1, used as a 
reference in the performance simulations. Then the actual proposed modified power-aware 
metric is described in sub-section 3.2.2. 
 
3.2.1 Power-Aware Multistream Proportional Fair 
Stemming from ordinary multi-stream PF principle, the following power-aware PF (PPF) 
scheduling metric evaluated at each TTI is deployed 
 
( )
( )
,
max
i,k,s
i
k s i,k,s
i

P R n
= arg max
P T n
  
 
  
   (1) 
Here Ri,k.s(n) is the estimated instantaneous throughput of user i at sub-band k on stream s at TTI 
n. Ti(n) is the corresponding average delivered throughput to the UE i during the recent past 
[16],[17]. Pk,s, in turn, is the transmission power for sub-band k on stream s and Pmax is the 
maximum transmission power for any sub-band. Notice that the power ratio Pk,s / Pmax has a 
direct impact on the ranking of the users, since the deployed sub-band power levels affect the 
corresponding estimated and delivered throughput quantities. The scheduler in (1) is only used 
as a reference in evaluating the performance of the actual proposed scheduler to be described 
below. 
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Figure 2: RRM functionalities and scheduling process. 
 
3.2.2 Modified Power-Aware Multi-stream Proportional Fair (MPMPF) 
Starting from the earlier work in [16], the following modified power-aware multi-stream PF 
metric is proposed in this paper: 
 
( )
( )
( )
( )
1 2
,
max
k s ii,k,s
i,k,s avgi toti
P CQI n T n
 = arg max
P T nCQI n
α α−               
   (2) 
In the above metric, 1 and 2 are scheduler optimization parameters ranging basically from 0 to 
infinity. CQIi,k,s is the CQI of user i at PRB k and stream s, and CQIavgi is the average CQI of 
user i. Ttot(n) is the average delivered throughput (during the recent past) to all users ranked in 
TD stage served by the BS. 
  
The proposed scheduling metric in (2) is essentially composed of three elements affecting the 
overall scheduling decisions. The first ratio takes into account the transmit power fluctuations in 
BS for each PRB due to applied SFR scheme. The second ratio is the relative instantaneous 
quality of the individual user’s radio channels over their own average channel qualities in a 
stream-wise manner. The third ratio is related to measuring the achievable throughput of 
individual UE’s against the corresponding average throughput of scheduled users. The power 
coefficients 1 and 2 are additional adjustable parameters that can be tuned and controlled to 
obtain a desired balance between throughput and fairness. This will be illustrated in Section 5. 
 
The basic idea of incorporating the sub-band power ratio Pk,s / Pmax into the scheduling metric (2) 
is that the sub-band power levels obviously affect the link adaptation and thereon the estimated 
supportable throughput as well as the actual delivered throughput. Thus by taking the power 
fluctuations and the transmit power levels in BS for each PRB due to SFR schemes into 
account, we seek higher fairness in the scheduling between truly realized UE throughputs, and 
thereon better cell-edge coverage. This will be demonstrated in Section 5. Also since the power 
is understood in a stream-wise manner, this gives somewhat higher priority to single-stream 
transmissions which also helps in increasing the coverage. 
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4. RADIO SYSTEM SIMULATIONS  
4.1. Basic Features 
Extensive quasi-static system simulator for LTE downlink providing traffic modeling, multiuser 
packet scheduling and link adaptation including HARQ is used for evaluating the system level 
performance of the proposed packet scheduling scheme, following 3GPP evaluation criteria [1]. 
The 10 MHz system bandwidth case is assumed, being composed of 1024 sub-carriers (out of 
which 600 are active) and divided into 50 physical resource blocks (PRB) each consisting of 12 
sub-carriers with sub-carrier spacing of 15 kHz. Pilot signals are sent from base station to 
mobile station to determine the instantaneous channel condition. The mobile stations measure 
the actual channel states and the information is reported to the BS. The actual reported CQI’s 
are based on received signal-to-interference-and-noise ratios (SINR), calculated by the UE’s for 
each PRB. Here the UE’s are assumed to use linear MMSE (LMMSE) receivers for MIMO 2x2 
system simulation and MRC for SIMO case. Additionally, the UEs always report single-stream 
SINR as well as both single user (SU) and multi-user (MU) dual-stream SINR’s at the 
corresponding detector output.  
 
In a single simulation run, mobile stations are randomly distributed over standard hexagonal 
cellular layout with altogether 19 cells each having 3 sectors.   As a concrete example, the 
number of active users in the cell is set to 15 and the UE velocities equal 3km/h. The path losses 
for individual links are directly determined based on the individual distances between the 
mobile and the serving base station. On the other hand, the actual fading characteristics of the 
radio channels are collected each TTI (1ms) and depend on the assumed mobility and power 
delay profile. Due to the centralized approach statistics are collected only from the central cell 
site while the others simply act as sources of inter-cell interference. The used MIMO scheme for 
performance evaluation purposes is per-antenna rate control (PARC) with two transmit antennas 
at the BS and two receive antennas at each UE The main simulation parameters and 
assumptions are summarized in Table 1. 
 
The RRM functionalities are controlled by the packet scheduler together with link adaptation 
and HARQ entities. Link adaptation consists of two separate elements – the inner loop LA 
(ILLA) and the outer loop LA (OLLA). These are used for removing CQI imperfections, 
estimating supported data rates and MCS’s, and stabilizing the 1st transmission Block Error 
Probability (BLEP) to the target range (typically 10-20%). Simple admission control scheme is 
used for keeping the number of UEs per cell constant. HARQ is based on SAW protocol and a 
maximum number of three re-transmissions is allowed. MIMO functionality requires individual 
HARQ entry per stream which is also implemented. Link-to-system level mapping is based on 
the effective SINR mapping (EESM) principle [1]. 
 
As a concrete example of unequal PRB power allocation we exploit the case of reducing the 
transmit power of every third RB by 1dB and the neighbouring ones yet by another 1dB (i.e. the 
relative power pattern is 0dB, -1dB, -2dB, 0dB, -1dB, -2dB, …) compared to maximum transmit 
power [18]. Notice that this is just one concrete example selected for evaluating and comparing 
the performance of different schedulers. 
 
SFR scheme benefits from full bandwidth utilization for each BS and sub-band division helps in 
mitigating the CCI.  The reuse factor used in the simulation scenarios is 3, which corresponds to 
sub-band division of (17, 17, 16) RB’s (total of 50 RB’s). Two different power patterns i.e. SFR 
power masks (described in section 2) define the power levels used for each RB group. In the 
first case the corresponding power pattern is (0dB, -4dB, -4dB) and in second case (0dB, -1dB, 
-4dB).  
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Table 1: Default simulation parameters 
Parameter Assumption 
Cellular Layout Hexagonal grid, 19 cell sites, 3 sectors per 
site 
Inter-site distance 500 m 
Carrier Frequency / Bandwidth 2000MHz / 10 MHz 
Channel estimation Ideal 
PDP ITU Typical Urban 20 paths 
Minimum distance between UE and cell >= 35 meters 
Average number of UEs per cell 15  
Max. number of frequency multiplexed UEs 10  
UE receiver MRC and LMMSE 
Shadowing standard deviation 8 dB 
UE speed 3km/h 
Total BS TX power (Ptotal) 46dBm - 10MHz carrier 
Traffic model Full Buffer 
Fast Fading Model Jakes Spectrum 
CQI reporting time 5 TTI 
CQI delay  2 TTIs 
MCS rates QPSK (1/3, 1/2, 2/3),16QAM(1/2, 2/3, 
4/5),64QAM(1/2, 2/3, 4/5) 
ACK/NACK delay 2ms 
Number of SAW channels 6 
Maximum number of retransmissions 3 
HARQ model Ideal CC 
1st transmission BLER target  20% 
Forgetting factor 0.002 
Scheduling schemes PF, PPF,MPMPF 
  
The actual effective SINR calculations rely on subcarrier-wise complex channel gains 
(estimated using reference symbols in practice) and depend in general also on the assumed 
receiver (detector) topology. Here we assume that the LMMSE detector, properly tailored for 
the transmission mode (1-stream SU, 2-stream SU or 2-stream MU) is deployed. The detector 
structures and SINR modelling for different transmission modes are described in detail below. 
 
4.2. Detectors and SINR Modeling  
4.2.1. Single-Stream SU Case 
In this case, only one of the two BS transmit antennas is used to transmit one stream. At 
individual time instant (time-index dropped here), the received spatial 2x1 signal vector of UE i 
at sub-carrier c is of the form 
 
, , , ,, i c i c i c i ci c x= + +y h n z
    (3) 
where 
,i cx , ,i ch , ,i cn  and ,i cz  denote the transmit symbol, 2x1 channel vector, 2x1 received 
noise vector and 2x1 inter-cell interference vector, respectively. Then the LMMSE detector 
, , ,
ˆ
H
i c i c i cx = w y  is given by 
 
2 2 2 2 1
, , , ,, , , , , ,
( )H i c n i z i i ci c x i i c i c x i i cσ σ σ σ −= + +w h h hΣ Σ
  (4) 
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where 2
,x iσ ,
2
,i cσ , ,n iΣ  and ,z iΣ  denote the transmit power (per the used antenna), power mask per 
sub-carrier, noise covariance matrix and inter-cell interference covariance matrix, respectively.  
Now the SINR is given by 
 
2 2 2
,, , ,
,
, ,, , , ,
H
i ci c x i i c
i c H H
n i z ii c i c i c i c
σ σ
γ =
+
w h
w w w wΣ Σ
   (5) 
The noise variables at different receiver antennas are assumed uncorrelated (diagonal 
,n iS ) 
while the more detailed modeling of inter-cell interference (structure of 
,z iS ) takes into account 
the distances and channels from neighboring base stations (for more details, see e.g. [17]). 
The MRC detector is given by 
 
 2
,
,
,
i c
i c
i c
=
h
w
h
     (6) 
 
4.2.2. Dual-Stream SU Case 
In this case, both of the two BS transmit antennas are used for transmission, on one stream per 
antenna basis. At individual time instant, the received spatial 2x1 signal vector of UE i at sub-
carrier c is now given by 
 
, , , ,, i c i c i c i ci c = + +y H x n z     (7) 
where 
,i cx  and , , ,1 , ,2[ , ]i c i c i c=H h h  denote the 2x1 transmit symbol vector and 2x2 channel 
matrix, respectively. Now the LMMSE detector 
, , ,
ˆ i c i c i c=x W y  is given by 
 
, ,11
, , , ,, , , ,
, ,2
( )
H
i cH H
x i x i n i z ii c i c i c i c H
i c
−
 
 
  
= + + =
w
W H H H
w
Σ Σ Σ Σ
  (8) 
where 2 2 2 2 2 2
, , , ,1 , ,2 , , ,{ , } { / 2, / 2}x i i c x i x i i c x i x idiag diagσ σ σ σ σ σ= =Σ  denotes the 2x2 covariance matrix 
(assumed diagonal) of the transmit symbols. Note that compared to single-stream case, the 
overall BS transmit power is now divided between the two antennas, as indicated above. Then 
the SINR’s for the two transmit symbols are given by 
 
2 2 2
, ,1 ,, ,1 , ,1
, ,1 2 2 2
, ,, ,2 ,, ,1 , ,2 , ,1 , ,1 , ,1 , ,1
2 2 2
, ,2 ,, ,2 , ,2
, ,2 2 2 2
, ,, ,1 ,, ,2 , ,1 , ,2 , ,2 , ,2 , ,2
H
i c i ci c x i
i c H H H
n i z ii c i ci c x i i c i c i c i c
H
i c i ci c x i
i c H H H
n i z ii c i ci c x i i c i c i c i c
σ σ
γ
σ σ
σ σ
γ
σ σ
=
+ +
=
+ +
w h
w h w w w w
w h
w h w w w w
Σ Σ
Σ Σ
 (9) 
 
4.2.3. Dual-Stream MU Case 
In this case, the transmission principle and SINR modelling are similar to subsection 2) above, 
but the two spatially multiplexed streams belong now to two different UE’s, say i and i’. Thus 
the SINR’s in (9) are interpreted accordingly. 
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Finally, for link-to-system level mapping purposes, the exponential effective SINR mapping 
(EESM), as described in [1-3], is deployed.  
 
5. NUMERICAL RESULTS AND ANALYSIS 
This section presents the obtained results from the radio system simulations using different PS 
algorithms combined with SFR schemes as described in the paper. The system-level 
performance is generally measured and evaluated in terms of: 
• Throughput - the total number of successfully delivered bits per unit time. Usually 
measured either in kbps or Mbps. 
• Coverage – the experienced data rate per UE at the 95% coverage probability. 
• Fairness per scheduling scheme measured using Jain’s fairness index [19] 
 
Initially, we demonstrate the behaviour of the proposed MPMPF scheduler by using different 
power coefficients 1 and 2 and comparing it against other PF scheduling algorithms. Secondly, 
we illustrate the potential of combining the use of different SFR power masks and again tuning 
the MPMPF scheduler’ power coefficients. To emphasize the role of power-aware and CQI 
based priority metric calculation in (2), we fix the value of 2 to 1 and change the values of 1 as 
1 = {1,2,4} [11], [12]. 
 
Figure 3 illustrates the average cell throughput and cell-edge coverage for the different 
schedulers in SIMO (sub-figures (a) and (b)) and MIMO (sub-figures (c) and (d)) system 
simulation cases. The power coefficient values are presented as index M, where M1 represents 
the first couple, i.e., 1=1, 2=1, M2: 1=2, 2=1 and M3: 1=4, 2=1. The obtained results 
with the proposed scheduler are compared with the reference PF schedulers – ordinary PF, 
power-aware PF described in (1) and MMPF scheduler from [13]. For the cases M1-M3, based 
on Figure 2, the new MPMPF scheduler achieves coverage gains in the order of 63-91% at the 
expense of only 15-22% throughput loss compared to ordinary PF in the SIMO scenario (sub-
figures (a) and (b)). In the corresponding MIMO (sub-figures (c) and (d)) scenario, we obtain 
71% constant coverage gain for the same throughput loss as in previous SIMO case. Compared 
to the MMPF scheduling principle [16] or to the power-aware PF in (1), similar coverage gains 
are obtained, as can be read from the figure.  
Similarly, Figure 4 illustrates the same performance statistics as in Figure 3 for the different 
scheduling approaches and different power mask cases. By combining SFR and PF scheduling 
we achieve small throughput gain, while coverage is increased with 10%. Changing the 
scheduling method to MPMPF and coefficient values (M1), we achieve coverage gains in the 
order of 58% at the expense of 20% throughput loss for PM1 case scenario presented in (a) and 
(b). In PM2 case scenario illustrated on (c) and (d) we obtain nearly the same coverage gain 
(60%) for small throughput loss (13%).  
 
Continuing the evaluation of the proposed method – SFR combined with MPMPF, we clearly 
see a trade-off between average cell throughput and coverage for different power coefficient 
values in PM1 and PM2 cases. Furthermore, the remaining power coefficient values can be used 
for tuning the overall scheduling performance. For the rest of the cases, the cell throughput loss 
is decreased stepwise with around 4% per index M, which on the other hand corresponds to 
coverage gains increase from 74% to 80%. Consequently, an obvious trade-off between average 
cell throughput and coverage is clearly seen. Similarly, in PM2 case scenario, we obtain 
coverage gains between 75% to 82% corresponding to throughput losses from 10% to 8% as 
illustrated by the performance statistics.  
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Figure 3: Average cell throughput and coverage gain over the reference PF scheduling scheme 
for the different simulation cases – SIMO (a, b) and MIMO (c, d). 
 
 
 
 
 

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Figure 4: Average cell throughput and coverage gain over the reference PF scheduling scheme 
and PF +SFR scheme for the different power masks scenarios – PM1 (a, b) and PM2 (c, d). The 
schemes M1-M3 refer to the MPMPF scheduler with power coefficient values. 
 
Figure 5 illustrates the Jain’s fairness index [14] per scheduling scheme for SIMO and MIMO 
scenarios, calculated using the truly realized throughputs at each TTI for all 15 UE’s and over all 
the simulation runs. The value on the x axis corresponds to the used scheduler type (1 refers to 
ordinary PF scheduler, 2 refers to PPF, etc.). Clearly, the proposed MPMPF scheduler 
outperforms all other scheduling algorithms and the received fairness gains are in range of 17%-
20% in the SIMO case and 35%-37% in the MIMO case. 

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Figure 5: Jain’s fairness index per scheduling scheme for SIMO and MIMO cases. Scheduler type 
1 means ordinary PF, 2 means power-aware PF from (1), 3-5 mean proposed modified power-
aware PF from (2) and 6-8 mean modified PF from [13]. 
Figure 6 illustrates the Jain’s fairness index per scheduling scheme for different SFR power 
masks scenarios, calculated over all the ITOT = 15 UE’s. The value on the x axis corresponds to 
used scheduler type, where 1 refers to the reference PF scheduler, 2 refers to PF+SFR, 3 refers 
to the MPMPF+SFR with index M1, etc.  Clearly, the fairness distribution with MPMPF+SFR 
outperforms the used reference plain PF scheduler and PF+SFR for both analyzed cases. The 
received fairness gains are in range of 17% to 31% in the PM1 case and 18% to 32% in the PM2 
case. Compared to the PF+SFR case the corresponding gains are in the range of 15% to 17% for 
both cases. 
 
Figure 6: Jain’s fairness index per scheduling scheme. Scheduler type 1 means ordinary PF, 
while 2 means PF +SFR, 3-5 means MPMPF +SFR with power coefficients M1,M2 and M3 
correspondingly.  
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6. CONCLUSIONS 
In this paper, a new power-aware multi-stream proportional fair scheduling metric covering 
time-, frequency- and spatial domains was proposed. Moreover, we have studied the potential of 
combining soft frequency reuse schemes with advanced power-aware multi-user packet 
scheduling algorithms in OFDMA type radio system context, using UTRAN long term 
evolution (LTE) downlink in Macro cell environment as a practical example. The proposed 
MPMPF metric takes into account the transmit power allocation on RB basis defined by SFR 
power masks, the instantaneous channel qualities (CQI’s) as well as resource allocation fairness. 
The achievable throughput performance together with coverage and fairness distributions were 
analyzed and compared against the corresponding statistics of more traditional earlier-reported 
proportional fair scheduling techniques with SDM functionality in SIMO and MIMO cases, as 
well as combined with SFR functionality. In the case of fixed coverage requirements, the 
proposed scheduling metric calculations based on UE channel feedback offers better control 
over the ratio between the achievable cell/UE throughput and coverage increase, as well as 
increased UE fairness taking into account irregular BS transmission power. As a practical 
example, the fairness in resource allocation together with cell coverage can be increased 
significantly (more than 50%) by allowing a small decrease (in the order of only 10-15%) in the 
cell throughput for plain PF scheduling case and more than 15% increase over the traditional PF 
when power consideration are taken  into account or combined with SFR. 
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