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INTRODUCTION

A. Coding and Noncoding Regions of DNA Sequences
Biological data have generally a multi-scale structure, in particular, DNA sequences of most micro organisms have revealed some structures at different sequence scales. On the other hand, wavelet analysis provides many useful tools to perform multi-scale analysis and analyze the structures of given data. [4] Given the multi-scale structure of most biological data, wavelet methods appear to be a natural way to achieve improvements in the quality of mathematical or statistical analyses of such data. In a DNA strand, it is essential to find sequences which can be transcribed to complementary parts of the DNA strand. The DNA material in chromosomes is composed of coding and noncoding regions. The coding regions are known as genes and contain the information necessary for a cell to make proteins. [2] Different methods have been used to identify protein coding regions over the years which include Genscan algorithm [1] and MZFF method. [7] Another method explores the measure of spectral content in DNA sequences based on the fact that coding regions show a periodic organization of three bases, which are not found in noncoding regions. [6] In this paper, we use wavelet variance and entropy to analyze some similarities among coding and noncoding regions of several DNA sequences respectively. In what follows, we define wavelet transform which will be used to define wavelet variance in section 2. We will then define entropy and calculate wavelet variance and entropy, respectively, and compare the resulting data.
B. Wavelet Transform
The continuous wavelet transform of a continuous, square-integrable function x(t) is defined as: 
where the symbol * represents the operation of complex conjugate. W(a, b) is the wavelet coefficient at space b and scale a; x(t) is the given signal (DNA sequence) at scale a and translational value b; ψ is the mother wavelet. [5] II. WAVELET TOOLS
A. Wavelet Variance
It has been established that wavelets can break down the original signal into components of different scales; hence it provides a powerful tool to detect the pattern of variations across scales in observed data. The wavelet variance is thus calculated so that different data sets may be compared at different scales. It is defined as follows.
where , is the squared wavelet coefficient associated with scale a at data point , and n is the number of data points. [3] The formula (2.1) is used to calculate the wavelet variance for the various coding and noncoding regions. The results are compared in section 3.
B. Wavelet Entropy
Entropy is a measure of uncertainty. It is a measure of the disorderliness or randomness in a closed system. The definition of entropy given by Shannon is as follows:
where p j is the wavelet coefficients for each level k. [5] The value of k depends on the level used for the different wavelets used. This is used to calculate the entropy values for the various coding and noncoding regions. The results are recorded in section 3.
C. Remark
From equations (2.1) and (2.2) wavelet variance and entropy are defined respectively. Now using the Taylor series expansion for ln p in the neighborhood of a=1 in the entropy equation for each j is given below: 
Comparing the above with the wavelet variance where p is the wavelet coefficients, we can write the wavelet variance as ∑ , where c is a constant. For each DNA sequence, the difference and the ratio between the entropy and the wavelet variance have a consistent pattern since they both depend on p. These values may vary from one DNA sequence to another since the wavelet coefficients are different for each DNA sequence. The numerical values of the wavelet variance and entropy are given in the following tables for the various coding and noncoding regions for the different model organisms: We have calculated variance and entropy for each region of different organisms by using different wavelets. In what follows, we will do the comparisons by observing the last two columns of the above tables.
III. DISCRETE ANALYSIS
A. Wavelet Variance and Entropy
This section contains results obtained when continuous wavelet analysis is carried out on the following DNA sequences. The coding and noncoding regions are divided into sections for the three model organisms as follows:
Ateles geoffroyi
B. Remark
To analyze the data in the above tables, we draw the wavelet variance and entropy in the following Bar Chart. non-coding regions (6-10) 0f the Anolis carolinensis using coiflets. This shows some similarities within coding or noncoding regions and some distinctions between coding and noncoding regions. The results from Tables 3.1, 3.2 and 3.3 show that there is a relationship between the wavelet variance and the entropy. The three DNA sequences analyzed show that the ratio and the difference between the wavelet variance and the entropy is close to a constant for a given DNA sequence; from the cases analyzed the ratio is close to 3 while the difference is close to 2.
The bar charts for the wavelet variance and entropy in figures 3.1 and 3.2 respectively show that the noncoding regions have relatively higher values than the coding regions. In this paper, the discrete wavelet transform is used to decompose DNA sequences with respect to a set of basis functions, which is associated with a particular scale. The properties of a DNA sequence at each scale are obtained by the wavelet variance. On the other hand, wavelet entropy gives useful criterion for analyzing and comparing probability distribution that provides a measure of the information of a given DNA sequence. More precisely, the wavelet entropy basically appears as a measure of the degree of order or disorder of the DNA sequence, so it can provide useful information about the underlying dynamical property associated with the DNA sequence. Several further studies can be obtained such as mutual information-based gene or feature selection method where features are wavelet-based; the bootstrap techniques employed to obtain an accurate estimate of the mutual information and other new methods to analyze data. [8] Entropy and variance are essentially used to measure uncertainty, information and risk and other needs. Variance has been prominent but the use of entropy is growing rapidly. This paper has reflected the relationship between them to some extent. 
