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We studied the application of the Pseudo-Zernike features as image parameters (in-
stead of the Hillas parameters) for the discrimination between the images produced
by atmospheric electromagnetic showers caused by gamma-rays and the ones pro-
duced by atmospheric electromagnetic showers caused by hadrons in the MAGIC
Experiment. We used a Support Vector Machine as classification algorithm with
the computed Pseudo-Zernike features as classification parameters. We imple-
mented on a FPGA board a kernel function of the SVM and the Pseudo-Zernike
features to build a third level trigger for the gamma-hadron separation task of the
MAGIC Experiment.
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1. Introduction
Gamma-ray detectors experiments have the need of separating signals pro-
duced by photons from signals produced by hadrons.
In the case of the MAGIC telescope, the need is to discriminate between
the images produced by atmospheric electromagnetic showers caused by
gamma-rays and the ones produced by atmospheric electromagnetic showers
caused by hadrons.
To contrubute to this discrimination, we studied some approaches appli-
cable to the gamma-hadron separation of the MAGIC telescope experiment.
We set up our work as a two-class image classification problem. The
novelties we propose lie in two phases of the consutruction of a classifier
for the MAGIC images: in the choice of the classification parameters and
in the choice of the classification algorithm.
We used the results of these classification problem to build a third level
trigger for the gamma-hadron separation task of the MAGIC Experiment by
implementing a kernel function of the classificator and the pseudo-Zernike
featrues on a FPGA board, which can be used to discriminate the images
coming from the MAGIC telescope.
2. Classification Parameters
The image parameters usually used for image classification and analysis in
the MAGIC telescope collaboration are the Hillas parameters [1,2].
In our work we considered the application of the pseudo-Zernike fea-
tures [3] as image parameters for the MAGIC telescope images.
The Zernike moments [4] are an infinite orthogonal basis of polynomials
for the representation of image functions. The value of the coefficient of a
basis element is referred to as Zernike feature of the image.
A first characteristic of this basis that makes it of interest for the
MAGIC telescope images is the rotation invariance of the Zernike moments,
that makes the representation of the image independent from a rotation of
the telescope along its symmetry axis.
Two other characteristics of Zernike moments that are important for
the MAGIC telescope images are that they are not scale and translation
invariant (though they can be modified to get these invariances):
• avoiding the scale invariance makes these parameters sensitive to
the magnitude of the image, and this means that the further classi-
fication will take into account the energy of the originating particle
November 15, 2018 17:23 Proceedings Trim Size: 9in x 6in 00-main-WS
3
(and the classifier automatically behaves differently for low energy
and high energy images);
• avoiding the translation invariance makes these parameters sensi-
tive to the Hillas alpha parameter of the image (the transformation
that leads to translation invariance would make all alphas equal to
zero).
The orthogonality property of Zernike moments enables one to select
the required number of features to get a good enough representation of the
image, since orthogonality:
• makes the image reconstruction from its features computationally
simple;
• enables one to evaluate the image representation ability (contribu-
tion to the reconstruction process) of each order moment.
Unfortunately, high order Zernike moments are very sensitive to
noise [5]. In order to solve this problem and keep all the useful characteris-
tics of Zernike moments, we have considered the pseudo-Zernike moments.
Like the Zernike moments, also the pseudo-Zernike moments [3,6] are
an infinite orthogonal basis of polynomials for the representation of image
functions (where the value of the coefficient of a basis element is referred to
as pseudo-Zernike feature of the image), and are not scale and tanslation
invariant.
Pseudo Zernike moments are more robust to image noise, since the num-
ber of pseudo-Zernike polinomials of a fixed maximum order n is (n+ 1)2,
while the Zernike moments are in number of
1
2
(n+ 1)(n+ 2) [7].
3. Classification Algorithm and Training Strategy
Both with the choice of the Hillas parameters and the pseudo-Zernike fea-
tures as classification parameters, a classification algorithm has to be chosen
(for which the selected parameters are the input).
The classification algorithm we used is based on the usage of a Sup-
port Vector Machine (SVM) as classification technique [8], since they are
currently under very active research within the fields of machine and statis-
tical learning and they had not been conclusively tested for our classification
task [9]. The SVM classification method is systematic, reproducible, and
properly grounded by the statistical learning theory.
The SVM algorithm solves an optimization problem on a set of training
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data to determine the parameters of a function (the decision function) to
be evaluated on the data that have to be classified. The data have to be
described through several features (in our case the Hillas parameters or the
pseudo-Zernike features) and the evaluation of the decision function must
give a target value that represents the result of the classification task (in
our case, a value telling if the the image was produced by a primaty photon
or hadron, that can be represented by a value in {1,−1}) [10,11].
In its simplest form, an SVM is able to perform a binary classification
finding the “best” separating hyperplane between two linearly separable
classes. There are infinite hyperplanes properly separating the data. So,
the SVM finds this hyperplane maximizing the distance, ormargin, between
the support hyperplanes for each class. A hyperplane supports a class if all
points in that class are on one side of that plane. This problem is formulated
as a quadratic programming problem (QP) and can be solved by effective
robust algorithms. If the data is not linearly separable, slack variables are
introduced into the QP problem to accept outliers.
In order to learn non-linear relations, SVM implicitly applies a fixed non-
linear mapping of the data to a enough high (maybe infinite) dimensional
feature space in which the classification through the hyperplanes can be
used [10]. The implicit mapping is performed by using the so called kernel
functions, that one can choose according to which function makes the SVM
perform better [11]. In the leterature, several kernel functions have been
proposed [10]. Among them, the Gaussian radial basis function kernel is
tipically used for classification tasks. It is defined by:
k(x, y) = e−γ‖x−z‖
2
where x and z are input data and γ is a parameter specified by the user
regulating the width of the Gaussian kernel.
4. Training the SVM algorithm
The SVM algorithm with the Gaussian kernel requires two parameters:
the parameter C > 0 is a regularization constant determining a trade-off
between the empirical error (number of wrongly classified inputs) and the
complexity of the found solution; the γ parameter of the Gaussian kernel
affects the complexity of the decision boundary.
To select the best C and γ parameters for the training step, we used a
cross validation via grid search. With this method, the training set is first
separated into m folds. Sequentially a fold is considered as the validation
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set and the rest are for training. So an adaptive grid-search is performed on
C and γ, trying exponentially growing sequences for the two parameters.
5. Case study: gamma/hadron separation in MAGIC
To test both the pseudo-Zernike features and the SVM classification algo-
rithm for the gamma/hadron separation problem in a Cherenkov telescope
we used the software infrastructure built for the MAGIC experiment.
First, a dataset of simulated gamma-ray photons has been produced,
generating calibrated Cherenkov images for each event, with different point-
ing positions. Then, real OFF data (i.e. data taken from a sky region not
too far away from the Crab source) gathered by the MAGIC telescope has
been used to represent the background (hadrons, electrons, muons, diffuse
photons).
From these dataset we extracted a training set of 12228 gammas and
12306 hadrons and a test set of 6109 gammas and 6183 hadrons (using
a random sampling). We considered events taken with pointing position
comprised between 0 and 12 degrees.
We modified the MAGIC software pipeline to extract the Zernike fea-
tures from each Cherenkov image but using the standard image cleaning
method currently adopted in MAGIC to select only the pixels above the
pedestal signal.
After extracting the pseudo-Zernike features from each image (we use an
order n = 7, corresponding to 36 features), we normalize the training and
test set with respect to the mean and standard deviation of each feature
(calculated on the training set). This is performed to avoid features in
greater numeric ranges dominate those in smaller numeric ranges. With
this method, each feature varies approximately in the range [−1, 1].
After applying the cross validation via grid search (see Figure 1) on a
small randomly sampled subset of the training set (5% of the entire set),
we have obtained the best rates for C = 28526.2 and γ = 1.07. Finally, we
trained the SVM classifier with the aforementioned parameters obtaining
the following results on the test set:
Total Recognized Ratio
Gammas 6109 5271 86.3%
Hadrons 6183 4259 68.9%
The overall accuracy obtained is 77.5%.
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Figure 1. Cross validation with grid search.
6. FPGA implementation
A Xilinx Spartan 3 FPGA board was chosen to implement both the feature
extractor (computing the pseudo-Zernike moments) and the SVM decision
function while the training algorithm is meant to be performed off-line via
software. Alternative FPGA-based implementations of Zernike moments
and Support Vector Machines can be found in [14,15].
As programming language we chose a commercial product, ImpulseC, a
C to RTL/HDL compiler (see Figure 2). With this approach we can reason
in terms of algorithms, not of the hardware logic, requiring less efforts to
convert the original C program to the FPGA device [16].
Currently, ImpulseC does not support all the features of the C stan-
dard language for the hardware translation. In particular, it only supports
integer arithmetic and fixed point basic arithmetic. No global variables
or function calls can be used within the main function to be translated in
VHDL.
Therefore, we had to implement from scratch the fixed point square
root (to calculate zernike features) and the exponential function (used by
the SVM decision function). To avoid function calls, we implemented them
as C macros. To improve the efficiency of the pseudo-Zernike features
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Figure 2. C to HDL conversion with ImpulseC.
computation and reduce the approximation errors (due to the fixed point
arithmetic), the pseudo-Zernike radial polynomials, which depend only on
the pixel coordinates of the telescope, are calculated only once via software
and stored as fixed point values in the FPGA.
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