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内容摘要：大数据深度学习模式是近年人工智能获得飞速发展的重要模式，其在法律科技中
也有相关的应用，并引发了部分法律人的担忧或欢迎。对这种模式在法律中的若干应用进行
分析，发现其在现有应用中已经具有大数据的优势，获得不少认可；但也存在智能水平较低、
事实认定方面的能力较弱等问题进行法哲学探讨，发现该模式存在对于社会信息收集不广、
也不能符合司法能动主义创新要求的缺陷。同时，该模式不能够进行证据的充分质证、事实
认定方面的认知能力不足；并在行为的正当性、决策中的潜意识或者非理性、综合性和未来
发展、公法的社会性大问题等方面的考量不足。该模式能够协助法律人进行工作与研究，但
不可能取代人类法律人。
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一、人工智能的发展及其在法律中的运用
（一）人工智能的发展
自从阿尔法狗战胜围棋界诸多世界高手之后，人类恍然发现人工智能（以下简称AI）在某一方面
的智识水平已经超越了人类。以往“深蓝”在国际象棋领域战胜人类并未引发人们的关注、思考或者
忧虑；但现在大家显然发现，在不久的将来，AI可能会在很多领域达到人类的水平，辅助人类进行部
分工作；甚至超越人类，在部分工作中取代人类。有人甚至会担忧未来高智慧的AI对人类的统治。因
此，普通人对于AI迅速由漠视或忽视，改为重视、欢喜或者担忧；人类对于人工智能的关注在近两年
呈现爆发式增长。
而在法律领域，法律人们除了关心普通大众所关注的问题之外，还更关心AI在法律中能够起到
什么作用？AI能否成为法律人的助手？还是成为法律人的威胁？这些都是部分法律人相当关注和思
考的问题。这其中，对法律人而言最好的模式当然是AI能够成为法律人良好的助手，而且还不会威胁
和取代法律人的职业。事情当真如此吗？我们可以作一些研究或者思索。
（二）人工智能在法律中的应用及其不足
乘着AI的东风，国内外也出现了不少法律人工智能的创业项目。现有的AI技术和创业团队，进行
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了法律人工智能的研究和创业，并在实践中进行了若干试用。他们力图让法律或者司法裁判、法律教
学领域在不久的将来像围棋领域一样，使AI成为重要的角色，部分甚或全部取代人类裁判者、法学教
授的作用。
笔者经过文献查阅，以及对若干法律人工智能项目的现场调查、观摩，发现已有的法律人工智能
创业项目多数有以下特点：
1.大量地以裁判文书或者法律资料为基本的数据库进行大数据的深度学习。最近几年，AI研究获
得巨大的突破，其科学基础在于使用了机器的“大数据深度学习”的技术。现有的法律人工智能项目，
也多以该技术模式为主。在中国，诸多法律人工智能项目以中国裁判文书网的数据库为大数据进行
AI的深度学习训练。〔1〕 西方比较有名的法律人工智能机器人ROSS平台的研究2014年始于多伦多大
学，先是进行10个月的破产法学习后，它获得了Baker & Hostetler律师事务所的工作。IBM将继续教授
ROSS不同领域的法律，以便其在多个法律领域进行工作。〔2〕
截至2017年6月，中国裁判文书网的上网文书有近三千万份，以近四年的为主；而其内网运行的
亦有六千万份。相关数据有较大的价值，对于司法管理、司法公开、法律教学科研以及相关的法律创
业项目而言，均是一座巨大的宝矿。但是该数据库里的文书，对于法律人工智能的学习而言有以下缺
点：（1）部分法官因为裁判文书上网公开的原因，也因案件越来越多而精力越来越不够的原因，将说
理部分尽量压缩。（2）部分的内部规定、会议纪要等，虽然不会在裁判文书上体现，但却是法官们作出
裁判的重要依据。（3）相对判决书而言，案卷是重要的部分，尤其是案件审理的重要内容不少均在内
卷之中。但是案卷并不上网，其没有信息化或者电子化，则让研究法律人工智能的部分内容显得有
“隔靴挠痒”之感。
在大数据深度学习的模式之外，还有其他的模式，如部分法律人工智能采用类型案件的关键“争
点”或者“关键点”的规则梳理和设定。例如江苏省检察院系统采用的“案管机器人”系统，制定了六百
多个程序、证据、事实等方面的规则，设定了一千多个对比点。然后可以根据提出的问题进行反馈、修
正。但是此类机器人不具有自主学习能力，是否属于真正意义上的人工智能尚有待商榷。
2.在事实认定方面的能力较弱。现有的法律人工智能主要工作流程在于“要素性事实”→“要件”
→“裁判结果”，而“要素性事实”则是以“证据性事实”和“推断性事实”为前提。以大数据深度学习见
长的法律人工智能，现阶段在事实认定方面是个较大的缺失，很难实现由“证据性事实”向“推断性事
实”的推论，再实现由“推断性事实”到“要素性事实”的推论转化。部分法律人工智能项目在事实认定
方面的处理，以当事人个人的陈述为主；在一些标准化较强的案件类型中（如交通事故、劳动争议、医
疗伤害类型案件方面），系统对当事人在此类法律领域的各个主要方面进行选项设计。当事人在系统
界面上对各类事实认定问题进行选择，以协助法律人工智能进行事实认定。然后，在这个事实认定的
基础上进行法律规则的推理，最后得出结论。这种事实认定并未经过庭审的质证，双方也没有证据交
换，其准确性相对较低（当然，法官或者陪审员进行的事实认定，也会存在意见不一致）。
3.在当下，法律人工智能的进步程度比较低，其在案件的事实认定、定性等关键环节上不能完全、
完美地运行；其水平仅仅像是法学院大一、大二学生的水平。案件判断和分析的正确性（或者说是精
确性）不高。其大体上不能作为法官助手，而只能作为法官助手在收集资料时的参考。当然，个别法律
人工智能产品已经开始具有初步的应用价值，能够初步提出法律意见，并具有一定的正确性；但是这
仅仅是在部分比较容易规范化的法律领域。
从以上梳理可以看出，在国家公权力机关所提供的服务中，最高人民法院因为建立了中国裁判
文书网，为社会提供了大数据的支撑服务，从而能够支持在裁判文书大数据基础上的机器深度学习；
〔1〕笔者多次参观走访国内相关的法律人工智能创业项目，并为部分项目提供指导与协助运行。
〔2〕IBM人工智能进入法律行业：推世界首位AI律师ROSS，载中国机器人网，http://www.robot-china.com/news/201605/17/32941.
html，2017年7月18日。
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有企业也在此基础上一步步“培养”出法律人工智能项目。与其他国家机关相比，司法机关的公开性、
统一性比较好（统一的大数据库），为相关创业项目提供了基本的制度和数据支持。但是，以此为基础
所进行的法律人工智能研究开发项目，仅仅处于起步阶段，依旧存在诸多问题，需要采用相关的技术
进一步优化和升级，也需要进行哲理上的探讨。
二、大数据深度学习模式的优劣
诚如阿尔法狗模式那样，以大数据深度学习的AI具有较强的视野和经验，在某一方面甚至能够
远超一般人和专家。在法律领域，采用了这种模式的法律人工智能，也能够依靠法律数据库的大数据
进行深度学习，从而实现决策的优化。那么，法律人工智能能否像法官或者律师那样办案？它们能否
作为合格的法律助手，甚至在很多工作岗位上起到法官、律师的作用，乃至于取代法官和律师？在当
下的法律人工智能项目中，这些应该还不能成为可能。但是今后随着AI技术的发展，在大数据的内容
比较充分的情况下，其能否通过深度学习而达到、取代法官和律师的作用呢？AI的大数据深度学习的
基本模式，优势已经被大家所广泛获知，而其在另一方面也可能存在缺陷。笔者从法律人工智能的视
角进行优劣的探讨。
（一）法律人工智能大数据深度学习模式的优势
以大数据为基础的深度学习，能够为法律人工智能提供广博的信息数据基础。当下法律人工智
能的主要模式是大数据的深度学习模式，该模式基于庞大的法律数据库。以当下中国为例，就是以数
千万份法律裁判文书为基础的中国裁判文书网。通过对此海量裁判文书的深度学习，相信法律人工
智能在不远的将来就会有较高的法律知识。这种数千万份裁判文书的海量数据，能够提供较好的决
策选择基础，其所提取的裁判决策，也往往是在这些文书中较优甚至是最优的决策，具有较好地解释
力和说服力。
以海量数据为基础，是形成较优法律制度的重要基础。我们常言，古代的罗马法是最伟大的法律
制度体系，其影响到今日还十分深远；其作为简单商品经济下最完备的法律制度，“以致一切后来的
法律都不能对它做任何实质性的修改”（恩格斯语）。从某种角度看，罗马法的这种性质是最大样本的
制度筛选结果。也就是说，罗马法从其发展的公元前5世纪开始（就仅以第一部成文法《十二表法》起
算）到《国法大全》完稿的公元6世纪，其核心繁荣时期的四五百年时间内，罗马帝国至少五六千万人
口，地跨亚、非、拉三大洲；在此广大的时间、人数范围和地域差别内的纠纷解决方案，经过如此大数
量的博弈、测试和筛选。这种大数据创新、优选下的法律规则，因其支撑的数据量够大，其适应性自然
也比较强，对后世的影响是全球性的和历史性的。因此，现有裁判文书网的大数据已经有近三千万份
（内网运行约六千万份），不管存在什么样的不足或者局限，其也有足够的数据量能够培养较为高级
的法律人工智能。更何况在此后的一二十年内，裁判文书的数据量至少达到数亿级别的量级；其数据
量应该足以支撑更为高级的法律人工智能。
虽然当下的法律人工智能的水平不高，但是以发展的目光看，随着AI技术的提高，以大数据学习
为基础的AI存在较大的发展空间；其接近于人类法律人的水平，应该是指日可待的。
（二）该模式下法律人工智能的缺陷
大数据深度学习模式的法律人工智能，其重要优势在于海量的大数据，但是其重要的一个缺点，
也是在于大数据；也就是说，法律人工智能学习基础的这种大数据的覆盖面如何覆盖的问题。
第一，法学是一门实践性很强的学科，同时也是牵涉面很广的社会科学；司法决策的过程较长，
涉及生活的方方面面。那么，是否能够将世界上大多数有用的数据电子化，或者被数据库所采用？或
者人类自身的数据，人类社会交往的各种数据被电子系统所采集，并被归入数据库以供AI进行学习？
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从现有的信息采集体系看，基本上是不可能的。尤其是人与人之间的当面交流、行动与合作，在现有
的技术水平下基本上不会纳入电脑、手机的信息采集系统中，不会被邮件、互联网购物、互联网社交
体系的数据库所采集。
如果从这个角度看，法律人工智能可否有机会理解人类社会的各种行为？其大数据的学习模
式就类似于从大学象牙塔毕业出来的法科大学生，带着丰厚的法学知识，却对社会认知不够，在
一些案件中就很可能作出比较符合规则或逻辑却不能够为社会所接受的裁判。因此，从这个角度
看，法律人工智能不能够作出比较精细、精确的裁判，其更可能仅仅是作为人类司法裁判者的助
手。
当然，法律调整的是重要的社会关系，而不是调整所有的社会行为或社会关系。法律是有成本的
调整模式，因而只是调整足够重要的社会关系；而在这些社会关系中，法律也不是对所有相关行为进
行调整，而往往只是在纠纷发生后被动地进行调整。法律对于纠纷的解决也不强求所有的数据，所以
法律人工智能也不需要所有的人类行为数据。但从总体而言，在相当长的一段时间内，由于法律人工
智能所理解的人类社会是不周全的，毕竟大量的人类个体信息和社会交往信息在很长一段时间内并
不能上传到网络或者数据库。因此，其不能精确理解这些社会性的规则和纠纷解决方式（当然，在通
讯网络的5G或者6G之后，力图实现“万物万联”，其可行性有待于观察）。
第二，从司法能动或者创新的角度看，“世界上没有同样形状的叶子”，其实世界上也没有同样的
案件。那么我们要问：每一个新案件是不是一类新型案件？或者我们甚至还可以问，在“司法能动主
义”盛行的今日，有创意、有想法的法官能不能在普通案件中挖掘新意，创制新的判例？或者在判决书
中阐述新的观点，从而发展新的法律学说或者新的权利保护类型、模式？即便是纯粹法学派的代表凯
尔森，也意识到“一般规范因司法判决的个别化，始终是对那些尚未由一般规范所决定而且也不能完
全由它所决定的因素的决定。所以，在判决内容永不能由既存实体法规范所完全决定这一意义上，法
官也始终是一个立法者”。〔3〕所以他指出：“立法者，即由宪法授权创造一般法律规范的机关，认识到他
所制定的一般规范在某些场合下可能导致不公正的或不公平的结果，因为立法者不可能预见到所有
可能发生的具体情况。他因此就授权适用法律机关在适用立法者所创造的一般规范会有一个不能令
人满意的结果时，就不适用立法者所创造的一般规范而创造一个新规范。”〔4〕
因此，如若法律人工智能的学习模式仅仅是当下的深度学习模式，则其往往只能局限于旧有的
知识或者规则，在新的问题上不能很好地以规则的目的或者利益进行解释的扩张或者限缩，从而让
规则更好地适应社会不断发展的需要。而不同的社会关系或者犯罪手法层出不穷，先可能是“道高一
尺，魔高一丈”；然后法律填补了空白或者漏洞，就出现了“魔高一尺，道高一丈”；然后再反复循环。当
代社会出现各类新的法律问题，这些问题及其解决或者规则，在原有深度学习的数据库中没有，则基
于此的法律人工智能也不能作出裁判或者不能作出较好裁判。
回溯人类的法律发展史，早在人类最早的法学流派——罗马法中的两大法学派出现了相关的争
议，就能很好地说明了这一点。在罗马法兴盛的公元1—3世纪，出现了两大法学派：萨宾派和普洛克
鲁斯派。两者差异的其中一个重要方面就是法律解释是否严格按照字面含义进行解释；这就会在实
践中产生不同的结果。例如一个典型案例是当时两派关于往牲口身上披红色的衣服使其受到惊吓而
跑掉是否是一种盗窃行为的争议。还如关于杀人的解释，拉贝奥（普洛克鲁斯派）在处理杀人案件时
（在阿奎利亚法中），会举出“杀”这个词的古代涵义，即使用武器运用暴力杀害一个人。在一个案件
中，助产士给女奴一包毒药让其食用致其死亡，拉贝奥则认为法律规定之诉不可用，裁判官应当颁发
一个新的特殊诉讼程式。而萨宾则宁可在原有法律体制内提供救济。在这些新的案件问题上，裁判官
是否应当颁给一个新的特殊的诉讼程式？还是仅仅局限于原有字面含义？或者对原有字面含义进行
〔3〕［奥］凯尔森：《法与国家的一般理论》，沈宗灵译，中国大百科全书出版社1996年版，第165页。
〔4〕同上书，第167页。
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新的解释？这就是一个较大的问题。〔5〕相似地，此类问题在今日的法律人工智能上，就是以大数据深度
学习的法律人工智能是否适应社会的新发展？如果可以，则其需要非常高的智识能力，这是当前其所
不能够解决的。
（三）未来的可能性
如若在长时间之后，前述此类问题能够解决，亦即人类的行为或者生存过程的几乎多数时刻均
能够被大系统所监控并上传到数据库，则到时以大数据为基础的法律人工智能就有机会超越人类的
法律人。另一方面，从更深的层面看，如果AI发展出比人类社会交往更好或更高级的策略呢？那么这
种大数据的系统的学习，这种相关行为或者环境的监控则就仅仅成为需要而不一定是必要。AI强大
的计算能力和见识（数据库足够大），就可能在某些方面提出比人类现在更好的行为模式，可能更好
地解决纠纷。
应该说，现在法律人工智能所出现的各类问题，主要不是法律的问题，而是AI技术的水平不高导
致的问题。日后随着AI技术的不断发展，法律人工智能就很有可能更加接近或者达到人类的水平。
三、法律人工智能的其他问题
前述是针对AI或者法律人工智能基于大数据深度学习的问题探讨。但是，事情不仅仅是这些问
题。如果我们进一步深入思考，则还有必要分析其他的问题。
（一）事实认定与法律逻辑推理
司法裁判是法律人工智能的核心问题；人工智能在法律中的运用，其终极目标显然是能够像法
官、律师那样，能够在多数领域上达到法官、律师那样的判案效果；甚至在某些方面能够做得比法官
要好。在其他方面，我们也希望人工智能能够具有律师、检察官等法律人的效果。然而，当我们司法裁
判对进行深入分析时，就会发现司法裁判其实是分成两大部分：事实认定和法律适用。这两者之间的
差异非常大。显然，从现有司法裁判的逻辑推理视角来看，法律适用部分的逻辑性较强。根据法律规
则的二要素学说——“行为模式”和“法律后果”，从“行为模式”到“法律后果”的逻辑推理过程显然相
对容易。因此，以形式逻辑进行法律演绎推理的软件开发比较容易获得成功。但是，问题的难点在于
事实认定方面。事实认定属于法律规则中的“行为模式”要素，如何从“证据”到“证据性事实”的推论，
再到实体法行为模式中的“要素性事实”的推论，这对AI而言是一个难度极高的关键问题。这对AI的
智能程度提出了极高的要求。
从知识论的角度看，单纯的形式逻辑并不能产生知识。在康德的知性理论中归纳了十二种知性
的范畴，〔6〕人类具有这些普遍的认识能力。事实认定问题，其实是先天知性能力对于外在世界“杂多”
的“统合”问题。此外，在康德看来，先验超越于经验，但是先验又必须运用于经验，否则就不是知识，
“但对于人类知性来说，这个行动却不可避免地是第一原理，乃至于它丝毫也不能理解别的可能的知
性，不论是本身可以直观的那种知性，还是那种即使拥有感性直观但确实不同于空间和时间中那样
的感性直观作为基础的知性。”“知性的图型法通过想像力的先验综合，所导致的无非是一切直观杂
多的内感官的统一，因而间接导致作为与内感官（某种接受性）相应的机能的那种感觉的统一。”〔7〕〔8〕
因此，不是单纯的知性就可以建立起知识，相反需要依靠知性和感性的结合，通过外在的刺激才能够
获得理性知性和感性经验相结合的知识。事实认定者仅有先天、内在的人类普遍的知性能力是远远
〔5〕Peter Stein:“The Development of Law in Classical and Early Medieval Europe: Interpretation and Legal Reasoning in Roman Law”,
Chicago-Kent Law Review 1995（70 Chi-Kent.l.Rev.1539）.
〔6〕［德］康德：《纯粹理性批判》，邓晓芒译，人民出版社2004年版，第71—72页。
〔7〕同上书，第143页。
〔8〕同上书，第93页。
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不够的，不能形成真正的知识；其还必须通过庭前证据交换、庭审质证等程序，以“杂多”的感性为知
性能力提供材料，从而形成关于案件事实判断的“知识”。也就是说，由于知识是内外结合的产物，知
识必然以内在的主观状态为基础，加以外在的刺激或观察。理性、知性加上经验，才能形成知识。如果
只有先天知识而没有庭审，则单凭先天逻辑知识，也不能形成关于某一案件的知识。庭审过程中，随
着双方提交证据，并进行质证，“真相”就在事实认定者面前不断展开。而双方是否能够提交充分的证
据并进行司法证明，会在很大程度上影响事实认定。“因为它仅仅用于通过某种先天必然的统一的诸
根据（由此使一切意识必然结合在一个本源的统觉之中）而使诸现象服从于综合的普遍规则，并借此
使它们顺理成章地彻底联结于一个经验之中。”〔9〕而这一点恰恰是人工智能所较难具有的能力；或者
说在很长一段时间内较难具有的“统合”能力。因此，在人工智能方面，我们看到，依照康德的“感性－
知性”的认识论所建构起来的知识论，已经能够影响人工智能的机器人的认知理论。〔10〕
而事实认定方面的数据量要求极大，从大数据深度学习的视角来看，除非其达到人类对于外在
世界的认识能力，否则其难以实现比较精准的事实判断能力。所以从这个角度看，法律人工智能达不
到人类的认识判断水平。
（二）法律的正当性问题
对于事实问题进行界定和统合是一个重要的问题，一旦人工智能在这个方面能够取得突破性的
成就，那么下一步进行的逻辑性演绎推理就比较容易。即“行为模式”已经确定，则法律后果往往比较
容易决定（在司法的自由裁量问题上，往往也有比较细致的事实方面的规定）。但是，这方面仅仅是法
律规则制定之后的纯粹逻辑推理问题；而法律在实施过程中不可能完全是依照规则的字面含义进行
解释，而还需要考虑规则的目的或者利益。也就是说，多数的纠纷依照规则的逻辑过程进行推理能够
得出恰当的结果；但如若规则的施行结果与普通的道德直觉、广大群众的利益之间存在尖锐的差异
矛盾呢？法律不仅需要考虑逻辑性，在部分案件中还需要考虑道德性、利益均衡或者目的性；这就不
是完全的逻辑推理那么简单了。“法律含有目的：它们贯彻良好的原则和政策，同时又被这些原则和
政策证明是正当的。”〔11〕而推理的大前提除了法律规则之外，在部分案件中还可以是价值；尤其是当
法律规则比较模糊时，或者是法律规则的推理结果与民众的道德直觉、利益之间存在巨大、尖锐的冲
突时。
法律人工智能深度学习的数据源就是人类的各类法条或者判决。然而，人类的法条和判决根源
于社会，即纠纷解决的正当性方案的法律规则或者关于行为正当性的裁判，其自身也需要正当性的
支持。“徒法不足以自行”，法律规则也不能赋予自身以正当性。此类更基础性的正当性，需要对法律
之外的社会进行深度观察和分析。正当性的另一方面还体现在于：由于杂多的外在事务，不仅仅包括
客观世界，更包含对于行为人的主观状态的评判——包括动机的正当性评判。这里不仅仅是杂多的
问题，还包含对于行为人的内心状态的一种推断，所包含的信息量极大；在这些方面，基于大数据深
度学习的法律人工智能，其解决能力是极为有限的。
（三）潜意识或者非理性的考量
人是理性动物，尤其是重大经济决策或者法律决策，其多数是理性的产物。但是，部分的决策会
受到潜意识的重大影响，也不是全然理性的产物。而相当大一部分的潜意识或者非理性的思维、决
策，既不为人类自身所知，也不为大数据的数据库所收集。固然法律推理是理性的产物，但是相当大
部分纠纷并不是理性的。以推理的理性，在部分个案中解决非理性的纠纷以及面对处于情绪状态下
的当事人，其解决效果并不一定是最佳，司法公信力也不一定最强。棚濑孝雄说：“法官在作出判决过
〔9〕前引〔6〕，康德书，第144页。
〔10〕David J. Chalmers, Robert M. French & Douglas R. Hofstadter，High-level perception, representation, and analogy: A critique of
artificial intelligence methodology，Journal of Experimental & Theoretical Artificial Intelligence ,Volume 4, Issue 3, 1992。
〔11〕［美］史蒂文·J·伯顿：《法律和法律推理导论》，张志铭、解兴权译，中国政法大学出版社1998年版，第116页。
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程中应该不断地通过解释在结论的衡平性与法律适用的严肃性之间进行反馈，尽可能地获得符合实
际并对双方当事者都有说服力的解决已成为一般认识。”〔12〕而在多元化纠纷解决模式——其往往由
法院来进行主导或主管，采用的多种纠纷解决模式，则可以包括非法律规则的解决模式、社会综合治
理的解决模式。但是，相关的纠纷解决模式不一定是理性的，所谓“晓之以理，动之以情，诱之以利”等
多方式解决纠纷。因此，纠纷的解决，不仅仅是依赖理性，也可以激发纠纷当事人非理性的感情、或者
以潜意识进行心理上的疏导，从而化解、解决纠纷。
此外，司法决策过程也并非全然是理性的，情感或者潜意识等非理性的思维或者意识，也是形成
司法决策的一部分基础。这对于当事人双方、其他诉讼参加人甚至法官都是如此。而这些潜意识或者
情感等人类意识状态，人工智能要进行学习或者模仿的难度是非常大的。这是演化心理学中的问题，
即人工智能不是人类，即使其经历过大数据的学习，也不是完全的自然状态下演化的全历程下的筛
选结果。毕竟后者的“自然状态下的演化的全历程”是不可模仿的。因此，在理性的问题上，AI可以依
托超快的计算能力以及不知疲倦的运行模式进行通宵达旦的飞速学习，从而在某些方面迅速地超越
人类。那么脱离真实性的演化过程的设计，能否实现逆袭？在潜意识或者非理性的其他知识方面，这
种可能性虽然不是不可能，但是近期的可能性还是比较小。
（四）未来性和综合性评判的问题
除了上述这些方面的问题，还存在对于行为的未来以及综合的评判问题。当下人工智能对于行为
的综合性评判是远远不够的。这里存在着各种计算量的问题，即人类行为计算的可能性。而针对未来
性，主要是人类行为或者社会互动模式的未来走向。这里涉及人类社会发展的驱动力问题，这是人类
中心主义的。人类因为有了压力和驱动力，因此会不断地发现和解决问题。世界上其实并没有问题，所
谓的问题，是人类的问题而不是世界的问题，也不是宇宙的问题。从这个意义上说，所谓的问题的提出
和解决，从终极上看都在于人类。因此，即便AI取代人类或超越人类，其所提供的解决方案也不大可能
让人类满意。当然，如果AI能够基本解决前述的那些事实认定和正当性问题，其实AI已经与人类相差
无几，其超越人类已经指日可待。一旦这个问题出现，则更可能的是“去人类中心主义”的趋向。
除了上述这些方面的问题，还会有其他的问题，例如涉及公法领域问题。这不仅涉及一个社会的
小群体利益或者理性，还涉及大多数人及社会结构等大领域问题，甚至还涉及不同国家之间的关系
等。在当今的司法能动主义的趋势下，以及当今的国家行为的合法性要求的趋势下，这些公法问题所
涉及的数据量极大。此外，法律裁判不仅涉及法律规则，还涉及法律原则。“原则和政策没有建立法律
的类别，确定法律的后果。但它们为规则提供了正当理由，也为把案件归于规则所定的法律类别中的
法律理由提供了正当理由。”〔13〕这些方面的计算量也比较大，也更多变；以大数据深度学习为基础的
法律人工智能接近或者达到人类法律人的难度极大。
四、法律人工智能的前景
前述对法律人工智能基于大数据深度学习的不足进行了若干的分析，但从长远而言，法律人工
智能的前景应该是不错的，多数人对于法律人工智能的作用也比较肯定。笔者对这个趋势也比较认
可，下面分析一下前景。
（一）过渡时期的半人工智能模式
在未来的二、三十年以及可能的更长的时间内，如果AI技术没有较大的突破，则法律人工智能无
法进步到完全取代人类法官、律师的程度；其在案件的事实认定、正当性等关键环节上不能完美地运
〔12〕［日］棚濑孝雄：《纠纷的解决与审判制度》，王亚新译，中国政法大学出版社1994年版，第131页。
〔13〕前引〔11〕，伯顿书，第116—117页。
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〔14〕《柯洁进LG杯16强调侃：与人类下棋轻松快乐》，《重庆商报》2017年5月30日。
〔15〕AlphaGo人工智能迫使人类反思过去的经验和知识，载搜狐网，http://www.sohu.com/a/133891021_211120，2017年7月16日。
行。在法律人工智能无法完全赶得上人类法律人这一时期，笔者的方案是“人机结合”。这种人机结
合，并非像“脑机接口”那样在生理上的结合，而是人类的法律人与法律人工智能的协作。大数据深度
学习模式的法律人工智能有其优势，而人类法律人通过自身的法律素质，在法律人工智能无法完善
解决的事实认定、正当性（以及疑难案件）等方面进行协作，以帮助法律人工智能系统在各类案件中
进行难点的翻越，能够输出较为精确的结果。这将实现AI的快速和广泛的搜索、学习能力，与人类在
关键问题上的直觉能力进行结合。
（二）完全时期
当然，在未来的二、三十年以及可能的更长时间之后，相信已经有了比大数据深度学习更佳的AI
科学理论和技术；AI已经能够具有相当的思维能力，其强大的计算能力一旦能具有自行收集外在世
界各类信息的能力，并能够具有分析人类各类事务的能力，获得基本精确地解决人类纠纷的能力。
另一方面，AI在全面介入人类的纠纷解决方式之后，可能会提出比现有纠纷解决方案更好的方
案或者模式。阿尔法狗及其升级版Alfa master在一年之内接连败多名国际顶尖的围棋选手，国际排名
前列的围棋大师柯洁在被Alfa master多次打败之后，其围棋水平获得了巨大的提升，大胜人类的其他
棋手。〔14〕而在此之前，在经过了与阿尔法狗多轮较量，他在屡战屡败之后醒悟到，“人类已经研究围棋
研究了几千年了，然而人工智能却告诉我们，我们甚至连其表皮都没揭开。”〔15〕而在与人类的较量中，
阿尔法狗已经屡屡下出了惊人的棋艺，更新了人类对于若干棋艺的认识。由相关的经验我们可知，AI
一旦具有超越人类知识的能力，则其可能可以提出更佳方案以解决人类纠纷。首先，此类纠纷解决的
新方案可能在人类的认知能力之外，因而人类更不可能在新制度安排下“钻空子”，从而提升法律的
稳定性。其次，此类新方案可能会更有效率，从而提出更节约的纠纷解决模式，或者提出更能够提升
经济增长的制度安排。再次，此类新方案也可能会更好地降低纠纷的发生或者复发。最后，此类新模
式也可能更满足人类的基本道德感，以及不断发展演变的道德理论或者观念。当然，这仅仅是一种假
设，并不一定会实现；AI能否真正超越人类，也是存有疑问的。
（三）非法律的其他治理模式
一旦法律人工智能能够具有人类的普通思维能力，甚至超越人类的思维模式，则可能会有另外
的思维模式，以解决人类之间的纠纷，甚至可能出现其他非法律的治理模式。而AI超越人类，甚至有
可能会实现AI对于人类的统治，这里又会出现AI对人类的统治秩序或者规则的问题。当然，这依旧是
一种假设，能否实现依然存疑。
（四）如何解决AI之间的纠纷？
这个问题看上去几乎是无法相像的。因为多数人所设想的往往仅仅是AI如何解决人类之间的纠
纷，或者协助人类法官解决人类之间的纠纷。而AI之间还会有纠纷发生？他们之间的纠纷如何可能被
人类解决或者在AI之间自行解决？尤其是一旦AI的智识已经接近于人甚或是超越人，则AI之间是否
也可能存在纠纷？
应该说，现在我们也只能依照人类模式猜测AI之间是否也能够有纠纷，设想计算机系统之间的
冲突，引发的相互之间的不兼容或者系统崩溃，可能是AI之间的生硬的、鲁莽的系统冲突解决模式。
作为计算机的AI以及作为生物个体的人类，其运行模式中均可能出现错误。人类的思维错误或者
DNA错误比较常见，是演化的一种机遇。而AI的主机在运行中也可能因为硬件或者软件的问题，发生
错误。这种错误在以往（现在）的解决模式，类似于人类生命体的生病或者想法出错，其可能引发AI之
间的“误解”，这或许也需要进行纠纷的解决。而假若AI演化为高级的有智识水平，AI之间的冲突是否
更可能像是人类之间的纠纷，其纠纷解决可能也是一个重要问题。而超越人类智识的AI之间的纠纷
的解决模式，AI之间的沟通模式或者信号，也可能在人类的想象或者理解之外。
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此外，假若到了此时，AI作为一个超越人类的智慧体，其也有可能制造新的AI，其也会成为造物
主，则也需要调整作为造物主和被造物之间的关系。
余 论
人类对于AI的担忧，其实是对于自身族群之外其他高智慧族群的担忧。在这一年来AI的兴盛之
前，虽然也有不少影视文学作品描述了AI或机器人的超级能力甚或其对于人类的统治和奴役，但更
多人是将注意力投射到所谓的“外星人”上。然而，在不知不觉中，我们才豁然发现，原来在人类之外
的高智慧族群，不大可能是外星人，而更可能是已经不声不响地发展出一定程度智力水平的AI。更让
人类喜忧参半而不是滋味的是，很多人几乎可以相信，AI在不久的将来就可能会超越人类的智识水
平。这是人类演化发展阶段的一个新的迈进，相信作为“造物主”的人类会与AI携手共进，和平相处，
共同解决好各类问题。
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