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Introduction
For centuries, researchers have been interested in estimating and predicting demographic quantities. Even before the establishment of mathematical statistics, they had collected data in life tables to investigate size and distribution of the population. Around 1870, the Lexis diagram emerged with an attempt of leading demographers to formalize those data in a useful and coherent manner. It can be best explained as a two-way ANOVA arrangement, where data is organized on a two-dimensional plane of (calendar time, age) counting the number of people dead in those aggregated cells, with the purpose of making inference on the three-dimensional system of (calendar time, age, cohort), where cohort is given by the diagonals. In the actuarial discipline of 'reserving in non-life insurance', data is arranged in so-called run-off triangles. The appearance is similar to Lexis diagrams, but the plane is given as (cohort, age), where cohort is the accident date of a claim, and age the time from that date to a payment. Developed at least in the beginning of the last century, the chain-ladder method is still the industry standard for estimating the future cost for outstanding liabilities from those run-off triangles. It is a deterministic algorithm which often gives reasonable point estimates. However, the estimator does not specify the assumptions that it is based on, nor the uncertainty of the estimation. Stochastic models around the chain-ladder method have been developed in Kremer (1982) , Verrall (1991) , Mack (1993) , Renshaw & Verrall (1998) , Kuang et al. (2009) and many others. A comprehensive summary can be found by England & Verrall (2002) .
The drawback of those papers is that they do not discuss how the data arises as aggregation from individual data. This is needed when one wants to understand the underlying assumptions of the model. Taylor (1986) coins those models as macro-models which are in contrast to micro-models which begin on the individual level. The aforementioned macro models have assumptions which are hard to justify once a data generating process with individual payments is considered. In particular, the assumptions of the most widely used Mack model (Mack 1993) can hardly be justified if one considers that the cells in the classical run-off triangle are aggregations of individual payments: Under Mack's assumptions future payments cannot be independent of the past. This is because the conditional expectation of the next cell within a row of the run-off triangle is a multiple of all previous observations in the same row. The other big class of models is those of Kremer (1982) , Verrall (1991) , Renshaw & Verrall (1998) , Kuang et al. (2009) . They assume a multiplicative structure of row effect and column effect. In Hiabu (2017) it has been shown that this multiplicity does generally not hold because the cells in the run-off triangle are aggregated as parallelograms, see also Figure 2 .2. Those parallelograms introduce interdependencies which violate the multiplicity assumption and yield a bias which grows with the level of aggregation. Hence, as is done in this paper, consistency can only hold in a continuous framework where the level of aggregation is understood to converge to zero with increasing number of observations. Recent literature connects the chain-ladder method and its data to counting process theory in survival analysis. Hiabu et al. (2016) introduced a statistical model including the data generating process which is built on the continuous model of Martínez-Miranda et al. (2013) . Hiabu et al. (2016) explain that the estimation and sampling technique of the chain-ladder method is different from other sampling techniques used in classical (bio-)statistical literature: Individuals or policies are only followed if a failure, i.e., a claim occurs. This has the advantage that less data is required than in classical survival data. Truncation occurs when cohort plus age is greater than the date of data collection. However, when all failures are observed, inference on the two-dimensional random variable (cohort, age) in the unobserved area is still possible via survival analysis techniques as explained in Section 2.2 below.
The aforementioned continuous chain-ladder contribution ignored a crucial point. In contrast to the life tables in demographic data, the data in the run-off triangles are usually not the aggregation of events, but events with their associated cost. Indeed, Martínez-Miranda et al. (2013) point out that theory is limited to the case where one is interested in the event times/frequencies rather than the claim cost.
In this paper, we introduce a cost-weighted density estimator based on a local polynomial least squares minimization principle, which is known from regression (Stone 1977) and translated to the survival density setting in Nielsen et al. (2009) . We do so by introducing a mark representing the cost associated to the jump-observations of the counting process and elaborate under which assumptions non-parametric estimation is possible. Consistency and a central limit theorem for the normalized estimation errors are provided. In the same framework we show consistency for a local constant hazard estimator. Since this estimator is linked to the development factors (Hiabu 2017) our result can be understood as a limit theorem for the chain-ladder method and as the minimal assumptions that are needed for its consistency. Note that the chain-ladder method can be understood as a histogram estimator and consistency is considered for aggregation tending to 0. We provide an application for the estimation of outstanding liabilities and also examine our estimators in a simulation study. Moreover, we illustrate how smoothing via local polynomial estimator improves the performance.
There is also a growing literature on micro-models for estimating outstanding liabilities in non-life insurance which is not based on the chain-ladder idea. Arjas (1989) , Norberg (1993) formulated models in a classical bio-statistical setup via a non-homogeneous marked Poisson process. A strong case study in this setting has been developed in Antonio & Plat (2014) , see also Huang et al. (2015 Huang et al. ( , 2016 . Those models are more complex. They model each delay component in the claims process separately and require full inference on the marked point process, i.e., for instance the distribution of the mark/cost. They also require additional information about the exposure, i.e., information about the number of people at risk. The assumptions of this paper can be used to decide whether this additional complexity is beneficial noting that additional complexity introduces bias and is only advisable if a significantly better fit can be obtained. Additional complexity might also be necessary if claims with different accident dates, e.g., due to calendar time effects, are not independent, see for example Shi et al. (2012) , Merz et al. (2013) , Lee et al. (2015) , Badescu et al. (2016) , Avanzi et al. (2016) , Lee et al. (2017) , Verbelen et al. (2018) . If more complexity is justified, then the estimator presented in this paper can also be used as a building block in those and other more complex models. This, however, is beyond the scope of this present paper. This paper is structured as follows. Section 2 describes the mathemaical model and we introduce our local polynomial estimator and its asymptotic properties in Section 3. The link to the development factors of the chain-ladder method and their connection to our hazard estimator is established in Section 4. We provide an application and a simulation study in chapters 5 and 6. All proofs can be found in the appendix.
Model formulation
We first describe the model in a general survival analysis setting. Afterwards, in Section 2.2, we explain how claims data can be embedded into that model and simplify the assumptions. This will be further illustrated in the case study of Section 5.
General setting
Consider a probability space (Ω, F, P ). When observing n individuals, let N i = I(t ≥ X i ) be a {0, 1}-valued counting process, which observes the failure of the ith individual in the time interval [0, 1]. The process N i is adapted to an increasing, right-continuous, complete filtration, F i t ⊆ F, t ∈ [0, 1]. We further observe the {0, 1}-valued F i -predictable process, Y i , which equals unity when the ith individual is at risk. Finally we observe a covariate Z i which is the cost of the occurred failure, zero if no failure occurred. Let Z i given X i be independent to F i . Assuming independence between the individuals, we thus have independent identically distributed observations of triples
We assume that the random variable (X, Z) has density f with respect to the Lebesgue measure and that it has support {[0, 1] × R + }. The filtered observation (X 1 , Z 1 ) then has a density f * , which differs from f due to the incomplete observation described via the exposure process Y 1 .
Assumption 1 [Aalen's multiplicative intensity model]
The intensity of the counting process N 1 exists and can be decomposed as
for t ∈ [0, 1], where α is a deterministic and continuous function.
The observation of (N 1 , Z 1 ) can be interpreted as observing a marked point process, see e.g. Jacobsen (2006) . But we are not interested in making inference on the marked point process as such.
We want to estimate the cost-weighted density,
The conditional expectations to point events with probability zero here and below are well defined through the marginals of f and f * . Note that since (X, Z) has joint density, f , f X is indeed a density function, i.e., it integrates to one. To be able to estimate f X non-parametrically we further assume Assumption 2 It holds Z 1 ∈ L 1 (Ω), and
for t ∈ [0, 1] and where
In the next section we state equivalent assumptions for the claims reserving setting that are easier to interpret.
Claims reserving: Individual claims in a run-off triangle
In this subsection we explain how individual claim payments arriving in the run-off triangle can be embedded into the setting of the previous section and handled via in-sample forecasting. In-sample forecasting has been introduced in Martínez-Miranda et al. (2013) , and has been further developed and generalised in Mammen et al. (2015) , Lee et al. (2015) , Hiabu et al. (2016) . We assume we observe iid payments (U i , X i , Z i ), i = 1, . . . , n, where U i is the underwriting date or accident date of a claim, X i the time from that date until payment and Z i the claim severity. Observations are truncated if U + X is larger than the date of data collection. Technically a claim (U, X, Z) has support in [0, 1] 2 × R + but we only observe truncated versions (U i , X i , Z i ) with X i + U i ≤ 1 -also known as "upper triangle" as illustrated in Figure 2 .2. In panel (a) one can see how payments are summed up in a classical run-off triangle. In our setting, panel (b), no aggregation is done. When focusing on the development X, this observation scheme can be seen as incomplete observations due to right-truncation: X i ≤ 1 − U i . Hence, given that the truncation, 1 − U i , is independent of X, Assumption 1 can be fulfilled by reversing the time of the counting process, i.e., X i = 1 − X i , N i = I(t ≥ X i ), see Ware & DeMets (1976) , Hiabu et al. (2016) . This leads to the following result.
Assumption 1* The random variables U and X are independent.
Proposition 2.1 Under Assumption 1*, Assumption 1 is fulfilled with the choice X = 1 − X,
Proof This follows from straight forward calculations.
Note that U i and X i are not independent since it holds U i ≤ X i . However, Assumption 1* is a statement about independence between the non-observable random variables U and X.
We now also introduce an alternative assumption for Assumption 2 from the previous section which is easier to verify in the case considered in this subsection.
Assumption 2* It holds that Z 1 ∈ L 1 (Ω), and the conditional expectation of Z given X, U is multiplicatively separable, i.e., it can be written as
Proposition 2.2 If the random variable (U, X, Z) has density g, continuous and bounded from above and below, with respect to the Lebesgue measure, then Assumption 2 is equivalent to Assumption 2 * .
Proof See Appendix A.1.
We conclude that in the case of claims reserving we only need to verify Assumption 1 * and Assumption 2 * , which are directly related to the components (U, X, Z). We close this section with some remarks.
Remark 1 (Exposure). As in traditional chain-ladder and in contrast to classical survival data, because all failures (claims) are observed, there is no extra information needed about the amount of individuals under risk (e.g. exposure in form of the number of underwritten policies) in order to estimate future claim amounts. This is in contrast to the approaches described in Arjas (1989) , Norberg (1993) .
Remark 2 (Cost-weighted density). The costweighted density, f X , is the continuous analogue to the column parameter -often called β -considered in Kremer (1982) , Verrall (1991) , Renshaw & Verrall (1998) , Kuang et al. (2009) .
Remark 3 (Total outstanding claims). The expected outstanding amount of claims is given as τ 1 0 1 1−uf U,X (u, x)dxdu wheref U,X is the cost-weighted density of (U, X) and τ = n{ 1 0
1−u 0f
U,X (u, x)dxdu} −1 . The formula can be motivated from estimating the number of outstanding claim numbers. Let N be the total number outstanding claim number and let n be the number of past payments. The variable N is unknown but we have an estimatep of n N , the proportion of paid claims and an estimatorq = 1−p for future payments. This allows us to estimate the number of outstanding N − n byp
). Using costweighted densities one gets an estimate of the outstanding claim amount instead of the claim numbers. In this case we havep
Note that under Assumption 1, U and X are independent. Hence, the cost-weighted joint density factorizes uniquely intof U,X (u, x) =f U (u)f X (x). Due to symmetry, the components f U andf X can be estimated separately via the approach described in the next section.
Remark 4 (Assumptions). Assumption 1 * and Assumption 2 * can be seen as minimal assumption for the traditional chain-ladder method to be consistent; see also Section 4. Again, consistency is here understood when both number of observations grows to infinity and binsize converges to zero. While the model is build around the observation of independent payments, allowing for payment clusters and multiple payments per claim would naturally just add further assumptions.
While Assumption 1 * is analogue to the usual multiplicity assumption found for example in Kremer (1982) , Verrall (1991) , Renshaw & Verrall (1998) , Kuang et al. (2009) , it is interesting to note that the main difference is that Assumption 1 * refers to the claim frequency rather than to the claim amounts. However, Assumption 1 * and Assumption 2 * together indeed imply the multiplicity of the claim amounts assumed in the literature -ignoring the bias arising from aggregation.
After normalization, the assumption of (X, U ) having support on [0, 1] 2 , is implied by the classical chain-ladder assumption of the triangle being 'run-off', which says that X +U < 1 is always true for small accident date X, together with the fact that X is between date of earliest accident date considered and today.
Local polynomial density estimation
In this section we introduce two nonparametric estimators of the one-dimensional cost-weighted density f X : The local constant estimator and the local linear estimator. The idea of local polynomial fitting is quite old and might originate from early time series analysis, see Macaulay (1931) . It has been adapted to the regression case in Stone (1977) , Cleveland (1979) . A general overview of local polynomial fitting can be found in Fan & Gijbels (1996) . The local constant estimator has a reduced convergence rate at boundaries. This is not the case for polynomials of orders p ≥ 1. In general, a higher order reduces bias but increases variance. But variance only increases when the order changes from odd to even. In this paper we will only consider the cases p = 0, 1, that is the local constant and the local linear estimator.
We first define the cost-weighted Kaplan-Meier product-limit estimator of the survival function S(t) = Here and below, an integral with no limits denotes integration over the whole support, i.e., 1 0
. In addition, for kernel K and bandwidth h > 0, we set K h (t) = h −1 K(t/h) as usual. The definition of the local polynomial estimator as the minimizer of (3) can be motivated by the fact that the sum on the right hand side of (3) equals the limit of
for ε converging to zero. Here, ξ(ε) = {ε
is a vertical shift subtracted to make the expression well-defined. Because ξ(ε) does not depend on q p , θ 0 is defined by a local weighted least squares criterion. The function W is an arbitrary predictable weight function. There exist two popular weightings: the first being the natural unit weighting, W (s) = 1, while the second is the Ramlau-Hansen weighting,
The latter results in the classical kernel density estimator in the simple unfiltered case. However, in the framework of filtered observations the natural unit weighting, W (s) = 1, tends to be more robust ), so we use it.
In the sequel we will only consider the cases p = 0, 1, i.e., the local constant and local linear case. While a higher degree in conjunction with higher order kernels improves the asymptotic properties, finite sample studies show that improvements are only visible with unrealistically big sample sizes. In the local constant case of (3) we derive the first order condition
and conclude the local constant estimator
We make the following assumptions.
S1
. The bandwidth h = h(n) satisfies h → 0 and n 1/4 h → ∞ for n → ∞.
S2.
The density f X is strictly positive and two times continuously differentiable.
S3. The kernel K is symmetric, has bounded support and has finite second moment, and it holds K(u)du = 1.
S4. There is a strictly positive and continuous function γ such that
Proposition 3.1 Under Assumption 1, 2 and S1-S5, for t ∈ (0, T ), n → ∞, it holds
in distribution, where
Proof See Appendix A.3.
For the local linear case, we introduce the following quantities. For t ∈ [0, 1], set
The first order condition for p = 1 then reads
Hence the solution θ 0 is given by
where
If K is a second-order kernel, then n
can be interpreted as a second-order kernel with respect to the measure µ, where dµ(s) = n
We introduce the following notation. For every kernel K, let
one can easily verify that n
, where K * h arises from K * by replacing u and K(u) with the local versions
Proposition 3.2 Under Assumption 1, 2 and S1-S5, for t ∈ (0, T ), n → ∞,
Proof See Appendix A.4.
Note that one alternative to estimate the cost-weighted density would be to use a semiparametric asymmetric kernel density estimator which better accounts for the tail, see Gustafsson et al. (2009) . We chose not to do so in this paper, since a nonparametric estimation technique is more in the spirit of the chain-ladder technique; see also the next section.
Chain-ladder's development factors
We now discuss how hazard rates can be estimated in the framework of Section 2. We focus on a particular local constant estimator which has an interesting relationship to the development factors of the traditional chain-ladder method (see e.g. Taylor (1986) , for a definition of the development factors).
In the setting of Proposition 2.1, i.e., considering the reversed development time, X, the cost-weighted hazard is given by
Let 0 = t 1 < ... < t m = T be an equidistant partition of the interval [0, T ] with binwidth h and for an integer m. A histogram estimator of the cost-weighted hazard for a period t ∈ [t l , t l+1 ), can be written as
It has been shown in Hiabu (2017) that, up to lower order terms, chain-ladder's development factors equal 1 + α H,h (l). Therefore, the following proposition can also be interpreted as a central limit theorem for the development factors.
Remark 5 (Implementation on run-off triangles). Whereas this is new theory, the implementation of our estimators α H,h (l) coincides with that implementation of estimators for claim numbers given in Hiabu et al. (2016) -if we apply it on a paid data triangle instead of on a claim frequencies run-off triangle.
Proof See Appendix A.5.
Hence, apart from the usual regularity condition, under Assumption 1 * and Assumption 2 * consistency of the development factors is achieved if both the number of observations, n, goes to infinity and the level of aggregation, h, tends to zero. We decided to work with the density function instead of the hazard function because we expect estimation of the density to be more robust. This is because the hazard function, due to the bounded support, usually increases heavily at the right boundary whereas the shape of the density is less explosive.
Data Application: Estimating outstanding liabilities
We apply our estimator on a data set from a motor insurance in Cyprus which was collected between 2004 and 2013. The data contains information about n = 51, 216 paid claims (U i , V i , Z i ), n = 1, . . . , n consisting of their accident dates U i , their payment dates V i , and their claim amounts Z i ≥ 0. The model of Section 2.2 can be obtained by normalizing the coordinates (U, V ) such that their values are in [0, 1] 2 and then embedding the observations of U and X into a continuous interval. Following Section 2.2, we transform the observations into the form (U i , X i , Z i ), where X i = V i − U i ∈ [0, 1] denotes the delay between accident and payment.
We are interested in estimating the marginal cost-weighted densitiesf U andf X of U and X, respectively, and in particular in forecasting the outstanding claim amount τ 1 0 1 1−uf U,X (u, x)dxdu consisting of all claims for accidents that have already incurred but have not been paid yet, see also Remark 2 of Section 2.2.
Verification of assumptions
For the estimation itself, we transform the data into the form (Ũ i , X i , Z i ) and (U i ,X i , Z i ), respectively, whereŨ i = 1 − U i andX i = 1 − X i . This is done to fulfil Assumption 1 through time reversion and to estimatef U andf X , respectively, as explained in Section 2.2. However, for illustrative reasons, we describe the application in forward time in this section and limit ourselves to the notation in backward time for technical parts. Weighting each pair (U i , X i ) with its payment amount Z i leads to a weighted triangle as part of the payment square
payments. This can be seen as a generalization of the so-called run-off triangle in actuarial reserving.
For Assumption 1 * , the independence between U and X could not be assured by a number of independence tests. However, Kendall's tau coefficient for truncated (U , X) in 10,000 randomly selected observations ranged from 0.114 to 0.155 (in 10,000 trials), which indicates only small correlation in the data. The data was corrected before running the test to make up for ties in the values of U and X. We chose a more pragmatic approach, motivated by actuarial practice, which visually suggests independence. We aggregate the data into three-month bins q 1 , . . . , q 40 . Then we introduce a cost-weighted triangle with aggregated observations Figure  2 . The lines show linear trends estimated by the ordinary least squares estimators. Under the assumption of independence between U and X, the function α is independent of r and hence the values should follow a constant trend. Quarters 2-5 in Figure 2a indicate independence with the slope of the estimated linear trends being less than 0.001. However, in quarter 1 the development factor follows a decreasing trend over time which is mainly caused by the outlier at r = 3. For comparison, Figure 2b shows the development factors on actually independently simulated variables. Except for the first plot in Figure 2a , none of the plots and linear fits from Figure 2a are visually distinguishable from any plot in Figure 2b . On the simulated data, the slope of the linear fits in quarters 3-6 is again less than 0.001 but as in the real data set, the slope exceeds 0.001 slightly in Quarter 1 but now also in Quarter 2.
Clearly, this method is prone to outliers. On the other hand, large outliers also affect test statistics in independence tests and, therefore, we rely more on visual aspects. Our independent model is close enough to the properties of our data and we can apply the estimators for reasonable results. Furthermore, the comparison with actually independent data validates our method. Advisable extensions of our model, that handle possible dependence in our data, are e.g. seasonal effects as considered in Lee et al. (2015) or operational time (Lee et al. 2017 ).
For Assumption 2 * , we have to verify that the expected cost conditioned on X and U is multiplicatively separable, i.e., that there exist functions g 1 , g 2 such that E[Z|X, U ] = g 1 (X)g 2 (U ). Similarly to the above, we use another pragmatic approach on aggregated data to illustrate this setting in the first six quarters q 1 , . . . , q 6 of the accident years. The assumption is satisfied if for all observations with U i in quarter q k it holds Z i = c k g 1 (X i ) + ε i for a fixed functions g 1 , a quarter dependent constant c k > 0, and a negligible error ε i . Visually this means that the corresponding graph in each quarter should behave similarly, but can vary due to noise in the data. Figure 3a shows the claim cost given the delay for the first six quarters. For the illustration, we use a linear interpolation and aggregate the observation (X i , Z i ). Comparing the structure of the observations, we find an aggregation in the bottom left corner with outliers in each direction in each of the six quarters. Each plot indicates a positive drift. For larger delays, one can see a very similar development of claim costs in the first two quarter as well as in quarters four to six. In the third plot, the claim costs increase much faster a due to some outliers that are suppressed in the plot. Thus, we assume Assumption 2 * to be valid in the data set.
For comparison, we use the same visualization and linear fit on simulated data in Figure  3b . The data was generated as 100,000 sampled observations from Scenario 1 in Section 6. It holds E[Z|U, X] = g 1 (x)g 2 (U ) with g 1 (x) = (x + 0.75), g 2 (u) = (u − 0.25) 2 + 1 and hence Assumption 2 * is satisfied. The data points from simulated data are less spread out and the linear fits are almost identical in the first six quarters. Ignoring the outliers in Quarter 3 of Figure 3a , we suggest that our dataset is close enough to the simulated data that fulfills Assumption 2 * . 
Estimation
For the estimation of outstanding liabilities, we calculate both the local constant density estimatorf 0,h,K and the local linear estimatorf 1,h,K using the Epanechnikov kernel K(s) = 0.75(1 − s 2 )I(|s| ≤ 1). For data-driven bandwidth selection, we use cross-validation (Rudemo (1982) , Bowman (1984) and Hall (1983) ). In particular, for the estimation off X we select the bandwidth h X j,K , j = 0, 1, as the minimizer of
is the estimator of f X j (1−t), i.e., in reversed timeX = 1−X. The "leave-one-out" terms are given asf
. . , n, the exposure Y and the estimate S of the survival function are also defined for the triple (X, U, Z). The bandwidths h U j,K are obtained analogously using (Ũ , X, Z).
The optimal bandwidths forf 1,h,K by cross-validation were 471 days for the accident date, i.e., h However, the structure of the delay in our data is not suitable for global cross-validation and hence the results of the estimation off X were unrealistic. Due to eleven outliers with large delays and very large payments, the estimated bandwidths were too small for large values of X which resulted in significant under-smoothing. Too large bandwidths, on the other hand, would have over-smoothed short delay payments that have the biggest impact on the estimation of the reserve. Indeed, more than 96% of the data have a payment delay of less than 1.5 years. Hence even though sharp local maxima in the density for X > 1.5 years are unrealistic, the estimate for the reserves are promising.
For a more realistic estimation off X , we followed a more pragmatic local approach. We calculatedf X j,h,K for a small bandwidth h X,1 j,K = 0.0027 (10 days) for delays shorter than 1.5 years, i.e., t ≤ 0.15, and we used a large bandwidth h X,1 j,K = 0.1369 (500 days) to estimatẽ f X for t > 0.15. Each part is weighted by an estimate of the probability of X ≤ 0.15 and X > 0.15, respectively. Formally, the estimators are given aŝ The value S(0.85) ≈ 0.73 is the estimate of the survival function at 0.15 in reversed time. Note that this value differs from the 96% of the data with a delay less than 0.15 because the data is truncated and S estimates the actual distribution of the data.
We used the same bandwidth for the manual correction of both the local constant and the local linear estimator off X . The estimators of the weighted density of the accident datef U were very promising without manual corrections. We remark that a full investigation of local bandwidth selection would be beyond the scope of this paper. Moreover, we decided that above manual local bandwidth selection procedure is sufficient for an illustration of our new approach.
The results are given in Figure 4 . Since most claims were paid off after 1.5 years, our density estimators forf X are almost zero for t > 1.5. Big outliers in that area are oversmoothed in order to obtain an almost uniform distribution for 1.5 < t ≤ 10, which reflects the possibility of large payments with high delays much better than a small number of sharp local maxima of the density at the positions of the outliers and a density of 0 elsewhere. Note that, assuming the probability distribution on a bounded support that represents 10 years, we are implicitly assuming that the longest possible delay is 10 years. In actuarial practise this is a standard assumption and it is said that the triangle is fully "run off".
Estimates for outstanding claim payments per future year and in total are given in Table 1 . We compare the estimators with local bandwidth correction with the results obtained through the classical chain-ladder method (CLM) with quarterly aggregated data.
The total reserve forecast by the local constant estimator and by the CLM are almost identical and the local linear estimate for the total reserve is significantly lower by 5.7%.
The main differences between the CLM and our cost-weighted density estimators occur in the first year and for delays larger than 5 years. The estimated outstanding claim amounts in the first year for both our newly introduced estimators are more than 16% higher than that of the CLM. The biggest difference can be seen for very large delays of 9 or 10 years, i.e., in the so-called tail of the distribution, where the local linear density estimators yields significantly different values from the CLM. The local linear estimate differs from the CLM by more than 61% in year 9 whereas the local constant estimate differs form the estimate from the CLM by less than 1%. Furthermore, it is striking that both smoothed estimators forecast a claim amount larger than 0 in the last year but the CLM estimates it to be 0. This is a clear advantage over the CLM because the case of large delays should not be completely excluded in our forecast although it is very unlikely. This difference between the CLM and smoothed density estimators for very short and for large delays has already been observed for non-costweighted estimators in Hiabu et al. (2016) . Moreover, as explained in Hiabu (2017) , the CLM tends to overestimate the total reserve whereas the estimater 1 from the local linear estimator is unbiased. The local constant estimatorr 0 is known to suffer from bias at boundaries, i.e., weaker performance thanr 1 for very short and very large delays (see e.g. Fan & Gijbels (1996) or Wand & Jones (1994) ).
Hence, we declare the reserve estimater 1 from our cost-weighted local linear estimator estimators as the best forecast for outstanding claim amounts.
As mentioned above, the undersmoothed densities with bandwidths obtained from crossvalidation yield good estimates for the reserve although the shape of the density estimates is unrealistically rough for larger delays. Our results as estimators for the total reserve are 13,030,459 in the local linear case and 13,268,768 in the local constant case.
An illustration of our results including the original data aggregated in quarters, the estimate of the quarterly chain-ladder method, and the estimated weighted two-dimensional density from the local linear estimatorf U,X =f U 1,0.1289,K ×f X, * 1,K is given in Figure 5 . We are aware that these forecasts are just point estimates for the reserve. We investigate variation in the forecast under a controlled setting in the simulation study in the next chapter.
Simulation study

Weighted density estimation
We perform a simulation study to show the best possible performance of our estimators for a selection of relevant distributions. We simulate truncated observations (U i , X i , Z i ), i = 1, . . . , n as in Section 2.2. Hence, the data is of the same structure as in the application in Section 5. However, the simulated data does not contain big outliers like the data set in the application to prevent local bandwidth selection.
With the true weighted densitiesf X andf U being known, we calculate the local constant and local linear estimatorsf for A ∈ {X, U }. Hence, we avoid the problem of choosing a bandwidth given data which occurred in the last section. As the kernel function K we take the Epanechnikov kernel K(s) = 0.75(1 − s 2 )I(|s| ≤ 1) as before. Moreover, as in the application in Section 5, in order to fulfil Assumption 1 we calculate estimators for the distribution ofX = 1 − X andŨ = 1 − U first, before transforming them back into probability densities of X and U , respectively.
We choose different sample sizes n = 100, 1000, 10,000, 100,000 and eight different settings for the distributions of U , X and Z. The choice of the distributions is motivated by empirical distributions on the one hand and challenging estimation settings for the distribution of U and X are added on the other hand. The observations of U and X are simulated independently.
Continuous functions on [0, 1] are evaluated on a 200 × 200-grid and the corresponding approximations for the ISE are taken. The probability density functions for U and X are shown in Figure 6a -d and the values of Z given one choice of (U, X) are illustrated as histograms in Figure 6e and f.
For the simulation of the reporting date U we take mixtures of truncated normal distributions. A mixture of N (0.2, 0.1), N (0.5, 3) and N (0.7, 0.2) with equal weights and truncated to [0, 1] is motivated by the empirical distributions of the claims numbers in the data set from the application and it is referred to as the "truncated mixed normal" distribution in the following. To make the estimation at the boundary more challenging, we choose a mixture of N (0.2, 0.1), N (0.5, 3) and N (1, 0.05) with equal weights truncated to [0, 1] as a variation and call it the "boundary challenge" distribution. Note that we try distributions for U with mass at the boundaries to investigate weaknesses because some estimators tend to values close to 0 at the edges. This issue is well known and is discussed, e.g., in Jones (1993) .
To simulate observations of the payment delay X we take a beta distribution with parameters α = 1 and β = 4 as an empirically motivated "decreasing beta" distribution and a mixture of beta distributions with parameters (2, 5), (3, 10) and (9, 4) and equal weights for a more complex example in which there are less observations of X close to the boundaries and therefore less observations in each corner of the triangle I.
For simulated conditional claim costs Z given U and X, we take a gamma distribution with shape parameter k = 1 and scale θ = (X + 0.75)((U − 0.25) 2 + 1) as a "moderately decreasing" gamma distribution and one with shape k = 1 and scale θ = X(U 2 − U + 1) as a "heavily decreasing" gamma distribution. Note that it holds E[Z|U, X] = kθ and hence, Assumption 2 * holds. We take all combinations of these distributions and label the eight scenarios as given in Table 2 . For each scenario 1000 random samples of sizes 100, 1000, 10,000 and 100,000 are generated. Table 2 : Scenarios in the simulation study.
The results for the density estimation compared via the mean, standard deviation and the median of the ISE are given in Table 3 . We investigate 32 cases arising from eight different scenarios and four different sample sizes.
The local constant and the local linear estimators perform similarly but in terms of empirical mean integrated squared error (eMISE). We point out the main differences which show that the local linear estimators are more stable, especially at boundaries, cf. Jones (1993) .
The first observation is that in the estimation off X , the local linear estimatorf
. In 26 out of 32 cases, the eMISE off
is more than 25% lower than the off
. In 4 cases it even improves the eMISE by more than 75%. On the other hand, there are only two cases where the local linear estimator leads to an increase in the eMISE by 0.7% and 6.7%, respectively.
In the other covariate, both density estimators perform equally well. The eMISE off
by less than 50% in 24 out of 32 cases. Here, the local linear estimator outperforms the local constant estimator in only 20 cases and in the rest of the cases, its eMISE is up to 200% of that off
. The cases in which the local linear estimator is better mostly belong to Scenarios 3, 4, 7 and 8 in which the boundary challenge distribution is used for U . This reflects aforementioned 
with moderately decreasing gamma distribution, where U i is simulated from the truncated mixed normal distribution (a) and X i from the decreasing beta distribution (c). 
with heavily decreasing gamma distribution, where U i is simulated from the truncated mixed normal distribution (a) and X i from the decreasing beta distribution (c).
Figure 6: The probability distribution functions of the distributions used for the simulation study.
weakness of the local linear kernel density estimator close to boundary regions. The difference is biggest in Scenarios 7 and 8 where the local linear estimator is able to make up for the lack of observations in the corner that are due to the mixture of beta distributions in the delay X.
For at least 1000 observations, the eMISE off
is 40% to 69% lower than that off
in these two scenarios. For n = 100, the improvement is negligible. Second, we observe that the estimation off X is less challenging thanf U in most scenarios. For the local linear estimator, only in two out of 32 cases the eMISE off
is lower than that off
and in these cases by less than 6.4%. In the local constant estimation, 12 cases result in the eMISE off U being lower than that off X . Only one case appears where it is more than 50% lower. Hence, in particular for the estimation of the delay X, we clearly recommend the local linear estimator.
The largest values of the eMISE over all simulations occur in the estimation off U in Scenarios 3, 4, 7 and 8 with sample sizes of only 100 wheref
results in an eMISE larger than 95. This is due to the boundary challenge distribution as f U and the mixture of beta distributions as f X which additionally leads to only very few observations in the corner of the triangle wheref U (t) is estimated for t close to 1. The local linear estimator never reaches this threshold and always performs reasonably well.
Estimates for stimulated outstanding liabilities
For density estimatorsf U andf X , we compare the resulting estimatê
with the true outstanding claim amount r n = τ 1 0
the joint cost-weighted density of (U, X) and τ = n{
U,X (u, x)dxdu} −1 . Table 4 contains the mean, standard deviation and the median of the errors in the estimation of the squared relative errors
The results are compared to the estimation through the chain-ladder method applied on the triangle arising from the aggregation of the simulated observations of U and X into 20 bins each. This aggregation is comparable to quarterly aggregation on real data.
First, we want to note that there was a complete breakdown of the chain-ladder algorithm for too small numbers of observations which resulted in an invalid estimate in our implementation. This only happened for sample sizes of 100 in Scenarios 5-8, where the mixture of beta distribution was used for X. The low number of simulated observations for early accident years lead to invalid development factors for large delays. Especially in Scenarios 7 and 8, between 7% and 8% of our simulated problems lead to a breakdown of the chain-ladder method. In the easier scenarios 5 and 6, there were 1.1% of invalid cases. Note that for practical reasons, in the following, all invalid cases are removed when stating the results, in particular in Table 4 . Both weighted density estimators are stable in a sense that they still perform reasonably well for a very small number of observations. Table 3 : Median, mean and standard deviation off 0,h,K andf 1,h,K for 100, 1000, 10,000, and 100,000 observations. The statistics are taken over 1000 simulation runs.
Moreover, in most cases of the simulation study, our local polynomial density estimators outperform the CLM. In 18 of the 32 cases, the reserve from the local linear estimator yielded the lowest squared relative error on average and in the twelve of the remaining cases the local constant estimator leads to the best results. Despite the vulnerability to a complete fail, compared by the average of err 2 , the CLM performed best in two cases and in five more cases, its performance is almost identical to the winner. This happened in the easier Scenarios 1,2, 5 and 6 (without boundary challenge) for large numbers of observations 10,000 and 100,000 (see Figure 7a and b) .
The differences between the estimates vary depending on the scenarios. The reserve estimates from the local linear estimators were strikingly better in the boundary challenge Scenarios 3, 4, 7 and 8 for numbers of observations larger than n = 1000 where the empirical mean of err 2 of the local linear estimator ranged from only 9% to 47% of err 2 of the local constant estimator (Figure 7c and d) . For n = 100 and by average, the local constant reserve estimate was best in six out of eight scenarios, especially in Scenarios 7 and 8 it lead to improvements of 50 to 75%. However, we emphasize that the dimension of improvement is only due to the large variance in the local linear estimator. Measured by median, the local linear estimator still performs reasonably well for small sample sizes.
Especially in boundary challenge scenarios, the CLM not only lead to invalid results for small sample sizes but it also resulted in extreme outliers (see Figure 7c ). These outliers were usually overestimating the reserve. This has already been discussed in Hiabu (2017) .
An illustration of the results is given in Figures 8 and 9 . Figure 8 shows a simulation run in Scenario 2 for only 1,000 observations in which the chain-ladder method outperformed our weighted density estimators due to too small bandwidths. On the other hand, a case with the extreme boundary challenge can be seen in Figure 9 . For 100,000 observations in Scenario 8, the local linear density estimator is the only one that estimates the altitude of the maximum in the joint density almost correctly. Both the chain-ladder method and the local constant density estimator heavily underestimate the altitude of the maximum which results in a bad estimate for the reserve.
We can draw three conclusions from the results. First, we identify the estimate of the reserve arising from our local linear density estimatorŝ f
as an overall winner for medium large sample sizes since it performs best in most cases. The deviation in the reserve due to using the local linear estimator over the local constant one is always less than 16% for n ≥ 1,000.
Second, for very small sample sizes below 1,000, we recommend the reserve estimate from the local constant density estimators which proved to be less prone to outliers for very small n.
Last, we draw a conclusion about the importance of smoothing for the estimate of the total outstanding liabilities. As mentioned above, the total reserve estimates arising from weighted density estimators outperform the CLM in every scenario for small to medium large numbers of observations. However, the CLM lead to good results for large n. This can be explained by a variance-bias trade-off in the estimation: Small bandwidths decrease variance in the estimation whereas large bandwidths decrease bias. Aggregating the observations into 20 bins, the chain-ladder can be interpreted as a non-smooth density estimator with bandwidth 10/200 = 0.05. This bandwidth is significantly larger than the ones chosen by the kernel density estimators (between 0.02 and 0.05 for large n). Hence, we would expect a smaller bias in the reserve for the CLM and, being an aggregated estimate, the reserve mostly suffers from bias and not from variance. Note that this is not overcome through selection of the best bandwidth since the bandwidth is chosen to minimize the ISE of the density and not the error in the reserve. Selecting the best bandwidth for the reserve, however, lead to massively over-smoothed density estimators. The performance of these estimators was outstanding in forecasting the reserve, however, we decided that this approach is against the idea of density estimation which we intended in this paper. Table 4 : Median, mean and standard deviation of the squared relative errors err 2 for 100, 1000, 10,000, 100,000 and 10 6 observations. The statistics are taken over 1000 simulation runs. An aggregation into 20 bins was taken for the chain ladder method.
A. Proofs
A.1. Proof of Proposition 2.2
First note that Figure 8: Simulated data, chain-ladder estimates, underlying distribution, local linear and local constant estimator for one simulation run of Scenario 2 with 1,000 simulated observations. The chain-method (b,c) resulted in the best estimate for the reserve in this simulation run. The local linear estimator (e) oversmoothed in X and undersmoothed in U and the local constant estimator (f) undersmoothed in both directions. Now, since X and U are independent, we get Figure 9: Simulated data, chain-ladder estimates, underlying distribution, local linear and local constant estimator for one simulation run of Scenario 8 with 100,000 simulated observations. In this simulation run, the best result was achieved with the local linear estimator. The chain-ladder method scored second and the reserve estimate from the local constant estimator was worst. The local linear estimator (e) is the only estimator that get the sharp maximum at the boundary close to u = 1 almost correctly. The chain-ladder-method (b,c) and local constant estimator (f) both recognize the maximum but heavily underestimate its altitude.
Hence Assumption 2 is equivalent to zg(z, s, u)dz is multiplicatively separable in s and u. This completes the proof with the independence of X and U .
A.2. Estimation of the weighted survival function
We begin by investigating the asymptotic behaviour of A(t) = n i=1 t 0
instead of A * (t). Later with Lemma A.3, we show that the difference between the two terms is uniformly of stochastic order n −3/2 and hence negligible. One can hence carry this result over to a result for the actual estimators S and f 0 or f 1 , respectively. To start with, we analyze the process A 1 (t) = t 0 Z 1 /{ j =1 Z j Y j (s)}dN 1 (s), where the integral can be understood pathwise in Lebesgue-Stieltjes sense.
For the following derivation note that it holds E[AI(B)|C] = E[A|B, C]P (B|C) for integrable random variables A, C and an event B. From (1) we conclude that
α(t)Y 1 (t) + O(n −2 ). is a compensator of the uniformly integrable submartingale A i . We denote the resulting martingale by M i = A i − Λ i . Since M is cadlag with finite variation, the quadratic variation equals the sum of square differences:
Note that we used ∆ M i (s) = ∆ A i , since Λ i is continuous. As [ M 1 (t)] = A 2 i , by similar arguments as before we can calculate its compensator to derive the predictable variation process M 1 (t) = Proposition A.1 Under Assumptions 1-2 and S1-S4, it holds that n 1/2 i M i → U (σ 2 ), σ 2 (t) = for n → ∞, which coincides with (7) .
We continue with the asymptotics for B 0 . After expandingf (t) and replacing S(s) by S(s) + O p (n −1/2 ), which we can do by arguing with Corollary A.2, we have that
From Assumption S4 we can further use that n Note that an error term of order O(n −2 ) is likewise of order o(h 2 ) by Assumption S1. The proof is concluded by two Taylor expansions in the numerator and one in the denominator and using that K is a second order kernel.
The implication for the estimator built from A * instead of from A follows with Lemma A.3. Proof The proof follows from the fact that Z i ≥ 0 and Y i ≤ 1, i = 1, . . . , n together with an analogous argumentation as in the last proof. First, using the non-negativity of Z i and the boundedness of Y i , it holds The same argument with Lenglart's inequality as in the proof of Corollary A.2 gives us the conclusion.
A.4. Proof of Proposition 3.2
From equation (6), Assumption S3 and Corollary A.2, we conclude that it is enough to consider the asymptotic behaviour of
Analogously to the local constant case, we split the estimation error into a stable and a martingale part
where f * 1 (t) = K h (t − s) f (s)ds.
The asymptotic limit of the bias part, B 1 , is now easily derived via a second order Taylor expansion. The martingale part can be concluded with similar arguments as in Appendix A.2.
A.5. Proof of Proposition 4.1
The proof follows along the same lines as the proof of Proposition 3.1 below, just simpler, with the choice
