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During the morphogenesis of tissues and tumors, cells often interact with neighbors with different
mechanical properties, but the understanding of its role is lacking. We use active Brownian Dynamics
simulations to study a model co-culture consisting of two types of cells with the same size and self-
propulsion speed, but different mechanical stiffness and cell-cell adhesion. As time evolves, the
system phase separates out into clusters with distinct morphologies and transport properties for the
two cell types. The density structure functions and the growth of cell clusters deviate from behavior
characteristic of the phase separation in binary fluids. Our results capture emergent structure
and motility previously observed in co-culture experiments and provide mechanistic insights into
intercellular phase separation during development and disease.
Self-organization and phase separation of cells are criti-
cal to tissue morphogenesis, whether in the context of for-
mation of embryos or the formation and progression of tu-
mors. During these processes, cells are often surrounded
by neighbors with different mechanical properties. For
example, recent studies have shown that for many types
of tumors, cancer cells are mechanically softer and more
deformable than the corresponding non-cancerous cells
[1–3]. Furthermore, while healthy, epithelial cells express
specific proteins such as E-cadherin that facilitate cell-to-
cell adhesion, in most cancer cells and other mesenchymal
cells, the expression of this protein is significantly down
regulated [4–7]. This leads to the following questions:
how do the variations in the mechanical properties of cells
influence their collective dynamics and self-organization?
Can some cells harness these differences for enhanced or-
ganization and migration better than others? Addressing
these questions will help to understand the role of me-
chanical heterogeneity in cellular organization, dynamics,
and functions, and may provide insights into how changes
in cells’ mechanical properties during tumorigenesis influ-
ence cancer invasion and metastasis.
In recent years, there has been tremendous focus on
phase separation within cells, the associated physical
mechanisms, and the consequences for biological function
[8–11]. When it comes to phase separation of multicellu-
lar systems, while the fully segregated final states can be
understood in terms of the Differential Adhesion Hypoth-
esis (DAH) [6, 12–16] as corresponding to the minimum
in the free energy of a mixture of immiscible liquids with
different surface energies, the dynamics via which these
states are reached is not well understood. Furthermore,
the DAH focuses on the differences in cell adhesion and
does not account for the differences in cell stiffness. Dur-
ing the past decade, there have also been many computa-
tional studies of phase separation in single species active
colloidal systems [17–21] and in binary systems motivated
by mixtures of cells with different motility or adhesion
[22–28]. In the latter, the interactions between cells were
phenomenological, and an understanding of the role of
differences in cell mechanical properties is still lacking.
Here we ask how do differences in cell stiffness and ad-
hesion impact their phase separation in a co-culture and
whether the structure and dynamics of the phase sepa-
rated system have characteristics similar to binary liq-
uids.
v0
v0
R
0
20
40
0 0.1 0.2 0.3 0.4 0.5
FJ
K
R (
nN
)
ξ/d
h-h
h-c
c-c
A B
C Dt=512
t=64
t=4096
FIG. 1. A. The JKR forces between two cells for h−h, h− c,
and c− c contacts as a function of scaled overlap distance for
parameters in Table 1. The forces are attractive at small and
repulsive at large overlap distances. The attractive force is
strong for h − h contact and weak for c − c contacts. B-D
show phase separation of h- (green) and c- (red) cells at time
t = 64, 512, and 4096, starting from an initially homogeneous
mixture. Images show subsets (size 64× 64) of the system.
To address these questions, we study a model co-
culture consisting of two different types of cells that
have the same size and self-propulsion speed but differ-
ent Young’s moduli and surface energies. We model this
system as a 2D suspension of spherical overdamped self-
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2propelled particles with mechano-adhesive contact inter-
actions. The equation of motion of a cell i ∈ {1, N} (N
being the total number of cell) with position vector ~ri
and the orientation angle θi of self-propulsion is given by
[19, 20],
d~ri
dt
= v0nˆθ,i + µ
∑
j∈ni
~F (~ri, ~rj),
dθi
dt
=
√
2Drηi , (1)
where nˆθ,i and v0 are the unit vector and the speed asso-
ciated with the propulsion velocity, and µ is the mobility.
The intercellular force between cells i and j, ~F (~ri, ~rj), is
non-zero only when the two cells are in contact, and the
sum is over all contacting neighbors of cell i. Here, we
neglect the translation noise as in [22, 29, 30]. The ran-
dom variable ηi(t) has zero mean and is δ− correlated
i.e., 〈ηi(t)〉 = 0 and 〈ηi(t)ηj(t′)〉 = 2 δi,jδ(t − t′) and Dr
is the angular diffusivity. Furthermore, there is no built-
in alignment interaction between cells; these interactions
may impact the collective dynamics of some cell types
[31], and will be incorporated in future work.
We model the contact force between cells using the well
known Johnson Kendall Roberts (JKR) model [32]. The
JKR model was originally proposed for soft sticky spher-
ical objects in contact [32], and has been experimentally
shown to work well for several cell types [33, 34]. Given
constitutive cell mechanical properties such as cell stiff-
ness and interfacial energy of cell-cell contacts, the JKR
model gives the intercellular contact force as a function of
the overlap distance between cells, and is therefore better
suited for studying differences in mechanical properties
than commonly used phenomenological models which as-
sume the contact force to be a piecewise linear function
of the intercellular distance [22, 29, 30].
For a pair of overlapping spherical particles i and j, the
JKR force can be formulated in terms of the virtual over-
lap ξij = d−|~rij |, where ~rij = ~rj−~ri and d is the particle
diameter (Fig. 1A). For computational simplicity, we use
an approximate form of this force which assumes weak
adhesion and is given by [35, 36],
~F JKRij =
1
2
[
Y effij d
1/2ξ
3/2
ij −
√
3piσijY effij d
3/4ξ
3/4
ij
]
~rij
|~rij | ,(2)
where σij is the interfacial energy of the contact between
i and j, and Y effij is their effective Young modulus, given
by 1
Y eff
ij
= 34
(
1−ν2i
Yi
+
1−ν2j
Yj
)
. Here, Yi(j) and νi(j) are the
Young’s modulus and Poisson’s ratio of particle i(j).
The first term in Eq. 2 corresponds to a repulsive con-
tribution due to cell stiffness, and the second term to
cell-cell adhesion. The equilibrium overlap distance be-
tween the two particles is given by the value of ξij where
F JKR = 0, and the force required to pull the two particles
off each other is the maximum negative value of the JKR
force (See Fig. 1A). Both these quantities are critical to
the collective structure and dynamics of the system and
depend on the elasticity of the particles and the inter-
facial energy of the contact. While the JKR model has
been used in several other theoretical and computational
studies of cell mechanics [35–38], to our knowledge it has
not been used to study demixing in cell co-cultures.
With these model ingredients, we consider two cell
types, which we refer to as h and c cells, with distinct
mechanical properties. The h and c cells are motivated
by the healthy breast epithelial cell line MCF10A and
the breast cancer cell line MDA-MB231 respectively, and
have approximately the same Young’s moduli and ratio
of surface energies as these cells (see Table I). Therefore,
Yh > Yc, and σhh > σcc > σhc. The resulting JKR force
exhibits stronger adhesion at small overlap distances and
consequently a larger pull-off force, as well as larger elas-
tic repulsion at large overlap distances for healthy breast
cells (h− h) than breast cancer cells (c− c) (Fig. 1A).
To simulate the dynamics of this model system, we first
non-dimensionalize the dynamical equations ( Eqs. 1) us-
ing cell diameter d as the characteristic length scale, and
time τ = d/v0 needed to cross d when moving with a
self-propulsion speed v0 as the time scale. We integrate
these equations using the Euler method with a step size
δt = 0.001 τ . The simulations are performed in a 2D box
of size Ld× Ld with equal numbers of h and c cells for
area fraction φ, using periodic boundary conditions.
v0 1 µm min
−1[30] Dr 0.05 min−1[30] µ−1 8 nNµm min−1
Yh 1.5 nNµm
−2[2] Yc 0.4Yh[3] ν 0.5
σhh 0.5 nNµm
−1[39] σcc 0.3σhh σhc 0.1 σhh
d 20 µm L 256 φ 1.2
TABLE I. Simulation parameters
Starting with a spatially homogeneous mixture, we find
that as time evolves, the h and c cells separate out, form-
ing clusters of individual cell types which coalesce and
grow. The time evolution of a typical phase-separated
pattern is shown in Fig. 1B-D. The clusters of the two
cell types have distinct morphologies: while h cell clus-
ters are compact with well-defined boundaries, those of
c cells are dispersed with ill-defined boundaries. Similar
morphologies were observed in recent experimental stud-
ies of co-cultures of MCF10A and MDA MB231 [7, 40].
Here we note that unlike [41] where phase separation
is driven by a difference in self-propelled velocity, in our
model all the cells have the same self-propulsion speed
and there is no alignment interaction between them.
Coming to comparisons with binary liquids, interfacial
tension plays a critical role in the phase separation of our
model co-culture as in these systems. However, the com-
pact and dispersed morphologies seen here are not usual
in binary liquids [42]. As far as we are aware, they have
not been reported in theoretical studies of phase separa-
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FIG. 2. A and B show the density structure factors for h
and c cells, respectively, as a function of the wavevector k at
times t = 64, 256, 1024, and 4096. C and D show the scaling
collapse of the above data according to Eq. 3 with L(t) ∼ t0.23.
C. The scaled data for h cells show a power law decay with
exponent −2.6 for large kL(t). D. For c cells, the data collapse
is possible only at large k, and with d replaced by d/2; the
decay exponent is now −1.1.
tion before. The origin of such distinct cluster structures
lies in the interplay of differences in mechanical proper-
ties of the cells. The combination of greater stiffness and
greater cell-cell adhesion of h cells (Fig. 1A) causes them
to form clusters that are simultaneously more closely
packed and have a well-defined boundary. On the other
hand, c cells are less adhesive and less stiff, leading to
both weak attraction when they come in contact and
weak repulsion when they push each other, resulting in
dispersed clusters with irregular boundaries. Together
with the barely attractive h − c interactions, this leads
to rough interfaces between the h and c cell domains.
To characterizes the morphologies of the clusters and
growth, we measure spatio-temporal density structure
factors. First, we define a local coarse-grained density
field for a cell-type α, ρα(~r, t) as the total number of
α (= h or c) cells inside a square box of unit area.
Then, the density structure factor is given by Sαρρ(
~k, t) =
〈ρ˜α(~k, t)ρ˜α(−~k, t)〉, where ρ˜α(~k, t) is the Fourier trans-
form of ρα(~r, t) at a wave vector ~k and the angular
bracket represents average over many ensembles.
For a system undergoing phase ordering kinetics, the
structure factor follows the scaling hypothesis [42]:
Sρρ(k, t) = Ld(t)g(kL(t)), (3)
where L(t) is the growing length scale for the density
field and d is the dimensionality. The scaling function
g(y) shows a power law decay as g(y) ∼ y−θ for y  1.
For a system with a sharp, regular interface, the struc-
ture factor of a scaler order parameter, such as density,
has an exponent θ = d+ 1. This is the well known Porod
law [43]. Phase separation in binary fluids ordering to-
wards equilibrium often show morphologies obeying this
law [42]. Deviations from the Porod law may indicate
a rough interface or structural hierarchy and have been
observed in non-equilibrium systems [44–47]. The length
scale of typical L(t) grows as tβ , where β = 1/3 for a sys-
tem with a conserved order parameter and is attributed
to growth dominated by diffusion such as in diffusive co-
alescence of droplets in binary liquids [42, 48, 49].
We measure the structure factor for h and c cell clus-
ters, separately. In Fig. 2A and B, we show the structure
factor data S
(h)
ρρ for h cells and S
(c)
ρρ for c cells respec-
tively at four different times. We found that for h cells,
the data at different times show an excellent collapse ac-
cording the scaling hypothesis (Eq. 3) with L(t) ∼ tβh ,
where βh ' 0.23±0.02 (Fig. 2C). The large kL(t) data of
scaled structure factor, show a power law decay with ex-
ponent θh = 2.6. This is a small but clear deviation from
the Porod law which predicts an exponent 3 in 2D. We
believe it arises because the interfaces between the h and
c domains are rough even though the h domains them-
selves are compact. The structure factor for c cell clusters
are distinct from h cell clusters. For c cells, we are able to
obtain a good scaling collapse of the structure factor data
only at large wavevectors, and only when we replace d in
equation (Eq. 3) by d/2, or in other words when the struc-
ture factor is additionally scaled with t−0.23, an unusual
scaling which was previously observed in a freely cool-
ing granular gas [45]. At large wavevectors, this scaled
structure factor shows a power law decay with an expo-
nent θc = 1.1, indicating considerably stronger violation
of the Porod law due to the dispersed nature of the c cell
clusters in addition to the rough h− c phase boundaries.
Also, note the deviation of the cluster growth exponent
β from the scaling 1/3 commonly observed in droplet
coalescence in liquid-liquid phase separation. This may
be qualitatively understood as follows. In binary liq-
uids, droplet merging due to Brownian diffusion gives
a timescale of growth t ∼ L(t)2/D, where the diffusivity
D ∼ KBT/ηL(t), which in turn gives L(t) ∝ t1/3 [48, 50].
In the above, KB is the Boltzmann constant, T the tem-
perature, and η the viscosity. In our model co-culture,
the effective diffusivity underlying the coarsening of clus-
ters scales as 1/L(t)d in the absence of alignment interac-
tions between cells [24, 51], which leads to a growth law
L(t) ∝ t 1d+2 (t1/4 in 2D) [49]. A growth exponent ∼ 1/4
was previously reported in some passive [49, 52, 53] and
active phase separating systems [24, 47, 54, 55].
To understand the above morphologies and growth
laws better, we measure the distribution of cluster sizes
P (α)(s, t) at different times, where s is the total number
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FIG. 3. A and B show the probability distributions of clusters
of h and c cells, respectively, as a function of cluster size s, at
times t = 64, 256, 1024, and 4096. C and D show the collapse
of cluster size distribution data on to single curves for h and c
cells according to Eq. 3 respectively. The latter further shows
a power law decay with exponent −1.8.
cells in a cluster of cell type α. In Fig. 3, we plot the prob-
ability distribution for cluster sizes for different times for
h and c cells. We observe a data collapse according to,
Pα(s, t) =
1
A(t)2 f
α(s/A(t)), (4)
where A(t) = L(t)d = t2β = t0.46 which implies that
cluster sizes for both h and c cells grow as t0.23, consistent
with the structure factor measurement. For c cells, we
observe that the cluster sizes are distributed as a power
law over many decades (Fig. 3D), suggesting hierarchical
clusters as the origin of the non-Porod behavior. We
find the decay exponent for cluster size distribution is
−1.8. The implication of this particular exponent will be
explored in future work. For h cells, we do not observe a
clear power law decay of clusters sizes.
Finally, we turn our attention to the emergent motil-
ity of h and c cells. We measure the mean squared dis-
placement (MSD) for the h and c cells once they reach
a “steady state” at time t0. As the phase separation dy-
namics is very slow, for computational efficiency, we cal-
culate MSDs for a relatively small system size L = 64 d,
and t0 = 8192 (Fig. 4). The MSD for a single isolated cell
with self-propelled speed v0 and angular noise strength
Dr is given by, 〈δr2(t)〉 = 4D0
[
t+ 1/Dr(e
Drt − 1)],
where D0 = v
2
0/(2Dr) [56]. The motion is ballistic at
small times scales and diffusive at large timescales. We
observe a similar ballistic to diffusive crossover in the
model co-culture, but with a smaller effective diffusion
coefficient and effective velocity than for a single isolated
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FIG. 4. A. Sample trajectories of h and c cells in a co-culture
show that c cells are more motile than h cells. B shows that c
cells have a larger MSD than h cells in a co-culture, but both
have a lower MSD than a single cell in isolation.
cell. More interestingly, the h and c cells follow two dif-
ferent MSD curves although their self-propulsion speeds
are the same, with the MSD of the c cells being greater
than that of the h cells at any given time. This sug-
gests that the effective motility of c cells in a co-culture
is greater than that of the h cells, consistent with ex-
perimental observation [3], and can arise solely from the
differences in mechanical properties of the two cell types.
In summary, we have studied the phase separation of a
model co-culture of two cell types h and c, where c cells
are mechanically softer and show weaker cell-cell adhe-
sion than h cells. We used previously reported experi-
mental values of breast epithelial cells and breast can-
cer cells for the mechanical properties of the h and c
cells respectively. In numerical simulations of this system
where we modeled the cells as active particles interacting
via mechanical contact forces, we observed distinct mor-
phologies of the phase separated domains qualitatively
similar to those observed in experiments [7, 40]; while h
cells formed compact clusters, c cell domains were much
more dispersed. We found that the structure functions
of both h and c cell clusters deviate from the Porod be-
havior. The deviation was particularly striking for the c
cell clusters and arise due to a hierarchy of cluster sizes.
We note that the non-Porod behavior has been observed
in other biological contexts such as the microstructure
of goat femur [57]. The c cells also exhibited enhanced
emergent motility aided by bursty movement consistent
with previous experimental observations [3, 7]. The do-
main coarsening follows a t1/4 growth law due to slower
coalescence of clusters. Our results demonstrate how me-
chanical heterogeneity can lead to phase separation and
differential cell motility in co-cultures of epithelial and
mesenchymal cells, and may provide insights into the
roughness of tumor spheroids and enhanced migration
of cancer cells during tumor progression.
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