Abstract. Richardson extrapolation is proposed about a century ago and broadly accepted in
INTRODUCTION
Richardson extrapolation [1, 2] , first introduced in the starting decades of the twentieth century, is a technique to accelerate sequential computations approach towards exact solutions, i.e. increase the order of accuracy and rate of convergence [3, 4] . This is a significant achievement addressed in the literature as the most usefulness of Richardson extrapolation for practical computations or turning lead to gold [5, 6] . Some of the applications of Richardson extrapolation are different advanced integration methods, e.g. the Romberg method, and a recent error estimation approach [4, 6] . Order of accuracy and its increase would lose its meaning without convergence. However, convergence is an essentiality in approximate computations [4, 7, 8] (and this highlights the applicability and versatility of Richardson extrapolation. Convergence implies the potential of arbitrary closeness to the exact solutions, i.e. where, a U , and U respectively stand for the approximately computed and exact solutions, and  is the algorithmic parameter [4, 9, 10] . Pictorial representation of Eq. (1) is as noted in the convergence plot displayed in Fig. 1 , where, E stands for the error [11] , i.e.
U U  
q denotes the rate of convergence, such that 0
0 q represents the order of accuracy and the difference between 0 q and q is well studied and under control; e.g. see [10, 12, 13] , the mid-section of the convergence plot sloped q  in Fig. 1 is the region of proper convergence [14] , with a length that depending on the problem, computational method, and round-off, might even reduce to zero and vanish. The effect of Richardson extrapolation on convergence is as typically displayed in Fig. 2 ; see also [4] . As apparent in Fig. 2 , Richardson extrapolation seems to have the potential to add the accuracy besides the order of accuracy. Based on this consideration, the attempt in this paper is to rederive the Richardson extrapolation as a technique to provide more accuracy, and to display the resulting higher order of accuracy, as a by-product, and finally, with attention to the essentialities of a specific application, to arrive at a new proposition on Richardson extrapolation, present an example, and discuss the practical consequences. 
AN ACCURACY BASIS FOR RICHARDSON EXTRAPOLATION
Almost any approximate computation can be stated as noted below:
where,
introduce the actual parameters defining the mathematical model,
 define the details of the numerical method (model) and  stands for the algorithmic parameter, defined, via Eq. (1) . By extending the definition of  to a continuously changing parameter and considering the fact that converging approximate computations are generally well behaved at close neighborhood of the exact solutions, we can express 
and even in a more detailed expression
where, (10) In view of Eqs. (6) C that contributes E (in continuation, the role of 0 C will also vanish at convergence; see. Eq. (1)). This is in complete consistence with Fig. 1 and specifically the mid-section implying proper convergence. The role of
is never zero; however, in view of Eq. (10), is negligible, depending on the problem at hand and the difference between 0 q and (8), and at the same time, guarantee a reasonably moderate change in 1 C , we would be able to expect more accuracy from the resultant of the elimination.
With this idea, consider two computations for one problem by one computational method, (11) and define a new computation,
U , for that problem, as stated below:
where,  and  are constants to be determined. In view of Eqs. (5) and (11) , in order to preserve convergence to the exact solution U, it is essential to be restricted to 1     (13) and since, in Eq. (8),
(see Eq. (1)), in order to omit the terms with exponent 0 q , it is essential to satisfy
Consequently, from Eqs. (13) and (14) 
that taking into account that  is small (at convergence) and r and 0 q are finite, implies the decrease of 1 C , specifically in the mid-section in Fig. 1 . Accordingly, for sufficiently small values of  , specifically in the mid-section in Fig. 1 U the Taylor series expansion can be stated as noted below:
where, C   can be simply computed in a process such that implemented in arriving at Eq. (19), and it is worth noting that, in consistence with Eqs. (17)- (19) ,
In view of Eq. (10), Eq. (20) displays the higher order of accuracy for the computation:
Therefore, it is correct to claim that, Finally, it is worth noting that the presented derivation has also a geometrical explanation. In view of Fig. 1 , for enhancement of accuracy in the proper convergence region of the convergence plot (more valid for smaller values of  ), there is no way but to make the slope of convergence trend more steep; the opposite is also correct. Albeit Richardson extrapolation is merely one alternative to enhance the accuracy and order of convergence; see also [15] .
THE RESULTING PROPOSITION
In Section 2, Richardson extrapolation is introduced as the process of elimination of nonzero converging terms from the Taylor series expansion of the computation with respect to the algorithmic parameter, by linear combination of the computations at different values of the algorithmic parameters, while the elimination is started from the smallest exponents. This is summarized in the relations below: 
where, J is a positive integer, denoting the order of Richardson extrapolation, and meanwhile, the original computation can be considered as the Richardson extrapolation of order zero, i.e. (27) Equation (27) is essential in formation of a recent convergence purification method [17, 18] .
NUMERICAL STUDY
Direct time integration is a versatile approach in analysis of structural systems against earthquake-induced ground motions [19, 20] , and average acceleration [21] , central difference [22] , Wilson- [23] [24] [25] [26] , HHT [27] , and C-H [28] methods, are of the broadly accepted time integration methods [20, [29] [30] [31] [32] [33] . In general, the responses obtained from time integration are approximations, and hence, the concepts of convergence, Richardson extrapolation, and that stated in Sections 2 and 3, are to be applicable; see also [3, 4, 34, 35] . Considering these, the structural system, introduced in Fig. 3(a) and Table 1 , is analyzed against the ground motion introduced in Fig. 3(b) , once by the average acceleration method and then again by the C-H (
Since, in time integration analyses, the integration step size implies the algorithmic parameter [10] , i.e. (29) where, (30) and the values of 0 q and 1 q for the two integration methods are as noted below [36] :
  Table 1 : Main properties of the structure in Fig. 3(a) . and then by implementing the first order Richardson extrapolation (see Eq. (16) and [4] ) to the resultant of first order Richardson extrapolation. The results together with the convergence trends are reported in Tables 2 and 3 and Figs. 4 Tables 2 and 3 . By comparing the last two columns in each table, it becomes apparent that Eq. (26) holds for both of the two time integration computations. This is a simple clear evidence for the validity of Eqs. (26) and (27) . Similarly, and besides the theoretical discussion presented in Section 2, Figs. 4 and 5 imply the validity of the addressed accuracy basis and indeed the equivalence between the two apbases (accuracy-based and order of accuracy-based) leading to Richardson extrapolation. (a) (b)
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