ABSTRACT. We consider the pull-back of a natural sequence of cohomology classes Θ g,n ∈ H 2(2g−2+n) (M g,n ) to the moduli space of stable maps M g n (P 1 , d). These classes are related to the Brézin-Gross-Witten tau function of the KdV hierarchy via Z BGW (h, t 0 , t 1 , ...) = exp ∑¯h 2g−2 n!
INTRODUCTION
Let X be a projective algebraic variety and consider (C, x 1 , . . . , x n ) a connected smooth curve of genus g with n distinct marked points. For d ∈ H 2 (X, Z) the moduli space of stable maps M g n (X, d) is defined by:
where f is a morphism from a connected nodal curve C containing distinct points {x 1 , . . . , x n } that avoid the nodes. Any genus zero irreducible component of C with fewer than three distinguished points (nodal or marked), or genus one irreducible component of C with no distinguished point, must not be collapsed to a point. The quotient is by isomorphisms of the domain C that fix each x i . The moduli space of stable maps has irreducible components of different dimensions but it has a virtual class which is a well-defined cycle in the Chow group of M g,n (X, When X = {pt}, M g,n (X, d) = M g,n is the moduli space of genus g stable curves-curves with only nodal singularities and finite automorphism group-with n labeled points disjoint from nodes. There is a forgetful map p : M g,n (X, d) → M g,n , which maps a stable map to its domain curve followed by contraction of unstable components.
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In [36] , a collection of natural cohomology classes Θ g,n ∈ H 2(2g−2+n) (M g,n )
associated to the Brézin-Gross-Witten tau function of KdV is defined-see Section 2. Consider the pull-back class Θ X g,n = p * Θ g,n ∈ H * (M g,n (X, d)) with respect to the forgetful map p. This class cuts out a smaller virtual fundamental class of dimension (1) dim [M g,n (X, d)]
The class Θ g,n is defined in the Chow group in [36] and we denote this class by Θ PD g,n . Define the Θ-GromovWitten invariants of a variety X by coupling to the classes Θ g,n as follows:
where the classes α i ∈ H * (X) are pulled back by the evaluation maps ev i : M g,n (X, d) → X and ψ i = c 1 (L i ) for the line bundle L i → M g,n (X, d) with fibre the cotangent line T * x i C of the ith labeled point on the domain curve. One property of the classes Θ g,n is the vanishing of the genus zero classes Θ 0,n = 0. Hence the genus 0 Θ-Gromov-Witten invariants vanish for n ≥ 3. The genus 0 two-point Θ-Gromov-Witten invariants coincide with the usual genus 0 two-point Gromov-Witten invariants of X. The genus 0 one-point Θ-Gromov-Witten invariants are obtained from the genus 0 two-point invariants via the forgetful map-see Section 3.1.
In this paper we mainly consider the target X = P 1 . In this case the dimension formula (1) is independent of g and n and reduces to
g,n ) = 2d for d ∈ N the degree of the map. Let 1, ω ∈ H * (P 1 ) be the identity and the Kähler class. Assemble the Θ-Gromov-Witten invariants of P 1 into the free energy defined by and define the partition function Z Θ P 1 (h, {s k , t k }) = exp F Θ P 1 (h, {s k , t k }). The 1 4 logh term is included so that Z P 1 (h, {s k , t k }) is homogeneous-see (21) in Section 3.
The following theorem expresses the stationary invariants in terms of a random matrix integral. (14) for Gromov-Witten invariants integrated over lower strata. We can explicitly check the right hand side above since τ 0 (ω) 1 = − 1 24 , τ 0 (1) 2 τ 0 (ω) 0 = 1 and τ 0 (1) 2 τ 0 (ω) 2 0 = 0 = τ 0 (1) 1 . Previously it was not known that the random matrix integral (3) in Theorem 1 is related to intersection theory on M g,n (P 1 , d). Theorem 1 can be viewed in two ways. It brings a geometric meaning to the integral (3), and used in reverse it enables the calculation of the Θ-Gromov-Witten invariants of P 1 . One immediate application is a proof that the partition function Z Θ P 1 of Θ-Gromov-Witten invariants of P 1 satisfies the Toda equation, which was already known for the partition function Z P 1 of the usual Gromov-Witten invariants of P 1 -defined in Section 4.2.
To study the Toda equation we include insertions of the class τ 0 (1) i.e. consider Z Θ (h, {s k , t k = 0, k > 0}).
Theorem 2. The partition function satisfies the Toda equation
A specialisation of the partition function gives rise to the following wave function which satisfies a differential equation known as the quantum curve. Define the wave function (4) ψ(x,h) = Z Θ P 1 {s k =h k! x k+1 , t k = 0} . Theorem 3. The wave function (4) satisfies the quantum curve equation
The quantum curve is essentially Legendre's differential equation. The expression x −1/h ψ(x,h) is analytic at x = ∞ with coefficients of its Taylor series in x −1 rational inh. Its first few terms are given by
The coefficient of x −2dh−χ in x −1/h ψ(x,h) collects all of the stationary invariants arising from degree d maps to P 1 with disconnected domain of Euler characteristic χ. The same specialisation of the partition function for usual Gromov-Witten invariants
is also the wave function for a quantum curve [12] , which is a difference equation instead of a differential equation.
The wave function has a WKB expansion log ψ(x,h) = ∑ k≥0h k−1 S k (x) and the differential equation gives
hence the differential equation in Theorem 3 is supported on a curve. This is known as theh → 0 semi-classical limit of the quantum curve which produces the spectral curve
For k > 0, the S k (x) are expansions at x = ∞ of analytic functions defined on the spectral curve. Theorem 1 produces only the stationary invariants Z Θ P 1 (h = N −1 , {s k }, {t k = 0}). The full partition function, allowing t k = 0, i.e insertions of non-stationary terms can be obtained from Theorem 4 below which is essentially a replacement for Virasoro constraints. The usual Gromov-Witten invariants of P 1 satisfy Virasoro constraints. This is proven in [41] where the Virasoro constraints are presented as decay conditions that allow one to calculate non-stationary invariants from stationary invariants. The Virasoro constraints have an alternative formulation in terms of topological recursion which is a procedure that takes as input a spectral curve and produces a collection of correlators defined on C n .
Theorem 4. Topological recursion applied to the spectral curve S encodes the full partition function
Theorem 4 is proven by pushing forward cohomology classes on M g,n (P 1 , d) to cohomology classes on M g,n and calculating so-called ancestor invariants. This is the content of Section 3. The paper is organised as follows. In Section 2 we define the cohomology classes Θ g,n ∈ H * (M g,n ) and describe their relation to the Brézin-Gross-Witten tau function of KdV. In Section 3 we define cohomological field theories (CohFTs) which provide the crucial link between the left and right hand sides of (3) in Theorem 1-Gromov-Witten invariants can be calculated using an associated CohFT; and a matrix integral satisfies loop equations defined on a spectral curve which is associated to a CohFT via topological recursion. In Section 3.1 we prove properties of Θ-Gromov-Witten invariants for a general target variety X. Section 3.2 describes a graphical formulation of Givental's action on CohFTs and the resulting construction of semisimple CohFTs. Section 3.3 describes an equivalent formulation of this graphical construction via topological recursion. The main theorems are proven in Section 4. A number of explicit calculations can be found in Sections 4.3 and 4.4.
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COHOMOLOGY CLASSES OVER M g,n AND KDV TAU FUNCTIONS
Let M g,n be the moduli space of genus g stable curves-curves with only nodal singularities and finite automorphism group-with n labeled points disjoint from nodes. Define
is the first equation in a hierarchy of equations U t k = P k (U, U t 0 , U t 0 t 0 , ...) for k > 1 which determine U uniquely from U(t 0 , 0, 0, ...). This is known as the KdV hierarchy-see [35] for the full definition. A tau function Z(h, t 0 , t 1 , ...) of the KdV hierarchy gives rise to a solution U =h
log Z of the KdV hierarchy.
Witten conjectured, and Kontsevich proved, that a generating function for the intersection numbers
i is a tau function of the KdV hierarchy.
Theorem 5 (Witten-Kontsevich 1992 [31, 46] ).
is a tau function of the KdV hierarchy. In [36] we constructed cohomology classes Θ g,n ∈ H * (M g,n ) for g ≥ 0, n ≥ 0 and 2g − 2 + n > 0 such that the generating function Z BGW (h, t 0 , t 1 , ...) of intersection numbers of Θ g,n with ψ classes is also a tau function of the KdV hierarchy. The function Z BGW (h, t 0 , t 1 , ...) is known as the Brézin-Gross-Witten tau function and arose previously in the study of U(n) matrix models [7, 29] . It is defined by the initial condition 
Theorem 6 ([36]). There exist cohomology classes
is the Brézin-Gross-Witten tau function of the KdV hierarchy.
The classes Θ g,n ∈ H 2(2g−2+n) (M g,n ) are constructed in [36] via the push-forward of classes defined on the moduli space of stable spin curves. They naturally restrict to the boundary divisors M g−1,n+2 → M g,n and M h,n 1 +1 × M g−h,n 2 +1 → M g,n and are compatible with the forgetful map M g,n+1
j hence the partition function in Theorem 6. Property (i) shows that Θ g,n is a cohomological field theory discussed in Section 3. Property (ii) implies that
This push-forward property has a graphical interpretation which is crucial in the sequel. It allows one to calculate Gromov-Witten invariants coupled to pull-backs of the classes Θ g,n using the same graphical data-described in Section 3.2-to calculate usual Gromov-Witten invariants.
COHOMOLOGICAL FIELD THEORIES
Cohomology classes on the moduli space of stable maps M g,n (X, d) naturally push forward to cohomology classes on the moduli space of stable curves M g,n . The Gromov-Witten invariants of a target variety X can be calculated via these push-forward classes on M g,n using the beautiful structure of a cohomological field theory (CohFT) which is defined below. Importantly for this paper, the pull-back of the class Θ g,n to the moduli space of stable maps is realised simply by cup product of Θ g,n with the push-forward of classes from M g,n (X, d). In this section we describe the Gromov-Witten invariants of a target variety X coupled to the classes Θ g,n from this perspective. We begin more generally, with a description of the cup product of Θ g,n with any CohFT.
A cohomological field theory is a pair (V, η) consisting of a finite-dimensional complex vector space V equipped with a metric η and a sequence of S n -equivariant maps:
that satisfy compatibility conditions from inclusion of strata:
given by
The partition function of a CohFT Ω = {Ω g,n } with respect to a basis {e 1 , ..., e D } of V, is defined by:
Definition 3.1. Given a CohFT Ω, define Ω top to be its degree 0 part:
.
Ω top is a CohFT since it is S n -equivariant and conditions (8) 
The CohFT Ω top is also known as a (two-dimensional) topological field theory, since together with the metric η it satisfies axioms of Atiyah [2] on a functor from cobordisms in 1 + 1 dimensions to vector spaces.
When dim V = 1, we identify Ω g,n with the image Ω g,n (1 1 ⊗n ) for a choice of basis vector 1 1 ∈ V and we write Ω g,n ∈ H * (M g,n ). Two examples are given by the trivial CohFT Ω g,n = 1 ∈ H 0 (M g,n ), which is also a topological field theory, and Ω g,n = Θ g,n ∈ H 0 (M g,n ) which is a CohFT by the restriction property (i) in Section 2. By Theorem 5, the partition function of the trivial CohFT
, and by Theorem 6, the partition function of the CohFT
A CohFT defines a product · on V using the non-degeneracy of η and
Note that the product depends only on Ω top . If there exists a vector 1 1 ∈ V satisfying
then 1 1 is a unit for the product defined in (10) and we say Ω is a CohFT with unit. A CohFT may satisfy the further condition of the existence of a vector 1 1 ∈ V (which may be the unit vector) whose insertion is compatible with the forgetful map π : M g,n+1 → M g,n in the following ways. A CohFT with unit 1 1 that satisfies
is a CohFT with flat unit, and if Ω is a CohFT with flat unit, then Ω top is a CohFT with flat unit. In place of (12), a CohFT may satisfy, for some 1 1 ∈ V,
The CohFT {Θ g,n } satisfies (12 ′ ).
Definition 3.2. For any CohFT
It is immediate that if Ω is a CohFT satisfying (12) then Ω Θ is a CohFT satisfying (12 ′ ). The operation in Definition 3.2 is a special case of the tensor product of two CohFTs Ω i , respectively defined on
The tensor product generalises the special case of Gromov-Witten invariants of target products and the Künneth formula
A CohFT is semisimple if the product defined in (10) is semisimple, i.e. if the diagonal decompositition V ∼ = C ⊕ C ⊕ ... ⊕ C respects the product, or equivalently there is a canonical basis {u 1 , ..., u D } ⊂ V such that u i · u j = δ ij u i . Note that the metric is necessarily diagonal with respect to the canonical basis, η(u i , u j ) = δ ij η i for some η i ∈ C \ {0}, i = 1, ..., D. A semisimple topological field theory Ω top defined on a vector space V is characterised by an element Ω top 0,1 ∈ V * which represents evaluation of the metric η(
3.1. Gromov-Witten invariants. The Gromov-Witten invariants of a target variety X are defined via intersection theory on the moduli space M g,n (X, d) of degree d ∈ H 2 (X) stable maps f : (C, x 1 , . . . , x n ) → X of genus g curves with n labeled points into X. Over the moduli space of stable maps are line bundles
.., n, with fibre the cotangent line T * x i C of the ith labeled point on the domain curve, and
given by evaluation ev i of f at p i , and the forgetful map p which maps a stable map to its domain curve followed by contraction of unstable components. For
where the fibre product is over the evaluation map from the final point in each domain, say x |I|+1 and y |J|+1 . 
The Gromov-Witten invariants are defined via intersection with a virtual fundamental class [4] :
If one includes divisor classes into the integral then the Gromov-Witten invariants reduce to Gromov-Witten invariants over lower strata. See [25] for a proof of the following:
where {e k } is a basis of H even (X; C) and {e k } is a dual basis using the metric η.
Define the partition function with respect to a basis {e α } of the even part of the cohomology H even (X; C),
The presence of the logh term is justified by the following dilaton equation.
which can be written as a PDE
The τ 1 (1) 1 0 logh term is needed so that the PDE above holds in the presence of the τ 1 (1) 1 0 t 0 1 term. Note that if we change coordinates
There is an analogous dilaton equation satisfied by the Θ-Gromov-Witten invariants.
The proof is analogous to the proof of the dilaton equation-see for example [25] . Define
From [25] we have (15)
The following square is commutative, i.e.
where the forgetful map upstairs is denoted by Π. The pull-back property (ii) satisfied by Θ g,n downstairs implies the pull-back property upstairs
. Downstairs, we have π * ψ n+1 = 2g − 2 + n from integration of ψ n+1 along a fibre giving the first Chern class of the cotangent bundle, and ψ n+1 · D i = 0 for D i the ith section of the universal curve (given by the d = 0 case of D i defined above). Similarly, we will need the following two properties satisfied upstairs by ψ n+1 and ψ n+1 .
The equalities in (16) are equivalent using (15) applied to i = n + 1 and the fact that the push-forward of the divisors on the right hand side of (15) all vanish since they each have codimension one inside
Similarly, the equalities in (17) are equivalent using (15) applied to i = n + 1 and the
The first equality in (16) follows from integration of ψ n+1 along a fibre. The first equality in (17) , uses the fact that the restriction of ψ n+1 to D i factors via its restriction to M 0,3 and hence vanishes. Downstairs we have
, where s i is the ith section of the universal curve for i ∈ {1, ..., n}, or more precisely
Since 
The proof of the dilaton equation for usual Gromov-Witten invariants applies (19) to ω = ψ n+1 . Instead we apply (19) to ω = Θ g,n+1 , which acts in some ways like ψ n+1 . In particular, in both cases the final term of (19) vanishes, i.e. by (17)
This vanishing together with (16) gives
Integrate this relation to get the statement of the proposition.
The dilaton equation allows us to define the genus zero 1-point invariants by: (21) as a boundary term for the PDE version of the relation in Proposition 3.3 given by
If we change coordinates
is homogeneous of degree zero inh, q and {t α k , (α, k) = (0, 0)} which is apparent in the first few terms of (2). The partition functions Z X and Z Θ X can be calculated from the following CohFTs constructed out of X. Definition 3.4. Associate to a variety X the pair (V X , η) where V X = H even (X; C), equipped with the metric
for γ i ∈ H even (X; C). In [3, 32] it is proven that Ω X is a CohFT with flat unit given by 1 ∈ H * (X). Note that the dependence of
The partition function of the CohFT Ω X defined in (9) iŝ
The partition functions Z X andẐ X are related by a linear change of variables and multiplication by extra unstable terms-see (25) below. We use variablest α k inẐ X to facilitate this change of variables. Define ancestor Gromov-Witten invariants of X by
where ψ i = p * ψ i replaces ψ i in (13) . The integrand in (23) pushes forward to the integrand in the definition ofẐ X . DefineẐ X similarly to Z X bŷ
We now refer to the usual Gromov-Witten invariants defined in (13) as descendant Gromov-Witten invariants, and Z X , respectivelyẐ X , as the descendant, respectively ancestor, partition functions.
The relationship between the descendant and the ancestor invariants uses a sequence of endomorphisms {S k }, k ∈ N, defined by (24) (
where e α = η αβ e β . It is proven in [33] that
where Z st X (h, {t α k }) is the stable part defined by
and its partition function
The next proposition shows that the relationship (25) also holds between the descendant and the ancestor Θ-Gromov-Witten invariants, where again the stable part is defined by removing the genus zero 1-point and 2-point functions.
Proposition 3.5. The ancestor and descendant Θ-Gromov-Witten invariants are related by:
using the same change of variable as for usual Gromov-Witten invariants.
Proof. The proof of (25) uses an inductive argument based on the relationship between ψ i and ψ i in (15) . It immediately allows cup product with Θ g,n which we describe here. In order to compare insertions of ψ i and ψ i we need the following generalised Θ-Gromov-Witten invariants involving insertions of both:
This was introduced by Kontsevich and Manin [33] for the usual Gromov-Witten invariants. By taking the cup product of
with the relation (15) and integrating, we have
The sum over the basis {e k } of H even (X; C) and its dual basis {e k } comes from restriction to the divisor given in (14) . Apply this relation to the sequence of insertions
This gives exactly the coordinate change in (26).
3.2. Givental action. In this section we recall the group action on cohomological field theories due to Givental. The action on a CohFT Ω is presented as a weighted sum over stable graphs with vertices weighted by Ω g,n , and edges weighted by interesting combinations of ψ classes. Givental's original action was defined on partition functions of CohFTs. The action on CohFTs , i.e. the actual cohomology classes in H * (M g,n ), described here was discovered independently, by Katzarkov-Kontsevich-Pantev, Kazarian and Teleman-see [43, 44] .
Consider an element of the loop group LGL(V) given by a formal series
is the subgroup defined to consist of elements satisfying
E ij w i z j which has the power series expansion on the right since the numerator
is also an element of the twisted loop group. Givental's action is defined via weighted sums over stable graphs. Dual to any point (C, p 1 , ..., p n ) ∈ M g,n is its stable graph Γ with vertices V(Γ) representing irreducible components of C, internal edges representing nodal singularities and a (labeled) external edge for each p i . Definition 3.6. Define G g,n to be the set of all stable, connected, genus g graphs with n labeled external leaves, dual to a stable curve (C, p 1 , ..., p n ). For any graph γ ∈ G g,n denote by
its set of vertices, edges, half-edges and leaves, or external edges. Associated to any vertex v ∈ V(γ) is its valence n v and genus g v . The leaves L(γ) consist of ordinary leaves L * and dilaton leaves L • . Associated to any ordinary leaf ℓ ∈ L * is its label p(ℓ) ∈ {1, 2, ..., n}. The set of half-edges consists of leaves and oriented edges so there is an injective map L(γ) → H(γ) and a multiply-defined map
The map sending a half-edge to its vertex is given by v :
. We say γ is stable if any vertex labeled by g = 0 is of valency ≥ 3 and there are no isolated vertices labeled by g = 1.
For a given stable graph Γ of genus g and with n external edges we have [43, 44] define a new CohFT RΩ = {(RΩ) g,n } by a weighted sum over stable graphs, with weights defined as follows.
where we contract in the V factor to get w(v)w(ℓ)w(e) ∈ (V * ) n ⊗ H * (M Γ ). This defines an action of the twisted loop group on CohFTs.
Define a translation action of T(z) ∈ zV [[z] ] on the sequence Ω g,n as follows.
(iv) Dilaton leaf weight:
The translation action is given by
where p : M g,n+m → M g,n is the forgetful map. To ensure the sum (29) is finite, one usually requires
, so that dim M g,n+m = 3g − 3 + n + m grows more slowly in m than the degree 2m coming from T. Instead, one can also control growth of the degree of Ω g,n in n to ensure T(z) ∈ zV [[z] ] produces a finite sum. The action on CohFTs immediately gives rise to an action on partition functions, which store correlators of the sequence of cohomology classes. It gives a graphical construction of the partition functions Z RΩ and Z TΩ out of the partition function Z Ω .
Givental and Teleman [28, 45] proved that the twisted loop group acts transitively on semisimple CohFTs with unit and in particular is determined by the topological, or degree zero, part of the CohFT. This gives a way to construct semisimple CohFTs on a vector space of dimension D-simply act on D copies of the trivial CohFT. The partition function of a semisimple CohFT is then constructed as a graphical expansion with vertex contributions given by the basic building block Z KW (h, t 0 , t 1 , ...), defined in (7), which represents the trivial CoHFT.
Theorem 7 ([28, 45]). Given a semisimple CohFT Ω with unit, there exists
The proofs of Theorem 7 in [28, 45] show how to construct the elements R(z) and T(z) out of the CohFT. We have omitted details here because we will need only some properties of R(z). In particular the following proposition, which shows how the classes Θ g,n interact with the group action in Theorem 7, only needs the existence of R(z).
Proof. Using Ω = R · T · Ω top , express Ω g,n as a weighted sum over genus g stable graphs with n leaves.
where the weights are given by
) at each leaf ℓ and w(e) = E (ψ ′ e , ψ ′′ e ) at each edge e. The polynomial in two variables E is defined from R in (28). Hence Ω Θ g,n = Θ g,n · Ω g,n is a weighted sum over stable graphs. Since Θ g,n is a CohFT we have p
Consider a vertex v of the stable graph Γ of genus g v and valence n v . Inside the factor M g v ,n v , the contribution to the sum giving Ω Θ g,n is given by a product of ψ classes, determined by edge and leaf weights, times 
v , at each vertex we place Θ g v ,n v rescaled by a topological field theory, and the result follows.
An efficient way to store the decomposition of a semisimple CohFT Ω given in Theorem 7, together with the data of R and T, is via topological recursion which we describe next. We will see that Proposition 3.7 allows us to produce associated topological recursion data that stores the decomposition of Ω Θ .
Topological recursion.
Topological recursion, as developed by Chekhov, Eynard, Orantin [8, 19] , is a procedure which takes as input a spectral curve, defined below, and produces a collection of symmetric tensor products of meromorphic 1-forms ω g,n on C n which we refer to as correlators. The correlators store enumerative information in different ways. Periods of the correlators store top intersection numbers of tautological classes in the moduli space of stable curves M g,n and local expansions of the correlators can serve as generating functions for enumerative problems.
A fundamental ingredient in topological recursion is a bidifferential B(p, p ′ ) defined on C × C as follows.
Definition 3.8. On any compact Riemann surface C with a choice of
), define a fundamental normalised bidifferential of the second kind B(p, p ′ ) to be a symmetric tensor product of differentials on C × C, uniquely defined by the properties that it has a double pole on the diagonal of zero residue, double residue equal to 1, no further singularities and normalised by p∈A i B(p, p ′ ) = 0, i = 1, ..., g, [22] . On a rational curve, which is sufficient for this paper, B is the Cauchy kernel
The bidifferential B(p, p ′ ) acts as a kernel for producing meromorphic differentials on the Riemann sur-
where λ is a function defined along the contour Λ ⊂ C. Topological recursion produces tensor products of differentials built from B(p, p ′ ) such as the normalised (trivial Aperiods) differentials of the second kind, holomorphic outside the zeros of dx and with a double pole at a simple zero of dx used in Definition 3.10.
A spectral curve S = (C, x, y, B) is a Riemann surface C equipped with two meromorphic functions x, y : C → C and a bidifferential B(p 1 , p 2 ) defined in Definition 3.8, which is the Cauchy kernel in this paper. Topological recursion is a procedure that produces from a spectral curve S = (C, x, y, B) a symmetric tensor product of meromorphic 1-forms ω g,n on C n for integers g ≥ 0 and n ≥ 1, which we refer to as correlation differentials or correlators. The correlation differentials ω g,n are defined by
and for 2g − 2 + n > 0 they are defined recursively via the following equation.
Here, we use the notation L = {2, 3, . . . , n} and p I = {p i 1 , p i 2 , . . . , p i k } for I = {i 1 , i 2 , . . . , i k }. The outer summation is over the zeroes α of dx and p →p is the involution defined locally near α satisfying x(p) = x(p) andp = p. The symbol • over the inner summation means that we exclude any term that involves ω 0,1 . Finally, the recursion kernel is given by
which is well-defined in the vicinity of each zero of dx. It acts on differentials in p and produces differentials in p 1 since the quotient of a differential in p by the differential dx(p) is a meromorphic function. For 2g − 2 + n > 0, each ω g,n is a symmetric tensor product of meromorphic 1-forms on C n with residueless poles at the zeros of dx and holomorphic elsewhere. A zero α of dx is regular, respectively irregular, if y is regular, respectively has a simple pole, at α. The order of the pole in each variable of ω g,n at a regular, respectively irregular, zero of dx is 6g − 4 + 2n, respectively 2g, [10] . Define Φ(p) up to an additive constant by dΦ(p) = y(p)dx(p). For 2g − 2 + n > 0, the invariants satisfy the dilaton equation [19] ∑
where the sum is over the zeros α of dx. This enables the definition of the so-called symplectic invariants
Remark 3.9. A generalisation of topological recursion known as local topological recursion allows the Riemann surface C to be non-compact and disconnected. In this case the bidifferential B(p 1 , p 2 ) is simply a prescribed symmetric tensor product of differentials on C × C, uniquely defined by the properties that it has a double pole on the diagonal of zero residue, double residue equal to 1 and no further singularities. This generalisation arises out of the fact that topological recursion on a spectral curve (C, x, y, B) where C is a compact Riemann surface can be formulated by restriction of (x, y, B) to the non-compact Riemann surfacẽ C given by the disjoint union of small open neighbourhoods of the zeros of dx.
Definition 3.10. For a Riemann surface equipped with a meromorphic function (Σ, x) we define evaluation of any meromorphic differential ω at a simple zero P of dx by
This defines ω(P ) ∈ C up to a ±1 ambiguity which can be removed by making a choice of square root.
The correlators ω g,n are normalised differentials of the second kind in each variable-they have zero Aperiods, poles of zero residue at the zeros α of dx, and holomorphic elsewhere . Their principle parts are skew-invariant under the local involution p →p. A basis of such normalised differentials of the second kind is constructed from x and B in the following definition. 
where evaluation B(α i , p) at α i is given in Definition 3.10.
The correlators ω g,n are polynomials in the auxiliary differentials U i k (p). To any spectral curve S, one can define a partition function Z S by assembling the polynomials built out of the correlators ω g,n [15, 18] . Definition 3.12.
Topological recursion and the Givental action.
It was proven in [15] that for any semisimple CohFT with flat unit Ω, there exists a (local) spectral curve S which produces the partition function
As we saw in Theorem 7, a semisimple CohFT with flat unit Ω is equivalent to three pieces of information:
and η 1 , ..., η dim V ∈ C which encodes a topological field theory. We will describe below how R(z) is obtained from x(p) and the bidifferential B(p 1 , p 2 ), and T(z) and the topological field theory are obtained from x(p) and y(p). The role of the function x(p) is to produce local coordinates with respect to which local expansions of B(p 1 , p 2 ) and y(p) give R(z) and T(z).
An element of the twisted loop group R(z) ∈ L (2) GL(D, C) can be naturally defined from a Riemann surface Σ equipped with a bidifferential B(p 1 , p 2 ) on Σ × Σ and a meromorphic function x : Σ → C, where D is the number of zeros of dx. Define
where Γ j is a path of steepest descent of −x(p)/z containing α j . More precisely, [R −1 (z)] i j is an asymptotic expansion of the integral as z → 0, which depends only on a neighbourhood of p = α j . The proof that R(z)R T (−z) = I can be found in [14, 18] . A basic example is the function x = z 2 on Σ = C which gives rise to the constant element R(z) = 1 ∈ GL(1, C). More generally, since any function x looks like this example locally R(z)
The local expansion of a regular function y(p) at p = α i gives the translation T y and semisimple TFT Ω top y defined by = {y 1,α }. Dubrovin associated to any semisimple CohFT with flat unit a family of spectral curves known as a superpotential [11] . In [13] it is proven that the superpotential can be used to produce a compact spectral curve out of Theorem 8.
Theorem 8 can be generalised to allow for CohFTs without flat unit and irregular spectral curves. The translation associated to an irregular point is 
. Remark 3.14. The expression R · T 0 · (Ω top ) Θ gives a weighted sum over graphs, as described in Section 3.2, where a vertex of type (g ′ , n ′ ) is weighted by the cohomology class Θ g ′ ,n ′ and the TFT, whereas the expression R · T · Ω top weights each vertex by the trivial cohomology class 1 and the TFT. One can of course mix the two-assign Θ g ′ ,n ′ to some vertices and 1 to others. Indeed, a more general version of Theorem 9 is proven in [9] which allows mixed vertex contributions.
GROMOV-WITTEN INVARIANTS OF P 1
From now on we consider Gromov-Witten invariants of P 1 . The main outcome of this section is the calculation of the Θ-Gromov-Witten invariants of P 1 from topological recursion applied to the spectral curve
We first state the result for stationary Θ-Gromov-Witten invariants which consist of insertions of ω ∈ H 2 (P 1 ). Consider
gives an analytic expansion around branches of {x i = x(z i ) = ∞} of the correlators ω g,n of topological recursion applied to the spectral curve S Θ P 1 . In the two exceptional cases (g, n) = (0, 1) and (0, 2), the invariants ω g,n are not analytic at x i = ∞. We get analytic expansions around a branch of {x i = ∞} by removing their singularities at x i = ∞ as follows:
The usual Gromov-Witten invariants of P 1 satisfy a similar result to Theorem 10. Analogous to the series ([15, 38] ). For 2g − 2 + n > 0, D g,n (x 1 , ..., x n ) gives an analytic expansion around branches of {x i = ∞} of the correlators ω g,n of topological recursion applied to the spectral curve
Note that the function y(z) = log z is locally well-defined up to a constant around z = ±1, the zeros of dx, so the invariants ω g,n are well-defined. Theorem 11 was proven for g = 0 and g = 1 in [38] and proven in general in [15] .
In [15] it was proven that the partition function of the spectral curve S P 1 coincides with the ancestor partition function:
The variables t k and s k correspond to the basis {1, ω} of H * (P 1 ). This requires a linear change of coordinates from the coordinates u α k in the partition function in Definition 3.12.
where we have replaced the auxiliary differentials defined in (30) with
We can apply Proposition 3.7 to produce a new spectral curve with partition function the Θ-GromovWitten invariants of P 1 .
Theorem 12. The topological recursion partition function of the spectral curve
coincides with the ancestor partition function of Θ-Gromov-Witten invariants of P 1
where the differentials t k (z) and s k (z) are defined in (36) .
Proof. By Proposition 3.7, the ancestor partition functions of Gromov-Witten invariants of P 1 and Θ-GromovWitten invariants of P 1 use the same element R(z) of the twisted loop group, the same topological field theory and differ only by the shifted translation term T 0 (z). The element R(z) is encoded by the (C, x, B) part of the spectral curve hence (C, x, B) is the same for S Θ P 1 and S P 1 . It remains to find y for S Θ P 1 which determines the translation term T 0 (z). We will write the spectral curve S P 1 = (C, x, Y, B) where Y = z so as not to confuse it with y. Choose a local coordinate s around a zero p α of dx, by x = 1 2 s 2 + x(p α ). In this local coordinate, the odd part of y is
which we have allowed to have a simple pole at s = 0. It is proven in [9] that the translation action on partition functions induced from the translation action (29) on CohFTs is realised in topological recursion by
Differentiate globally to get
as required.
Proof of Theorem 4. By Theorem 12 the ancestor Θ-Gromov-Witten invariants of P 1 are encoded in the cor-
Hence by Proposition 3.5 the stable descendant Θ-Gromov-Witten invariants of P 1 are also encoded in the correlators ω
For the unstable terms, the genus zero 2-point function
of Gromov-Witten invariants and Θ-Gromov-Witten invariants coincide, and the former is known to be encoded in ω
0,2 by (35), so the same is true for the latter. The genus zero 1-point function can be calculated as follows. By the definition of the genus zero 1-point invariants in (20) ,
where the last equality uses the string equation for usual Gromov-Witten invariants. The degree d ∈ N is uniquely determined by the insertions so it is hidden. Hence
, is proven in [38] . Hence, for ω 0 It is proven in [5] that the cumulants of the resolvents of the Legendre ensemble have asymptotic expansions as N → ∞ given by
which define W g,n (x 1 , ..., x n ). These W g,n (x 1 , ..., x n ) satisfy loop equations which coincides with topological recursion applied to a spectral curve obtained from the large N limit of the resolvent
It is well-known that y(x) coincides with the spectral curve S Θ P 1 , or it can be seen explicitly at the beginning of the proof of Theorem 13. Furthermore, W 0,2 (x 1 , x 2 ) is well-known to coincide with ω 0,2
Hence W g,n (x 1 , ..., x n ) satisfies topological recursion for the spectral curve S Θ P 1 or more precisely gives an expansion of ω
By Theorem 4, the ancestor Θ-Gromov-Witten invariants invariants are encoded in the correlators ω
Furthermore, the same basis of differentials (36) , whose coefficients give the ancestor Gromov-Witten invariants, is used for S P 1 and S Θ P 1 since the differentials depend only on the data of (C, x, B) which coincides for S P 1 and S Θ P 1 . The linear change of coordinates used in (25) to relate ancestor and descendant Gromov-Witten invariants is achieved by taking the linear function Res ∞ x k · on the correlators. In other words,
But the linear change of coordinates used in (26) to relate ancestor and descendant Θ-Gromov-Witten invariants is the same hence we also have:
Thus we have proven that the formula D Θ g,n (x 1 , ..., x n ) in (34) is an expansion of the correlators ω
g,n , and in particular D Θ g,n (x 1 , ..., x n ) satisfy the same recursion with the same initial conditions, as W g,n (x 1 , ..., x n ). Hence D g,n (x 1 , ..., x n ) = W g,n (x 1 , ..., x n ) and their respective partition functions Z Θ P 1 (h, {s k }, {t k = 0}) and
The equivariant Gromov-Witten invariants of P 1 with respect to the C * action were studied in [40] . The equivariant Θ-Gromov-Witten invariants of P 1 are well-defined since the group acts only on the target P 1 . In [21] the equivariant Gromov-Witten invariants of P 1 are shown to arise from topological recursion applied to the spectral curve x = z + 1/z + w log z, y = log z where w is the equivariant parameter of the C * action. When w = 0 this gives the spectral curve S P 1 . It is shown in [21] that this is example is semisimple with R(z) and T(z) determined by the spectral curve. The techniques of this paper should enable the calculation of the equivariant Θ-Gromov-Witten invariants of P 1 using the spectral curve x = z + 1/z + w log z, y = z z 2 + wz − 1 obtained by replacing y with dy/dx as described in the proof of Theorem 12.
4.1. Quantum curve. A quantum curve of a spectral curve S = {(x, y) ∈ C 2 | P(x, y) = 0} is a linear differential equation (38) P
where p ∈ S,h is a formal parameter, and P(x,ŷ) is a differential operator-valued non-commutative quantisation of the plane curve withx = x· andŷ =h 
and the S k (p) are calculated recursively via (38) , which is known as the WKB method. The S k (p) are meromorphic functions on S for k > 1. The operator d dx acts on meromorphic functions via composition of the exterior derivative followed by division by dx, and coincides with usual differentiation of a meromorphic function around a point where x defines a local coordinate.
In many cases, the wave function is related to topological recursion applied to S via
See [6, 30, 37] for a description of the relationship of quantum curves to topological recursion.
Theorem 13.
The quantum curve of S Θ P 1 is given by
where the wave function agrees with the form in (39) .
Proof. As shown in the introduction
Leth → 0, so we see that 
which we specialise to x i = x to get
Next, we prove the differential equation. Define the resolvents W n (x 1 , ..., x n ) by
is a constant which will play no role in the solution of a linear differential equation. Hence
The left hand side is the exponential of the same multiple integral formula specialised at x over its cumulants
where P N (x) is the degree N Legendre polynomial up to a constant in x. The second equality is proven in [1] .
The Legendre polynomial satisfies the Legendre differential equation
hence after rescaling x → x/2 and setting N = 1/h we have
Remark 4.1. Note that we can incorporate τ 0 (1) insertions into the quantum curve by defining the wave function:
This corresponds to the spectral curve
Decomposeψ into its degree d components:
) which we will need later.
Toda equation. The Toda equation for a function Z(t
where we show the dependence of Z only the variable t 0 . It was conjectured by Eguchi-Yang [17] and proven by Okounkov-Pandharipande [39] that the partition function Z P 1 (h, {s k }, t 0 ) of Gromov-Witten invariants of P 1 satisfies (42) . In this section we prove that the partition function Z Θ P 1 (h, {s k }, t 0 ) of Θ-Gromov-Witten invariants of P 1 also satisfies (42) .
The free energy of the Gromov-Witten invariants of P 1 is given by
is equivalent to the statement that Z P 1 (h, {s k , t k }) is homogeneous of degree zero inh, {s k }, {t k , k = 1} and q = t 1 − 1. For example, the t 1 terms combine in F P 1 to give the degree zero terms − 
Proof. The main idea is to use the random matrix integral of Theorem 1. So we first need to incorporate the insertions of the class τ 0 (1) into the integral. The dilaton equation in Proposition 3.3 restricted to stationary invariants and τ 0 (1) insertions is
which is equivalent to the PDE (22) so that Z Θ P 1 (h, {s k }, t 0 ) is homogeneous of degree 0 inh, q = t 0 − 1 and {s k }. Hence
where any variable not appearing is set to zero. Thus in the integral of Theorem 1, we set N = 
Define h j = h j (s 0 , s 1 , ...) for j ∈ N to be the norms of a set of monic orthogonal polynomials 
which is equivalent to (44) .
Finally notice that N + 1 = In Theorem 2 we use the variables 0 = s 0 /(1 − t 0 ) in order to get the same Toda equation for both GromovWitten invariants of P 1 and Θ-Gromov-Witten invariants of P 1 . Getzler [26] proved that the Toda equation for the full partition function Z P 1 of the usual Gromov-Witten invariants which includes all t k follows from the Toda equation for Z with t k = 0 for k > 0 using Virasoro relations. Perhaps an analogous result holds for Z Θ P 1 . The Toda equation determines the partition function uniquely from its degree zero part. In the Toda equation, the derivative satisfies a differential equation (45) We can use knowledge of the Θ-Gromov-Witten invariants of P 1 to learn more about the structure of the classes Θ g,n and in particular their integral next to the Hodge class. We have
This is analogous to calculations of the Hodge integrals M g,n λ g−1 ∏ i ψ m i i using Gromov-Witten invariants of P 1 carried out in [20, 27] .
The 0-point series 
⇔ l = n and b i = 0.
They are determined by the 0-point invariants via the dilaton equation (43) hence
Likewise, the Hodge integrals are determined from the integrals M g λ g−1 Θ g for g > 1 and M 1,1 Θ 1,1 via
