Abstract. We prove that the generating function for the number of flattened permutations having a given number of occurrences of the pattern 13-2 is rational, by using the recurrence relations and the kernel method.
Introduction
Problems on pattern avoidance have received much attention during the past decades. Extensive studies on the pattern avoidance of permutations can be found from both enumerative combinatorics and algebraic combinatorics; see [2] [3] [4] .
A permutation of length n is a rearrangement of the letters 1, 2, . . . , n. Classically, a pattern is a permutation. An occurrence of a pattern in a permutation is a subsequence of the permutation, which is order-isomorphic to the pattern. While most of the previous studies on permutation patterns have focused on pattern avoidance, relatively few work has been on the enumeration of a pattern of length 2 or length 3; see [9] . For example, the 6 patterns of length 3 are classified into two classes subject to the pattern counting; see [10] for the representative pattern 123, and [8, 10] for the representative pattern 132.
Recently, Callan [1] introduced the notion of flattened set partitions. Translating the idea of flattening a combinatorial structure onto permutations, Mansour and Shattuck [5] obtained equally beautiful enumerative results. The standard cycle form of a permutation is a product representation by cycles of letters, where the smallest letter of each cycle is placed at the first position of that cycle, and where the cycles are placed in the increasing order with respect to the smallest letters. The flattened permutation associated with the permutation π, denoted by Flatten(π), is defined to be the permutation obtained by erasing the parentheses enclosing the cycles of the permutation π, which is in its standard cycle form. For example, the permutation π = 71564328 has the standard cycle form (172)(3546) (8) . Thus its associated flattened permutation is Flatten(π) = 17235468. Taking the number of peaks and valleys into account, Mansour, Shattuck and Wang [6] obtained the generating functions of the flattened permutations.
A permutation π 1 π 2 · · · π n of length n is said to contain the pattern 13-2 (for other patterns of length 3, see [7] ), if there are two indices i, j such that 2 ≤ i < j ≤ n and that π i−1 < π j < π i . In this paper, counting the pattern 13-2 in flattened permutations, we obtain the recurrence
for the generating function g n = π∈Sn q the number of occurrences of the pattern 13-2 in Flatten(π) .
In particular, it implies that the average number of occurrences of the pattern 13-2 can be expressed in terms of the harmonic numbers. As another consequence, the number of permutations of length n whose associated flattened permutation avoids the pattern 13-2 is 2 n−1 . By using the recurrence, we also show the rationality of the generating function of flattened permutations with a given number of occurrences of the pattern 13-2.
Counting 13-2 patterns in flattened permutations
Let n ≥ 1 and π ∈ S n . For any 1 ≤ k ≤ n, define the generating function
the number of occurrences of the pattern 13-2 in Flatten(π) ,
where π ranges over all permutations of length n such that the flattened permutation Flatten(π) starts with the subword a 1 a 2 · · · a k . For example, we have g 3 (12) = 4 and g 3 (13) = 2q. By the definition of flattened permutations, we have g n (a 1 a 2 · · · a k ) = 0 if a 1 = 1. Let
Then g n is the generating function of the number of occurrences of the pattern 13-2 in flattened permutations of length n. For example, g 1 = 1, g 2 = 2, and g 3 = 4 + 2q. The following lemma will be used frequently in the sequel.
Lemma 2.1. We have g n (12) = 2g n−1 for all n ≥ 2.
Proof. Let n ≥ 2 and r ≥ 0. Let A n = A n (r) be the set of permutations π of length n such that the permutation Flatten(π) has exactly r occurrences of the pattern 13-2. Let B n = B n (r) be the subset of A n such that each permutation π ∈ B n satisfies that Flatten(π) starts from the letters 12.
It suffices to construct a one-to-two correspondence between the set A n−1 and the set B n , since then we will have 2|A n−1 (r)| = |B n (r)|. In fact, if we obtain the correspondence for all r ≥ 0, then we have
2|A n−1 (r)|q r = 2g n−1 .
Let σ ∈ A n−1 be a permutation represented in the standard cycle form. We add the number 1 to each letter in the permutation σ, and denote the resulting arrangement of the set {2, 3, . . . , n} by σ ′ .
Inserting the single cycle (1) before all the cycles of σ ′ , we obtain a permutation of length n, denoted π. Denote Flatten(σ) = σ 1 σ 2 · · · σ n−1 and Flatten(π) = π 1 π 2 · · · π n . Then we have σ 1 = π 1 = 1 and π k+1 = σ k + 1 for all k ∈ [n − 1]. Therefore, the subsequence σ i σ i+1 σ j (1 ≤ i ≤ n − 2 and i + 2 ≤ j ≤ n − 1) is an occurrence of the pattern 13-2 if and only if the subsequence π i+1 π i+2 π j+1 is an occurrence of the same pattern. Since the permutation Flatten(π) starts from the letters 12, it has no occurrences of the pattern 13-2 starting from the letter 1. Thus, the above bijection implies that the number of occurrences of the pattern 13-2 in the permutation Flatten(π) equals the number of occurrences of the same pattern in the permutation Flatten(σ). In other words, we have π ∈ B n .
On the other hand, placing the letter 1 at the first position inside the first cycle of the arrangement σ ′ , we obtain another permutation of length n, denoted by π
, and consequently, π ′ ∈ B n . Conversely, let τ ∈ B n be a permutation represented in the standard cycle form. Subtracting the number 1 from each letter of the permutation τ gives an arrangement of the letters 0, 1, . . . , n − 1. Removing the letter 0 from this arrangement, we obtain a permutation of length n − 1, denoted by µ. In similar fashion we can deduce that µ ∈ A n−1 . Hence, the map σ → {π, π ′ } is a desired one-to-two correspondence. This completes the proof.
For convenience, we introduce the characteristic function χ which is defined by
for any proposition P .
Theorem 2.2. The generating function g n satisfies the recurrence relation
where b n,j is the following polynomial in q:
Proof. When n = 2, it is routine to check the truth since g 1 = 1 and g 2 = 2. Suppose that n ≥ 3. Let 3 ≤ i ≤ n. Let π be a permutation of length n such that the permutation Flatten(π) starts with the letters 1ij. Let π ′ be the permutation obtained by removing the letter i from the permutation π, and subtracting each letter larger than i by the number 1. From this definition, we see that an occurrence of any pattern in the permutation Flatten(π) starting with the kth letter (k ≥ 3) is an occurrence of the same pattern in the permutation Flatten(π ′ ) starting with the (k − 1)th letter. Consequently, the difference between the numbers of occurrences of the pattern 13-2 in the permutations Flatten(π) and Flatten(π ′ ) is equal to the difference between the number of occurrences of the pattern 13-2 in Flatten(π) starting with the first 2 letters and the number of such occurrences in Flatten(π ′ ) starting with the first letter. For any permutation σ, let f k (σ) be the number of occurrences of the pattern 13-2 in the permutation Flatten(σ), where each occurrence starts from its kth letter. We will compute the 3 numbers
Since the occurrences of the pattern 13-2 in the permutation Flatten(π) starting with the first letter are the i − 2 subsequences 1i2, 1i3, . . ., and 1i(i − 1), we have f 1 (π) = i − 2. If j < i, then the second letter i of the permutation Flatten(π) does not starts any occurrence of the pattern 13-2, namely, f 2 (π) = 0. In this case, the occurrences of the pattern 13-2 in the permutation Flatten(π ′ ) starting with the first letter are the j − 2 subsequences 1j2, 1j3, . . ., and 1j(j − 1). Thus f 1 (π ′ ) = j − 2. Therefore, there are exactly
more occurrences of the pattern 13-2 in the permutation Flatten(π) than in the permutation Flatten(π ′ ). In terms of generating functions, we have
where j < i.
Otherwise j > i, then the occurrences of the pattern 13-2 in the permutation Flatten(π) starting with the second letter are the j−i−1 subsequences ij(i+1), ij(i+2), . . ., ij(j−1). Thus f 2 (π) = j−i−1. In this case, the occurrences of the pattern 13-2 in the permutation Flatten(π ′ ) starting with the first letter are the j − 3 subsequences
In other words, the permutations Flatten(π) and Flatten(π ′ ) have the same number of occurrences of the pattern 13-2, i.e.,
By summing (2.3) over j < i, and summing (2.4) over j > i, we obtain that
For the sake of cancelling the Sigma notation in the above expression, we compute the second-order difference transformation of the above formula, which gives that
This is a recurrence relation of the function g n (1k). With the aid of Lemma 2.1, by taking i = 3 and i = 4 in (2.5), we obtain that g n (13) = g n−1 − 2(1 − q)g n−2 for n ≥ 3, and
In order to state a "solution" of (2.6) with the initial condition (2.7), we define a sequence a k,j for any k ≥ 2 and for any integer j recursively, by a 2,j = χ(j = 1), a 3,j = j· χ(j ∈ {1, 2}), and
It follows that a k,j = 0 if j ≤ 0 or j ≥ k, and that a k,1 = 1. We claim that
In fact, by multiplying (2.8) by (q − 1) j g n−j and summing it over all integers j gives (2.6). It is also straightforward to verify that the initial values of g n (13) and g n (14) which are given by (2.9) coincide with (2.7). Since (2.6) and (2.7) determine the sequence g n (1k) uniquely, we conclude (2.9) immediately.
By Lemma 2.1 and (2.9), we can recast the generating function g n as
Since a k,1 = 1, we can reduce the above formula to
It is routine to calculate that (2.8) is equivalent to the generating function
It follows that
Extracting the coefficient of y j−1 z n−2 from the specification B(1, y, z), we obtain the desired expression (2.2) for the polynomials b n,j . This completes the proof.
Let H n = n k=1 1 k be the nth harmonic number. The next corollary is immediate from Theorem 2.2. Corollary 2.3. For any n ≥ 1, the average number of occurrences of the pattern 13-2 in Flatten(π) over permutations π of length n is given by
Proof. Differentiating both sides of (2.1), and setting q = 1, we obtain that
Note that the average number equals g ′ n (1)/n!. By solving the above recurrence, we obtain the desired formula.
Another immediate corollary is the number of 13-2-avoiding flattened permutations. Proof. See Appendix A.
3. Flattened permutations with r occurrences of the pattern 13-2
In this section, we focus on flattened permutations with a given number r of occurrences of the pattern 13-2. One may get a recurrence for the number of such permutations by extracting the coefficient of q r from (2.1). We will develop another approach which is more convenient to investigate. For any nonnegative integer r, let g n,r (a 1 a 2 · · · a k ) be the number of permutations π of length n such that the permutation Flatten(π) starts with the letters a 1 a 2 · · · a k and has exactly r occurrences of the pattern 13-2. For example, we have g 3,1 (12) = 0 and g 3,1 (13) = 2. Let g n,r = g n,r (1).
Then the number g n,r counts the permutations π of length n whose associated flattened permutation Flatten(π) has exactly r occurrences of the pattern 13-2.
The following lemma gives the minimum length of a flattened permutation which has r occurrences of the pattern 13-2. Proof. Let S a1a2···a k be the set of flattened permutations of length n, starting with the letters a 1 a 2 · · · a k , and having the maximum number of occurrences of the pattern 13-2 among the flattened permutations of length n. The desired result can be restated as S 1n2(n−1)3(n−2)··· = ∅. Let π = 1π 2 π 3 · · · π n be a flattened permutation. Suppose that π 2 < n. Let π ′ be the permutation obtained by exchanging the letters π 2 and π 2 + 1 in π. We claim that the permutation π ′ has at least the same number of occurrences of the pattern 13-2 as the permutation π. Let f (π, i) be the number of subsequences of the pattern 13-2 starting from the ith position. Let
. Then we have ∆ 1 = 1 since the subsequence 1(π 2 + 1)π 2 is an occurrence of the pattern 13-2 in the permutation π ′ . Next, we have
For all 3 ≤ i ≤ n, we have ∆ i = 0, since that a subsequence π i π j π k (3 ≤ i < j < k ≤ n) is an occurrence of the pattern 13-2 in the permutation π if and only if it is an occurrence of the pattern 13-2 in the permutation π ′ . Consequently, we have 1≤i≤n ∆ i ∈ {0, 1}, which implies the truth of the claim. Continuing adjusting the permutation π ′ in this way, we obtain that S 1n = ∅ eventually. Let σ = 1nσ 3 σ 4 · · · σ n ∈ S 1n . Assume that σ 3 = 2. Let σ ′ be the permutation obtained by exchanging the letters σ 3 and σ 3 − 1. In the same fashion, we deduce that the permutation σ ′ has at least the same number of occurrences of the pattern 13-2 as the permutation σ. Continuing the adjustment, we find that S 1n2 = ∅. Now, for the same reason as we derive that S 1n = ∅, we can show that S 1n2(n−1) = ∅. Next, for the same reason as we derive S 1n2 = ∅, we infer that S 1n2(n−1)3 = ∅. Continuing in this way, we prove that S 1n2(n−1)3(n−2)··· = ∅.
It is direct to compute that the number of occurrences of the pattern 13-2 in the permutation 1n2(n − 1)3(n − 2) · · · is (n − 2) + (n − 4) + (n − 6) + · · · = n(n − 2)/4, if n is even; (n − 1) 2 /4, if n is odd.
Since the permutation 1n2(n − 1)3(n − 2) · · · has the maximum number of occurrences of the pattern 13-2, we infer that the above number is larger than or equal to the number r. Solving this inequality out, we find that n ≥ 1 + 2 √ r. This completes the proof.
Define the generating functions
The goal of this section is to show the rationality of the function G r (x, v). Observe that a flattened permutation starting with the letters 1i has at least i − 2 occurrences of the pattern 13-2, that is, the subsequences 1i2, 1i3, . . ., and 1i(i − 1). It follows that g n,r (1i) = 0 if i ≥ r + 3.
Therefore, the generating functions defined by (3.1) can be written equivalently as
We remark that the index n is set to be at least r + 3 in (3.1) for the following reasons. On the one hand, restricting the lower bound of the index n to any constant does not affect the rational nature of the full generating function. On the other hand, the usual setting n ≥ 0 gives a recurrence more complicated than Lemma 3.3, which can be seen by adding the sum r+2 n=0 G n,r (v)x n to the function G r (x, v) in (3.7), and which makes the recurrence harder to dealt with.
Let X = {x 1 , x 2 , . . . , x k } be a set of indeterminates. For any integral domain R, we denote by R[X] (resp., R[[X]]) the ring of polynomials (resp., formal power series) in the indeterminates in the set X, with coefficients in the integral domain R. From (3.3) , we see that
, and that 
Proof. Note that the expression (2.2) of the polynomial b n,j can be recast as
From this point of view, we see that the coefficients of the polynomials b n,j are integers, namely, b n,j ∈ Z[q]. In particular, taking j = n − 1 in (2.2) gives that b n, n−1 = 2. Now we show that g n ∈ 2Z
[q] for all n ≥ 2, by induction. Since g 2 = 2, we can suppose that all the polynomials g 2 , g 3 , . . . , g n−1 are in the ring 2Z [q] . From the recurrence (2.1), we see that the polynomial g n is a linear combination of the polynomials g 1 , g 2 , . . . , g n−1 over the ring Z[q]. By the induction hypothesis, it suffices to show that the coefficient associated with the polynomial g 1 is in the ring 2Z [q] . In fact, this coefficient is b n, n−1 q n−2 = 2q n−2 ∈ 2Z[q].
Consequently, by (2.7), we infer that the polynomials g n (13) and g n (14) are in the ring 2Z [q] . Then, by the recurrence (2.6) of the polynomials g n (1k), we deduce that
for all k ≥ 5. From Lemma 2.1, we see that the above relation also holds for k = 2. In conclusion, the coefficient g n,r (1k) of q r in the polynomial g n (1k) is an even integer for all k ≥ 2. Hence, by (3.3) , we deduce that
For convenience, we let s = 1 − x and t = 1 − 2x. For r ≥ 1, define 3.2 and (3.4) , respectively, we have
The main goal of this section is to show that
We will do this by using a recurrence relation for the series P r (x, v). At first, we deduce a recurrence relation for the generating function G r (x, v).
Lemma 3.3. Let r ≥ 0. Then we have
where
Proof. Let r ≥ 0. Extracting the coefficient of q r from (2.5) gives that
For each summand in the above formula, multiplying it by v i−2 x n , and summing it over 3 ≤ i ≤ r + 2 and over n ≥ r + 3, we obtain that
Adding these equations up, we derive (3.7).
A recurrence relation of the series P r (x, v) can be read off from (3.7).
Lemma 3.4. Let r ≥ 1. Then the series P r (x, v) satisfies the following recurrence relation:
Proof. We use the kernel method. Taking v = s −1 in (3.7) , we obtain that
Substituting it back into (3.7) gives that
whereH r (x, v) is defined by (3.12). By taking r = 0, we can compute by bootstrapping that
Hence, by (3.13), we obtain that
Substituting it back into (3.13), we find that
By using (3.5), we can express the series G j (x, v) in terms of the series P j (x, v) for j ≥ 1. Substituting the resulting expression into the above equation, we obtain (3.9). † DAVID G.L. WANG
We need to show that T r (x, v) ∈ Z[x, v]. In fact, by using the summation formula
1−sv for geometric series, we can recast the series T r (x, v) as
This completes the proof.
For the sake of extracting the coefficient of powers of v from the functionH r (x, v), we give another expression forH r (x, v) in the following lemma.
Lemma 3.5. We havẽ
Proof. See Appendix B.
For any formal power series Proof. In view of (3.6), we can define the functions c r,i (x) for 0 ≤ i ≤ r by (3.17) . Then it suffices to show that the functions c r,i (x) satisfy all the desired properties. We proceed by induction on r.
Setting r = 1, we can compute by bootstrapping as follows:
Now, by taking r = 1 in (3.14), we infer that
Therefore, by (3.5), we obtain that P 1 (x, v) = 2 + (3 − 2x)tv. Comparing it with (3.17), we find that (3.18) c 1,0 (x) = 1 and c 1,1 (x) = 3 − 2x, which satisfy all the desired properties. Now, we can suppose that the functions c j,i (x) have all the desired properties, where 1 ≤ j ≤ r − 1 and 0 ≤ i ≤ j.
In order to show the desired properties of the functions c r,i (x), we recast the series P r (x, v) as U (x, v) + V (x, v), as follows. This decomposition will be the key to prove all the properties. Since
the functionP r (x, j) defined by (3.11) can be recast as
In view of (3.10), the factors in the above brackets can be expressed in terms of the polynomial
Substituting the above formula and (3.16) into (3.9), we obtain the aforementioned decomposition
Below we show the desired properties in steps. The induction hypotheses will be used when we deal with the function V (x, v).
Step 1. Let 1 ≤ ℓ ≤ r. We will show that c r,
We will consider the coefficients [v ℓ ]U (x, v) and [v ℓ ]V (x, v) individually. By Lemma 3.2, the integers g n,r (1k) are even. Thus, from (3.19), we see that
] by the induction hypothesis that c j,i (x) ∈ Z[x] for j ≤ r − 1. We will find out a ring containing the coefficients [v ℓ ]T h (x, v) for all 1 ≤ h ≤ r, and another ring containing the coefficient [v ℓ ]a h (x) for all 1 ≤ h ≤ r. By (3.15), we have
which implies that
By the induction hypothesis that c j,i (x) ∈ Z[x] for j ≤ r − 1, we deduce from (3.20) that
To wit, whenever h ≥ ℓ, the coefficient a h (x) contributes a series in the ring
Together with (3.23), we infer that
In view of (3.21) and (3.24), since ℓ + r − 2 ≥ ℓ − 1 and r + 1 > ℓ, we infer that
On the other hand, we have
By the definition (3.5) of the series P r (x, v), we infer that
Together with (3.25), we find that the coefficient [v ℓ ]P r (x, v) is in the following intersection of rings:
. In other words, we have c r,ℓ (x) ∈ Z[x].
Step 2. We show that c r,0 (x) ∈ Z[x]. We will adopt the trick of ring-intersection again. Note that 1 + t = 2s. Taking v = 0 in (3.19), we obtain that Step 3. We show that c r,0 (1/2) = 2 1−r for r ≥ 1. Note that t = 0 when x = 1/2. In fact, taking x = 1/2 in (3.26), we find that U (1/2, 0) = 0. Taking x = 1/2 in (3.27), we obtain that V (1/2, 0) = c r−1,0 (1/2). Therefore, we have 2c r,0 (1/2) = U (1/2, 0) + V (1/2, 0) = c r−1,0 (1/2). By iterating the above equation, we obtain that c r,0 (1/2) = 2 1−r c 1,0 (1/2). By (3.18), we have the initiation c 1,0 (x) = 1. Hence, we have c r,0 (1/2) = 2 1−r for all r ≥ 1.
Step 4. We show the upper bounds of the degrees deg x c r,i (x), namely, deg c r,0 (x) ≤ 3r − 1 and deg c r,ℓ (x) ≤ 3r − 2ℓ for 1 ≤ ℓ ≤ r. Let 0 ≤ i ≤ r. By (3.19), we infer that To show it, we compute the upper bound of the four summands in the bracket of (3.20), individually. From (3.22), we infer that deg
Together with deg x s = deg x t = 1, and by using the induction hypothesis, we can deduce that This proves the claim.
