We consider the properties of the regression of phenotype on marker-type in F2 and backcross populations. We show that this regression provides exactly the same information about the location and effect of QTL as conventional regression mapping. For certain QTL configurations this information is insufficient to map the QTL. Where the QTL can be mapped, the position and effect of QTL can be estimated directly from the coefficients of the regression of phenotype on marker-type. This requires much less computational effort than conventional regression mapping. Examples are given to illustrate the development of the theory.
Introduction
Much work has now been carried out on the theoretical aspects of mapping quantitative trait loci (QTL) . In particular, attention has focused recently on the problems of mapping multiple QTL: the problems that occur when multiple QTL are mapped one by one using standard interval mapping techniques (Lander & Botstein, 1988) have been documented by Haley & Knott (1992) and Martinez & Curnow (1992) , whereas both Jansen (1994a,b) and Zeng (1994) have developed methods where the estimates of a QTL's location and effect are improved by including a number of markers in the model as cofactors to absorb the effects of QTL other than the one under study. Jansen's method involves the maximization of a likelihood function by the EM algorithm; the other methods require that the residual sum of squares from a regression model be minimized by a numerical search procedure. Estimation of a QTL's location and effect in the regression models is based on the marker class means for the markers flanking the QTL, written in terms of the location and effect of the QTL; the maximum likelihood methods use these means together with information about the distribution of phenotypes within the marker classes. It has been shown by Haley & Knott (1992) 
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nearly all the useful information about the QTL is contained in the marker class means. The use of marker class means to locate QTL was first suggested by Mather & Jinks (1977) for a single pair of markers in a backcross population. Regression of phenotype on marker-type has been suggested as a tool for QTL mapping by several authors, notably Stam (1991) and Wright & Mowers (1994) . Wright & Mowers (1994) considered what we shall describe as isolated QTL; i.e. they assumed that marker intervals contain at most one QTL and that any interval containing a QTL is flanked by intervals which are devoid of QTL. With this model they developed an estimate for the additive effect of a QTL based on the regression coefficients of the markers flanking the QTL in the multiple regression of phenotype on marker-type. In F2 populations this estimate is asymptotically unbiased when there is complete interference and only slightly biased with no interference provided that the markers are close together.
In this paper we show that in F2 and backcross populations with QTL having additive effects the regression methods of Haley & Knott (1992) and inferences that can be made when two or more adjacent intervals both contain QTL. We shall assume Haldane's (1919) mapping function throughout.
Regression of phenotype on marker-type Consider an F2 population resulting from a cross between two inbred lines, each assumed homozygous for different alleles at all loci. We label the alleles at the ith QTL in the first line Q1, and the alleles at the jth marker locus M. The alleles in the second line are labeled qj and m1 in a corresponding fashion. For each individual in the F2 we have the phenotype y and the marker-type x = (x1, x2,..., Xm) where x, is 1 if the individual has M1M, at the ith marker locus, -1 if the individual has mm, at the i th marker locus, and 0 if the individual is heterozygous at the ith marker locus. The QTL genotype g = (g1, g2,..., ga), where g, labels the number of Qj alleles at the ith QTL locus as 1, 0, -1 for the Q,Q, homozygote, the Q1q, heterozygote and the qq, homozygote, respectively, is unknown, as is the genetic value z. We shall assume initially that the QTL combine additively between and within loci, so z = ag, where a, is the effect of the ith QTL.
Nonadditive QTL are discussed in the Dominance and epistasis section.
Expected values of marker-c/ass means
For an F2 population the expected genotype at a QTL, conditional on the genotype of the flanking markers, can be calculated as a function of rL and rR, the recombination fractions between the QTL and the left and right flanking markers, and 6, the recombination fraction between the two flanking markers. Regarding 9 as known and writing rR as a function of 0 and r we can write the expected genotype as E(g XLXR, rL), a function of the flanking marker-type XLXR and the QTL location r. For an interval containing a single additive QTL of effect a, the mean of the marker-class with marker-type at the left and right flanking markers x L and x R, respectively, is therefore aE(g IXLXR, rL). This is easily calculated for an F2 population (see for example table 1 in Haley & Knott (1992) ). Table 1 in our paper contains E(g IXLXR, rL) in a simplified form from that used there.
Regression mapping of QTL Suppose we wish to examine the evidence that a QTL exists in the interval between markers x, and x1. Regression mapping (Haley & Knott, 1992; Martinez & Curnow, 1992) uses the differences between means of flanking marker-classes to do this. We hypothesize a single QTL at a given position in the interval, say at recombination fraction TL from the left-hand flanking marker. Coding the number of alleles from the first line at this hypothetical locus as h=1, 0, -las above we can use Table ito (Jansen, 1994a,b; Zeng, 1994) ; i.e. if we fit the model
An alternative formulation
It is easily checked (Appendix A) that putting A=E(gJxL=1, XR=O, rL) and pE(gjxL=O, XR = 1, r) gives E(g IXLXR, rL) )XL+PXR for any XL andxR, so that eqn 1 and
are equivalent. Note that here three linear parameters replace the two linear (f3 and /3k) and one (1 -rL-rR)/(1 -9)
The Extending this to n QTL it follows that E(z Ix) = aE(g IxxRr1L) =
Defining the set of QTL flanked on the left by the jth marker as L(j) = {i:iL=j} and the set of QTL flanked on the right by the jth marker as R (j) = {i: i R = J } and writing pti ieL (j) iR(j) we obtain E(zjx)= We have shown that E (z I x), the function of x with maximal covariance with z, is linear in x. The coefficients of the linear regression of phenotype on marker-type are chosen so as to give the linear function of x with maximal covariance with phenotype and therefore with genetic value z. It follows that the coefficients /J, are coefficients of the linear regression of phenotype on marker-type. Also, all the information about the QTL that is present in the marker-group means is included in the regression coefficients. In the rest of this paper we shall examine the consequences of this result for QTL mapping.
Isolated QTL It is known (Stam, 1991) that if a marker interval contains a single QTL, with the intervals on either side of this interval devoid of QTL, i.e. the QTL is isolated, the regression coefficients of the markers flanking the interval containing the QTL depend only on the QTL within the interval. This property can also be deduced easily from the above, for if the ith QTL is isolated, and flanked by markers j and j+1, /3 = and /Jj+1 = p,,a1, so that the appropriate regression coefficients depend only on QTL i. Furthermore, we known from Table 1 that arR(l -rR)(1 -2rL) and 0(1-0)
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where 0, rL and rR are the recombination fractions between markersj andj+1, QTLi and markerj and QTL i and marker j+1, respectively. Using
Dividing /3 by /3 and rearranging shows that rL is a root of the quadratic
Knowing that rL E (0, 0.5), so that only one of the roots is a feasible solution, we see that
We have shown that given the regression coefficients of the two markers flanking an isolated QTL it is possible to locate that QTL without resort to iterative numerical procedures. Furthermore, a little manipulation gives
Example
We simulated a sample of 300 F2 individuals using a genome with a single QTL. Phenotypic variance was 1, with the QTL responsible for 10 per cent of the phenotypic variance, which implies a = 0.447, the recombination fraction between the QTL and the left-hand flanking marker was 0.08 and the intermarker recombination fraction was 0.1967. The graph of RSS produced by the conventional regression mapping approach for the interval containing the QTL is given in Fig. 1 
Backcross populations
Suppose that a backcross population is produced such that the possible marker-types are MM and Mm at each marker. Coding these by the contribution of the gamete from the heterozygous parent, so that MM is coded as 0.5 and Mm as -0.5, gives the marker-group means given in Table 2 . Note that g = 1 for QQ individuals and g = 0 for Qq individ-
as for an F2 population, we find that E(g IXLXR, rL) = 0.5 [1 +itvL+PXR]. Thus this method extends easily to backcross populations.
Nonisolated QTL
Suppose that QTL i is between the (j -1)th and jth markers and QTL i + 1 is between the jth and (j + 1)th markers, with no QTL between the (j -2)th and (j -1)th and (j +1)th and (j +2)th markers. Two methods of mapping these QTL using regression mapping have been suggested. The simplest is to treat each QTL as isolated in turn, i.e. use the means of the marker groups x1_1, x1 to map the first QTL by fitting the model E (Y) = /3 + /3 1E (h I x11x1, r(l_I)(14)) + f3kXk ke S and the means of the marker groups x1, x1÷1 to map the second QTL by fitting the model E(Y)130+131E(hIxjxj+j,r13)+> f3kXk, searching over a number of putative QTL positions (r is the recombination fraction between the ith QTL and thejth marker) to find the minimum value of the residual sum of squares in each case. That this method leads to biased estimates has now been recognized (Haley & Knott, 1992 , Martinez & Curnow, 1992 : in the language of the section on Isolated QTL this is because in mapping the first QTL we assume that the effect of the second QTL on marker j results from the first QTL. For example, it is shown in Appendix B that for two QTL of effect a located at the mid-points of intervals of recombination fraction 0.18, so that r,(1 _J) = = r(Il)J = = 0.1, we would estimate (in an infinite population) Ii(j_1) = 0.1283 and a 1.496a.
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ke S for a range of r_ and r. The minimum of the two-dimensional residual sum of squares surface produced by this process is then taken as an estimate of the location of the QTL. But we can see from eqn 3 that eqn 4 is equivalent to E(Y) = f30+fl11x1_1 +f3Xj +f3+1X1+1 + IJkXk, ke S so that all the information we can obtain about the location and effect of the QTL i and i +1 is contained in the regression coefficients /3j1, f, /3÷. This is clearly insufficient to map the two QTL: we cannot estimate the four parameters required from the three pieces of information available. Therefore, the residual sum of squares surface produced by eqn 4 cannot have a unique minimum.
Writing fl_1=A,, fl1=p1+)t+1 and fJj+i=Pi+i we see that any )i, +i, p,, Pi+i satisfying these equations should be a minimum of the residual sum of squares. It is reasonably easy to specify the set of solutions of these equations: we find that the set of solutions is a line satisfying eqn 6 in Appendix C. This is in contrast to the results reported in Martinez & Curnow (1992) , where a minimum in the RSS appeared to be found using a numerical search procedure. This suggested minimum was an artefact of searching over a limited grid of points: the grid of points for which the value of the RSS is calculated will usually be constructed in such a way that the only point on this line of minima that is included in Table 2 E(g IxLxR, rL) for a backcross population: r and r are the recombination fractions between the QTL and the left and right flanking markers, and 0 is the recombination fraction between the two flanking markers We now give a simple example to show how the methods discussed in this paper might be applied in practice. A single sample of 2000 F2 individuals was generated using the genome tabulated in Table 3 . This has three chromosomes of length 1 M, each with five evenly spaced markers. Markers are therefore 25 cM apart, which gives a recombination fraction between markers of 0.1967. We have numbered the chromosomes 1, 2 and 3, and the markers are numbered from 0 to 14. Additive QTL were located between markers 0 and 1, 3 and 4, 6 and 7, 12 and 13 and 13 and 14, so that we have three isolated QTL and a pair of nonisolated QTL. Heritability was set to 0.5 and all QTL effects were of equal 
The small change in RSS suggests that the omitted markers do not flank QTL. Omitting each of the markers 0, 1, 3, 4, 6, 7, 12, 13, 14 from this model in turn results in a considerable increase in RSS. The smallest increase is given by omitting marker 1 to give a RSS of 1249.8 with coefficients This difference in RSS is highly significant, so we can conclude that any subset of 0, 1, 3, 4, 6, 7, 12, 13, 14 fits the data signficantly less well than the model including all nine markers. Note also that for the model omitting marker 1, markers 0 and 3 have opposite sign. We pointed out in the section on Isolated QTL that the regression coefficients of markers flanking a single QTL must have the same sign, so this suggests that a marker flanking a QTL has been omitted from the model. We shall now use eqn 5 to map the QTL. QTL in the intervals (0,1), (3,4) and (6,7) are isolated, so from the section on Isolated QTL we can use their regression coefficients to map the QTL. We get as estimates for the recombination fraction between a QTL and its left-hand flanking marker, respectively, markers 0, 3 and 6, and the QTL effect. We know that QTL in intervals (12,13) and (13, 14) are not isolated and so we cannot estimate without bias their location and effect: the best we could do would be to obtain the line of locations consistent with these regression coefficients. Note that treating these intervals as isolated gives esimates for location and effect of (0.1022, 0.5965) and (0.1218, 0.6181) for intervals (12,13) and (13,14), respectively, so the bias caused by ignoring nonisolation is considerable.
In conventional regression mapping, to find positions for the five suggested QTL would have required a five-dimensional search using n5 different combinations with n positions for each marker. Our analysis shows that there are many equivalent models for the nonisolated QTL in intervals (12, 13) and (13, 14) and that we can map the other three QTL algebraically. This clarfies the identification of nonisolated QTL and reduces considerably the computational effort. The example is idealized: we have a small genome, a large population size and a high heritability, and this makes the analysis rather straightforward. The same method is applicable in more complicated cases, although deciding which markers to include in the model obviously becomes much more difficult, particularly if the population size is too small to allow simultaneous estimation of regression coefficients for all markers with reasonable accuracy. Selecting a 'best' subset of variables to include in a regression is a much studied statistical problem; see for example Miller (1990 This may, however, not be the most efficient method of mapping nonadditive QTL: we are essentially using information about the additive effect to estimate QTL location and then using this estimate of location to estimate dominance effects. Better estimates should be obtained in finite samples by using information about additive and dominance effects together, as in the usual regression mapping approach to mapping QTL with dominance.
Mapping nonisolated QTL with dominance
We have seen that in the absence of dominance or epistasis it is impossible to map nonisolated QTL. It might be expected that with dominance the situation becomes even worse, because we have another parameter to estimate for each QTL. Surprisingly, this is not so: in Appendix D we present a method of mapping two QTL in adjacent intervals when at least one of the QTL has nonzero dominance effect. It follows that the Martinez & Curnow (1992) three marker regression method will work for this situation. It is possible to map nonisolated QTL in the presence of dominance effects because the contributions to the means of the marker groups x_1, x1, x+1, for x_1 x1, x+1 = 1, 0, -1, arising from dominance result in those marker groups containing more information about the location of the QTL than is present in the absence of dominance, and this more than offsets the extra parameters that must be estimated. These dominance effects also mean that E (z I x) is now a nonlinear function of x.
We have seen that the regression coefficients f3
are unaffected by dominance effects so that it is only possible to restrict the position of two QTL in adjacent intervals to a line of possible solutions using the
regression coefficients. Thus it is impossible to add dominance effects to the regression model as we did for isolated QTL in the section on Estimation of dominance and epistasis for isolated QTL. The best we could do would be to fit the model
for values of p(g1=OIx1_ix), p(g+i=0x1x+i) values to find the r_1>, r(+l)l) minimizing the residual sum of squares. This is equivalent to the usual three marker regression method. A computionally simpler approach would be to fit the additive model to get estimates of I3ji, /3, I3+ and then calculate the RSS for models including dominance terms along the line of QTL locations compatible with these coefficiellts. This has the advantage that we search over one dimension instead of the two required by Martinez & Curnow, but as in the section on Estimation of dominance and epistasis for isolated QTL this two-stage process may not make full use of available information. The two approaches will be identical if and only if the minimum obtained by the two-dimensional search lies on the line obtained from the regression coefficients of the additive model, and this may not be true in finite populations.
Discussion
We have presented a method of mapping QTL based on the regression of phenotype on markertype. The method removes the need for a numerical search procedure as used in conventional regression mapping and allows unbiased estimates of all isolated QTL to be obtained from a single regression. We have assumed that no marker observations are missing, but it should be easy to deal with missing marker observations using the methods of Martinez & Curnow (1994) .
The expression of marker-group means as the sum of contributions from the right and left flanking markers is informative in stressing that the QTL we find are really covariances between a marker and phenotype. There is an infinite number of QTL configurations that would result in the same marker group means. The fact that we have only enough information to fit one QTL in the interval does not mean that only one QTL exists. In the absence of further information we should perhaps regard the estimated QTL positions as representing the 'centre of gravity' of loci within the interval that affect the trait. We have also seen that the marker group means do not provide sufficient information to map additive, nonisolated QTL. Maximum likelihood methods extract slightly more information from the data than do regression methods, but produce almost identical results for isolated QTL. We would expect that this additional information would be sufficient to allow estimates of effect and position for nonisolated QTL but that these estimates would be very imprecise. The situation is analogous with attempting to map a QTL using single marker methods: maximum likelihood can in theory estimate both position and effect, whereas regression cannot.
We have shown that it is impossible to locate so we cannot tell from the data that the QTL are isolated; the data could equally well come from a number of models, including one in which every interval contains a QTL. To know that a QTL is isolated we require that the marker to the left of the left-hand flanking marker has a regression coefficient which is either of opposite sign to that of the flanking marker or zero, and the marker to the right of the right-hand flanking marker has a regression coefficient which is either of opposite sign to that of the flanking marker or zero.
These problems may not be important in some applications. In particular, E(z I x), the expected genetic value conditional on marker-type, depends only on the regression coefficients /3, so that in F2 populations marker-assisted selection (MAS) can be performed using /3 with the same efficiency as if the QTL had been mapped. It should be stressed that this is only true for F2 populations: in subsequent generations the situation is more complicated, although it is easy to show that the result holds for infinite populations in the absence of selection. Also, computer simulations to compare MAS based on regression of phenotype on marker-type with a method more akin to regression mapping showed little difference between the two methods over a 20 generation time span (Whittaker et a!., 1995 [/32+131(1-20)] where 13=2, 132=P1+22 and 133=p2. Suppose that the QTL are of equal effect, a, and that r11 = r12 r22 = r23 = 0.1, which implies that 0 = 0.18.
Using the usual formulae for 2, p,, we get = = 22 = P2 = 0.49878a and substitution into the above gives = 0.1283. Thus P12 = 0.0696 and a = 1.496a. Note that the bias is considerable, despite the fact that marker 3 has been fitted as a cof actor.
Appendix C: mapping nonisolated additive
QTL
We find the minima of the RSS surface supposing that two adjacent intervals both contain QTL, as in the section on Nonisolated QTL. We shall suppose for simplicity that the markers are equally spaced, with 0 the intermarker recombination fraction and r the recombination fraction between the actual QTL i and marker j. Then we showed in the same section that any 2, 2i+1, p,, Pi+i satisfying /3 = 2,, = Pi+2i+i and 13+ = Pi+i should give a minimum of the residual sum of squares surface. Rewriting these equations in terms of recombination fractions and QTL effects we see that any hypothetical pair of QTL with effects a,, a1 and position described by r,(1_l), r(f+l) satisfying
is consistent with /3J_1, f3, /3j+l. Eliminating Tq in the first term on the right-hand side gives
and, calculating the second term by symmetry we get Appendix A: linearity of E(g k'LXR, TL) As in the section on Expected values of marker-class means, let 2 = E (g Jx L = 1, X R = 0, rL) and p =E(gJxL = O,XR = 1, rL). From Table 1 this is
so we see immediately that E(gxL= -1, XR=O, rL) = -2 and E(gXL = O,XR = 1, rL) = -p. Also,
so thatE(gIxL,xR, rL)=AxL+pxR as required.
Appendix B: bias when nonindependence of
QTL is ignored
Suppose that markers 1 and 2 flank QTL 1 and markers 2 and 3 flank QTL 2, with no QTL to the left of marker 1 or right of marker 3. Then treating QTL 1 and 2 as isolated and supposing the recombination fraction between markers 1 and 2 to be 0 we would estimate r11, the recombination fraction
Writing x = r0_I)(1 -r_I)),y r+l)q+i)(l -r(+l)(j+i)) and simplifying shows that x, y satisfy
Thus, given the regression coefficients /3j-J /3, /3j÷, the set of possible locations of the two QTL is the d=d2p(g2=0lx2=i, x3=j) and p(g1=01x1=i, x2 =1) has been tabulated in Table 4 . Note the following relations: where the right-hand side is known; hence we can estimate d1, and therefore d1. Similarly, the eqn d1+d1 =m011+132+133 allows d01 to be estimated. From Table 4 d11 We stress that this is not the optimal method of mapping nonisolated QTL, because it ignores some of the available information. It is presented to show that the means of the marker classes provide sufficient information to map nonisolated QTL with dominance, and that therefore the usual three marker regression method (Haley & Knott, 1992;  
