In this work, we present different representations of Khuri-Treiman equation, the advantage and disadvantage of each representations are discussed. Using a toy model for scattering amplitude, we study the sensitivity of solution of KT equation to the left hand cut of this toy model and to the different approximate methods. At last, we briefly discuss Watson's theorem when three particles in final states are involved.
I. INTRODUCTION
Low energy hadronic reactions play an important role in constraining parameters of effective theories of QCD. Furthermore precision in determination of the underlying reaction amplitudes is needed when searching for physics beyond the Standard Model. There are model independent restrictions that at low energies help determining hadronic amplitudes. These include, for example, chiral symmetry, partial wave and effective range expansions and unitarity. These constraints, together with the requirement that reaction amplitudes respect crossing relations and are analytical functions of the kinematical variables are often used to formulate dispersion relations for the amplitudes. A particular implementation leads to the so-called Khuri-Treiman (KT) equations [1] [2] [3] [4] [5] [6] [7] . These equations were originally written for amplitudes involving four external particles, i.e amplitudes describing 2 → 2 scattering or 1 → 3 decays. Specifically, the KT equations impose two-body unitarity on a truncated set of partial waves in the three channels of a four-point amplitude. In practical applications, for example to analysis of η → 3π decay, the KT approach helped reduce the discrepancy between the measured decay width and the NLO chiral perturbation theory prediction [8] [9] [10] [11] [12] [13] . With the availability of high precision data on production and decays of light-hadrons there has recently been a renewed interest in applications of the KT framework. In this paper, we discuss various methods for obtaining solutions of the KT equations. In particular we compare the standard approach based on the Muskhelishvili-Omnés representation with the Pasquier inversion technique. To illustrate the advantages and disadvantages of the various representations for expressing the solutions, we consider a simple model of scalar particles interacting in the S-wave. Of course different methods for solving the equations must yield the same answer and we show that this indeed is the case. Differences, however, appear when approximations * Electronic address: pguo@jlab.org are involved, which is often the case in practical applications to data analysis. For example, approximations are often needed when dealing with the left hand cuts in elastic amplitudes. These points are discussed in detail in Section II. In Section III we give a brief discussion of the role of the Watson's final state interaction theorem. Summary and conclusion are presented in Section IV.
II. THE KHURI-TREIMAN MODEL

A. Definition
The reaction amplitude describing interactions of four scalar particles i = 1 · · · 4 is given by a single complex function, A(s, t, u), of the three Mandelstam variables satisfying s + t + u = M 2 + 3m 2 . In the following i = 2, 3, 4 labels identical particles with mass m and i = 1 refers to a particle with mass M . We are specifically interested in the decay of particle 1 i.e. the case M > 3m. The amplitude A(s, t, u) describes four distinct processes. These are (with the bar denoting an antiparticle) the s-channel scattering, 1 + 2 → 3 + 4, the t-channel scattering 1 +3 →2 + 4, the u-channel scattering, 1 +4 → 3 +2 and the particle 1 decay channel, 1 →2 + 3 + 4. In terms of particle momenta the three Mandelstam variables are
In the s-channel, the partial wave expansion, defines the s-channel partial waves, A l (s), with z s = cos θ s being the cosine of the s-channel center of mass scattering angle,
The triangle function λ is given by λ(a, b, c) = a 2 + b 2 + c 2 − 2ab − 2bc − 2ac. Similar partial wave expansions can be written in the t-and the u-channel with the center of mass scattering angles given by
respectively. A truncated partial wave series defines an amplitude which is a regular function of the scattering angle and its only singularities are with respect to the channel energy variable, i.e. the s-channel partial wave expansion has singularities in s but not in z s or equivalently t or u. Since A(s, t, u) has singularities in all three variables, it implies that partial wave series in any channel diverges outside the physical region of that channel e.g. the s-channel partial wave expansion diverges outside the s > (M + m) 2 > 4m 2 and |z s | < 1. In other words, partial wave expansion in a specific channel needs to be analytically continued outside the physical region where the series is defined to obtain the physical amplitude representing reactions in the other channels. In the Khuri-Treiman model singularities of A(s, t, u) in all three variables are recovered by approximating the amplitude as the sum of partial wave series in the three channels simultaneously, with each sum truncated at some finite value, l = L,
The truncation on the number of partial waves alleviates the problem of double counting, since the removed, high partial waves in one channel are being replaced by the low partial waves in the crossed channels. In Eq. 4, a l 's denote the partial wave amplitudes of the KT model and should be distinguished from the A l 's in Eq. (1) . The relation between the two is obtained by projecting Eq. (4) on to the s-channel partial waves,
Each of the three terms on the right hand side of Eq.(4) has singularities in one variable only i.e. s, t and u, respectively. These singularities are assumed to originate from unitarity, i.e. partial waves are taken to be real below the elastics threshold, Ima l (s) = 0, for s < 4m 2 . So that even though a l (s) has only the right hand, unitary cut, A l (s) also has the left hand cut due to the exchange terms. Truncation of the partial wave series leads to an incorrect asymptotic behavior of A(s, t, u) at large values of the Mandelstam variables and the KT model is intrinsically limited to low-energies. For simplicity, in the following analysis we truncate the partial waves to include S-waves only i.e. set L = 0 and denote a(s) ≡ a 0 (s). At low energies, below the first inelastic threshold, unitarity is saturated by two-particle intermediate states. In the s-channel physical region, it leads to a relation between the real and the imaginary part of the partial wave amplitude
Here ρ(s) = 1 − 4m 2 /s is the two body phase space factor and f (s) is the S-wave scattering amplitude describing two-body interactions between pairs of the particles 1, 2 and 3. The first term on the right hand side of Eq.(6) corresponds to the contribution from the direct, s-channel, 1 + 2 → 3 + 4, to the s-channel, S-wave projection of the unitarity relation. It is illustrated in the diagram in Fig. 1(a) . One half of the second term, illustrated in Fig. 1(b) gives the contribution from the exchange t-channel, 1 +3 →2 + 4 term and it is obtained by projecting the t-channel two-particle intermediate state expressed through the t-channel partial wave series (i.e. the second term on r.h.s of Eq.(4) truncated to include S-waves only) onto the s-channel S-wave. The factor of 2 in front of the integral takes into account the contribution for the u-channel (last term on the r.h.s in Eq.(4)). The s-channel partial wave projection of the cross channel partial wave series is obtained by integrating the t-channel amplitude over z s , which, using Eq. (2) is expressed as an integral over t at fixed s. The integration limits,
correspond to z s = ±1. In the s-channel scattering region, K(s) is real and the integration in Eq.(6) extends over a finite segment of the negative t axis. Since a(t) is real below the elastic threshold the integral is real and the scattering amplitude satisfies the Watson theorem [14] , i.e. arg.a(s) = arg.f (s). Moreover for s > (M + m) 2 unitary relation can be analytically continued below and above the real s-axis and it determines the discontinuity on analytical function a(s) across the real axis cut for
For s real and below the s-channel physical region, s < (M + m) 2 analytical continuation of the unitarily relation in Eq.(8) follows the path shown in Fig. 2 . In particular when s is decreased towards s → (M − m) 2 i.e. it approaches the physical boundary of the decay region 1 →2 + 3 + 4, as expected, the integration path followed by dt approaches the positive real axis. Even though, however, at s = (M − m) 2 , t + (s) = t − (s) the integration path remains finite as it runs below the unitary cut, from point c on Fig. 2 though point d to point g above the tchannel unitarity cut of a(t). This was the key observation made in [2] where it was also shown to be consistent with perturbation theory. As discussed above it is also consistent with the requirement that a(s) in the decay region is obtained by an analytical continuation from the scattering region. This is the case because the integration path shown in Fig. 2 avoids any singularities as s is decreased from the scattering, s > (M + m)
2 to the domain of the decay region 4m 2 < s < (M − m) 2 . In summary, the KT model is a low-energy approximation to the amplitude A(s, t, u) in which the exchange forces are approximated by a finite number of partial waves. Together with crossing symmetry and unitarity these assumptions lead to a self-consistent equation for the amplitude,
with input to this equation provided by the two-body scattering amplitude, f (s).
B. Methods for solving Eq.(9)
If the exchange term in Eq. (8) is ignored, the resulting discontinuity relation for a(s) is of the MuskhelishviliOmnés type [15, 16] and can be solved using the standard N/D method [17, 18] . Elastic unitarity determines the discontinuity of the S-wave two-body scattering amplitude,
The algebraic solution of Eq. (10) is 2 to ∞. The zigzag line represents the location of singularities (right hand cut) of a(t). The points labeled a through i correspond to specific values of s,
linearizes Eq. (10) and yields an analytical parametrization for f (s), with
By convention we normalized D(s) so that D(0) = 1.
The function 1/D(s) is referred to as the MuskhelishviliOmnés (MO) function [15, 16] . Consistency with Eqs. (10) (11) requires that N (s) is a regular function above elastic threshold. From Eq. (12) it follows that the asymptotic behavior of D(s) for |s| → ∞ is given by s δ(∞)/π . Writing a(s) = G(s)/D(s) and ignoring the contribution to ∆a(s) from the exchange channels, one finds ∆G(s) = 0, i.e. G(s) is an analytical function in the entire complex plane. Thus if Eq. (9) is considered as an integral equation for the KT amplitude, in general, the solution is not unique since it is parametrized by the class of entire functions G(s). The only restriction on G(s) is that it is bounded by s δ(∞)/π so that the integral in Eq. (9) converges. However, since in the KT model the high energy behavior is not constrained Eq. (9) can be subtracted arbitrary number of times, in which case there is no restriction on the large-s behavior of G(s). It is therefore more appropriate to regard the dispersion relation, like the one in Eq. (9) as a constraint on the amplitude rather than as a dynamical equation for the amplitude.
Keeping the exchange terms, with ∆a(s) given by the full expression of Eq. (8) and with the parametrization
the discontinuity of the function G(s) is given by the exchange terms [19, 20] ,
and
The main advantage of using Eq. (13) is that the integral in Eq. (15) depends on the two-body amplitude f (s) in the physical region, i.e. on the real axis above the elastic threshold where f (s) is entirely determined by the phase shift. The disadvantage is that computations involve a double integral, one in Eq. (14) to obtain the discontinuity, ∆G(s) and the other in Eq. (15) . An alternative representation for a(s) is obtained by writing it in terms of f (s) instead of the denominator,
If the left hand cut in f (s) is ignored, i.e. N (s) as approximated by an entire function then the discontinuity of g(s) becomes proportional to that of G(s) since, comparing Eq. (13) and Eq. (16) 
In general, however, g(s) must absorb the cuts of N (s) so that the latter are absent in a(s), which by construction has only the unitary cut. One therefore finds,
where
Here s L marks the beginning of the left hand cut branch point of f (s). At first sight, it seems that representation given by Eq. (16) is less useful compared to that of Eq. (13) since the former requires knowledge of the left hand cut contribution to the two-body scattering amplitude. In practical applications, however, the left hand cut is often weak and it is often ignored. In this case using Eq. (16) sidesteps computation of the MO function. Nevertheless, it still requires an analytical representation for the Swave two-body scattering amplitude f (s) in the complex plane, which appears under the integral for ∆g R (s) in Eq. (18) . In both cases, either using Eq. (13) 
where B(t), which is proportional to the unknown function G(t) or g(t), has a cut on the real axis for t > 4m 2 . The integral over s runs over the real axis and the t integral runs over the complex contour Γ shown in Fig. 2 . As shown in [6, 21] 
The integral over C is now independent of the function B(t) and for specific A(s ) the s integration can be done analytically or numerically resulting in a kernel function K A (s, t), giving
Using this method computation of G(s) or g(s) reduces to a single integral equation which can be solved either by iterations or by matrix inversion. The Pasquier inversion seems to favor the representation of Eq.(16) over that given in Eq. (13) . This is because the dispersion relation for g R (s), with B(t) = g(t)f (t) and A(s ) = 2ρ(s )/K(s ) results in a 'universal' kernel, K g i.e. one that does not depend on the input two-body amplitude,
and the functions ∆ g and Σ g are given by Eqs.(A7) and (A8) respectively. The integral equation for the function g(s) is then given by,
On the other hand, the function A(s ) entering the dispersive representation for G(s),
and the functions ∆ G and Σ G , given by Eqs.(A4) and (A5), depend on the input two-body amplitude. In this case the kennel K G (s, t) is model dependent and in general has to be computed numerically.
C. Model analysis
In the previous section we discussed two common parametrizations of the KT partial wave amplitudes. These parametrizations are distinguished by how the elastic cut is implemented; either through the MO function, as in Eq. (13), or using the full two body scattering amplitude, as in Eq. (16) . It is also possible to compute a(s) directly from Eq. (8) and (9), i.e. without factoring out the elastic scattering amplitude contribution to the KT amplitude.
Given input two body amplitude, f (s) and boundary conditions (cf. see discussion in Sec. II B) the solution is obtained by numerically solving an integral equation. The method based on the Pasquier inversion is potentially best suited for analysis of large data sets, since it reduces the problem to a one-dimensional integral equations that can be solved by matrix inversion. Furthermore for this method the representation of Eq.(16) is most natural since the kernel functions are universal in this case. However, the input involves the two-body amplitude outside the physical region. The amplitude in the physical region contributes only to the second integral on the r.h.s of Eq. (25) in the interval between 4m 2 and (M − m) 2 . The solution based on Eq.(26) also depends on the extrapolation outside the physical region. The integral over t involves the MO function below threshold and the kernel function K G (s, t) depends on the twobody amplitude evaluated along the complex contour C (cf. Eqs.(A4) and (A5)). Since the extrapolation of the two-body amplitude is largely-model dependent it is of interest to study sensitivity of the various representations discussed above to models of the left-hand cut that determines the input amplitude f (s) outside the physical region.
In this section we use a simple analytical model for f (s) to analyze this sensitivity. The model amplitude we use is dominated by a single resonance and incorporates the left hand cut in an analytical form. Specifically we choose, f (s) to be given by, 
I R (s) is responsible for the right hand cut and guarantees unitarity. The contribution from the left hand cut is modeled after a Born-term exchange contribution to the inverse amplitude with a threshold at 4m 2 in the crossed channel, which results in the left hand cut in the direct channel partial waves starting at s L = 0
For large-s, f (s) = O(1/s) and the phase shift resulting from this model , δ = tan −1 (Imf /Ref ) approaches π. For a particular choice of parameters, α = 0.1, β = 0.2, m R = 0.8 GeV, and m = 0.14 GeV and M = 1.14 GeV, the phase shift, and the functions N (s) and D −1 (s) are shown in Fig. 3 .
We numerically solve Eqs. (9), (25) and (26) . The boundary condition on the solution is imposed by demanding a(0) = f (0) which we obtain by subtracting the dispersion relations at s = 0. As expected, regardless of representation, the three methods give the same result as illustrated in Fig. 4 .
We study the sensitivity to the left hand cut by first analyzing its effect on the exact solution. We do this by varying the parameter β in Eq. (28) , which controls its strength, i.e. β = 0 results in an amplitude f (s) without The phase of a(s) (lower pane), φ(s) = tan −1 (Ima(s)/Rea(s)), the color scheme is same as in upper panel.
left hand singularities. This dependence is illustrated in Fig. 5 . Even though the left-hand cut contribution has some effect on g(s) = a(s)/f (s) in physical decay region, which is as large as about 15% the phase of a(s) is barely affected by left-hand cut of f (s) (only about 1% change), as seen in lower plot in Fig. 5 .
In general, the left-hand singularities of scattering amplitudes and the scattering amplitudes in unphysical region are little known and largely model dependent. Therefore the approximations are usually adopted in solving dispersion relations. In the following we show how the solutions from different representation of the KT equations change depending on left-hand cut approxima- tions. Since the KT amplitude can be represented in terms of either D(s) or f (s) we expect there to be a difference in the KT amplitude a(s) depending on how the left-hand cut is approximating in the two representations. In the extreme case, which we study here, in solving the dispersion relation for G(s) or g(s) we restrict the integrals to be as much as possible determined by the physical region of the two-body amplitude. That 
FIG. 7:
The comparison of real part (solid) and imaginary part (dashed curves ) of ∆a(s) (black) given by Eq. (8), and ρ(s)f * (s)a(s) (red). a(s) is the solution of Eq. (9) with
is, instead of Eq. (25) we first use
which ignores ∆g L and in second study we further limit the range of integration to only include the physical region,
As far as studying sensitivity of the representation in terms of D(s) to the unphysical region in the two-body amplitude in Eq. (26) we restrict the integration range to the physical region as well,
The results are shown in Fig. 6 . The overall shape of the solutions seems to be quite insensitive to the lefthand cut, also see the phase of solutions in lower plot in Fig. 6 . The normalization can vary by as much as 10−25%, however, this can be reduced by changing overall normalization. This is an important result as shows that unitarity in the physical region, where it can be constrained by the data, plays a key role in determining the solutions of the KT equations.
III. WATSON'S THEOREM IN A THREE-BODY FINAL STATE
Amplitudes involving two particles in the final states satisfy Watson's theorem, which states that the phase of (23) sub-channel, this diagram may be associated to the function
the corresponding partial wave amplitude in the elastic region coincides with the elastic phase shift [14] . This is a straightforward consequence of unitarity. The phase relation does not hold, however, even in the inelastic region, when more than two particles are produced and there are interactions among all produced particles [22] [23] [24] [25] . As a simple illustration, one can consider three particle production in a two-body collision: a + b → c + d + e. Partial waves in the cd two-particle subsystem are labeled by the total spin, J and helicity Λ. They depend on the total center of mass energy squared, s cd of the cd subsystem, momentum transfer t be between particles b and e and total invariant mass squared, s ab . In the physical limit, of positive, and say large-s ab and small-s cd , i.e. in the cd elastic region, Watson theorem would relate the phase of the cd partial wave amplitude with spin J to that of the phase shift of the spin-J, cd elastic scattering amplitude. However, since s ab is also in the physical region, phase of the amplitude also depends on contributions from discontinuities in the ab channel, i.e. all intermediate processes a + b → X → c + d + e, which couple at a given value of s ab . In particular, in the limit of large-s ab this phase can be determined from Regge-theory [26] . The nonequivalence between imaginary part of the amplitude and its discontinuity was observed early on when unitary relations for multiparticle amplitudes were investigated, for example in [27, 28] .
There is significant interest in using dispersion relations to extract two-particle phase-shifts from amplitude analysis of three-particle final states, e.g. produced in pion or photon diffraction or in heavy flavor decays [29] [30] [31] [32] [33] [34] [35] .
In general anomalous thresholds, due to rescattering between resonance decay products and spectators modify the discontinuity relation that follows from two-body unitarity and as a consequence lead to violation of Watson's theorem. We can use the specific model described in the previous section study to investigate the size of these effects. Using the solution from Eq.(9) with β = 0.2, in Fig. 7 , we compare ∆a(s) given by Eq.(8) and ρ(s)f * (s)a(s). As can be clearly seen, ∆a(s) does have an imaginary part. It arises from the t and u-channel exchanges, i.e. rescattering between a pion emerging from a decay of a t or u channel resonance an the spectator. Since, arg. a(s) = arg. f (s), the term ρ(s)f * (s)a(s) does have a non-zero imaginary part as well, however, it is much weaker compared to the contribution from rescat-tering correction.
We also plot the phase of a(s) compared to the phase of f (s) in Fig. 8 . The phase difference of a(s) and f (s) is given by the phase of g(s) = a(s)/f (s). Near the resonance, the phase difference between a(s) and f (s) is minor, however, we observe that a(s) acquires a non-zero phase below the physical threshold 4m 2 and that there is a cusp near the elastic threshold.
The non-vanishing phase of a(s) can be understood by examining the asymptotic behavior of the reduced amplitude g(s). Even in the case when only the right-hand cut of f (s) is included, as s → −∞, we obtain,
. (34) In general, f (s) is a complex function, thus, the phase of g(s) cannot be zero below 4m 2 as is seen in Fig. 8 . The cusp at threshold originates from the triangle (anomalous) singularity [36] [37] [38] [39] [40] and it is caused by the reduced amplitude g(s), which can be seen in both Fig. 4 and 
g pole (s) may be identified with the re-scattering contribution from a perturbative analysis of the triangle diagram as shown in Fig. 9 . In perturbation theory, we approximate g pole (t) = 1 under the integral on the righthand side of Eq.(35) and this leads to the triangle diagram of Fig. 9(b) . When m R > 4m 2 the contour integration Γ(t) will sweep through the real axis and pick up an absorptive part resulting in imaginary part of g pole (s) below threshold s < 4m 2 generating a cusp near threshold. In Fig. 10 , we show the solution of Eq.(35), g pole (s) and compare it to the first rescattering correction (a triangle diagram).
IV. SUMMARY
We analyzed different representations of the KhuriTreiman equation. We solved those equations numerically using an analytic model for the two-body scattering amplitude. As expected, the solutions from different representation of the Khuri-Treiman equation are identical, which allows one to chose one that is most efficient for data analysis. We found that the single integral representations of KT equation are more robust for numerical evaluation and probably more suitable for large scale data analysis. We also studied sensitivity of the various representations to the left hand cut and implications of 
, and (i)s+(−∞) = ∞, respectively. various approximations to the left hand cut on the behavior of the solutions in the decay region. We found that although the overall shape of solutions can be affected by either left hand cut or different approximate methods as large as up to 15%, the phase of solutions is barely affected. In the end, we discussed the Watson's theorem when the interaction among three particles in final state is involved. We concluded that the phase of solution of KT equation do not coincide with the elastic phase shift of scattering amplitude.
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the contour Γ followed by t integration is defined in Fig.2 m) 2 , i.e. K(s)/ρ(s) = U (s − i0). As described in [6, 21] , when the order of the s and t integrals is reversed, Eq.(A1) becomes,
The contours C and Γ avoid the singularities in the integrand, see Fig. 11 . Whether s Γ (t) is s + (t) or s − (t) depends on whether t is above or below the cut in tplane respectively, and s ± (t) are given by the solution of φ(s ± , t) = 0, where φ(s, t) = stu − m 2 (M 2 − m 2 ) 2 and s + t + u = M 2 + 3m 2 . Splitting the s integration path, 
The kernel functions ∆ G and Σ G are defined by,
and Eq.(A1) finally becomes
In general, kernel functions ∆ G and Σ G have to be evaluated numerically by contour integration in the complex plane. In particular for the case N (s) = 1, the corresponding kernels, which we denote as ∆ g and Σ g can be expressed in terms of elementary functions For real s and t the physical values of ∆ g and Σ g correspond to the limit s + i0 and t + i0.
