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Abstract
Let w = w(x1; :::; xd) denote a group word in d variables, that is, an element of the free
group of rank d. For a nite group G we may dene a word map that sends a d-tuple,
(g1; :::; gd) of elements of G, to its w-value, w(g1; :::; gd), by substituting variables and
evaluating the word in G by performing all relevant group operations. In this thesis
we study a number of problems to do with the behaviour of word maps over various
classes of groups. The rst problem we look at concerns the distribution of word values
in nilpotent groups. We obtain a lower bound for the probability that a random d-tuple
of elements from any nilpotent group of class 2 evaluates at the identity for any xed
word in d variables answering a special case of a question of Alon Amit [1]. Another
problem we look at deals with the question of which possible subsets of a group can be
obtained as the image of a word map. This was rst studied by Kassabov & Nikolov
[15] and later by Lubotzky [22] who gave a complete description in the case of simple
groups. We obtain a partial classication for the almost simple groups and quasisimple
groups and completely describe what happens in the case of symmetric groups. Finally,
we study twisted commutator maps over the alternating groups, special linear groups
and special unitary groups. Twisted commutators are similar to commutators but are
twisted by group automorphisms. These have been studied by Nikolov & Segal in [29]
where they obtain bounds on the width of twisted commutator words over the nite
quasisimple groups. Our goal is to improve these bounds. Throughout this thesis we
will also look at variations of the above problems as well as related questions.
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Chapter 1
Introduction
A group word, w 2 Fn, in n variables (where here and throughout Fn denotes the free
group of rank n) is an expression of the form
w(x1; :::; xn) =
kY
j=1
x
"j
ij
where each ij 2 [1; n] = f1; 2; :::; ng and "j 2 f1g. The length of w is k and n is the
number of variables. For any group G we can dene the word map
w : G(n)  ! G;
g = (g1; :::; gn) 7 ! w(g) =
kY
j=1
g
"j
ij
where we evaluate the word on n-tuples from G by performing all necessary group
operations. We will often refer to the word map induced by the word w simply as the
map w. We denote the verbal image of w over G by w(G):
w(G) = fw(g) : g 2 G(n)g;
this is the set of word values (or w-values) of w over G. The symmetrised set of word
values is denoted by Gw:
Gw = fw(g)1 : g 2 G(n)g:
9
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For any subset S of G and m 2 N we write
Sm = fs1s2:::sm : si 2 Sg
and denote by hSi the subgroup of G generated by S. We denote by whGi the verbal
subgroup
whGi = hGwi
and we will say that w has nite width m in G if there exists m 2 N such that
whGi = Gmw :
Note that `width m' implies `width l' for every l  m, so we dene the width of w to be
the least such m. We say that w has innite width in G if it does not have nite width.
A group G is said to be verbally elliptic if every word has nite width in G. In a nite
group G it is easy to see that every word has width trivially bounded by the order of G.
Given a word w and a group G there are many questions one can ask about the corre-
sponding word map w. For example:
 What is the image of w? i.e. What is w(G)?
 What are the sizes of the bres of w(G)?
 What is whGi?
 If w has nite width in G, what is the width?
In this thesis we will aim to answer some of these questions in various forms and the
groups we consider will always be nite. It is often desirable to investigate how other
algebraic properties, as well as niteness, inuence properties of word maps and the
answers to the above questions. We often x a suitable innite family of nite groups
sharing similar algebraic properties and study the asymptotic behaviour of word maps,
looking for uniform properties which hold over all groups from this family. In Chapter
3 we study the distribution of word values. We answer a special case of a conjecture of
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Alon Amit, see [1], about the size of the bre of the identity of any word map over any
nilpotent group. For any word w in d variables and a nite group G denote by P (G;w)
the probability that a random d-tuple of elements from G evaluates at the identity. We
obtain the following result:
Theorem 1. Let G be a nite group of nilpotency class 2. For any group word w we
have P (G;w)  1=jGj.
Amit conjectures that the nilpotency class 2 condition in the above theorem can be
removed. As far as the author is aware this is still an open problem.
Whereas Amit's conjecture asks if for every word w and every nilpotent group G we have
P (G;w)  1=jGj, in the nal section of Chapter 3 we look at a related question: Let C
be an innite family of nite groups, for which words w do we have P (G;w)  1=jGj for
every G 2 C ? We will use character theory to show that for any word of the form
wh;g(z1; :::; zh; x1; y1; :::; xg; yg) = z
2
1 :::z
2
h[x1; y1][x2; y2]:::[xg; yg]
where h, g 2 N we have:
Theorem 2. If h is even then P (G;wh;g)  1=jGj for any group G. If h is odd then
P (H;wh;g)  1=jHj for any group H with the property that every real valued irreducible
character is aorded by a real representation.
There are many examples of groups with the property that every real valued irreducible
character is aorded by a real representation. For example symmetric groups, alternating
groups and general linear groups.
In Chapter 4 our attention turns to images of word maps. In [15] Kassabov & Nikolov
show that for any alternating group of degree n  5 with n 6= 6 there exists a word map
with image consisting precisely of the identity and the conjugacy class of (3)-cycles. In
[22] Lubotzky generalised this result to give a complete description of the images of word
maps for simple groups. He showed that for any non-abelian nite simple group any
automorphism invariant subset containing the identity can be obtained as the image of
a word map in two variables. We will show that Lubotzky's arguments can be extended
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to give a partial classication of the images of word maps for almost simple groups and
quasisimple groups. We also obtain a complete classication of the verbal images for
symmetric groups. Our main results are:
Theorem 3. Let G be an almost simple group with simple socle S and suppose that G E
Aut(S). Let A be an Aut(G)-invariant subset of S containing the identity. Then there
exists a word w 2 F2 such that w(G) = A.
It remains to describe the situation when A  S or when G is not necessarily normal in
Aut(S). However, for symmetric groups we have the following where here and through-
out Sn will denote the symmetric group of degree n whilst An denotes the alternating
group of degree n:
Theorem 4. Let n  5. The verbal images of Sn are either:
i) an Aut(Sn)-invariant subset of An containing the identity; or
ii) any Aut(Sn)-invariant subset of Sn which contains C, where C is the set of all
2-elements of Sn including the identity.
For our next result we introduce property (): A group G has property () if the number
of Aut(G)-orbits on generating pairs modulo the centre is greater than or equal to the
number of automorphism classes.
Theorem 5. Let S be a universal quasisimple group and let A be an automorphism
invariant subset of S containing the identity. If S has property () then there exists a
word w 2 F2 such that w(S) = A.
It remains to describe the situation where S doesn't have property () or when S is
not universal. As an example of the sort of groups that have property () we have the
following corollary:
Corollary 1. There exists an absolute constant C with the following property: Let S
be a universal quasisimple group. If jSj  C then S has property (). Hence, if A is
an automorphism invariant subset of S containing the identity and jSj  C then there
exists a word w 2 F2 such that w(S) = A.
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In fact, in the above corollary if S is a universal cover of an alternating group then we
can take C = 1.
Unfortunately, these results do not give us a way of constructing explicit examples of
words with a desired image. This is in contrast to the results of Kassabov & Nikolov
who do construct such words and we will see some further examples later in Chapter
4. In the nal section of Chapter 4 we will further explore the topic of images of word
maps in dierent group settings.
In Chapter 5 we study the width of twisted commutators. Fix a group S and automor-
phisms  and  of S. The twisted commutator, T;(x; y), of elements x, y 2 S is
dened by:
T;(x; y) = x
 1y 1xy:
We also write T;(S; S) = fT;(x; y)1 : x; y 2 Sg. For twoD-tuples of automorphisms
 = (1; :::; D),  = (1; :::; D) 2 Aut(S)(D) we write
T;(x;y) =
DY
i=1
Ti;i(xi; yi)
where x = (x1; :::; xD), y = (y1; :::; yD) 2 S(D) and T;(S; S) for
QD
i=1 Ti;i(S; S):
Twisted commutators are examples of generalised words. A generalised word function
of length k in n variables on a group G is a map
 : G(n)  ! G;
g 7 ! (g) =
kY
j=1
g
"jj
ij
where ij 2 [1; n], "j 2 f1g and the j are xed elements of Aut(G) for each j. As
with ordinary words we write (G) = f(g) : g 2 G(n)g, G = f(g)1 : g 2 G(n)g,
hGi = hGi and we say that  has width m in G if hGi = Gm .
To understand the importance of generalised words we must rst look at derived words
and understand what it means for a subgroup to be marginal. For what follows and
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even more see [31]. For a, g 2 G(n) we set
w0g(a) = w(a:g)w(g)
 1;
where a:g = (a1g1; :::; angn), called a derived word. For a subgroup H and subset Y of
G write
w0Y hHi = hw0y(a) : a 2 H(n); y 2 Y (n)i:
It is easy to prove:
Lemma 1.1 (see [31]). If H CG = HY for some subset Y of G then
w0Y hHi = w0GhHiCG:
If, in the lemma, Y happens to be a subgroup of G then whGi = w0Y hHiwhY i. We now
dene the marginal subgroup for w in G to be
whGi = fa 2 G : w(a(i):g) = w(g) for every g 2 G(n); i = 1; :::; ng
where a(i) = (1; :::; a; :::; 1) with a in the i-th place. In fact whGi is characteristic in G.
A subgroup H of G is marginal for w if H  whGi. It is clear that if H is a normal
subgroup of a group G and w is a word then H=w0GhHi is marginal for w in G=w0GhHi.
So why do we study generalised words? Suppose that N CG are groups, w =
Qk
j=1 x
"j
ij
is a word and we want to show that w has nite width in G. For each g 2 G(n) we can
dene the following generalised word function, g, on N : g(n) = w
0
g(n) =
Qk
j=1 n
"jj
ij
,
where each j is a certain inner automorphism of G depending only on w and g. It is
clear that Ng  G2w . Recall that
w0GhNi = hw0g(n) : g 2 G(n); n 2 N (n)i:
Suppose that we could nd nitely many gi such that
w0GhNi = hw0gi(n) : i = 1; :::; t; n 2 N (n)i
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(this would happen if, for example, jG : N j <1). Then w0GhNi = hNi where
 = w0g1  :::  w0gt ;
a generalised word. Here, if we have two (generalised) words w and v both in n variables,
w  v is the concatenation of w and v, a (generalised) word in 2n variables. Thus, if
it is known that N has nite width on generalised words, we would have, for some m,
w0GhNi = hNi = Nm  (G2tw )m  G2tmw . We can then reduce to the case where
N is marginal for w in G by considering the quotient G=w0GhNi. So to prove that a
word w has nite width in a group G one possible approach is to use this method of
considering certain normal subgroups and the `induced' generalised word. For instance,
if there exists a group H such that H is verbally elliptic and G = NH with N , G and
w as above then it follows that G is verbally elliptic.
It is not hard to see that a twisted commutator is the derived word of a commutator (see
Lemma 4.6 in [28]). In [29] Nikolov & Segal establish various results about products of
commutators in d-generator nite groups. In particular, they show that there exists a
constant D 2 N such that if S is any nite quasisimple group then for any two D-tuples
of automorphisms ,  2 Aut(S)(D) we have T;(S; S) = S. Our goal is to improve
the bound on the constant D. The next result, which is proved in [25], motivates our
study of twisted commutators:
Theorem 1.2 (Nikolov [25]). Let C be a family of nite non-abelian simple groups and
D a constant such that
QD
i=1 Ti;i(S; S) = S for all S 2 C and i, i 2 Aut(S). Let G
be a nite group all of whose composition factors are in C . Then every element of G is
a product of D commutators.
We establish the following result in the case of alternating groups:
Theorem 6. Let An denote the alternating group of degree n  5. For any ,  2
Aut(An) we have An = T;(An,An).
We also obtain the following analogous results for special linear groups:
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Theorem 7. Let n  2, q = pr  4 where p is a prime and write S = SL(n; q). Let
D  31 and x automorphisms 1, 1,..., D, D of S. Then
QD
i=1 Ti;i(S; S) = S.
Corollary 2. Let n  2, q = pr  4 where p is a prime and let S denote SL(n; q). For
any ,  2 Aut(S) we have T;(S; S)12 = S.
In cases of higher rank we obtain the following slightly sharper bounds:
Corollary 3. Let n  8, q = pr  4 where p is a prime and write S = SL(n; q). Let
D  12 and x automorphisms 1, 1,..., D, D of S. Then
QD
i=1 Ti;i(S; S) = S.
Corollary 4. Let n  5, q = pr  4 where p is a prime and let S denote SL(n; q). For
any ,  2 Aut(S) we have T;(S; S)8 = S.
We also obtain similar results for projective special linear groups, special unitary groups
and projective special unitary groups.
Chapter 2
Preliminaries
2.1 Some Character Theory
In this section we will discuss some of the results that will be needed in Chapter 3.
For a nite group G we will denote by IrrC(G) (or just Irr(G)) the set of complex irre-
ducible characters of G and we will write h; i for the usual inner product of characters.
If  2 Irr(G) and  is a character of G we say that  is a constituent of  if h; i > 0.
We will also denote by  the complex-conjugate of a character  of G.
Let H be a subgroup of G. If  2 Irr(G) we write H for the character obtained by
restricting  to H. If H is a normal subgroup of G then for a class function  on H we
can dene for every g 2 G the class function g on H given by g(h) = (g 1hg) for
h 2 H. We say that  and g are G-conjugate. We may also dene the inertia group,
IG() = fg 2 G : g = g, and we say that  is G-invariant if IG() = G.
If  2 Irr(H) we write G for the induced character given by
G(g) =
1
jHj
X
h2G
0(h 1gh)
where 0 is dened by 0(h) = (h) if h 2 H and 0(y) = 0 if y 62 H. See [13] for more
details and basic character theory.
17
Chapter 2. Preliminaries 18
We begin with the following theorem from Cliord Theory:
Theorem 2.1. Let N E G and suppose that jG : N j = p, a prime. Suppose that  2
Irr(N) and that  2 Irr(G) such that  is an irreducible constituent of N . Then either:
i) N =  is irreducible and G-invariant; or
ii) N =
Pp
i=1 i, where the i are the distinct G-conjugates of , are irreducible and
satisfy Gi = .
The next lemma is well-known:
Lemma 2.2. Let G be a nite group, C1, C2 (not necessarily distinct) conjugacy classes
of G and g 2 G. The number of solutions to the equation xy = g with x 2 C1 and y 2 C2
is
jC1jjC2j
jGj
X

(C1)(C2)(g
 1)
(1)
where the sum is over the irreducible characters of G.
The next proposition is a standard result:
Proposition 2.3. For a group G we have the following orthogonality relations for ,
1, 2 2 Irr(G):
1
jGj
X
g2G
(g)(g 1) = 1;
1
jGj
X
g2G
1(g)2((ag)
 1) =
1(a
 1)h1; 2i
1(1)
:
Proof. See Curtis and Reiner [6] formulas 31.16 and 31.18.
Let g 2 G and n 2 N greater than zero. Dene the following:
In(g) = jfh 2 G : hn = ggj:
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Note that the function In is a class function on G, that is, it is invariant on conjugacy
classes, and thus we may write In as a sum of irreducible characters:
In =
X
2Irr(G)
n() (2.1)
where each n() is a uniquely determined complex number. The function 2() on
Irr(G) is called the Frobenius-Schur indicator and we will also denote this by i(G).
The Frobenius-Schur indicator has the following property:
Theorem 2.4 (Frobenius-Schur). Let  2 Irr(G). Then
i) i(G) = 1,  1 or 0;
ii) i(G) = 1 if and only if  is real valued and aorded by a real representation;
iii) i(G) =  1 if and only if  is real valued and is not aorded by a real representa-
tion.
For more about the Frobenius-Schur Indicator we refer the reader to Chapter 4 of [13].
2.1.1 The Schur Index
If  2 Irr(G) then we may ask: For which elds F  C is  aorded by an F-
representation? If a character  is not aorded by an F-representation it would be
useful to measure the extent to which  fails to be aorded by a representation over F
and we make the following denitions:
Denition 2.5. A eld K is a splitting eld for a group G if every irreducible K-
representation of G is absolutely irreducible.
Denition 2.6. Let F  K, where K is any splitting eld for G. Let  2 IrrK(G).
Choose an irreducible K-representation X which aords  and an irreducible F-representation
N such that X is a constituent of NK (where NK means we consider N as a K-representation).
Then the multiplicity of X as a constituent of NK is the Schur Index of  over F and is
denoted by mF().
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That this is well dened is presented in Chapter 10 of [13]. There is an obvious connection
between the Frobenius-Schur Indicator and the Schur Index over R. We summarise this
in the next proposition:
Proposition 2.7. Let G be a nite group and  2 Irr(G). Then mR()  2 and
moreover
i(G) =
8>>>>>><>>>>>>:
1 if  =  and mR() = 1;
 1 if  =  and mR() = 2;
0 if  6= :
The next result provides us with bounds on the Schur Index between a group and its
subgroups:
Proposition 2.8. Let H  G,  2 Irr(H) and  2 Irr(G). Suppose F  C:
i) If H =  then mF()jmF() and mF()  jG : HjmF().
ii) If G =  then mF()jmF() and mF()  jG : HjmF().
Proof. See Chapter 10 of [13].
We have the following:
Proposition 2.9. Let H be a normal subgroup of G of index p where p is a prime
and suppose that every irreducible character of G can be aorded by a real representa-
tion. Then every irreducible character of H that is real valued can be aorded by a real
representation.
Proof. Let  be an irreducible character of H that is real valued. If  = N for some
irreducible character  of G then the result follows since  can be aorded by a real rep-
resentation by assumption. If  is not the restriction to N of some irreducible character
of G then by Theorem 2.1 we have G =  for some irreducible character  of G. By
the previous proposition we have that mR() divides 1 since mR() = 1 by assumption.
The result follows.
Chapter 2. Preliminaries 21
2.2 Special Linear Groups of Degree 2 and the Trace Poly-
nomial
Let q = pn where p is any prime and n  1. Then SL(2; q) has order q(q   1)(q + 1)
and exponent  = 1dp(q
2   1) where d = (2; q   1), the highest common factor of 2 and
q 1. The elements of SL(2; q) can be classied according to their Jordan forms. For any
matrix A, its characteristic polynomial is of the form x2   tx+ 1 where t =tr(A) is the
trace or sum of eigenvaules. This can have 1, 2 or none distinct roots (or eigenvalues)
in Fq and in each case, for A 6= I2, the elements are called unipotent, semisimple split
and semisimple non-split respectively. The conjugacy classes of semisimple elements are
uniquely determined by their trace. Note that this is not true in general without knowing
the order of an element since for example an element of trace 2 may be the identity or a
unipotent element. The table below lists the dierent classes of elements and gives some
information about them. It shows that there is a deep connection between elements in
SL(2; q), in terms of their order and trace, and their conjugacy class.
Type Eigenvalues Order No. conjugacy classes Size
id 1 1 1 1
-id  1 d 1 1
unipotent 1 p d q
2 1
d
unipotent  1 dp d q2 1d
semisimple r, rq where r 2 Fq2 divides q   1 q d+12 q(q + 1)
(non-split) and r1+q = 1
semisimple r, 1=r where divides q + 1 q d 12 q(q   1)
(split) r 2 Fqnf0;1g
The number of distinct conjugacy classes consisting of elements of order m where m
divides q  1 is (m)=2 where  is Euler's phi function. To see this, note that there are
(m) elements of order m in a cyclic group of order q  1. We divide by two because
a semisimple matrix of a given order is determined, up to conjugacy, by its pair of
eigenvalues and in particular such matrices are conjugate to their inverse, indeed they
have equal trace. Also note that the product of the eigenvalues of a semisimple matrix
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is 1. The number of automorphism classes consisting of elements of order m is (m)=2k
where k is the smallest integer such that pk  1 mod m. This is the order of the eld
automorphism induced by x 7! xp on the matrix entries modulo inversion.
The following result is a classical theorem of Fricke & Klein.
Theorem 2.10 (Fricke & Klein). Let F2 = hx; yi denote the free group of rank two and
S = SL(2; q). Then for every element w 2 F2 there is a unique polynomial Pw(s; t; u) 2
Z[s; t; u] such that tr(w(A;B)) = Pw(tr(A);tr(B);tr(AB)) for all A, B 2 S.
We will call the polynomial Pw in the above theorem the trace polynomial of w and
will sometimes write tr(w). This theorem provides us with a powerful tool for studying
the images of word maps for special linear groups of degree 2; we can instead study the
image of the corresponding trace polynomial. We will make use of this connection in
Chapters 4 and 5.
The following identities for traces of 2  2 matrices A and B of determinant 1 will be
used throughout without mention and can be used to nd the trace polynomial of any
word in two variables:
tr(A) = tr(A 1);
tr(AB) = tr(BA);
tr(AB) + tr(AB 1) = tr(A)tr(B):
Using the above identities it is easy to prove the following lemmas:
Lemma 2.11. For matrices x, y 2 SL(2; q) we have
tr([x; y]) = s2 + t2 + u2   ust  2
where tr(x) = s, tr(y) = t and tr(xy) = u.
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Proof. Write [x; y] = x 1y 1xy then
tr([x; y]) = tr(x 1(y 1xy)) = s2   tr((x 1y 1)(x 1y))
= s2   tr((yx) 1)tr(x 1y) + tr(y 2)
= s2   tr(yx)tr(x 1y) + t2   2
= s2 + t2 + u2   ust  2:
Lemma 2.12. For matrices x, y 2 SL(2; q) we have
tr([[x; y]; x]) = v2 + 2s2   us2   2
where tr(x) = s and tr([x; y]) = v.
Proof. This follows from the above noting that tr([x; y]x) = tr(x 1y 1xyx) = tr(x).
We also have the following:
Lemma 2.13. Let v denote a group word and let w = [[v; x]; x], another group word.
For v, x 2 SL(2; q) we have tr(w) = t2+ s2(2  t)  2 where tr(x) = s and tr([v; x]) = t.
In particular, if tr(x) = 1 we have that tr(w) = t2   t.
Proof. First note that tr([v; x]x) = -tr([v; x]x 1)+tr([v; x])tr(x) = s(t   1). It then
follows that tr(w) = t2 + s2 + s2(t  1)2   ts2(t  1)  2 = t2 + s2(2  t)  2.
The following classical theorem can be found in [17] (Theorem 6.3), we will need it in
Chapter 4.
Theorem 2.14. (Hilbert's Additive Theorem 90) Let k be a eld and K=k a cyclic
extension of degree n with Galois group G. Let  be a generator for G. Let  2 K. The
trace TrKk () = 0 if and only if there exists an element  2 K such that  =   .
Here, TrKk () =
P
i 
i where the sum is over all the Galois conjugates of .
Chapter 2. Preliminaries 24
2.3 Finite Simple Groups
One of the great success stories of nite group theory has been the Classication of
Finite Simple Groups (CFSG). This deep fact is not only interesting in and of itself but
has been a vital tool in the proofs of a number of results in group theory, indeed some
of the results we obtain in this thesis are dependent on the classication. Here we will
give a brief overview of the classication and in Section 2.3.2 we will discuss in more
detail the nite groups of Lie type. In the next section we will also state some important
consequences of the classication that we will need in later chapters. For more details
see, for example, [33] or [5].
The CFSG says that every nite simple group is isomorphic to one from the following
list:
1. The cyclic groups of prime order;
2. The alternating groups An of degrees n  5;
3. The nite simple groups of Lie Type;
4. The 26 sporadic simple groups.
The cyclic groups of prime order are abelian whereas the remaining groups in the list
are non-abelian. More details about the groups of Lie type will be given below. We will
not discuss in any detail the 26 sporadic groups, we need only know of their existence
and in particular the non-existence of innitely many more sporadics.
2.3.1 Almost Simple Groups and Quasisimple Groups
A group G is said to be almost simple if there exists a non-abelian nite simple group S
such that S  G  Aut(S). The group S is the socle of G and is the unique characteristic
minimal normal subgroup of G.
Since the automorphism group of a nite group is always nite the almost simple groups
can be completely classied in terms of the non-abelian nite simple groups.
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The following is a well-known corollary of the CFSG, also known as the Schreier Con-
jecture:
Theorem 2.15. The group of outer automorphisms of any non-abelian nite simple
group is solvable of derived length at most 3.
This result will be used in Chapter 4 where we will also need the following result due to
Guralnick & Kantor [10]:
Theorem 2.16 (Guralnick & Kantor [10]). Any non-trivial element of a nite almost
simple group G belongs to a pair of elements that generate at least the socle of G.
Both of these results depend on the CFSG.
A group G is said to be quasisimple if it is perfect, i.e. G0 = G, and the quotient group
G=Z(G), where Z(G) denotes the centre of G, is isomorphic to a non-abelian nite simple
group. The quasisimple groups are precisely the perfect central extensions of the non-
abelian nite simple groups. The following account of quasisimple groups can be found
in [9].
Denition 2.17. Let K be a nite quasisimple group. A covering of K is a nite
quasisimple group L together with a surjective homomorphism L! K. The covering is
universal if and only if for every covering M ! K with M quasisimple there is a unique
covering L!M such that the following diagram commutes:
L M
K
.........................................
.
.......................................
...
............................................. .
..
If L ! K is a (universal) covering, we refer to L as the (universal) covering group of
K. Furthermore, the kernel Z of the covering is a normal subgroup of L with L=Z = K.
Since L is quasisimple, Z(L) is the unique maximal proper normal subgroup of L, so
Z  Z(L).
The next theorem is due to Schur:
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Theorem 2.18 (Schur). The following hold:
i) Every quasisimple group K possesses a universal covering;
ii) Let K1 and K2 be quasisimple groups and K1 ! K2 a covering of K2. Let L1 ! K1
and L2 ! K2 be universal coverings of K1 and K2 respectively. Then there exists
a unique isomorphism L1 ! L2 such that the following diagram commutes:
K1
L1 L2
K2.........................................
.
.......................................
...
.........................................
.
.......................................
...
This theorem has some important consequences which will be used in Chapter 4:
Corollary 2.19. If K is quasisimple, then any two universal covering groups of K are
isomorphic. More precisely, if L1 ! K and L2 ! K are two universal coverings, then
there is a unique isomorphism L1 ! L2 such that the following diagram commutes:
L1 L2
K
.........................................
.
.......................................
...
............................................ .
..
Corollary 2.20. If  : L! K is a universal covering of the quasisimple group K with
kernel Z, then the following conditions hold:
i) Any automorphism  of K lifts via  to a unique automorphism  of L, and 
stabilises Z;
ii) The natural map NAut(L)(Z)! Aut(K) is an isomorphism;
iii) If K is simple, then the natural map Aut(L)! Aut(K) is an isomorphism;
iv) The image of Aut(K) under the natural injection Aut(K) ! Aut(K=Z(K)) con-
sists of those automorphisms which when lifted to L x the kernel of the universal
covering L! K.
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If K is simple and L a universal covering of K then the previous corollary says that
Aut(K) acts on L and in particular on Z(L). The next corollary classies quasisimple
groups up to isomorphism.
Corollary 2.21. If K is a simple group and L a universal covering group of K, then
the following conditions hold:
i) Any quasisimple group X with X=Z(X) = K is isomorphic to L=Z for some
subgroup Z  Z(L);
ii) If Z1 and Z2 are subgroups of Z(L), then L=Z1 = L=Z2 if and only if Z1 and Z2
are Aut(L)-conjugate;
iii) The correspondance Z 7! L=Z induces a one-to-one correspondence between the
set of Aut(L)-orbits on the set of subgroups of Z(L) and the set of isomorphism
classes of quasisimple groups whose central factor group is isomorphic to K.
2.3.2 The Groups of Lie Type
A full discussion of these groups is not required for the purpose of this thesis but we will
make a few general remarks about the theory of the groups of Lie type. The purpose of
this section is to state as quickly as possible the results we will need in later chapters,
particularly Chapter 5, so as a result much of the core theory will be omitted. See [9]
for what follows and more.
Fix a prime r and the algebraic closure F = Fr of the nite eld of r elements.
Denition 2.22. The Zariski topology on GL(n; F) is the topology dened by the condi-
tion that the closed sets be the solution sets of nite systems of polynomial equations in
the matrix entries and the function d : A 7! (det(A)) 1 for A 2 GL(n; F). An F-linear
algebraic group (or F-algebraic group or just algebraic group) is a closed subgroup K of
GL(n; F) for some n. The Zariski topology on K is the topology inherited from that of
GL(n; F).
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If K is an algebraic group, the ane algebra F[ K] is the F-algebra of functions K ! F
under pointwise operations, generated by the matrix entries and the function d. The
elements of F[ K] are called the polynomial functions on K.
A morphism  : K ! H, or morphism of algebraic groups, is a group homomorphism
 such that for every polynomial function f on H, the composite f   is a polynomial
function on K.
Remark 2.23. There is a category whose objects are the algebraic groups and whose
arrows are the morphisms of algebraic groups. In the case of possible confusion between
this category and the ordinary category of groups, we shall call the objects in the latter
category `abstract' groups.
A morphism is called an endomorphism, isomorphism or automorphism respectively
if the underlying abstract group homomorphism is an endomorphism, isomorphism or
automorphism respectively. For an algebraic group K we use the term endomorphism
to mean an endomorphism of K as an algebraic group. However, the terms isomorphism
and automorphism will have to be interpreted whenever they are used as these words
can either refer to the category of algebraic groups or of (abstract) groups.
Denition 2.24. The multiplicative group Km is dened as Km = GL(1; F). A torus
is an algebraic group isomorphic (as an algebraic group) to the direct product of nitely
many copies of Km. (The number of such copies is an invariant). A subtorus of an
algebraic group K is a closed subgroup of K which is a torus. A maximal torus of K is
a subtorus of K not contained in any other subtorus of K.
Denition 2.25. Let K be an algebraic group. A mapping  : K ! K is rational
if and only if for every polynomial function f 2 F[ K], the composite f   again lies
in F[ K]. In this case the mapping  : F[ K] ! F[ K] is the F-algebra homomorphism
dened by (f) = f  . Let K be an algebraic group and g 2 K. The mapping g :
K ! K given by right translation (g(x) = xg) by g is rational and is called semisimple
(resp. unipotent) if and only if the F-linear transformation g of F[ K] is semisimple
(resp. locally unipotent). This means that F[ K] is the sum of nite-dimensional g-
invariant subspaces on each of which the restriction of g is diagonalisable (resp. g  1
is nilpotent).
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Denition 2.26. We say that an algebraic group K is unipotent if every element g 2 K
is unipotent.
Lemma 2.27. Let K be a solvable connected (in the Zariski topology) algebraic group.
The set of unipotent elements U of K form a closed, connected and unipotent subgroup
of K.
Denition 2.28. The subgroup U in the above lemma is called the unipotent radical of
K.
Denition 2.29. Let K be an algebraic group. The radical R( K) of K is the largest
normal subgroup of K which is closed, connected and solvable. The unipotent radical
Ru( K) of K is the unipotent radical of R( K).
Let K be a connected algebraic group. Then K is reductive if and only if Ru( K) = 1; K
is semisimple if and only if R( K) = 1; and K is simple if and only if [ K; K] 6= 1 and
the only proper closed normal subgroups N C K satisfy dim( N) = 0 (if and only if N is
nite).
A discussion of the classication of the groups of Lie type, no matter how brief, would
be incomplete without introducing root systems:
By E(n) we mean an n-dimensional Euclidean space, that is, R(n) equipped with a
positive denite symmetric bilinear form, which we write as (; ). For any ,  2 E(n)
with  6= 0 we set h; i = 2(; )=(; ) and dene the mapping
r : E(n) ! E(n);
 7!    h; i:
Then r is the orthogonal reection in the hyperplane 
?, and in particular preserves
the form (; ).
Denition 2.30. A root system is a nite set  of non-zero elements (called roots) in
some Euclidean space E(n) such that r()   for all  2 . The root system  is
reduced if and only if for each  2  and c 2 R, c 2  implies c = 1. Furthermore,
 is crystallographic if and only if h; i is an integer for all ,  2 .
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It turns out that there is a complete classication of the reduced crystallographic root
systems. For such a root system  one can associate to it a special type of graph called
a `Dynkin diagram'. A discussion of Dynkin diagrams is not required but we will note
that these, and thus reduced crystallographic root systems, can and have been classied.
Moreover, suppose that K is a reductive algebraic group, then we can associate to it
a `unique' root system that is reduced and crystallographic. In view of all this, for a
given reductive algebraic group K we can then refer to the root system of K. The next
theorem tells us that there is a partial converse.
Denition 2.31. An isogeny is a surjective morphism K ! H of algebraic groups with
nite kernel.
Theorem 2.32 (Chevalley). Let  be a reduced crystallographic root system. Then
there exist semisimple algebraic groups Ku = Ku() and Ka = Ka(), unique up to
isomorphism of algebraic groups, with the following properties:  is the root system of
both Ku and Ka, and for any semisimple algebraic group K with root system isomorphic
to , there exist isogenies Ku ! K ! Ka. Moreover, there are only nitely many
such Ks up to isomorphism of algebraic groups. We also have that Z( Ku) is nite and
Z( Ka) = 1.
Denition 2.33. If Ku, Ka and K are as above then Ku and Ka are called the universal
and adjoint versions of K, respectively. If K = Ku, we say that K is universal or simply
connected. If K = Ka, we say that K is adjoint.
Thus the classication of reduced crystallographic root systems via Dynkin diagrams
gives us a classication of the semisimple algebraic groups.
Denition 2.34. We dene the Lie rank of a reductive algebraic group K to be the
dimension of the Euclidean space R spanned by the associated root system .
We will now see how we obtain the nite groups of Lie type from these algebraic groups.
For this it is necessary to introduce Steinberg endomorphisms:
Denition 2.35. Let K be an algebraic group. Then a Steinberg endomorphism of K
is a surjective endomorphism  of K whose xed point subgroup K is nite.
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The following theorem will be needed in Chapter 5:
Theorem 2.36 (Lang). Let  be a Steinberg endomorphism of K. If K is connected,
then the mapping g 7! gg 1 from K to itself is surjective.
For simple groups, Steinberg endomorphisms have an alternative characterisation in
terms of the Frobenius automorphism t 7! tr of F.
Denition 2.37. Let q be a power of r. For each x 2 GL(n; F) let x(q) be the matrix
obtained by raising each entry of x to the q-th power, and let [q] denote the corresponding
map that sends x to x(q). A Steinberg endomorphism  of an algebraic group K is called
a Frobenius endomorphism if and only if there is a power  = m of , a power q of
r, and an algebraic group identication of K with a closed subgroup of GL(n; F) for
some n such that  = [q]j K . More specically, we may say then that  is a Frobenius
endomorphism of level q1=m.
Theorem 2.38. Let K be an algebraic group. If  is a Frobenius endomorphism of K,
then it is a Steinberg endomorphism of K. Conversely, if  is a Steinberg endomorphism
and K is simple, then  is a Frobenius endomorphism.
We obtain the nite groups of Lie type from the simple simply connected algebraic
groups as xed points of Steinberg endomorphisms. We can summarise all this in the
following way:
Theorem 2.39. Let S denote a nite quasisimple group of Lie type dened over a eld
of characteristic p and further assume that S is simply connected. Then there exists
a simple simply connected (or universal) algebraic group L of Lie type dened over Fp
such that
S = L  L(Fqk)
where q is a power of p. That is, S is the group of -xed points of a Steinberg endomor-
phism  acting on L. Moreover, k 2 f1; 2; 3g and k is the smallest power of  which is
a power of the Frobenius endomorphism [p] of L.
Remark 2.40. The (nite) groups S of Lie type arising in the above theorem are:
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1. The untwisted groups: An(q), Bn(q) (n  2), Cn(q) (n  2), Dn(q) (n  3), E6(q),
E7(q), E8(q), F4(q) and G2(q);
2. The (twisted) Steinberg Groups: 2An(q) (n  2), 2Dn(q) (n  3), 2E6(q) and
3D4(q);
3. Suzuki-Ree Groups: 2B2(2
2n+1), 2F4(2
2n+1) and 2G2(3
2n+1).
The k in the above theorem corresponds to the superscripts and is omitted when k = 1.
The Lie rank of an untwisted group is denoted in the subscript and is the same as the
Lie rank coming from the ambient algebraic group. The untwisted rank of a (nite)
Steinberg or Suzuki-Ree group is also denoted in the subscript. It is simply the Lie rank
of the ambient algebraic group. The size of the eld of denition is given by qk. So
a nite group kXn(q), where X 2 fA;B;C;D;E; F;Gg, has untwisted rank n and is
dened over Fqk .
The Classical groups refer to the groups of types: An, Bn, Cn, Dn,
2An and
2Dn. We
can make the following identications:
1. An(q) = SL(n+ 1; q);
2. Bn(q) = Spin(2n+ 1; q);
3. Cn(q) = Sp(n; q);
4. Dn(q) = Spin
+(2n; q);
5. 2An(q) = SU(n+ 1; q);
6. 2Dn(q) = Spin
 (2n; q).
Some of the ambient algebraic groups posses non-trivial (graph) automorphisms of order
k (as in the above theorem). These give rise to the Steinberg and Suzuki-Ree groups.
We will now breiy discuss automorphisms.
Theorem 2.41. Every automorphism of S where S is a nite group of Lie type is a
product idfg such that:
Chapter 2. Preliminaries 33
i) i 2 Inn(S), i.e. an inner automorphism of S;
ii) d is a `diagonal' automorphism of S;
iii) f is a `eld' automorphism of S;
iv) g is a `graph' automorphism of S.
Remark 2.42. The graph automorphisms of an algebraic group can be explained by the
automorphisms of the associated Dynkin diagram. We won't say much about them here
except that, in the above theorem, g = 1 unless S is untwisted in which case it has order
2 or 3.
Theorems 2.39 and 2.41 will be needed in Chapter 5 where we will also need the following
results:
When S = SU(n; q) or S = SL(n; q) with q a power of a prime p then we write L =
SL(n; Fq) so that S is the group of -xed points of a Steinberg endomorphism  acting
on L as in Theorem 2.39. We may consider L as embedded in some GLn (= GL(n; Fq))
which contains a torus T . We have the following results:
Proposition 2.43. The group T normalises L and induces the diagonal automorphisms
on L. Similarly, the group D = T induces the diagonal automorphisms on S = L.
We can characterise eld automorphisms in the following way:
Proposition 2.44. If  is a eld automorphism of S then  is the restriction to S of
[p]d for some d.
Let  be a eld automorphism of S and let q0 denote the cardinality of the xed eld
of  so that q0 = p
f for some f . We have the following result:
Proposition 2.45. With the notation as above set G = L and H = T. Then G is an
untwisted quasisimple group of Lie type SLn over Fq0 of rank n  1 (equal to the rank of
L) and H induces the diagonal automorphisms on G.
Remark 2.46. It turns out that  in Theorem 2.39 is the product of a graph automor-
phism of L and some power of [p] so that  commutes with all eld automorphisms of
L.
Chapter 3
Distribution of Word Values
3.1 The Probability of Satisfying a Word
Let G be a nite group, w = w(x1; :::; xn) a group word and denote by N(G;w = c) the
number of n-tuples g = (g1; :::; gn) 2 G(n) satisfying w(g) = c, that is,
N(G;w = c) = jfg 2 G(n) : w(g) = cgj:
Also, denote by P (G;w = c) the probability that a random n-tuple g = (g1; :::; gn) 2 G(n)
satises w(g) = c, that is,
P (G;w = c) =
N(G;w = c)
jGjn :
When c = 1 we will just write N(G;w) and P (G;w) and we will say that g satises w
if w(g) = 1. If G were abelian, then the word map
w : G(n)  ! G;
g = (g1; :::; gn) 7 ! w(g)
dened by a word w is a group homomorphism and it is clear that
N(G;w) = jKer(w)j = jGj
n
jIm(w)j  jGj
n 1
34
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and so P (G;w)  1=jGj.
The following conjecture has been made by Alon Amit, see [1]:
Conjecture 1 (Alon Amit). If G is a nilpotent group then P (G;w)  1=jGj for any
group word w.
Here we establish the result for nilpotency class 2 groups in the following theorem:
Theorem 1. Let G be a nite group of nilpotency class 2. Ror any group word w we
have P (G;w)  1=jGj.
This result improves the bound in the nilpotency class 2 case established in a paper by
Nikolov & Segal [27].
Remark 3.1. The result of Nikolov & Segal [27] give the following bound on P (G;w) for
any group word w and any nite nilpotent group G:
P (G;w)  1=pjGj t
where p is the largest prime dividing jGj and t is the number of primes dividing jGj.
Remark 3.2. If the conjecture holds for two groups G1 and G2 then it holds for their
direct product G = G1  G2 since the words can be solved componentwise. Let g =
(g1; :::; gn) be an n-tuple in G and write g = a:h where a = (a1; :::; an) and h =
(h1; :::; hn) are n-tuples in G1 and G2 respectively. It is clear that w(g) = w(a):w(h).
Hence P (G;w)  P (G1; w):P (G2; w) and the result follows since jGj = jG1j:jG2j. In
fact, if A is an abelian group and the conjecture holds for a group H which acts on A
by automorphisms then the conjecture holds for their semi-direct product G = AoH.
Proposition 3.3. Let G be a nite group such that G = A o H where A and H are
subgroups of G and A is abelian. If P (H;w)  1=jHj where w is a group word then
P (G;w)  1=jGj.
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Proof. For any g 2 G we may write g = ah for unique a 2 A and h 2 H, so if w is a
word in n variables and (g1; :::; gn) 2 G(n) we have, for some ai 2 A and hi 2 H,
w(g1; :::gn) = w(a1h1; :::; anhn)
=
nY
i=1
a
i(h1;:::;hn)
i w(h1; :::; hn)
where the i(h1; :::; hn) are automorphisms of A depending on w and the hi. Note that
there are at least jHjn 1 n-tuples, h = (h1; :::; hn) 2 H(n), satisfying w. Having xed
such an h 2 H(n) consider the induced map on A(n):
Th : A
(n)  ! A;
(a1; :::; an) 7 !
nY
i=1
a
i(h)
i :
Since A is an abelian group, Th is a homomorphism and the number of n-tuples a 2 A(n)
such that Th(a) = 1 is at least jAjn 1. The result follows.
Since any nilpotent group is a direct product of its Sylow subgroups, by the above remark
it will be enough to prove the following theorem:
Theorem 3.4. Let G be a nite p-group of nilpotency class 2 where p is a prime. Then
for any group word w, P (G;w)  1=jGj.
This theorem will be proved in the next section and we will discuss the nilpotency class
3 case in Section 3.3. Recall the word:
wh;g(z1; :::; zh; x1; y1; :::; xg; yg) = z
2
1 :::z
2
h[x1; y1][x2; y2]:::[xg; yg]
where h, g 2 N. We will establish the following theorem in the nal section of this
chapter:
Theorem 2. If h is even then P (G;wh;g)  1=jGj for any group G. If h is odd then
P (H;wh;g)  1=jHj for any group H with the property that every real valued irreducible
character is aorded by a real representation.
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3.2 Nilpotent Groups of Class 2
In this section we prove Theorem 3.4. We will now x a prime p and begin by making
the following denition:
Denition 3.5. We will say that two group words w1 and w2 in n variables are G-
equivalent if there exists a bijection  : G(n) ! G(n) such that w(g) = w0((g)) for all
g 2 G(n).
Remark 3.6. It is clear that relabelling the variables of w gives G-equivalent words for
any group G since the word maps are unchanged. Suppose that w and w0 are two group
words in n variables such that w  w0mod R where R is a normal subgroup of the free
group of rank n, Fn. Then it is easy to see that w and w
0 are G-equivalent for any
group G that is a homomorphic image of Fn=R since v(G) = 1 for any v 2 R. Also,
suppose w(x1; :::; xn) is a group word and that w(x1; :::; xn) = v(y1(x); :::; yn(x)) where
v is a group word and the yi are words in the xis. Let N2;m denote the class of all nite
p-groups of nilpotency class at most 2 and of exponent at most pm and write Ln for
the relatively free N2;m-group on n generators. If the set fy1; :::; yng maps onto a basis
for the vector space Ln=(Ln) then w is G-equivalent to the word v(x1; :::; xn) for any
G 2 N2;m since for each i the image of xi in Ln can be expressed as a word in the yjs.
This follows from the Burnside Basis Theorem, see [12].
For a nite group G we denote by i(G) the i-th term of the lower central series for G.
The following commutator identities will be used throughout and are easy to prove:
1. [x; y] = x 1xy;
2. [xy; z]  [x; z][y; z] mod 3(Fn);
3. [x; yz]  [x; y][x; z] mod 3(Fn);
4. [x; y] 1  [y; x]  [x 1; y]  [x; y 1] mod 3(Fn);
5. (xy)n  xnyn[y; x]n(n 1)2 mod 3(Fn).
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Let w(x1; :::; xn) be any group word and let G 2 N2;m. By Hall's Collecting Process, see
[12], we can write w in the form
w(x1; :::; xn) = x
1
1 :::x
n
n (
nY
i=1
Y
i<j
[xi; xj ]
ij )c (3.1)
where c 2 3(Fn), Fn being the free group of rank n and i, ij 2 Z. We aim to show
that the word map given by w is G-equivalent, in the sense of Denition 3.5, to a word
map given by a particular word w0 where it will be easy to see that P (G;w0)  1jGj . To
achieve this we prove a series of lemmas.
Lemma 3.7. Let w(x1; :::; xn) = x
1
1 :::x
n
n
Q
i<j [xi; xj ]
ij be a group word in n variables
and m 2 N. Then, for any G 2 N2;m, w is G-equivalent to the word
v(y1; x2; :::; xn) = y
pl
1
Y
1<i<j
[xi; xj ]
0ij
nY
i=2
[y1; xi]
i
for some l, 0ij, i 2 Z.
Proof. Let R = 3(Fn)F
pm
n and write w(x1; :::; xn) = x
pl1m1
i1
:::xp
lkmk
ik
Q
i<j [xi; xj ]
ij
where i1 < i2 < ::: < ik and lj ;mj 2 Z with lj  0 and the mj are non-zero and
coprime to p for all j. Choose lt minimal among the lj , not necessarily unique, and let
yit = x
pl1 ltm1
i1
:::xp
lk ltmk
ik
:
Note that in the above expression for yit the exponent of xit is mt. Then
yp
lt
it
 xpl1m1i1 :::x
plkmk
ik
Y
i1ip<iqik
[xip ; xiq ]
 plp+lq ltmpmq p
lt 1
2 mod 3(Fn)
so that
w(x1; :::; xn)  yp
lt
it
Y
i<j
[xi; xj ]
0ij mod 3(Fn) (3.2)
for some 0ij 2 Z. Note that xmtit = (
Q
s<t x
pls ltms
is
) 1yit(
Q
s>t x
pls ltms
is
) 1 and that
since p does not dividemt there exists a positive integer rt such that x
mtrt
it
 xit mod F p
m
n .
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Substituting the resulting expression for xitmod F
pm
n into equation (3.2) we have
w(x1; :::xn)  yp
lt
it
Y
i<j
i;j 6=it
[xi; xj ]
00ij
nY
i=1
i6=it
[yit ; xi]
i mod R
for some 00ij ; i 2 Z. The result follows in view of Remark 3.6.
Lemma 3.8. Let w(x1; :::; xn) =
Q
i<j [xi; xj ]
ij be a group word in n variables and
m 2 N. Then, for any G 2 N2;m, w is G-equivalent to the word
v(y1; :::; y2k; x2k+1; :::; xn) =
kY
i=1
[y2i 1; y2i]2i 1 2i
for some k, ij 2 Z, where 2k  n.
Proof. We claim that w is G-equivalent to the word
v(y1; y2; x3; :::; xn) = [y1; y2]
pl
Y
2<i<j
[xi; xj ]
ij
for some l, ij 2 Z. The result follows by an inductive argument on the
Q
2<i<j [xi; xj ]
ij
part of the above expression.
First write ij = p
lijmij for each ij where each mij is co-prime to p. By re-labelling
as necessary we may assume that 12 is non-zero and that l12 is minimal among the lij .
We have
w(x1; :::; xn)  [x1; x122 :::x1nn ]
Y
1<i<j
[xi; xj ]
ij mod 3(Fn):
Let
y2 = x
m12
2 x
pl13 l12m13
3 :::x
pl1n l12m1n
n :
Note that in the above expression for y2 the exponent of x2 is m12. Then
yp
l12
2  x122 :::x1nn mod 2(Fn)
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so that
w(x1; :::; xn)  [x1; y2]pl12
Y
1<i<j
[xi; xj ]
ij mod 3(Fn): (3.3)
If x2 does not appear in
Q
1<i<j [xi; xj ]
ij we are done. Otherwise note that xm22 =
y2(
Q
2<s x
pl1s l12m1s
s ) 1 and that since p does not dividem2 there exists a positive integer
r2 such that x
m2r2
2  x2 mod F p
m
n . Substituting the resulting expression for x2mod F
pm
n
into equation (3.3) we have that w is G-equivalent to the word
w0(x1; y2; x3:::; xn) = [x1; y2]p
l12
[y2; x
023
3 :::x
02n
n ]
Y
2<i<j
[xi; xj ]
0ij :
for some 0ij 2 Z. Writing 0ij = pl
0
ijm0ij with each m
0
ij coprime to p we may assume, by
re-labelling as necessary, that 023 is non-zero and that l023 is minimal among the l0ij . Let
y3 = x
m023
3 x
pl
0
24 l023m024
4 :::x
pl
0
2n l023m02n
n :
Note that in the above expression for y3 the exponent of x3 is m
0
23. Then
yp
l023
3  x
0
23
3 :::x
02n
n mod 2(Fn)
so that
w0(x1; y2; x3:::; xn)  [x1; y2]pl12 [y2; y3]p
l023 Y
2<i<j
[xi; xj ]
0ij mod 3(Fn): (3.4)
Note that x
m03
3 = y3(
Q
3<s x
pl
0
2s l023m02s
s ) 1 and that since p does not divide m03 there
exists a positive integer r3 such that x
m03r3
3  x3 mod F p
m
n . Substituting the resulting
expression for x3mod F
pm
n into equation (3.4) we have that w0 is G-equivalent to the
word
w00(x1; y2; y3; x4:::; xn) = [x1; y2]p
l12
[y2; y3]
pl
0
23 [y3; h]
Y
3<i<j
[xi; xj ]
00ij
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for some 00ij 2 Z where h is some expression in the xjs for j  4. Writing this as
w00(x1; y2; y3; x4:::; xn)  [x1y p
l023 l12
3 ; y2]
pl12 [y3; h]
Y
3<i<j
[xi; xj ]
00ij mod 3(Fn)
we see that w00 is G-equivalent to the word
v(y1; y2; x3; :::; xn) = [y1; y2]
pl12
Y
2<i<j
[xi; xj ]
ij
for some ij 2 Z.
We are now ready to prove Theorem 3.4:
Proof of Theorem 3.4. Let w(x1; :::; xn) be any group word and x a group G 2 N2;m.
From (3:1) we have
w(x1; :::; xn)  x11 :::xnn (
Y
i<j
[xi; xj ]
ij ) mod 3(Fn):
By Lemma 3.7, w is G-equivalent to the word
w0(y1; x2; :::; xn) = y
pl
1
Y
1<i<j
[xi; xj ]
0ij [y1; h]
for some l, 0ij 2 Z and where h is some expression in the xis with i 6= 1. Then by
Lemma 3.8, w0 is G-equivalent to the word
v(y1; y2; z2; :::; yk+1; zk+1; x2k+2; :::; xn) = y
pl
1
k+1Y
i=2
[yi; zi]
i [y1; h
0];
for some i 2 Z where 2k + 1  n and h0 is some expression in the yis, zis and xjs for
i = 2; :::; k + 1 and j = 2k + 2; :::; n.
Consider the word map given by v. The commutator map from G  G to G sending a
pair (x; y) to its commutator [x; y] is a bilinear map. Fixing the zi = gi 2 G for all i
where each gi is arbitrary and restricting y1 to the derived subgroup of G we obtain a
homomorphism
v0 : G0 G(n 1 k) ! G0;
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dened by v0(y1; :::; yk+1; x2k+2; :::; xn) = v(y1; y2; g2; :::; yk+1; gk+1; x2k+2; :::; xn). Now
jfg 2 G0  G(n 1 k) : v0(g) = 1gj  jGjn 1 k and so N(G; v)  jGjn 1 since we
had jGj choices for each of the zi. Thus P (G; v)  1=jGj and the result follows since
P (G;w) = P (G; v).
3.3 Nilpotency Class c  3
Amit's conjecture is still open for nilpotency class c  3. There is another way to view
a word map. Let w(x1; :::; xn) 2 Fn be a group word in n variables and let G be a nite
p-group. Then for gi 2 G, w(g1; :::; gn) = wg where g is the unique homomorphism
Fn ! G sending xi to gi for all i. The next theorem says that if a word w 62 F pnF 0n then
P (G;w) = 1=jGj.
Theorem 3.9. Let w = w1 be a group word in n variables and suppose that w 62 F pnF 0n.
Then there exists w2; :::; wn 2 Fn such that for any p-group G every group homomorphism
f : F ! G is uniquely determined by wif for i = 1; :::; n.
Proof. Write F for Fn and x a nite p-group G. Let w1 denote the image of w1 in
F=F pF 0 = V , a vector space over Fp. Then there exist w2; :::; wn such that the wi for
i = 1; :::; n form a basis for V . Now let f and f 0 be two homomorphisms F ! G such
that wif = wif
0 for all i. Let N =Ker(f)\Ker(f 0). Then the images of the wi in the
nite p-group F=N generate it since their images generate F=F pF 0N = (F=N)=(F=N).
Hence, xif = xjf
0 for i; j = 1; :::; n where F is generated by x1; :::; xn. Hence f = f 0.
Corollary 3.10. Let w 2 Fn n F pnF 0n and let G be a nite p-group. Then the word map
induced by w is surjective on G. In particular, P (G;w) = 1=jGj.
In view of Proposition 3.3 we have the following:
Proposition 3.11. Let w be a group word. Suppose that G is a p-group satisfying G =
AoH where A is abelian and H is nilpotent of class at most 2. Then P (G;w)  1=jGj.
For any word w, as in the nilpotency class 2 case, Amit's conjecture still comes down to
whether or not it holds for p-groups. If one tries the same approach of rewriting a typical
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word, say in nilpotency class 3, there are some problems. It is not clear how to rewrite
a typical word as a product of independent `sub-words' and how one should choose the
`xed' variables. One could try some sort of induction on the nilpotency class but again
it is not clear how to approach this. It may even be the case that the conjecture is false
in which case the new goal would be to nd the correct bound.
3.4 More on the Probability of Satisfying a Word
In this section we look at a variation of the above question. Whereas previously we
asked if every word w satises P (G;w)  1=jGj for every G 2 N where N denotes the
class of all nite nilpotent groups we now ask the following question: For which words
w do we have P (G;w)  1=jGj for every G 2 C , where C is an innite family of nite
groups. We will write P (C ; w) to mean: P (G;w)  1=jGj for all G 2 C . Clearly if C
were just N then Amit's question asks if P (C ; w) holds for all group words w. What if
C is the class of all nite groups?
It is easy to see that if w is a primitive word then P (G;w = g) = 1=jGj for all nite
groups G and g 2 G. A word w 2 Fd is primitive if it belongs to some basis for Fd. In
fact the converse is also true, it has been proved by Puder and Parzanchevski [30] that
a word w 2 Fd is primitive if and only if it is measure preserving with respect to G. By
measure preserving we mean that given uniform distrubution on G(d), the image of the
word map distributes uniformly on G.
Let F denote the class of all nite groups and consider the following words where g,
h 2 N:
cg(x1; y1; :::; xg; yg) = [x1; y1][x2; y2]:::[xg; yg];
vh(z1; :::; zh) = z
2
1 :::z
2
h;
wh;g(z1; :::; zh; x1; y1; :::; xg; yg) = vh  cg = z21 :::z2h[x1; y1][x2; y2]:::[xg; yg]:
We x a nite group G 2 F .
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Lemma 3.12 (Frobenius, 1986). For x 2 G we have:
N(G; c1 = x) = jGj
X

(x)=(1)
where  runs through the ordinary irreducible characters of G.
Proof. This is well known. Consider the commutator [x1; y1] = x
 1
1 y
 1
1 x1y1. The so-
lutions to [x1; y1] = x are in correspondence with solutions to the equation x
 1
1 u = x
where u is conjugate to x1. Let C = x
G
1 denote the conjugacy class that contains x1 so
that u 2 C. Then, by Lemma 2.2, the number of solutions to x 11 u = x is:
jCjjC 1j
jGj
X

(C)(C 1)(x 1)
(1)
:
Suppose (x1; u) is one such solution, then there are jCG(x1)j = jGj=jCj elements y1 such
that xy11 = u. It follows that, given C, the number of solutions to [x1; y1] = x with
x1 2 C is:
jCj
X

(C)(C 1)(x 1)
(1)
:
Summing over all C we get
X
C
 
jCj
X

(C)(C 1)(x 1)
(1)
!
=
X

 X
k2G
(k)(k 1)
!
(x 1)
(1)
= jGj
X

(x 1)
(1)
and the equality follows by Proposition 2.3 and since (x 1) is the complex conjugate
to (x) and the sum is real valued.
Recall the Frobenius-Schur Indicator, i(G), for  2 Irr(G). Recall from equation (2.1)
in Section 2.1 that
N(G; v1 = y) =
X

i(G)(y):
We can make the following generalisations:
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Proposition 3.13. For a, b, c 2 G and g, h 2 N we have:
N(G; cg = a) = jGj2g 1
X

(a)
(1)2g 1
;
N(G; vh = b) = jGjh 1
X

i(G)
h(b)
(1)h 1
;
N(G;wh;g = c) = jGj2g+h 1
X

i(G)
h(c)
(1)2g+h 1
:
Proof. We proceed by induction and use the previous lemma. For the rst equation
suppose that it holds for some g  1. Then, using Proposition 2.3, we have
N(G; cg+1 = a) =
X
k2G
N(G; cg = k)N(G; c1 = k
 1a)
= jGj2g
X
k2G
 X

(k)=(1)2g 1
! X

(k 1a)=(1)
!
= jGj2g
X
1;2

(1(1))
 (2g 1)(2(1) 1)
X
k2G
1(k)2(k
 1a)
= jGj2g
X
1;2

(1(1))
 (2g 1)(2(1) 1)

1(a
 1)jGjh1; 2i=1(1)
= jGj2g+1
X

(a)
(1)2g+1
:
Similarly, for the second equation suppose that it holds for some h  1, then
N(G; vh+1 = b) =
X
k2G
N(G; vh = k)N(G; v1 = k
 1b)
= jGjh 1
X
k2G
 X

i(G)
h(k)
(1)h 1
! X

i(G)(k
 1b)
!
= jGjh 1
X
1;2

i1(G)
hi2(G)
1(1)h 1
X
k2G
1(k)2(k
 1b)
= jGjh 1
X
1;2

i1(G)
hi2(G)
1(1)h 1

1(b
 1)jGjh1; 2i=1(1)
= jGjh
X

i(G)
h+1(b)
(1)h
;
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Finally, for the last equation we combine the previous two:
N(G;wh;g = c) =
X
k2G
N(G; vh = k)N(G; cg = k
 1c)
= jGj2g+h 2
X
k2G
 X

i(G)
h(k)
(1)h 1
! X

(k 1c)=(1)2g 1
!
= jGj2g+h 2
X
1;2

i1(G)
h
1(1)h 12(1)2g 1
X
k2G
1(k)2(k
 1c)
= jGj2g+h 2
X
1;2

i1(G)
h
1(1)h 12(1)2g 1

1(c
 1)jGjh1; 2i=1(1)
= jGj2g+h 1
X

i(G)
h(c)
(1)2g+h 1
;
Consider the word wh;g and x a nite group G. If h is even then we have P (G;wh;g) 
1=jGj. This is because the sum
X

i(G)
h(c)
(1)2g+h 1
=
X

1
(1)2g+h 2
is greather than or equal 1 as the contribution from the trivial character (or indeed all
linear characters) is at least 1. In case h is odd we cannot ensure that this sum is greater
than or equal 1 due to the contribution from characters  with i(G) =  1, i.e. real
valued characters not aorded by a representation realisable over R. It will however be
greater than or equal to 1 for any group G with the property that every real valued
irreducible character can be aorded by a representation realisable over R; we will call
this property (). Let R denote the class of nite groups having property (). We have
proved:
Theorem 2. If h even then P (F ; wh;g) holds. If h is odd then P (R; wh;g) holds.
It is well-known that every complex irreducible representation of a symmetric group is
realisable over R hence, by Proposition 2.9, alternating groups also have property ().
Other groups having property () include the groups GL(n; q) for any n, q, see [34].
There are of course many other groups with property () and the topic of Schur Indices
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of the irreducible characters of groups has been of interest for some years. It is beyond
the scope of this thesis to give a comprehensive survey of what is known on this subject;
we refer the interested reader to [32].
Remark 3.14. The above may yield a counter example to Amit's Conjecture. Of course,
the word map wh;g is measure preserving on any p-group with p a prime not equal to 2,
but for some 2-group G and h, g 2 N with h odd it may be true that P (G;wh;g) < 1=jGj.
Chapter 4
Images of Word Maps
4.1 Background
Given a nite group G a natural question to ask is which subsets of G can be obtained as
the image of a word map. Clearly any image of a word map over G includes the identity
and must be closed under the action of the automorphism group of G. It is not clear
at rst glance whether or not any such subset can be obtained as the image of a word
map, though in general the answer is no. For example, in symmetric groups of degrees
greater than or equal to 5 it is not possible to obtain the union of the identity and the
class of transpositions as the image of a word map.
In [15] Kassabov & Nikolov have shown that for any alternating group An with n  5 and
n 6= 6 there exists a word w such that w(An) consists of the identity and all (3)-cycles.
This result also holds for Sn, the symmetric group of degree n. They also construct
words whose image over An is the identity and all (p)-cycles for any prime 3 < p < n
and n  5. All these words are explicitly given and they go on to give other explicit
examples of words whose verbal image over a given group is a single automorphism class
and the identity. Other examples will be given later in Section 4.4.
In [22] Lubotzky has proved that any automorphism invariant subset that contains the
identity of any non-abelian nite simple group can be obtained as the image of a word
map in two variables.
48
Chapter 4. Images of Word Maps 49
Theorem 4.1 (Lubotzky [22]). Let S be a non-abelian nite simple group and let A
be an automorphism invariant subset of S containing the identity. Then there exists a
word w 2 F2 such that w(S) = A.
His proof requires the classication of nite simple groups (CFSG). In particular, it
uses the result by Guralnick & Kantor, see Theorem 2.16, which asserts that any non-
identity element of a nite simple group is part of a generating pair. In this chapter
we will extend some of the arguments used by Lubotzky to make similar statements for
certain almost simple groups and quasisimple groups. The results we obtain also depend
on the CFSG. Our main results are:
Theorem 3. Let G be an almost simple group with simple socle S and suppose that G E
Aut(S). Let A be an Aut(G)-invariant subset of S containing the identity. Then there
exists a word w 2 F2 such that w(G) = A.
Theorem 4. Let n  5. The verbal images of Sn are either:
i) an Aut(Sn)-invariant subset of An containing the identity; or
ii) any Aut(Sn)-invariant subset of Sn which contains C, where C is the set of all
2-elements of Sn including the identity.
These will be proved in Section 4.2.
Recall property () which was stated in the introduction:
Property (): A group G has property () if the number of Aut(G)-orbits on generating
pairs modulo the centre is greater than or equal to the number of automorphism classes.
We obtain the following result for quasisimple groups which will be proved in Section
4.3:
Theorem 5. Let S be a universal quasisimple group and let A be an automorphism
invariant subset of S containing the identity. If S has property () then there exists a
word w 2 F2 such that w(S) = A.
We also obtain the following examples of groups with property ():
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Corollary 1. There exists an absolute constant C with the following property: Let S
be a universal quasisimple group. If jSj  C then S has property (). Hence, if A is
an automorphism invariant subset of S containing the identity and jSj  C then there
exists a word w 2 F2 such that w(S) = A.
Remark 4.2. Observe that if one does not specify that the word we require is in two
variables then the result of Theorem 3 follows from Lubotzky's result and the proof of the
Ore Conjecture [19] for any almost simple group. Indeed let G be an almost simple group
with simple socle S and note that the quotient group G=S has derived length at most 3,
see Theorem 2.15. The verbal image of the word w = [[[x1; x2]; [x3; x4]]; [[x5; x6]; [x7; x8]]]
is precisely S. One can then use Lubotzky's result to construct a word in 16 variables
with the desired image.
In the nal section of this chapter we will discuss verbal images of dihedral groups and
p-groups.
Throughout this chapter e will denote the identity element of a group.
4.2 Almost Simple Groups
Let G be an almost simple group, i.e. we have S  G  Aut(S) where S is the unique
minimal normal non-abelian simple characteristic subgroup of G. A well-known corollary
of the CFSG is that Aut(S)=S is solvable hence so is G=S. For a group H let Comp(H)
denote the set of composition factors of H. The group G has the following property:
Lemma 4.3. Let G be an almost simple group with simple socle S. Then any subgroup
of G not containing S doesn't contain S as a composition factor, that is, if H  G with
S 6 H then S =2 Comp(H).
Proof. Observe that if H  G with S 2 Comp(H) then since H=H \ S is solvable we
must have that S 2 Comp(H \ S). Thus S = H \ S giving S  H.
Now suppose that G E Aut(S), then clearly Aut(G) = Aut(S) and for any subgroup
S  K  G we have Aut(K)  Aut(S) = Aut(G) since S is characteristic in K. For the
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remainder of this section we x an almost simple group G with S  G E Aut(S) where
S is a non-abelian nite simple group. We will combine arguments of Abert in [1] and
Lubotzky in [22] to prove Theorem 3.
Lubotzky's proof involves studying subdirect products of simple groups. We would like
to generalise some of his argument to work for almost simple groups. This is where
we use a result of Abert where he studied such subdirect products. More specically,
he looked at subdirect products of just non-solvable groups. A group G is said to be
just non-solvable if it is not solvable and every proper quotient of G is solvable. The
following lemma is due to Abert [1] but has been adapted:
Lemma 4.4. Consider P = B1  :::Bn where each Bi is a subgroup of Gi with each
Gi isomorphic to G. Denote by Sj the minimal normal subgroup of Gj so that each Sj
is isomorphic to S. Now let ai;j 2 Gj for 1  i  k and 1  j  n, and suppose that
Gj  ha1;j ; :::; ak;ji = Bj  Sj for each j;
and that for 1  j < l  n the k-tuples (a1;j ; :::; ak;j) and (a1;l; :::; ak;l) are automorphism
independent over G. For 1  i  k let
hi = (ai;1; :::; ai;n) 2 B1  :::Bn
and let
H = hh1; :::; hki  B1  :::Bn:
Then
M = S1  ::: Sn  H:
Before proceeding with the proof of Lemma 4.4 we rst note that the result holds in
the case where each Bj = Gj ; this is proved in [1]. We also recall the following from [1]
though it is not stated in this way:
Lemma 4.5 (Abert [1]). Let H  P be a subgroup containing M such that
j(H) = Bj for 1  j  n
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where j denotes the projection to the j-th component. Let K be a normal subgroup of
H. Then
K \M =
Y
j(K) 6=1
Sj :
Proof. Since K \M is normal in M =Q1jn Sj it is the direct product of some of the
Sj , say
K \M = K1  :::Kn
where each Ki = Si or 1.
If j(K) = 1 then K \ Sj = 1 so Kj = 1.
If j(K) 6= 1 then j(K)E j(H) so Sj  j(K) by minimality of Sj . Thus
K \M  [K;M ]  [K;Sj ] = [j(K); Sj ] = Sj ;
so Kj = Sj .
Proof of Lemma 4.4. This is similar to the proof of Lemma 7 in [1] but has been adapted.
Consider the projection to the rst n  1 coordinates:
f : B1  :::Bn ! B1  :::Bn 1:
Let H1 = f(H) and let R = n(H \ Ker(f)) E Bn. By induction on n we have M1 =
S1  ::: Sn 1  H1 and by minimality of S either R  Sn or R = 1.
We claim that Sn  R. Assume, for contradiction, that R = 1. Dene the map
 : H1 ! Bn by
(g1; :::; gn 1) = gn if (g1; :::; gn 1; gn) 2 H:
Since (g1; :::; gn 1; gn), (g1; :::; gn 1; g0n) 2 H implies g 1n g0n 2 R,  is well-dened. It is
surjective as ha1;n; :::; ak;ni = Bn. Now let K = Ker()EH1 and so
H1=K = Bn D Sn;
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which is not solvable and has S as a composition factor. Since S1  ::: Sn 1  H1, by
Lemma 4.5
K \M1 =
Y
j(K)6=1
Sj :
If K M1 then H1=K would be solvable, a contradiction. So there exists a coordinate
1  l < n such that l(K) = 1, i.e. K  Ker(l). Since
H1=Ker(l) = Bl D Sl
is a quotient of H1=K with S as a composition factor we must have K = Ker(l). This
means that the function  : Bl ! Bn given by
(gl) = gn if (g1; :::; gl; :::; gn) 2 H
is an isomorphism, i.e. Bl = Bn = B say. Thus (ai;l) = ai;n for (1  i  k) which
in turn implies that the tuples (a1;l; :::; ak;l) and (a1;n; :::; ak;n) are not automorphism
independent over B and hence G, a contradiction. Hence the claim holds and 1 :::
1 Sn  H.
Now let L = f 1(S1  :::  Sn 1)  H and denote by L(i) the i-th term of the derived
series for L and let r be a number such that L(r) = L(r+1). Then f(L(r)) = S1:::Sn 1
and since 1 :::1Sn  L it follows that 1 :::1Sn  L(r). But J = n(L(r))EBn
and J = J 0 and so J = Sn. Finally, this implies that
L(r) = S1  ::: Sn  H:
We will now follow Lubotzky's argument from [22] to prove Theorem 3 making use of
the above lemma along the way.
Chapter 4. Images of Word Maps 54
4.2.1 Proof of Theorem 3
Let 
 = f(ai; bi) : i = 1; :::; jGj2g be the set of all ordered pairs of elements from G
such that the rst l pairs generate a subgroup of G containing S and the remaining
pairs generate proper subgroups of G not containing S and thus don't contain S as a
composition factor, see Lemma 4.3. Consider the homomorphism from F2 = hx; yi, the
free group on two letters, to the direct product of j
j copies of G,  : F2 !
Q

G where
 =
Q

 i and each i is given by the unique homomorphism from F2 to G sending x
to ai and y to bi. Write 
 as the disjoint union of 
1 and 
2 where 
1 is the set of the
rst l `generating' pairs in 
 and 
2 is the set of the remaining `non-generating' pairs
and write Gi =
Q

i
G accordingly. Set r1 = (a1; :::al) and r2 = (b1; :::; bl) and consider
the subgroup of G1 generated by r1 and r2, R = hr1; r2i. Now x r representatives
for the orbits of 
1 under Aut(G) and denote this set by 
r. Suppose further that

r = f(ai; bi) : i = 1; :::; rg, the rst r `generating' pairs from 
1. Set h1 = (ai) and
h2 = (bi) and let H = hh1; h2i. We claim the following:
Proposition 4.6. With the notation as above we have that H contains a subgroup
D = E1  E2 where
E1 =
Y
(a;b)2
r
D(S; (a; b))  G1
and
E2  G2:
Here D(S; (a; b)) is a diagonal subgroup of
Q
(a;b)Aut(G) S isomorphic to S where (a; b)
Aut(G)
is the orbit of the pair (a; b) 2 
 under Aut(G). More specically, D(S; (a; b)) =
f(g)2Aut(G) : g 2 Sg and r = ljAut(G)j .
Proof. By Lemma 4.4, R contains a subgroup E1, as stated in the proposition, isomor-
phic to S(r) for some r depending on the number of automorphism independent orbits
of 
1. It turns out that r =
l
jAut(G)j :
To see this note that an element c = (c1; :::; cl) is in E1 if and only if whenever i = j
for some 1  i; j  l and  2 Aut(G) we have (ci) = cj . Now, the group Aut(G) acts
freely on the pairs in 
1 and similarly on the set of homomorphisms fi : i = 1; :::; lg.
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Indeed, if  2 Aut(G) and i = i (or equivalently, ((ai); (bi)) = (ai; bi)) then  is
the identity automorphism of G. It follows that the l epimorphisms form r = l=jAut(G)j
orbits.
Now we have to worry about the remaining `non-generating' pairs. Consider the sub-
group D of H whose projection to G1 is E1. Let E2 denote the projection of D to G2.
Let Ki denote the kernel of the projection from D to Gi for each i so that D=Ki = Ei.
Now K1 is a subgroup of E2 whose projection to every single copy of G in E2 is a
proper subgroup of G not containing a copy of S. Hence K1 has no composition factor
isomorphic to S. Since E1 = D=K1 is isomorphic to S(r) we must have that E1 = K2.
This is because K2 is a subgroup of E1 and both are isomorphic to S
(r) as every one
of the r composition factors isomorphic to S should appear in K2 as E2 = D=K2 has
no composition factor isomorphic to S. Thus D = E1  E2 where E1 is a diagonally,
twisted by automorphisms, embedded subgroup of G1 isomorphic to S
(r).
We will now proceed with the proof of Theorem 3:
Proof of Theorem 3. Suppose that A is an Aut(G)-invariant subset of S containing the
identity and that the set A0 = A n feg is a union of k many Aut(G)-orbits where e is the
identity. Recall the result of Guralnick & Kantor which says that for every e 6= a 2 G
there exists b 2 G such that a and b generate at least S. It follows that k  r. Observe
that for every z 2 A0 there exists a generating pair (ai; bi) 2 
1 (possibly more than
one) such that z = ai and that the orbit of z under Aut(G) gives an orbit of the pair
(ai; bi) under Aut(G).
Dene the following element v = (vi) 2 G1 G2 by
vi =
8>><>>:
ai if ai 2 A0 and 1  i  l;
e otherwise.
It is easy to see that the above element v is an element of H. Indeed its projection to
G2 is the identity and its projection to G1 lies in E1 by denition and the fact that A
is Aut(G)-invariant. We also observe that the Guralnick & Kantor result ensures that
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every element of A appears as a coordinate entry of v. This means that there exists an
element w 2 F2 such that its image in H = (F2) is (w) =
Q

 i(w) = (w(ai; bi)) = v.
This word w has the required property, i.e. w(G) = A.
4.2.2 Verbal Images of Symmetric Groups
In this section we prove Theorem 4. As remarked by Lubotzky in [22] his proof actually
shows, for example, the existence of a word with the following property:
w(a; b) =
8>><>>:
v(a; b) if ha; bi = G;
e otherwise
where v is any xed word and G a simple group. In fact, we could choose a dierent
word v for each distinct Aut(G)-orbit of the set of pairs of generators. We will make use
of this remark as well as Theorem 3 to determine the verbal images of Sn.
For now we will x n  5. As remarked by Kassabov & Nikolov in [15] if the image
of a word w over Sn contains an element outside of An then it contains all 2-elements.
To see this note that to contain an element outside of An the word must have a free
variable with odd exponent sum, i.e. the verbal image of w contains the verbal image
of x2m+1 for some integer m. Let C denote the set of all 2-elements in Sn including the
identity and let A be an Aut(Sn)-invariant subset of Sn. We will now complete the proof
of Theorem 4:
Proof of Theorem 4. If A  An then Theorem 3 shows that there exists a word with
image precisely A. Suppose that A contains an element outside of An. It follows that A
must contain C. We claim that any such A can be the image of a word map. Choose a
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word v(x1; x2) 2 F2 with the following property:
v(a; b) =
8>>>>>>>>>><>>>>>>>>>>:
a if a 2 An; (o(a); 2) = 1 and a 2 A;
a =2a if a 2 An; (o(a); 2) 6= 1 and a 2 A;
a2 if a 2 Sn n An and a 2 A;
e otherwise
where  is the exponent of Sn, n2 is the 2-part of an integer n and o(g) is the order of an
element g 2 Sn. Such a word exists by the proof of Theorem 3 and the above comment.
Also note that for any a 2 Sn we have a2 2 An. Dene w(x1; x2) = x=21 v where v is as
above. Then the image of w is precisely A since:
w(a; b) =
8>>>>>>>>>><>>>>>>>>>>:
a if a 2 An; (o(a); 2) = 1 and a 2 A;
a if a 2 An; (o(a); 2) 6= 1 and a 2 A;
a0 if a 2 Sn n An and a 2 A;
2 C if a =2 A;
where a0 = a=2+2 is Sn-conjugate to a as the highest common factor (=2+ 2; o(a)) =
1.
4.3 Quasisimple Groups
Recall the result of Guralnick & Kantor which says that for every nite simple group
S and for every e 6= a 2 S there exists b 2 S such that a and b generate S. Now for
a quasisimple group S we have that for every non-central element a 2 S there exists
b 2 S such that a and b generate S. This follows from the easy fact that if a set
of elements generate a perfect group modulo its centre then they in fact generate the
group, i.e. if M  S and MZ(S) = S then M = S. We will now x a quasisimple group
S that is universal for a simple group S, i.e. S = S=Z(S) where S is perfect and is the
unique largest such central extension of S. In this case Aut( S) is equal to the group of
automorphisms of S induced from Aut(S), see Corollary 2.20. In particular, this means
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that the action of Aut( S) on S is equivalent to the action of Aut(S) on S. In this section
we will prove the following theorem:
Theorem 5. Let S be a universal quasisimple group and let A be an automorphism
invariant subset of S containing the identity. If S has property () then there exists a
word w 2 F2 such that w(S) = A.
The details of property () will be given shortly.
4.3.1 Proof of Theorem 5
Let 
 = f(ai; bi) : i = 1; :::; jSj2g be the set of all ordered pairs of elements from S such
that the rst l pairs generate S whilst the remaining pairs generate proper subgroups
of S. Suppose that there are r automorphism independent generating pairs modulo the
centre. By `modulo the centre' we mean we identify pairs (a; b), (c; d) 2 
 if there exist
elements x, y 2 Z(S) such that ax = c and by = d. Fixing r representatives for these we
may assume that these are the rst r pairs of 
, denote this set by 
r. Now consider the
homomorphism  : F2 !
Q

 S where, as before,  =
Q

 i and each i is the unique
homomorphism sending x to ai and y to bi with F2 = hx; yi.
Write 
 as the disjoint union of 
1 and 
2 where 
1 is the set of the rst l `generating'
pairs from 
 and 
2 are the remaining `non-generating' pairs so that 
1  
r. Set
G =
Q

 S, Z =
Q

Z(S) and for a subgroup K of G we will denote by
K the quotient
group KZ=Z.
Let H = hh1; h2i  G where h1 = (ai) and h2 = (bi). Then H  G=Z =
Q


S. Writing

r for the set f( ai; bi) : i = 1; :::; rg, the image of 
r modulo the centre, it follows from
Proposition 4.6 that:
H 
Y
(a;b)2
r
D( S; (a;b)) E
where D( S; (a;b)) is as in Proposition 4.6 and E Q
2 S.
We claim the following:
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Proposition 4.7. With the notation as above we have
H 
Y
(a;b)2
r
Q(S; (a; b)) E
where Q(S; (a; b)) is a diagonal subgroup of
Q
(c;d)2(a;b)Aut(S)
Q
(c;d)Z(S) S isomorphic to
S and E  Q
2 S. Here (a; b)Aut(S) is the orbit of the pair (a; b) 2 
 under Aut(S)
and (c; d)Z(S) = f(cz1; dz2) : zi 2 Z(S)g  
. More specically, Q(S; (a; b)) =
f(g; :::; g)2Aut(S) 2
Q
2Aut(S)
Q
(a;b)Z(S) S : g 2 Sg.
Proof. It is enough to prove the following: if (a; b) =  2 
r and H contains D( S; (a;b))
then H contains Q(S; (a; b)). Let 1 6= x, y 2 S such that x, y 2 S and H contains
the vectors (a) and (b) where a 2 Z(S) if  62 (aZ(S); bZ(S)) and a 2 xZ(S)
if  2 (aZ(S); bZ(S)). Similarly b 2 Z(S) if  62 (aZ(S); bZ(S)) and b 2 yZ(S) if
 2 (aZ(S); bZ(S)). Then H contains their commutator [(a); (b)] = (c) where c = e
if  62 (aZ(S); bZ(S)) and c = [x; y] if  2 (aZ(S); bZ(S)). Since S is perfect the claim
follows.
We will now proceed with the proof of Theorem 5:
Proof of Theorem 5. Suppose that A is an Aut(S)-invariant subset containing the iden-
tity and that A0 = A n feg is the union of k = k(A) many Aut(S)-orbits. Recall that

 = f(ai; bi) : i = 1; :::; jSj2g is the set of all pairs of elements of S, the rst l of which
are generating pairs whilst the rst r are representatives for the automorphism inde-
pendent generating pairs modulo the centre. If r  k we will then be able to show
the existence of a word with the desired property by using an argument similar to the
one given in the proof of Theorem 3. One can simply pair each orbit in A0 with some
distinct pair from the set 
r = f(ai; bi) : i := 1; :::; rg. So if the set T = fz1; :::; zkg is
a set of representatives for the orbits of A0 then by Proposition 4.7 we can nd a word
w such that w(ai; bi) = zi for i = 1; ::; k and takes the identity on i = k + 1; :::; r and
i > l. The values on i = r+ 1; :::; l will be determined by the values on the pairs (ai; bi)
for i = 1; :::; r and by their orbits under the automorphism group as described by the
diagonal embedding in Proposition 4.7. Since A is automorphism invariant there are no
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problems and every element of A is in the image of w since r  k. Theorem 5 follows
immediately from the denition of property ():
Property (): With the notation as above, we say that a group S has property () if
r  k for all A.
Note that a group S has property () if and only if the above inequality holds whenA = S
so that this denition of property () agrees with the one given in the introduction. In
the next few sections we will use various results about the probability that a random
pair of elements generate a group and bounds on number of conjugacy classes in order
to give examples of groups with property (). It is worth pointing out that we have
already proved the following:
Theorem 4.8. Let S be a universal quasisimple group and let A be a subset of S such
that A is the union of the identity and a single automorphism class. Then there exists
a word w 2 F2 such that w(S) = A.
In fact, if A is the union of fewer than r automorphism classes where r is the number of
automorphism independent generating pairs modulo the centre then the conclusion of
the above theorem holds.
For a group S write d(S) for the number of Aut(S)-orbits on generating pairs modulo
the centre and write c(S) for the number of conjugacy classes of S. In the next sections
we give examples of groups with property () and prove Corollary 1.
4.3.2 Covers of Alternating Groups
In this section we continue the above discussion but will focus on the subcase where S
is an alternating group of degree n  5 and S is its universal covering group. Then
for n 6= 6; 7 we have S = 2:An, the double cover of An, and for n = 6 or 7 we have
S = 6:An. By [23] the number of conjugacy classes, c(G), of a subgroup G of Sn
with n  3 satises c(G)  3(n 1)=2. It follows that c(S)  6:3(n 1)=2. On the other
hand by [24] the probability, p(An), that a random pair of elements generate An with
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n  4 satises 1   1=n   13=n2 < p(An)  1   1=n + 2=3n2. Hence d(S) satises
d(S)  p( S)j Sj2=jAut( S)j = p( S)j Sj=jOut( S)j. For n = 5 it is not hard to show that
d(2:A5)  9 whilst c(2:A5) = c(SL(2; 5)) = 9. For n = 6, as c(A6) = 7, a simple
calculation shows that c(6:A6)  6:7  (17=36):(6!=8)  d(6:A6). By induction on n,
one can show that for n  7, c(S)  d(S) holds. We have shown:
Proposition 4.9. Let S be a universal quasisimple group that is a cover of an alternating
group. Then S has property ().
4.3.3 Groups of Lie type
Here we consider the case when S is a universal quasisimple group of Lie type and
S = S=Z(S) is simple. As in the case with covers of alternating groups we need good
bounds on the number of conjugacy classes and the probability that a random pair of
elements generate a group. We will rst deal with special linear groups and then look
at the general case.
4.3.3.1 Special Linear Groups
Let S denote SL(n; q), a special linear group of degree n over a nite eld of size q = pr of
characteristic p and so S = PSL(n; q). From [10] we have that the probability that a ran-
dom pair of elements of S generate the group satises p( S)  1 cn3(log2 q)2=qn 1 where
c = 36 for n  10 and c = 1010 if n  9. It follows that d(S)  p( S)j Sj2=jAut( S)j =
p( S)j Sj=jOut( S)j. Now jOut( S)j  2(n; q   1) logp q where (a; b) denotes the highest
common factor of two integers a and b. Also, j Sj = q(n2)Qni=2(qi  1)=(n; q  1). Putting
all this together we have
d(S)  (q
n 1   cn3(log2 q)2)q(
n
2)
Qn
i=2(q
i   1)
2qn 1(n; q   1)2 logp q
:
On the other hand a result of Fulman and Guralnick, see [8], says that the number of
conjugacy classes c(S)  qn 1+3qn 2. When n  10 we have d(S)  c(S) for all q  4.
When n  9 we have d(S)  c(S) for all q  1015.
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In the case where n = 2 and q = p, a prime, we can make the following estimates (see
[14]):
p( S)  1  1=p  10=p2;
c(S)  p+ 4:
Putting all this together we have d(S)  (p2 p 10)(p3 p)=p2(2; p 1)2  p+4  c(S)
for all p  5.
Proposition 4.10. Let S = SL(n; q). If n  10 and q  4; or if n  9 and q  1015;
or if n = 2 and q  5 is a prime then S has property ().
4.3.3.2 Other Groups of Lie type
The following estimate for the probability that a pair of elements generates a group of
Lie type, S, was found by Liebeck and Shalev [21] answering a question of Kantor and
Lubotzky [14]:
1  p(S) = O(r(S)3(log2 q)2q r(S)):
Here, r(S) is the untwisted Lie rank of S, the rank of the corresponding simple algebraic
group over the algebraic closure of Fq. Combining this with a result of Fulman and
Guralnick [8], c(S)  27:2qr(S), we see that for `large enough' S the inequality d(S) 
c(S) holds.
Proposition 4.11. Let S be a universal quasisimple group of Lie type. There exists a
constant C such that if jSj  C then S has property ().
Corollary 1 follows in view of Propositions 4.9 and 4.11 and Theorem 5.
4.4 Explicit Constructions
Unlike the theorems of Kassabov & Nikolov [15] the results of Lubotzky [22] and those
presented so far do not give explicit constructions of words with specied image. Here we
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present further explicit examples of such words. We make use of the trace polynomial,
introduced in Section 2.2, to obtain the following result:
Theorem 4.12. For every SL(2; q) with q = 22
n
and n  2 there exists a word w 2 F2
such that w(SL(2; q)) consists of the identity and four conjugacy classes of elements of
order 17 and no other conjugacy class consisting of elements of order 17. Moreover,
these words are explicitly given.
Remark 4.13. Note that in SL(2; q) where q is as in Theorem 4.12 there exists (17)=2 =
8 conjugacy classes of elements of order 17, see Section 2.2 for details.
We will use the results from [15] and construct new words to obtain the following result
for alternating groups:
Theorem 4.14. Let n  5 and let C denote any single automorphism class in An with
support size at most 10. Then there exists a word wC such that wC(An) = feg [ C.
Moreover, these words are explicitly given.
For a subset K in An its support is the subset fm 2 N : ma 6= m for some a 2 Kg where
An acts in the usual way on [1; n] N.
4.4.1 Special Linear Groups of Degree 2
Here we prove Theorem 4.12. Let q be as in the statement of the theorem and let M
denote a xed element of order 17 in SL(2; q) with trace t 2 F24 such that t is a primitive
element, i.e. t generates F24 . It is easy to check that such a matrix M exists. Then the
matrices M , M2, M4 and M8 are representatives for four distinct conjugacy classes of
elements of order 17 with traces t, t2, t4 and t8 respectively. Under the action of the
automorphism group these four conjugacy classes fuse to form a single automorphism
class which we shall denote by C1. The second automorphism class of elements of order
17, which we shall denote by C2, contains M
7 which has trace t3. We aim to construct
a word whose corresponding trace polynomial has t in its image but not t3. This means
that the corresponding word map has image containing C1 but not C2.
Chapter 4. Images of Word Maps 64
Consider the word w(x; y) = [[x3 ; y2 ]; x3 ] where  is the exponent of SL(2; q) and
n = =n. Write x3 for x
3 and y2 for y
2 . Then the trace of x3, if it is not the identity, is
1 since it has order 3 whilst y2 has trace 0 since it has order 2. Now, by Lemma 2.12, we
have tr([[x3; y2]; x3]) = r
2 + r where r = tr([x3; y2]). Since, by Lemma 2.11, r = v
2 + 1
where v = tr(x3y2) we have
tr([[x3; y2]; x3]) = u
2 + u
where u = v2. It turns out that tr(x3y2) can take any value in Fq as x and y range over
the elements of SL(2; q). To see this x matrices X and Y of orders 3 and 2 respectively:
X =
0B@  0
0  1
1CA ; Y =
0B@ 0 1
 1 0
1CA
for some  satisfying  +  1 = 1. Conjugating the matrix X by an arbitrary matrix
C 2 SL(2; q) with
C =
0B@ a b
c d
1CA
we see that tr(XCY ) = tr(X)(ac+ db) = ac+ bd. Hence u can also take any value in Fq
since the square map is surjective in a nite eld of characteristic 2. Let f denote the
map
f : Fq  ! Fq;
f(u) 7 ! u2 + u:
Let wm(x; y) denote the word [w;m x3] = [[[[w; x3]; x3]:::; x3]], a left-normed commutator
of length m. The next lemma follows easily from Lemma 2.13.
Lemma 4.15. Let wm be as above. Then tr(wm) = f
m+1(u).
The next lemma is an easy induction.
Lemma 4.16. For each i, f2
i
(u) = u2
2i
+ u.
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Theorem 4.12 will follow immediately from the next lemma.
Lemma 4.17. For any q = 22
2+k
the map fm+1 where f is as above has t in its image
but not t3 where m = 22+k   22. Hence, the image of wm contains C1 but not C2.
Proof. First let k = 0, so q = 24 and m = 0. Then wm has trace polynomial f(u) =
u2 + u. Suppose t generates Fq , then an easy calculation in Fq shows that Tr
Fq
F2(t) = 0
whilst Tr
Fq
F2(t
3) = 1. The rst case then follows from Hilbert's Additive Theorem 90, see
Theorem 2.14.
For general k let q andm be as stated in the theorem. Then fm+1 = ffm. From Lemma
4.16 it is immediate that the image of fm over Fq is precisely F24 since m =
Pk 1
i=0 2
2+i.
The general case then follows immediately from the case above.
The word w
=17
m where  is the exponent of SL(2; q) and q and m are as in Lemma 4.17
suces to deduce the following corollary:
Corollary 4.18. For every SL(2; q) with q = 22
n
and n  2 there exists a word w 2 F2
such that w(SL(2; q)) consists of the identity and a single automorphism class of elements
of order 17. Moreover, these words are explicitly given.
Since the image of the corresponding trace polynomial has size 8 it is not hard to see that
the image of the word map wm consists of 8 dierent conjugacy classes one of which is the
identity and four of which make up C1. A more detailed inspection reveals that the three
remaining conjugacy classes must make up the single automorphism class consisting of
elements of order 5. The word w5m suces to complete the proof of Corollary 4.18.
4.4.2 Alternating Groups
The proof of Theorem 4.14 is obtained using MAGMA and we will present the results
below but rst we will explain the general approach. Let C denote an automorphism
class in An and denote by wC the word, if it exists, such that wC(An) = feg [ C. We
will use the words constructed in [15] to build the new words that have the image we
want. There the authors obtained the following reult:
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Theorem 4.19 (Kassabov & Nikolov [15]). For every n  7 we can explicitly construct
a word wp such that the image of wp over An consists of the identity and all p-cycles
where p is any prime 3  p < n.
Remark 4.20. This result is trivial in the cases n = 3; 4; 5 as the word w = x10 shows.
The words we are going to construct follow a general form. Let C1 and C2 be two
automorphism classes in An and suppose that we have words wC1 and wC2 with im-
ages feg [ C1 and feg [ C2 respectively. Now consider the group word wC1;C2;k =
[:::[[wC1 ; wC2 ]
(1); wC2 ]
(2); :::](k) for some k, (i) 2 N where we write k for the vector
((i)). Suppose we want to nd a word with image feg [ C for some automorphism
class C in An. The idea is to pick C1 and C2 and to x k `large' enough so that the
image of wC1;C2;(1) contains C. We then choose `appropriate' (i) to kill any unwanted
automorphism classes whilst still retaining C in the image. Also note that if C1 has
support size m1 and C2 has support size m2 then we need only check our word maps
over Am for m  m1 +m2   1. We will now present the required words to obtain each
automorphism class to complete the proof of Theorem 4.14:
 (2; 2)-cycles: Take C1 = (3)-cycles, C2 = (3)-cycles and 1 = (3).
 (4; 2)-cycles: Take C1 = (5)-cycles, C2 = (5)-cycles and 2 = (3:5:7; 3:5:7).
 (3; 3)-cycles (for n 6= 6): Take C1 = (5)-cycles, C2 = (5)-cycles and 2 = (3:5:7; 4:5:7).
 (3; 2; 2)-cycles: Take C1 = (7)-cycles, C2 = (5)-cycles and 3 = (3:5:7; 4:5; 5).
 (2; 2; 2; 2)-cycles: Take C1 = (3; 3)-cycles, C2 = (3; 3)-cycles and 1 = (2:3:5:7).
 (6; 2)-cycles: Take C1 = (4; 2)-cycles, C2 = (7)-cycles and
5 = (4:3; 2:5:7; 4:3:7; 4:9:5; 5:7).
 (5; 3)-cycles: Take C1 = (7)-cycles, C2 = (7)-cycles and
6 = (2:3; 7; 4:3:7; 4:9:5; 4:9:5; 4:7).
 (4; 4)-cycles: Take C1 = (7)-cycles, C2 = (7)-cycles and
5 = (4:5:7; 4:5:7; 5:7; 4:3:5:7; 9:5:7).
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 (9)-cycles: Take C1 = (7)-cycles, C2 = (7)-cycles and 4 = (2:9; 4:3:5:7; 2:9:7; 4:5:7).
 (5; 2; 2)-cycles: Take C1 = (7)-cycles, C2 = (7)-cycles and
6 = (4:7; 1; 4:5:7; 2:5; 4:3:5:7; 9:7).
 (4; 3; 2)-cycles: Take C1 = (5)-cycles, C2 = (7)-cycles and
7 = (8:5:7; 3:5:7; 4:25; 81; 4:25; 4; 5:7).
 (3; 3; 3)-cycles: Take C1 = (7)-cycles, C2 = (7)-cycles and 1 = (4:3:5:7).
 (4; 2; 2; 2)-cycles: Take C1 = (5)-cycles, C2 = (9)-cycles and
6 = (9:5:7; 16:7; 5:7; 8:9:5:11; 8:5:7; 9:5:7:11).
 (8; 2)-cycles: Take C1 = (5)-cycles, C2 = (9)-cycles and
7 = (1; 9; 1024:9:5; 4:9:5; 9:5:7; 4:9:5:7:11; 9:5:7:11).
 (3; 3; 2; 2)-cycles: Take C1 = (5)-cycles, C2 = (3; 3; 3)-cycles and
7 = (1; 5; 9; 5:8:7; 9:25:7; 81; 5:7:11).
 (7; 3)-cycles: Take C1 = (5)-cycles, C2 = (3; 3; 3)-cycles and
7 = (2; 2:5; 1; 1; 8:7; 7
4; 8:5:11).
 (6; 4)-cycles: Take C1 = (5)-cycles, C2 = (9)-cycles and
7 = (1; 8:3:5; 25:7; 64:9:7:11; 8:5:7; 8:81:7:11; 5:7:11).
 (5; 5)-cycles: Take C1 = (5)-cycles, C2 = (9)-cycles and
7 = (4; 3; 9; 5:7; 1; 4:9:5:7:11; 8:9:7:11).
Together with the results of Kassabov & Nikolov [15] this completes the proof of Theorem
4.14.
Remark 4.21. As already stated, MAGMA was used to carry out the computations to
check that the above words have the desired image. However, some of the cases are easy
to check without the use of MAGMA. For example, to get the (2; 2)-cycles you need only
check that there exists two (3)-cycles, x and y, whose commutator, [x; y], is a (2; 2)-cycle.
Since the commutator of two (3)-cycles lies in A5 and the only elements of order two in
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A5 are the (2; 2)-cycles the result follows by raising to an appropriate power. Similar
arguments can be used to obtain the (2; 2; 2; 2)-cycles and the (3; 3; 3)-cycles.
Remark 4.22. Together with the results from [15], the above results give us explicit
examples of words whose image is any automorphism class with support size at most 11
in any simple alternating group.
In the next section we will look at verbal images of dihedral groups and p-groups. Unlike
the case with (extensions of) simple groups there is no analogue of the Guralnick &
Kantor result here. Also, it is not necessarily true that every non-trivial endomorphism
is an automorphism. We therefore have to consider the possibility of verbal images
consisting of unions of endomorphism closed subsets.
4.5 Other Groups
Suppose that G is a group with G = A o H where A is abelian and let w 2 Fn be a
group word in n variables. For an n-tuple g 2 G(n) we have w(g) = wh(a):w(h) where
g = a:h and wh is a generalised word. It is clear that
Im(w) =
[
h2H(n)
Im(wh)w(h):
For each tuple h 2 H(n), the map
wh : A
(n)  ! A;
a 7 ! wh(a)
is an abelian group homomorphism. Suppose that a 2 Im(wh) for some xed tuple h.
Then
hai:w(h)  Im(wh):w(h)  Im(w):
If the order of a is not prime then certainly the image of w is never a single conjugacy
class. Also note that if Im(wh) contains a cyclic group of order p and a cyclic group
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of order q with (p; q) = 1 then it contains a cyclic group of order pq and in particular
contains an element of order pq.
Fix n  2 and denote by G the dihedral group D2n and write G = hri o hfi where
rn = f2 = e and rf = r 1. Note that hrdiE hri whenever d divides n.
The verbal images of any dihedral group must be closed under endomorphisms. It
is necessary to understand the endomorphism closed subsets which will be unions of
automorphism classes. The automorphism classes of D2n are determined by the order
of the elements except in the case of even n where there are two automorphism classes
of elements of order 2: the reections and the rotation of order 2.
First suppose that n is an odd prime. Then the next lemma is clear:
Lemma 4.23. The verbal images of D2n with n = p, an odd prime, are precisely the
endomorphism closed subsets. In particular, they are one of the following given by word
w:
i) the identity element: w = 1;
ii) the union of the identity and the set of reections: w = xp;
iii) the union of the identity and the set of rotations: w = x2;
iv) D2p: w = x.
Proof. This follows immediately from the previous statements noting that there are only
three endomorphism classes of elements: the identity, the reections and the rotations.
If n is odd but not necessarily prime then by the above comments, if the verbal image
of the (generalised) word on the group of rotations contains the element rk then it also
contains hrki. Moreover, there is an endomorphism sending a rotation of order d to any
rotation of order k for k dividing d where d divides n. The next proposition is clear:
Proposition 4.24. The verbal images of D2n with n odd are precisely the endomorphism
closed subsets. In particular, they are one of the following given by word w:
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i) the identity element: w = 1;
ii) the union of the identity and the set of reections: w = x=2;
iii) for any d dividing n, the union of the identity and all the rotations of order k for
k dividing d: w = x=d;
iv) for any d dividing n, the union of the identity, the reections and all the rotations
of order k for k dividing d: w = x=2d;
v) D2n: w = x
where  is the exponent of D2n.
Proof. It only remains to show that there are no others. But this is clear from the fact
that if the verbal image contains a rotation of order p and a rotation of q with (p; q) = 1
then it contains a rotation of order pq.
Now suppose that n is even. We have the following:
Proposition 4.25. The verbal images of D2n with n even are precisely the endomor-
phism closed subsets. In particular, they are one of the following given by word w:
i) the identity element: w = 1;
ii) if 4 divides n, the union of the identity and the rotation of order 2: w = [x; y]n=2;
iii) the union of the identity, the set of reections and the rotation of order 2: w = x=2;
iv) for any even d dividing n; the union of the identity, all the rotations of order k
for k dividing d and the set of reections: w = x=d;
v) for any odd d dividing n; the union of the identity and all the rotations of order k
for k dividing d: w = x=d;
vi) D2n: w = x
where  is the exponent of D2n.
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Proof. Similar to previous.
Given a nite p-group G it appears to be dicult to determine precisely which subsets
can and cannot be obtained as the image of a word map. We end this chapter with the
following remark:
Remark 4.26. Fix a nite p-group G. If S  G is a union of automorphism classes such
that S  GnGpG0 then there does not exist a word w such that w(G) = S. This follows
immediately from Corollary 3.10.
Chapter 5
Width of Twisted Commutators
5.1 Twisted Commutators
Let S be a group. For automorphisms ,  of S and x, y 2 S write
T;(x; y) = x
 1y 1xy;
the twisted commutator of x and y and also write T;(S; S) = fT;(x; y)1 : x; y 2 Sg.
For two D-tuples of automorphisms  = (1; :::; D),  = (1; :::; D) 2 Aut(S)(D) we
write
T;(x;y) =
DY
i=1
Ti;i(xi; yi)
where x = (x1; :::; xD), y = (y1; :::; yD) 2 S(D) and T;(S; S) for
QD
i=1 Ti;i(S; S): In
[29] Nikolov & Segal have proved that there exists a constant D 2 N such that if S is
any nite quasisimple group and ,  2 Aut(S)(D) then S = T;(S; S). In the case
where  and  are the trivial automorphisms T;(x; y) is just the commutator [x; y]. It
has been shown, see [19] and [20], that in the case where S is a nite quasisimple group
(except from a list of nitely many exceptions) D = 1 holds, that is, every element of S
is a commutator.
In the next section we deal with the alternating groups and prove the following theorem:
72
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Theorem 6. Let An denote the alternating group of degree n  5. For any ,  2
Aut(An) we have An = T;(An,An).
In the later sections we turn to the groups of Lie type. Recall, from Theorem 2.41, that if
 denotes an automorphism of a special linear group then  is a product idfg where
i, d, f, g are `inner', `diagonal', `eld' and `graph' automorphisms respectively. Our
other main results are:
Theorem 5.1. Let n  2, q = pr  4 where p is a prime and let S denote SL(n; q).
There exist positive integers m = m(n) and d = d(n;m) such that for any  =
(1; :::; d),  = (1; :::; d) 2 Aut(S)(d) if either the order of fi or fi is at least
m for each i then T;(S; S) = S
We will use this theorem to yield the following result:
Theorem 7. Let n  2, q = pr  4 where p is a prime and let S denote SL(n; q). For
any ,  2 Aut(S)(D) with D  31 we have T;(S; S) = S.
In fact, the number 31 in Theorem 7 can be improved in the cases of higher rank or eld
characteristic, the details will be given later. We will also give some analogous results
for projective special linear groups, special unitary groups and projective special unitary
groups.
A key tool in the proof of these theorems is a result by Tim Gowers but we will use the
following generalisation due to to Babai, Nikolov and Pyber [2]:
For a nite group G let l(G) denote the minimal dimension of any non-trivial R-linear
representation of G.
Theorem 5.2 (Babai, Nikolov, Pyber [2]). Let X1,..., Xd be subsets of G where d  3
and suppose that
dY
i=1
jXij  jGjdl(G)2 d:
Then X1:::Xd = G.
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In particular, this holds if jXij  jGj=l(G)1 2=d for each i.
Now assume that S is a nite quasisimple group. We may think of T; as a map:
T; : S  S  ! S;
(x; y) 7 ! T;(x; y):
Similarly T; describes a map T; : S
(D)  S(D) ! S. It is convenient to identify all
elements as elements of Aut(S), in particular we identify S with Inn(S). Throughout
this chapter e will denote the identity element of a group. We end this section by giving
some properties of the maps T; and T;. The following lemma is easy and is Lemma
4:7 in [29]:
Lemma 5.3 (Nikolov & Segal [29]). For any s, t 2 Inn(S) we have
Ts;t(x; y) = zT;(x
0; y0)t
where z = s
 1
t  1s  1, x0 = xz and y0 = sy.
As a consequence we have that T; is surjective if and only if Ts;t is surjective for
some s, t 2 S. Now consider the expression
T;(x; y) = x
 1y 1xy = c
for xed elements x, y 2 S and xed automorphisms  and . This is equivalent to:
x 11 y
 1
1 x1y1 = 
 1c 1:
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where x1 = x
  1 and y1 = y. We have the following commutative diagram:
S  S
(x;y)
S
T;(x;y)
AA
(x  1 ;y)
S
 1T;(x;y) 1
.
......................................................................
.
T;
.......................................................................
....
R;
.......................................................................
....
C;
..................................
.
[; ]
Here A denotes the automorphism group of S. Note that the above already tells us that
T;(A;A)  S for all but nitely many nite quasisimple groups S in view of [19] and
[20]. We have the following:
Lemma 5.4. Suppose that  and  commute. Then the image of T; is a union of
conjugacy classes.
Proof. Suppose that T;(x; y) = c where x, y, c 2 S and  and  are automorphisms
of S. Let g 2 S. We claim that cg is a value of T;. First set h = g 1 and consider
the expression
T;(x; y)
 1 = c
 1
:
Since  and  commute the commutative diagram above shows that
[x 1; y] = c
 1
:
Conjugating by h gives us,
[xh h; hyh] = c
 1h:
Now, the commutative diagram gives
T;(x
h h;  1hyh)
 1
= c
 1h:
Finally, conjugating by  we have
T;(x
h h;  1hyh) = c
 1h = cg:
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For a xed group S consider the statement:
P(; ;D): For ,  2 Aut(S)(D)
T;(S; S) = S:
For a subgroup    Aut(S) we write
P( ;D) () P(; ;D) for all ;  2  (D):
The following is clear:
Lemma 5.5. Let    Aut(S). If D1  D then P( ;D1) implies P( ;D).
The next lemma, which is Lemma 4.6 in [29], will be relevant:
Lemma 5.6 (Nikolov & Segal [29]). For automorphisms 1, 2, 1 and 2 of S we
have:
T1;1(x1; x2)T2;2(x3; x4) = A(x):T12;2(x):B(x)
= C(x):T1;12(x):D(x);
where x 7! (x; x) and x 7! (x; x) are bijections from S4 ! S2  S2 and A; B, C
and D are generalised words.
Using Lemma 5.6 we immediately have the following:
Lemma 5.7. For automorphisms ; i; ; j of S and integers m and n we have
mY
i=1
Ti;i(S; S)  T1:::m;m(S; S);
nY
i=1
Ti;i(S; S)  T1;1:::n(S; S);
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and
T;(S; S)
mn  Tm;n(S; S):
The following will also be useful:
Lemma 5.8. We have
T;(S; S) = T;(S; S) = T; 1(S; S) = T;(S; S) = T 1;(S; S) = T 1; 1(S; S):
Proof. Consider T;(x; y) = x
 1y 1xy. Substituting y = y1 gives
x 1(y 11 x)
y1 :
Now substitute x = y1x1 which gives us
x 11 y
 1
1 x

1 y

1 = T;(x1; y1):
For the second equality, we have T; 1(x2; y2) = x
 1
2 y
 1
2 x

2 y
 1
2 . Substituting y2 = y

and setting x2 = yx gives
x 1y 1xy = T;(x; y):
For the third equality, consider the expression for T;(x; y3):
x 1y 13 (x
y3)

and substitute y = xy3 giving
x 1y 1xy = T;(x; y):
For the forth equality consider T;(x; y) = x
 1y 1xy and substitute y = x  1y4
giving us
x 1y 14 x
 1xx y4 = T 1;(x; y4):
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The last statement follows from
T 1; 1(x; y) = T;(y
 1 ; x
 1
) 1:
5.2 Alternating Groups
In this section we will prove Theorem 6. We rst recall the following covering theorem
from [4]:
Theorem 5.9 (Brenner & List [4]). If n  3, b3n=4c  k  n, then every permutation
P in An can be written as the product P = QR of two (k)-cycles Q and R.
Here, bqc denotes the integer part of q 2 Q. Fix n  5 and x automorphisms ,  of
An. In view of Lemma 5.3 we may assume, for n 6= 6, that  and  2 fe; (12)g. When
n = 6 we may assume that  and  2 fe; (12);  ; (12) g where  is the exceptional
outer automorphism which swaps the (3)-cycles with the (3; 3)-cycles. Rearranging the
expression for T;(x; y) and using the fact that  and  commute we have
T;(x; y) = x
 1(y) 1x(y):
Consider the map Q given by:
Q : An An  ! An;
(x; y) 7 ! (y) x 1(y):
It is clear that T;(x; y) is surjective if and only if Q(x; y) is surjective. Let c 2 An. We
claim that there exist x, y 2 An such that Q(x; y) = c.
First suppose that n 6= 6 or 8. By Theorem 5.9, we may write c = ab where a and b
are (k)-cycles with b3n=4c  k  n. Choose k minimal odd if  is an even permutation
and k minimal even if  is an odd permutation. Set y =  1b, an element of An. There
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exists s 2 Sn such that b s = a. Now set x = rs where r will be chosen so that the
commutator [r; b] = e and x 2 An. Then Theorem 6, for n 6= 6 or 8, will follow since we
have found x, y 2 An satisfying T;(x; y) = Q(x; y) = c where c was arbitrary.
It remains to show the existence of such an r. If s 2 An we can take r = e so suppose
that s 62 An. If n  9 there exist distinct v, t which do not lie in the support of b.
We can set r to be the (2)-cycle (v t). This can also be done when n = 5 or 7 and
k = b3n=4c, i.e. when (n; k) = (5; 3) or (7; 5). For the remaining cases, when (n; k) is
(5; 4) or (7; 6), we can take r = b.
For n = 8 note that every element of A8 can be written as a product of two (6)-cycles by
Theorem 5.9 or as a product of two (2; 4)-cycles by inspection. We can therefore choose
a and b to be either (6)-cycles or (2; 4)-cycles so that y =  1b is an even permutation.
Now set x = rs where r has the same property as before. Once again, it is easy to see
that such an r exists.
Finally, for n = 6 note that every element c 2 A6 can be written as a product c = ab
of two (4)-cycles by Theorem 5.9 or of two (2; 2)-cycles by inspection. Moreover, one
can check that b s = a for some s 2 S6 with s not a (3)-cycle nor a (3; 3)-cycle. Note
that the exceptional outer automorphism,  , acts trivially on the elements a, b and s.
For an automorphism  write   =  if  2 f ; (12) g and   = e if  2 fe; (12)g.
Proceding as before we can choose a and b to be either (4)-cycles or (2; 2)-cycles so that
y =  1 b is an even permutation. Now set x = rs  where r has the property that
the commutator [r;  b] = e and x 2 An. It is easy to see that there always exists such
an element r.
This completes the proof of Theorem 6.
5.3 Groups of Lie Type
For any n  2, q = pr  4 where p is a prime let S = PSL(n; q). An automorphism  of
S is a product idfg where i, d, f, g are `inner', `diagonal', `eld' and `graph'
automorphisms respectively.
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There are some special cases where it is easy to see that T;(S; S) = S, more specically
when  =  or when either  or  is trivial. To establish this we need the next theorem
due to Lev [18]:
Theorem 5.10 (Lev [18]). Let k be a eld with at least 4 elements and a1, a2 2 GL(n; k)
with n  3 such that all eigenvalues of a1, a2 lie in k. Then any non-scalar matrix g 2
GL(n; k) with det(a1).det(a2) = det(g) can be factored as g = b1b2 with bi conjugate to
ai for i = 1; 2. The same conclusion holds for n = 2 if and only if either the eigenvalues
of a1 or those of a2 are distinct or all eigenvalues of a1 and a2 lie in k.
Now suppose that  =  are automorphisms of S = PSL(n; q). We claim that for any
c 2 S there exist x and y such that T;(x; y) = c, i.e.
x 1y 1(xy) = c:
Let C be the conjugacy class induced by any of the following elements Ma 2 SL(n; q):
Ma =
0BBBBBBB@
a 0    0
0 1=a    0
...
... Jn 2(1)
0 0
1CCCCCCCA
with a 6= a 1 where Jn 2(1) is the Jordan block of size n   2 and eigenvalue 1. Then
C = C 1 and by Theorem 5.10 we can nd M 2 C and N 2 C such that c = MN
with M 1 conjugate to N 1 . Setting (yx) 1 = M and (xy) = N and solving for x
and y gives x 1 =My and so y 1M 1y = N 1 . Since M 1 is conjugate to N 1 there
exists a matrix Y in S such that Y  1M 1Y = N 1 . Finally, upon setting y = Y and
x = y 1M 1 we have T;(x; y) = c. The case where either  or  is trivial is even
easier and similarly follows from Theorem 5.10 or noting that T;(S; S) = Te;(S; S) by
Lemma 5.8 where e denotes the trivial automorphism. We have shown:
Lemma 5.11. Let  and  be automorphisms of S = PSL(n; q) such that either  = 
or at least one of  or  is trivial. Then T;(S; S) = S.
For special linear groups we immediately have the following:
Chapter 5. Width of Twisted Commutators 81
Lemma 5.12. Suppose that G = SL(n; q). Let  = (1; 2) and  = (1; 2) be two
2-tuples of automorphisms of G such that for each i either i = i or at least one of i
or i is trivial. Then Ti;i(G;G)  G n Z(G) for each i and T;(G;G) = G.
Proof. The last statement follows from the next lemma.
Lemma 5.13. Let A be a subset of a group G such that jAj > jGj=2. Then A2 = G.
Proof. Suppose that there exists an element g 2 G n A2. Then for every element a 2 A
there exists a unique h 2 G nA such that g = ah. Thus jGj  2jAj, a contradiction.
We would hope that a result like Theorem 5.10 holds for any group of Lie type. Sadly
no such result exists and if it did it would imply Thompson's Conjecture: Given a nite
simple group G does there exist a conjugacy class C such that C2 = G? However, we
do have the following results due to Guralnick and Tiep [11]:
Theorem 5.14 (Guralnick & Tiep [11]). Let G be a universal quasisimple group with
G 62 fSL(2; 5);SL(2; 17);Sp(4; 3)g. There exists a conjugacy class C such that C3 = G:
Theorem 5.15 (Guralnick & Tiep [11]). Let G be a non-abelian nite simple group.
There exists a conjugacy classes C such that C3 = G.
In view of Theorem 5.14 we immediately obtain:
Lemma 5.16. Suppose that G is as in Theorem 5.14. Let  = (1; 2; 3) and  =
(1; 2; 3) be two 3-tuples of automorphisms of G such that for each i either i = i or
at least one of i or i is trivial. Then T;(G;G) = G.
Proof. Suppose that G and C are as in Theorem 5.14. Observe that if say all the i
are trivial then we may choose elements yi 2 C 1 so that Ti;i(G;G)  Cyii . Then
T;(G;G)  C:C:C:y11 y22 y33 = G.
Similarly, in view of Theorem 5.15 we have the following:
Lemma 5.17. Suppose that G is a non-abelian nite simple group. Let  = (1; 2; 3)
and  = (1; 2; 3) be two 3-tuples of automorphisms of G such that for each i either
i = i or at least one of i or i is trivial. Then T;(G;G) = G.
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5.3.1 Special Linear Groups of Degree 2
We now turn our attention to special linear groups of degree 2. Let S = PSL(2; q)
where q = pr and x automorphisms  and  of S. Recall that the automorphisms f;
f 2 f[p]k : k = 1; :::; r 1g where [p] is the automorphism on the matrix entries induced
by the eld automorphism x 7! xp. Suppose that f = f = e. For such automorphisms
 and  of S we claim that T; is surjective. In this case we have g = g = e and
we may assume that i = i = e in view of Lemma 5.3. We can also assume that d,
d 2 fe;Dg where D is the matrix
0B@ 1 0
0 
1CA ;
acting by conjugation on S where  is a non-square. We will prove the following:
Theorem 5.18. Let  and  be automorphisms of S = PSL(2; q) with q = pr odd such
that f = f = e. Then T;(S; S) = S.
We consider the case where  =  = D, the other cases are similar. This theorem
is in fact implied by Lemma 5.11 but we will give an alternative proof via the trace
polynomial, introduced in Section 2.2, following the methods in [3] where Brenner and
Carlitz proved a covering theorem for S. The following proof follows their arguments.
Any two matrices of SL(n; q) with the same trace 6= 2 are conjugate, such matrices are
semisimple. There are also two conjugacy classes of unipotent elements for each of the
traces 2. Denote by U 2 (a) 2 SL(n; q) the matrix
U 2 (a) =
0B@  0
a 
1CA :
Then each conjugacy class of unipotent elements can be represented by the 22 matrices
U 2 (a) where  = 1 and a is either a xed non-zero non-square or non-zero square. Let
R =
0B@ r s
t u
1CA
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and
M =
0B@ 0 1
 1 !
1CA
be two matrices in SL(n; q). Consider the expression C = R 1M 1RM. Then  =
tr(C) is equal to
 = 21   (4 + !2)22   (!2 + 2)
where
1 = (g   1)=s  s+ 1
2
!(r + g=r); (5.1)
2 =
1
2
(r   g=r); (5.2)
g = ru: (5.3)
Here, g=r means 0 if r = 0 and (g   1)=s means 0 if s = g   1 = 0. Also note that the
(2; 1)-entry of C is:
!(g   1)  sr + (g=r)[(g   1)=s]:
The next lemma is due to Dickson [7]:
Lemma 5.19 (Dickson [7]). If d = 1 or  1 according as  a1a2 6= 0 is a square or
non-square in Fpr , p > 2, the equation
a1
2
1 + a2
2
2 = x
has pr   d or pr + (pr   1)d solutions in Fpr according as x 6= 0 or x = 0.
It follows that if !, W are xed, with !2 6=  4, then there exist v, V such that
v2   (4 + !2)V 2 =W + !2 + 2:
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Lemma 5.20. If i for i = 1; 2 are dened as above and if !, W are preassigned, with
!2 6=  4, then there exists a matrix R where
R =
0B@ r s
t u
1CA
with det(R)=1 such that
21   (4 + !2)22 =W + (!2 + 2):
Proof. By Lemma 5.19 there exist v, V such that v2   (4 + !2)V 2 = W + !2 + 2. It
remains to show that there exist r and s so that 1 = v, 2 = V and det(R)=1.
Solutions to 2 = V are given by taking g = z
2   V 2 and r = z + V where z runs over
the eld. The equation 1 = v gives
s2 + (v   1
2
!(r + g=r))s+ 1  g = 0:
To solve for s we must select z so that
(
1
4
!2 + 1)[z   !v=(!2 + 4)]2   V 2   1  1
4
!2v2=(!2 + 4) + v2=4
is a square, this can always be done.
Now to complete the proof of Theorem 5.18. In view of Lemma 5.20 we need only show
that there exist r, s and g so that  =  2 and the (2; 1)-entry of C is a non-zero square
(non-square). First choose 0 6= ! so that !2 + 4 = z2 6= 0 for some z. We will solve
1 = ! and 2 = 0.
Solutions to 2 = 0 are given by g = r
2. Now 1 = ! gives
(s+ !(1  r)=2)2 = 1
4
z2(r   1 + 4=z2)2   4=z2:
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We can nd a solution for s if the right hand side is a square, say X2. Set
1
2
z(r   1 + 4=z2) +X = d;
1
2
z(r   1 + 4=z2) X = 4=dz2
where d 6= 0 is arbitrary. Adding these and solving for r gives
r = 1  4=z2 + d=z + 4=dz3:
It remains to show that we can nd a solution so that the (2; 1)-entry of C a non-zero
square (non-square). The (2; 1)-entry is !(r  1) = [4!=dz](d=z  1=z)2 (using (5.1) and
(5.2) above) and d can be chosen so that this is a non-zero square (non-square).
Theorem 5.18 follows since the image of T; is a union of conjugacy classes by Lemma
5.4.
Remark 5.21. Perhaps it is possible that this approach can be used to study the cases
where f and f are non-trivial.
5.3.2 Special Linear Groups and Special Unitary Groups
To prove Theorem 5.1 we will follow an argument given by Nikolov & Segal which
can be found in Section 4.1 of [29]. For the remainder of this chapter S will denote
a universal nite quasisimple group of type An 1 or 2An 1 of untwisted rank n   1.
Then by Theorem 2.39 we have that S = L  L(Fqk), the group of  xed points of a
Steinberg endomorphism  acting on L where L is a simple simply connected algebraic
group dened over Fp of type An 1 of untwisted rank n   1 and k = 1 if S is of type
An 1 and k = 2 if S is of type 2An 1. Note that since  is the product of a graph
automorphism and a power of the Frobenius automorphism [p] of L it commutes with
all eld automorphisms of L, see Remark 2.46.
We may consider L = SLn as embedded in some GLn. The group GLn contains a torus T
that normalises L and induces the diagonal automorphisms on L. Thus by Proposition
2.43 the group D = T induces the diagonal automorphisms on S = L.
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Suppose that  is a eld automorphism of S of order m so that, by Proposition 2.44, the
automorphism  is the restriction to S of [p]f for some f and m = k. Let q0 denote
the size of the xed eld of . So q0 = p
f and since the size of the xed eld of m is qk
we have qk = pmf = qm0 .
For an algebraic subgroup M of GLn stabilised by  we denote by M the xed point
set of  in M . Set G = L and H = T. Then by Proposition 2.45 the group G is an
untwisted quasisimple group of type An 1 over Fq0 of rank n   1 equal to the rank of
L. The group H induces the diagonal automorphisms on G. Since  commutes with 
it preserves G acting as an automorphism of order k as k = m.
We now x , an automorphism of S, of the form
 = ch 1
where c is an inner automorphism, h is a diagonal automorphism and  is a eld auto-
morphism of S having order m  2 where m is to be chosen later.
We will prove the following:
Proposition 5.22. With the notation as above, there exists m = m(n) and d = d(n;m)
such that jT;(S; S)j  jSj=l(S)1 2=d and jT; 1(S; S)j  jSj=l(S)1 2=d for all  2
Aut(S).
This immediately implies Theorem 5.1 in view of Theorem 5.2 . Proposition 5.22 will
follow from:
Proposition 5.23. With the notation as above, there exists m = m(n) and d = d(n;m)
such that the set
W = fx 2 S : jCS(xh 1)j < l(S)1 2=dg
satises W 6= ;.
To see how Proposition 5.23 implies Proposition 5.22 rst note that since S \W 6= ;
(for a suitable choice of m and d) there exists y 2 S such that yc 2 W thus satisfying
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jCS(y)j < l(S)1 2=d. Hence the set
c(S; y) = f[x; y] : x 2 Sg
satises
jc(S; y)j > jSj=l(S)1 2=d
and so, in view of the next proposition which is proved in [29], we have jT;(S; S)j 
jSj=l(S)1 2=d. Note that since
T 1; 1(x; y) = T;(y
 1 ; x
 1
) 1
the rest of the statement follows.
Proposition 5.24 (Nikolov & Segal [29], Proposition 4.12). Let ,  2 Aut(S). Suppose
that there exists y 2 S such that
jc(S; y)j  jSj:
Then jT;(S; S)j  jSj.
It remains to prove Proposition 5.23, this will follow from a series of lemmas of which
the next three can be found in [29].
Recall that h 2 D = T and so by Lang's Theorem 2.36 there exists  2 T with
h =  1. Put h0 =   and dene maps
;  : L  ! LT ;
(x) = [x; ]; (x) = [(x) 1; ]:
We have
Lemma 5.25 (Nikolov & Segal [29], Lemma 4.24). i)  1(Sh) =  1(Gh0);
ii) if g 2 Sh then j 1(g)j = jGj;
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iii) if z 2 Gh0 then j 1(z)j = jSj.
Consider the semi-direct product G1 = GH o hi and dene the following `twisted'
permutation action of G on G1: for x 2 G and a 2 G1,
ax^ = x 1ax:
For a 2 G1 we denote the stabiliser of a in G under this action by C(a), i.e.
C(a) = fx 2 G : ax = xag:
Set Y =  1(Sh) =  1(Gh0).
Lemma 5.26 (Nikolov & Segal [29], Lemma 4.25). Let y 2 Y and put g = (y),
z = (y). Then
jCS(g 1)j = jC(z)j:
Set
Z = fz 2 Gh0 : jC(z)j < l(S)1 2=dg;
Y  =  1(Z):
The two preceding lemmas give us
jW j = jGj 1jY j = jSjjGj 1jZj:
Recall that G = L, an untwisted quasisimple group of type An 1 over Fq0 where
qm0 = q
k. Let c(G) denote the number of conjugacy classes of G.
Lemma 5.27 (Nikolov & Segal [29], Lemma 4.27). The coset Gh0  G1 is a union of
at most jG1 : Gjc(G) orbits of G with the twisted action.
Now to complete the proof of Proposition 5.23. First observe that jG1 : Gj  k(q0   1)
since
jGH : Gj  jOutDiag(G)j  minfn; q0   1g
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where OutDiag(G) is the group of outer diagonal automorphisms. For y 2 Gh0 n Z we
have
jyG^j = jGjjC(y)j 
jGj
l(S)1 2=d
:
Putting all this together, Lemma 5.27 gives us
jGh0 n Zj  k(q0   1)c(G)jGj
l(S)1 2=d
: (5.4)
Recall that S is a universal quasisimple group of type An 1 or 2An 1 over Fq and that
k = 1 or 2 respectively where k is the order of .
Lemma 5.28. We have the following bounds for l(S):
i) if S is SL(n; q) we have l(S)  (q(n 1)   1)=r where r = (2; q   1) if n = 2 and
r = 1 if n  3;
ii) if S is SU(n; q) we have:
l(S) 
8>><>>:
q(qn 1   1)=(q + 1) if n odd;
(qn   1)=(q + 1) if n even:
Proof. See [16] for bounds on l(S).
Lemma 5.29. We have the following upper bounds for c(G) where G is SL(n; q0):
c(G) 
8>>>>>>>>>><>>>>>>>>>>:
q0 + 1 if n = 2 and q0 even;
q0 + 4 if n = 2 and q0 odd;
min(q20 + q0 + 8; q0 + 4q0) if n = 3;
min(qn0 =(q0   1) + qn=2+10 ; qn 10 + 4qn 20 ) if n  4:
Proof. See 3.2 of [8] and Proposition 2.7 in [19].
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From now on we will assume that S = SL(n; q). Using Lemmas 5.28 and 5.29 we obtain
the following inequality from equation (5.4):
jGh0 n Zj  r
1 2=d(q0   1)c(G)jGj
(q
(n 1)m
0   1)1 2=d
where r is as in Lemma 5.28. Therefore jZj  jGj where
 = 1  r
1 2=d(q0   1)c(G)
(q
(n 1)m
0   1)1 2=d
:
It is not hard to show that for each n we can nd m = m(n) and d = d(n;m) so that
 > 0 for all q0 and Proposition 5.23 follows. Theorem 5.1 then follows in view of
Theorem 5.2.
For n = 3 the statement of Proposition 5.23 holds when m = 3 and d = 5 and for n  4
it holds when m = 2 and d = 9. We will now complete the proof of Theorem 7. Consider
the following subgroups of Aut(S):
Aut(S)      2   1   0 = Inn(S)
where  1 = InnDiag(S), the group of inner diagonal automorphisms of S,  2 =  1m
and   =  1 where  is the group of eld automorphisms of S and m is the subgroup
of  generated by the elements of order at most m   1 (where m will vary depending
on n). For n = 2 we set m = 4 and d = 8, for n = 3 we set m = 3 and d = 5 and nally
we set m = 2 and d = 9 for n  4.
Let  and  denote elements of Aut(S)(31). In view of Lemma 5.8 we may assume that
 has no graph automorphisms (since graph automorphisms of S have order 2), i.e.
 2  (31). If at least d(n;m) many i also happen to be elements of   n  2 then, by
Theorem 5.1 and Lemma 5:5, we have
T;(S; S) = S:
Now suppose that at most d(n;m)   1 of the i are in   n  2 so that at least d0 =
d0(n;m) = 32   d(n;m) are in  2. Without loss of generality let 0 = (1; :::; d0)
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with each i 2  2 for i = 1; :::; d0 and let 0 = (1; :::; d0) with each i 2 Aut(S) for
i = 1; :::; d0. We claim that
T0;0(S; S) = S:
Theorem 7 will then follow in view of Lemma 5.5. Note that d0(2; 4) = 24, d0(3; 3) = 27
and d0(n; 2) = 23 for all n  4.
For an integer n denote by lcm[n] the integer which is the lowest common multiple of
the integers f1; 2; :::; ng. Now dene D(n) = lcm[m(n)  1] so that D(2) = 6, D(3) = 2
and D(n) = 1 for all n  4. Then any product of D(n) elements from f1; :::; d0g is
an element of  1. We deal with the three cases separately but rst we will need the
following lemma from [26]:
Lemma 5.30. The group SL(n; q) with n  4 is the product of 4 conjugate copies of
SL(n  1; q)  SL(n; q).
First when n  4 recall we take m = 2 and so D(n) = 1. Then 0 2  (23)1 . Suppose
that H12:H34:H56:H78 = S where the Hij are conjugate to each other and isomorphic to
H = SL(n  1; q). Fixing a representative for the diagonal automorphism, by applying
Lemma 5.3, we can nd s1 2 S so that 01 = 1s1 acts trivially on H12. Similary we can
show that 02 = 2s2 acts trivially on H12 for some s2 2 S. Using Lemma 5.3 we can
nd si 2 S so that for some vi 2 S we have
8Y
i=1
Ti;i(S; S) =
8Y
i=1
viT0i;i(S; S)
where 0i = isi and for each i the automorphisms 
0
2i 1 and 
0
2i act trivially on
H2i 1 2i. Also note, again by Lemma 5.3, that for any t 2 S we have T0i;i(S; S)t =
t
 1
T0i;it(S; S). Thus, by shifting the vi from right to left we have
8Y
i=1
Ti;i(S; S) = v
8Y
i=1
T0i;0i(S; S)
where 0i = iti for some v, ti 2 S. Now, by Lemma 5.12, for each i we have
T02i 1;02i 1(S; S):T02i;02i(S; S)  H2i 1 2i:
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Hence
8Y
i=1
Ti;i(S; S) = v
8Y
i=1
T0i;0i(S; S)  vH12:H34:H56:H78 = S:
Finally, by Lemma 5.5,
T;(S; S) = S:
For n = 2 or 3 let kn = j 1 :  0j so that k2  2 and k3  3. It then follows from Lemmas
5.6 and 5.12 that
T0;0(S; S) = S
since for n = 2 we have 2:k2:D(2)  24  d0 and for n = 3 we have 2:k3:D(3)  12  d0.
Hence, by Lemma 5.5
T;(S; S) = S
proving Theorem 7. The next corollary follows from Theorem 5.1, the methods are
similar to what we have already seen:
Corollary 2. Let n  2, q = pr  4 where p is a prime and let S denote SL(n; q). For
any ,  2 Aut(S) we have T;(S; S)12 = S.
Proof. First assume that n = 2 and recall we can take m = 4 and d = 8. Suppose that
 is an automorphism with eld part f of order at most 3. As diagonal automorphisms
have order at most 2 the result follows by Lemmas 5.6 and 5.12 since we have 3:2:2 =
12  d. A similar argument for n = 3 also holds.
For n  4 since we can take m = 2 and d = 9 the result follows by Lemmas 5.12 and
5.30 since 4:2 = 8  d  12.
In cases of higher rank we obtain the following slightly sharper bounds:
Corollary 3. Let n  8, q = pr  4 where p is a prime and let S denote SL(n; q). For
any ,  2 Aut(S)(D) with D  12 we have T;(S; S) = S.
Corollary 4. Let n  5, q = pr  4 where p is a prime and let S denote SL(n; q). For
any ,  2 Aut(S) we have T;(S; S)8 = S.
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The remaining cases, when q = 2 or 3, can be dealt with separately. First note that
when (n; q) = (3; 2) or (3; 3) the group SL(n; q) = PSL(n; q) is simple and there are no
eld nor diagonal automorphisms, only a graph automorphism of order 2. Let  and 
be automorphisms of S = PSL(n; q) and consider the twisted commutator T;. We can
assume that  is trivial in view of Lemma 5.8. Then Lemma 5.17 gives us the following.
Lemma 5.31. Let n = 3, q = 2 or 3 and let S denote SL(n; q). For any ,  2 Aut(S)(2)
we have T;(S; S) = S. Also, for any ;  2 Aut(S) we have T;(S; S)2 = S.
The case when S = SL(n; q) with n  4 and q = 2 or 3 is similarly straightforward.
First note that there are no eld automorphisms. Using similar methods to the previous
cases and using Lemmas 5.16 and 5.30 we have the following.
Lemma 5.32. Let n  4, q = 2 or 3 and let S denote SL(n; q). For any ,  2
Aut(S)(D) with D  12 we have T;(S; S) = S. Also, for any ;  2 Aut(S) we have
T;(S; S)
12 = S.
For projective special linear groups similar methods to those used for special linear
groups, but using Lemma 5.11 in place of 5.12, give us the following analogous results:
Theorem 5.33. Let n  2, q = pr  4 where p is a prime and let S denote PSL(n; q).
For any ,  2 Aut(S)(D) with D  19 we have T;(S; S) = S.
Corollary 5.34. Let n  2, q = pr  4 where p is a prime and let S denote PSL(n; q).
For any ,  2 Aut(S) we have T;(S; S)8 = S.
In cases of higher rank we obtain the following slightly sharper bounds:
Corollary 5.35. Let n  11, q = pr  4 where p is a prime and let S denote PSL(n; q).
For any ,  2 Aut(S)(D) with D  8 we have T;(S; S) = S.
Corollary 5.36. Let n  11, q = pr  4 where p is a prime and let S denote PSL(n; q).
For any ,  2 Aut(S) we have T;(S; S)5 = S.
The remaining case where S = PSL(n; q) with n  4 and q = 2 or 3 is straightforward.
Using Lemmas 5.17 and 5.30 it is easy to see that the following holds:
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Lemma 5.37. Let n  4, q = 2 or 3 and let S denote PSL(n; q). For any ,  2
Aut(S)(D) with D  8 we have T;(S; S) = S. Also, for any ;  2 Aut(S) we have
T;(S; S)
8 = S.
We now turn our attention to the special unitary groups. We rst need the following
analogue to Lemma 5.30 about products of conjugate subgroups in special linear groups:
Lemma 5.38. Let G denote the special unitary group SU(n; q) with n  4. The group
G is a product of 3 conjugate copies of SU(n  1; q)  SU(n; q).
Proof. Suppose that G acts on the set V of vectors of norm 1 with respect to a conjugate-
symmetric sesquilinear form f spanned by fe1; :::; eng where ei is the vector with 1 in
the i-th entry and 0 elsewhere. For 1  i  n let Vi denote the subset of V spanned by
the ej with j 6= i. Dene the following subgroups of G:
G(i) = fg 2 G : g:ei = ei; g:Vi = Vig:
It is clear that each G(i) is conjugate to each other and isomorphic to SU(n  1; q). We
claim that
G = G(3)G(2)G(1):
Let g 2 G. First note that G(3)G(2):e1 = V . To see this rst let v = (v1; v2; :::; vn)
be any vector of norm 1 and note that G(2):e1 is the set of vectors of norm 1 in
V with a zero in the second entry. Choose an element k 2 G(2) so that k:e1 =
(w1; 0; v3; w4; w5; :::; wn) = w for some wi. Then we can nd an element h 2 G(3)
such that hk:e1 = (v1; v2; v3; v4; v5; :::; vn). Now, there exist ai 2 G(i) such that g:e1 =
a3a2:e1. Hence the matrix g
0 := a 12 a
 1
3 g has the vector (1; 0; :::; 0) as its rst col-
umn. But then g0 2 G(1). This is because f(e1; ej) = 0 for all j 6= 1 and so
f(e1; g
0:ej) = f(g0:e1; g0:ej) = f(e1; ej) = 0. It follows that there exists a1 2 G(1)
such that g0 = a1 and the the result follows.
In the case of the special unitary groups, using Lemmas 5.16, 5.28 and 5.38, similar
methods to those used for linear groups yield the following results:
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Theorem 5.39. Let n  3, q = pr  2 with (n; q) 6= (3; 2) where p is a prime and let S
denote SU(n; q). For any ,  2 Aut(S)(D) with D  588 we have T;(S; S) = S.
Corollary 5.40. Let n  3, q = pr  2 with (n; q) 6= (3; 2) where p is a prime and let
S denote SU(n; q). For any ,  2 Aut(S) we have T;(S; S)54 = S.
In cases of higher rank we obtain the following slightly sharper bounds:
Corollary 5.41. Let n  86, q = pr  2 where p is a prime and let S denote SU(n; q).
For any ,  2 Aut(S)(D) with D  24 we have T;(S; S) = S.
Corollary 5.42. Let n  20, q = pr  2 where p is a prime and let S denote SU(n; q).
For any ,  2 Aut(S) we have T;(S; S)18 = S.
For projective special unitary groups we obtain the same results as for special unitary
groups by using Lemma 5.17 in place of 5.16.
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