The paper is devoted to constructing a random exponential attractor for some classes of stochastic PDE's. We first prove the existence of an exponential attractor for abstract random dynamical systems and study its dependence on a parameter and then apply these results to a nonlinear reaction-diffusion system with a random perturbation. We show, in particular, that the attractors can be constructed in such a way that the symmetric distance between the attractors for stochastic and deterministic problems goes to zero with the amplitude of the random perturbation.
Introduction
The theory of attractors for partial differential equations (PDE's) has been developed intensively since late seventies of the last century. It is by now well known that many dissipative PDE possesses a minimal attractor, even if the Cauchy problem is not known to be well posed. Moreover, one can establish explicit upper and lower bounds for the dimension of a minimal attractor. A comprehensive presentation of the theory of attractors can be found in [CV02, SY02] . Similar results were also proved in the case of random dynamical systems (RDS) generated by stochastic PDE's, such as the Navier-Stokes system or reactiondiffusion equations with random perturbations; see [CF94, CDF97] . A drawback of the theory of attractors is that, in general, it is impossible to have any estimate for the rate of convergence to the minimal attractor. Furthermore, in the case of RDS, the attraction property holds when the initial time goes to −∞, whereas one is usually interested in the large-time asymptotics of solutions for the Cauchy problem with a fixed initial time. To remedy these shortcomings, a concept of exponential attractors was suggested in [EFNT94] for deterministic problems. In contrast to the attractors discussed above, they do not possess any minimality property, but still have a finite fractal dimension and, moreover, attract trajectories exponentially fast. We refer the reader to the review paper [MZ08] (and the references therein) for a detailed account of the results on exponential attractors obtained so far.
The aim of this article is to construct finite-dimensional exponential attractors for some classes of RDS and then to show that the general results are applicable in the case of reaction-diffusion equations. To be precise, let us consider from the very beginning the following problem in a bounded domain D ⊂ R n with a smooth boundary ∂D:
u − a∆u + f (u) = h(x) + η(t, x), (1.1) Here u = (u 1 , . . . , u k ) t is an unknown vector function, a is a k × k matrix such that a + a t > 0, f ∈ C 2 (R k , R k ) is a function satisfying some natural growth and dissipativity conditions, h(x) is a deterministic external force acting on the system, and η is a random process, white in time and regular in the space variables; see Section 2.2 for the exact hypotheses imposed on f and η. The Cauchy problem (1.1)-(1.3) is well posed in the space H := L 2 (D, R k ), and we denote by Φ = {ϕ t : H → H, t ≥ 0} the corresponding RDS defined on a probability space (Ω, F , P) with a group of shift operators {θ t : Ω → Ω, t ∈ R} (see Section 2.2). We have the following result on the existence of an exponential attractor for Φ.
Theorem A. There is a random compact set M ω ⊂ H and an event Ω * ⊂ Ω of full measure such that the following properties hold for ω ∈ Ω * .
Semi-invariance. ϕ ω t (M ω ) ⊂ M θtω for all t ≥ 0. Exponential attraction. There is β > 0 such that for any ball B ⊂ H we have Finite-dimensionality. There is a number d > 0 such that dim f (M ω ) ≤ d, where dim f stands for the fractal dimension of M ω .
Note that this type of results are well known for non-autonomous dynamical systems (e.g., see [EMZ05, MZ08] ). An essential difference between nonautonomous and stochastic systems is that the latter deal with forces which are, in general, unbounded in time, and some key quantities can be controlled only after taking the time average. This turns out to be sufficient for the construction of an exponential attractor.
Let us now assume that the random force η in Eq. (1.1) is replaced by εη, where ε ∈ [−1, 1] is a parameter. We denote by M ε ω the corresponding exponential attractors. Since in the limit case ε = 0 the equation is no longer stochastic, the corresponding attractor M = M 0 is also independent of ω. A natural question is whether one can construct M ε ω in such a way that the symmetric distance between the attractors of stochastic and deterministic equations goes to zero as ε → 0. The following theorem gives a positive answer to that question. We refer the reader to Section 4 for more precise statements of the results on the existence of exponential attractors and their dependence on a parameter. Let us note that various results similar to Theorem B were established earlier in the case of deterministic PDE's; e.g., see the papers [FGMZ04, EMZ05] , the first of which is devoted to studying the behaviour of exponential attractors under singular perturbations, while the second deals with non-autonomous dynamical systems and proves Hölder continuous dependence of the exponential attractor on a parameter.
We emphasize that the convergence in Theorem B differs from the one in the case of global attractors, for which, in general, only lower semicontinuity can be established. For instance, let us consider the following one-dimensional ODE perturbed by the time derivative of a standard Brownian motion w: u = u − u 3 + εẇ.
(1.4)
When ε = 0, the global attractor A for (1.4) is the interval [−1, 1] and is regular in the sense that it consists of the stationary points and the unstable manifolds around them. It is well known that the regular structure of an attractor is very robust and survives rather general deterministic perturbations, and in many cases it is possible to prove that the symmetric distance between the attractors for the perturbed and unperturbed systems goes to zero; see [BV92, CVZ12] . On the other hand, it is proved in [CF98] that the random attractor A ε ω for (1.4) consists of a single trajectory and, hence, the symmetric distance between A and A ε ω does not go to zero as ε → 0.
In conclusion, let us mention that some results similar to those described above hold for other stochastic PDE's, including the 2D Navier-Stokes system. They will be considered in a subsequent publication.
The paper is organised as follows. In Section 2, we present some preliminaries on random dynamical systems and a reaction-diffusion equation perturbed by a spatially regular white noise. Section 3 is devoted to some general results on the existence of exponential attractors and their dependence on a parameter. In Section 4, we apply our abstract construction to the stochastic reactiondiffusion system (1.1)-(1.3). Appendix gathers some results on coverings of random compact sets and their image under random mappings, as well as the time-regularity of stochastic processes.
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Notation
Let J ⊂ R be an interval, let D ⊂ R n be a bounded domain with smooth boundary ∂D, and let X be a Banach space. Given a compact set K ⊂ X, we denote by H ε (K, X) its Kolmogorov ε-entropy; see [Lor86] . If Y is another Banach space with compact embedding Y ⋐ X, then we write H ε (Y, X) for the ε-entropy of a unit ball in Y considered as a subset in X. We denote bẏ B X (v, r) and B X (v, r) the open and closed balls in X of radius r centred at v and by O r (A) the closed r-neighbourhood of a subset A ⊂ X. The closure of A in X is denoted by [A] X . Given any set C, we write #C for the number of its elements.
We shall use the following function spaces: When describing a property involving a random parameter ω, we shall assume that it holds almost surely, unless specified otherwise. Given a random function f ω : D → X, we shall say that it is (almost surely) Hölder-continuous if there is γ ∈ (0, 1) such that, for any bounded ball B ⊂ R n , we have
where C ω = C ω (B) is an almost surely finite random variable. If f depends on an additional parameter y ∈ Y (that is, f = f y ω (t)), then we say that f is Hölder-continuous uniformly in y if the above inequality holds for f y ω (t) with a random constant C ω (B) not depending on y.
We denote by c i and C i unessential positive constants not depending on other parameters.
Preliminaries

Random dynamical systems and their attractors
Let (Ω, F , P) be a complete probability space, {θ t , t ∈ R} be a group of measurepreserving transformations of Ω, and X be a separable Banach space. Recall that a continuous random dynamical system in X over {θ t } (or simply an RDS in X) is defined as a family of continuous mappings Φ = {ϕ ω t : X → X, t ≥ 0} that satisfy the following conditions:
Measurability. The mapping (t, ω, u) → ϕ ω t (u) from R + × Ω × X to X is measurable with respect to the σ-algebras B R+ ⊗ F ⊗ B X and B X .
Perfect co-cycle property. For almost every ω ∈ Ω, we have the identity
Time regularity. For almost every ω ∈ Ω, the function (t, τ ) → ϕ θτ ω t (u), defined on R + × R with range in X, is Hölder-continuous with some deterministic exponent γ > 0, uniformly with respect to u ∈ K for any compact subsets K ⊂ X.
An example of RDS is given in the next subsection, which is devoted to some preliminaries on a reaction-diffusion system with a random perturbation.
Large-time asymptotics of trajectories for RDS is often described in terms of attractors. This paper deals with random exponential attractors, and we now define some basic concepts.
Recall that the distance between a point u ∈ X and a subset F ⊂ X is given by d(u, F ) = inf v∈F u − v . The Hausdorff and symmetric distances between two subsets is defined by
We shall write d X and d s X to emphasise that the distance is taken in the metric of X. Let {M ω , ω ∈ Ω} be a random compact set in X, that is, a family of compact subsets such that the mapping ω → d(u, M ω ) is measurable for any u ∈ X. Definition 2.1. A random compact set {M ω } is called a random exponential attractor for the RDS {ϕ t } if there is a set of full measure Ω * ∈ F such that the following properties hold for ω ∈ Ω * .
Semi-invariance. For any
Exponential attraction. There is a constant β > 0 such that
where B ⊂ H is an arbitrary ball and C(B) is a constant that depends only on B.
Finite-dimensionality. There is random variable d ω ≥ 0 which is finite on Ω * such that
Time continuity. The function t → d s M θtω , M ω is Hölder-continuous on R with some exponent δ > 0.
We shall also need the concept of a random absorbing set . Recall that a random compact set A ω is said to be absorbing for Φ if for any ball B ⊂ X there is T (B) ≥ 0 such that
(2.4)
All the above definitions make sense also in the case of discrete time, that is, when the time variable varies on the integer lattice Z. The only difference is that the property of time continuity should be skipped for discrete-time RDS and their attractors. In what follows, we shall deal with both situations.
Reaction-diffusion system perturbed by white noise
Let D ⊂ R n be a bounded domain with a smooth boundary ∂D. We consider the reaction-diffusion system (1.1), (1.2), in which u = (u 1 , . . . , u k ) t is an unknown vector function and a is a k × k matrix such that
We assume that f ∈ C 2 (R k , R k ) satisfies the following growth and dissipativity conditions:
where ·, · stands for the scalar product in R k , f ′ (u) is the Jacobi matrix for f , I is the identity matrix, c and C are positive constants, and 0 ≤ p ≤ n+2 n−2 . As for the right-hand side of (1.1), we assume h ∈ L 2 (D, R k ) is a deterministic function and η is a spatially regular white noise. That is,
where {β j (t), t ∈ R} is a sequence of independent two-sided Brownian motions defined on a complete probability space (Ω, F , P), {e j } is an orthonormal basis in L 2 (D, R k ) formed of the eigenfunctions of the Dirichlet Laplacian, and b j are real numbers satisfying the condition
In what follows, we shall assume that (Ω, F , P) is the canonical space; that is, Ω is the space of continuous functions ω : R → H vanishing at zero, P is the law of ζ (see (2.9)), and F is the P-completion of the Borel σ-algebra. In this case, the process ζ can be written in the form ζ ω (t) = ω(t), and a group of shifts θ t acts on Ω by the formula (θ t ω)(s) = ω(t + s) − ω(t). Furthermore, it is well known (e.g., see Chapter VII in [Str93] ) the restriction of {θ t , t ∈ R} to any lattice T Z is ergodic.
Let
The following result on the well-posedness of problem (1.1)-(1.3) can be established by standard methods used in the theory of stochastic PDE's (e.g., see [DZ92, Fla94] ).
Theorem 2.2. Under the above hypotheses, for any u 0 ∈ H there is a stochastic process {u(t), t ≥ 0} that is adapted to the filtration generated by ζ(t) and possesses the following properties:
Regularity: Almost every trajectory of u(t) belongs to the space
Solution: With probability 1, we have the relation
where the equality holds in the space H −1 (D).
Moreover, the process u(t) is unique in the sense that if v(t) is another process with the same properties, then with probability 1 we have u(t) = v(t) for all t ≥ 0.
The family of solutions for (1.1), (1.2) constructed in Theorem 2.2 form an RDS in the space H. Let us describe in more detail a set of full measure on which the perfect co-cycle property and the Hölder-continuity in time are true.
Let us denote by z = z ω (t) the solution of the linear equatioṅ
supplemented with the zero initial and boundary conditions. Such a solution exists and belongs to the space Y := C(R + , H)∩L 2 loc (R + , V ) with probability 1. Moreover, one can find a set Ω * ∈ F of full measure such that θ t (Ω * ) = Ω * for all t ∈ R and z ω ∈ Y for ω ∈ Ω * . We now write a solution of (1.1)-(1.3) in the form u = z + v and note that v must satisfy the equatioṅ
(2.12)
For any ω ∈ Ω * and u 0 ∈ H, this equation has a unique solution v ∈ X issued from u 0 . The RDS associated with (1.1)-(1.2) can be written as
Then Φ = {ϕ t , t ≥ 0} is an RDS in the sense defined in the beginning of Section 2.1, and the time continuity and perfect co-cycle properties hold on Ω * .
3 Abstract results on exponential attractors
Exponential attractor for discrete-time RDS
Let H be a Hilbert space and let Ψ = {ψ ω k , k ∈ Z + } be a discrete-time RDS in H over a group of measure-preserving transformations {σ k } acting on a complete probability space (Ω, F , P). We shall assume that Ψ satisfies the following condition.
Condition 3.1. There is a Hilbert space V compactly embedded in H, a random compact set {A ω }, and constants m, r > 0 such that the properties below are satisfied.
Absorption. The family {A ω } is a random absorbing set for Ψ .
Stability. With probability 1, we have
Lipschitz continuity. There is an almost surely finite random variable
Kolmogorov ε-entropy. There is a constant C and an almost surely finite random variable
The following theorem is an analogue for RDS of a well-known result on the existence of an exponential attractor for deterministic dynamical systems; e.g., see Section 3 of the paper [MZ08] and the references therein.
Theorem 3.2. Assume that the discrete-time RDS Ψ satisfies Condition 3.1. Then Ψ possesses an exponential attractor M ω . Moreover, the attraction property holds for the norm of V :
where B ⊂ H is an arbitrary ball and C(B) and β > 0 are some constants not depending on k.
The proof given below will imply that (3.5) holds for B = A ω with C(B) = r, and that in inequality (3.5) the constant in front of e −βk has the form
where T (B) is a time after which the image of the ball B under the mapping ψ ω k belongs to the absorbing set A σtω . Furthermore, as is explained in Remark 3.4 below, under an additional assumption, the fractal dimension dim f (M ω ) can be bounded by a deterministic constant.
Proof. We repeat the scheme used in the case of deterministic dynamical systems. However, an essential difference is that we have a random parameter and need to follow the dependence on it. In addition, the constants entering various inequalities are now (unbounded) random variables, and we shall need to apply the Birkhoff ergodic theorem to bound some key quantities.
Step 1: An auxiliary construction. Let us define a sequence of random finite sets V k (ω) in the following way. Applying Lemma 5.1 with δ ω = (2K ω ) −1 r to the random compact set A ω , we construct a random finite set U 0 (ω) such that
, in view of (3.1), (3.2), and (3.7), we obtain
Now note that C 1 (ω) is a random compact set in H. Moreover, it follows from (3.3) and (3.8) that
Applying Lemma 5.1 with δ ω = (4K σ1ω ) −1 r to C 1 (ω), we construct a random finite set U 1 (ω) such that
Repeating the above argument and setting
, we obtain
Moreover, C 2 (ω) is a random compact set H whose ε-entropy satisfies the inequality (cf. (3.9))
Iterating this procedure and recalling that σ k : Ω → Ω is a one-to-one transformation, we construct random finite sets V k (ω), k ≥ 1, and unions of balls
such that the following properties hold for any integer k ≥ 1:
Step 2: Description of an attractor. Let us define a sequence of random finite sets by the rule
The very definition of E k implies that
and since #V k (ω) ≤ #V k+1 (σ 1 ω), it follows from (3.12) that
Furthermore, it follows from (3.10) that
We now define a random compact set M ω by the formulas
We claim that M ω is a random exponential attractor for Ψ . Indeed, the semiinvariance follows immediately from (3.13). Furthermore, inequality (3.15) implies that
Recalling that A ω is an absorbing set and using inclusion (2.4), together with the co-cycle property, we obtain
where T = T (B) is the constant entering (2.4). This implies the exponential attraction inequality (3.5) with β = ln 2 and C(B) = 2 T (B) r. It remains to prove that M ω has a finite fractal dimension. This is done in the next step.
Step 3: Estimation of the fractal dimension. We shall need the following lemma, whose proof is given at the end of this subsection.
Lemma 3.3. Under the hypotheses of Theorem 3.2, for any integers l ≥ 0, k ∈ Z, and m ∈ [0, l], we have
Inequality (3.17) with m = l and ω replaced by σ −k ω implies that
where k ≥ 1 is arbitrary. On the other hand, in view of (3.15) with k = l and ω replaced by σ −l ω, we have
Combining this with (3.18), we obtain
where n ≥ 1 and l ∈ [1, n] are arbitrary integers. Since {E k (ω)} is an increasing sequence and
where n ≥ 1 is arbitrary. If we denote by N ε (ω) the minimal number of balls of radius ε > 0 that are needed to cover M ω , then inequality (3.20) implies that
Since K m ∈ L 1 (Ω, P), by the Birkhoff ergodic theorem (see Section 1.6 in [Wal82]), we have
where ξ ω is an integrable random variable. This implies, in particular, that
Combining this with (3.22) and (3.21), we derive
where, given α ∈ R, we denote by o ω (n α ) any sequences of positive random variables such that n −α o ω (n α ) → 0 a. s. as n → ∞. On the other hand, since the function log 2 x is concave, it follows from (3.22) that
whence we conclude that the random variable ε n defined in (3.20) satisfies the inequality
Combining this inequality with (3.23), we derive
It is now straightforward to see
The proof of the theorem is complete.
Remark 3.4. It follows from (3.26) that if the random variable ξ ω entering the Birkhoff theorem is bounded (see (3.22)), then the fractal dimension of M ω can be bounded by a deterministic constant. For instance, if the group of shift operators {σ k } is ergodic, then ξ ω is constant, and the conclusion holds. This observation will be important in applications of Theorem 3.2.
Proof of Lemma 3.3. The co-cycle property (2.1) and inclusion (3.1) imply that ψ
Hence, it suffices to establish (3.17) for m = l.
We first note that inequality (3.2), inclusion (3.11), and the definition of C k (ω) imply that
where n ≥ 1 is an arbitrary integer, and we set V 0 (ω) = U 0 (ω). Combining this with (3.2) and the co-cycle property, for any integers n ≥ 1 and q ≥ 0 we derive
Applying (3.27) to the pairs (n, q) = (k − i, i), i = 0, . . . , l − 1, with ω replaced by σ k−i ω, using the triangle inequality, and recalling that K ω ≥ 1, we obtain
In the case n = 1, the left-hand side of this inequality is zero.
where k ≥ 1 and p ∈ [1, k] are arbitrary integers. A similar argument based on the application of (3.27) to the pairs (n, q) = (k − s − i, s + i), i = 0, . . . , l − s − 1, with ω replaced by σ k−s ω, enables one to prove that for any integer n ∈ [1, k] we have
28) where s ∈ [0, l − 1] is an arbitrary integer. Recalling that V n (ω) ⊂ A ω for any n ≥ 1 (see (3.11)), we deduce from (3.28) that
inequality (3.29) immediately implies (3.17) with m = l.
Dependence of attractors on a parameter
We now turn to the case in which the RDS in question depends on a parameter. Namely, let Y ⊂ R and T ⊂ R be bounded closed intervals. We consider a discrete-time RDS Ψ y = {ψ y,ω k : H → H, k ≥ 0} depending on the parameter y ∈ Y and a family of measurable isomorphisms {θ τ : Ω → Ω, τ ∈ T }. We assume that θ τ commutes with σ 1 for any τ ∈ T , and the following uniform version of Condition 3.1 is satisfied.
Condition 3.5. There is a Hilbert space V compactly embedded in H, almost surely finite random variables R y ω , R ω ≥ 0, and positive constants m, r, and α ≤ 1 such that R y ω ≤ R ω for all y ∈ Y , and the following properties hold.
Absorption and continuity. For any ball B ⊂ H there is a time T (B) ≥ 0 such that
where we set A
for y 1 , y 2 ∈ Y , τ 1 , τ 2 ∈ T , and ω ∈ Ω.
for y ∈ Y .
(3.32)
Hölder continuity. There are almost surely finite random variables K
, and
Kolmogorov ε-entropy. Inequalities (3.3) holds with some C not depending on ε.
In particular, for any fixed y ∈ Y , the RDS Ψ y satisfies Condition 3.1 and, hence, possesses an exponential attractor M y ω . The following result is a refinement of Theorem 3.2.
Theorem 3.6. Let Ψ y be a family of RDS satisfying Condition 3.5. Then there is a random compact set (y, ω) → M y ω with the underlying space Y × Ω and a set of full measure Ω * ∈ F such that the following properties hold.
Attraction. For any y ∈ Y , the family {M y ω } is a random exponential attractor for Ψ y . Moreover, the attraction property holds uniformly in y and ω in the following sense: for any ball B ⊂ H there is C(B) > 0 such that
where β > 0 is a constant not depending on B, k, y, and ω.
Hölder continuity. There are finite random variables P ω and γ ω ∈ (0, 1] such that
If, in addition, the random variable ξ ω entering (3.22) is bounded, then γ ω can be chosen to be constant, and we have the inequality
where γ ∈ (0, 1], and Q ω is a finite random constant.
In addition, it can be shown that all the moments of the random variables P ω and Q ω are finite. The proof of this property requires some estimates for the rate of convergence in the Birkhoff ergodic theorem. Those estimates can be derived from exponential bounds for the time averages of some norms of solutions. Since the corresponding argument is technically rather complicated, we shall confine ourselves to the proof of the result stated above.
Proof of Theorem 3.6. To establish the first assertion, we repeat the scheme used in the proof of Theorem 3.2, applying Corollary 5.3 and Lemma 5.5 instead of Lemma 5.1 to construct coverings of random compact sets. Namely, let us denote by U y k (ω), V y k (ω), and C y k (ω) with y ∈ Y the random sets described in the proof of Theorem 3.2 for the RDS Ψ y . In particular, U y k (ω) is a random finite set such that
where
for k ≥ 1. We apply Corollary 5.3 to construct a random finite set R → U 0,R satisfying (5.14)-(5.16) with δ = r 2K m . This enables one to repeat the argument of the proof of Theorem 3.2 and to conclude that the random compact set defined by relations (3.16) is an exponential attractor for Ψ y (with a uniform rate of attraction).
We now turn to the property of Hölder continuity for M y ω . Inequalities (3.35) and (3.36) are proved by similar arguments, and therefore we give a detailed proof for the first of them and confine ourselves to the scheme of the proof for the other. Inequality (3.35) is established in four steps.
Step 1. We first show that (U y 0 (σ σ−1 ω)) and using (3.33), for |y 1 − y 2 | ≤ 1 we get the inequality
which coincides with (3.39) for k = 1. Assuming that inequality (3.39) is established for 1 ≤ k ≤ m, let us prove it for k = m + 1. In view of Lemma 5.5, the random finite set U y m (ω) satisfying (3.37) can be constructed in such a way that
Combining this with (3.33), we see that
Using inequality (3.39) with k = m and ω replaced by σ −1 ω to estimate the second term on the right-hand side, we arrive at (3.39) with k = m + 1.
Step 2. We now prove that
where n ≥ 1 is an arbitrary integer and ε n (ω) is defined in (3.20). Indeed, inequality (3.20), which was proved in the case of a single RDS, remains true in the present parameter-dependent setting:
Combining this with (3.40) and the obvious inequality
Using (3.39) to estimate each term of the sum on the right-hand side, we arrive at (3.40).
Step 3. Suppose now we have shown that In this case, combining (3.40) with (3.25) and (3.41), we derive
where we set η n ω = m ln 2 2m + log 2 (ξ ω + o ω (1))
.
We wish to optimize the choice of n in (3.42). To this end, first note that
Let n 1 (ω) ≥ 1 be the smallest integer such that
, then n 2 (ω, r) ≥ n 1 (ω). Combining (3.42) and (3.43), for |y 1 − y 2 | ≤ τ ω and n = n 2 (ω, |y 1 − y 2 |), we obtain
This obviously implies the required inequality (3.35) with an almost surely finite random constant P ω .
Step 4. It remains to prove (3.41). In view of (3.24), we have
whence we obtain (3.41) with
This completes the proof of (3.35). It is straightforward to see from (3.44) and the explicit formulas for ζ ω and η ω that if ξ ω ≥ 1 is bounded, then γ ω can be chosen to be independent of ω.
We now turn to the scheme of the proof of (3.36). Suppose we have shown that (cf. (3.39))
where we set
and c ≥ 1 is the constant in (5.12). In this case, repeating the argument used in
Step 2, we derive (cf. (3.40))
where n ≥ 1 is an arbitrary integer and ε n (ω) is defined in (3.20). If we prove that (cf. (3.41))
then the argument of Step 3 combined with the boundedness of ξ ω implies the required inequality (3.36). To prove (3.50), note that, by the Birkhoff theorem, there is an integrable random variable
Combining this with (3.41), we obtain inequality (3.50) (with larger random variables ζ n ω ). Thus, it remains to establish inequality (3.47). Its proof is by induction on k. It follows from (5.16) and (3.31) that
Since V y 1 (ω) = ψ y,σ−1ω 1 (U 0 (σ −1 ω)), using (3.33) we derive the inequality
which coincides with (3.47) for k = 1. Let us assume that (3.47) is true for k = m and prove it for k = m + 1. In view of (5.23), the random finite set U y m (ω) satisfies the inequality
where ω i = θ τi ω for i = 1, 2. It follows that
The induction hypothesis now implies inequality (3.47) with k = m + 1. The proof of Theorem 3.6 is complete.
As in the case of Theorem 3.2, inequality (3.34) holds for B = A ω with C(B) = r. Furthermore, if the group of shift operators {σ k } is ergodic, then the Hölder exponent in (3.35) is a deterministic constant (cf. Remark 3.4). As is mentioned after the proof of Lemma 5.5, these δ-nets are independent of ω if so are the random compact sets to be covered. Using this observation, it is easy to prove by recurrence that C y0 k (ω) and U y0 k (ω) do not depend on ω, and therefore the same property is true for the attractor M 
Exponential attractor for continuous-time RDS
We now turn to a construction of an exponential attractor for continuous-time RDS. Let us fix a bounded closed interval Y ⊂ R and consider a family of RDS Φ y = {ϕ y,ω t : H → H, t ≥ 0}, y ∈ Y . We shall always assume that the associated group of shift operators θ t : Ω → Ω satisfies the following condition.
Condition 3.7. The discrete-time dynamical system {θ kτ0 : Ω → Ω, k ∈ Z} is ergodic for any τ 0 > 0.
Given τ 0 > 0, consider a family of discrete-time RDS Ψ y = {ψ
with the group {σ k = θ kτ0 , k ∈ Z} as the associated family of shift operators. The following theorem is the main result of this section. 
is uniformly Hölder continuous on compact subsets with a universal deterministic exponent. Then there is a random compact set (y, ω) → M y ω in H with the underlying space Y × Ω such that the following properties hold.
Attraction. For any y ∈ Y , the random compact set M y ω is an exponential attractor for Φ y . Moreover, the fractal dimension of M y ω is bounded by a universal deterministic constant, and the attraction property holds for the norm of V uniformly with respect to y ∈ Y :
Here B ⊂ H is an arbitrary ball, C(B) and β are positive deterministic constants, and the inequality holds with probability 1.
Hölder continuity. The function (t, y) → M y θtω is Hölder-continuous from Y × R to the space of random compact sets in H with the metric d s H . More precisely, there is γ ∈ (0, 1] such that for any T > 0 and an almost surely finite random variable P ω,T we have
for y 1 , y 2 ∈ Y , t 1 , t 2 ∈ [−T, T ], and ω ∈ Ω.
Proof. By rescaling the time, we can assume that τ 0 = 1. Let us denote by { M y ω } the random compact set constructed in Theorem 3.6 for the family of discrete-time RDS Ψ y and define
We shall prove that {M y ω } possesses all the required properties.
Step 1: Measurability. Let us show that (y, ω) → M y ω is a random compact set. We need to prove that, for any u ∈ H, the function (y, ω) → inf It is straightforward to see that M y ω = ψ (y,ω) (K (y,ω) ). If we prove that ψ (y,ω) and K (y,ω) satisfy the hypotheses of Proposition 5.6, then we can conclude that M y ω is a random compact set in H. For any fixed (y, ω), the mapping (τ, u) → ψ (y,ω) (τ, u) is continuous. On the other hand, the measurability in ω and the continuity in y of the mapping ϕ y,θ−τ ω τ (u) imply that, for any fixed (τ, u), the mapping ψ (y,ω) (τ, u) is measurable. Furthermore, for any (τ, u) ∈ [0, 1] × H, the mapping
is measurable, so that K (y,ω) is a random compact set. Thus, the application of Proposition 5.6 is justified.
Step 2: Semi-invariance. Since { M y ω } is an exponential attractor for the discrete-time RDS Ψ y , for any y ∈ Y with probability 1 we have
It follows that, for any rational s ∈ R and y ∈ Y , the inequality
takes place almost surely. The continuity in (s, y) of all the objects entering inequality (3.55) implies that it holds, with probability 1, for all s ∈ R, y ∈ Y , and k ≥ 0. The semi-invariance can now be established by a standard argument. Namely, for any τ ∈ [0, 1] and t ≥ 0, we choose an integer k ≥ 0 so that σ = t + τ − k ∈ [0, 1) and write
where we used (3.55) to derive the first inclusion. Since the above relation is true for any τ ∈ [0, 1], we conclude that M y ω is semi-invariant under ϕ ω t .
Step 3: Exponential attraction. We first note that, with probability 1,
cf. discussion following Theorem 3.2. It follows that
where the inequality holds a.s. for all rational numbers s ∈ R. The continuity in s of all the objects entering inequality (3.56) implies that, with probability 1, it remains true for all s ∈ R. We now fix an arbitrary ball B ⊂ H and denote by T (B) ≥ 0 the instant of time after which the trajectories starting from B are in A θtω . For any t ≥ T (B) + 1, we choose s ∈ [T (B), T (B) + 1) such that k := t − s is an integer and use the cocycle property to write
Taking the supremum in y ∈ Y and using (3.56), we obtain
This proves inequality (3.52) with C(B) = r e T (B)+1 .
Step 4: Fractal dimension. As was established in the proof of Theorem 3.2, the fractal dimension of M y ω admits the explicit bound (see (3.26))
where ξ ω is the random variable defined in (3.22). Since the group {σ k } is ergodic, ξ ω is constant, and dim f ( M y ω ) can be estimated, with probability 1, by a constant not depending on y and ω. Since the function τ → ϕ y,θ−τ ω τ (u) and τ → M y θ−τ ω are Hölder continuous with a deterministic exponent, it is easy to prove that the fractal dimension of M y ω is bounded by a universal constant.
Step 5: Time continuity. Since mapping (3.51) is Hölder continuous, the required inequality (3.53) will be established if we prove that (3.53) is true for M 4 Application to a reaction-diffusion system
Formulation of the main result
In this section, we apply Theorem 3.8 to the reaction-diffusion (1.1) in which the amplitude of the random force depends on a parameter. Namely, we consider the equationu
where D ⊂ R n is a bounded domain with smooth boundary and ε ∈ [−1, 1] is a parameter. Concerning the matrix a, the nonlinear term f , and the external forces h and η, we assume that they satisfy the hypotheses described in Section 2.2, with the stronger condition p ≤ n n−2 for n ≥ 3. Moreover, we impose a higher regularity on the external force, assuming that
where λ j denotes the j th eigenvalue of the Dirichlet Laplacian. This condition ensures that almost every trajectory of a solution for Eq. (4.1) with f ≡ 0 is a continuous function of time with range in H 3 . The following theorem is the main result of this section. ω is bounded by a universal deterministic constant, the attraction property holds uniformly with respect to ε, and
where γ ∈ (0, 1] is a constant and P ω is an almost surely finite random variable.
To prove this result, we shall apply Theorem 3.8. For the reader's convenience, let us describe briefly the conditions we need to check, postponing their verification to the next subsection.
Recall that H = L 2 , V = H 1 0 , and the probability space (Ω, F , P) and the corresponding group of shits operators θ t were defined in Section 2.2. The ergodicity of the restriction of {θ t } to any lattice τ 0 Z is well known (see Condition 3.7), and the Kolmogorov ε-entropy of a unit ball in V regarded as a subset in H can be estimated by Cε −n , where n is the space dimension (see the fourth item of Condition 3.5). We shall prove that the following properties are true for a sufficiently large τ 0 > 0.
Absorbing set. There are random variables
q (Ω, P) for any q ≥ 1, and for any ball B ⊂ H and a sufficiently large T (B) > 0 we have
where u ε,ω (t; u 0 ) denotes the solution of (4.1), (1.2), (1.3). Moreover, R ε ω satisfies inequality (3.31) with y i = ε i ∈ [−1, 1] for an integrable random variable L ω and a deterministic constant α ∈ (0, 1].
Stability. There is r > 0 such that
Hölder continuity. There is α > 0 such that, for any T > 0 and any random variable r ω > 0 all of whose moments are finite, one can construct a family of random variables K ε ω ≥ 1 satisfying the inequalites
, and we set K
. We shall also prove that the random variables R 
Proof of Theorem 4.1
Step 1: Absorbing set. Let U ε,ω (t) be the unique stationary solution of the equationu − a∆u = ε η(t, x), t ∈ R, (4.8)
supplemented with the Dirichlet boundary condition (1.2). It is straightforward to see that, with probability 1,
where U ω (t) = U 1,ω (t). Using the Itô formula and the regularity assumption (4.2), one can prove that
where δ > 0 and C > 0 are deterministic constant, and the supremum is taken over t ∈ R. Moreover, by Proposition 5.8, inequality (5.31) holds for U . Solutions of (4.1), (1.2) can be written as
where v = v ε,τ,ω is the solution of the probleṁ
14)
. In what follows, we shall often omit the subscripts ε and ω to simplify notation. We wish to derive some a priori estimates for v. Since the corresponding argument is rather standard, we only sketch it.
Taking the scalar product of (4.12) in L 2 and carrying out some transformations, we derive
, and we used inequalities (2.5), (2.6), and (2.8). Let us fix any δ ∈ (0, c 1 ). Applying the Gronwall inequality, using the continuity of the embedding H 1 ⊂ L p+1 , and recalling that |τ | ≤ τ 0 , we obtain
We now derive a similar estimate for the H 1 norm of v. Taking the scalar product of (4.12) with −2(t − s)∆v in L 2 , after some transformations we derive
Integrating in t ∈ (s, s + 1), we obtain
where C 3 = C 2 (1 + h 2 ). Taking s = t − 1 and using (4.16) to estimate the second term on the right-hand side, we obtain
Let us define R ε ω by the relation
and set
. Relations (4.11) and (4.17) imply that
whence we see (4.4) holds for any ball B ⊂ H and a sufficiently large T (B) > 0. Moreover, it follows from (4.10) and (4.18) that all the moments of R ω are finite. Finally, Proposition 5.8 and the stationarity of U imply that R ε ω satisfies (3.31) with a constant α ∈ (0, 1/2) and an integrable random variable L ω .
Step 2: Stability. It follows from (4.18) that the stability property (4.5) with parameters r > 0 and τ 0 > 0 will certainly be satisfied if
We now take an arbitrary r > 0 and choose τ 0 > 0 so large that
In this case, inequality (4.20) holds, so that the stability condition is fulfilled.
Step 3: Hölder continuity. Representation (4.11) implies that it suffices to establish analogues of (4.6) and (4.7) for solutions of problem (4.12)-(4.14).
3 To have an absorbing set, one could take for R ε,2 ω the integral of ε U ω (σ + τ 0 ) p+1 2 in σ ∈ [−3, 0]. However, in this case the stability condition may not hold, and therefore we define R ε,2 ω in a different way. Our choice ensures that (4.21) holds for the radius of the absorbing ball.
Namely, we first prove that for any random variable r ω > 0 with finite moments there is a family of almost surely finite random variables K ε ω such that
, where the random constant K belongs to L q (Ω, P) for any q ≥ 1. Once these properties are established, the Hölder continuity of U ω (t) and relations (4.10) and (4.11) will prove inequalities (4.6) and (4.7) with t 1 = t 2 . We shall next show that the solutions of (4.12)-(4.14) with v 0 ∈ B V (r ω ) satisfy the inequality and the boundary and initial conditions (4.13) and (4.14), where
Taking the scalar product of (4.25) with 2v in L 2 and using the "monotonicity" assumption (2.7), we derive
where q = 2n n+2 and ξ = ε 1 U ω1 − ε 2 U ω2 . Applying the Gronwall inequality, we obtain
26) where 0 ≤ t ≤ T , C 7 = C 7 (T ), and we set
Inequality (4.26) immediately implies (4.22).
To prove (4.23), we first note that, in view of (4.26), there is a measurable function s : Ω → R such that, with probability 1, we have s ω ∈ [ 
Let us take the scalar product of (4.25) with −2∆v in L 2 . After some transformations, we obtain
, applying the interpolation and Cauchy-Schwartz inequalities, from (4.28) we derive
Integrating in t ∈ [s ω , τ 0 ] and using (4.26), (4.27) and (4.19) (we can assume that τ 0 ≥ 4), we obtain (4.23).
It remains to establish inequality (4.24). We shall only outline its proof. Taking the scalar product of (4.12) with −2∆v and using some standard arguments (cf. derivation of (4.17)), we obtain
Combining this with (4.10) and (4.12), we see that
It follows that v is Hölder continuous with the exponent 1/2. Since U ω is also Hölder continuous in time, in view of (4.11) we arrive at the required result. Finally, it is not diffucult to see that the random variables R 
Appendix
Coverings for random compact sets
In this section, we have gathered three auxiliary results on coverings of random compact sets by balls centred at the points of random finite sets. The first of them establishes the existence of a "minimal" covering with an explicit bound of the number of balls in terms of the Kolmogorov ε-entropy of the random compact set in question.
Lemma 5.1. Let {A ω } be a random compact set in a Hilbert space H. Then for any measurable function δ = δ ω satisfying the inequality 0 < δ ≤ 1 one can construct a random finite set U δ (ω) ⊂ H such that for
Moreover, if δ ω ≡ δ is constant, then one can replace δ ω /2 in the right-hand side (5.2) by δ.
Note that inequality (5.1) is equivalent to the inclusions
Proof. We first assume that δ ω ≡ δ. Let {u k } ⊂ H be a dense sequence. For any k = {k 1 , . . . , k n } ⊂ N, define the random varable
Since A ω is a (random) compact set, for any ω there is a finite subset k ⊂ N such that Z ω (k ) = 1. Let Ω n be the set of those ω ∈ Ω for which there is an n-tuple k ⊂ N such that Z ω (k ) = 1 and Z ω (k ′ ) = 0 for any subset k ′ ⊂ N containing less than n elements. Then we have Ω = ∪ n≥1 Ω n . Furthermore, since Ω n is the intersection of the measurable sets #k =n−1 {Z ω (k ) = 0} and #k =n {Z ω (k ) = 1}, we have Ω n ∈ F for any n ≥ 1. Thus, it suffices to construct U δ on each subset Ω n .
Indexing the set of all n-tuples k ⊂ N in an arbitrary way, it is easy to construct measurable functions I k : Ω n → {0, 1} such that, for any ω ∈ Ω n , we have
where k (ω) = {k ∈ N : I k (ω) = 1} and k ∈ k (ω) in the third relation. We claim that U δ (ω) = {u k , k ∈ k (ω)} satisfies the required properties. Indeed, for any u ∈ H, we have
whence it follows easily that U δ (ω) is a random finite set. Furthermore, inclusions (5.3) (which are equivalent to inequality (5.1)) are consequences of the second and third relations in (5.4). Let us prove that inequality (5.2) holds with δ ω /2 replaced by δ ω ; that is,
To see this, note that the set A ω admits a covering by balls {B j } such that
Choosing arbitrary points u kj in every ball B j , we see that one can cover A ω by the balls {B H (u kj , δ)}. The choice of n now implies that n ≤ #{B j }, whence it follows that (5.5) holds. We now turn to the case of an arbitrary function δ ω such that 0 < δ ω ≤ 1.
In view of what has been proved above, on each Ω (k) one can construct a random finite set U k (ω) such that, for ω ∈ Ω (k) , we have
, we obtain the required covering. The proof of the lemma is complete.
The second result shows that, if a random compact set depends on a parameter in a Lipschitz manner, then the random finite set constructed above can be chosen to have a similar dependence on the parameter. To prove it, we shall need the following auxiliary construction.
Let us denote by ∆ n ⊂ R n the set of vectors θ = (θ 1 , . . . , θ n ) such that θ i ≥ 0 and i θ i = 1. Given subsets W i ⊂ H, 1 ≤ i ≤ n, a vector θ ∈ ∆ n , and a number α > 0, we define
It is straightforward to check that
where r = max{r i + r j , 1 ≤ i, j ≤ n}.
Proposition 5.2. Let Y ⊂ R be a closed interval and let {A y ω , y ∈ Y } be a family of random compact sets in a Hilbert space H such that
where C ≥ 1 is a finite random constant. Then there exists a random finite set (δ, y, ω) → U δ,y (ω) with the underlying space
where y, y 1 , y 2 ∈ Y , δ, δ 1 , δ 2 ∈ (0, 1], and c ≥ 1 is an absolute constant.
In particular, taking a measurable function δ = δ ω with range in (0, 1], we can construct a random finite set (y, ω) → U δ,y (ω) such that
and inequalities (5.10) and (5.11) hold with δ = δ ω in the right-hand side. The proof given below will imply that if A y ω does not depend on ω for some y = y 0 , then the random set U δ,y (ω) satisfying (5.10)-(5.12) can be chosen in such a way that U δ,y0 (ω) is also independent of ω. Furthermore, if A y ω does not depend on ω for all y ∈ Y , then U δ,y is also independent of ω. The latter observation implies the following corollary used in the main text.
Corollary 5.3. Let V ⊂ H be two Hilbert spaces with compact embedding. Then there is a random finite set (δ, R) → U δ,R with the underlying space (0, 1] × R + such that
where R, R 1 , R 2 ≥ 0 and δ ∈ (0, 1] are arbitrary, and c > 0 is an absolute constant.
To prove this result, it suffices to apply Proposition 5.2 to the non-random compact set B V (R) depending on the parameter R ∈ R + .
Proof of Proposition 5.2. Without loss of generality, we assume that the random variable C is constant, since one can represent Ω as the union of the subsets Ω l = {ω ∈ Ω : l ≤ C < l + 1} and construct required random finite sets on each Ω l .
Let us fix an integer k ≥ 1 and denote by ν k < C −1 2 −k−4 the largest number such that N k := ν −1 k is an integer. We now set y k j = jν k for j ∈ Z + . In view of Lemma 5.1, there are random finite sets
where we write y j instead of y k j to simplify the notation. We now need the following lemma, whose proof 4 is given at end of this section.
Lemma 5.4. Let A 1 , . . . , A 4 be the vertices of a rectangle Π ⊂ R 2 . Then there are Lipschitz functions
Let θ i (A), 1 ≤ i ≤ 4, be the functions constructed in Lemma 5.4 for the
For 2 −k < δ ≤ 2 1−k and y j ≤ y ≤ y j+1 , denote by A δ,y ∈ Π the point with the coordinates (δ, y). Let us define
. We claim that U δ,y (ω) satisfies the required properties.
Indeed, it follows from the choice of y j that
Combining this with (5.17), we see that
On the other hand, the definition of U δ,y (ω) and inequality (5.20) imply that
Combining this with (5.21), we obtain (5.10). Inequality (5.19) implies that an ε-covering for A y ω with y j ≤ y ≤ y j+1 is an (ε + 2 −k−4 )-covering for A yj ω . Taking ε = 2 −k−4 , we see that
Combining this with (5.18) and (5.6), we obtain (5.11):
Finally, inequality (5.12) follows from (5.7) and the explicit form of the functions θ i (A) (see (5.24)):
The proof of the proposition is complete.
Figure 1: Division of Π into four rectangles And, finally, our third result refines Proposition 5.2 in a particular case.
Lemma 5.5. Let Y be an arbitrary metric space, let K ⊂ H be a compact subset, let (y, ω) → V y (ω) be a random finite set, and let
Then there is a random finite set (δ, y, ω) → U δ,y (ω) with the underlying space Proof. Applying Lemma 5.1 to the random compact set δ → δK with the underlying space (0, 1], we construct a random finite set δ → U δ such that d s (δK, U δ ) ≤ δ 2 , ln(#U δ ) ≤ H δ 2 /2 (δK, H) = H δ/2 (K, H).
It is straightforward to see that the random set U δ,y (ω) = δ −1 U δ + V y (ω) = {δ −1 u + v : u ∈ U δ , v ∈ V y (ω)} possesses all required properties.
As is clear from the proof, if V y (ω) does not depend on ω for some y = y 0 , then the random set U δ,y0 (ω) constructed in Lemma 5.5 is also independent of ω.
Proof of Lemma 5.4. Given a point A ∈ Π, we divide the rectangle Π into four smaller rectangles Π i (see Figure 1) . It is easy to prove that the functions 
Image of random compact sets
Proposition 5.6. Let X and Y be Polish spaces, let (Ω, F ) be a measurable space, let {K ω , ω ∈ Ω} be a random compact set in X, and let ψ ω : X → Y be a family of continuous mappings such that, for any u ∈ X, the mapping ω → ψ ω (u) is measurable from Ω to Y . Then {ψ ω (K ω ), ω ∈ Ω} is a random compact set in Y .
Proof. Let us set fix u ∈ Y and define a function F u : Ω → R by
We need to prove that this function is measurable. Let {u k } ⊂ X be a dense sequence. Repeating the argument used in the proof of Lemma 5.1, we can construct a sequence of random finite sets K n ω ⊂ {u k } such that .
This relation readily implies the required property.
Kolmogorov-Čentsov theorem
The Kolmogorov-Čentsov theorem provides a sufficient condition for Hölder-continuity of trajectories of a random process. We shall need the following qualitative version of that result.
Theorem 5.7. Let X be a Banach space and let {ξ t , 0 ≤ t ≤ T } be an X-valued random process with almost surely continuous trajectories that is defined on a probability space (Ω, F , P) and satisfies the inequality where C p > 0 is a constant not depending on t and s. Then for any γ ∈ (0, 1/2) there is a constant K γ > 0 and an almost surely positive random variable t γ such that ξ t (ω) − ξ s (ω) X ≤ K γ |t − s| Sketch of the proof. We repeat the argument used in Section 2.2.B of [KS91] . Without loss of generality, we can assume that T = 1. Let us fix any γ ∈ (0, 1/2) and introduce the events
where n ≥ 1 and 1 ≤ k ≤ 2 n . It follows from (5.27) and the Chebyshev inequality that P Ω (k) n ≤ C p 2 −np(1−2γ) .
Summing up over k = 1, . . . , 2 n , we derive P(Ω n ) ≤ C p 2 −nαp , α p = −1 + p(1 − 2γ).
Choosing p ≥ 1 so large that α p > 0 and applying the Borel-Cantelli lemma, we construct an almost surely finite random integer n 0 ≥ 1 such that ω / ∈ Ω n for n ≥ n 0 (ω) and ω ∈ Ω n0−1 if n 0 (ω) ≥ 2. In particular, we have ξ k/2 n (ω) − ξ (k−1)/2 n (ω) X ≥ 2 −γn for n = n 0 (ω), k = 1, . . . , 2 n . (5.30)
As is shown in the proof of Theorem 2.8 of [KS91, Chapter 2], inequality (5.30) implies (5.28) with K γ = 2/(1 − 2 −γ ) and t 0 = 2 −n0 . Thus, the theorem will be proved if we show that E 2 qn0 < ∞ for any q ≥ 1. To this end, note that {n 0 = m} ⊂ Ω m−1 for any m ≥ 2. It follows that Choosing p ≥ 1 so large that α p > q, we see that the series on the right-hand side of the above inequality converges.
Note that one can rewrite (5.28) and (5.29) in the form
where C γ is a random variable with finite moments. We now apply the above result to establish a time-regularity property for the process U ω defined in the beginning of Section 4.2.
Proposition 5.8. For any γ ∈ (0, 1/2) and any T > 0 there is a random variable C γ,T > 0 all of whose moments are finite such that U (t) − U (s) 2 ≤ C γ,T |t − s| .
Using (4.10), we see that the mean value of first term on the right-hand side can be estimated by C|t| p . Thus, the required inequality will be established if we show that E ζ 2p 2 ≤ C p |t| p .
(5.32)
To this end, we note that ζ where we used the fact that j c j β j (t) is a zero-mean Gaussian random variable with variance t j c 2 j . This proves (5.32) and completes the proof of the proposition.
