Turbulent Boundary Layers Over Surfaces Smoothed by Sanding
Introduction
The importance of rough wall, turbulent boundary layers is well established. In a large number of engineering applications, from pipe flow to flow over a ship's hull, boundary layers develop over surfaces that are rough to an appreciable degree. For this reason, a significant body of research has focused on quantifying the effect of surface roughness on boundary layer structure. Numerous experimental investigations of rough wall, turbulent boundary layers have been conducted including the studies of Clauser ͓1͔, Hama ͓2͔, Ligrani and Moffat ͓3͔, Krogstad and Antonia ͓4 -6͔, and others. Raupach et al. ͓7͔ provides an excellent review of much of this work. The majority of these investigations have centered on flows over simple, well-defined roughness patterns such as transverse bars, mesh screen, sandgrains, and circular rods. While use of simple roughness geometry is attractive since it is easily defined and can be parametrically altered, it is not representative of most roughness of engineering interest. A notable exception was the study of Acharya et al. ͓8͔ that documented the effect of surface roughness caused by machining, such as that observed on turbine blades.
In many cases, turbulent flows evolve over painted surfaces that have been smoothed by sanding ͑e.g., sailing hulls and wind and water tunnel models͒. In a previous study using a towing tank, Schultz ͓9͔ documented the effect of sanding on surface roughness and frictional resistance of flat plates; however, no measurements of the mean and turbulent velocity profiles were made. The purpose of the present investigation is to document the mean velocity and Reynolds stress profiles over these surfaces and compare them to smooth and sandgrain rough walls ͑i.e., sandpaper covered surfaces͒. This should provide a framework from which to address the similarities and differences observed in turbulent boundary layers on sanded, painted surfaces to those developing over smooth and sandgrain surfaces.
The mean velocity profile in the overlap and outer region for a smooth wall, turbulent boundary layer can be expressed as
Clauser ͓1͔ argued that the primary effect of surface roughness was to cause a downward shift in the logarithmic region of the mean velocity profile for the boundary layer. For so-called ''ktype'' rough walls, the downward shift, ⌬U ϩ , called the roughness function, correlates with k ϩ , the roughness Reynolds number, defined as the ratio of the roughness length scale, k, to the viscous length scale, /u . The mean velocity profile in a rough wall boundary layer is, therefore, given as
Hama ͓2͔ showed that by evaluating Eqs. ͑1͒ and ͑2͒ at yϭy ϩϭ␦, the roughness function is found by subtracting the rough wall log-law intercept from the smooth wall intercept, B, at the same value of Re ␦* . The roughness function can be expressed as
It should be noted that Eq. ͑3͒ is only valid provided the mean velocity profiles collapse in velocity defect form, given as, ͓1͔,
Collapse of the mean defect profiles for rough and smooth walls is consistent with the turbulence similarity hypotheses of Townsend ͓10͔ and Perry and Li ͓11͔ that state that turbulence outside of the roughness sublayer ͑i.e., the layer of fluid immediately adjacent to the roughness͒ is independent of the surface condition at sufficiently high Reynolds number. A majority of the experimental evidence seems to support the universality of the defect law. Some recent research, however, indicates that surface roughness alters the velocity defect profile, ͓4,8͔, leads to a higher degree of isotropy of the Reynolds normal stresses, ͓4 -6͔, and changes the Reynolds shear stress profiles in the outer region of the boundary layer, ͓4 -6͔. Another outstanding issue is the ability to characterize the roughness function (⌬U ϩ ) for a generic surface by a physical measurement of the surface roughness ͑k͒ alone.
The goal of the present experimental investigation is to document the mean velocity and Reynolds stress profiles on painted surfaces smoothed by sanding. These are compared with profiles over smooth and sandgrain rough walls. An attempt to identify a suitable roughness scaling parameter for the roughness function Prescribed by ANSI Std Z39-18 for this particular class of surfaces is made. These results are compared with the roughness function measured indirectly for these surfaces by Schultz ͓9͔ using frictional resistance measurements on towed flat plates.
Experimental Facilities and Method
The present experiments were carried out in the closed circuit water tunnel facility at the United States Naval Academy Hydromechanics Laboratory. The test section is 40 cm by 40 cm in cross section and is 1.8 m in length, with a tunnel velocity range of 0-6.0 m/s. In the present investigation, the freestream velocity was varied between ϳ1.0 m/s-3.5 m/s (Re x ϭ1.4ϫ10 6 -4.9 ϫ10 6 ). Flow management devices include turning vanes placed in the tunnel corners and a honeycomb flow straightener in the settling chamber. The honeycomb has 19 mm cells that are 150 mm in length. The area ratio between the settling chamber and the test section is 20:1, and the resulting freestream turbulence intensity in the test section is ϳ0.5%.
The test specimens were inserted into a flat-plate test fixture mounted horizontally in the tunnel. The test fixture is similar to that used by Schultz ͓12͔. The fixture is 0.40 m in width, 1.68 m in length, and 25 mm thick. It is constructed of a high density foam core covered with carbon fiber reinforced plastic skins and was mounted horizontally in the tunnel's test section along its centerline. The leading edge of the test fixture is elliptically shaped with an 8:1 ratio of the major and minor axes. The forward most 200 mm of the plate is covered with 36-grit sandpaper to trip the developing boundary layer. The use of a strip of roughness was shown by Klebanoff and Diehl ͓13͔ to provide effective boundary layer thickening and a fairly rapid return to selfsimilarity. The test specimen mounts flush into the test fixture and its forward edge is located immediately downstream of the trip. The removable test specimens are fabricated from 12-mm thick cast acrylic sheet 350 mm in width and 1.32 m in length. The boundary layer profiles presented here were taken 1.35 m downstream of the leading edge of the test fixture. Profiles taken from 0.75 m to the measurement location confirmed that the flow had reached self-similarity. The trailing 150 mm of the flat plate fixture is a movable tail flap. This was set with the trailing edge up at ϳ5 deg in the present experiments to prevent separation at the leading edge of the plate. The physical growth of the boundary layer and the inclined tail flap created a mildly favorable pressure gradient at the measurement location. The acceleration parameter ͑K͒ varied from 7.4ϫ10
Ϫ8 at the lowest freestream velocity to 2.0ϫ10 Ϫ8 at the highest freestream velocity. The pressure gradient did not vary significantly between the test specimens.
Six test surfaces were tested in the present study ͑Table 1͒. Three served as controls. One was a smooth cast acrylic surface. The other two were sandgrain rough surfaces; one covered with 60-grit wet/dry sandpaper and the other with 220-grit wet/dry sandpaper. The remaining three test surfaces consisted of acrylic plates initially painted with several coats of marine polyamide epoxy paint manufactured by International Paint. The paint was applied with a spray gun. One surface was tested in the unsanded condition. One was wet sanded with 60-grit sandpaper. The final test surface was wet sanded with 120-grit sandpaper. All the sanding in the present experiment was carried out by hand with the aid of a sanding block using small circular motions. The surfaces were carefully cleaned with water and a soft cloth to remove grit and detritus left behind by the sanding process. Further detail of the surface preparation is given in Schultz ͓9͔. The surface roughness profiles of the test plates were measured using a Cyber Optics laser diode point range sensor ͑model #PRS 40͒ laser profilometer system mounted to a Parker Daedal two-axis traverse with a resolution of 5 m. The resolution of the sensor is 1 m with a laser spot diameter of 10 m. Data were taken over a sampling length of 50 mm and were digitized at a sampling interval of 25 m. Ten linear profiles were taken on each of the test surfaces. No filtering of the profiles was conducted except to remove any linear trend in the trace. A description of the test surfaces along with the surface roughness statistics is given in Table 1 . It should be noted that an error in the calibration used in ͓9͔ led to a systematic underestimate of the roughness height parameters. This has been remedied and the roughness height parameters given here have been verified using a second profilometer.
Velocity measurements were made using a TSI IFA550 twocomponent fiber-optic LDV system. The LDV used a four beam arrangement and was operated in backscatter mode. The probe volume diameter was ϳ90 m, and its length was ϳ1.3 mm. The viscous length (/u ) varied from a minimum of 5 m for 60-grit sandpaper at the highest Reynolds number to 24 m for the smooth wall at the lowest Reynolds number. The diameter of the probe volume, therefore, ranged from 3.8 to 18 viscous lengths in the present study. The LDV probe was mounted on a Velmex three-axis traverse unit. The traverse allowed the position of the probe to be maintained to Ϯ10 m in all directions. In order to facilitate two-component near-wall measurements, the probe was tilted downwards at an angle of 4 deg to the horizontal and was rotated 45 deg about its axis. Velocity measurements were conducted in coincidence mode with 20,000 random samples per location. Doppler bursts for the two channels were required to fall within a 50 s coincidence window or the sample was rejected.
In this study, the skin-friction coefficient, C f , for the smooth surface was found using the Clauser chart method, ͓1͔, with loglaw constants ϭ0.41 and Bϭ5.0. For the rough walls, C f was obtained using a procedure based on the modified Clauser chart method given by Perry and Li ͓11͔. To accomplish this, the wall datum offset was first determined using an iterative procedure. This involved plotting U/U e versus ln͓(yϩ)U e /͔ for points in the log-law region ͑points between (yϩ) ϩ ϭ60 and (yϩ)/␦ ϭ0.2) based on an initial guess of u obtained using the total stress method detailed below. The wall datum offset was initially taken to be zero and was increased until the goodness of fit of linear regression through the points was maximized. This was Transactions of the ASME considered the proper wall datum offset. The following formula was then used to determine C f based on the slope of the regression line, ͓14͔:
For all the test surfaces, the total stress method was also used to verify C f . It assumes a constant stress region equal to the wall shear stress exists in the inner layer of the boundary layer. If the viscous and turbulent stress contributions are added together, an expression for C f may be calculated as the following evaluated at the total stress plateau in the inner layer:
Uncertainty Estimates
Precision uncertainty estimates for the velocity measurements were made through repeatability tests using the procedure given by Moffat ͓15͔. Ten replicate velocity profiles were taken on both a smooth and a rough plate. The standard error for each of the measurement quantities was then calculated for both samples. In order to estimate the 95% confidence limits for a statistic calculated from a single profile, the standard deviation was multiplied by the two-tailed t value (tϭ2.262) for nine degrees-of-freedom and ␣ϭ0.05, as given by Coleman and Steele ͓16͔. LDV measurements are also susceptible to a variety of bias errors including angle bias, validation bias, velocity bias, and velocity gradient bias, as detailed by Edwards ͓17͔. Angle or fringe bias is due to the fact that scattering particles passing through the measurement volume at large angles may not be measured since several fringe crossings are needed to validate a measurement. In this experiment, the fringe bias was considered insignificant, as the beams were shifted above a burst frequency representative of twice the freestream velocity, ͓17͔. Validation bias results from filtering too close to the signal frequency and any processor biases. In general these are difficult to estimate and vary from system to system. No corrections were made to account for validation bias. Velocity bias results from the greater likelihood of high velocity particles moving through the measurement volume during a given sampling period. The present measurements were burst transit time weighted to correct for velocity bias, as given by Buchhave et al. ͓18͔ . Velocity gradient bias is due to variation in velocity across the measurement volume. The correction scheme of Durst et al. ͓19͔ was used to correct uЈ. The corrections to the mean velocity and the other turbulence quantities were quite small and therefore neglected. An additional bias error in the vЈ measurements of ϳ2% was caused by introduction of the wЈ component due to inclination of the LDV probe.
These bias estimates were combined with the precision uncertainties to calculate the overall uncertainties for the measured quantities. The resulting overall uncertainty in the mean velocity is Ϯ1%. For the turbulence quantities uЈ 2 , vЈ 2 , and uЈvЈ, the overall uncertainties are Ϯ2%, Ϯ4%, and Ϯ7%, respectively. The precision uncertainties in C f were calculated using a series of repeatability tests, in a manner similar to that carried out for velocities. These were combined with bias estimates to calculate the overall uncertainty in C f . The uncertainty in C f for the smooth walls using the Clauser chart method is Ϯ4%, and the uncertainty in C f for the rough walls using the modified Clauser chart method was Ϯ7%. The increased uncertainty for the rough walls resulted mainly from the extra two degrees-of-freedom in fitting the log law ͑ and ⌬U ϩ ). The uncertainty in C f using the total stress method is Ϯ8% for both the smooth and rough walls. The uncertainties in ␦, ␦*, and are Ϯ7%, Ϯ4%, and Ϯ5%, respectively.
Results and Discussion
The experimental conditions for each of the test cases are presented in Table 2 . Significant increases in the physical growth of the boundary layer were noted on the unsanded and sandgrain rough surfaces compared to the smooth wall. The average increases in ␦, ␦*, and for the unsanded surface were 16%, 19%, and 17%, respectively. The 60-grit sandpaper showed increases of 24%, 70%, and 50%, while the 240-grit sandpaper had increases of 14%, 36%, and 27% in ␦, ␦*, and , respectively. The increase measured in these quantities compared to the smooth wall for both of the sanded surfaces was within the experimental uncertainty. The skin-friction coefficient determined using the Clauser chart and the total stress methods showed good agreement in this investigation, as the two fell within the uncertainty for all of the test cases. The values of C f and u used in the results that follow were and ϳ4%, respectively. This may have been due to the elevated freestream turbulence intensity in the test facility and a slightly favorable pressure gradient, both of which would tend to increase C f . It should be noted, however, that the present results agree with those of the previous investigations within the combined uncertainties of the measurements. The C f values for the sanded and unsanded surfaces are observed to rise slightly above the smooth wall curve as Re increases, however, the increases were still within the uncertainty of the measurements. The sandgrain rough surfaces both exhibited a significant increase in C f over the entire range of Re . At the highest Reynolds number, C f was 87% higher than the smooth curve for the 60-grit sandpaper and was 43% higher for the 220-grit sandpaper. Figure 2 shows the mean velocity profiles in wall variables for all of the test surfaces at the highest freestream velocity. The smooth profile follows the smooth wall log-law well in the overlap region. The rough surfaces also display a linear log region that is shifted by ⌬U ϩ below the smooth profile. As expected, a trend of increasing ⌬U ϩ with increasing roughness height is observed. Sanded surfaces smoother than 120-grit sanded were not tested, because, as illustrated in Fig. 2 , the velocity profiles were virtually collapsed with the smooth profile at this surface finish. However, in a previous study ͑Schultz ͓9͔͒, small but significant differences in the overall frictional resistance of towed plates were observed on smoother surfaces. This implies that a roughness function may exist for surfaces sanded with finer grit sandpaper, however, they are difficult to measure using velocity profile methods. The mean velocity profiles for the sanded surfaces in wall coordinates are shown in Fig. 3 . Figure 3͑a͒ shows the profiles for the unsanded surface. An increase is seen in ⌬U ϩ with increasing unit Reynolds number, as expected. In Figs. 3͑b͒ and 3͑c͒ , a similar trend is observed, but the changes in ⌬U ϩ with increasing unit Reynolds number are very small. Figure 4 presents the roughness functions (⌬U ϩ versus k ϩ ) for all of the rough test surfaces. The Colebrook-type, ͓22͔, roughness function for naturally occurring roughness given by Grigson ͓23͔ and the Nikuradse-type, ͓24͔, roughness function for uniform sand given by Schlichting ͓25͔ are shown for comparison. The painted surfaces show good agreement (R 2 ϭ0.9) with a Colebrook-type roughness function using kϭ0.39 R a . Using k based on the other roughness height parameters shown in Table 1 gave similar agreement with a Colebrook-type roughness function for these surfaces. The sandgrain rough surfaces agree well with a Nikuradse-type roughness function with kϭ0.75 R t . This indicates that for these relatively simple roughness geometries a single roughness height parameter is a sufficient scaling parameter to characterize the physical nature of the surface. Acharya et al. ͓8͔ have shown that for surfaces representative of those on gas turbine blades, a texture parameter such as the root mean square deviation in the surface slope angle may be required to serve as an additional scaling parameter. It should be noted that the effect of changing the choice of k on the roughness function for a given surface is to simply shift the curve along the horizontal axis without changing its shape, since /u and ⌬U ϩ are determined by the flow. Figure  5 shows the present roughness functions for the painted surfaces along with the results from similar surfaces determined by Schultz ͓9͔ using towing tank measurements and boundary layer similarity law analysis. Overall, there is good agreement between the data sets and the Colebrook-type roughness function using k ϭ0.39 R a . These data indicate that the roughness functions determined indirectly using overall skin-friction resistance measurements and similarity law analysis can provide results that agree with those determined directly using the mean velocity profile as was argued by Granville ͓26͔.
The mean velocity profiles in defect form ͑Eq. ͑4͒͒ for all test surfaces at the highest freestream velocity are presented in Fig. 6 . The velocity defect profiles exhibit good collapse in the overlap and outer regions of the boundary layer. This supports a universal velocity defect profile for rough and smooth walls as first proposed by Clauser ͓1͔ and also lends support to the boundary layer similarity hypotheses of Townsend ͓10͔ and Perry and Li ͓11͔ that state that turbulence outside of the roughness sublayer is independent of the surface condition at sufficiently high Reynolds number. Acharya et al. ͓8͔ also noted good collapse to a universal defect profile for mesh and machined surface roughness but observed significant scatter for sand-cast surfaces.
The normalized, axial Reynolds normal stress (uЈ 2 /u 2 or equivalently uЈ 2 / w ) profiles for all test surfaces at the highest freestream velocity are presented in Fig. 7 . Also shown for comparison are the results of the smooth wall direct numerical simulation ͑DNS͒ by Spalart ͓27͔ at Re ϭ1410 and the smooth and rough wall experimental results of Perry and Li ͓11͔ at Re ϭ11,097 and 7645, respectively. Good collapse of uЈ 2 /u 2 profiles is observed in both the overlap and outer regions of the boundary layer. This is in agreement with the findings of Perry and Li ͓11͔ and Krogstad and Antonia ͓4 -6͔ who also observed no significant difference in the axial Reynolds normal stress profiles for smooth and rough walls outside of the inner region when they were normalized using u 2 . It should be noted that the present results also show good quantitative agreement with those of Perry and Li ͓11͔. The mixed scaling (uЈ 2 /u U e ) recently proposed by DeGraaff and Eaton ͓21͔ based on a smooth wall study was also tried on the present results. While it provided good collapse of the smooth wall results, it did not collapse the profiles from the different rough walls as effectively as u 2 . The normalized, axial Reynolds normal stress (uЈ 2 /u 2 ) profiles for the unsanded, 60-grit sanded, and 120-grit sanded surfaces are presented in Fig. 8 . The profiles at the three highest Reynolds numbers for all of these surfaces numbers show good collapse. The lowest Reynolds number profiles are slightly below the other profiles in all cases. This is probably due to the fact that the momentum thickness Reynolds number was relatively low (Re Ͻ3200). Coles ͓20͔ gives Re Ͼ6000 to achieve a fully developed, equilibrium turbulent boundary layer. Again, the agreement of the present results with the smooth and rough wall results of Perry and Li ͓11͔ is within the experimental uncertainty.
The normalized, wall-normal Reynolds normal stress (vЈ 2 /u 2 or equivalently vЈ 2 / w ) profiles for all test surfaces at the highest freestream velocity are presented in Fig. 9 . Again, the results of the smooth wall DNS by Spalart ͓27͔ and the smooth and rough wall experimental results of Perry and Li ͓11͔ are given for comparison. Good collapse of vЈ 2 /u 2 profiles is noted in both the overlap and outer regions of the boundary layer. This is in agreement with the findings of Perry and Li ͓11͔ who also observed no significant difference in the wall-normal Reynolds normal stress profiles for smooth and rough walls outside of the near wall region when they were normalized using u 2 . Krogstad and Antonia
͓4 -6͔ noted a large increase in vЈ 2 /u 2 well into the outer region of the boundary layer for mesh and circular rod roughness. They attributed this to an increase in the inclination angle of the largescale structures, which tended to make the turbulence in the outer region more isotropic. Schultz ͓12͔ also observed this on flows over filamentous algae roughness but showed sandgrain roughness results collapsed well with smooth wall profiles. Further research is needed to show what surface properties are necessary to produce these changes in the boundary layer structure. It should be stated that the present results in Fig. 9 agree within their experimental uncertainty with those of Perry and Li ͓11͔. The normalized, wall-normal Reynolds normal stress (vЈ 2 /u 2 ) profiles for the unsanded, 60-grit sanded, and 120-grit sanded surfaces are presented in Fig. 10 . The profiles at the three highest Reynolds for all of these surface numbers show good collapse. The lowest Reynolds number profiles are slightly below the other profiles in all cases and show better agreement with the low Reynolds number DNS of Spalart ͓27͔.
The normalized, Reynolds shear stress (ϪuЈvЈ/u 2 or equivalently ϪuЈvЈ/ w ) profiles for all surfaces at the highest freestream velocity are presented in Fig. 11 . The results of the smooth wall DNS by Spalart ͓27͔, the smooth wall experimental results of DeGraaff and Eaton ͓21͔ at Re ϭ13,000, and the rough wall experimental results of Ligrani and Moffat ͓3͔ at Re ϭ18700 are shown for comparison. Reasonably good collapse of the ϪuЈvЈ/u 2 profiles is observed in both the overlap and outer regions of the boundary layer. This is in agreement with the measurements of Ligrani and Moffat ͓3͔ who also observed no significant difference between the Reynolds shear stress profiles for smooth and rough walls outside of the near wall region when they were normalized using u 2 . Krogstad and Antonia ͓4 -6͔ noted a significant increase in ϪuЈvЈ/u 2 well into the outer region of the boundary layer for mesh and circular rod roughness. Schultz ͓12͔ also observed this on flows over filamentous algae roughness but showed sandgrain roughness collapsed well with smooth wall profiles. The present results in Fig. 11 agree within experimental uncertainty with those of DeGraaff and Eaton ͓21͔ and Ligrani and Moffat ͓3͔. On the roughest surface, the 60-grit sandpaper, a local increase in ϪuЈvЈ/u 2 was observed in the inner region of the boundary layer. This increase persisted out to a distance of ϳ4k from the wall. Outside of this distance, the profile collapsed well with the others. The normalized, Reynolds shear stress (ϪuЈvЈ/u 2 ) profiles for the unsanded, 60-grit sanded, and 120-grit sanded surfaces for all freestream velocities are presented in Fig. 12 . Again, agreement within the experimental uncertainty was observed between the present results and those of the previous experimental studies.
Conclusion
Comparisons of turbulent boundary layers developing over painted surfaces, smoothed by sanding with smooth and sandgrain walls have been made. An increase in the physical growth of the boundary layer was measured for the unsanded and the sandgrain roughness. A significant increase in C f was also observed for the sandgrain surfaces. The change in these parameters for the sanded surfaces was within the experimental uncertainty. The roughness functions (⌬U ϩ ) for the sanded surfaces measured in this study agree within their uncertainty with previous results obtained using towing tank tests and similarity law analysis. The present results show that the mean profiles for all of the surfaces collapse well in velocity defect form. Furthermore, the profiles of the normalized ␦ ϭ boundary layer thickness (y@Uϭ0.995U e ) ␦* ϭ displacement thickness, ͐ 0 ␦ (1ϪU/U e )dy ϭ wall datum offset ϭ von Karman constantϭ0.41 ϭ kinematic viscosity of the fluid ⌸ ϭ wake parameter ϭ momentum thickness, ͐ 0 ␦ (U/U e )(1ϪU/U e )dy ϭ density of the fluid w ϭ wall shear stress ϭ wake function Superscripts ϩ ϭ inner variable ͑normalized with u or u /) Subscripts min ϭ minimum value max ϭ maximum value R ϭ rough surface S ϭ smooth surface
