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Resumo
Este trabalho busca melhorar o processo migratório de máquinas virtuais implementando
um escalonador de migrações baseado em dados provenientes de uma caracterização da carga
de trabalho em uma nuvem privada. As migrações são necessárias para balanceamento de carga
entre os hosts, contudo podem impactar negativamente no desempenho dos serviços. Por meio
da caracterização empírica da nuvem estudada, foi observada uma grande desproporção entre
o tempo de uma migração simples (menor tempo) e uma simultânea (maior tempo). Com base
nesses dados, foi proposto um algoritmo para realizar o escalonamento das migrações, de forma
serial (removendo a simultaneidade) e fundamentado no Shortest Job First. Os resultados do
escalonador mostraram-se melhores em quase sua totalidade quando comparados ao VMware,
foi possível uma redução de até 33% no tempo médio em 93% das migrações ocorridas (total
de 765 migrações).
Palavras-chave: escalonador; otimização de migrações; máquinas virtuais; arcabouço tec-
nológico; caracterização de nuvem.
Abstract
This work seeks to improve the virtual machines migration process implementing a migra-
tion scheduler based on data from a workload characterization in a private cloud. The migra-
tions are necessary to load balancing among hosts, nevertheless they can negatively impact the
performance of services. By empirical characterization of the studied cloud, it was observed
a large disproportion between the time of a simple migration (shorter time) and a simultane-
ous one (longer time). Based on these data, it was proposed an algorithm to do the migrations
scheduling, in a serial way (removing the simultaneity) and grounded on Shortest Job First. The
results of the scheduler showed up better almost in its entirety compared to the VMware, it was
possible to decrease 33% in the average time in 93% of the occurred migrations (total of 765
migrations).
Keywords: scheduler; migrations optimization; virtual machines; technological frame-
work; cloud characterization.
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1 Introdução
Com a advento da Internet e o surgimento de cada vez mais equipamentos com a capacidade
de conectar-se a redes de computadores, a computação em nuvem tornou-se uma tecnologia
de uso cada dia maior. A abstração dos recursos computacionais (ex. storages, servidores,
switches) que ela proporciona traz praticidade ao usuário final que acaba criando uma crescente
dependência com os serviços contidos nas nuvens (CALHEIROS et al., 2011) (JADEJA; MODI,
2012). Embora fácil e prático para o usuário, os administradores que gerenciam esses recursos
não têm uma tarefa trivial. Há uma constante busca pela harmonia entre eficiência e equidade
no uso dos recursos. Como dito em (SAMUELSON, 1972) para sistemas econômicos: ”Os
seus defensores (da equidade) estão dispostos a pagar determinado preço na forma de menor
eficiência ou maior desperdício, a fim de provocar uma distribuição ’mais justa’ da renda”.
Se o administrador da nuvem for um defensor dessa equidade, a sua tarefa é buscar a correta
alocação de recursos para o funcionamento dos equipamentos de sua infraestrutura. A constante
busca pela ”distribuição mais justa da renda” acarretará no aumento de consumo de recursos por
determinados equipamentos ou degradação do funcionamento de outros.
Para automatizar a tarefa dos administradores, arcabouços tecnológicos como os apresen-
tados em (MORAIS et al., 2013) e (HOLZ, 2014) auxiliam a gerência dos recursos compu-
tacionais. Mais especificamente, (HOLZ, 2014) controla a carga sobre hosts que hospedam
máquinas virtuais distribuindo-as (migrando-as) entre hosts menos sobrecarregados. Tal distri-
buição é planejada pelo arcabouço mediante coleta de dados que determinam o estado global da
nuvem.
A migração de uma máquina virtual (também chamada vmotion) gera aumento no consumo
de recursos, segundo as melhores práticas de desempenho em um ambiente virtual descritos
pela VMware (VMWARE, 2015). Os trabalhos (VOORSLUYS et al., 2009) e (AKOUSH et al.,
2010) também descrevem os custos gerados pelas migrações em uma plataforma de virtualiza-
ção Xen. Por essas referências entendemos que, durante o tempo de migração de uma máquina
virtual (ou vm), existe uma queda no desempenho das aplicações residentes nesta vm. Há um
aumento no tempo de respostas das aplicações que nela residem e um aumento no consumo de
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largura de banda da rede que interconecta a máquina à infraestrutura virtualizada.
Por definição deste trabalho, entenda por migrações simultâneas quando 2 ou mais mi-
grações ocorrem com no mínimo 1 segundo de intersecção. Entenda por migrações simples
quando ocorre a migração de 1 máquina virtual sem intersecção de tempo com outra qualquer.
De acordo com a caracterização realizada neste trabalho (descrita no Cap. 5) migrações simul-
tâneas tem duração superior quando comparadas às migrações simples.
Desta forma, o problema que se pretende investigar nesta dissertação é: Seria possível
reduzir a ocorrência de migrações simultâneas e consequentemente reduzir o tempo médio de
migrações ocorridas aumentando a eficiência do processo migratório em uma nuvem privada?
1.1 Objetivo e Contribuição
O objetivo deste trabalho é melhorar o processo de migração de máquinas virtuais realizado
pelo arcabouço implementado por Holz (2014), embora o seu arcabouço garanta a distribuição
de carga entre os hosts da infraestrutura, as migrações não apresentam um bom desempenho.
Em nosso trabalho a concretização da solução de otimização proposta é realizada por meio da
programação nos os códigos do arcabouço. É importante ressaltar que o arcabouço de Holz
(2014) também faz uso das APIs da VMware para comunicação com o hypervisor, logo não é
invasivo na plataforma virtualizadora como alguns trabalhos o fazem (JIN et al., 2009) e (JIN
et al., 2011).
A contribuição geral deste trabalho é apresentar uma solução que torna mais eficiente o
processo migratório de máquinas virtuais dentro de uma nuvem. A programação dessa solução
se baseia nas APIs fornecidas pelo próprio fabricante (VMware neste caso) da plataforma virtu-
alizadora (ou hypervisor) não havendo necessidade de modificar o código do hypervisor, o que
nem sempre é possível realizar principalmente em soluções comerciais.
Como outra contribuição, esse trabalho realiza a caracterização do tráfego real de produção
da Universidade Federal do Espírito Santo (UFES) a fim de determinar os pontos de deficiência
que impactam na performance da nuvem da instituição. Essa caracterização é crucial para o
projeto do algoritmo que fará parte da solução proposta.
1.2 Metodologia
Como metodologia, 3 etapas são primordiais para o desenvolvimento deste trabalho:
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• Na primeira etapa, são feitas duas caracterizações empíricas da carga de migrações ocor-
ridas na nuvem privada estudada. Dados como duração das migrações são coletados e
utilizados para mapear as deficiências do processo. A primeira caracterização é feita
com a nuvem sendo controlada pelo VMware e a segunda com ela sendo controlada pelo
arcabouço de Holz (2014).
• Após identificados os pontos críticos, em uma segunda etapa, é desenvolvido um algo-
ritmo que altera o procedimento migratório das máquinas virtuais com base nos dados
conseguidos na caracterização visando reduzir o número de migrações simultâneas ocor-
ridas.
• Na terceira etapa são feitos testes com o algoritmo desenvolvido funcionando na nuvem
privada. Nessa etapa também é realizada uma caracterização do tráfego gerado durante
os testes e os resultados são confrontados com as 2 caracterizações realizadas na primeira
etapa.
1.3 Estrutura
O restante do trabalho é dividido em: Cap. 2 que faz a fundamentação teórica necessária
para compreensão deste trabalho; Cap. 3 no qual apresenta trabalhos relacionados ao tema desta
dissertação; Cap. 4 que descreve o algoritmo escalonador de migrações proposto neste trabalho;
Cap 5 que exibe as amostragens e caracterizações de tráfego real realizadas na nuvem privada
da Universidade Federal do Espírito Santo (UFES) bem como os testes e resultados obtidos com
o algoritmo proposto; e Cap. 6 que apresenta a conclusão e trabalhos futuros.
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2 Revisão Bibliográfica
Neste capítulo serão discutidos os principais conceitos teóricos necessários para o posicio-
namento do leitor em relação ao tema abordado por este trabalho e assim propiciar uma melhor
compreensão do assunto.
2.1 Virtualização
Em um ambiente computacional, o termo virtualização pode ser entendido como a emula-
ção de um ou mais ambientes em um mesmo hardware. Visto que muitas vezes uma máquina
pode estar ociosa durante o seu funcionamento, a alocação de vários ambientes (ou sistemas
operacionais) operando ao mesmo tempo em sua estrutura pode maximizar o uso do hardware
(COELHO; CALZAVARA; LUCIA, 2008). Essa maximização torna a máquina mais produtiva
para os seus administradores, pois mais aplicações podem ser inseridas sem a necessidade de
modificações físicas no equipamento. A Fig. 2.1 mostra uma visão geral da virtualização de um
hardware (quadrado mais externo); este possui um sistema operacional base (segundo quadrado
mais externo) para controle da máquina física e para a instalação de um programa de virtualiza-
ção (terceiro quadrado mais externo, também chamado de hypervisor); o programa por sua vez,
possibilita a criação de máquinas virtuais (3 quadrados brancos internos) que têm seus próprios
sistemas operacionais com seus aplicativos. Esses sistemas funcionam independentemente uns
dos outros, inclusive sem dependência direta com o sistema base, somente por intermediação
do programa de virtualização.
2.1.1 Tipos de virtualização
Além da maximização do uso do equipamento, a virtualização também proporciona níveis
de abstração para os aplicativos rodando em cada máquina virtual. Essa abstração pode prezar
pela portabilidade ou eficiência de acordo com o tipo de virtualização adotado. Basicamente
os 2 principais tipos de implementação de virtualização são (MATTOS, 2008) e (LAUREANO;
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MAZIERO, 2008):
• Virtualização total: neste tipo de implementação toda interface de acesso ao hardware
é virtualizada. Deste modo, os sistemas operacionais virtualizados não precisam sofrer
qualquer mudança, possibilitando a portabilidade plena da máquina virtual entre dife-
rentes tipos de hardware de forma transparente para os aplicativos e usuários. Entretanto,
essa transparência pode ser vista como um dos grandes problemas dessa modalidade: uma
vez que o hypervisor deve intermediar todos os acessos ao hardware, os sistemas virtua-
lizados acabam tendo uma execução mais lenta se comparados à máquina física devido a
esse overhead gerado. A Fig. 2.1 pode ser conceitualmente interpretada como uma vir-
tualização total, visto que o programa de virtualização ou hypervisor (terceiro quadrado
mais externo) engloba todas as máquinas virtuais não permitindo que essas comuniquem-
se diretamente com o sistema operacional do hardware hospedeiro.
Figura 2.1: Visão geral da virtualização de um hardware
• Paravirtualização: neste tipo de virtualização nem toda interface de acesso ao hardware
é virtualizada. Alguns acessos são feitos diretamente sem intermédio do hypervisor, tor-
nando essa virtualização mais eficiente que a total. Contudo, há a necessidade de adap-
tação dos sistemas virtualizados para que operem com essa forma híbrida, diminuindo
assim a portabilidade destes. A Fig. 2.2 representa conceitualmente a paravirtualização
de um hardware, em que as máquinas virtuais (quadrados brancos internos) podem even-
tualmente ter acesso direto ao hardware (setas bidirecionais). Esses acessos podem ser
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exemplificados como leituras, escritas ou requisições a periféricos cujo os drivers estão
instalados diretamente nos sistemas operacionais das máquinas virtuais.
Figura 2.2: Visão geral da paravirtualização de um hardware
2.1.2 Vantagens
Nesta Subseção serão discutidas algumas vantagens que a virtualização traz nos âmbitos de
segurança, desempenho, gerência, etc. (MATTOS, 2008):
• Robustez: é possível configurar um ambiente onde cada serviço roda em uma máquina
distinta, por exemplo: servidor web e banco de dados funcionando em 2 máquinas virtuais
diferentes. Deste modo, como cada máquina funciona de forma isolada umas das outras,
uma possível vulnerabilidade de um serviço não prejudica os demais, garantindo mais
confiança e disponibilidade ao ambiente.
• Custo: com a facilidade de criação de várias máquinas virtuais em um mesmo hardware
é possível reduzir consideravelmente a quantidade de servidores físicos convergindo-os
para vms. Além da economia de equipamentos, também pode ser levada em consideração
a economia com refrigeração (menos equipamentos gerando calor) e consequentemente
economia de energia e dinheiro.
• Balanceamento de carga: o hypervisor forma uma camada de abstração entre a máquina
virtual e o hardware, deste modo é possível transitar a máquina virtual entre diferentes
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máquinas físicas (desde que o hypervisor seja o mesmo) sem que haja necessidade de
alterações na vm. Essa característica possibilita migrar vms que possam estar sobrecarre-
gando uma máquina física para um outro equipamento menos sobrecarregado. Trabalhos
como (JIN et al., 2009) e (CLARK et al., 2005) tratam da técnica chamada live migration,
onde é possível a migração de uma máquina virtual funcionando, sem a necessidade de
desligá-la.
• Suporte a aplicações legadas: com a evolução dos hardwares algumas aplicações podem
ficar obsoletas e perderem a funcionalidade. Como a virtualização abstrai os componentes
para a máquina virtual, é possível manter sistemas antigos virtualizados mesmo rodando
em máquinas físicas modernas.
2.1.3 Desvantagens
Embora talvez seja uma tendência irreversível nos dias de hoje e tenha vantagens notáveis,
a virtualização também acarreta em algumas desvantagens que serão discutidas nesta subseção
(MATTOS, 2008):
• Segurança: como todas as máquinas virtuais estão sob o mesmo hypervisor e o mesmo
sistema operacional (da máquina física), uma vulnerabilidade em qualquer um desses
softwares pode impactar negativamente em todas as máquinas virtuais hospedadas. E vá-
rias máquinas virtuais podem estar funcionando em um mesmo host físico, conjecturando
um ponto único de falha.
• Desempenho: a virtualização consiste na inserção de uma camada de abstração entre a
máquina virtual e o hardware hospedeiro. Essa camada gera perda de desempenho, pois
são mais ciclos de cpu usados para desempenhar uma instrução. Outro ponto a ressaltar
é o consumo de memória, o host hospedeiro deve consumir sua quantidade de memória e
ainda ter reserva para os hóspedes.
• Gastos com gerenciamento robusto: a fim de manter o funcionamento das máquinas
virtuais após a falha em alguma máquina física, administradores precisam ter o cuidado
de sempre monitorar seus hosts físicos e virtuais e tomar as medidas necessárias para
mitigar esse ponto único de falha. Embora essa seja uma tarefa já corriqueira em gran-
des data centers, pequenas empresas e data centers podem ter dificuldades: devido a
facilidade de criação de máquinas virtuais, elas podem se ”proliferar” demasiadamente
fugindo do controle dos administradores. Para grandes quantidades de máquinas virtuais
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é necessário a utilização de um gerenciador automático que controle as questões de ba-
lanceamento, mitigação de falhas entre outras tarefas cruciais para o funcionamento do
ambiente. Infelizmente esses gerenciadores se caracterizam como um dos maiores in-
vestimentos na área de virtualização. Trabalhos como (MORAIS et al., 2013) e (HOLZ,
2014) abordam a criação de forma livre desses gerenciadores (arcabouços tecnológicos).
2.2 Computação em nuvem
Computação em nuvem pode ser definida como um sistema distribuído e paralelo formado
por equipamentos interconectados ou virtualizados que são alocados dinamicamente e apresen-
tados como um ou mais recursos computacionais para um consumidor final (CALHEIROS et
al., 2011). Em outras palavras, pode ser chamada de computação em nuvem quando um data
center e seu conjunto de máquinas e hardwares são abstraídos e seus recursos e aplicações são
oferecidos como serviços por meio de uma rede de computadores (geralmente a Internet). O
computador do cliente que usufrui dessa nuvem seria meramente uma plataforma para prover
acesso aos serviços e aplicações que o usuário necessita.
2.2.1 Tipos de nuvens
As nuvens podem ser classificadas quanto ao seu compartilhamento de recursos influen-
ciando sua escabilidade, confiabilidade, segurança e custo. Basicamente são feitos 4 tipos de
classificações (JAMSA, 2011):
• Nuvem privada: nuvem proprietária restrita a um grupo seleto de pessoas de uma em-
presa ou entidade. Se faz necessária quando existe a necessidade de níveis elevados de
privacidade ou disponibilidade das informações armazenadas e trafegadas na nuvem. Seu
custo também é alto, visto que a empresa ou entidade que a possui deve arcar com a
implantação e gerência dos equipamentos que compõe a nuvem.
• Nuvem pública: nuvem disponível para o público em geral acessível por toda Internet.
A nuvem pode ser proprietária de alguma empresa, porém a sua finalidade é ser aberta e
prover serviços para a maior quantidade de clientes possível. Como o cliente contratante
abstrai todos os componentes que formam a nuvem e paga somente pelos serviços que ela
presta, esse tipo de nuvem apresenta o menor custo se comparada às outras classificações.
Consequentemente, essa abstração reduz o nível de segurança, pois o cliente não sabe
exatamente onde sua informação está sendo trafegada e armazenada.
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• Nuvem comunitária: nuvem compartilhada por organizações que partilham um interesse
em comum de pesquisa, segurança, política, etc. É um meio termo entre a nuvem privada
e a pública, sua gerência e custo pode ser distribuída pelas entidades participantes bem
como os equipamentos podem ser de nuvens terceiras ou não.
• Nuvem híbrida: nuvem formada pela composição de duas ou mais nuvens privadas,
públicas ou comunitárias. A sua finalidade basicamente é tirar proveito das características
positivas de cada tipo de nuvem e formar uma solução mais customizada à necessidade
do cliente.
2.2.2 Tipos de serviços
Uma nuvem pode prover serviços em diferentes níveis de abstração e finalidades depen-
dendo da necessidade do usuário final. Nesta subseção serão discutidas as principais nomen-
claturas adotadas para os tipos de serviços que as nuvens proporcionam (JAMSA, 2011) e (RI-
MAL; CHOI; LUMB, 2009):
• Software as a Service (SaaS): tipo de serviço que tem como foco o fornecimento de soft-
ware sob demanda. Geralmente voltada para aplicações web, uma das grandes vantagens
desse tipo é a praticidade no uso por parte do usuário (pelo fato de necessitar somente
de um navegador web). A Fig. 2.3 ilustra o modelo de utilização de uma nuvem com
serviço SaaS, onde um ou mais usuários acessam por navegadores web o serviço prestado
pela nuvem (serviço de e-mail por exemplo) independente de suas localidades físicas ou
sistemas operacionais de suas máquinas.
Figura 2.3: Conceito de utilização de Nuvem com serviço SaaS por vários usuários. Fonte:
(JAMSA, 2011)
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• Plataform as a Service (PaaS): este tipo de serviço foca no fornecimento de facilidades
para desenvolvedores de softwares. Serviços como máquinas virtuais com diversos tipos
de sistemas operacionais, bancos de dados, ferramentas de desenvolvimento, entre outros
são oferecidas ao cliente dessa solução para que o mesmo não se preocupe com gerenci-
amento de hardware e software e foque somente no desenvolvimento de sua aplicação.
A Fig. 2.4 ilustra uma nuvem com serviço PaaS, seus usuários usufruem dos sistemas
operacionais e softwares fornecidos pela nuvem.
Figura 2.4: Conceito de utilização de Nuvem com serviço PaaS por desenvolvedores de aplica-
ção. Fonte: (JAMSA, 2011)
• Infrastructure as a Service (IaaS): neste tipo, o fornecimento do serviço é conceitual-
mente um nível abaixo do SaaS e PaaS: um data center virtual é provido pela nuvem,
bem como servidores, dispositivos de armazenamento, entre outros. Nesta modalidade, o
cliente não é necessariamente o usuário final de uma aplicação, mas sim um administra-
dor de redes ou desenvolvedor de programas que deseja ter o seu sistema operacional ou
programa em desenvolvimento instalado na nuvem. A Fig. 2.5 ilustra uma nuvem com
serviço IaaS, onde servidores e storages são providos para usuários ou empresas. Estes
tem a flexibilidade de instalar e gerenciar seus próprios sistemas operacionais e softwares
em cima da nuvem devido abstração proporcionada.
2.2.3 Vantagens e Desvantagens
Computação em nuvem é uma tecnologia cada dia mais utilizada devido aos benefícios que
oferece à seus usuários: a possibilidade de pagar sob demanda pode trazer grandes economias
de capital e elasticidade na alocação de novos recursos; o acesso ubíquo por toda a Internet
26
Figura 2.5: Conceito de utilização de Nuvem com serviço IaaS por usuários e empresas. Fonte:
(JAMSA, 2011)
torna o uso do serviço prático e disponível. Todavia, algumas desvantagens são inerentes à
tecnologia e podem tornar a experiência do usuário um tanto frustrante: o fato dos acessos
aos serviços serem frequentemente remotos, torna-os suscetíveis a questões como latência e
largura de banda; por causa do compartilhamento dos recursos entre múltiplos usuários, uma
aplicação problemática de um usuário pode comprometer todos os outros; como as informações
são trafegadas e armazenadas em equipamentos de terceiros (no caso de nuvens não privadas)
a segurança destas pode ser duvidosa bem como questões de direitos autorais e regulatórios
(GROSSMAN, 2009).
2.3 Caracterização da carga de trabalho
Segundo Menascé & Almeida (1998) a carga de trabalho de um sistema pode ser definida
como o conjunto de todas as entradas que o sistema recebe durante um período de tempo. Por
exemplo, requisições http chegando em um servidor web ou, em um contexto mais amplo, pa-
cotes que passam pela interface do firewall de uma instituição. O entendimento e caracterização
dessas entradas é um processo crucial em qualquer estudo de performance, pois quanto mais se
entende da carga de trabalho de um sistema mais chances de se obter o melhor nível possível de
performance.
Os principais passos para se realizar a caracterização de carga de trabalho são discutidos
nas subseções em seguida (MENASCÉ; ALMEIDA, 1998):
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2.3.1 Seleção de um ponto de vista
Cargas de trabalhos em ambientes reais podem ser difíceis de manipular devido à diver-
sidade de elementos existentes (ex.: vários serviços utilizando a mesma infraestrutura de rede
como ftp, http, ssh, icmp, etc). A escolha do ponto de vista é importante para direcionar os
estudos deixando-os mais objetivos e eficientes. Por exemplo, para melhorar a performance de
um servidor de arquivos, talvez não seja necessário coletar o tráfego do roteador núcleo de uma
instituição, seria um escopo demasiadamente grande para um estudo de um problema bem mais
específico, restrito talvez a um pequeno grupo de computadores e redes. O contrário também
deve ser frisado, caso os estudos sejam para este roteador núcleo, a análise do tráfego de uma
única rede ou um grupo de computadores talvez não seja suficiente para a caracterização.
2.3.2 Identificação dos componentes básicos
Esta etapa refere-se à unidade de mensuração das entradas de um sistema. A natureza do
serviço provido pelo sistema determina o tipo do componente básico. Por exemplo, o compo-
nente básico da carga de trabalho de um servidor web pode ser o número de requisições http
que este recebe por minuto, ou talvez a taxa de leitura e escrita dos arquivos nesse servidor
(dependendo do ponto de vista adotado). A escolha da unidade dependerá do propósito da
caracterização.
2.3.3 Escolha dos parâmetros de caracterização
Dentre os componentes identificados, devem ser escolhidos parâmetros que os caracteri-
zam. Resumidamente, os componentes podem ser classificados em 2 grupos de informação:
• Intensidade de carga de trabalho: parâmetros relativos a quantidades, como taxa de
chegada, número de clientes, número de processos executando simultaneamente, etc.
• demanda de serviço: especificado por K-tuplas Di1,Di2, ...,DiK , onde K é o número de
componentes considerados, e Dij é a demanda de serviço do componente i no recurso j.
Por exemplo, ao se contabilizar em uma tabela a porcentagem de uso de cpu de requisi-
ções sql de um banco de dados e os tempos que cada uma demora para executar, teremos
uma tabela com K=2 e tuplas semelhantes a (18%, 0.04 s) ou (60%, 0.19 s).
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2.3.4 Coleta de dados
Neste passo é feito o monitoramento do sistema em questão e obtenção dos dados brutos
que ele gera. Esses dados alimentam os parâmetros definidos na Subseção 2.3.3. Devem ser
identificadas as janelas de tempos (duração da coleta) apropriadas para a natureza do estudo
que está sendo realizado. Algumas vezes pode ser necessária a composição de vários dados
para satisfazer uma caracterização. Por exemplo, os arquivos de logs de alguns serviços podem
revelar mais informações que a própria coleta de requisições do serviço estudado.
2.3.5 Particionando a carga de trabalho
As cargas de trabalho são formadas por uma coleção de componentes heterogêneos. Devido
a isso, a representação de uma carga de trabalho por uma única classe pode não ter precisão.
O particionamento da carga de trabalho melhora a representatividade da caracterização e au-
menta a capacidade de predição do modelo buscado. Existem técnicas de particionamento que
buscam dividir a carga de trabalho em classes com componentes o mais homogêneos possí-
vel. Essa divisão é conseguida graças ao agrupamento de componentes semelhantes. A grande
problemática disso é saber qual atributo pode ser utilizado para medir a semelhança entre os
componentes. Alguns desses atributos são discutidos a seguir:
• Uso de recurso: O consumo de recurso por componente pode ser usado como divisor
da carga de trabalho em classes. Por exemplo, em uma distribuição de porcentagens
de uso de cpu, valores muito desproporcionais podem ser separados (ex.: 10% e 90 %,
15% e 85%, 25% e 80%, etc.), deste modo podem ser criadas 2 classes: consumo baixo,
formada pelos valores 10%, 15%, 25% e consumo alto, formada pelos valores 80%, 85%,
90%.
• Aplicações e objetos: O tipo de aplicação a que o componente pertence também pode ser
utilizado como particionador de classes. Por exemplo, em uma medição de quantidade
de dados trafegados, pode-se ter a divisão de acordo com os serviços que esses dados
pertencem (como ftp, http, ssh, etc). Um ponto negativo a ser observado é que, podem
existir amostras heterogêneas dentro de um serviço, como no serviço http por exemplo,
pode existir o tráfego de pequenos arquivos html ou então grandes streams de vídeos. Para
amenizar tal problema, também pode haver a divisão por tipos de objetos que a aplicação
manipula. No exemplo da aplicação http, os tráfegos podem ser divididos em arquivos
html, jpg, wav, avi, etc.
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• Orientação geográfica: o posicionamento geográfico pode ser utilizado para classificar
uma carga de trabalho. Por exemplo, pelo ip de origem das requisições que chegam a
determinado servidor, pode ser visualizado o país ou região que mais acessa o conteúdo
de uma página web.
• Funcional: semelhante à divisão por aplicações, neste caso os componentes podem ser
agrupados de acordo com as funções sendo servidas. Por exemplo, na caracterização
de um sistema Unix, os comandos ou processos que consomem mais cpu podem ser
utilizados como classes (como sshd, asterisk, python, hald, etc.).
• Unidades organizacionais: a estrutura organizacional de uma instituição pode ser utili-
zada para particionar a carga de trabalho. Na categorização de tráfego na rede por exem-
plo, podem haver divisões como financeiro, administrativo, serviços e convidados.
• Modo: o modo de processar ou o tipo de interação com o sistema pode ser utilizado
para caracterizar os componentes da carga de trabalho. Um sistema pode ser de modo
interativo, como um usuário acessando uma aplicação web e gerando requisições por
exemplo; transação, como um servidor de banco de dados processando várias consultas
sql; e batch, como um daemon de serviço de backup executando as tarefas agendadas.
2.3.6 Calculando parâmetros de classes
Após o particionamento da carga de trabalho em classes, deve-se calcular os valores de cada
parâmetro que caracteriza cada classe. Neste processo, 2 técnicas são utilizadas:
• Média: quando os componentes que compõem uma classe são homogêneos, a média
dos valores dos parâmetros de todos os componentes pode ser usada para representar a
classe. Pode-se usar também outras medições estatísticas como a CDF, PDF, variância,
coeficiente de variação, valor mínimo, valor máximo, etc.
• Clusterização: com essa técnica é possível determinar grupos de componentes com si-
milaridades, mesmo cada componente pertencendo à classes diferentes. Considerando a
Fig. 2.6, cada ponto (x,y) no gráfico corresponde à execução de uma transação. O eixo y
representa o tempo de cpu demandado por uma execução e o eixo x representa o tempo
de i/o. Por observação ou com a utilização é possível analisar a dispersão espacial dos
pontos e determinar grupos (como os 4 grupos exibidos na figura, C1, C2, C3 e C4).
Essa análise pode ser refinada ao critério do problema estudado, o grupo C4 por exemplo
poderia não existir e pertencer à C3, mas por decisão do estudo optou-se pela sua criação.
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Figura 2.6: Exemplo de análise de clusters em cargas de trabalhos. Fonte: (MENASCÉ; AL-
MEIDA, 1998)
2.4 Escalonamento de processos
Em um sistema computacional multiprogramado, quando existem mais processos do que
cpu para executá-los, há concorrência entre eles pelo uso da mesma. É tarefa do sistema opera-
cional decidir as ordens de execuções desses processos. Essa metodologia de decisão é chamada
de escalonamento de processos, que faz uso de algoritmos escalonadores para funcionar.
As subseções a seguir detalham algumas técnicas e problemas de escalonamentos ensinadas
por Tanenbaum & Woodhull (2009):
2.4.1 Quando fazer o escalonamento
O subsistema escalonador basicamente tira proveito de algumas ocasiões para poder rea-
lizar o escalonamento dos processos: quando o processo é criado ou termina; quando recebe
uma interrupção de leitura e escrita; e quando recebe uma interrupção de relógio. No caso da
interrupção de relógio, os algoritmos escalonadores podem ser classificados de 2 modos:
• não-preemptivo: a decisão de ser escalonado fica a cargo do processo, não há necessi-
dade de relógio. Nessa modalidade o processo é livre para executar até seu término ou
até realizar uma operação de leitura e escrita ou liberar a cpu voluntariamente. O in-
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conveniente é que um processo problemático ou malicioso pode nunca ceder a vez para
outro.
• preemptivo: a decisão de escalonamento fica sujeita a um tempo máximo de execução.
Caso um processo que esteja executando não termine antes desse slot de tempo, o mesmo
será suspenso (aguardando uma nova execução) e a vez de execução será passada para
outro processo. Essa solução garante que todos os processos serão executados, o que não
acontece n não-preemptiva.
2.4.2 Categorias de algoritmos de escalonamento
Devido à diversidade de sistemas operacionais e suas finalidades de uso, os algoritmos
escalonadores se diferem a cada tipo de ambiente existente. Basicamente são distinguidos 3
tipos de ambientes:
• Lote: neste tipo de ambiente a interação do usuário com o sistema é menos frequente que
os sistemas interativos, deste modo a execução dos processos podem ter tempos maiores,
pois seus usuários toleram tempos de resposta maiores. Os algoritmos podem ser não-
preemptivos ou então preemptivos com slots de tempo mais longos.
• Interativo: neste tipo de ambiente, onde há a interação com o usuário, o uso de algorit-
mos preemptivos é essencial para evitar que um processo ocupe demasiadamente a cpu
(no caso dos não-preemptivos) gerando atrasos para os outros processos que estão aguar-
dando para executar. O usuário está preocupado basicamente com o tempo de resposta de
um processo e não aceita períodos longos sem resposta.
• Tempo real: os sistemas de tempo real, embora tenham interação com usuário, muitas ve-
zes não apresentam boa performance com algoritmos preemptivos. Este tipo de ambiente
possui programas específicos e otimizados para a tarefa que foram idealizados (diferente
do propósito geral dos sistemas interativos), logo a execução de seus processos é precisa,
rápida. A execução em lote acaba sendo a melhor opção pois não gera tantas trocas de
contextos e interrupções como os preemptivos.
2.4.3 Principais algoritmos de escalonamento
O escalonador deve ser projetado de acordo com a finalidade de seu sistema operacional
bem como o tipo de algoritmo de escalonamento deve ser escolhido com o mesmo propósito. A
seguir são comentadas as características dos principais algoritmos de escalonamento existentes:
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• FCFS (First-Come First-Out): um dos mais simples algoritmos não-preemptivos. Basi-
camente existe 1 única fila e o primeiro job a chegar será o primeiro a ser executado. É
um comportamento bastante conveniente para sistemas em lote, porém a falta de preemp-
ção pode ser indesejável para sistemas interativos conforme descrito na Subseção 2.4.2.
A Fig. 2.7 ilustra o funcionamento do algoritmo FCFS, no primeiro passo (step 1) há a
chegada do processo na fila de execução; no segundo passo (step 2) os processos são exe-
cutados em ordem de chegada, caso o processo termine é retirado da fila, caso o processo
é bloqueado por i/o o mesmo é colocado no final da fila de execução no passo 3 (step 3).
Figura 2.7: Conceito de funcionamento do algoritmo FCFS
• Round Robin: algoritmo preemptivo que escalona os processos utilizando-se de uma fila
circular. Não há priorização de processos, esses são executados por ordem de chegada e
ao término da fila, a vez é passada para o primeiro processo novamente. Processos novos
entram no final da fila. A quantidade de tempo definida pela preempção é chamada de
timeslice ou quantum, e o ajuste desse tempo é crucial para o tempo de resposta para
o usuário final, uma vez que ao término de um timeslice, um processo deve aguardar
o timeslice vezes o número de processos na fila para ter a possibilidade de execução
novamente.
• SJF (Shortest Job First): um algoritmo também não-preemptivo que tem como carac-
terística executar primeiro os jobs que duram menos tempo. Uma versão preemptiva é
chamada de SRT (Shortest Remaining Time next), nesse caso o tempo de execução é li-
mitado pelo slot de tempo da preempção, então o SRT se baseia no menor tempo de
execução restante. Esses algoritmos reduzem o tempo médio de execução dos proces-
sos, e é considerado ótimo quando todos os jobs estão aptos a executar simultaneamente.
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Porém, quando recebe jobs por rajadas esse ganho fica comprometido, visto que jobs me-
nores podem chegar em rajadas próximas atrapalhando a ordenação. Além disso, um de
seus grandes problemas é saber qual critério usar para avaliar qual processo durará menos
tempo para executar, visto que o tempo de execução só é conhecido no futuro (ao término
do processamento). Um desses critérios é utilizar o histórico de execução do processo,
deste modo com base no comportamento do job é possível estimar o de menor tempo.
A Fig. 2.8 apresenta o ganho obtido pela ordenação dos processos no algoritmo SJF. Na
primeira fila os processos estão sem ordem de duração (fila desordenada), na segunda fila
os processos estão ordenados por ordem de duração. Em uma amostragem de 18 s é pos-
sível perceber que a quantidade de processos executados na fila ordenada (4 processos) é
maior que a quantidade da fila desordenada (menor que 3 processos).
Figura 2.8: Ganho de tempo médio obtido pela ordenação dos processos no algoritmo SJF
• Escalonamento por prioridade: alguns processos podem precisar de mais tempo de exe-
cução que outros. Por exemplo, um jogo que é sensível à taxa de exibição das imagens
(frames por segundo) necessita de uma prioridade de execução mais alta se comparado
ao envio de um e-mail, que pode demorar até alguns minutos sem gerar muitos transtor-
nos para o usuário. Nesse caso, o escalonamento por prioridade fornece mais chances de
execução para os processos mais sensíveis. As prioridades podem ser definidas estatica-
mente de acordo com um critério previamente estabelecido ou dinamicamente, de acordo
com o comportamento do processo em execução esse pode ter mais ou menos prioridade
de execução (ex.: processo com muitas operações de i/o pode ter menos prioridade). A
Fig. 2.9 apresenta um esquema de escalonamento de prioridades que possui 4 tipos de
filas de prioridade, os processos que possuem a mesma prioridade (que estão na mesma
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fila) podem ser escalonados por round-robin ou outro algortimo que melhor convir. Uma
variante desse algoritmo é chamado de escalonamento por múltiplas filas, onde filas
com mais prioridade possuem mais timeslice de execução do que outras filas.
Figura 2.9: Algoritmo de escalonamento com 4 filas de prioridades. Fonte: (TANENBAUM;
WOODHULL, 2009)
• Escalonamento garantido: nesse tipo de algoritmo, define-se o tempo de execução de
cada processo como sendo 1/n da capacidade total do processador (geralmente o número
total de ciclos), onde n = número de processos a executar. Caso algum processo termine a
execução em um tempo menor do que 1/n, sua prioridade pode ser elevada para execuções
futuras, bem como se terminar com um tempo maior que 1/n, sua prioridade pode ser
diminuída.
• Escalonamento por sorteio: neste tipo de algoritmo o escalonador sorteia a vez de exe-
cução entre os processos que necessitam executar. Caso seja necessária a definição de
prioridades para alguns processos, isso pode ser feito aumentando-se a probabilidade de-
les ganharem esse sorteio. Um ponto interessante a ser destacado é que processos que
se interagem podem transferir suas probabilidades entre si visando melhor tempo de res-
posta.
• Escalonamento com compartilhamento imparcial: nesse tipo de algoritmo é levado
em consideração o usuário criador do processo e não o processo em si para definição das
prioridades de execução. Nesse modelo cada usuário recebe uma fração da cpu para a
execução de seus processos independentemente da quantidade de processos que cada um
possui. Por exemplo, caso existam 4 usuários com processos a executar, eles receberão
25% do tempo de cpu.
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3 Trabalhos Relacionados
Migrações de máquinas virtuais são tarefas necessárias dentro de uma nuvem para prover
o balanceamento de carga entre os hosts, garantir a tolerância a falhas das vms, entre outras
(CLARK et al., 2005). Devido a essa dependência com esse processo, muitos trabalhos existen-
tes na literatura buscam otimizá-lo. Neste capítulo serão apresentados alguns desses trabalhos
e suas soluções. Ao final, em uma subseção de conclusão, são comentadas suas desvantagens
perante a solução proposta em nosso trabalho.
3.1 Algoritmo de compressão de memória
No trabalho desenvolvido por (JIN et al., 2009) é proposto um algoritmo de compressão
para ser aplicado na memória da máquina virtual a ser migrada, deste modo menos dados serão
trafegados reduzindo assim o tempo de migração. O algoritmo, batizado de MECOM (ME-
mory COMpression), consegue uma redução de 32% no tempo total de migração. A Fig. 3.1
apresenta a infraestrutura do algoritmo MECOM: daemons de migração (migration daemons)
funcionando nas máquinas físicas de origem e destino são responsáveis por orquestrar a migra-
ção; tabelas de shadow page na camada VMM mapeiam as modificações realizadas na memória
durante cópia prévia da memória e flags indicando alterações nas páginas são marcadas em um
dirty bitmap; páginas de memória denotadas pelo bitmap são comprimidas e enviadas para o
destino, que por sua vez as descomprimem. Caso alguma página seja alterada durante o pro-
cesso de cópia, a mesma é descartada no destino e retransmitida. Esse processo de cópia e
retransmissão (caso ocorra descarte de páginas) se repete até que todas as páginas sejam trans-
mitidas sem modificações.
3.2 Preditor de performance de migração
Em (AKOUSH et al., 2010) é feita uma análise da performance de migrações em uma
plataforma de virtualização Xen e são propostos modelos matemáticos para predizerem com
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Figura 3.1: Infraestrutura do algoritmo de compressão de memória MECOM. Fonte: (JIN et al.,
2009)
até 90% de precisão os tempos de migrações das vms. A avaliação de performance é feita
medindo-se o tempo total de migração e de inatividade (downtime) que foram reduzidos da
máquina virtual. A predição realizada pelos modelos toma como base a análise da taxa de dirty
pages (quantidade de páginas alteradas) da memória durante seu processo de cópia, basicamente
quanto mais dirty pages mais demorada a cópia da memória e consequentemente maior seu
tempo de migração e seu downtime. No trabalho são propostos 2 modelos de predição:
• AVG Simulation: utilizado quando a taxa de dirty pages dos processos da vm a migrar
apresenta uma constância. Quando isso ocorre, para realizar a predição do tempo total de
migração e downtime é suficiente aproximar a taxa de dirty pages à sua média.
• HIST Simulation: especialização do AVG Simulation utilizado nos casos em que o uso
da média é impraticável, geralmente quando a taxa de dirty pages é uma função do tempo
ou quando há uma similaridade de comportamento dos processos e suas dirty pages entre
diferentes ciclos de execução. O modelo se baseia em históricos das dirty pages para pre-
ver a quantidade de páginas alteradas na memória que ocorrerão em determinado instante
futuro.
3.3 Migração ajustada por uso de cpu
Em (JIN et al., 2011) é proposto um algoritmo para realizar a migração de máquinas virtuais
baseado no uso de cpu da vm. Segundo os autores, o uso de cpu é linearmente comparável com o
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uso de memória e quanto maior o uso de memória maior o tempo de migração de uma máquina.
A ideia principal do algoritmo proposto é reduzir a taxa de dirty pages durante o processo de
cópia de memória na migração de uma máquina virtual. A taxa de dirty pages é proporcional à
taxa de escrita na memória da máquina virtual, quanto mais operações de escrita em memória
a máquina realizar durante a sua migração, mais dirty pages serão geradas, prolongando assim
o processo migratório. O algoritmo proposto controla essas taxas ajustando a frequência da
cpu, caso o algoritmo perceba que as taxas estão altas, o mesmo reduz a frequência da cpu, por
consequência isso reduz a taxa de escrita em memória acarretando assim na redução da taxa de
dirty pages e otimizando o processo migratório.
3.4 Migração com alocação de recursos
Em (YE et al., 2011) é proposto um framework para orquestração das migrações de má-
quinas virtuais. Segundo os autores, os recursos (cpu, memória, etc) disponíveis nas máquinas
físicas afetam diretamente a eficiência da migração das máquinas virtuais. Em testes o trabalho
comprova que se as máquinas físicas de origem ou destino da migração possuírem reservas de
recursos adequadas, as migrações simultâneas ocorrem de forma mais eficiente. A Fig. 3.2
exemplifica o framework, ele é constituído principalmente por 4 módulos que comandam a
tomada de decisão de migração (Migration Decision Maker), controlador de migrações (Migra-
tion Controller), controlador de reserva de recurso (Resource Reservation Controller) e monitor
de recurso (Resource Monitor). Os quadrados com texto "VM"escuros representam a reserva
de recursos nas máquinas físicas de destino e os quadrados com os textos "CPU"e "Mem"em
escuro representam a reserva de recursos (cpu e memória respectivamente) nas máquinas físi-
cas de origem. Um ponto especial a se ressaltar desse trabalho é o módulo Migration Decision
Maker, ele é a chave para as migrações do framework, pois os algoritmos e estratégias de migra-
ções estão contidos nele. O algoritmo proposto em nosso trabalho pode ser entendido como um
algoritmo para o Migration Decision Maker, todavia esse framework está fora de nosso escopo.
3.5 Migração com deduplicação de dados
Em (ROEMER et al., 2014) é proposta uma técnica para otimização do processo de migra-
ção de máquinas virtuais usando como base a deduplicação de dados. Deduplicação de dados
diz respeito a achar blocos de dados (em memória) semelhantes entre 2 ou mais máquinas que
estão sendo migradas para um mesmo destino. Encontrados os blocos, somente é necessária
a transferência de 1 deles, uma vez que são iguais, basta serem duplicados no destino econo-
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Figura 3.2: Framework de migração de múltiplas máquinas virtuais com tecnologia de reserva
de recursos. Fonte: (YE et al., 2011)
mizando assim tempo de transferência e banda. No estudo apresentado pelo trabalho é feito
um agrupamento de máquinas parecidas visando aumento na ocorrência de blocos semelhantes.
Esse agrupamento foi feito seguindo basicamente 2 critérios: sistema operacional (máquinas
com o mesmo sistema operacional) e por aplicação (máquinas com a mesma aplicação). A
Fig. 3.3 exibe o resultado de um dos testes realizados pelo trabalho. O eixo y corresponde à
quantidade de dados transmitidos durante a migração e o eixo x corresponde ao tipo de cluste-
rização utilizado. Method1, Method2 e Method3 são 3 métodos de busca de blocos semelhantes
propostos pelo trabalho e Rule of thumb é o método tradicional que os softwares de migração
utilizam. Todos os métodos propostos vencem o método tradicional em termos de volume de
dados trafegados durante a migração, sendo o Method1 o melhor, pois transferiu cerca de 30%
menos dados que os outros métodos (consequentemente sua migração foi mais rápida).
3.6 Arcabouço para gerenciamento de nuvem privada
Em (HOLZ, 2014), base para a criação do escalonador de nosso trabalho, é proposto e
implementado um arcabouço tecnológico para orquestração das máquinas virtuais dentro de
uma nuvem privada visando tornar o ambiente mais eficiente quanto ao uso de cpu e memória.
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Figura 3.3: Métodos de clusterização de blocos semelhantes. Fonte: (ROEMER et al., 2014)
Sua arquitetura é modularizada e é representada pela Fig. 3.4, há a divisão em 3 camadas:
• Infraestrutura Virtualizada: que são os equipamentos e softwares de virtualização que
formam a nuvem.
• API de Virtualização: cria uma interface de abstração e interfaceia a comunicação do
arcabouço com o software de virtualização.
• Arcabouço para Gerenciamento de Nuvem Privada: principal camada da solução, é
responsável por controlar as tarefas de coleta de dados e operação do ambiente virtuali-
zado. É composta por 2 componentes:
– Monitor: responsável pela coleta de dados (como uso de cpu, memória, largura de
banda, etc) da infraestrutura virtualizada e armazenamento em banco de dados para
futura análise.
– Controlador: núcleo de tomada de decisão do arcabouço. De posse dos dados obti-
dos pelo monitor e dos modos de operação setados pelo administrador, o controlador
arbitra a movimentação das máquinas virtuais traduzindo (por meio do tradutor) as
decisões em comandos para o software de virtualização.
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Figura 3.4: Arquitetura do Arcabouço para gerenciamento de nuvem privada. Fonte: (HOLZ,
2014)
O controlador do arcabouço possui alguns conjuntos de regras que impactam na seleção
das máquinas a migrar. Essas regras se baseiam em dados de cpu e memória coletados das
máquinas físicas e virtuais que compõem a nuvem. É possível ao administrador a configuração
dos valores dessas regras, eles podem ser alterados no código exibido pelo apêndice B nas
variáveis ”$ganhoCPU”, ”$toleraCPU”, ”$ganhoMEM” e ”$toleraMEM”. Sucintamente essas
variáveis definem a porcentagem de cpu ou memória que devem ser confrontados com os dados
coletados e assim realizar a migração de uma máquina ou não. O leitor que tenha interesse em
se aprofundar na arquitetura do arcabouço pode fazer a leitura do capítulo 4 do trabalho de Holz
(2014).
3.7 Considerações
Embora os trabalhos apresentados neste capítulo possuam soluções eficientes, algumas não
dispõem de testes reais (somente simulações) ou suas implementações necessitam de programa-
ção de baixo nível nos códigos do hypervisor. Algumas plataformas virtualizadoras comerciais
podem não permitir essa ação (como o VMware) por ser uma tarefa ”invasiva” nos códigos
fontes da solução.
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Em especial, o trabalho de Holz (2014) não contempla o processo migratório das máqui-
nas virtuais o que ocasiona perda de desempenho durante a migração (conforme apresentado
na Subseção 5.3). A análise efetuada pelo componente controlador para tomada de decisão é
baseada somente na última coleta realizada pelo componente monitor. Assim sendo, caso a co-
leta tenha valores atípicos (ex. picos de cpu somente naquele instante de amostragem), podem
ocorrer migrações desnecessárias, visto que o balanceador leva em consideração valores limi-
ares dos dados coletados para iniciar uma migração. Isto posto, a ocorrência de uma ou mais
migrações desnecessárias, além de aumentar o consumo de recursos durante seus tempos de
migração, também contribui com a probabilidade de ocorrerem migrações simultâneas. A me-
todologia de seus testes foi resumidamente retirar a carga do host sobrecarregado para, somente
após todo o processo de migração, melhorar os tempos de respostas das aplicações.
Diferentemente dos trabalhos apresentados neste capítulo, nosso trabalho apresenta uma
solução resiliente de ganho de performance no processo migratório de máquinas virtuais, visto
que nós propomos uma implementação não invasiva no código do hypervisor (nossa solução é
programada utilizando as APIs fornecidas pela VMware). E, como grande diferencial diante as
outras soluções, toda nossa experimentação foi realizada em um ambiente com produção real,
a geração de todos os resultados foi feita sem simulação em ambiente controlado e sem injeção
de tráfegos artificiais.
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4 Proposta de escalonador de migrações
de máquinas virtuais em nuvem
privada
Neste capítulo será apresentado um algoritmo que tem como propósito orquestrar as migra-
ções das máquinas virtuais de forma mais eficiente. As informações adquiridas no processo de
caracterização da nuvem realizado no Cap. 5 contribuíram para criação de uma estratégia de
migração possibilitando com isso a adição de uma nova inteligência ao módulo de tomada de
decisão de migração do arcabouço proposto em (HOLZ, 2014).
4.1 Visão conceitual
O comportamento das máquinas virtuais em migração pode similarmente ser analisado
como lotes de processos sendo escalonados para execução em um sistema operacional. Com
essa análise, a nova inteligência de tomada de decisão de migração que este trabalho propõe
se baseará na utilização de um algoritmo de escalonamento de processos adaptado para esca-
lonar as migrações das máquinas virtuais. Uma das principais adaptações no escalonador será
garantir que não haja preempção durante uma migração. Ou seja, uma máquina que começou
a migrar não sofrerá interrupção até seu término, garantindo assim que não ocorram migrações
simultâneas.
O algoritmo proposto será chamado de SMMF (ou Shortest Machine Migration First) e
inspira-se no SJF (Shortest Job First), pois segundo (TANENBAUM; WOODHULL, 2009)
produz o menor tempo médio de execução para sistemas em lote, portanto será o algoritmo es-
colhido para os testes. Um dos grandes infortúnios na utilização de algoritmos que necessitam
eleger um menor trabalho é justamente discernir qual job gastará menos tempo para concluir.
Visto que o tempo de conclusão de um job só é conhecido em seu término, (TANENBAUM;
WOODHULL, 2009) preconiza a utilização de estimativas com base em comportamentos pas-
sados, assim o job a ser escalonado será o de menor tempo estimado. As caracterizações re-
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alizadas na nuvem privada (exibidas no Cap. 5) estabelecem critérios para essa estimativa, as
diferenças de durações entre máquinas de diferentes categorias de memória apresentaram-se
como importantes medidas para se estimar a conclusão de um job (ou migração no caso estu-
dado).
4.2 O escalonador
Para este trabalho as médias dos intervalos de confiança das categorias simples exibidas
pela Fig. 2. serão utilizadas como forma de estimar os tempos de migrações para o SMMF. A
Fig. 4.1 ilustra uma visão geral do escalonador de migrações. Em um primeiro instante (seta 1)
há a seleção das máquinas candidatas a serem migradas na fila de classificação (essa fila recebe
constantemente máquinas com esse estado). Máquinas pertencentes às categorias com menor
tempo serão ordenadas para serem migradas primeiro que as de categorias maiores. Para se
evitar o starvation das máquinas maiores uma 2a fila será utilizada (fila de serviço) que conterá
todas as máquinas já ordenadas pela fila de classificação (seta 2). Na seta 3, ocorre de fato a
migração unitária de cada máquina da fila de serviço. O conjunto inicial de todas as máquinas
da fila de serviço será chamado de lote.
Figura 4.1: Visão geral do escalonador de migrações
A Fig. 4.2 mostra detalhadamente em um fluxograma o funcionamento do algoritmo do
escalonador de migrações:
• O passo 1 é alimentado pelo processo de verificação das regras de migração comentadas
na seção 3.6 para decidir se uma máquina deve ser migrada ou não com base nos dados
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coletados pelo arcabouço. Caso seja decidido que uma máquina deve ser migrada, esta
será adicionada à 1a fila.
• No passo 2, as máquinas da 1a lista serão movidas para uma 2a fila e organizadas de
forma crescente considerando os tempos de migração das categorias que elas pertencem.
Esse passo só será repetido novamente quando todas as máquinas da 2a fila (lote) forem
migradas, evitando assim o starvation. A periodicidade dependerá do tempo total de
migração da 2a fila.
• No passo 3, ocorrerá a migração da 1a máquina da 2a fila.
• Logo ao término da migração do passo 3, no passo 4 será verificado se existem máquinas
nas 1a e 2a filas que não mais satisfazem a condição de migração impostas por (HOLZ,
2014) (ex. a carga de cpu da máquina parou de ultrapassar o limite de 50% definido nas
configurações de balanceamento de carga do arcabouço). Como descrito no Cap. 5, é
possível que algumas máquinas sejam selecionadas para migração por consequência de
valores atípicos na última coleta efetuada. Com essa tática, máquinas que ainda não fo-
ram migradas serão sempre reavaliadas. Caso alguma delas tenham sido selecionadas por
valores atípicos, serão removidas das listas. Desta forma, possíveis migrações desneces-
sárias serão amenizadas ou mesmo evitadas.
• No passo 5 será verificada a existência de novas máquinas que satisfazem a condição de
migração. Entenda por novas, máquinas que não fazem parte da 1a e 2a filas.
• No passo 6, caso existam máquinas que satisfaçam o passo 5, essas serão adicionadas à
1a fila.
• No passo 7, será verificado se todas as máquinas da 2a fila foram migradas, podendo
assim começar um novo lote de migração (passo 9) ou iniciar a migração de uma próxima
máquina (passo 8).
• No passo 8, será removida a 1a máquina da 2a fila, máquina esta que acabara de ser
migrada no passo 3, possibilitando assim que seja migrada a próxima máquina da 2a fila
no passo 3 novamente.
• No passo 9, será verificado se ainda existem máquinas a serem migradas na 1a fila. Ou
seja, se, durante o processo de migração das máquinas da 2a fila, novas máquinas surgiram
para serem migradas, essas ficaram em espera na 1a fila. Caso existam, o passo 2 será
executado novamente. Esse ciclo se repete até que a chegada de máquinas para migração
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na 1a fila cesse. Todo o processo é iniciado novamente quando uma nova demanda de
migração surge.
Figura 4.2: Fluxograma do funcionamento do escalonador de migrações
4.3 Implementação
A programação do escalonador SMMF foi realizada juntamente com o código fornecido por
Holz (2014). Para manter a compatibilidade com as funções e módulos fornecidos, o escalona-
dor foi escrito na mesma linguagem que o arcabouço: PHP (PHP Hypertext Processor). Não
houve a necessidade de alterações diretas no hypervisor do VMware visto que o escalonador
foi programado utilizando as APIs fornecidas pelo arcabouço e VMWare. A Fig. 4.3 mostra as
divisões dos componentes do arcabouço de Holz (2014), a codificação do SMMF concentrou-se
principalmente no ”Componente Controlador” em sua funcionalidade de ”Balanceamento de
Carga dos Servidores”. Ela encontra-se difundida em vários arquivos e funções do arcabouço,
a seguir serão explicados sucintamente as principais alterações nos códigos do arcabouço para
a implementação do SMMF:
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• No apêndice B é exibido trechos do código da função ”balanceVMS”, utilizada original-
mente no arcabouço como o centro de tomada de decisões de migração das máquinas
virtuais, no escalonador sofreu pequenas mudanças para que, ao invés de comandar a
migração das máquinas, somente informe as vms que devem ser migradas: o parâmetro
”$retornarVMsMigrantes” liga a funcionalidade de retorno no if comentado como ”RE-
TORNO DE MAQUINAS A MIGRAR” e a função retorna a listagem de máquinas a
migrar pela variável ”$movesMEM” preenchida no laço comentado como ”CRITERIO
DE SELECAO DE MIGRACAO”.
• No apêndice C é exibido trechos do código da função ”setaModo”, que comanda a sequên-
cia de passos do algoritmo do SMMF. A variável ”$modo=’SMMF”’ é uma condição ne-
cessária para que o arcabouço execute o escalonador e não seus modos de economia de
energia ou balanceamento de carga como definidos no trabalho original.
Figura 4.3: Componentes do arcabouço. Fonte (HOLZ, 2014)
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5 Caracterização do processo de
migração das máquinas virtuais de
uma nuvem privada em produção
A nuvem privada estudada neste trabalho pertence à Universidade Federal do Espírito Santo
(UFES). Mais especificamente, os dados coletados para as caracterizações descritas neste capí-
tulo foram extraídos dos equipamentos do Núcleo de Tecnologia da Informação (NTI) da UFES
e correspondem aos dados reais da produção da universidade. A nuvem é constituída principal-
mente por 3 tipos de equipamentos: 1 chassis blade HP BladeSystem c-7000 com 10 lâminas
Bl460c-G6 e 3 lâminas Bl680c-G5; 2 storages EVA4400 com vazão máxima de aproximada-
mente 2000 IOPS cada; e 2 switches Brocade 8Gb c-Class HP que interconectam a blade aos
storages por 2 canais redundantes tipo fibre channel cada conexão. A Fig. 5.1 esquematiza a
interconexão desses equipamentos à rede da universidade, os elementos ”Blade”, ”SWSAN1”
e ”SWSAN2”, ”EVA1” e ”EVA2” são respectivamente o chassis blade, os switches Brocade e
os storages. O ”SWCORE” representa o switch core da instituição que interconecta a nuvem à
rede da universidade e à Internet.
5.1 Metodologia de coleta de dados
A fim de padronizar a coleta e análise de dados e tornar a comparação destes viável, foram
estabelecidos os seguintes critérios de observação das máquinas virtuais:
• Serão observadas máquinas que mantiverem periodicidade de migração com, pelo menos,
1 migração simples e 1 migração simultânea por dia de coleta, visando assim manter
equilibrado o número de amostras para geração dos gráficos.
• Serão realizadas 3 amostragens em dias distintos, 1 com a nuvem sendo controlada pelo
VMWare, 1 com a nuvem sendo controlada pelo arcabouço de Holz (2014) e 1 com a
nuvem sendo controlada pelo escalonador SMMF. Essas amostras serão comparadas entre
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Figura 5.1: Nuvem Privada da Universidade Federal do Espírito Santo. Fonte: (HOLZ, 2014)
si, logo, para que seja uma comparação justa, somente máquinas que aparecerem nas 3
amostragens serão relevadas. A Fig. 5.2 ilustra esse critério, nela é mostrada a quantidade
de máquinas que sofreram migrações em cada uma das 3 amostragens e suas respectivas
intersecções. Por exemplo, não é justo comparar os dados coletados das 10 máquinas da
intersecção da ”Amostra 1” e ”Amostra 2” com dados de alguma máquina da "Amostra
3", visto que nenhuma das 10 migraram na última amostragem. A comparação mais
sensata está entre os dados coletados das 30 máquinas na intersecção das 3 amostras.
• Cada amostra terá duração de 10 dias úteis distintos entre cada uma (logo, 30 dias úteis
de amostragem). Finais de semana serão ignorados pois nenhuma máquina nesses dias
atendem o critério de periodicidade (em observações prévias esses dias não geraram mi-
grações o suficiente).
Os dados coletados nas amostragens são provenientes de um banco de dados SQL Server
utilizado pelo hypervisor da VMWare. Nele é feito log das diversas ações que o hypervisor
realiza, como início e término de migrações, que são os dados alvo das caracterizações reali-
zadas neste trabalho. Os tempos de início e término de uma migração se referem exatamente
ao momento em que uma máquina inicia e termina sua migração no hypervisor, ou seja, é
desconsiderado o tempo de processamento da tomada decisão de migração realizada pelo soft-
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Figura 5.2: Quantidade de máquinas migradas durante as amostragens e suas intersecções
ware bem como o tempo de espera nas filas (inseridas por nossa solução). A Fig. 5.3 mostra
em um diagrama de entidades e relacionamentos algumas tabelas que compõem esse banco de
dados, exclusivamente as tabelas que foram utilizadas para coleta dos dados em nossas amos-
tragens, bem como seus principais campos (nem todos os campos foram representados pois
não foram utlizados nas amostragens): a tabela ”VPXV_EVENTS” contém dados de todos os
eventos que o hypervisor armazena; o campo ”CHAIN_ID” é uma chave que identifica eventos
de mesma procedência, por exemplo: o início e término de uma migração de uma máquina são
2 eventos distintos na tabela, porém os 2 possuem o mesmo ”CHAIN_ID” por terem mesma
procedência; o campo ”CREATE_TIME” contém a data e hora que o evento foi iniciado; o
campo ”EVENT_TYPE” contém o tipo do evento, por exemplo: eventos de início de migração
têm nesse campo a string ”vim.event.VmBeingHotMigratedEvent” e eventos de fim de migra-
ção têm a string ”vim.event.DrsVmMigratedEvent”; o campo ”VM_ID” é chave estrangeira da
tabela ”VPXV_VMS”. A tabela ”VPXV_VMS” contém dados das máquinas virtuais; o campo
”MEM_SIZE_MB” informa o tamanho em megabytes da memória RAM da máquina; o campo
”VM_NAME” informa o nome da máquina; o campo ”VMID” é a chave primária para fazer
relacionamento com outras tabelas.
O Apêndice A contém a consulta SQL criada neste trabalho e utilizada para realizar as
amostragens: seu retorno contém essencialmente 1 linha para cada migração ocorrida, o nome
da máquina que foi migrada, o tempo de duração em segundos da migração (campo dura-
ção_segundos), e número de migrações simultâneas que ocorreram junto com a migração em
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Figura 5.3: Tabelas do VMWare utilizadas nas amostragens
questão (campo concomitantes); no final de sua cláusula where deve-se informar a data dos
dados que se deseja buscar, deste modo, para coletar 30 dias de informações, a SQL deve ser
executada 30 vezes alterando-se as datas dos dias buscados. A quantidade de linhas retornadas
é igual a quantidade de migrações ocorridas no dia informado;
A Tabela 5.1 apresenta algumas estatísticas sobre as 3 amostragens: as linhas ”Amostra
1”, ”Amostra 2” e ”Amostra 3” representam respectivamente as amostragens com VMWare,
arcabouço e SMMF; a coluna ”Total” exibe a quantidade total de migrações ocorridas na amos-
tragem; a coluna ”Total Simples” exibe a quantidade total de migrações simples ocorridas na
amostragem; a coluna ”Total Simultânea” exibe a quantidade total de migrações simultâneas
ocorridas na amostragem; a coluna ”Média/Dia” exibe a média aritmética do número de mi-
grações ocorridas por dia na amostragem; a coluna ”Desvio” exibe o desvio padrão dos dados
medidos; a coluna ”Coef. Var.” exibe o coeficiente de variação dos dados medidos.
Um ponto a ser destacado nessas estatísticas é a proximidade dos valores dos coeficientes
de variação, ou seja, isso evidencia que a variabilidade dos dados foi praticamente equivalente
nas 3 amostragens. Deste modo, os dados são consistentes para serem comparados entre si e
comprovarem o resultado do escalonador proposto.
Tabela 5.1: Estatísticas do número de migrações ocorridas em cada amostragem
Total Total Simples Total Simultânea Média / Dia Desvio Coef. Var.
Amostra 1 925 304 621 92.50 13.19 0.1426
Amostra 2 1043 410 633 104.30 16.27 0.1560
Amostra 3 765 326 439 76.50 10.47 0.1369
As subseções a seguir mostram individualmente cada amostragem realizada bem como a
análise das caracterizações obtidas com os dados coletados.
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5.2 Amostragem e caracterização da nuvem privada contro-
lada pelo VMware
Durante o período de amostragem desta caracterização (mês de abril de 2015) ocorreram
925 migrações com a nuvem privada sendo orquestrada pelo VMware e foram movimentadas
108 máquinas virtuais. Essa caracterização resultou na Fig. 5.4 que apresenta a CDF (Cu-
mulative Distribution Function) dos tempos de migrações contabilizados. O eixo y indica a
probabilidade (P) dos tempos acumulados (T) serem menores que os tempos em segundos (t)
indicados pelo eixo x. A curva de linha mais fina representa as migrações simples e a curva
de linha mais grossa representa as migrações simultâneas. É visível pelo gráfico que migrações
simultâneas sempre têm um tempo superior aos de migrações simples. Uma das maiores des-
proporções pode ser observada em t=100 onde ocorreram mais de 80% das migrações simples
contra a ocorrência de menos de 70% das migrações simultâneas. Nota-se também que o maior
tempo contabilizado para as migrações simples é de 363 s enquanto as migrações simultâneas
possuem um máximo de 492 s, com isso podemos concluir que aproximadamente 5% das mi-
grações simultâneas (5% contidos entre t=363 e t=492) demoram mais que todas as migrações
simples contabilizadas.
Figura 5.4: CDF dos tempos de migrações da nuvem controlada pelo VMware
Também foi observado na caracterização, a relação entre o tamanho da máquina virtual
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e o tempo de migração. Neste caso, o tamanho da máquina virtual é igual ao tamanho de
sua memória RAM: como no ambiente as máquinas estão centralizadas em um storage, o que é
movido durante uma migração é a memória RAM da máquina, os discos rígidos não participam.
A Fig. 5.5 mostra em um gráfico boxplot as durações de migrações contabilizadas divi-
didas em categorias. As caixas cinzas representam as migrações simples, enquanto as caixas
brancas as migrações simultâneas. As barras verticais tracejadas indicam os valores mínimos
e máximos contabilizados para gerar a caixa e os círculos valores atípicos que ficaram fora da
contabilização. As cruzes e barras em seus centros indicam os intervalos de confiança de 95%
para a mediana. O eixo y marca o tempo da migração em segundos e o eixo x o nome da
categoria medida. As categorias são (da esquerda para direita):
• Geral: que mostra nas caixas a união de todos os tempos de migrações das máquinas
medidas;
• 1024, 2048, 4096, 8192 e 32768: onde seus nomes simbolizam os tamanhos de memó-
rias RAM em megabytes das máquinas medidas. As suas respectivas caixas, mostram
estatísticas dos tempos de migração das máquinas pertencentes àquela categoria.
Verificando-se as medianas ou as médias dos intervalos de confiança, mais uma vez é per-
ceptível que migrações simultâneas consomem mais tempo que as simples. Também é visível
que o tamanho da máquina é diretamente proporcional ao seu tempo de migração, como tam-
bém observado em (YE et al., 2011). A Tabela 5.2 exibe valores detalhados do gráfico boxplot
da Fig. 5.5. As colunas da tabela simbolizam os itens: maior valor, 3o quartil, mediana, 1o
quartil, menor valor e média do intervalo de confiança. As linhas da tabela representam as ca-
tegorias. Observando a evolução dos tempos das medianas das categorias simples, é possível
notar 2 faixas: a formada pelas categorias 1024, 2048 e 4096 que não possuem muita variação
entre si; e a formada pelas categorias 8192 e 32768 que, quando comparadas à primeira faixa,
apresentam um aumento de tempo de até 300%. Devido à diferença na quantidade de máquinas
por categoria e à variação na demanda na utilização delas durante a coleta de dados, os menores
valores de algumas categorias podem não condizer com a categoria (ex. menor valor de Sim-
ples_8192 é maior que o menor valor de Simples_32768). Entretanto essa anomalia trata-se
de algo irrisório perante os valores das medianas e intervalos de confiança que tendem a subir
conforme o tamanho da memória aumenta.
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Figura 5.5: Boxplot com as durações de migrações divididas em categorias
5.3 Amostragem e caracterização da nuvem privada contro-
lada pelo arcabouço
Durante o período de amostragem desta caracterização (mês de abril de 2015) ocorreram
1043 migrações com a nuvem privada sendo orquestrada pelo arcabouço de Holz (2014) e foram
movimentadas 179 máquinas virtuais. Essa caracterização resultou na Fig. 5.6 que apresenta
uma CDF comparativa entre as curvas da Fig. 5.4 (linhas tracejadas) e as curvas obtidas com os
dados coletados do arcabouço de (HOLZ, 2014) (linhas contínuas). O eixo y indica a probabi-
lidade (P) dos tempos acumulados (T) serem menores que os tempos em segundos (t) indicados
pelo eixo x. É visível também a existência da desigualdade de tempo entre migrações simples
(linha fina) e simultâneas (linha grossa). Da mesma forma, é notável que os tempos de migra-
ções simultâneas do arcabouço são maiores que os tempos medidos da VMware. Isto é devido
ao fato que (HOLZ, 2014) focou seu arcabouço somente para a melhora do tempo de resposta
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Tabela 5.2: Valores detalhados do boxplot
Maior
Valor
3o
quartil Mediana
1o
quartil
Menor
Valor
Média do
Intervalo
de confiança
Simples_Geral 374 83 45 31 17 71.38
Simultâneas_Geral 520 149.5 67 49 26 117.53
Simples_1024 57 39 32 26 18 33.47
Simultâneas_1024 82 59 45.5 37 26 48.71
Simples_2048 76 56 38.5 27 20 41.70
Simultâneas_2048 99 69 55.5 48 40 59.90
Simples_4096 134 69 39 25.5 18 54.91
Simultâneas_4096 136 86 61.5 49.5 34 73.14
Simples_8192 137 108.5 96 88 75 109.47
Simultâneas_8192 432 291 213.5 187 149 244.20
Simples_32768 374 234.5 130.5 66.5 42 158.12
Simultâneas_32768 520 388 238 114 77 255.20
das aplicações para o usuário em função da carga do host que abriga a aplicação, enquanto a
VMware gerecia também o processo migratório.
5.4 Amostragem e caracterização da nuvem privada contro-
lada pelo escalonador SMMF
Durante o período de amostragem desta caracterização (mês de maio de 2015) ocorreram
765 migrações com a nuvem privada sendo orquestrada pelo escalonador SMMF e foram movi-
mentadas 141 máquinas virtuais. Essa caracterização resultou na Fig. 5.7 que apresenta CDFs
comparativas entre os tempos de migrações (simples e simultâneos juntos) coletados durante os
testes com o escalonador e a caracterização da nuvem privada. O eixo y indica a probabilidade
(P) dos tempos acumulados (T) serem menores que os tempos em segundos (t) indicados pelo
eixo x. A curva de linha grossa contínua representa a CDF dos tempos obtidos com a nuvem
sendo controlada pelo arcabouço com o escalonador; a curva de linha fina contínua representa
a CDF com todos os tempos obtidos da caracterização da nuvem controlada pelo VMware; a
curva de linha fina tracejada representa a CDF com todos os tempos obtidos da caracterização
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Figura 5.6: Comparação entre CDFs da nuvem controlada pelo arcabouço e pelo VMware
da nuvem controlada pelo arcabouço de (HOLZ, 2014). É visível que o escalonador SMMF
reduz o tempo de migração das vms perante as outras soluções vencendo em aproximadamente
93% das vezes. Em outras palavras, 28 máquinas das 30 contabilizadas tiveram melhora em
seus tempos de migração. O maior ganho de tempo pode ser observado quando o arcabouço
com escalonador exibe um tempo de 100 s enquanto o arcabouço sem escalonador exibe 219 s e
o VMware 149 s para P=0.82. Isso significa uma redução de 54% no tempo contra o arcabouço
sem escalonador e 33% contra o VMware. A maior quantidade de migrações com ganho pode
ser observada quando o arcabouço com o escalonador engloba 59% das migrações com o tempo
de 50 s enquanto o arcabouço sem escalonador compreende cerca de 13% das migrações e o
VMware 42% para t=50. Isso significa um ganho de 46% contra o arcabouço sem escalonador
e 17% contra o VMware.
A perda ocorrida em 7% dos casos pode ser explicada por eventuais sobrecargas na de-
manda por migrações. Como todas as migrações são simples, caso a fila de serviço (vide Fig.
4.1) apresente lotes com grande número de máquinas, o tempo total de migração do lote sobe
significativamente. Com esse tempo alto, o host que está precisando que as migrações ocorram
para diminuir sua carga tem seu tempo de sobrecarga também prolongado. Como em um efeito
dominó, os altos tempos de resposta do host ou altos índices de io (leitura e escrita em disco por
falta de RAM) impactam também no sistema de gerenciamento das migrações. Todavia, isso
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Figura 5.7: Comparação entre CDFs dos testes com Arcabouço com escalonador SMMF,
VMware e Arcabouço sem escalonador
é uma característica do SJF e consequentemente do SMMF para manter a equidade do todo. É
necessária a perda em algumas partes para que a grande maioria se beneficie. As 2 máquinas
prejudicadas tiveram seus tempos prolongados, porém estas já tinham tempos longos de migra-
ção. Isso pode ser observado nas curvas onde valores como t=492 na curva da VMware e t=685
no arcabouço sem escalonador subiram para t=690 no arcabouço com escalonador.
A Fig. 5.8 exibe a CDF da quantidade de máquinas por lote na fila de serviço a serem
migradas. O eixo y indica a probabilidade (P) das quantidades acumuladas (N) serem menores
que as quantidades (x) indicadas pelo eixo x. Verificando os 93% da curva (limite de ganho
observado), é plausível a conclusão que 39 máquinas é o tamanho máximo do lote da fila de
serviços. Números acima desse valor geram as perdas do escalonador, porém com ocorrência
de apenas 7%.
Durante os processos de amostragem e caracterização não foi possível quantificar o número
de migrações desnecessárias ocorridas. Entretanto, com base na quantia de 1043 migrações
decorrentes do arcabouço de (HOLZ, 2014) e 765 migrações dos testes, estima-se que o número
de migrações desnecessárias evitadas pelo escalonador está contido em até 27% das migrações
ocorridas.
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Figura 5.8: CDF da quantidade de máquinas a migrar na fila de serviço do escalonador SMMF
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6 Conclusão e Trabalhos Futuros
Este trabalho apresenta uma abordagem com ganhos significativos nos tempos de migrações
de máquinas virtuais em uma nuvem privada com produção real. Tais ganhos foram conseguidos
graças ao desenvolvimento de 2 principais etapas da abordagem: caracterização da carga de
trabalho da nuvem estudada e implementação de um algoritmo escalonador que proporciona
uma melhor gerência das migrações das máquinas virtuais.
A caracterização, baseada segundo os conceitos demonstrados em (MENASCÉ; ALMEIDA,
1998), foi uma poderosa ferramenta para determinar os pontos a serem atacados para prover a
melhoria das migrações. E uma vez encontrada a deficiêcia na simultaneidade das migrações
que o ambiente apresentava, a adição do escalonador SMMF contribuiu para, não só diminuir o
tempo médio das migrações, mas também para reduzir a ocorrência de migrações desnecessá-
rias.
A equidade do processo migratório foi alcançada graças a redistribuição de forma justa das
prioridades de migração.
Para trabalhos futuros, são feitas as seguintes sugestões:
• Conforme apresentado em nosso trabalho, durante a migração de uma máquina virtual
ocorre uma queda no desempenho das aplicações residentes. Para o usuário do serviço
hospedado na nuvem, o tempo de utilização com desempenho além do ideal é perceptível
antes da migração, ou seja, é caracterizado pelo (a) tempo necessário para identificação
do pico de execução (tomada de decisão) somado com (b) tempo para reconfiguração
(migração) do serviço. O escalonador proposto diminui o tempo de (b) nos cenários
analisados, mas aumenta o tempo necessário para detecção de pico e tomada de decisão
por meio da introdução de uma fila de migração. Ou seja, o tempo final observado
pelo usuário pode ser discutido como (a) + (b) + (c), sendo (c) definido pelo tempo de
permanência na fila (pior caso = 39 * tempo médio de uma migração). Uma análise futura
do algoritmo em funcionamento pode comprovar a eficácia da solução na perspectiva
do usuário bem como comparar se a introdução do algoritmo SJF ou qualquer outro
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algoritmo impacta em (a) + (b) + (c).
• Na computação é comum ganhar-se performance na paralelização dos eventos, a seria-
lização de eventos potencialmente paralelos (migrações neste caso) não é algo intuitivo,
semelhante ao ocorrido neste trabalho. Uma futura caracterização dos dispositivos de
armazenamento da nuvem estudada (considerando vazão, tempo de acesso, etc) pode per-
mitir a ocorrência controlada de migrações simultâneas. Como o escalonador SMMF
perde desempenho ao atingir determinado tamanho de lote, seria interessante uma abor-
dagem que desligue-o ao atingir esse limite ou então permita a migração de mais de 1
máquina no passo 3 do algoritmo (vide Fig. 4.2).
• O SJF foi o algoritmo de escalonamento escolhido por ser o melhor com base nos dados
de caracterização obtidos. Porém, outros tipos de caracterizações podem abrir preceden-
tes para uso de diferentes algoritmos. Por exemplo, uma caracterização a nível da carga
das aplicações rodando em cada máquina virtual pode melhorar o processo classificatório
da fila de classificação do escalonador.
• Por meio da caracterização é possível conjecturar um modelo matemático que descreva o
consumo de cpu e memória dos hosts e máquinas virtuais, bem como o comportamento
migratório destas. Esse modelo, aplicado à programação do arcabouço ou do SMMF,
pode simplificar a tomada de decisão de migração das máquinas virtuais predizendo se
ela é realmente necessária.
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APÊNDICE A -- SQL de coleta de dados no banco da
VMWare
SELECT t3.MEM_SIZE_MB, t1.CHAIN_ID,
t2.CHAIN_ID, t1.CREATE_TIME AS inicio,
t1.VM_NAME, t2.CREATE_TIME AS fim,
DATEDIFF(second,t1.CREATE_TIME,t2.CREATE_TIME) AS duracao_segundos,
(
SELECT count(t4.VM_NAME)
FROM [VCDB].[dbo].[VPXV_EVENTS] AS t4
WHERE t4.EVENT_TYPE = ’vim.event.VmBeingHotMigratedEvent’ AND
t4.CREATE_TIME >= t1.CREATE_TIME AND
t4.CREATE_TIME <= t2.CREATE_TIME
) - 1 AS concomitantes
FROM [VCDB].[dbo].[VPXV_EVENTS] AS t1,
[VCDB].[dbo].[VPXV_EVENTS] AS t2,
[VCDB].[dbo].[VPXV_VMS] AS t3
WHERE t1.CHAIN_ID = t2.CHAIN_ID AND t1.VM_ID = t3.VMID AND
t1.EVENT_TYPE = ’vim.event.VmBeingHotMigratedEvent’ AND
t2.EVENT_TYPE = ’vim.event.DrsVmMigratedEvent’ AND
(
DATEPART(yy, t1.CREATE_TIME) = 2015 AND
DATEPART(mm, t1.CREATE_TIME) = 05 AND
DATEPART(dd, t1.CREATE_TIME) = 04
)
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APÊNDICE B -- Escalonador SMMF - Seleção de
máquinas a migrar
function balanceVMS($cluster="", $retornarVMsMigrantes=false) {
...
$ganhoCPU = 0.5; //ganho relativo ao atual
$toleraCPU = 0.1; //tolerancia de aumento baseada na maior %CPU encontrada
$ganhoMEM = 0.4; //ganho relativo ao atual
$toleraMEM = 0.1; //tolerancia de aumento baseada na maior %MEM encontrada
$ativo = true;
$resguardoHost = ’00:07:00’;
$resguardoVM = ’00:10:00’;
...
// CRITERIO DE SELECAO DE MIGRACAO
for($j=$nH-1 ; (($j>=0) && ($podeMoverMEM==0)) ; $j--)
{
$sair = 0;
for($i=0 ; (($i<$nVMmem) && ($sair==0)) ; $i++)
{
if((($hNomeCargaTMP[$h2[$j][’nome’]][’cpumhz’]+$vmMudarMEM[$i][’mhz’])/
$hNomeCargaTMP[$h2[$j][’nome’]][’mhztotal’] <= $limiteCPUtoMEM) and
((($hNomeCargaTMP[$h2[$j][’nome’]][’mbuso’]+$vmMudarMEM[$i][’mb’])/
$hNomeCargaTMP[$h2[$j][’nome’]][’mbtotal’])<=$limiteMEM) and
($h2[$j][’idhost’] != $vmMudarMEM[$i][’idhost’]))
{
if(in_array($vmMudarMEM[$i][’vm’],$movesNome)===FALSE)
{
$movesMEM[] = array( "vm" => $vmMudarMEM[$i][’vm’],
"host" => $h2[$j][’nome’],
"idvm" => $vmMudarMEM[$i][’idvm’],
"idhost" => $h2[$j][’idhost’],
"fromHost" => $vmMudarMEM[$i][’host’]);
$hNomeCargaTMP[$h2[$j][’nome’]][’cpumhz’] += $vmMudarMEM[$i][’mhz’];
$hNomeCargaTMP[$h2[$j][’nome’]][’mbuso’] += $vmMudarMEM[$i][’mb’];
$hNomeCargaTMP[$vmMudarMEM[$i][’host’]][’cpumhz’] -= $vmMudarMEM[$i][’mhz’];
$hNomeCargaTMP[$vmMudarMEM[$i][’host’]][’mbuso’] -= $vmMudarMEM[$i][’mb’];
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$movesNome[] = $vmMudarMEM[$i][’vm’];
$inseridas2++;
}
}
else
$sair=1;
}
if($inseridas2==$nVMmem) {
$podeMoverMEM = 1;
}
}
...
// RETORNO DE MAQUINAS A MIGRAR
if($retornarVMsMigrantes)
{
ordernarPorMemoria($movesMEM);
return $movesMEM;
}
...
}
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APÊNDICE C -- Escalonador SMMF - Módulo de
migração
function setaModo($cluster, $modo){
...
if($modo==’SMMF’)
{
...
//passo1
$lista1 = balanceVMS(’’,true);
//passo9
while(count($lista1)>0)
{
//passo2
$lista2 = ordenarPorMemoria($lista1);
print count($lista2);
//passo3, 4, 5, 6, 7, 8
for($i=0;$i<count($lista2);$i++)
{
$primeiraVMlista2 = $lista2[$i];
moveVM($primeiraVMlista2,’anyhost’);
$lista1aux = balanceVMS(’’,true);
$lista1remover = array_diff($lista1,$lista1aux);
$lista1 = array_diff($lista1,$lista1remover);
$lista2aux = balanceVMS(’’,true);
$lista2remover = array_diff($lista2,$lista2aux);
if(count($lista2remover)>0)
{
$lista2 = array_diff($lista2,$lista2remover);
$i=-1;
}
}
}
}
...
}
