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I
N this study, a comparison of two rule-based classifiers was undertaken in order to investigate the classification accuracy and the resulting rule base. We compared the application of a neuro-fuzzy model (ANFIS) and rough sets, a by now classical rule-based classifier. Neuro-fuzzy systems have been deployed successfully in many applications, and yields a rule set that is derived from a fuzzy perspective inherent in data. The dataset employed in this study consisted of two short segments of continuous EEG recordings from normal and patients in the midst of an epileptic seizure. The EEG was collected over a short time interval from a 128 electrode montage, using standard mastoid references. The purpose of the classifiers was to provide an automated labeling method to identify epilepsy from EEG recordings.
The structure of this paper is as follows: we briefly describe the dataset, followed by any pre-processing stages (for ANFIS). Next the results of the application of rough sets and ANFIS are presented, followed by a brief discussion of the results of this study. We have used the publicly available data described in Andrzejak et al. [1] . The complete data set consists of two sets (denoted N for normal and E for eleptogenic), each containing, 128 channel EEG data, recorded over a short time interval (approximately 1 minute). These segments were selected and cut out from continuous multi-channel EEG recordings after visual inspection for artefacts, e.g., due to muscle activity or eye movements. Volunteers were relaxed in an awake-state with eyes open (N). Sets E originated from EEG archive of pre-surgical diagnosis. EEGs from five patients were selected, all of who had achieved complete seizure control after resection of one of the hippocampal formations, which was therefore correctly diagnosed to be the epileptogenic zone. Segments, set E only contained seizure activity.
Here segments were selected from all recording sites exhibiting ictal activity. All EEG signals were recorded with the same 128-channel amplifier system, using an average common reference. The data were digitised at 173.61 samples per second using 12 bit resolution. Band-pass filter settings were 0.53-40 Hz (12dB/oct). In this study, we used two dataset (N and E) of the complete dataset.
A. Pre-processing
In this work a Discrete Wavelet Transform has been used to extract features (see [2] for a discussion on wavelets). The number of decomposition levels was chosen to be 4. thus, the EEG signal were decomposed into the details D1-D4 and one final approximation, A4. The wavelet coefficients were computed using the db2 in this study. The following statistical features were used to represent the time-frequency distribution of the EEG signals.
• Maximum of the wavelet coefficients in each sub-band.
• Minimum of the wavelet coefficients in each sub-band.
• Mean of the wavelet coefficients in each subband • Standard deviation of the wavelet coefficients in each sub-band Principal component analysis (PCA) was used to reduce the data dimensionality for the ANFIS system only (see [3] for a discsion on PCA).
III. ADAPTIVE NEURO-Fuzzy INFERENCE SYSTEM ARCHITECTURE
In this section, we describe ANFIS. ANFIS has proven to be excellent approximation tool. ANFIS implements a first order Sugeno model in a framework of a five-layer adaptive network [4] . The ANFIS architecture is a common rule set with two fuzzy if-then rules is the following:
Rule 1: Ifx is Al and y is B}, then fI=PI x+ qI y +rI Rule 2: If x is A 2 and y is B 2 , then f 2 =P2 x+ q2 y +r2 are the fuzzy sets, fi are the outputs within the fuzzy region Layer 1: every node I in this layer is an adaptive node with a node function
Where x (or y) is the input to node i and Ai (or B i -2 ) is a linguistic label associated with this node, j1A i (x) , j1B i -2 (y) can adopt any fuzzy membership function, such as the generalized bell shape function:
where ai ,b i and Ci are the parameters of the membership function. As the value of these parameters change the bellshaped function varies accordingly. Parameters in this layer are referred to as premise parameters.
Layer 2: Every node in this layer is fixed node labelled p, whose output is the product of all the incoming signals. The outputs of this layer can be represented as :
Each node output represents the firing strength of a rule. In general, any other T-norm operators that perform fuzzy AND can be used as the node function in this layer.
Layer 3: Every node in this layer is a fixed node labelled N. The i-th node calculates the ratio of the i-th rules firing strength to the sum of all rules firing strengths.
w. The adjustment of modifiable parameters is a two step process, first, information is propagated forward in the network until layer 4, where the parameters are identified by a least-squares estimator. Then the parameters in layer 2 are modified using gradient descent.
03
{Pi' qi' 1j} is the parameter set. These parameters are called consequent parameters [11],[12].
IV. ROUGH SETS
Rough set theory is a relatively new data-mining technique used in the discovery of patterns within data first formally introduced by Pawlak in 1982 [5] . Since its inception, the rough sets approach has been successfully applied to deal with vague or imprecise concepts, extract knowledge from data, and to reason about knowledge derived from the data. We demonstrate that rough sets has the capacity to evaluate the importance (information content) of attributes, discovers patterns within data, eliminates redundant attributes, and yields the minimum subset of attributes for the purpose of knowledge extraction.
The first step in the process of mining any dataset using rough sets is to transform the data into a decision table. In a decision table (DT), each row consists of an observation (also called an object) and each column is an attribute, one of which is the decision attribute for the observation. In our case the decision table consists of 8000 rows and each row contains a vector of 20 numbers (values of 20 numerical conditional attributes) labelled with one of 5 decision values (N & E). Objects that share the same decision value are said to belong to one decision class. Attributes other than decision will be referred to as conditional attributes or simply conditions. Luckily enough, thanks to the fact that data table is generated by a controlled pre-processing algorithm, we have no missing values and no errors which is not commonplace in medical data sets. The table is consistent, i.e. there are no two rows that have the same conditional part and different decisions.
One of most characteristic features of our data set is that all conditional attributes are numeric (floating point numbers). In order to apply some of the RS methods to such data table one have to perform discretisation.
Discretisation refers to partitioning attributes into intervals -tantamount to searching for "cuts" in the range of attribute. All values that lie within a given range (between two cuts) are mapped onto the same value, transforming interval into categorical data. In this study we apply discretisation method based on Maximal Discernibility (MD) heuristics that makes use of the core RS notion of discernibility between decision classes. Details of this method and its implementation in RSES by way of example are given in [6] .
The ultimate goal we want to achieve with our RS toolkit is to construct a classifier -that is a procedure which when given an unlabelled object is capable of assigning a proper decision value. In particular, we will be dealing with classifiers that are based on decision rules.
Decision rule r is a formula:
where atomic sub-formula aj=Vj is called descriptor or condition. We say that rule r is applicable to an object, or alternatively, the object matches rule, if its attribute values satisfy the premise of this rule. With the rule we can associate some numerical characteristics derived from the underlying data table DT . Support(r) is equal to the number of objects from table for which rule r applies correctly, i.e., the premise of rule is satisfied and the decision given by rule is similar to the one preset in decision table. Matching(r) is the number of objects in the table for which rule r applies in general. Analogously the notion of matching set for a rule or collection of rules may be introduced (see [6] ).
V. RESULTS
The dataset was used without any pre-processing with rough sets -the decision classes was set to either N or E (equal numbers of both classes was used for training -in a 70/30 split). The results from the application of rough sets to this dataset are presented in table 1. of ANFIS, the dataset was reduced in terms of the number of attributes both by the application of PCA (and selecting the principal components that comprised 95+ % of the data). To compare the classification results of both ANFIS and rough sets, the attribute selected by rough sets (MaxD4) and the first principal component were used as the input into the ANFIS system. 
VI. CONCLUSIONS
Note that the result of applying rough sets yielded a rule set which contained a single antecedent as describe in the following: IfMaxD4 < 173.1838 then Decision = N; IfMaxD4> 173.1838 then Decision = E where MaxD4 is an attribute derived from the data utilizing the DWT. Note that the threshold value of 173.1838 was derived from the rough sets generate rule.
The application of ANFIS as the rule-base classifier is presented in tables 2 & 3. Note that prior to the application Whether or not peA is an appropriate dimensionality reduction technique is dependent on the dataset. In this study, deploying the 1st principle component (accounting for approximately 95% of the variance) yielded a higher classification accuracy than deploying the 1st two principal components (accounting for 99% of the variance). This result might indicate that variance is not the best selection criterion for this type of dataset, and may indicate that other dimensionality techniques might need to be considered.
This remains an open question that may require empirical analysis in order to determine what method is best for a particular class of data. This is a topic for future research.
