1 : We give an easy proof of Schützenberger's Theorem stating that non-commutative formal power series are rational if and only if they are recognisable. A byproduct of this proof is a natural metric on a subgroup of invertible rational non-commutative power series. We describe a few features of this metric group.
Introduction
Rational power series in K[[X]] over a fixed commutative field K can either be defined as series representing quotients f g of two suitable polynomials f, g ∈ K[X] or as ordinary generating series ∞ n=0 s n X n associated to a sequence satisfying a linear recursion relation s n = d j=1 κ j s n−j for n ≥ N . In several non-commuting variables these two descriptions lead to the notions of rational power series and of recognisable power series. Although seemingly distinct, they coincide for a finite number of variables by a theorem of Schützenberger.
This paper has several goals: Section 5 contains an easy proof that rational series are recognisable. We reproduce an elementary and well-known proof of the opposite direction for the sake of completeness. Writing down an easy proof of the "tedious" direction (rational series are recognisable) of Schützenberger's Theorem was the motivation to start this paper.
A key ingredient of the above proof suggests to consider a natural metric on the multiplicative group of non-commutative rational power series with constant coefficient 1. Section 8 describes this metric group. In particular, we compute the induced metric on the group generated by 1+X 1 , . . . , 1+X k corresponding to the image of the Magnus representation of the free group on k elements. We give also some formulae related to the enumeration of all elements of given norm if the field K is finite.
Other parts of this paper discuss algorithmic aspects and complements.
The paper is organised as follows: Section 2 recalls the basic definitions and states Schützenberger's Theorem.
Section 3 introduces the notions of recursive closure and complexity, used as the main tool in the sequel. It contains all the necessary ingredients for the proof, given in Section 5, that rational series are recognisable. Section 4 shows how to describe "rational" series using finite amounts of data. For the sake of completeness, it reproduces also a well-known proof of the easy direction of Schützenberger's Theorem.
Section 5 gives an easy proof of the "tedious" direction of Schützenberger's Theorem. It contains also a few formulae useful in the sequel.
Section 6 introduces normal forms. We use them for giving some formulae for the number of rational series of given complexity over finite fields.
Section 7 addresses a few algorithmic issues. Section 8 is devoted to the description and study of a metric subgroup in the algebra of non-commutative rational formal power series. In particular, we compute this metric on the subgroup defined by the Magnus representation of a free group. This gives a new proof of faithfulness of the Magnus representation of free groups. At the end of this Section we address enumerative questions over finite fields.
The last Section describes briefly a few related algebraic structures.
Power series in free non-commuting variables
This Section recalls a few basic and well-known facts concerning formal power series in free non-commuting variables, see for instance [5] or [3] . We use sometimes a different terminology, motivated by [2] . We denote by X * the free monoid over a finite set X = {X 1 , X 2 , . . . }. We use boldface capitals X, T, S, . . . for non-commutative monomials X i 1 X i 2 · · · X i l ∈ X * . We denote by A = X∈X * (A, X)X a non-commutative formal power series where X * ∋ X −→ (A, X) ∈ K stands for the coefficient function. The vector space K X consisting of all formal non-commutative series is an algebra for the convolution product
The algebra K X contains the subalgebra K X of non-commutative polynomials. The algebra K X can also be considered as the the free (noncommutative) associative algebra over X or as the monoid-algebra K[X * ] of the free monoid X * .
The augmentation map ǫ : K X −→ K is the homomorphism of algebras which sends a series A to its constant coefficient ǫ(A) = (A, 1). It has a natural section given by the obvious inclusion K ⊂ K X which identifies the field K with constant series in K X . The kernel ker(ǫ) = m = {A ∈ K X | ǫ(A) = 0} ⊂ K X of ǫ is the maximal ideal consisting of all formal power series without constant coefficient of the local algebra K X .
K X is a complete topological space for the neighbourhood filter A + m i , i = 0, 1, 2, . . . of K X .
We have for a ∈ m the equality (1 − a)(1 + ∞ n=1 a n ) = 1 .
It shows that a formal power series A ∈ K X is invertible with respect to the non-commutative product if and only if A ∈ m. We denote by K X * = ǫ −1 (K * ) = K * + m the non-commutative group of units of the algebra K X formed by all invertible elements. We call the subgroup SK X * = {A ∈ K X * |ǫ(A) = 1} the special group of units. The homomorphism
Rational series
We use the convention that algebras are with unit. In particular, every subalgebra of K X contains the field K.
A subalgebra of K X is rationally closed or full if it intersects the unit group K X * in a subgroup. The rational closure of a subset S ⊂ K X is the smallest rationally closed subalgebra of K X which contains S.
The rational closure K X rat of X is called the algebra of rational series or the rational subalgebra of K X and is formed by rational elements. It is the smallest subalgebra of K X which contains the polynomial subalgebra K X and intersects the unit group K X * in a subgroup K X * rat , called the group of rational units. We denote by SK X * rat = SK X * ∩ K X rat the special group of rational units. We write SK X * pol for the subgroup of SK X * rat generated by all elements in SK X * rat ∩ K X .
Remark 2.4. If X is reduced to a unique element X, the algebra K X is the commutative algebra K[[X]] of ordinary formal power series in one variable and we have SK X * pol = SK X * rat . I ignore if SK X * pol is a proper subgroup of SK X * rat if X has more than one element. In particular, it would be interesting to express the rational series 
formed by elements of K X involving only finitely many variables of X .
Such subtleties can be avoided by requiring finiteness of the set X of variables.
According to Stanley, see Page 202 of [5] , the details of the proof that rational series are recognisable are tedious. The difficulties are however due to the fact that the concept of "recognisability" is not adapted to the proof. The use of the syntaxic ideal due to Reutenauer is also slightly cumbersome since the syntaxic ideal is contained in the monoid algebra K[X * ] and corresponds thus to the algebraic dual of K X .
Our approach of Schützenberger's Theorem trivialises the fact that rational series are recognisable and this simplification was the initial motivation for writing this paper.
For completeness, we include a proof of the easy direction (recognisable series are rational) of Schützenberger's Theorem by reproducing essentially the proof given in [5] , Page 202.
Since rational elements, recognisable elements and elements of finite complexity in K X (for X finite) coincide by Schützenberger's Theorem, we drop these distinctions after completion of the proof of Theorem 2.6 and speak simply of rational elements.
Recursive closure in K X and complexity
This section introduces the notion of recursive closure and identifies the set of series having a finite-dimensional recursive closure with the set of recognisable series.
One should mention that the definition of the recursive closure is not completely canonical: there are three natural choices due to the fact that one can consider shift maps acting on the "right", on the "left" or on "both sides". The differences between right and left are minor and lead to isomorphic theories. The theory for the symmetric choice of a bilateral action is more cumbersome: "breaking the symmetry" makes life easier.
Recursively closed subspaces and complexity
The (generalised) Hankel matrix H = H(A) of a series
is the infinite matrix with rows and columns indexed by all elements of the free monoid X * , whose entries are given by H X,X ′ = (A, XX ′ ).
We associate to the row of index T in H(A) the series
Using the terminology of [2] , we call the vector-space A ⊂ K X spanned by ρ(T)A, T ∈ X * , the recursive closure of A and its dimension dim(A) ∈ N ∪ {∞} the complexity of A. The complexity dim(A) of a series A can be thought of as a sort of "degree" of a non-commutative rational series and is equal to the rank of the Hankel matrix H(A), defined as the dimension of the vector space spanned by all rows (or, equivalently, by all columns) of H(A). A subspace V ⊂ K X is recursively closed if it contains the recursive closure of all its elements.
The shift map of a monomial T ∈ X * is the K−linear map ρ(T) ∈ End(K X ) defined as above by
shows that the shift maps ρ : X * −→ End(K X ) define a linear representation of the free monoid X * . We call this linear representation the shift monoid. Since a recursively closed subspace V ⊂ K X is stable under the action of the shift monoid, restriction of the shift-monoid to V yields a subrepresentation ρ V : X * −→ End(V), called the shift monoid of V. If V = A is the recursive closure of an element A ∈ K X , we speak simply of the shift-monoid ρ A of A.
The series A = 1 + AXY is thus of complexity 2 and has recursive closure A = KA + KAX. The shift monoid ρ A (X * ) is generated by the two matrices ρ A (X) = 0 1 0 0 and ρ A (Y ) = 0 0 1 0 acting by left multiplication on column vectors α β corresponding to αA+ βAX ∈ A. We leave it to the reader to check that the shift-monoid ρ A (X * )
is the finite monoid consisting of the identity ρ(∅), four non-zero elements
Example 3.2. The rational elements of the commutative algebra K X = K[[X]] of formal power series in one variable are given by rational fractions
The action of the shift map ρ(X) on A ∈ K X is given by
α n X n−1 and corresponds thus to the well-known unilateral shift
on the sequence of coefficients of a formal power-series.
Recognisable series can be characterised by the following result. 
On the other hand, consider a recognisable element A given by
Remark 3.4. The linear representation ρ A : X * −→ End(A) associated to a recursively closed subspace A ⊂ K X extends to the monoid algebra K[X * ] = K X and is thus, up to conjugation by an element of Aut(A), uniquely defined by the two-sided ideal
called the syntaxic ideal in [3] .
Presentations
A recursive presentation is a finite system of equations of the form
. . .
with unknowns A 1 , . . . , A a , constants γ 1 , . . . , γ a ∈ K and homogeneous linear forms α i,j ∈ K X ∩ m in the variables X for (i, j) ∈ {1, . . . , a} 2 . Proof The proof of assertion (i) is by "bootstrapping": The inclusions α i,j ⊂ m imply that the dynamical system of (K X ) a given by the map
has a unique fixpoint which coincides thus with the solution (A 1 , . . . , A a ), determined by the recursive presentation. This fixpoint is attracting for the topology defined by the neighbourhood filter m i , i = 0, 1, 2, . . . of 0.
Since the α i,j 's are homogeneous linear forms of K X , we have
KA i for all X ∈ X . This shows dim(A j ) ≤ a and ends the proof. 2 A recursive presentation is reduced if the series A 1 , . . . , A a defined by its solution are linearly independent. A recursive presentation with solution (A 1 , . . . , A a ) is a recursive presentation of A = A 1 . A recursive presentation of A is minimal if the series A 1 , . . . , A a defined by its solution form a basis of A. A minimal recursive presentation of 0 ∈ K X is by convention the empty recursive presentation with zero equations and unknowns. Proposition 4.2. Every element A ∈ K X with finite complexity has a minimal recursive presentation.
Proof If A = 0, we can complete A to a basis A 1 = A, . . . , A a of A. The result follows now from the observation that the equations
. The set of minimal presentations of a non-zero element A with finite complexity is in bijection with the set of sequences
A 1 = A, A 2 , · · · ⊂ A extending A 1 = A to a basis of A. Example 4.4. Setting A 1 = A = 1/(1 − XY ) and A 2 = ρ(Y )A = AX, the rational series A = A 1 = 1/(1 − XY ) of Example 3.1
is defined by the minimal recursive presentation
The following result is the "easy" direction of Schützenberger's Theorem. Example 4.6. The recursive presentation
and defines by Propositions 4.1 and 3.3 a recognisable series A ∈ K X, Y which is rational by Proposition 4.5. Eliminating B in the recursive presentation given above yields indeed the rational expression
Proof of Proposition 4.5 The following proof by non-commutative Gaussian elimination is borrowed from [5] .
A recognisable series A ∈ K X is of finite complexity by Proposition 3.3. It is thus defined by a recursive presentation by Proposition 4.2. We can thus suppose that A = A 1 is given by a system of equations of the form
with γ 1 , . . . , γ a ∈ K X rat and α i,j ∈ K X rat ∩m for i, j ∈ {1, . . . , a} since a presentation is a particular case of such a system of equations. Solving the last equation for A j we get
where the assumption α a,a ∈ K X rat ∩ m implies 1/(1 − α j,j ) ∈ K X rat . If a = 1 we have A 1 = A a = γ 1 /(1 − α 1,1 ) ∈ K X rat and we are done. Otherwise, we get by elimination of A a the system of equations
. . , a − 1}. This proves the result by induction on the number of equations and unknowns. 
Reducing recursive presentations
A recursive presentation
This kernel K can be computed as follows: Let K 0 denote the kernel of the linear form
corresponding to the image of a j=1 KA j under the augmentation map ǫ : K X −→ K X /m.
One defines now recursively K i+1 ⊂ K i as the intersection
with respect to the standard basis e 1 , . . . , e a of K a . Since K 0 is finitedimensional, the sequence
stabilises and the definition of K i+1 shows that K h = K h+1 implies K i = K h for all i ≥ h. We set K ∞ = K h for such an integer h.
Proposition 4.7. The application
Proof The mapsρ(X ) ∈ End(K a ) define sections of the shift maps ρ(X ) ∈ End( ∞ j=1 KA j ). Since A ∈ K X is zero if and only if ǫ(ρ(X)A) = 0 for all X ∈ X * , the result follows from the observation that K ∞ is the largestρ(X )−stable subspace of π −1 (m) = ker(ǫ • π).
2 Example 4.8. For the recursive presentation
We have thus the relation A 3 = A 1 + A 2 which we can use to obtain the reduced recursive presentation
Minimal presentations
A reduced recursive presentation (defining a linearly independent series A 1 , . . . , A a ) of a series A = A 1 is not necessarily minimal since the inclusion A ⊂ ⊕ a j=1 KA j can be strict. A minimal presentation of such a series A ∈ K X 1 , . . . , X k can be constructed as follows: Set A 0 = KA and define A i+1 recursively by
We have the following obvious result, given without proof:
It is now easy to construct a minimal presentation of A by extending
Proof of Schützenberger's Theorem
This Section contains an elementary proof of the fact that rational series are recognisable. The idea is to use Proposition 3.3 and to show that the set of series of finite complexity is a rationally closed subalgebra of K X . The direction "rational implies recognisable" of Schützenberger's Theorem follows then from the obvious remark that non-commutative polynomials have finite complexity.
Given subspaces E, F ⊂ K X , we denote by
the subspaces of K X spanned by sums, respectively products, of an element in E and an element in F . The following lemma is a key ingredient.
Proof The computation
shows assertion (i). The computation
shows the identity
and this proves assertion (ii). 2
Proposition 5.2. We have the inclusion
Remark 5.3. The inclusion of Proposition 5.2 can be strict as shown by the example
given by assertion (i) of Lemma 5.1 applied to C ∈ B shows that AB + A is recursively closed. Since AB ∈ AB ⊂ AB + A, the recursively closed vector space AB + A contains the recursive closure (AB) of the product AB. 2
for the recursive closure AB of the product AB.
(ii) Elements of finite complexity form a subalgebra of K X .
Proposition 5.5. For A ∈ K X * we have the equality
Corollary 5.6. For A ∈ K X * we have the equality
and the inequalities
Remark 5.7. The inequalities of Corollary 5.6 are sharp as shown by the example
Corollary 5.8. Elements of finite complexity form a rationally closed subalgebra of K X containing the subalgebra K X rat of all rational elements.
Proof of Theorem 2.6 Recognisable series are rational by Proposition 4.5.
Rational series are of finite complexity by Corollary 5.8 and thus recognisable by Proposition 3.3.
2 Proof of Proposition 5.5 Assertion (ii) of Lemma 5.1 implies that
Exchanging the role of A and A −1 , we get
2 Proof of Corollary 5.6 The equality dim(A −1 + K) = dim(A + K) follows trivially from Proposition 5.5.
The inequalities follow from the inequalities
Proof of Corollary 5.8 Elements of finite complexity form clearly a vector space which is a subalgebra of K X by assertion (ii) of Corollary 5.4. This subalgebra is rationally closed by Corollary 5.6.
Since this algebra contains obviously the polynomial subalgebra K X of K X , it contains the rational subalgebra K X rat of K X . 2
Normal forms
Minimal presentations for rational series A ∈ K X rat are not unique but depend on the choice of A 2 , . . . completing A 1 = A to a basis of A. A normal form consists of a preferred basis A 1 = A, A 2 , . . . of A. It selects thus a unique minimal presentation for every rational series. This is useful for computational purposes and for solving some enumerative problems.
Normal forms and the associated minimal presentations
We suppose henceforth that the finite set X is a totally ordered. We extend the total order of X (right-left) lexicographically to a total order of X * by Z < XXZ < YY X for all X, Y, Z ∈ X * and for all X, Y ∈ X such that X < Y .
Given an element A ∈ K X , we consider the (perhaps infinite or empty) increasing sequence X 1 < X 2 < · · · ⊂ X * constructed as follows: If A = 0 then the associated sequence is empty. Otherwise, we start with X 1 = ∅ and define X k+1 recursively as the smallest element of
We call the sequence X 1 , X 2 , . . . the normal sequence associated to A.
We identify X * = {X 1 , . . . , X k } * with (the vertices of) the infinite k−regular tree rooted at the emptyset ∅ ∈ X * . The k children of a vertex X ∈ X * are given by
Assertion (i) of Proposition 6.1 selects a preferred normal basis ρ(X 1 )A = A, ρ(X 2 )A, . . . of A for A ∈ K X rat . The corresponding minimal presentation is the normal presentation of A.
Proof of Proposition 6.1 Assertion (i) is obvious by construction of the normal sequence X 1 , X 2 , . . . associated to A.
In order to establish assertion (ii) it is enough to prove thatX ∈ {X 1 , X 2 , . . . } for the immediate ancestorX of X k = XX ∈ {X 2 , X 3 , . . . }. SinceX < X k , we have eitherX ∈ {X 1 , . . . , X k−1 } and we are done or we have ρ(X)A ∈ ⊕ l j=1 Kρ(X j )A where l < k is the integer defined by the inequalities
Remark 6.3. There are many other total orders on X * giving rise to normal forms with good properties: One can consider any total order on X * satisfying X < XX and XX < XY for all X ∈ X and for all X, Y ∈ X * such that X < Y. The properties of the lexicographical order will however be needed in Section 6.4.
Tree presentations
A subtree T ⊂ X * of the infinite rooted k−regular tree X * = {X 1 , . . . , X k } * is full if every vertex of T is either a leaf of T or all its k children are also vertices of T . A vertex of the second kind is called an interior vertex. We denote by ∂V (T ) the set of leaves of T and by V • (T ) the set of interior vertices of T . Let FFT (X ) be the set of all finite full subtrees of X * .
A tree presentation encodes a rational series A = A ∅ ∈ K X rat : Consider the recursive presentation with solution given by the series A X , X ∈ V • (T ) indexed by interior vertices and defined by the equations
We call a tree presentation (T, ǫ, µ) minimal if the corresponding presentation of A = A ∅ ∈ K X rat is minimal.
(ii) Every rational series A ∈ K X rat has a unique minimal tree presentation (T A , ǫ, µ). The associated presentation is the normal presentation of A.
We call the tree T A ∈ FFT (X ) underlying the normal presentation of A the minimal tree of A. It has a = dim(A) interior vertices given by the elements X 1 , X 2 , . . . of the normal form associated to A and 1 + a(♯(X ) − 1) leaves given by {∅, X X 1 , . . . , X X a } \ {X 1 , . . . , X a }.
Proof of Proposition 6.5 Suppose that X j is the smallest element of the normal form X 1 , X 2 , . . . associated to A ∈ K X rat which is not an interior vertex of the tree T underlying a tree presentation (T, ǫ, µ) of A. Assertion (ii) of Proposition 6.1 implies that X j is of the form X j = XX j ′ for some X ∈ X and for some element
This shows X j ∈ ∂V (T ) and we have thus
Let A ∈ K X rat be a rational series of complexity a = dim(A). Assertion (ii) of Proposition 6.1 shows that we can consider the finite full tree T A ∈ FFT (X ) with vertices the 1 + a♯(X ) elements of the form
Interior vertices of T A are in bijection with the normal basis ρ(X 1 )A, . . . , ρ(X a )A of A and can thus be endowed by the mapǫ(
This map satisfies µ(L, Y) = 0 if L < Y by definition of a normal form. The triplet (T A ,ǫ, µ) is thus a tree presentation of some rational elementÃ. The associated recursive presentation coincides however by construction with the normal presentation of A. This showsÃ = A. Minimality of (T A ,ǫ, µ) is obvious and unicity follows from assertion (i) above. 2 6.3 Enumerating elements of given complexity in F q X 1 , . . . , X k rat
The main ingredients for enumerating elements of F q X 1 , . . . , X k rat according to their complexity are Proposition 6.5 and the following result:
Proposition 6.6. Let A ∈ K X rat be a rational series. If T ∈ FFT (X ) contains the minimal tree T A of A, then the set of tree presentations of A with underlying tree T has a structure of an affine K−vectorspace of dimension
Proof Let T ∈ FFT (X ) be a tree containing the minimal tree T A of a rational series A ∈ K X rat with normal form X 1 , X 2 , . . . , X a . Consider the triplet (T,ǫ, µ) withǫ :
properties of normal forms show easily that (T,ǫ, µ) is a tree presentation of A.
Since the map ǫ : ∂V (T ) −→ K of a tree presentation (T, ǫ, µ) of A depends only on A and the tree T (containing the minimal tree T A of A), an arbitrary tree presentation with underlying tree T is of the form (T,ǫ, µ ′ ) for a suitable map µ ′ which differs from µ by relations among the series
A basis of the vector space spanned by S <L is given by
The vector space of linear relations among elements of
A summation over all leaves L ∈ ∂V (T ) shows the result.
2 We endow the set FFT (X ) of finite full subtrees in X * with the partial order given by inclusion:
Proposition 6.7. For K = F q a finite field with q elements, the integer E T (q) is the number of elements in F q X with minimal tree T .
We consider a sequence E 0 (q),
Corollary 6.8. (i) The number of rational series with complexity n in F q X rat is given by E n (q).
(ii) We have
Proof of Proposition 6.7 Given a finite full tree T ∈ FFT (X ) there are q ♯V • (T ) possible choices for the map ǫ : V • (T ) −→ F q and L∈∂V (T ) q ♯{X∈V • (T ) | X<L} possible choices for the map µ : ∂V (T ) × V • (T ) −→ K giving rise to a tree presentation (T, ǫ, µ) with underlying tree T . Proposition 6.6 shows that a rational series A with minimal tree T A contained in T is has exactly
tree presentations with underlying tree T . This leads to the correction C T (q) and shows the result. 2 Example 6.9. One gets easily E n (q) = q 2n − q 2n−1 in the commutative case X = {X} involving a unique variable.
Example 6.10. Describing an element T ∈ FFT (X ) by the set of its vertices, the first polynomials E T (q) for X = {X, Y } are:
The algebra F q X, Y rat contains thus E 1 (q) = q 3 − q 2 elements of complexity 1, E 2 (q) = q 8 + q 7 − 2 q 6 − q 5 + q 4 elements of complexity 2 and
elements of complexity 3. The computation of E 4 (q) = q 24 + q 23 + 2 q 22 + 3 q 21 + q 20 − 7 q 18 − 8 q 17 − 3 q 16 + +6 q 14 + 5 q 13 + 3 q 12 − 4 q 10 − q 9 + q 8 is already tedious and motivates the approach given below.
Fast computation of
This section contains formulae (without proofs) for efficient computations of the polynomials E n (q) in the case where X = {X, Y } has two elements. We set w 0 = 1 and define w n+1 (q) ∈ Z[q] recursively by the formula
Proposition 6.11. We have
The proof is left to the reader. Working with the lexicographic order on X * , a little thought shows that the contribution of a tree T ′ ∈ FFT (X ) with j = ♯(V • (T ′ )) interior vertices to
is of the form p j,n (q)E T ′ (q) with p j,n ∈ Z[q] a polynomial depending only on j = ♯(V • (T ′ )) and n.
This implies the recursive formula
for the polynomials E 0 (q), E 1 (q), . . . . A little work shows that the polynomials p j,n (q) are given by p 0,n (q) = q −n w n (q) for j = 0. The remaining values p j,n (q), 1 ≤ j ≤ n can be recursively computed using the formulae
leading to the same result.
This shows that the computation of E n (q) can be done in polynomial time (with respect to n).
For q = 2, the first few coefficients of the series ∞ n=0 E n (2)t n are 1 + 4 t + 240 t 2 + 52032 t 3 + 37961472 t 4 + 95557604352 t 5 +873176389545984 t 6 + 30234012628981334016 t 7 +4073184753921806027390976 t 8 + 2164965110784257951109280432128 t 9 +4571419424684923104187906920444592128 t 10 +38479163698041617829387740718124411857666048 t 11 +1293355066072995022042530447708918263083390363238400 t 12 +173739578583285839772280634310511087695154611244324192518144 t 13 Remark 6.12. Similar more complicated formulae for polynomial time algorithms exist for arbitrary finite sets X .
Saturation level
We denote by J n : K X −→ K X the n−jet, namely the linear projection defined by
where the summation is over all words X ∈ X * \ m n+1 of length ≤ n. Given a subspace A ⊂ K X , we denote by J n (A) ⊂ K X its image under the projection J n and by A useful tool for computations with rational series is the saturation degree or saturation level: Given a recursively closed subspace A ⊂ K X , the saturation level of A is the smallest element N ∈ N∪{∞} such that K N (A) = K N +1 (A).
Proposition 7.1. If a recursively closed subspace A = K X has saturation degree N then J N :
Proof We have by definition the inclusions is non-zero, there exists a monomial X ∈ X * whose coefficient (B, X) is non-zero. This implies ǫ(ρ(X)B) = (B, X) = 0. We have thus ρ(X)B ∈ m implying B ⊂ m.
2 The saturation level is useful for proving the following result:
Proposition 7.2. The following statements are equivalent:
(ii) A ∈ K X is rational and has all its coefficients in a finite subset of K.
Proof Suppose that A has a finite shift monoid ρ A (X * ). This implies that ρ A (X * )A is finite and A is finite-dimensional. The set {(A, X) | X ∈ X * } of coefficients of A is thus given by the finite set {ǫ(ρ(X)A) | X ∈ X * }. This shows that (i) implies (ii).
If A ∈ K X is rational, its recursive closure A has finite saturation level N and we have a faithfull map J N : A −→ K X into the finitedimensional vector space of non-commutative polynomials of degree ≤ N . If all coefficients of A belong to a finite subset F ⊂ K of K, the image J N (ρ(X * )A) is contained in the finite set of non-commutative polynomials of degree ≤ N with coefficients in F. Since J N is a faithful on A, the orbit ρ(X * )A is finite. The shift monoid ρ A (X ) of A is thus finite since it has a faithful action on the finite set ρ(X * )A. This shows that (ii) implies (i). 2
Algorithmical aspects
The properties of the saturation level imply the existence of finite algorithms for all operations in the rationally closed algebra K X rat . Two rational elements A, B ∈ K X rat described by finite presentations can be compared, added and multiplied using only finitely many arithmetical operations in K. Similarly, the computation of A −1 for an invertible element A ∈ K X * rat uses also only a finite number of operations in K.
Indeed, the formulae 
leading to the presentation
Remark 7.4. The saturation level, although sometimes useful, is by no means absolutely necessary for dealing with computational aspects of K X rat . 
defines a norm on the special rational group SK X * rat .
Proof Consider A ∈ SK X * rat . The identity dim(A + K) − 1 = 0 implies A = 1 and shows A ≥ 1 if A = 1.
In order to establish the triangle inequality, we consider A, B ∈ SK X * rat . The main tool is the inclusion AB ⊂ AB + A of Proposition 5.2.
If none of A, B contains K then
If K ⊂ A and K ⊂ B then AB + A + K = AB + A and we have
If K ⊂ A∩B then A ∈ AB∩A and the dimension of AB+A+K = AB+A is at most dim(A) + dim(B) − 1. We have thus
which ends the proof of the triangle inequality. The identity A = A −1 for A ∈ SK X * rat follows from the equality dim(A + K) = dim(A −1 + K) of Corollary 5.6. 2
Remark 8.2. The metric group SK X * rat described by Theorem 8.1 is a non-commutative analogue of the abelian metric group of rational fractions in commuting variables evaluating to 1 at the origin with norm given by
where f /g is reduced expression, see also Example 3.2 
. This group is of course the free abelian group on all irreducible monic polynomials over K.
In the case of one variable with K algebraically closed, these generators are all affine polynomials of the form 1 + λx, λ ∈ K * and the considered norm is simply the word length with respect to the (infinite) symmetric generating system {(1 − λx)/(1 − µx)} λ,µ∈K .
The Magnus representation of the free group
The Magnus representation is the representation of the free group F k = g 1 , . . . , g k on k generators defined by µ(g j ) = 1+ X j ∈ SK X 1 , . . . , X k * rat (see for instance Théorème 1 of Chapitre II, §5 in [4] ).
Recall that every element g of the free group F k = g 1 , . . . , g k has a unique reduced expression g = g α 1 i 1 · · · g αm im with indices i j = i j+1 in {1, . . . , k} and exponents α 1 , . . . , α m ∈ Z \ {0}. The function g −→ g = m j=1 |α j | defined by the length |α 1 | + · · · + |α m | of the reduced expression for g ∈ F k defines a length function on F k . This length function coincides with the combinatorial length function on the Cayley graph (given by the infinite 2k−regular tree) of F k with respect to the free symmetric generating set {g ±1 1 , . . . , g ±1 k }.
Theorem 8.3. Let g = g α 1 i 1 · · · g αm im ∈ F k be a reduced word. Then
Otherwise stated, the norm on µ(F k ) is the norm on F k with respect to the symmetric generating system g ±1 1 , . . . , g ±1 k , g i g −1
Remark 8.4. In particular, Theorem 8. 3 shows that the length of µ(g) ∈ SK X * rat is independent of K.
The following result is well-known, see for example Théorème 1, of Page 46 in [4] for a more general statement:
Corollary 8.5. The Magnus representation is faithful.
Remark 8.6. Theorem 8.3 implies that the Cayley graph of the free monoid generated by 1 + X 1 , . . . , 1 + X k is a rooted k−regular tree which embedds isometrically into the metric group SK X * rat . See Section 8.2 for a generalisation.
Proof of Corollary 8.5 If g = g α 1 i 1 · · · g αm im is a reduced non-trivial word of the free group F k , then 
show that the series (1 + X) 1 1+Y , X, Y two distinct elements of X , have norm 1. The triangle inequality implies thus
In order to prove the opposite inequality µ(g) ≥ −c + m j=1 |α j |, we rewrite g as a word g = w 1 w 2 · · · w l of length l = −c+ m j=1 |α j | with respect to the symmetric generating set
for s = 1, . . . , l, we have the following result:
This shows µ(g) = dim(V l ) − 1 = l and ends the proof of Theorem 8.3.
2 Proof of Lemma 8.7 Writing W j = µ(w j ) we remark that ρ(X)W ∈ {0, 1, W } for W ∈ µ(S k ). Lemma 5.1 and induction on s imply that all vector spaces V 0 , . . . , V l are recursively closed.
Lemma 8.7 holds clearly for s = 0 and s = 1. We prove it by induction on s:
and (ρ(X) − 1)V s ⊂ V s−1 .
and
There exists thus always an element 
In particular, it is independent from K and the Magnus representation µ(F k ) contains exactly (1 + k)k 2l−1 elements of length l ≥ 1.
Proof By induction on l. We separate elements of length l in µ(F k ) ⊂ SK X * rat according to the sign of the last exponent with respect to reduced expressions in the free generators (1 + X 1 ) ±1 , . . . , (1 + X k ) ±1 . There are k elements of length 1 of the form (1 + X) and there are k + k(k − 1) = k 2 elements of length 1 of the form 1/(1 + X) or (1 + Y )/(1 + X). Let α l denote the number of elements of length l of the form * (1 + X). We show by induction on l that α l = k 2 α l−1 if l ≥ 2 and that we have β l = kα l for the number β l of elements of the form * /(1 + X) which are of length l ≥ 1.
We have α l+1 = kα l + (k − 1)β l = (k + (k − 1)k)α l = k 2 α l . Similarly,
This ends the proof. 2
Remark 8.9. I ignore if the metric group K X * rat contains a subgroup G of finite type such that the generating series A∈G t A is irrational.
For G = A Z a non-trivial cyclic group, one can show rationality of the related series ∞ n=0 t dim( P n j=0 A j ) .
8.2
The metric monoid SK X * rat ∩ K X
The set SK X * rat ∩ K X is the multiplicative monoid formed by all noncommutative polynomials with constant coefficient 1.
Lemma 8.11. We have
Proof We denote by ρ(X ≥n )A the vector space generated by all series of the form ρ(X)A with X ∈ X * of length ≥ n. The vector spaces ρ(X ≥n )A are recursively closed and we have the inclusions The aim of this Section is to give a formula for the generating series A∈SFq X 1 ,...,X k * rat t A enumerating elements of SF q X 1 , . . . , X k * rat according to their lengths. This can be done by considering a slight variation of the techniques and tools considered in Section 6.
As in Section 6, we consider X * as the rooted k−regular infinite tree with (right-left) lexicographically ordered vertices.
A normal form of an element g ∈ SK X * rat is a strictly increasing sequence X 1 < · · · < X g with X j+1 defined as the smallest element of the set
Kρ(X i )g} .
In particular, we have K + g = K ⊕ g j=1 ρ(X i )g and X 1 = ∅ if g = 1.
A normal form for g gives rise to a minimal tree G−presentation (T g , ǫ, µ) (the lettre G stands for "group") with underlying tree the finite full tree T g ∈ FFT (X ) having interior vertices V • (T g ) given by the g elements X 1 , . . . , X g of the normal sequence and having leaves the 1+ g (k − 1) elements
We endow interior vertices with the augmentation map ǫ : V • (T g ) −→ K defined by ǫ(X j ) = ǫ(ρ(X j )g) ∈ K. Since ǫ(g) = 1 we have always ǫ(X 1 ) = 1 for the root vertex X 1 = ∅ of T g . We setṼ = V • (T g ) ∪ {1} where {1} represents the standard basis 1 of K. The map µ : ∂V (T g ) ×Ṽ −→ K is defined by the equality
Kρ(X j )A = K + g .
Every element g ∈ SK X * rat has a unique minimal tree G−presentation. A tree T ∈ FFT (X ) underlying a tree G−presentation (T, ǫ, µ) (defined in the obvious way) of an element g ∈ K X * rat contains always the minimal tree T g of g. The set of all such presentations with underlying tree T ∈ FFT (X ) containing the minimal tree T g of g ∈ K X * rat is an affine vectorspace of dimension
We define recursively polynomials F T (q) ∈ N[q] indexed by the set FFT (X ) of all full finite subtrees in X * by setting
Theorem 8.12. We have A∈Fq X 1 ,...,X k * rat
In particular, the polynomial
enumerates the number of elements of length exactly n in F q X 1 , . . . , X k * rat .
Example 8.13. Working with a unique variable X, one gets easily
In particular there exists exactly q 2n − q 2n−1 ordered pairs of polynomials (P 1 , P 2 ) ∈ (F q [X]) 2 such that P 1 (0) = P 2 (0) = 1, max(deg(P 1 ), deg(P 2 )) = n and P 1 , P 2 are without common divisor.
The techniques of Section 6.4 can be applied if X = {X, Y } and we have
where w n (q) and p j,n (q) are the polynomials defined in Section 6.4.
The first values of F n (q) are: For q = 2, the first coefficients of the series ∞ n=0 F n (2)t n are 1 + 12 t + 1296 t 2 + 505536 t 3 + 679848192 t 4 + 3248147205120 t 5 +57637071142391808 t 6 + 3930578658351563587584 t 7 +1050888530707010579202637824 t 8 +1112792971262327168651248131637248 t 9 +4690276767463069086098564091958080307200 t 10 +78882286441940622154458600457858710575410839552 t 11 +5300169067755719965522729677599180582255569980050374656 t 12
Remark 8.14. The formulae for E n (q) and F n (q) are very similar and suggest to consider the common generalisation
having the specialisations E n (q) = P n (q, 1) and F n (q) = P n (q, q). Experimentally the specialisation P n (q, 1/q) seems to be identically 0 for n ≥ 1. The specialisations P n (1, s) and P n (−1, s) have also interesting properties. 9 A few other algebraic structures of K X
Linear substitutions of variables and abelianisation
For a set X = {X 1 , . . . , X k } of k variables, the group GL k (K) of linear automorphisms of K k acts by linear substitutions of variables on the algebras K X , K X , K X rat .
Proposition 9.1. The natural action of GL k (K) on K X by invertible linear substitutions of the noncommutative variables X = {X 1 , . . . , X k } preserves the complexity.
In particular, GL k (K) acts by length-preserving automorphisms on the group SK X * rat . We omit the easy proof. More generally, we can substitute the variables X 1 , . . . , X k of X by series M 1 , . . . , M k ∈ m. Such a substitution defines an endomorphism of the algebra K X which restricts to an endomorphism of the rational subalgebra if and only if all series M 1 , . . . , M k ∈ m are rational.
Replacing the non-commutative variables X 1 , . . . , X k ∈ X by commutative variables yields a morphism of algebras from K X 1 , . . . , X k onto a commutative algebra which restricts to a morphism from the polynomial (respectively rational) subalgebra onto the algebra of commutative polynomials (respectively commutative rational fractions without singularity at the origin).
Remark 9.2. The obvious Hankel matrix (with rows and columns indexed by X α Y β , (α, β) ∈ N 2 ) associated to the rational fraction 1 1 
The involutive antiautomorphism ι
defines an involutive antiautomorphism ι of K X 1 , . . . , X k and of its polynomial and rational subalgebras. Since the Hankel matrix H ι(A) of ι(A) is essentially the transposed matrix of the Hankel matrix H A of A, we have dim(ι(A)) = dim(A).
Remark that the formula λ(X)A = ι(ρ(ι(X))(ι(A))) defines a left-action λ : X * −→ End(K X ) (satisfying λ(X)(λ(X ′ )A) = λ(X ′ X)A). The dimension of the vector space spanned by the orbit λ(X * )A equals the dimension of the space spanned by the rows of the Hankel matrix H A for A and is thus given by the complexity dim(A) of A. The left and right actions λ and ρ commute and define thus an action λ × ρ of the product-monoid X * × X * . The vector space spanned by the orbit (λ(X * ) × ρ(X * ))A is of dimension at most (dim(A)) 2 . More precisely, this dimension equals the dimension of the monoid algebra K[ρ A (X * )] ⊂ End(A) where ρ A (X * ) ⊂ End(A) denotes the shift-monoid of A.
Remark 9.3. One can use the left action in order to define the left-recursive closure A λ of an element A ∈ K X . The formula
turns SK X * rat again into a metric group and we have
for all A ∈ SK X * rat . This inequality is sharp as shown by the example
Derivations
For X i ∈ X = {X 1 , . . . , X k } we consider the map ∂ ∂X i : K X −→ K X defined by ∂ ∂X i 1 = 0, ∂ ∂X i X i = 1, ∂ ∂X i X j = 0 for j = i and extended linearly to K X by the Leibnitz rule
These maps define derivations of the polynomial algebra K X which extend in the obvious way to derivations of K X .
A straightforward computation shows the identities
for all X, Y ∈ X such that X = Y . We have thus the inclusion (∂/∂X)A ⊂ A + (∂/∂X)A and the resulting inequality
shows that the derivations ∂/∂X, X ∈ X , preserve the subalgebra K X rat of rational elements.
Hadamard product
The Remark 9.4. The inverse for the Hadamard product of a rational element involving all monomials with non-zero coefficients is in general not rational. An example is given by 1 + ∞ n=1 (n + 1) X∈X X n ∈ K X rat over a field K of characteristic 0.
Over the algebraically closed field F p of positive characteristic p there are no such examples: Rational series involving all monomials with nonzero coefficients have finite order with respect to the Hadamard product.
Shuffle product
The shuffle product is the obvious bilinear product of K X defined recursively by the formulae 1 X = X 1 = X and (XX)
for all X, Y ∈ X * and X, Y ∈ X . The shuffle product turns the vector space K X into a commutative (and associative) algebra. The recursive definition of the shuffle product implies
where the right side denotes as usual the vector space spanned by all elementsÃB forÃ ∈ A,B ∈ B. We have thus the inequality
which shows that the shuffle product restricts to K X rat . The unit group of K X for the shuffle product is the set K * + m of all series with nonzero constant coefficient. The unit group of the rational shuffle-algebra K X rat is much smaller since the shuffle inverse of a rational element in K * + m ⊂ K X rat is in general not rational. It contains however geometric
If the ground field K is of positive characteristic p, then
for a ∈ m where (1+ a) p denotes the p−th shuffle power (shuffle product (1 + a)
(1 + a) · · · (1 + a) of p identical factors 1 + a). The shuffle inverse of a rational element in K * + m is thus again rational in positive characteristic.
Problem Given a field K of characteristic 0, describe the smallest algebra A ⊂ K X such that A is rationally closed for the ordinary product and for the shuffle product. Otherwise stated, describe the smallest algebra A which contains K X rat such that for every A ∈ 1 + m ∩ A there exist elements B, C ∈ A such that AB = 1 and A C = 1. Remark that this algebra A is enumerable for an enumerable field K and A is thus strictly smaller than the non-enumerable algebra K X .
Composition and homographies
Given A, B ∈ K X where X = {X 1 , . . . , X n }, we set
where A(BX 1 , . . . , BX n ) ∈ K X is obtained by the substitutions X j −→ BX j , j = 1, . . . , n in the non-commutative formal power series A. Since BX j ∈ m, the result of these substitutions defines a unique element of K X . Easy computations show that the product defined by (A, B) −→ A • B is left-linear and associative and that it turns 1 + m ⊂ K X into a non-commutative group.
Remark 9.5. The group 1 + m considered above is the diagonal subgroup of the group FD of "formal non-commutative diffeomorphisms tangent to the identity" defined as follows: FD = (1 + m) n ⊂ K X 1 , . . . , X n as a set with product given by
The group law on FD is composition where (A 1 , . . . , A n ) corresponds to the formal diffeomorphism (A 1 X 1 , . . . , A n X n ).
One could of course also consider compositions of elements of the form (X 1 A 1 , . . . , X n A n ). The resulting group is isomorphic to FD. • turns thus the set K X rat of rational elements and its subset 1 + m ∩ K X rat into monoids. The compositional inverse B, defined by B • A = A • B = 1, of a rational element A ∈ 1 + m ∩ K X rat is in general not rational. However, a straightforward computation yields
and shows that the compositional inverse of a geometric progression given by the rational series
is the rational series 1/(1 + k j=1 λ j X j ). We call the subgroup H of the compositional group 1 + m generated by all rational elements of the form 1/(1 − k j=1 λ j X j ), (λ 1 , . . . , λ k ) ∈ K k , the group of homographies. It would be interesting to know if there exist rational elements A, B ∈ 1 + m ∩ K X rat \ H such that A • B = 1.
Problem As for the shuffle product, one might ask to describe the smallest subalgebra A ⊂ K X which contains K X rat and intersects 1+m in a subgroup for the compositional product. One might in fact ask for characterising the smallest rationally closed algebras which are "closed" with respect to the corresponding group structure given by one or more of the monoid structures associated to the Hadamard product, the shuffle product and the compositional product. The largest such algebra, defined as being closed with respect to inversion of invertible elements for all four group-laws (ordinary non-commutative product, Hadamard product, shuffle product and compositional product) is enumerable over an enumerable field K and thus distinct from K X .
Automatic sequences
This section gives a very brief outline without details or proofs of the link between certain rational elements of K X and so-called automatic sequences, see [1] for the definition.
Given a natural integer k ≥ 2, we can consider the injection K N −→ K X 0 , . . . , X k−1 given by the map Let I ⊂ K X denote the image of one of these maps. The image in I of the set of k−automatic sequences in K N is then exactly the subset I f ⊂ I ∩ K X rat corresponding to rational elements with coefficients in a finite subset of the field K. By Proposition 7.2, a rational element A ∈ K X rat has its coefficients in a finite subset of K if and only if it has a finite shift monoid ρ A (X * ) ⊂ End(A). Using correct conventions, a finite-state automaton for the k−automatic sequence associated to such an element A ∈ I f ∩ K X rat is given by the Cayley graph (with respect to the generators ρ A (X )) of the finite monoid ρ A (X * ) ⊂ End(A). The initial state of the finite state automaton is ρ A (∅) and the output function ρ A (X) −→ ǫ(ρ A (X)A), see Chapter 4 of [1] for definitions.
Regular languages
A language is a subset of X * over a finite alphabet X .
A finite-state automaton is a finite oriented graph Γ such that: Γ contains a marked initial vertex v * . Each vertex of Γ is the initial vertex of exactly ♯(X ) oriented edges, labelled by X .
The vertices of Γ are partitioned into two finite disjoint subsets A and R.
A finite-state automaton Γ defines a unique language L(Γ), called the language accepted by Γ, as follows: Every word X i 1 . . . X i l of X * defines a unique oriented path starting at v * and consisting of the l consecutive oriented edges labelled X i l , X i l−1 , . . . , X i 2 , X i 1 . The word X i 1 . . . X i l ∈ X * belongs to L(Γ) is and only if the associated path ends in a vertex of the subset A of accepting states.
A language L ⊂ X * is regular if it is accepted by a finite-state automaton. A recursive presentation A j = γ j + j A i α i,j , j ∈ I (with I finite), of a series A = A 1 ∈ R X is positive if γ j ≥ 0, ρ(X)α i,j ≥ 0 for all i, j ∈ I and for all X ∈ X .
Such a recursive presentation is integral if γ j ∈ Z, ρ(X)α i,j ∈ Z for all i, j ∈ I and for all X ∈ X .
Proposition 9.6. The following statements are equivalent:
(i) L ⊂ X * is a regular language.
(ii) The characteristic function X∈L X of L ⊂ X * is a rational series of K X for any field K.
(iii) The characteristic function X∈L X of L ⊂ X * is a rational series of K X for some field K.
(iv) L is the support of a rational series in Q X which has an integral positive recursive presentation.
(v) L is the support of a rational series in R X having a positive recursive presentation.
Since rational series are closed under Hadamard products (see Section 9.4), we have:
Corollary 9.7. The set of all regular languages is also closed under intersections and differences.
Proof of Proposition 9.6 A finite-state automaton Γ for a regular language L defines a recursive presentation for L as follows: consider the series A v ∈ K X indexed by vertices v ∈ V (Γ) of Γ which are defined by the equations
where ǫ(v) = 1 if v ∈ A and ǫ(v) = 0 otherwise and where ρ(X)A v = A w if an oriented edge labelled X starts at v and ends at w. We have then clearly A v * = X∈L X. This shows that (i) implies (ii). Assertion (ii) implies (iii) trivially. Consider a rational function of the form A = X∈L X for L ⊂ X * . Proposition 7.2 shows that ρ A (X * ) is finite. The finite set ρ A (X * )A is thus stable under shift-maps and since ǫ(ρ(X * )A) ⊂ {0, 1}, it can be used for writing down a presentation using only coefficients in {0, 1} ⊂ R ≥0 . This shows that (iii) implies (iv).
Assertion (iv) implies obviously (v). Given a presentation of A involving only non-negative real numbers, we can use the Boolean algebra B = {0, p} defined by 0 + 0 = 0, 0 + p = p + 0 = p + p = p and 0 · 0 = 0 · p = p · 0 = 0, p · p = p in order to define an elementÃ ∈ B X which has the same support as A by replacing each strictly positive real number arising in the recursive presentation of A by p.
The resulting shift monoidρ(X * ) over the algebra B is finite. The finite state automaton given by its Cayley graph with accepting states A defined byρ(X) ∈ A if ǫ(ρ(X)A) > 0 is a finite state automaton with accepted language the support of A. This shows that (v) implies (i) and ends the proof.
2 We end this brief section by mentionning a last well-known result:
Proposition 9.8. The set of all regular languages is the smallest subset of P(X * ) which contains all finite subsets and which is closed under unions, concatenations and the Kleene closure L −→ L * = ∪ ∞ n=0 L n .
Proof If L, L ′ ⊂ X * are two regular languages given as supports of rational series A, A ′ ∈ R X having positive presentations with respect to finite sets A 1 = A, A 2 , . . . and A ′ 1 = A ′ , A ′ 2 , . . . spanning A and A ′ , then L ∪ L ′ , respectively LL ′ , is the support of A + A ′ , respectively AA ′ , having a positive presentation with respect to A+A ′ , A 1 , A 2 , . . . , A ′ 1 , A ′ 2 , . . . , respectively A i A ′ j . If L is regular thenL = L \ {∅} is also regular and L * =L * . We suppose thus ∅ ∈ L and consider the characteristic function A = X∈L X having by Proposition 7.2 a finite orbit ρ(X * )A. The formula given by assertion (ii) of Lemma 5.1 implies then that B = 1/(1 − A) has a positive presentation with respect to the finite set B, Bρ(X * )A and the support of B is obviously the Kleene closure of L.
