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ABSTRACT 
The almost ideal demand system (AIDS) model, principally in its linearly 
approximated form-LAIDS, has shown its advantages over single-equation 
approaches in studying tourism demand. Meanwhile, the time-varying-parameter 
(TVP) model has shown its superior forecasting ability compared to other single- 
equation methods in previous tourism demand studies. The principal aim of this 
study is to develop TVP-LAIDS models in both cointegration (CI) and error 
correction (EQ forms, examining the improvement of forecasting accuracy relative 
to the conventional static LAIDS, within the tourism context. The study also covers 
the fixed-parameter (FP) dynamic EC-LAIDS model, which has recently been 
introduced into tourism demand studies by Durbarry and Sinclair (2003). For the first 
time, the EC-LAIDS model is fully illustrated within the tourism context, in terms of 
both long-run and short-run elasticity analysis and forecasting ability evaluation. In 
addition, this study includes the single-equation TVP-EC model, which has been 
employed in other economic fields but not previously in tourism studies. The 
empirical study of UK outbound tourism demand in Western Europe, focusing on 
France, Greece, Italy, Portugal and Spain, shows that incorporation of the TVP 
technique into both the CI and the EC forms of the LAIDS and the introduction of 
error correction mechanism into the FP LAIDS result in substantial improvements of 
forecasting accuracy of the conventional FP static LAIDS. Another finding is that the 
substitutability effect occurs between each of the three pairs of destinations: France 
and Spain, France and Portugal, and Italy and Portugal, while the complementarity 
effect exists between Greece and Italy, Italy and Portugal, and France and Italy. 
The successful establishment and application of the TVP-LAIDS models contributes 
to the methodological development of demand forecasting, not just in tourism, but in 
any area of economics. The introduction of the single-equation TVP-EC model and 
the full application of the fixed-parameter EC-LAIDS model fill in the gaps in 
tourism demand studies. Identification of the interrelationships between alternative 
destinations provides valuable information for the development of appropriate 
tourism policies and marketing strategies for the future. 
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Chapter I Introduction 
The end of World War 11 and the development of transport facilities marked the genesis 
of modem-day tourism within the international scope (Crouch, 1992). After more than 
half a century's growth, travel and tourism has become the world's largest industry 
(World Travel and Tourism Council, WTTC, 1995). 
Considering the great contribution of the tourism industry to the world economy, the 
research in this field is of significant importance. In particular, accurate forecasts of 
tourism demand provide vital information for both policy formulations by the 
government and strategic planning by the tourism businesses themselves. The dynamic 
nature of tourism as well as its contribution to international economies calls for updated 
research to improve the precision of its practical implications. 
1.1 Tourism Derinitions 
Among the large body of definitions of "tourism" and related terms, the World Tourism 
Organization (WTO) is aiming to standardise tourism terminology and classifications 
throughout the world. To make this study comparable with others, the definitions of 
tourism provided by the WTO are followed throughout this thesis. 
1.1.1 Tourism and Its Key Elements 
Tourism comprises the activities of persons travelling to and staying in places outside 
their usual environment for not more than one consecutive year for leisure, business 
and other purposes. Correspondingly, the people involved in such activities are called 
visitors, or international visitors if the destination is abroad. As can be seen from the 
definition, tourism involves a few key elements. 
Firstly, there must be a transfer related to a stay in a location outside one's usual 
environment (residence). Following the WTO's recommendation, the usual 
environment refers to the distance no farther than 160 kilometres. According to whether 
the travel is far beyond the border of the visitor's residence country, domestic tourism 
I 
and international tourism are differentiated. Domestic tourism involves residents of the 
given country travelling only within the country. International tourism refers to the 
travelling activities occurring in a country different from the visitor's residence nation. 
Given the direction of travelling flows, international tourism can be further classified 
into inbound and outbound tourism. Inbound tourism refers to non-residents travelling 
in the country concerned, and outbound tourism refers to residents of the country 
concerned travelling in another country. 
Secondly, the visitor stays in the destination for some time. The maximum length of 
stay is one continuous year. The place that one stays for more than one year is viewed 
as a residence rather than a tourism destination. With respect to the minimum length of 
stay, if a visitor stays in the destination for 24 hours or more, thus spending at least one 
night in the destination, he/she is categorised as a tourist. If his/her length of stay in the 
destination is less than 24 hours, he/she is classified as a same-day visitor or 
excursionist, for example, the cruise passenger. 
Lastly, the motivations for travelling include leisure, recreation and holidays, visiting 
friends and relatives (VFR), business and professional, health treatment, religion or 
pilgrimages, sports, and so on. Since visitors travelling for different purposes have 
different decision-making features, the study at the disaggregated level is more 
meaningful. As the first three categories, holiday making, VFR and business, are the 
major purposes for travelling, the volumes of these visitors/tourists are reported in the 
WTO's tourism statistics and most of the national tourism statistical resources. All the 
other categories are aggregated together into a miscellaneous one in these statistical 
resources. 
1.1.2 Classification of International Visitors 
According to the travel motivations and length of stay, the WTO gives detailed 
classification of international visitors, which is illustrated Figure 1.1. 
In the central part of the figure, tourists and same-day visitors are identified, depending 
on the duration of the visitors' stay. It should be noted that cruise passengers who 
spend the night on board ship are categorised as same-day visitors rather than tourists. 
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This group of visitors are essential particularly for small insular destination countries 
where cruise is the major tourist attraction. 
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Figure 1.1 Classifications of International Visitors 
Notes: 1. Foreign air or ship crews docked or in layover and who use the accommodation 
establishments of the country visited. 
2. Persons who arrive in a country aboard cruise ships (as defined by the International 
Maritime Organisation (IN40,1965) and who spend the night aboard ship even when 
disembarking for one or more day visits. 
3. Crews who are not residents of the country visited and who stay in the country for the 
day. 
4. Visitors who arrive and leave the same day for: leisure, recreation and holidays; 
visiting friends and relatives; business and professional purposes; health treatments; 
religion/pilgrimages; and other tourism purposes, including transit day visitors en 
route to or from their destination countries. 
5. As defined by the United Nations in the Recommendations on Statistics of 
International Migration, 1980. 
6. Who do not leave the transit area of the airport or the port, including transfer between 
airports and ports. 
7. As defined by the Untied Nations High Commissioner for Refugees, 1967. 
8. When they travel from their country of origin to the duty station and vice versa 
(including household servants and dependants accompanying or joining them). 
Source: WTO, adaptedfrom Vellas and Becherel (1995), p5. 
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1.2 Importance of tourism in national economies 
As the world's largest industry, the tourism sector has been recognised as a main area 
of economic activities that does not only draw upon the resources of the national 
economy and contributes directly to economic growth, but also stimulates the growth of 
other economic sectors via spill-over effects. Principally, the importance of the tourism 
industry in the national economy can be seen in the following aspects. 
1.2.1 Contribution to GDP 
A country's Gross Domestic Product (GDP) measures the size and value of the national 
economy. The key components of GDP are goods and services produced for 
consumption (C) and for fixed capital formation or investment (1) to produce further 
goods and services. In an open economy, the value of all exports (X) minus total 
imports (M) of goods and services during the time period concerned also forms part of 
GDP. Therefore, we have GDP=C+I+X-M. 
Tourism activities account for a significant proportion of GDP in all of the four 
components. Firstly, most tourist expenditure is viewed as consumption spending, if the 
expenditure happens during the domestic tourism or refers to home-provided elements 
of international travel. Secondly, expenditure by the government on infrastructure, such 
as airports, highways and bridges, and by businesses on buildings, equipment and so on, 
for the sake of providing tourism services, is part of the investment. Thirdly, 
expenditure on goods and services as well as transportation by international visitors 
from abroad is regarded as exports. On the other hand, the residents' spending abroad 
during the international trip is viewed as tourism imports. Although the direct effect of 
tourism imports on GDP is negative, their positive contribution can be seen in various 
indirect ways. For example, outbound business travelling may generate business 
opportunities for international cooperation and stimulate the increase of exports. In 
addition, the demonstration effect in a destination may drive outbound tourists to adjust 
their consumption patterns after they come back. For example, they may spend more on 
leisure consumption in their own country. This is more evident for tourists from 
developing countries travelling to developed destinations. Therefore, tourism imports 
may relate to the increase of consumption and further contribute to the growth of GDP 
of that country. 
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There have been a large body of empirical studies on the contribution of tourism to 
GDP, but due to different definitions of the tourism industry, the results vary greatly 
from one to another. The WTTC has been launching remarkable research since 1990, 
following the concept of satellite accounting defined in the tourism satellite account: 
recommended methodological framework (TSA: RMF), and developed under the 
auspices of the WTO (WTTC, 2003a). However, their results tend to overestimate 
tourism's contribution due to too broad definitions. 
1.2.2 Employment 
Tourism is labour intensive and creates jobs across the full employment spectrum. As a 
large number of jobs in the tourism sector particularly hotel and catering industries 
feature low requirement of technical knowledge, flexible working time, high labour 
mobility and low pay, they are relatively easy to access. Therefore many authorities 
regard tourism development as desirable in soaking up unemployment in regions that 
have few other employment opportunities. In certain nations and regions such as 
Mediterranean Islands and the Caribbean, employment in the tourism sector accounts 
for 30-35% of the total employment (Vellas and Becherel, 1995). 
As a catalyst for may other sectors of the economy, the tourism industry has direct 
strong links with transport, entertainment, administration, finance and health industries. 
Moreover, tourism is also indirectly related to several other industries such as 
agriculture, construction, manufacturing and processing. So tourism induces a vast 
number of employment opportunities in these associated sectors. However statistical 
limitations constitute an important obstacle to the numerical analysis of the indirect or 
multiplier effects of the tourism sector on employment. 
1.2.3 Balance of Payments 
The balance of payments records all the transactions that have occurred between 
residents of a country and the rest of the world. Tourism spending in the overseas 
destination is recorded as debits payments, while and tourism expenditure by 
international tourists is recorded as credits receipts. Through these monetary flows 
between a country and the rest of the world, international tourism plays an important 
role in stabilising the balance of payments. As Sessa (1983, p137) states: 
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Tourism is excellent in helping to channelforeign currencyfor those countries which, 
through this activity, can balance their foreign accounts-accounts which might 
otherwise be in deficit. At the same time it helps stabilise the balances ofpayments of 
those countries which have excessive surpluses and which, therefore, must combat 
inflation and its effects. 
To use tourism to improve a balance of payments position has obvious advantages over 
traditional international trade, which can be seen as follows (Bull, 1995). 
Firstly, tourism can attract foreign exchange more easily and quickly. Dispensing with 
no long-term investment (for instance, on infrastructure), overseas promotional 
campaigns can directly attract inbound tourists and their money. However, any policy 
to stimulate foreign exchange earnings from normal goods export may take a longer 
time to take effect. 
Secondly, using tourism to adjust the balance of payments can avoid retaliatory 
measures from trading partners. Any means to reduce imports will affect the benefits of 
trading partners, and therefore will draw down retaliatory actions. However, tourism 
policies do not necessarily refer to any certain correspondent nations, so they are mild 
and less sensitive than normal imports. 
Lastly, tourism is not hampered by protectionist measures. There is no quota system for 
the exit of tourists, or imports, in other words. For normal goods, imports are burdened 
by heavy taxes and indirect duties which are a serious obstacle to their consumption. 
However, it is harder to strike tourism with customs duties on imports and direct levies 
by the country of origin. Moreover, tourism helps bridge the gap in terms of the trade 
between the industrialised and undeveloped economies. In the specific sector of 
tourism, developing countries are not affected by the technology gap that separates 
them from the industrialised nations. To some extent, their socio-economic structures 
are advantages in tourism production. Therefore, international tourism plays more 
important roles in developing countries. 
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1.2.4 Other effects 
In addition to the key contributions in the above economic aspects, tourism also 
generates ecological and socio-cultural effects, which can be seen as the social 
consequences on the population in the destination countries and utilisation of natural 
resources, in both positive and negative ways. Table 1.1 shows a full picture of the 
various effects of tourism. To identify these effects and improve the positive aspects 
and reduce the negative will contribute to sound social and economic development. 
1.3 Importance of Tourism Forecasting 
Accurate forecasts of tourism demand can provide considerable benefits to various 
organisations that use these results. The importance of tourism forecasting has been 
widely recognised. For example, Archer (1987, p77) points out the necessity of 
accurate tourism forecasts: 
In the tourism industry ... the need toforecast accurately is especially acute because of 
the perishable nature of the product. Unfilled airline seats and unused hotel rooms 
cannot be stockpiled and demand must be anticipated and even manipulated. 
Also, Wandner and Van Erden (1980, p381) stress the importance as follows: 
Since governments and private industry must plan for expected tourism demand and 
provide tourism investment goods and infrastructure, the availability of accurate 
estimates of international tourism demand has important economic consequences. 
Moreover, Frechtling (2001, plO) emphasised the roles that accurate tourism forecasts 
play: 
Sound tourism forecasts can reduce the risks of decisions and the costs of attracting 
and serving the travelling public. 
There are a large number of different organisations in demand of tourism forecasts. As 
Witt and Witt (1992, p 1) address: 
Accurate forecasts of tourism demand are essential for efficient planning, by airlines, 
shipping companies, railways, coach operators, hoteliers, tour operators, food and 
catering establishments, providers of entertainment facilities, manufacturers producing 
goods primarily for sale to tourists, and other industries connected with the tourism 
8 
market. Such forecasts are also of great interest to governments in origin and 
destination countries, and to national tourist organisations. 
Three levels of forecast users can be identified on account of their varying needs for 
tourism demand forecasts. They are policy makers and planners in public agencies, 
tourism business managers and tourism marketers. With the support of tourism demand 
forecast results, public agencies ensure sufficient infrastructure such as highways and 
airports and fon-nulate price regulation and environmental control measures. Tourism 
business managers rely on accurate demand forecasts to implement efficient 
management on operational requirements such as staffing and capacity. Meanwhile, 
sound forecasts provide evidence for examining the feasibility of an investment. 
Tourism marketers take advantage of demand forecasts to set reasonable marketing 
targets and explore potential markets (Frechtling, 2001, p 10). 
1.4 Development of Tourism Forecasting Methodologies 
Serious research into international tourism did not appear in the literature until the end 
of the 1950s (Crouch, 1992), but significant development has only been seen since the 
1970s. The last two decades have seen great developments in tourism analysis, in terms 
of not only the variety of research interests, but also the depth of theoretical 
foundations and complexity of research methodologies. The main themes cover the 
fields of economic, environmental, social and cultural effects of tourism, travel patterns 
and modes between origins and destinations, tourist behaviour and decision making, 
tourism trend prediction, and tourism planning and marketing (Sinclair and Stabler, 
1997). 
Along with tourism multiplier effects, tourism demand modelling and forecasting 
dominates the economic analysis of tourism. The earliest work of international tourism 
demand studies can be traced back to the 1960s. A piece of notable pioneering work is 
done by Gray (1966), who investigates international tourism demand by Canada and 
the US. In the last four decades or so, the development of tourism forecasting 
methodologies falls into a few streams, amongst which multivariate regression (or 
econometric) models are the main stream, coupled with time series analysis, artificial 
neural network (ANN) models and the qualitative approach. 
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Compared with the first three quantitative forecasting categories, the qualitative 
forecasting approach, principally the Delphi method, is rarely applied. Exceptions 
include Kaynak and Macaulay (1984), Liu (1988), Moeller and Shafer (1994), Willer 
(1998), and Yong, Keng and Leng (1989). The qualitative forecasting approach is not 
necessarily cheaper or easier than the quantitative counterpart, but it has the advantage 
of not requiring historical data series (Frechtling, 2001). 
ANN is a computational technique that mimics the processing abilities of the human 
brain (Taylor, 1998). ANN models did not appear in the tourism literature until the mid 
1990s, and the applications are still rare. The published studies include Law (2000), 
Law and Au (1999), Pattie and Snyder (1996). Although the three studies all show the 
superior forecasting ability of ANN models, the drawbacks are obvious. They possess 
looser linkage to theory and inability to illustrate the impact of explanatory variables on 
a dependent variable, for example, elasticity analysis. Lacking this "primary value" 
(Morley, 2000), its application in tourism demand studies is likely to be restrictive. 
Compared with the above two categories, time series models have longer and wider 
applications in tourism forecasting studies. The advantage of using time series models 
for tourism forecasting is that they are relatively easy and cheap to generate forecasts in 
terms of technical sophistication and the amount of data needed. However, the 
disadvantage is also obvious as there is no explicit illustration of impact of explanatory 
factors on the demand available. Therefore, time series models can only serve the 
objective of forecasting instead of explanation. The decomposition approach, including 
simple exponential smoothing (ES) models, moving average (MA) models and 
autoregressive (AR) models, was popular in the 1970s (Witt and Witt, 1995). Then 
there comes the Box-Jenkins approach, which is the combination of MA and AR, i. e. 
ARMA models, or autoregressive/integrated/moving average (ARIMA) models given 
non-stationary time series. ARIMA models dominate the tourism literature in terms of 
time series forecasting since the late 1970s (for example, Guerts and Ibrahim, 1975) 
until now (such as Cho, 2003). In the mid 1990s, the more sophisticated basic structural 
model (BSM), which decomposes observed series into trend, seasonal, cyclical and 
irregular components, is introduced into tourism studies, pioneered by Gonzalez and 
Moral (1995), followed by Turner and Witt (2001b). In the family of time series 
models, the naive model is the simplest form and often acts as the benchmark 
in 
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comparison with econometric models. The ARIMA model, especially with 
consideration of seasonality (dealing with monthly or quarterly data), is the most 
frequently used time series model for short-term tourism forecasting. 
However, considering the amount of the applications of various approaches in the 
tourism forecasting literature, econometric models outweigh all of the above streams 
and are the main concerns of this study. Econometric models lend invaluable support to 
both policy evaluation of governments (such as taxes and subsidies) and decision- 
making for private sectors. For example, given the target of amplifying profits, it will 
not be an appropriate strategy to improve prices if the potential tourists are highly 
price-elastic. On the other hand, more promotion campaigns should be carried out in 
the origin countries that have been proved to be experiencing rapid economic 
development. These implications are attributed to the demand elasticity analysis using 
econometric models. Moreover, fluctuations of important economic indicators provide 
prompt and useful information for policy adjustment. Some economic variables such as 
price indices and exchange rates can reflect fluctuations in the economy and indicate 
the stage of the business circle. Taking these factors into account will help to predict 
the demand change corresponding to the fluctuation of economic situations. 
Furthermore, econometric models contain vast information, which can be used to check 
the accuracy using statistical measures. For example, R25 AIC (Akaike's information 
criterion) and SBC (Schwarz's Bayesian criterion) are useful criteria for selecting the 
concrete functional forms among various candidates so as to improve the explanatory 
power of econometric models. It is particularly the case when large changes take place 
in the causal variables (Smeral and Witt, 1996). 
On the other hand, the disadvantages of econometric models are associated with their 
technical sophistication. Econometric models are more expensive to estimate in terms 
of both data requirement and difficulty in mastering the technique. To specify a sound 
econometric model, a considerable amount of data collection and complicated model 
estimation are necessary. However, the development of computing techniques will 
lessen the burden to some extent. 
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To illustrate the development of econometric methodology in the tourism field, a cube 
in has been devised (see Figure 1.2), which contains almost all the econometric 
regression models applicable to tourism studies. ' 
Further divisions of this cube show the classifications of these models. According to 
the number of equations in the model, it is divided into single-equation models (the left 
half) and system of equations models (the right half). By the criterion of variability of 
estimated parameters, the models are categorised into fixed parameter (FP) models (the 
upper half), and time-varying-parameter (TVP) models (the lower half). In addition, 
classified by the functional form, whether they include the lagged variables or error 
correction mechanism, there are static models (in the front) and dynamic models (at the 
back). The eight small blocks are marked with number and in different colours. The 
richer the colour, the more frequently the models have been applied in tourism studies. 
Single equation System of Equations 
Dynamic 
Static 
FP 
TVP 
Figure 1.2 Classifications of Econometric Models in Tourism Studies 
The fixed parameter, static single-equation models are the most traditional models, 
used in the majority of tourism studies before the 1980s (see, for example, Artus, 1972; 
Gray, 1966; Kwack, 1972). Static models implicitly assume that tourism demand is 
always on equilibrium. Moreover, the determinants are usually restricted to income, 
All the models in this cube use time series data, so the panel data model is excluded. Although the 
simultaneous-equation model also belongs to multiple -equation approaches, considering its extremely 
rare application (only one having been found), it is excluded 
from the discussion here. 
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own prices and substitute prices. Very little attention had been paid to diagnostic tests 
of the models concerned. The overwhelming misspecification problem is associated 
with the poor forecasting perfonnance 
At the beginning of the 1980s when dynamics was first incorporated into tourism 
demand model specification, it took a very simple form: partial adjustment, in which 
the lagged dependent variable is the only dynamic term (see Kliman, 1981; Witt, 1980a, 
1980b for instance). The more sophisticated dynamic models, based on the concept of 
cointegration (CI) and error correction mechanism (ECM), do not appear in the tourism 
literature until the late 1990s (for example, Kim and Song, 1998; Kulendran, 1996; 
Kulendran and King, 1997). The whole system of various dynamic single-equation 
models stemming ftorn the common general specification, the autoregressive 
distributed lag model (ADLM), is explicitly illustrated for the first time by Song and 
Witt (2000) within the tourism context. In comparison with time series models and 
static models, the dynamic models, particularly ECMs, have been proved to improve 
the forecasting accuracy in some recent empirical studies of tourism demand, such as 
Kim and Song (1998) and Song et al (2000), although it is not always the case. 
However, ECMs have only been specified within the fixed-parameter framework. 
The latest development of tourism demand methodology within the single-equation 
framework refers to the application of the most advanced Time Varying Parameter 
(TVP) models. Due to the technical complexity, the applications are extremely rare, 
with notable exceptions being Li et al (2002), Song et al (2003b), Song and Witt (2000) 
and Song and Wong (2003). TVP models take the state space form (SSF), and are 
estimated by Kalman filter algorithm (Kalman, 1960). All of these empirical studies 
have shown TVP models' overall superiority of forecasting ability over other causal 
and non-causal econometric counterparts particularly in the short-term forecasting. 
However, in these applications observation equations of the SSF are always specified 
as a static fon-n. In other words, no short-term dynamics has been examined separately 
from the long-run behaviour of tourism demand, although it has been available in other 
applied economic fields. 
In parallel to individual disaggregated demand equation models, the complete system 
of equations approach has been introduced into tourism demand studies since the early 
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1980s. The most preferred system model is the Almost Ideal Demand System (AIDS) 
developed by Deaton and Muellbauer (1980) and dominantly taking the linear 
approximation (LAIDS) in empirical studies. There are quite a few advantages to use 
AIDS/LAIDS models to study consumers' demand, such as the ability to test 
theoretical restrictions and to investigate cross-price elasticities, which the single- 
equation approach does not have. However, very limited efforts have been made to 
apply LAIDS models in tourism demand studies. So far all the published tourism 
studies with LAIDS models have been restricted into the fixed-parameter static form 
with only two exceptions: Lyssiotou (2001) and Durbarry and Sinclair (2003). The 
former study incorporates the lagged dependent variable into the model specification 
but has not considered the short-term adjustment mechanism. The latter paper is the 
first attempt to introduce the ECM into the LAIDS model in the tourism context, but 
the short-run elasticity analysis has not been available, due to insignificant estimates. 
Additionally, only one paper (De Mello et al, 2002) has examined the static AIDS 
model's forecasting ability, and the investigation of the EC-LAIDS model's forecasting 
performance has still not been covered in the tourism literature. Furthermore, the TVP- 
LAIDS taking either the static form or the EC form has not been seen in studies of any 
economic field, not just the tourism industry. Therefore, there has been no evaluation 
available on TVP-LAIDS models' forecasting performance. 
In conclusion, as Figure 1.2 illustrates, three groups of models: TVP-EC single- 
equation models (in Block 6, which is behind Block 5), TVP long-run (in static form) 
system models (in Block 7) and TVP-EC system models (in Block 8) are all currently 
unavailable to the methodology of tourism modelling and forecasting. Meanwhile, the 
dynamic systems in the fixed-parameter framework (in Block 4) is still underdeveloped 
in the tourism context. These four blocks are the key directions for further 
methodological development, and also the focuses of this present study. 
1.5 Framework of This Study 
The aim of this study is to fill in the gap of the tourism modelling and forecasting 
methodology, focusing on the four groups of models shown above (in Blocks 4,6,7 
and 8, respectively). Since the TVP-LAIDS models, in either static or dynamic form, 
has not existed in any economic literature, the contribution of developing these models 
is significant. Meanwhile, the application of the TVP-EC model and a full illustration 
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of the EC-LAIDS models within the tourism framework will both shed some light on 
the methodological development in this field. 
The objectives of this study are correspondingly set as follows. Firstly, within an 
empirical framework of UK outbound tourism demand in Western Europe, the 
forecasting performance of various single-equation methods will be compared with 
each other, by which the superiority of TVP models will be proved. Secondly, the 
technical feasibility of combining the TVP technique with LAIDS models will be 
demonstrated through mathematical derivation. Thirdly, the improvement of 
forecasting accuracy of TVP LAIDS and FP dynamic LAIDS models over the 
conventional static counterparts will be examined. Lastly, various demand elasticities 
achieved from LAIDS models will be examined and their policy implications will be 
discussed. 
The rest of the thesis is organised into six chapters. Chapter 2 describes the demand for 
tourism from the microeconomic point of view, covering the economic characteristics 
of tourism, indifference curve analysis, demand elasticities, demand functions, 
measurement of tourism demand and influencing factors. Chapter 3 illustrates the 
tourism demand forecasting procedure using a flow chart, and each step is discussed in 
detail. Chapter 4 discusses various single-equation approaches to modelling and 
forecasting tourism demand, and reviews the recent applications, mainly after the 1990s. 
Chapter 5 explores the system methods of tourism demand studies following the 
methodological development: from the traditional static LAIDS, to FP-EC-LAIDS and 
then to TVP long-run and EC-LAIDS. In addition, the applications of LAIDS models in 
tourism demand studies are reviewed. Chapter 6 applies all of the above models to 
analyse UK outbound tourism demand in Western Europe. Within this empirical 
framework, the superiority of both TVP models over other single-equation methods and 
TVP-LAIDS models over FP counterparts are examined, in terms of forecasting 
accuracy at up to four-periods-ahead forecasting horizons. Moreover, various demand 
elasticities are discussed. Chapter 7 concludes the whole study and provides 
recommendations for future research following the present. 
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Chapter 2 The Demand for Tourism 
2.1 Introduction 
Tourism demand, as Song and Witt (2000, p2) define, refers to a particular 
destination as the quantity of the tourism product (i. e., a combination of tourism 
goods and services) that consumers are willing to purchase during a specified period 
(such as a month, a quarter or a year). "The significant level and repercussions of 
tourism demand provide a strong case for better understanding of the nature of 
tourists' decision-making process" (Sinclair and Stabler, 1997, p15). The theory of 
consumer behaviour contributes to rigorous theoretical support for appropriate 
econometric modelling of tourism demand and forecasting. 
This chapter aims to build up microeconomic foundations of tourism demand. First 
of all, the economic natures of tourism demand are briefly introduced. Then the 
indifference curve analysis, in particular the identification of the effects of changes in 
income and price on tourism demand, demonstrates the demand for tourism by using 
various figures. Meanwhile, tourism demand functions are derived based on the 
classical demand theory. In addition, the dependent and independent variables in 
demand functions, i. e., the measures of tourism demand and the key influencing 
factors, are discussed respectively. 
2.2 Economic characteristics of tourism 
As an economic activity, tourism has quite a few characteristics that distinguish it 
from other economic sectors. 
1. Tourism is a form of complementary demand (Morley, 1992). Its key elements are 
transport, food, and lodgings, some or all of which are consumed one by one, or in a 
more integrative manner, as a package during a single travel. 
2. Most tourism is private consumption, and the share of income spent on tourism 
has a high income elasticity. It may well be the case for international tourism demand. 
Most empirical studies on international tourism demand have proved that income 
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elasticities of international tourism demand are greater than unity, which suggests 
that intemational tourism products are regarded as luxury goods. 
3. The substitutability or complementarity between tourism products (destinations) is 
exchangeable. Different from most of other goods where the relationships are fixed, 
demand for alternative tourism destinations could be either substitutable or 
complementary. This depends on where the tourists come from. For example, the 
empirical results of Li et al (2002) suggest that some neighbouring countries such as 
Indonesia Malaysia, Philippines and Singapore are regarded as substitutes for 
Thailand by Japanese, Australian and UK tourists, but as complements by Korean 
and US tourists. 
4. Tourism products can be divided into privately produced goods and services and 
public goods. Public goods mean those generally available for free use so that one 
individual's consumption does not reduce or exclude the use by another individual. 
The public goods may be infrastructure (produced) goods or services, such as 
transport and police, or natural resources (non-produced), such as a sea view. 
Different from a private tourism product such as a hotel room which is solely 
enjoyed by the tourist who pays for it, public tourism goods can be enjoyed by any 
tourists who wish to consume them at a given time. 
5. International tourism is a special sort of export. Considering the contribution to 
foreign exchange earnings, international tourism, tourism products and services 
consumed by foreign visitors are regarded as exports from tourism receiving 
countries. Compared to other exports, consumers move to tourism products rather 
than the tourism products move to the consumers. Therefore tourism exports avoid 
the costs of distribution and transportation to other markets. They directly distribute 
purchasing power throughout the destination countries and generate foreign 
exchanges revenues. 
6. Tourism is affected by business cycles in the economy rather than by determining 
them, because tourism demand is primarily private consumption of services (thus 
inventory cycles are not important) and investment is capital intensive and long-term 
(Schulmeister, 1979; Sessa, 1983). 
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2.3 Indifference Curve Analysis 
The economic analysis of demand is based on some primary assumptions. First, the 
consumers are faced with scarce resources such as limited income or time; second, 
consumers behave in a rational manner; third, consumers aim to maximise their total 
satisfaction (or utility), subject to the constraint of limited income. The indifference 
curve is employed to describe the budget allocation amongst goods and services 
whose bundle of characteristics maximises the consumer's utility, given his/her 
preference and income budget. The following discussion in this section is partially 
based on Sinclair and Stabler (1997), Chapter 2. 
2.3.1 Time and Income Budget Constraints 
A tourist's utility is derived from the time spent on tourism and the quantities of 
other goods. In other words, disposable leisure time represents an element in the 
choice set available to the tourist. The cost or price of leisure is measured by its 
opportunity cost, i. e., the wages. For most tourists, the time available is made up of 
annual leave, long service leave and so on, and is basically institutionally determined. 
Due to limited time, people have to trade-off paid work against leisure time. The 
more paid work people undertake, the more income and consumption they have, with 
less leisure time available for potential tourism purpose. Figure 2.1 illustrates the 
combinations of consumption and leisure time given the income and time constraints. 
H 
T 
T2 
T1 
Income/Consumption 
Figure 2.1 Time and Income Budget Constraints 
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As can be seen in the figure, TKQ represents the budget line, with a kink K in it, 
arising from the time availability constraint. OQ represents the maximum 
consumption an individual can obtain, from spending the maximum time available 
(OT). The kink K shows a combination of an unemployed person, with OQ3 being 
the consumption available (from the unemployment benefits, for instance). Any point 
in the budget line between K and Q shows an intermediate combination. The slope of 
the budget line represents the wage rate. 
The indifference curve 11 (or 12) describes various combinations of different amount 
of consumption and leisure time, which provide the same utility to Consumer A (or 
B). The farther the curve is away from the origin, the greater utility he/she obtains. 
Given the income budget constraint, the optimal combination is determined by the 
point of tangency between the indifference curve and the budget line. For example, 
P, is represents the maximised utility of Consumer A, with consumption OQI and 
leisure time OTI. Similarly, P2 shows the optimal choice of Consumer B. Facing the 
same budget line, Consumer A and Consumer B chose different optimal 
combinations of consumption and leisure time because they have different 
preferences. 
Therefore, the amount of consumption and the amount of leisure time potentially for 
tourism depend on the consumer's income budget and preference, given a certain 
wage rate. However, if the wage rate increases, the consumer may consider spending 
more time on paid work, which results in more income and consumption and 
therefore less time for leisure. But it is not always the case. When the income 
increases to some level, the consumer may consider fixing or even reducing the 
working time and spending more time on leisure. This again depends on the 
consumer"s preference. 
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2.3.2 Demand for Tourism and Other Goods 
The demand for tourism is determined by the income budget and the preference 
between tourism and other goods and services. As Figure 2.2 illustrates, given a 
certain amount of income denoted by the budget line AB, a tourist can choose to 
consume OB tourism and no other goods (point B), or OA other goods and no 
tourism (point A). Apart from these two extreme cases, all the points on AB 
represent intermediate combinations, where the slope of AB indicates the relative 
price between tourism and other goods. 
CID 
0 
0 
-+-j 0 
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Figure 2.2 Consumption of Tourism and Other Goods 
Corresponding to different levels of income, a tourist may face different levels of 
satisfaction from consumption of combined tourism with other goods or services. 
This can be depicted by indifference curves 13,11 and12, representing from the lowest 
to the highest satisfaction, respectively. Given the budget line AB, the maximised 
obtainable satisfaction is allocated at PI, where the indifference curve 11 is tangible 
with the budget line AB. The optimal consumption of tourism is OTI, with OGI 
being the consumption of other goods. When the income level increases to AB', the 
consumer can achieve higher optimal satisfaction, denoted as point P2, determining 
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the consumption of tourism as OT2, and other goods being OG2. If income remains 
unchanged, the demand for tourism may be affected by the change of relative prices 
of tourism and other goods (the slope of the budget line). Therefore, income and 
relative prices are key influencing factors for tourism demand. 
The same analysis can also be applied to the budget allocation amongst different 
tourism products, i. e. different tourist destinations. Here are two extreme cases: 
substitution and complementation, which are focuses of the tourism demand 
elasticity analysis. They provide vital information for tourism marketing and 
planning. 
For example, when a U-K tourist plans a holiday in Western Europe, he/she may 
select a destination between France and Spain. In other words, France and Spain act 
as substitutes to each other. He/She may prefer Spain to France, so as illustrated in 
Figure 2.3, his/her optimal choice is at Point A, where his/her indifference curve 11 
meets the budget line AB and the vertical axis. However in the same situation 
another UK tourist who prefers France to Spain has his/her indifference curve 12 
meeting the budget line AB at Point B on the horizontal axis. This means this tourist 
substitutes his/her holiday in France for that in Spain. 
Alternatively, if a UK tourist plans to spend a holiday in Asia, he/she will possibly 
visit both Japan and Korea during the same trip. In this case, Japan and Korea are 
complements rather than substitutes. As Figure 2.4 shows, the tourist has an "L" 
shape indifference curve 11, and his/her optimal choice is to allocate the proportionate 
budget to each (OAI: OBI between Korea and Japan) given the budget constraint. 
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Figure 2.3 Tourist Destinations as Substitutes 
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Figure 2.4 Tourist Destinations as Complements 
2.3.3 Income and Substitution Effects of a Price Change 
To examine how and to what extent income and price affect tourism demand, effects 
of a price change are separated into the income effect and the substitution effect. In 
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order to identify the income effect, relative prices of tourism and other goods need to 
be held constant, while to identify the substitution effect, real income is held constant. 
Figure 2.5 illustrates the analysis. 
(A 
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0 Tj T2 B T3 Cf C Tourism 
Figure 2.5 The Income and Substitution Effects of a Price Change 
The horizontal and vertical axes refer to tourism product and other goods, which are 
2 
regarded as normal goods . AB represents a tourist's original budget line. If the price 
of tourism decreases, the budget line will move out to AC, with all the combinations 
in the triangular area ABC becoming available. Apart from the combinations along 
the horizontal axis, all the combinations give the tourist more of either good with no 
less of the other good than before. This can be explained by the rise of real income 
(or the purchasing power), although nominal income remains constant. This is the 
concept of the income effect of the price change. 
The substitution effect of a price change is easier to explain. It refers to the effect on 
demand of the change in relative prices, pure and simple-in the tourism context, it 
2 As with an inferior good, the income effect operates in the opposite way. 
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refers to the effect on demand for one destination when its price becomes cheaper 
relative to other goods. 
To investigate the substitution effect, real purchasing power is kept constant, so the 
tourist will remain on the indifference curve 11. But his/her original maximised 
satisfaction P, will not be optimal any more, because relative prices have changed. 
They are no longer given by the slope AB, but by the slope AC. The new optimal 
position will be the point on I, where the new relative price of tourism in terms of 
other goods is equal to the marginal rate of substitution of other goods for tourism. 
This is P2, where the line AV, parallel to AC, is tangent to 11. So the difference 
between the consumption of tourism before and after the price falls, OT2-OTI=TIT2, 
is the substitution effect of the price change. 
Similarly, to deduce the income effect, relative prices are held constant, but the real 
income is allowed to rise with the new indifference curvel2being associated with the 
increased budget. Then one can compare the difference of tourism consumption 
between the two optimal positions Of P2 and P3 which are faced with the same 
relative prices. Easily one can deduce the magnitude of the income effect of the price 
change, which is OT3-OT2=T2T3- 
Now the total effects of a price change (TITO have been divided into two principle 
parts: the income effect (T2T3) and the substitution effect (TIT2)- 
2.4 Demand Functions 
The above indifference curve analysis provides a graphical illustration of tourism 
demand. This section will show the mathematical derivation of tourism demand 
functions, which construct the foundation for further modelling of tourism demand. 
2.4.1 Specifications of Micro Demand Functions 
Traditional consumer theory suggests that, as a utility-maximising consumer, his/her 
demand for any product depends on the prices of all goods available to the consumer 
and his/her total expenditure. Suppose qi is the quantity demanded and p is a vector 
of the prices per unit of goods or services, subject to the budget constraint: 
y piqi , the utility maximising condition can 
be written as: 
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maxU(qi)=v(p, y) (i=1,2,... n) 
where v(-) is the consumer's indirect utility function, qj (p, y) is the consumer's 
(Marshallian) demand function (Keuzenkarnp and Barten, 1995). 
Since theory gives little information of the specification of a demand equation, 
empirical versions of qj (p, y) are basically of an ad hoc nature. Functional forms are 
selected according to their ease of estimation. With regards to explanatory variables 
in empirical demand studies including tourism demand studies, in addition to total 
expenditure, price variables typically include own-price, the prices of potential 
substitutes or complements, and the general price level (Thomas, 1993, p198). 
Therefore, Equation (2.1) can be rewritten in a liner form: 
qi =ko +k, pi +k2Ps +k3P + k4Y +6i (2.2) 
or in a power fonn: 
qi 
k, 
p 
k2 
p 
k3 
y 
k4 
u 
is (2.3) 
where p, is the price of a substitute (or complement), P is the general price level, kj 
y=0'l1..., 4) and K are parameters that need to be estimated, and ei and ui are 
disturbance terms. Compared to Equation (2.2), specification (2.3) is preferable in 
tourism studies as it features linearity in the logarithms. Its logarithm-transformed 
specification is given as: 
Inqi =ko +kl In pi +k, lnp, +k3 InP+k4 In y +, ci (2.4) 
where ko = In K and 6i = In ui and K and ui are defined in Equation (2.3). The 
additional property of Equation (2.3) (or 2.4) is that the various k parameters directly 
measure demand elasticities, which are frequently of interest in demand studies. For 
example, income elasticity is measured by: 
c-9 q- y 
77 y : --: 
( )(-) 
ýy qi 
(2.5) 
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Given Equation (2.3), income elasticity can be further calculated as: 
i7y =k -Kp 
kl k2pk3 
y 
k4 
4i PS 
Kp kl p 
k2pk3 
y 
k4 
si 
Kp kl p 
k2pk3 
y 
k4 
isi 
= 
k4 
y 
kl k2 3 4U Kp ips pk yki 
(2.6) 
In the same way, one can easily prove that k, is the own-price elasticity. As the 
above indifference curves have shown, the income effect for a normal good is 
positive, while the substitution effect of the own price is negative. Using Equation 
(2.3) or (2.4), these effects can be examined in a straightforward way. Moreover, the 
log-linear form generates relatively low residual variance compared to other 
functional forms given the same data set (Jud and Joseph, 1974; Lee et al, 1996; 
Vanegas and Croes, 2000). Due to the above advantages, the majority of tourism 
demand studies use the log-linear fonn. 
It should be noted that elasticities derived from Equation (2.3) or (2.4) are constant 
over time, providing the advantage from a managerial point of view, as they are easy 
to understand (Song and Witt, 2000), especially in a long-run analysis. However, 
there is an obvious disadvantage that the dynamics of elasticity evolution is ignored, 
so the dynamic analysis calls for more advanced specifications of demand functions. 
With regard to estimation of demand functions (2.3) and (2.4), to avoid the problem 
of multicollinearity and to maintain the degrees of freedom, the homogeneity 
restriction is commonly imposed prior to estimation (Thomas, 1993). To incorporate 
homogeneity is equivalent to impose the following linear restriction to Equations 
(2.3) and (2.4): 
kl +k2+k3+k4 =O 
Hence they become: 
(2.7) 
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AkPkY k4 
qi=K ui ppp 
(2.8) 
In qi= ko + k, In(-E-) + k, In(-Es-) + k4 In(l) + (2.9) ppp 
As can be seen from Equations (2.8) and (2.9), demand is specified as functions of 
relative prices and real total expenditure. 
2.4.2 The Aggregation Problem 
Demand theory refers to the individual consumer's demand for individual products. 
However available data tend to be aggregated. As a result, demand studies involve 
aggregation problems, i. e., to add together micro-relationships to provide a macro- 
relationship. Thomas (1993) builds up a bridge between micro theory and macro data 
by assuming a "representative consumer" who can be interpreted as a statistical 
average. To specify the demand function for the representative consumer, arithmetic 
averages of demand and total expenditure have to be employed. For example, assume 
there are M households, any individual household's demand is q,, (m = 1,2,... M) and 
the expenditure is y, the representative consumer's demand and expenditure are 
., q. 
IM and Y= Zy.. IM, respectively. Another aspect of aggregation refers Q=j 
to the grouping among individual products. For example, broad categories such as 
food and clothes are normally applied in demand studies. Corresponding to the 
definition of each broad group, the weighted average of individual prices needs to be 
calculated, commonly being presented as a price index. To replace lowercase-letter 
variables with the capital-letter counterparts, Equation (2.9) can be rewritten as the 
following aggregate form: 
In Qj = k,, + k, In( 
p+k ln(fs-) +k In( 
y )+ci (2.10) 24- ppp 
As with tourism demand studies, in order to distinguish the destination from the 
origin countries, the subscript of the origin country Y) is added to above functions. 
For example, Equation (2.10) is rewritten as: 
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ppY. 
In Qij =ko +k, In( ')+k2 In(-') + 
k4 In(-' + cu (2.11) pi pi pi 
where Qjj is the quantity of the tourism product demanded in destination i by tourists 
from country of origin j; Yj / Pj is real income in country of origin j. As tourism 
prices are normally represented by general price levels, Pj is also interpreted as the 
domestic tourism price in country of originj. the rationale of including the price of 
domestic tourism is because domestic tourism is regarded as a substitute for 
international tourism. Accordingly, Pi / Pj means the price of tourism in destination i 
relative to that in country of origin j; Pi / Pj is the price in alternative destination 
(such as a neighbouring country or a certain destination sharing similar tourism 
attributes) relative to that in origin countryj. 
2.4.3 Characteristics Theory for Demand Studies 
Unlike the above classical consumer theory in which a consumer's utility ftinction is 
derived from consumption of various goods, the characteristic theory-"a new 
approach to consumer theory" (Lancaster, 1966, p132) postulates that goods can be 
regarded as "bundles" of characteristics and therefore the consumer's utility is 
associated with the attributes or characteristics of the goods concerned. In contract to 
the assumptions of homogeneous goods and simultaneous consumption by a single 
representative consumer in the classical consumer theory, the characteristics theory 
highlights the heterogeneity in preferences and discreteness in choice 
(Papatheodorou, 2001 and 2002). Based on Lancaster's characteristics theory, the 
hedonic pricing model (HPM) and discrete choice models (DCMs) have been 
developed for demand studies. 
Hedonic Analvsis 
The HPM was developed by Rosen (1974). Given a good Z consisting of 
charactenstics z, , 
Z2 Zný the HPM is written as: 
P(Z) z- P(ZI 9 Z2 ý*-9 Zn) (2.12) 
Based on perfect competition and utilitY maximisation, the HPM is used to estimate 
the implicit equilibrium price of each characteristic of the good concerned. 
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Correspondingly, the demand for Z can be written as the following function of the 
implicit prices Of ZI, Z29 ... 5 Znq income Y and preferences (5 (as well as other 
influencing factors) (see Clewer et al, 1992 and Sinclair et al, 1990): 
D(Z) = D(z, 5Z2 9 ... 9Zn9Y9ö) (2.13) 
Therefore, a full range of the hedonic analysis for demand includes the above two 
stages (Brasington and Hite, 2004). In the tourism context, the hedonic analysis is 
used to investigate the price competitiveness of specific tour operators, tourism 
resorts, and holiday packages. The empirical studies include Clewer et al (1992), 
Espinet et al (2003), Mangion et al (2003), Sinclair et al (1990), Papatheodorou 
(2002), Rugg (1973) and Taylor (1995). Apart from Rugg (1973) who applies the 
hedonic approach to a demand function for destination choice analysis, the other 
researchers focus on the first stage HPMs for price competitiveness analysis rather 
than demand analysis. Using price information from brochures provided by tour 
operators, such a hedonic analysis is more related to supply than demand (Sinclair et 
al, 1990) unless a proper observation period is carefully selected. As Papatheodorou 
(2002) argues, during the high tourist season (e. g. the second week in August for 
Mediterranean destinations) when few discounts are offered, the brochure prices 
could be regarded as equilibrium prices. Although some studies (such as Espinet et al, 
2003 and Mangion et al, 2003) have extended the original cross-sectional HPM to a 
panel specification, insufficient historical brochure data and the nature of hedonic 
variables (a large number of dummies) restrict its application to tourism forecasting. 
Discrete Choice Models (DCMs) 
DCMs are used to model consumers' individual choices among mutually exclusive 
and collectively exhaustive sets of alternatives. DCMs differ from the HPM in 
attempting to recover a full demand function (as opposed to just a pricing function). 
The consumerfs utility (U. ) from the purchase of alternative i is: 
uy =f (Xi) + cii (2.14) 
where f (X, ) is the function of the attribute vector (X) related to i, and c, is a 
random disturbance term (see Nijkamp, 2004). In a binary choice context, the 
probability that an alternative is chosen or not chosen is written as (2.15) or (2.16): 
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Prob (Y 11 X) = F(X, ß) (2.15) 
Prob(Y 01 X)= 1-F(X, ß) (2.16) 
where 8 is a set of parameters reflecting the impacts of changes in X on the 
probability. Based on different assumptions of the distribution of disturbance 6,, two 
commonly used models-probit and logit models are identified, written in (2.17) and 
(2.18), respectively (see Greene, 2003): 
Prob (Y = 11 X) =f O(t)dt = (D(Xý6) 
Prob(Y = 11 X) = 
ex; q A(Xý6) 
1+e X-P 
(2.17) 
(2.18) 
where (D(. ) and A(. ) are notation for the standard normal distribution and logistic 
cumulative distribution, respectively. 
More often a consumer faces multiple choices, therefore multinomial DCMs should 
be applied. Given a hierarchical decision process among several aspects of a 
heterogeneous indivisible good, the nested multinomial model, the extension of the 
multinomial model, should be employed (Chesher and Santos Silva, 1992). The 
demographic structure of households is an important influencing factor in demand 
studies, particularly at the disaggregated level. DCMs can easily accommodate this 
factor as an attribute that may determine a consumer's choice. Therefore, DCMs are 
useful for disaggregated demand analysis. In the tourism context, the DCMs have not 
been applied widely. The applications include analyses of the determinants of 
individual choice among destinations, vacation activities (see, for example Dellaert 
et al. 1995 and 1997; Eymann and Ronning, 1996 and 1997; Haider and Ewing, 1990; 
Morley 1994a; ) and the tradeoffs residents are willing to make with respect to 
tourism's impacts (Lindberg et al, 1999). These studies are restricted to only a static 
analysis of tourists' behaviours based on cross-sectional survey data, while the 
changes of tourists' choices over time are ignored. Correspondingly, tourism demand 
forecasting is also beyond the consideration of these studies. 
Tourism demand analysis in this study is based on the assumption that each 
destination is an aggregate tourist product (Sinclair and Stabler, 1997), and therefore 
the aggregate data are used. Although the hedonic analysis and DCMs can provide 
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insights on tourism products' heterogeneous characteristics, due to different data 
requirement and unsuitability for forecasting evaluation and comparison with other 
econometric models, they are excluded from the empirical analysis in this study. The 
following parts of this study will focus on those econometric forecasting models 
which are commonly based on the classical demand theory and use aggregate 
demand data. 
2.5 Measurement of Tourism Demand 
Kim (1988, p25) classifies the measurement criteria for all types of travel demand 
into four categories: 
-A doer criterion: number of tourist arrivals, number of visits, visit rate, etc; 
-A pecuniary criterion: the amount of tourist expenditure (receipt), share of 
expenditure (receipt) over income, etc; 
A time-consumed criterion: tourist-days, tourist-nights, etc; 
A distance-travelled criterion: distance travelled in mile or kilometre, etc. 
Amongst above four categories, the doer criterion and pecuniary criterion dominate 
international tourism demand studies. Considering statistical availability and 
consistency between data sources, tourist expenditure/receipts and tourist arrivals are 
principal variables commonly used in empirical studies. In addition, tourist nights are 
also under consideration in a few certain cases. The annual data of these three 
measures are available from the WTO for most tourism destinations. 
2.5.1 Tourist Expenditure/Receipts 
International tourist expenditure/receipts indicate the direct impact of tourism on the 
balance of payments and foreign exchange earnings. Following the WTO's definition, 
international tourist receipts is described as expenditure of international inbound 
visitors including their payments to national carriers for international transport. They 
should also include any other prepayments made for goods/services received in the 
destination country. International tourist expenditure is defined as expenditure of 
outbound visitors in other countries including their payments to foreign carriers for 
international transport. 
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Data on international tourist expenditure and receipts are generally collected by the 
bank reporting method or sample surveys (Witt and Witt, 1995). As with the former 
method, data are gathered based on registration by authorised banks and agencies of 
the buying and selling of foreign currencies by travellers. This considerable difficulty 
of this method is associated with the availability of disaggregated figures by travel 
purpose. Other problems include identifying transaction as a tourism transaction, 
non-reporting of relevant transactions. Compared with the bank reporting method, 
sample surveys provide relatively reliable data, but require considerably large sample 
sizes. 
As values of nominal expenditure/receipts include the element of price variation, real 
expenditure/receipts deflated by price indices are more appropriate. Where the 
objectives of tourism demand studies are distribution of demand or budget 
allocations among various destinations, the share of tourist expenditure/receipts is 
preferable, and it is particularly used in AIDS models. 
2.5.2 Tourist Arrivals 
The variable of tourist arrivals indicates the numbers of visits instead of the number 
of persons. The same person who makes several trips to a given country during a 
given period will be counted as a new arrival each time, as well as a person who 
travels through several countries on one trip is counted as a new arrival each time. 
Tourist arrivals data provide crucial information for tourism management such as 
projections of accommodation capacity and airline capacity for investment of new 
hotels, new airlines, and so on. 
International tourist arrivals data are recorded by frontier counts, registration at 
accommodation establishments or sample surveys. The first two records apply to 
inbound tourism while the last one is applicable to both inbound and outbound 
tourism. Frontier counts may exaggerate the real tourist arrivals figures on account of 
the large number of transit passengers. On the other hand, accommodation 
establishment records cannot reflect the full picture of tourist flows as some tourist 
arrivals are omitted, such as tourists staying with friends or relatives or in other 
forms of unregistered accommodation. Same as recording tourist expenditure or 
receipts, sample surveys are more reliable, but it is also subject to the sample size. 
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2.5.3 Tourist Nights Spent 
Tourist nights spent at tourist accommodation is an alternative measure of tourism 
demand. This measure has significant meaning for the accommodation sector. 
However, frequent exclusion of nights spent in various supplementary types of 
tourist accommodation affects its reliability. For example, camp sites, apartments, 
rooms rent within private households or nights spent with friends or relatives are 
normally excluded from the tourist nights record (Syriopoulos, 1990). Another 
problem relating to this measure refers to the corresponding use of only one price to 
represent all types of accommodation, which disregards different sensitivities of 
tourists to the price changes of different accommodations and obscures the influence 
on the accommodation's quality (Bakkal, 1991). 
Due to non- availability of consistent data across tourism destinations and over 
sufficient long time periods, the measure of tourist nights is rarely used in studies of 
international tourism demand. The exceptions include Bakkal (1991) and Sorensen 
(1999). 
2.6 Influencing Factors of Tourism Demand 
Demand for tourism is determined by a large number of factors covering economic, 
social, demographic, political and technological aspects. Apart from economic 
factors, many of the other factors have qualitative features. The difficulty of 
quantifying these factors is the main problem in modelling and forecasting tourism 
demand. Therefore, tourism demand studies briefly focus on economic factors, with 
simplified treatment of some qualitative factors. 
2.6.1 Income 
As the previous indifference curve analysis has shown, income, along with prices, is 
regarded as the key determinant for demand of a product or service such as tourism. 
The responsiveness of demand for tourism to changes in income is measured by 
income elasticity of demand, which is defined as the percentage change in quantity 
of tourism demanded caused by one percent change in income of the tourist. 
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In general, demand for tourism especially international tourism is regarded as income 
elastic. In other words, income elasticity is greater than one, indicating that tourism 
is a luxury good. If tourism demand is measured by tourist expenditure/receipts, its 
income elasticity is greater than measured by tourist arrivals or tourist nights (Bull, 
1995). The explanation can be seen as follows. When the tourist's income decreases, 
he/she is more likely to choose cheaper holidays rather than fewer holidays. On the 
other hand, if his/her income increases, he/she may still suffer from the same length 
of time constraint, therefore it is more possible to spend more expensive holidays 
than to spend longer or more holidays. 
The effect of income to tourism demand is also subject to the form of tourism, which 
can be seen in Figure 2.6. It suggests that general vacation demand is more income- 
elastic than VFR demand, and secondary vacations are the most income-elastic. 
However, demand for business travel, as well as luxury travel is relatively income- 
inelastic. 
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Figure 2.6 Income Elasticity of Demand for Different Types of Tourism 
Source: Bull (1995), p3 7. 
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As with pleasure tourism, discretionary income, defined as the remaining income 
after spending on necessities of origin country, would be the most appropriate 
measure of tourists' income (Lim, 1997b). But it is a subjective variable and 
therefore is immeasurable. Practically, personal disposable income or private 
consumption is used as a suitable proxy. As far as business travel is concerned, 
national income (for example, GDP or GNP) and aggregate imports and exports 
between destination and origin countries should be considered. 
2.6.2 Relative Tourism Prices 
According to demand theories, price (cost) is another crucial factor influencing 
tourism demand. In general, the relationship between price and tourism demand is 
inversely proportional. Likewise, price is expected to affect tourism demand 
adversely. There are three aspects of cost concerning international tourism demand: 
tourism prices in the destination, travel costs spent on travelling between origin and 
destination, and exchange rates between destination and origin countries. 
Tourism prices are costs of goods and services occurring at the destination, such as 
accommodation, local transportation, food and entertaim-nent. Strictly speaking, the 
tourism price is a function of total mix of all goods and services consumed by each 
tourist (Vanegas and Croes, 2000). Theoretically this variable should consist of 
prices of a "basket" of goods and services consumed by tourists (Kliman, 1981). 
However, "to compile a reliable one requires more complete data than the available 
at present" (Jud and Joseph, 1974, p26-27). The predominant proxy is the consumer 
price index (CPI). Martin and Witt (1987) prove that the exchange-rate adjusted CPI 
is an appropriate measure of the tourism price within the international context. 
Although some researchers have tried a couple of specific tourist costs of living 
variables, such as drink and tobacco price indices, shopping, meals, entertainment 
and hotel price indices, weighted prices of food, accommodation, transport, 
entertainment and other categories, and the average spending on travel goods and 
services as the composite tourism price, these measures suffer from some biases due 
to use of unreliable data (Gonzalez and Moral, 1996). As yet no alternatives have 
been found to be more appropriate than CPIs to measure tourism prices. 
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In addition to the own price effect, substitute prices may also be important 
deten-ninants for tourism demand. Therefore, it is better to specify tourism prices in 
the relative form, i. e., relative tourism prices. Another advantage of using relative 
prices in demand functions has been explained in Section 2.5. 
Table 2.1 Types of Price Definitions Used in Previous Research 
No. Definition Comments 
1. Prices in the destination country 
relative to prices in the origin 
country. 
Assumes that the principle decision facing 
international tourists is whether to spend 
their vacation in the particular destination 
country or to vacation in their own country. 
2. Prices in the destination country Assumes that the international tourist first 
relative to prices in alternative decides whether or not to travel 
foreign destination(s). internationally and then, as a second stage 
chooses the particular destination(s). 
3. Prices in the destination country 
relative to a weighted average of 
prices in both the origin country 
and alternative foreign 
destination(s). 
A combination of the above two definitions. 
4. Prices in the origin country The reciprocal of definition 1. 
relative to prices in the destination 
country. 
5. Prices in alternative foreign The reciprocal of definition 2. 
destination(s) relative to prices in 
the destination country. 
6. Prices in the destination country. Provides an estimate of the own-price 
elasticity. 
7. Prices in alternative foreign 
destination(s) or in the origin 
country. 
Provides an estimate of cross-price 
elasticity(s). 
Note: Some studies included an exchange rate adjustment to these general definitions, wile 
others did not. 
Source: Crouch (1992), p650. 
Crouch (1992) summaries various price definitions used in the tourism demand 
studies, which is shown in Table 2.1. Definitions 1 to 5 are expressed in relative 
terms, and 6 and 7 are expressed in absolute terms. Definitions 4 and 5 are the 
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reciprocal of I and 2, respectively. Therefore, the signs of the price elasticity for 
definitions 4 and 5 are expected to be the opposite that of definitions I and 2, given 
other conditions to be equal. 
According to theoretical derivation of demand function (2.11), another important 
relative price is missing from the above table, which is the price in alternative 
destination relative to that in the origin country. This definition, as well as Definition 
I in the above table, are more consistent with demand theory, and are therefore 
employed in the current study. 
The relative price of the destination to the country of origin, or relative substitute 
prices, both presented as CPI ratios, are often adjusted for differences in exchange 
rates (ER) between the currencies of the countries concerned. For example, the 
relative price (RP) between destinationj and origin country i is written as: 
L' D RP. Y 
cpii 
(2.19) 
The exchange rate adjusted CPI ratio is also known as the "real exchange rate" 
(Rosensweig 1986), which is used to measure the effective prices of goods and 
services in the destination. Therefore, an increase in RP, suggests that tourism in 
destinationj is relatively more expensive for tourists from country i. This may result 
from either a higher inflation rate in the destination relative to the origin, or the 
destination currency having become more expensive in terms of the origin currency. 
With respect to price elasticities, the own-price elasticity and cross-price elasticity 
are identified relating to own prices and substitute prices, respectively. As normal 
goods, most tourism products have negative own-price elasticities. An own-price 
elasticity greater than I (in absolute value) means an increase in the price will lead to 
a more than proportionate drop in quantity demanded and therefore a lose in total 
revenue. On the other hand, an own-price elasticity less than I (in absolute value) 
suggests that an increase in the price will result in a rise in total revenue. Therefore to 
identify the magnitude of the price elasticity can help tourism policymakers and 
planners in destinations to make appropriate pricing policies. 
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As far as the cross-price elasticity is concerned, it can be either positive or negative, 
subject to the relationship between the main destination and alternative destinations. 
A positive cross-price elasticity indicates substitution between the main destination 
and alternative destinations. On the other hand, a negative cross-price elasticity 
suggests that the alternative destinations act as complements for the main destination. 
Therefore, to identify the relationship between different destinations by examining 
cross-price elasticities has important policy implications. 
2.6.3 Travel Costs 
Travel costs refer to the costs of round-trip travel between the countries of origin and 
destination. "The demand for transportation in international travel is a derived 
demand, namely to purchase tourism services" (Lim, 1997a, p843). On the 
aggregated level, the appropriate measure of travel costs is the average costs 
weighted by shares of different transportation manners (by air, sea and land). 
However such a measure is unavailable due to the lack of categorised data. The 
principal proxy is the economy airfare between the main cities in the countries of 
origin and destination. Other proxies having been used in early studies include the 
real air travel cost, real average airfare, excursion airfare, cheapest airfare, distance, 
and real revenue per passenger-kilometre/mile of scheduled airfares. Private gasoline 
costs (plus ferry costs) are used as proxies for surface travel. 
However such proxies are not unproblematic. As Smeral and Witt (1996) argue, 
since the transport cost depends considerably on the oil price, which influences all 
transports in a similar manner, the airfare appears to be "approximately constant". 
Moreover, incorporating such a variable may probably raise the problem of 
multicollinearity 3 with the income variable (Lim, 1999). 
2.6.4 Exchange Rates 
Another measure of prices in addition to the tourism prices and travel costs is the 
exchange rate, which influences international tourism demand to some extent. 
Devaluation of a destination's currency relative to that of the origin country may 
3 Although it is a sign of Cl and error correction mechanism can deal with it, in most other 
econometric models, it violates the assumption for model estimation. 
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have a positive impact on tourism demand. Meanwhile, this impact is likely to take 
place between the main destination and its competitors. 
The role that exchange rates play in demand for tourism has been discussed in some 
previous studies. For example, Gray (1966, p86) argues: 
Prices are seldom completely known in advance by travellers so that the price level 
foreseen by the potential traveller will depend predominantly upon the rate of 
exchange of his domestic currency and hearsay evidence. Thus, while the influence 
of the price variable is undoubtedly complex, the rate of exchange can be expected to 
be a prime indicator of expectedprices. 
In addition, Artus (1970, p605) also explains: 
The effect of change in exchange rate on foreign travel is not similar to the effect of 
differential rates of inflation. The consequences of a change in exchange rate are 
immediately perceived by potential foreign travellers. On the other hand these 
persons are probably not well informed about recent price developments in foreign 
countries. 
However, to use exchange rates in tourism demand functions can be misleading, as 
even though the rate of exchange in a destination may be more favourable, this could 
be counterbalanced by a relatively high inflation rate (Witt and Witt, 1992). 
Moreover, incorporation of both exchange rates and tourism prices may result in the 
multicollinearity problem, as they are both measures of prices. With the development 
of modem communication means, infonnation becomes more and more transparent 
and symmetric, and the early comments by Artus (1970) and Gray (1966) seem to be 
less applicable to modem circumstances. The more appropriate treatment of price 
variables is to combine changes in exchange rates and tourism prices in order to 
generate the exchange-rate-adjusted relative price as mentioned above. By such a 
treatment, more degrees of freedom can also be saved. 
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2.6.5 Expectations and Habit Persistence 
Once people spend an enjoyable holiday in a given destination, they are likely to 
return this destination in the future, as there is less uncertainty related with secondary 
vacations compared with a new holiday at a previously unvisited destination. This 
effect is called habit persistence. In addition, impressions of a tourist destination 
achieved by people who have already been there can exert a strong influence on their 
colleagues, friends and relatives to visit it as well. This is termed demonstration 
effect or word-of-mouth effect. Since some adaptive expectations or learning 
processes are in operation and most people are risk averse, the number of tourists 
visiting a given destination depends on the numbers of previous visitors (Song and 
Witt5 2000). 
To reflect the influence of habit persistence on tourism demand, a lagged tourism 
demand variable is incorporated into the demand function. By doing so, the demand 
function is expressed in a dynamic form. 
2.6.6 One-off Events 
Olympic Games, terrorist attacks, political instability and serious infectious diseases 
may all generate impacts on tourism demand, in either favourable or adverse 
directions. Two of the most significant impacts on recent international tourism 
demand can be seen in the "9.11" terrorist attacks on the US in 2000 and the Severe 
Acute Respiratory Syndrome (SARS) in the mainland China, Hong Kong, Canada 
and some other Asian countries in 2003. WTO's statistics suggests that the effects of 
the "9.11" attacks are global. The whole world's international tourist arrivals amount 
to 693 million in 2001,4 million down from the 697 million of 2000 (accounting for 
0.6%), Most affected regions include South Asia (-6.3%), the Americas (-5.9%) and 
Middle East (-3.1 %). 
To capture the impacts of these "one-off' events, the practical treatment is to include 
dummy variables into demand functions. A dummy variable is specified as I in the 
year(s) when the effect of the event takes place and 0 otherwise. However, in some 
cases the effects of the events fade away gradually, and therefore it is difficult to 
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identify the periods when the events take effect on tourism. In these cases this 
treatment of dummy variables will not be helpful. 
2.7 Chapter Summary 
By reviewing demand theories and the derivation of demand functions, this chapter 
provides theoretical foundations for tourism demand studies in the respect of 
microeconomics. First of all, some key economic characteristics of tourism demand 
are identified to distinguish itself from demand for other goods. Typically demand 
for tourism features relatively high income elasticity and flexible substitution and 
complementation relationships. Then demand for tourism is demonstrated using 
various indifference curves. Utility maximisation given scare sources is the principle 
of demand analysis. Time and income constraints indicate that potential tourists have 
to trade off between paid work and unpaid leisure. With limited income restrictions, 
a consumers optimal allocation of budget on tourism products and other goods is 
decided by the tangent between his/her budget line and the indifferent curve. The 
analysis of income and substitute effects of a change in price indicates that, for 
normal products such as tourism, the income effect is positive while the substitute 
effect is negative. The graphic demonstrations of tourism demand are then followed 
by a mathematical derivation of tourism demand functions. The derived log-linear 
specification including relative prices and real expenditure forms the basis of the 
empirical modelling of this study. Finally measures of tourism demand and various 
influencing factors, i. e., dependent and independent variables in demand functions, 
are explained. Tourist arrivals and tourist expenditure/receipts dominate tourism 
demand studies, followed by tourist nights spent in tourism accommodations. Apart 
from income and prices which have been mentioned in previous analysis, other 
potentially influencing factors include expectations and habit persistence, as well as 
various one-off events. With regard to price variables, three sorts of costs are 
identified in the tourism context: tourism prices in the destination, travel costs 
between the origin and destination, and exchange rates. It should be noted that, 
although some other qualitative elements might also affect demand for tourism, the 
difficulty of quantifying the qualitative factors (except one-off events) restricts their 
entry into econometric models. 
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Chapter 3 Tourism Demand Forecasting Procedure 
1 Introduction 
This chapter aims to explain the tourism demand forecasting procedure, which forms 
the theoretical framework of the later empirical study. This chapter starts with 
classifications of tourism demand forecasting, which describes tourism demand 
forecasting in various perspectives. Through the discussion in this section, some key 
pairs (or group) of terms are to be identified, which will lead to a full definition of 
the scope of the current study. In the next section, two classical demonstrations of 
forecasting processes will be reviewed, followed by the forecasting procedure in this 
study being set forth. In the last section, some key factors that influence forecasting 
perforinance and its evaluation are to be discussed. 
3.2 Classifications of Tourism Demand Forecasting 
Tourism forecasting techniques can be described in many dimensions. To develop an 
understanding of the field of tourism forecasting requires some clear terminology to 
identify its diverse features. 
3.2.1 Qualitative forecasting and Quantitative forecasting 
Considering the data information available, tourism forecasting techniques fall into 
two major categories: quantitative forecasting and qualitative (or technological) 
forecasting. As Makridakis et al (1998, p9) argue, quantitative forecasting methods 
are applicable given the following three conditions: 
--Sufficient information about the past is available; 
--This information can be quantified in the form of numerical data; 
--It can be assumed that some aspects of the past pattern will repeat in the future. 
Quantitative forecasting requires that the objective numerical measurements are 
consistent over the historical period, and statistical principles serve as a brief 
foundation. Quantitative forecasting methods fall into two main subcategories: causal 
and non-causal methods, which will be interpreted in the following subsection. 
Considering the amount of applications, quantitative forecasting is dominant on the 
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tourism literature. Quantitative methods are particularly useful for short-tenn 
forecasts, as the relationships between variables are likely to remain reasonably 
constant over this short time period. When the time period of prediction lengthens, 
the relationships tend to be less and less constant, and the accuracy of quantitative 
forecasting may decline. The main weakness of quantitative forecasting is its reliance 
on aggregated data (Uysal and Crompton, 1985). Data unavailability restricts its use 
in individual tourism projects. 
On the other hand, if little or no quantitative information is available, but sufficient 
qualitative knowledge exists, qualitative forecasting approaches are appropriate. 
Notably, Archer (1994) points out three major situations in which the qualitative 
forecasting is preferred: 
--Data are insufficient or are known to be unreliable; 
--It is not possible to construct a suitable numerical model; 
--Time is insufficient to initiate and operate a quantitative analysis. 
In need of no mathematical rules, qualitative forecasting relies on intuitive thinking, 
judgment and accumulated experience from the experts. 
Qualitative forecasting methods can be further divided into different subdivisions 
according to different criteria, e. g., Makridakis et al (1998) divide qualitative 
forecasting into exploratory and normative methods. Exploratory methods start with 
the past and present as the starting point and move toward the future in a heuristic 
way, with all available possibilities being examined. On the other hand, normative 
methods begin with the future by specifying future aims and objectives, and then 
work backwards to investigate whether these can be achieved based on available 
resources, technologies and constraints. Exploratory forecasting includes the Delphi 
method, analogies and morphological research, while normative forecasting includes 
decision matrices, relevance trees and system analysis. Archer (1987) gives the 
classification in tourism demand forecasting. He divides qualitative forecasting into 
simplistic and technological methods. The former indicate the subjective assessment 
methods which include, for example, executive opinion and sales force estimates. As 
relatively few participants are involved in the simplistic approach, the reliability of 
forecasting results are questionable. The latter generally denote forecasting 
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techniques focused principally on predicting the environment and technology in the 
longer run. Prehoda (1967) also defines technological forecasting as "the description 
or prediction of foreseeable invention, specific scientific refinement or likely 
scientific discoveries that promise to serve some useful function". 
Instead of generating any precise numerical forecast, qualitative forecasting aims to 
provide hints to assist planners in medium- and long-run situations such as 
formulating strategy, developing new products and projecting long-range marketing 
plans. For example, given a newly established tourist hotel that has no historical data 
concerning its business operation, it is preferable to apply qualitative approach to 
forecast its future trends. In fact, qualitative forecasting is not necessarily cheaper or 
easier to apply than quantitative methods (Fretchtling, 2001). The type of forecasting 
methods applied in any particular study depends on the specific objectives of 
research, the quantity and quality of the data available and the time allowed in which 
the work is undertaken (Archer, 1976). However, a combination of both qualitative 
and quantitative forecasting, if possible, is advantageous. Tideswell et al (2001) 
make a good trial of such a combination in their forecasts for South Australia's 
domestic and international tourism markets. They adopt an integrative forecasting 
approach that combines quantitative top-down and bottom-up (time-series) 
approaches along with a qualitative Delphi survey to gather the key industry input to 
the forecasting process. The results show that the forecasting accuracy for the overall 
international markets is high (MAPE of 3.0%), but quite low in some particular 
segments. It may well be worth incorporating causal quantitative models in further 
combined forecasting exercise, so as to investigate the improvement of forecasting 
accuracy. 
3.2.2 Forecasting with Non-Causal and Causal Models 
As mentioned above, two major approaches to quantitative forecasting are identified: 
causal (or explanatory, principally econometric) and non-causal (or time-series) 
methods. They are based on different philosophical premises and serve different 
purposes. 
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Causal methods assume a cause and effect relationship between the inputs to the 
system and its output (Makridakis et al, 1983, p17). This can be demonstrated in 
Figure 3.1. 
System 
Inputs Causal and effect 
0, relationship 
Random effects 
Output 
10 
Figure 3.1 Causal Relationship with Random Noise 
Source: Makridakis et al, 1983, p20. 
The system refers to the object that one is forecasting. Assuming a constant 
relationship exists between inputs and the output, any change of inputs is to affect the 
output in a predictable way. In the meanwhile, some unpredictable elements may 
also generate effect on the output. So the causal forecasting intends to identify the 
causal relationship by observing the features of the output, and considering the 
random effects at the same time. The identified relationship will be used to predict 
the future states of the system. 
On the contrary, non-causal forecasting methods treat the system as a "black box" 
and the prediction of the future output only depends on the pattern of the input data 
and randomness. Non-causal forecasting is demonstrated in Figure 3.2. 
System 
Inputs 
-.,, 
I Generating process I Output 10 
Random effects 
Figure 3.2 Non-Causal Relationship with Random Noise 
Source: Makridakis et al, 1983, p20. 
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The advantage of causal methods over non-causal methods is the identification of the 
causal relationship. Causal methods play roles in both forecasting the future trends 
and interpreting the existing relationship between demand and its determining forces. 
Causal forecasting is of great importance particularly for tourism policy making. For 
example, to find out what factors and to what extent they affect tourism demand, 
which in turn will help develop appropriate tactical and strategic marketing plans for 
the future. However, the disadvantage of causal methods is also associated with the 
causal relationship. The more inflencing factors considered in the system, the larger 
amount of data information the forecaster needs to collect, and consequently the 
more difficult to generate accurate (ex ante) forecasts due to more uncertainty 
involved in forecasting these causal variables. Relatively, non-causal methods are 
easier and cheaper to apply. However the greatest drawback probably is the lack of 
the interpretion ability. Some researchers comment on the fact that some simple 
time-series models outperform comprehensive econometric models in terins of 
forecasting accuracy. Hendry and Clements (2003), however, give the evidence 
against this argument, and point out that the source of the successful approaches is 
their adaptability, rather than their simplicity. Simplicity alone is not the relevant 
criterion for evaluation of forecasting models. 
Quite a few researchers have given detailed classifications of alernative forecasting 
approaches applied in the tourism context. Here three cases are considered, which are 'r- 
Archer (1994), Kim (1997), Uysal and Crompton (1985), seen in Figures 3.3-3.5. 
Time Series 
Quantitative Gravity & Trip Generation Model 
Causal Models 
Multivariate Regression 
Traditional Approaches 
Qualitative Delphi Model 
-Judgment-Aided Model 
Figure 3.3 Alternative Approaches to Demand Forecasting in Tourism I 
Source: Uysal and Crompton (1985). 
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Trend Projection 
Univa. riate 
Moving Averages 
Time Series Decomposition Analysis 
Exponential Smoothing 
Box-Jenkins I 
Quantitative Causal 
Box-Jenkins 11 
Indicators 
Market Analysis 
Clawson Technique 
Regression 
Spatial Models 
Growth Scenario 
Almost Ideal Demand System 
System Dynamics System 
Input-output Analysis Models 
Simplistic 
Executive Opinion 
Sales Force Estimates 
Qualitative Delphi Models 
Morphological Analysis 
L-I-echnological Scenarios 
Cross-impact Analysis 
Relevance Trees 
Figure 3.4 Alternative Approaches to Demand Forecasting in Tourism 11 
Source: Archer (1987), p26 
Comparing the above three classifications, a major difference exists in the subgroup 
of causal models. The "Multivariate Regression" in Figure 3.3 refers to the 
"Econometric Analysis" in Figure 3.5, while the latter gives further division. In 
Figure 3.4, Archer pools most of causal models together, rather than divide them into 
subgroups. Moreover, Archer specifies another group of "System Models" in 
addition to causal and non-causal models, containing "input-output analysis" and 
(6system dynamics". This classification seems unusual, as AIDS also belongs to 
system models, but is not allocated in this group. Meanwhile, input-output analysis 
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also examines inter-relationships between various economic variables, so it also 
features causal analysis, but is allocated outside the "Causal" group. 
Naivc Model 
Univariatc, 
Time Series 
Quantita6ve. 
Causal 
Modds 
-Simplisdc 
QualiLitive 
Technological 
Moving Avcrages 
Exponential Smoothing 
Decomposition Analysis 
Box-Jenkins 
Gravity & Trip Generation Model 
Econometric Analysis 
Classical Mulfivariable Regression 
Almost Ideal Demand SYstem 
Cointegration & Error Correction Model 
Vector Autoregression 
Neural Network Model 
Executive Opinion 
Sales Force Es6mates 
Delphi Models 
Scenario Writing 
Figure 3.5 Alternative Approaches to Demand Forecasting in Tourism III 
Source: Kim (199 7), pH7. 
3.2.3 Ex Post Forecasting and Ex Ante Forecasting 
Simply on account of different starting point of time for forecasting, there are ex post 
forecasting and ex ante forecasting. According to Frechtling (2001, p259), ex post 
forecasting is defined as "holding out the final one or more observations from our 
historical time series when estimating a forecasting model and then evaluating the 
model on how well it forecasts these final observations, " and ex ante forecasting 
refers to "using a forecasting model to produce estimates of a historical time series 
beyond the known values of that series. " This classification applies to both time- 
series and econometric forecasting, and the above definitions are easier to understand 
within the non-causal content. However, for econometric forecasting, situations are 
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more complicated. Witt and Witt (1992, p83) summarise the various situations and 
they are demonstrated in Figure 3.6. 
Model fit 
Future 
Ex ante 
Estimation period Ex ante or forecast 
Ex post 
forecast 
to tj t2 
Present 
time 
Figure 3.6 Ex Ante/Ex Post Forecasts 
Source: Witt and Witt, 1992, p83. 
Situation 1: The model is estimated using the data covering the whole sample period 
(from to to t2), and the forecast is projected for the period t, to t2- Some researchers 
call it ex post forecasting, but most others term it the "model fit". Apparently, true 
values of the explanatory variables are used for the forecasting examination in the 
period tj to t2. 
Situation 2: The model is also estimated using all the data available, but the forecast 
is generated for the time afterwards. This is the typical ex ante forecasting, which is a 
consensus among researchers. 
Situation 3: The model is estimated using partial sample data to to tj, and the 
forecasting period is between tj and t2. All the inforination during the forecasting 
period is blinded, and therefore to obtain the forecasts of the dependent variable, 
forecasting explanatory variables are required first. This approach is also referred to 
as ex ante forecasting by some researchers. 
Situation 4: The estimation and forecasting periods are the same as situation 3. The 
difference is that the true values rather than the predicted values of the explanatory 
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variables are utilised to generate the forecasts for the dependent variable. This 
method is called ex post forecasting 
As can be seen from above descriptions, the four situations are associated with 
different forecasting purposes. Situation I aims to examine the fitness of the model, 
situation 2 intends to generate the forecasts for the real future and provides assistance 
for policy making, while situations 3 and 4 focus on the forecasting ability of the 
model concerned. Compared to situation 3, situation 4 is to be preferred, and two 
main reasons are given by Witt and Witt (1992). First, it is difficult to obtain 
commonly accepted retrospective forecasts for the explanatory variables. Secondly, 
to evaluate a model's forecasting ability, emphasis should be placed on the technique 
only, and inclusion of forecasting errors of explanatory variables will distort the 
evaluation. Therefore, situation 4 is the most commonly used method for out-of- 
sample evaluation of forecasting accuracy. 
Ex ante forecasting (situation 2 in the causal forecasting context) should not be 
applied alone. Ex post forecasting examination (situation 4) amongst alternative 
forecasting techniques helps to select the most appropriate model(s) to generate the 
potentially most accurate ex ante forecasts. Therefore, the ex ante forecasting should 
be applied along with ex post forecasting. 
3.2.4 Error Magnitudes, Directional Change Errors and Trend Change 
Errors 
Forecasting accuracy can be evaluated using three measures: absolute magnitudes of 
errors, directional change errors and trend change errors. Measuring error 
magnitudes dominates forecasting literature, while directional change accuracy and 
trend change accuracy sometimes have more important strategic implications for 
businesses (Cicarelli, 1982). 
Error MaErnitudes 
A number of measures have been developed to evaluate magnitudes of forecasting 
errors. Some of them compute absolute errors, while the others measure the errors in 
relative manners. 
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Given a time series jyj, forecast error (el) in period t is defined as the forecast value 
(ý, ) minus the actual value (y), i. e. 
Assume there are n forecasts generated, some standard or absolute error measures are 
defined as follows: 
n 
Mean Error: ME = le, In 
1=1 
n 
Mean Absolute ErTor: MAE = Ele, 11n 
t=1 
Sum of Square Errors: SSE e2 
n 
Mean Square Errors: MSE = Ze, ' In 
t=l 
Root Mean Square Errors: RMSE 
et ---: y, - yt (3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
Alternatively, some relative measures of forecast errors are defined as follows: 
Percentage Error: PEt = 
L' 
x 100 
Yt 
(3.7) 
Mean Percentage Error: 
Mean Absolute Percentage Error: 
MPE PEt 
n 
MAPE =I JPEt 
t=l 
Root Mean Square Percentage Error: RMSPE x 100 
n 
(3.8) 
(3.9) 
(3.10) 
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Comparing absolute measures with relative measures, the drawback of the former is 
obvious-they do not facilitate comparison across different time series and for 
different time intervals. Where tourism demand forecasting is concerned, their 
applications are even more restricted. In practice, one study of tourism forecasting 
normally involves either a number of origin countries (in the inbound tourism 
demand study) or a number of destination countries (in the outbound tourism demand 
study), and the magnitudes of the demand variables may vary from country to 
country (unit to unit). Therefore, unit-dependent measures constrain the comparison 
across countries (Song and Witt, 2000). On the other hand, relative measures allow 
the comparison not only between different forecasting techniques, but also across 
different units. 
Considering different assumptions of the form of the loss function, 4 the above 
measures fall into two groups: one based on the simple linear loss function, including 
ME, MAE, MPE and MAPE, and the other consistent with a quadratic or least 
squares loss function, including SSE, MSE, RMSE and RMSPE. The former gives 
equal weights to all errors, while the latter gives more weight to larger errors. The 
justifications for considering the quadratic loss function have been given by a 
number of researchers. For example, Theil (1971, p4) comments: "the seriousness of 
a discrepancy increases more than proportionally with the discrepancy itself. " 
Similarly, Kling and Bessler (1985, p9) note: "large errors have a greater than 
proportional cost to decision makers than do small errors... " In addition, Huss (1985, 
p231) states: "the RMSE places particularly strong emphasis on outliers. It is 
consistent with the assumption that the cost of forecasting errors increase 
exponentially with the size of the error. " 
However, some other researchers do not agree with the assumption of the quadratic 
loss function, and give opposite opinions. For instance, Smyth (1983, p39) argues: "it 
(RMSE) is sensitive to one very bad forecast, caused for instance by an unforeseen 
exogenous shock. " Also, Winkler and Makridakis (1983, p 153) note: "average MSE 
4 66 Regrettably the true forecaster's loss function is unknown. It may even be skewed, with different 
costs for optimistic and pessimistic mistakes" (Kunst and Neusser, 1986, p45 1). 
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does not provide a fair overall evaluation because it tends to be dominated by those 
series involving large forecast and values. " 
When the individual measures are concerned, each has its own merits. If both 
underestimates and overestimates occur in a forecasting exercise, which is normal in 
practice, ME and MPE are misleading. Since the errors resulting from both sides will 
be offset by calculating the average, consequently equally considerable 
underestimates and overestimates can lead to perfect forecasting accuracy. The most 
prevalent measures are MAPE and RMSE. MAPE is independent of the magnitudes 
of variables so as to allow for the comparison across series. RMSE suffers from the 
failure of the comparison across series. RMSPE, although is not used as often as 
RMSE, solves the problem of RMSE and tends to be preferable. RMSPE and MAPE 
are both relative measures, so that it is advantageous to use them in pair to evaluate 
the forecasting performance. 
Apart from all the above measures, Theil's (1966) U-statistic provides another 
5 
measure of the accuracy of a forecasting model relative to the naive model . The 
rationale for such a comparison with the naive model is "that forecasters should 
perform at least as well as the simplest models from which predictions could have 
been derived" (Stekler, 1991, p376). Mathematically, Theil's U-statistic is defined as: 
U= 
n-I 
Z (FRCt+l - ARCt+, )'I(n - 1) 
t=l (3.11) 
n-I 
(ARC, 
+, 
)' 1(n - 1) 
where FRCt+l and ARC,, are forecast relative change and actual relative change, 
respectively. They are expressed as follows: 
FRC,,, - 
Yt+i - Yt 
Yt 
and 
(3.12) 
' it is also called the "no-change" model. The detailed explanation is available in Chapter 4, pI 11. 
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ARCt+l - 
yl+l - yt 
Yt 
Formula (3.11) can be further simplified into 
(3.13) 
U= 
n-I Yt+l - Yt+]_) 2 E( 
t=l Yt 
(3.14) 
n-I Yl+l - Yt 2 
t=l Yt 
The range of the U-statistic can be interpreted as follows: 
U=I: the naive model is as good as the forecasting technique being evaluated; 
U<I: the forecasting model concerned is better than the naive model, and the 
superiority increases as the U-statistic decreases; 
U>1: the naive model performs better than the model being evaluated, so that there is 
no point to use it. 
Formula (3.14) shows that Theil's U-statistic is a relative measure and emphasises 
large errors. These features are quite similar to RMSPE. 
Directional Change Errors 
Inability in projecting smaller forecasting errors may result in revenue loss or cost 
increase, however the failure in forecasting economic down-turns and up-swings 
could cause bankruptcy or loss of crucial business opportunities. The importance of 
directional change accuracy in the tourism field is also obvious. As Witt and Witt 
(1992, p 125) state: 
If aforecasting method can befound which generates reasonably accurate forecasts 
of direction of change, then airlines, ferry operators, coach operators, hoteliers, tour 
operators, etc. will at least receive an indication as to whether to plan for an 
increase of decrease in demand, even if the magnitude of the expected increase or 
decrease is somewhat uncertain. 
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Directional change errors are also called tracking errors (see Brodie and de Kluyver, 
1987), and take place in four situations: 
--The data series does not exhibit any directional change, but one is predicted; 
--The data series suffers from a change in direction, but it is not recognised by the 
forecaster; 
--The data series takes on a positive change in direction, but the forecaster gives a 
negative prediction; 
--The data series shows a directional change in the negative way, but the predicted 
change is in a positive direction. 
Wright et al (1986) suggest using the concept of the percentage of directions of 
movement forecast correctly (PDMFC), which can be written as follows: 
PDMFC = NADC x 
100 (3.15) 
where NpDC is the number of directional change predicted accurately, and NADC the 
number of directional changes actually happening. In the forecasting performance 
comparison exercise with the naive I model as benchmark, a forecasting method 
must forecast over 50% of directions of movement correctly in order to outperform 
the benchmark, as the naive I model forecasts no change, i. e., it will neither generate 
a correct nor an incorrect forecast of direction of change. This measure is simple to 
calculate and easy to use, but it does not have any statistical underpinning such as 
sampling and distribution theories. This method is applied by Witt and Witt (1991 
and 1992) in tourism demand forecasting evaluations. 
Alternatively, considering the qualitative feature of the directional change, various 
non-parametric approaches have been developed. For instance, Henriksson and 
Merton (198 1) and Merton (198 1) stimulate a non-parametric test, Cumy and Modest 
(1987), Schnader and Stekler (1990) and Stekler (1994) provide an alternative 
method based on a 2x2 contingency table, and Pesaran and Timmerman (1992) 
develop a distribution free approach for the same purpose. The application of these 
techniques in the context of tourism. forecasting can only be seen in the work of Witt 
et al (2004). 
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Trend Chanze Errors 
A trend change is a particular phenomenon of direction changes. "This could refer to 
long term changes or business cycle turning points" (Witt and Witt, 1995). Given an 
economic variable featuring frequent fluctuations, to predict its longer-term trend is 
more beneficial than to merely forecast the direct change at each period. Frecchtling 
(2001, p36) comments its importance to tourism management: 
If a tourism manager can forecast these tuning points far enough in advance, the 
company can reduce the risk of major capital investments and other financial 
decisions. 
In general, examinations of directional change errors focus on only two consecutive 
periods, while measures of trend changes or turning points are normally concerned 
with longer term. The number of observations involved varies across different 
definitions (see Zellner et al, 1990), and is associated with the data frequency as well. 
Non-nally four consecutive data points are used to define trend changes and enable 
one to calculate turning point errors. 
Yt-2 < Yt-I < yt and 
Z< yt Downturn (3.16) 
Z >- y, No downturn 
and 
Yt-2 > yt-I > yt and 
Z>y, =- Upturn (3.17) 
Z< yt ý No upturn 
where Y1 5 Y2,... 5 y, are given past measurements of a variable, and 
Z =- y,,, is the 
first future value of the series. Given either the downturn or upturn being identified, a 
turning point is defined at time t. 
To measure trend change errors, a simple practice is to calculate the following 
percentage of trend change forecast accuracy (PTCFA): 
PTCFA - 
NpTc +NPIVTC 
x 100 (3.18) 
NA 
TC+ 
NANTC 
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where NpTc and NpNTc are numbers of trend changes and no trend changes accurately 
predicted, and NATC and NANTc are total number of trend changes and no trend 
changes actually occurring. 50% is the baseline of the PTCFA for a model to 
outperfon-n the naive I model, for the same reason as in directional change cases 
(Witt and Witt, 1991). 
Similar as PDMFC, PTCFA is easy to practise, but there is no statistical procedure 
involved in this trend change forecast analysis. 
3.2.5 Static Forecasting and Dynamic Forecasting 
An out-of-sample evaluation of forecasting accuracy (approach 4 in Section 3.2.3) 
starts with the division of the historical data series into a fit period and a test period. 
The final time in the fit period, i. e., the point from which the forecasts are generated 
is the forecasting origin. The number of time periods between the origin and the time 
being forecast is the lead time or theforecasting horizon. The longest lead time is the 
N step-ahead forecast. Equivalently, N stands for the length of the test period. 
In performing an out-of-sample test, there are two forecasting methods available: 
static forecasting and dynamic forecasting. Static forecasting calculates a sequence 
of one-step-ahead forecasts, using actual, rather than forecast values for lagged 
dependent variables. Dynamic forecasting on the other hand calculates multi-step 
forecasts starting from the first period in the forecast sample. 
There are two advantages of performing static forecasting. First, it is relatively easy 
to calculate, as there is no need to predict lagged dependent variables first. Second, 
since there is no predicted value of the lagged dependent variable involved further 
prediction, the forecasting error generated from the current origin will not be brought 
into further steps. So static forecasting evaluation concerns purely one-step-ahead 
performance. However, the disadvantages of static forecasting are also obvious. First, 
two- or more-steps-ahead forecasting evaluation is beyond its ability. Second, it 
yields very few forecasts. For example, given N=4, static forecasting can only 
generate 4 one-step-ahead forecasts, while dynamic forecasting can yield not only 4 
one-step-ahead predictions, but also 3 two-steps-ahead, 2 three-step s- ahead and I 
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four- step s- ahead predictions. So in total there are 10 forecasts achieved, a multiple of 
2.5 times as the number generated by static forecasting. 
The above shortcomings of static forecasting are exactly the merits of dynamic 
forecasting. Furthen-nore, by introducing predicted values of dependent variables into 
the forecasting process, dynamic forecasting evaluation is similar to real forecasting 
environment. Therefore, it is of more practical significance. 
3.2.6 Scope of the Forecasting Exercise in This Study 
Given above divisions of forecasting from various aspects, the scope of the current 
forecasting exercise can be defined as follows. Firstly, this study focuses on 
quantitative forecasting, mainly on causal methods, with non-causal methods as 
benchmarks. Secondly, this study aims to evaluate the forecasting performance of a 
new forecasting technique. Therefore, the comparison of out-of-sample forecasting 
accuracy, i. e. ex post forecasting ability is emphasised, while ex ante forecasts are 
beyond the content of this study. Thirdly, forecasting performance is measured 
according to forecasting error magnitudes. Due to limited observations, directional 
change or trend change errors are not examined. Lastly, the performance of dynamic 
instead of static forecasting is evaluated, with up to four-period-ahead horizons being 
considered. 
3.3 Tourism Demand Forecasting Procedure 
The tourism demand forecasting procedure is a structure of sequential steps which 
lead to a defined objective. Researchers have developed different frameworks for 
organisational forecasting process. For example, Winklhofer et al (1996) group the 
related issues into three categories: design issues, selection/ specification issues and 
evaluation issues (see Figure 11). Meanwhile, Frechtling (1996) divides the 
forecasting process into four phases: design phase, specification phase, 
implementation phase and evaluation phase (see Figure 3.2). 
Comparing the two defined processes, the structures are more or less the same. The 
implementation phase in the latter can be viewed as the last part of selection/ 
specification issues in the former. However, the latter classification is more detailed, 
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especially the specification phase, where quantitative and qualitative approaches are 
specified separately. 
Here a three-step procedure is followed and a few key elements in each stage are 
picked and explained in detail. 
DESIGN ISSUES 
- Purpose/use of forecast 
- Forecast level 
- Time horizon and frequency of forecast preparation 
- Resources committed to forecasting 
- Forecast preparers 
- Forecast users 
- Data sources 
SELECTION/SPECIFICATION ISSUES 
- Familiarity with forecasting techniques 
- Criteria for technique selection 
- Usage of alternative forecasting methods 
EVALUATION ISSUES 
- Forecast presentation to management 
- Forecast review and use of subjective judgement 
- Standards for forecast evaluation 
Forecast performance 
Forecasting problems and forecast improvement 
Figure 3.7 Framework for Organisational Forecasting Practice 
Source: Winklhofer et al (1996), p204. 
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Design phase 
A. Define the problem 
B. Determine user needs 
C. Determine variables to be forecast 
D. Determine resources available 
E. Hypothesize relationships 
F. Determine data availability 
G. List available forecasting methods 
H. Apply preliminary selection criteria 
1. Make a preliminary selection of methods 
Quantitative method specification phase 
A. Specify relationships if a causal method 
B. Collect, prepare and verify input data 
C. Select the starting model and programme it 
D. Estimate model parameters 
E. Verify their reasonableness 
F. Determine the model's accuracy in the past 
G. Test other models 
H. Compare their accuracies and choose the best model 
1. Document results to date 
Qualitative method specification phase 
A. Specify the method to be implemented 
B. Detail how the experts will be selected 
C. Indicate what phenomena will be covered 
D. Document the plan 
Implementation phase 
A. Obtain the forecast 
B. Make subjective adjustments, if necessary 
C. Document the model and its results 
D. Present the forecast to management 
Evaluation phase 
A. Monitor forecast accuracy 
B. Determine the causes for an deviations 
C. Revise the forecast, if warranted 
D. Determine if parameters have changed 
E. Generate a new forecast from existing model or 
develop a new model 
Figure 3.8 The Forecasting Process 
Source: Adaptedftom Freckling (1996), p38-49. 
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3.4 Design Stage 
The central element in this stage is to identify the purpose of forecasting. It is 
associated with a few specific questions: What is to be forecast? What is the forecast 
for? Who is going to be the user of the forecasting results? In terms of tourism 
demand forecasting, a few distinctive objectives are involved. For example, what 
measure of tourism demand is to be forecast, tourist arrivals, tourist expenditure/ 
receipts or tourist night spent? Furthermore, the forecaster needs to be aware what 
forecasting methods are available? Which is appropriate, quantitative or qualitative 
forecasting? 
The design stage is also viewed as the preparation stage for the implementation of 
forecasting. Apart from definitions of forecasting purposes, data preparation is 
another crucial issue in this state. If quantitative forecasting is selected, the following 
questions need to be answered: What frequency of data should be used? Where 
should the data be collected from? With regard to tourism forecasting, Song and Witt 
(2000) point out some commonly used data sources. For example, WTO publishes 
figures on tourist arrivals and tourism receipts for most countries broken down by 
country of origin in the Yearbook of Tourism Statistics. The International Monetary 
Fund (IMF) publishes consumer price indices, exchange rates and gross domestic 
products figures for most countries in the world in International Financial Statistics 
(monthly and annually). Some additional destination country data such as visitor 
nights and length of stay may be obtained from individual national tourist 
organisations. Data on personal disposable income, consumers' expenditure and 
population size are generally published by national statistical offices. The full list of 
data sources associated with tourism is available in BarOn (1989). 
3.4.1 Specification and Implementation Stage 
Specification and implementation stage is the core of the whole forecasting 
procedure. At this stage, optimal forecasting results are generated, which determine 
the quality of the whole forecasting exercise. Since this thesis focuses on quantitative 
forecasting, the main concerns include specifications of quantitative forecasting 
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models, particularly multivariate regression models, and their forecasting 
implementation. 
Linear and log-linear models are predominant functional forms in tourism demand 
forecasting. The specification of the forecasting model should follow the (6general-to- 
specific" strategy (the details are shown in Chapter 4). Subject to various parameter 
restrictions, a few specific models will be generated. The selection of optimal 
forecasting model depends on a few criteria, amongst which diagnostic tests play the 
most important role. In practice, the final model utilised for policy evaluation and 
forecasting should not exhibit series correlation, heteroscedasticity, non-normality or 
structural instability. It should not suffer from mis-specification in terms of the 
functional form. Diagnostic statistics for checking above problems should be 
employed to evaluate the performance of various specific models (the details can be 
seen in Chapter 4). In addition, ex post forecasting performance must be examined in 
order to generate accurate ex ante forecasts. A number of ex post forecast evaluation 
methods have been shown in Section 3.2.4. 
Based on the overall evaluation of various candidate models, the best model can be 
selected to generate ex ante forecasts. If more than one non-encompassed model 
performs equally well in terms of diagnostic tests, Hendry and Clements (2003) 
suggest pooling the forecasting results generated by all of them. 
3.4.2 Evaluation Stage 
In the evaluation stage, the forecasting performance needs to be carefully analysed 
and existing forecasting problems in terms of both the forecasting technique and the 
management practice should also be examined. Makridakis and Wheelwright (1989) 
characterise forecasting problems seen by management and possible improvements. 
Five categories of problems are identified, which are shown in Table 3.1. 
These problems are defined on the management point of view. On the other hand, 
some problems are associated with the forecasting technique, such as model 
estimation methods, data frequencies, and so on. These influencing factors will be 
explored in the next section. 
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Table 3.1 Forecasting Problems and Possible Improvements 
Major Classes of Problems Major Elements of Solutions 
Bias, gaming, negotiating, politics Incentive for forecasters: rewards, punishments 
Relevance of forecasts: when, where and 
Credibility, impact how; Interpersonal: users and preparers; 
organisational: positioning 
Lack of improvement, plateaued, stale 
Resource commitment, development plan, 
periodic reviews 
Base of experience, data knowledge 
Getting started, good practice, forecasting 
strategy 
Major weaknesses, opportunities to Response to change: environment, 
improve completeness 
Source: Makridakis and Wheelwright (1989), p807. 
It should be noted that most forecasting activities are not one-off processes. For a 
sustainable organisation, its business forecasting is a long-run and dynamic process. 
Once the forecasting model is established, it needs to be monitored. If the causal 
relationship is changed, the model has to be re-specified, and a new relationship 
needs to be developed. Even if the long-run relationship is relatively stable, when 
new observations are available over time, the model still needs to be re-estimated, 
with the parameters being updated. Correspondingly, the updated model is employed 
to generate new predictions. The reasons for variations in the forecasting results also 
need to be explored. 
3.4.3 Forecasting procedure of this study 
Specifically, the forecasting procedure of this current study can be described using 
the following flow chart. 
The first step is to define the problem of this study, i. e., whether the use of TVP- 
AIDS models can improve tourism demand forecasting accuracy in terms of error 
magnitudes. The forecasting performance is observed within an empirical framework 
of UK outbound tourism demand in Western Europe, focusing on five major markets: 
France, Greece, Italy, Portugal and Spain. Therefore, as a following step, the data 
with respect to tourism demand (tourist expenditure) and its potentially influencing 
factors, principally income, CPI and exchange rates are collected. The third step is to 
specify various single-equation causal forecasting models, with a focus on the TVP 
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models. Model specifications follow the general-to-specific modelling strategy, and 
is subject to various diagnostic tests. The next step aims to prove the superiority of 
the TVP models with regard to forecasting accuracy. So ex post forecasting 
performance of all the above specified single-equation models are compared, with 
the naive model as the benchmark. In the fifth step, system-of-equations models, 
especially the AIDS models, in various forms, are specified, with a particular 
emphasis on the combination of the TVP technique and AIDS specifications. The 
next step answers the research problem defined at the beginning by comparing ex 
post forecasting performance of TVP-AIDS models with AIDS models in other 
forms. Finally, all of the above process is evaluated. Forecasting problems existing in 
the previous steps are identified and suggestions on further improvement are 
provided. 
Defining the problem 
Data preparation 
Single-equation forecasting 
specifications (TVP) 
Ex post forecasting 
comparisons 
System-of-equations 
forecasting specifications 
(TVP-AIDS) 
Forecasting Evaluation 
Figure 3.9 Forecasting Procedure of This Study 
64 
3.5 Factors influencing Forecasting Performance 
There are various factors affecting forecasting perforinance and its evaluation. Here 
five key factors are identified, which are particularly associated to quantitative 
forecasting performance. They are model estimation methods, diagnostic tests, 
forecasting horizons, data generating processes (DGPs) and forecasting accuracy 
evaluation measures. The first two are related to models' specifications, and they are 
the aspects one can seek to improve the forecasting performance. DGPs refer to the 
natures of the data in use. The last two can be viewed as "external" factors, as they 
are associated with "how do we evaluate? " rather than "how do they perform? " 
3.5.1 Model Estimation Methods 
With regard to estimation of econometric models, ordinary least squares (OLS) is the 
most commonly-used method, and Zelner's (1962) iterative approach for seemingly 
unrelated regressions (SUR) is particularly useful for estimating system models. OLS 
estimation may suffer from such problems as multicollinearity and serial correlation, 
which contravene assumptions underlying traditional linear regression models. When 
serial correlation exists, OLS estimation is inefficient, which means the normal t and 
F tests are invalid, while multicollinearity may cause instability of the regression 
coefficients and confusion in demonstrating the impact of each explanatory variable. 
A model with these problems tends to generate biased forecasts. Lee et al (1996) 
suggest employing a Cochrane-Orcutt procedure to eliminate serial correlation, and 
utilising a bridge regression to reduce overall mean square errors so as to alleviate 
multicollinearity. Moreover, as Ledesma-Rodriguez et al (2001, p82) state, 
"Weighted Two-Stage Least Squares is an appropriate technique when some of the 
right-hand side variables are correlated with the error terms, and there is 
heteroscedasticity but no contemporary correlation in the rekduals. The three-Stage 
Least Squares method is the two-stage least-squares version of the SUR method. It is 
an appropriate technique when right-hand side variables are correlated with the error 
terms and there is both heteroscedasticity and contemporary correlation in the 
residuals. " As far as system models are concerned, all the methods appear to come 
out similar estimates of the parameters which are invariant to the choice of the 
equation deleted, provided the disturbances are serially independent (Barten, 1969 
and Johnston, 1986). However, in the system with symmetry restrictions Zelner's 
65 
method performs more efficiently than OLS, and the efficiency fluctuates in the same 
direction with the degree of correlation between disturbances of individual equations 
in the system (Syriopoulos and Sinclair 1993). Therefore, to generate unbiased, 
consistent and effective estimation and consequently accurate forecasts, choosing an 
appropriate estimation method is vital. The appropriate application of OLS 
estimation is subject to careful diagnostic checking. 
3.5.2 Diagnostic Tests (Mis-speciflcation) 
Witt and Witt (1995) explain the unsatisfactory performance of econometric models 
as that "considerable advances in econometric methodology during recent yeas have 
largely been ignored 
... 
in particular in the areas of diagnostic checking, error 
correction models and cointegration. " Diagnostic checking is a necessary and 
essential step of econometric modelling and forecasting. Ideal models should pass all 
the diagnostic tests, although it is quite difficult due to limitations of data, knowledge 
and so on. The more a model passes the tests, the more it fits the data, and the more 
accurate forecast it is likely to generate. 6 Failure of statistical acceptability may 
violate some assumptions for econometric approaches, and therefore biases the 
forecasting. It should be noted that the use of these tests must be careful because they 
may also suffer from certain limitations. For instance, although the Durbin-Watson 
statistic is often used for checking autocorrelation, it is not unproblematic. It can only 
detect first-order autocorrelation, and the statistic is invalid if the lagged dependent 
variable is incorporated to the right hand of the model. Moreover the presence of 
inconclusive region leads to the failure of providing explicit judgement (Song and 
Witt 2000). Another role diagnostic checking plays on accurate forecasting would be 
to choose the appropriate models. For example, existence of multicollinearity 
indicates that to apply CI/ECM analysis is appropriate in this situation. Failing to 
pass Chow's stability tests suggests TVP approach should be employed. As Witt and 
Witt (1995) state: "it may well be that econometric forecasts, using the most up-to- 
date methodological developments, would be more accurate. " 
6 However, it is not always the case. In some special situations, well in-sample fitness does not 
necessarily mean accurate out-of-sample forecasts. As Hendry and Clements (2003) argue, "the best 
causal description of the economy may not be robust to sudden shifts, so loses to more adaptive 
models for forecasting over periods when shifts occurred. " 
66 
3.5.3 Forecasting Horizons 
"Forecast accuracy should decline as the forecast horizon increases because more 
innovation errors accrue and predictability falls" (Hendry and Clements, 2003). As 
far as causal forecasting is concerned, there is always a possibility that causal effects 
may alter, so the accuracy of long-run forecasting would be in doubt. Therefore, the 
further away the time horizon, the more likely that the forecast would dependent on 
the qualitative forecasting techniques. 
However, in some cases longer-term forecasts are found to be more accurate than 
short-ten'n forecasts. Hendry and Clements (2003) argue that this phenomenon is 
attributed to "a levels shift", which temporarily contaminate a model's short-term 
forecasts, but the effects wear off, so on average long-run forecasts perform better 
than the short-term forecasts made soon after a shift. 
3.5.4 Data Generating Processes 
In the forecasting practice, one often finds that the same method performs differently 
across different data sets. One of the most possible reasons is due to the different 
natures of data generating processes. With regard to international tourism demand 
forecasting practice, there are usually several origin countries associated with one 
particular destination concerned. Because of different economic situations and 
different variation formats in income and price levels amongst these origin countries, 
it is difficult to find a forecasting model uniformly performing well across all of 
these units. 
Moreover, the interrelationship between different data sets (demand series of 
different origin countries with respect to tourism demand) may also affect forecasting 
performance. In their empirical study of tourism demand, du Preez and Witt (2003) 
find out that in the presence of a "rich" cross-correlation structure between different 
origin's demand series, forecasting accuracy of a particular origin's demand is likely 
to be improved by using information from the other origins' demand series. As 
mentioned above, the relationship between disturbances of individual equations in 
the system determines the choice of the proper estimation method for the demand 
system, and consequently its forecasting performance. 
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3.5.5 Forecasting Accuracy Evaluation Methods 
Forecasting perfon-nance evaluation also depends on the measure being used. With 
regard to the three categories of forecasting accuracy measures introduced in Section 
3.2.4, they do not always give the same assessment of forecasting performance of 
different methods. It seems more consistent results can be achieved between 
directional change accuracy and trend change accuracy evaluations, whilst given 
error magnitude being evaluated, the result diverges from the above two measures. 
Even within the category of error magnitude measures, discrepancy is a normal 
phenomenon. In particular, when extremely large or small forecasting errors exist, 
different weights given to the extreme values result in different evaluations of 
average forecasting accuracy. For example, poorer performance is assessed by 
RMSPE than by MAPE, if there are extremely large errors generated. 
3.6 Chapter Summary 
This chapter has drawn a full picture of the tourism demand forecasting process and 
associated issues, which contributes to a theoretical explanation of the forecasting 
practice in the later chapters. Classifications of qualitative and quantitative 
forecasting, non-causal and causal forecasting, ex post and ex ante forecasting, static 
and dynamic forecasting, as well as error magnitudes, directional change errors and 
trend change errors of forecasting, help to define the scope of the forecasting 
exercise in this study-the ex post forecasting comparison of quantitative, 
particularly causal, forecasting approaches in terms of forecasting error magnitudes. 
Following the frameworks of the two classical descriptions of forecasting processes, 
the forecasting procedure in this study is specified. Five key factors which may 
influence the forecasting performance and its evaluation are discussed. These factors 
include model estimation methods, diagnostic tests, forecasting horizons, data 
generating processes, and forecasting accuracy evaluation measures. These factors 
will be further examined in the review of the tourism forecasting literature in the next 
chapter. 
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Chapter 4 Modelling Tourism Demand: Single- 
Equation Approaches 
4.1 Introduction 
As has been addressed in Chapter 3, this study principally focuses on forecasting 
performance of quantitative especially econometric approaches. Therefore, in the 
following two chapters efforts will be put on alternative quantitative methodologies. 
The classification of quantitative forecasting approaches involved in this study is 
illustrated in Figure 4.1. 
It should be noted that the division of single-equation and system-o f- equations 
models is based on the number of measurement equation(s) of tourism demand, 
rather than simply the number of equation(s) in the model. Therefore, the "single- 
equation model" in this thesis has its specific meaning, which is different from that in 
the econometrics textbook. For example, VAR and TVP models are both multiple- 
equation models according to econometric definitions. However in tourism demand 
studies, only one equation in each VAR model is used to analyse and/or forecast the 
demand between one pair of origin-destination countries. Similarly, although the 
conventional TVP model includes two kinds of equations: the observation (or 
measurement) equation and state equation, only the former directly measures tourism 
demand, which also refers to only one pair of origin-destination countries. Thus 
within the content of this thesis, the number of equations is consistent with the 
number of origin-destination pairs concerned in the model. 
In addition, although the panel data model and structural (or simultaneous) equation 
model (SEM) also belong to multiple-equation models, they are excluded from the 
classification of tourism demand modelling and forecasting approaches of Figure 4.1, 
on account of their extremely rare applications and different modelling rationale 
from system-of-equations models. The applications can be seen in the work of 
Ledesma-Rodriguez et al (2001), Romilly et al (1998) and Tremblay (1989) who use 
the panel data technique, and Turner et al (1998) and Turner and Witt (2001b) who 
apply SEMs. 
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This chapter focuses on the single-equation econometric methodologies applicable to 
tourism demand studies. It starts with the introduction of the modem econometric 
modelling strategy-the "general-to-specific" approach, in comparison with the 
traditional counterpart-the "speci fic-to- general" method. In the following sections, 
the advanced modem econometric models within the single-equation framework will 
be discussed one by one, with the TVP technique being emphasised in particular. 
Finally, recent empirical studies on tourism demand modelling and forecasting using 
single-equation methods will be systematically reviewed. 
4.2 Specific-to-General and General-to-Specific Modelling 
Strategies 
Before discussing alternative econometric forecasting methods, it is necessary to 
introduce modelling strategies, which directly affect the modelling results and the 
subsequent forecasting accuracy. 
Tracing the historical development of econometric modelling exercises of tourism 
demand, there exist two contradictory strategies: the traditional "specific-to-general 99 
approach and the modem "general-to-specific" method. To identify this pair of terms 
is helpful for projecting the proper modelling strategy. 
4.2.1 The Speciflc-to-General Approach 
The traditional econometric modelling of tourism demand starts with a simple model 
based on economic theory partially. In other words, there has not been sufficient 
attention paid to providing a sound theoretical framework in the specific context of 
economic theory associated straightforward with tourism demand. Therefore, if the 
initial model suffers from autocorrelation or heteroscedasticity, the certain 
manipulations have to be proceeded, such as "to add or subtract variables, change the 
definition of variables and so forth" (Gilbert, 1986, p284). Such an expansion 
procedure may result in a complicated final specification acceptable on theoretical 
and statistical grounds. This methodology is called "simple-to-general" or "specific- 
to-generar' approach. 
71 
Most of the tourism demand modelling and forecasting studies prior to the 1990s 
follow this methodology. However, it suffers from a lot of criticism. For example, 
tremendous efforts have been made in mining the data. Lacking clear direction of 
model adjustments when original simple models meet with any problems, one has to 
attempt many possible solutions. Moreover, following the specific-to- general 
procedure, different researchers may get different results, even if they are provided 
with the same data set. This makes it difficult to compare the results between similar 
studies, and therefore hard to generate consistent policy implications. 
4.2.2 The General-to-Speciflc Approach 
In contrast to the above traditional approach, a modem econometric methodology, 
known as the "general-to-specific" approach, has been giving more and more 
attention. It was initiated by Sargan (1964) and subsequently developed by Davidson 
et al (1978) and Hendry and von Ungem-Stemberg (1981). Within the general-to- 
specific framework, the specification starts with a general autoregressive distributed 
lag model (ADLM), which incorporates as many variables as possible supported by 
appropriate economic theory. By adding different restrictions to the parameters, the 
general ADLM can be transformed into various specific forms, such as 
autoregressive, static, growth rate, partial adjustment, dead start, leading indicator, 
common factor, finite distributed lag and error correction models (Hendry, 1995). 
Then the restriction tests and diagnostic checks are carried out to select the most 
appropriate functional forms. 
Alternatively, the general ADLM can be reduced to simpler form based on the 
statistical significance of estimated parameters. In this reduction process, 
insignificant variables are to be deleted from the original general model one by one, 
with the least significant variable being deleted first. Then the reduced model is re- 
estimated. If there is still any insignificant variable, the reduction process is repeated 
until all the remaining coefficients of the variables are statistically significant at a 
certain level and have the correct signs. This procedure may result in a simpler 
specification in a mixed form of above specific functions. This model is called 
reduced ADLM or mixed ADLM. 
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Comparing with the specific-to-general approach, the general-to- specific 
methodology is advantageous. Following this process, different researchers can 
generate consistent results if they start with the same general ADLM. Moreover, a 
huge amount of time can be saved from the data mining without clear directions. 
Applications of the general-to-specific methodology in the tourism context include 
Kim and Song (1998), Li et al (2002), Song et al (2000,2003a, 2003b) and Song and 
Witt (2000). 
4.3 Fixed-Parameter Econometric Models 
All of the econometric modelling and forecasting studies on tourism demand prior to 
the mid 1990s employ fixed-parameter models. The ADLM and its various specific 
forms, the VAR model and alternative Cl/ECMs dominate the literature of tourism 
demand modelling and forecasting between the 1980s and the mid 1990s. 
4.3.1 Autoregressive Distributed Lag Models 
As mentioned above, the general-to-specific modelling approach starts with a general 
ADLM, which takes the following form: 
kpp 
y, =a+EE, 8jixjt-i +E oiyt-i + 6t 
j=li=o i=l 
where p is the lag length, k is the number of explanatory variables, and a, 8s and Os 
are parameters that need to be estimated. Subject to statistical checks of different 
restrictions on the parameters, the general ADLM can be reduced into various 
specific function forms (see Table 4.1). 
The final model should be accepted by both theoretical and statistical criteria. The 
(4.1) 
restriction test is carried out using the following formula: 
F(r, n- k) = 
(SSRI - SSR(, ) / (4.2) 
SSRO 1(n - k) 
where r presents the number of restrictions, n presents the number of observations, k 
presents the number of explanatory variables inclusive of the constant term in the 
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general model, and SSRO and SSR, are the sums of squared residuals from the general 
model and the restricted model, respectively. For the restricted model that is 
acceptable, the F statistic should not be greater than the critical value at the certain 
significance level. 
The first eight types of specific models in Table 4.1 will be discussed one by one in 
this section, while the ECMs, in four different estimation methods, will be explained 
in more detail in the next section due to their greater importance and technical 
complexity. 
Table 4.1 Variations of the Autoregressive Distributed Lag Model 
Model Restrictions Equation' 
ADLM None YI = ß. x, +Ax, -, + 
0, Y, + E, 
Autoregressive (AR) '80 =A =0 Yt = Olyt-1 + -'t 
Static 181 = 
01 =0 Yt Axt + -'t 
Growth Rate 01 = 1,, 6o= -A Ayt = )60, Ax, + 6t 
Leading Indicator )60 = 01 =0 yt = j6, x, -, + 6t 
Partial Adjustment )61 =0 y, = )60 xt + 01 y, -, + . 6, 
Common Factor )61 = -, Boo, yt Axt + -ct , et =A ct- i+ ut 
Finite Distributed Lag 01 0 yt = Axt + Axt-, + et 
Dead Start ) 30 0 Yt = Axt-i + Oiyt-i + et 
Error Correction None AYt = 8o Ax, + (A- 1)(y - Kx) t-, + ct 
Notes: 'The constant term a is omitted for simplicity. 
Source. - adaptedfrom Hendry (1995, p232). 
The A utoregressive (AR) Model 
The AR model is a special case of the ADLM, as there is only lagged dependent 
variable involved in the right side of the equation and no explanatory variables are 
taken into account. Therefore it belongs to the non-causal category. Moreover, the 
AR model is also a special case of the Box-Jenkins (1976) integrated autoregressive 
and moving average (ARIMA) representation. As a non-causal model, the AR model 
shares the common features of this family, i. e. it is easy to estimate but has no 
explanation power and therefore lacks policy implications. 
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The AR model is widely used to generate ex ante forecasts of tourism demand. 
Applications have been seen in the work of Kulendran (1996), Kulendran and King 
(1997) and Witt and Witt (1992). 
The Static Model 
Apart from the AR model, all the other specific models are causal models. Amongst 
these causal models, the static model is the simplest one, as there is not any dynamic 
term involved in its specification. The implication is that only the influencing factors 
in the current period, such as income and prices, have effects on tourism demand, 
and previous income, prices, or tourism flows do not contribute to current demand at 
all. Apparently, this is not true in practice. Moreover, on the statistical grounds such 
a specification is very likely to suffer from spurious correlation. As a consequence, 
the normal t and F statistics are invalid. To use the estimate results straightforward 
for policy evaluation or marketing recommendation would be misleading. 
The static model is used in many early tourism demand studies between the 1960s 
and the 1980s, including Artus (1972), Gray (1966), Kwack (1972) and Loeb (1982). 
It is associated with the simple-to-general modelling procedure, where it plays as a 
starting model. In recent tourism demand studies, the static model is briefly used as a 
benchmark in the forecasting accuracy comparison (see, for example, Li et al, 2002, 
Song et al, 2003b and Song and Witt, 2000). 
The Growth Rate Model 
The growth rate model is originally developed to cope with the problem of 
nonsensical correlation resulting from trended variables. By differencing the 
dependent and independent variables, spurious regression is likely to be overcome. 
Much attention is paid to short-term dynamics of demand variations, but in the 
meanwhile long-run features of the demand function concerned are ignored. The 
growth rate model is proved to be an appropriate functional form for some certain 
tourism origin-destination pairs in the studies of Li et al (2002) and Song and Witt 
(2003). 
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The Leadin-e Indicator Model 
The leading indicator model is mainly utilised in macroeconomic forecasting. The 
key point of specifying this kind of model is to determine the proper leading 
indicators. However, due to lack of theoretical foundations, it is normally done by 
trial and error. The condition for generating precise forecasts is that the coefficients 
of the leading indicators must be constant, because "there is no point in building a 
leading-indicator model if the link between what happens today and the previous 
value of the indicator will not persist over the relevant forecast horizon" (Hendry, 
1995, p252). 
In the tourism content, application of the leading indicator model include Kulendran 
and Witt (2003b) and Tumer et al (1997). 
The Partial Adiustment Model 
Historically, the partial adjustment model is likely to be the most popular type in 
two-parameter single-equation models (Hendry, 1995). By using the example of the 
two-parameter partial adjustment model in Table 4.1, the partial adjustment model 
can be easily explained. It is assumed that economic theory is of an agent wit a 
target y* who wants to minimise the cost c of not meeting that target. Meanwhile, 
there are also other costs for adjusting his/her behaviour so as to reach the target. 
Following Eisner and Srotz (1963), the cost function is written as: 
(y, - yt*)' + O(yt - yt-, ), 
(4.3) 
where 0>0 is the relative weight accorded to ad ustment costs in the cost function. i 
To minimise c, (y, ) , the 
following equation should be satisfied: 
(4.4) Yt - Yt + oy, - oyt-, =0 
Therefore, 
(4.5) Y, = (I - O)yt-l + oyt 
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where 0=I /(I + 0) is the speed of adjustment to the target. if 0 =0, then y, = yt-1 
and there is no movement. if 0 =1, then y, = yt , i. e., there is complete adjustment to 
the target. In a partial adjustment process, 0<0<I for 0>0, so there is some 
adjustment but is incomplete. 
The partial adjustment model is extensively used in modelling such macroeconomic 
events as the consumption function based on the permanent income hypothesis, 
which is associated with habit persistence and adaptive expectations process. It also 
fits tourism demand data very well and passes restriction tests most often. 
Applications to tourism demand studies include Kliman (1981), Martin and Witt 
(1988), Song et al (2003a) and Witt (1980a, b). 
The Common Factor (COMFAC) Model 
The COMFAC model is also called the autoregressive error model. It is a statistical 
model on no well-establi shed economic-theory grounds. One possible rationale is on 
account of the persistence of good luck or bad luck (Hendry, 1995). Given the 
COMFAC model in Table 4.1, we can deduce that: 
E[y, I xt , y, -,, x, -, 
]= )60xt + )61.6t-l (4.6) 
It indicates that any chanced-upon state of nature affects the following period's 
conditional expectation. Moreover, the COMFAC model is non-linear in parameters, 
which restricts its wide applications to some extent. Extremely little work has been 
done on applying the COMFAC model to tourism demand studies, with Lee et al 
(1996) being an exception. 
The Finite Distributed Laje Model 
The finite distributed lag model includes no lagged dependent variables, suggesting 
that what happened yesterday has no explanation of what is happening today, and so 
apparently extraneous factors are to be preferred. However, in the dynamic process 
of an economic activity, previous outcomes are a crucial component of present 
decisions. As discussed in Chapter 2, tourism activities feature significant habit 
persistence, and people's travel experience has strong influence to the repeated 
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tourism of their own and to new potential tourists' decision making. Therefore, the 
finite distributed lag model is unlikely to suit tourism demand modelling. 
The Dead Start Model 
The dead start model does not take account of current values of explanatory variables. 
Inclusion of the lagged dependent variable relates it to partial adjustment, while 
lagged independent variables play the role of leading indicators. Thus, the dead start 
model appears to be preferable. As Song and Witt (2000) argue, there are two 
possible reasons that the dead start model could arise in tourism demand modelling: 
first, it could be structural, and directly characterise the decision function of 
economic agents; and second, it is a derived equation. 
4.3.2 CI and ECM Models 
The CI technique and ECM were first developed by Engle and Granger (1987) and 
have been widely used by researchers and practitioners in modelling and forecasting 
macroeconomic activities in the last decade. Simply speaking, given a pair of non- 
stationary economic variables in the same economic system, there should be an 
attractor that prevents them from drifting away from each other. In other words, 
there is a force of equilibrium that keeps the two variables moving together in the 
long run (Song and Witt, 2000). Cointegration refers to this long-run equilibrium 
relationship. 
The CI and ECM technique is useful for the following two reasons. First, policy- 
makers and planners are often interested in the long-run equilibrium relationship 
between economic variables, while marketers are mainly concerned with the short- 
run disequilibrium. behaviour of consumers. Engle and Granger (1987) show that the 
long-run equilibrium relationship can be conveniently examined using the CI 
technique and the ECM describes the short-run dynamic characteristics of the 
economic activities. Second, most economic variables including tourism demand 
variables are non-stationary, i. e., the variables are trended. The use of trended 
variables in regression analysis, according to Engle and Granger (1987), is likely to 
lead to the spurious regression problem and invalidate all regression statistics. 
However, the spurious regression problem will not occur if the variables in the 
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regression are cointegrated. Engle and Granger (1987) also demonstrate that the CI 
regression can be transformed into an ECM (and vice versa), in which both the long- 
run equilibrium relationship and short-run dynamics are traced. An additional 
advantage of using the ECM is that the regressors in an ECM are almost orthogonal 
and this avoids the occurrence of multicollinearity, which may otherwise be a serious 
problem in econometric analysis (Syriopoulos, 1995). 
There are four CI-ECM estimation methods used for tourism demand studies, and 
they are the Engle-Granger two-stage approach (EG), the Wickens-Breusch (1988) 
one-stage approach (WB), the ADLM approach (Pesaran and Shin, 1995) and the 
Johansen (1988) maximum likelihood (JML) approach. 
Unit Root Tests 
Since the CI or long-run relationship requires all variables to be integrated of order 
one, i. e., I(l), unit roots need to be tested before estimating ECMs. The Dickey- 
Fuller (DF) and augmented Dickey-Fuller (ADF) tests (Dickey and Fuller, 1981), 
and the Phillips-Perron (PP) test (Phillips and Perron, 1988) are the commonly used 
testing methods, and will also be used in this empirical study. 
The DF test is the simplest form of unit root testing procedure based on the following 
auxiliary equation. Assume that the time series can be modelled by an AR (1) 
process: 
=a,, +a, y, + ct (4.7) 
where y, is a time series, a,, the constant term, a, autocorrelation coefficient and c, 
disturbance term. The objective is to test the null hypothesis, HO: a, =1, against the 
altemative, H, : a, < 1. 
In practice, instead of testing a, =I directly, Dickey and Fuller (1979) transfonned 
(4.7) into the following fonn: 
Ayt = ao + oyt-I + ct (4.8) 
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where 0 =a, -1. Now the objective is to test for H0: 0= 0 against H1: 0 <0, and 
A 
the commonly used statistic for 0=0 is the t ratio: 0 I[SE(O)] - It should be noted 
that, under the null hypothesis of non-stationarity, the t ratio has a non-standard 
distribution, and therefore the conventional critical values for the t statistic are not 
applicable. Dickey and Fuller obtained critical values based on Monte Carlo 
simulations. If the calculated t value is lower than the critical value, the null 
hypothesis that the series is non-stationary should be re ected. Acceptance of the 
null hypothesis indicates that the time series has at least one unit root. Subsequently, 
the test needs to be repeated on the differenced series of yt. The DF regression now 
becomes: 
A2 
y, = a,, + OAy, j + et 
where A'y, = Ay, - Ay, -,. 
(4.9) 
If 0=0 in Equation (4.9) is rejected, the time series yt is said to be 1 (1), or has one 
unit root. However, if the null hypothesis is still accepted, the DF test must be carried 
out again. This process is repeated until the null hypothesis of non-stationarity is 
rej ected. 
If the residuals in the auxiliary equation (4.8) suffer from serial correlation problem, 
the DF statistic will generate the biased result. To avoid the problem of 
autocorrelation in the residuals, the DF regressions may be augmented by including 
lagged dependent variables. This is the ADF test. The pth-order ADF statistic is 
based on the following equation: 
p 
Ay, = a,, + oyt-I + (PjAy, j + ct (4.10) 
To test the null hypothesis, it is important to select the appropriate lag length for the 
dependent variable. The criteria for selecting the lag length are k2, the Akaike 
information criterion (AIC) and the Schwarz criterion (SQ. The preferred lag length 
in the ADF regression should maximise k2 and minimise both the AIC and SC. The 
testing procedure is similar as the DF test. 
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The distribution theory supporting the Dickey-Fuller tests assumes that the error term 
in the DF (ADF) regression is identical and independently distributed (11D). In order 
to use the Dickey-Fuller tests, there should be no autocorrelation or 
heteroscedasticity present in the estimated residuals, but these assumptions are rather 
restrictive. Phillips and Perron (1988) have developed a generalisation of the Dickey- 
Fuller procedure that relaxes these assumptions. The expressions of the Phillips- 
Perron tests are extremely complicated and are beyond the scope of this thesis. 
The Enale-Granger Two-Stagge Approach 
Engle and Granger (1987) introduce a two-stage procedure to estimate the ECM. 
Given a two-parameter single-equation model, the first step is to test for a Cl 
relationship between the two 1 (1) variables, yt and xt, based on the static long-run 
equilibrium regression: 
yt = ko + kxt +ct (4.11) 
If the estimated residual term is a stationary process, yt and xt are said to be 
cointegrated. After confirming a CI relationship, the second step is to estimate the 
ECM in the following form: 
p 
Ayt AAxt-i 
i=O 
p 
2ý'OjAyt-j - Act-I + ut 
j=l 
(4.12) 
A 
where .6 t-I --.,: y, j - ko - 
kIxt-I is the OLS residuals from Equation (4.11) and p is the 
lag length which is determined by experimentation. According to Engle and Granger 
(1987), the estimates of the short-run parameters are consistent and efficient. The 
estimated standard errors of the parameters in the second stage are the true standard 
errors, and therefore the model can be used for forecasting and policy evaluation. 
One of the concerns about the Engle-Granger approach is that it does not prove that 
the CI regression is really a long-run one. This is an assumption which cannot be 
tested using statistical methods. One therefore has to have a good justification that 
the variables in the CI regression represent a long-run equilibrium relationship, and 
normally the justification is the relevant economic theory. Another problem 
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associated with the Engle-Granger method is that it tends to produce biased estimates 
of the long-run coefficients in small samples. 
As the CI regression takes the same form as the static ADLM, in the empirical study 
of this thesis, only the static model is considered for long-run elasticity analysis, and 
the next ECMs are used for short-run analysis. 
The Wickens-Breusch (WB) Approach 
The Wickens-Breusch approach is a simple way to estimate the ECM based on the 
fonn: 
k p-I P-1 k 
Av =a+El Vt_., )6jiAxjt_i +I Oi Ayt _, + 
Ao yt_l +L Aj xj, -, +ut 
(4.13) 
j=l i=o i=l j=l 
where A represents the first difference, k the number of explanatory variables, p the 
lag length, and As additional parameters that need to be estimated. 
After estimating Equation (4.13), the long-run CI parameters may be derived from: 
yt =- -Z-- 2: -X jt 
, ýo j=I 0 
(4.14) 
where a and the As are the estimates of the corresponding parameters in Equation 
(4.13). 
The Wickens-Breusch approach assumes that only one CI relationship exists among 
a certain group of variables, and consequently there is only one error correction 
function to be formulated. Where multiple CI relationships exist, this approach 
"averages" them into a single vector. 
The ADLM Approach 
The ADLM approach is a two-step method. The estimation of the long-run Cl 
regression and the short-run ECM are based on Equation (4.1), where the optimal lag 
structure is detennined by Akaikes's information criterion (AIC) and Schwarz's 
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Bayesian criterion (SBC). Once Equation (4.1) has been estimated, the long-run CI 
relationship is then derived from the estimates of the parameters in Equation (4.1): 
k 
yt = ao +L ajxj, j=l 
where 
(4.15) 
a (4.16) 
P 10i 
i=l 
and 
P, 
IA 
aj - '=o P 
(4.17) 
0i 
Accordingly, the short-run ECM may also be derived from Equation (4.1) using the 
following relationships: Ay, = y, - y, _ý , y, = 
Ay, + y, _1 and xt = 
Axt + xt -I . 
The 
derived ECM takes the fonn: 
k p-I P-1 
Ayt =II Pji Axj, -i + 
Oi* Ayt-i 
j=l i=o 
- AEC, j + ut (4.18) 
where *= and the error correction 18ji 
1)6jq 
5 
Oi ý-- 
I Oq 01 
- 
02 Op 
-1 
q=i+l q=i+l 
k 
tenn EC, 
-, = y, -, -a - 
E, 8j xjt-, 
j=l 
The Johansen Maximum Likelihood (JML) Approach 
The JML-ECM results from the Johansen CI procedure, which is an extension of the 
univariate Dickey-Fuller test to a multivariate vector autoregressive (VAR) 
framework. It starts with an unrestricted VAR model with a proper lag structure, and 
the CI relationship is then examined. Correspondingly, the vector error correction 
model (i. e., Johansen VECM) is estimated if any Cl relationship has been identified. 
To illustrate the derivation of the JML-ECM, let us start with a k-variable VAR (1) 
process: 
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Y=AY +U (4.19) 1 t-I t 
And we have 
AY, = (A - I)Y, -, + 
U, 
(4.20) 
= (D yt-I + U, 
where Y, is a (k x 1) vector of variables, A is a (k x 1) coefficients vector, Ut is a 
(k x 1) vector of errors, I is a (k x k) identity matrix and (D is a (k x k) matrix of 
parameters. The matrix (D is the major concern as its rank is equal to the number of 
Cl vectors. 
As with the Dickey-Fuller test, Equation (4.20) can be generalised by allowing for 
higher-order AR processes so as to overcome the potential autocorrelation problem 
associated with the error term. The generalised model can be written as: 
p 
Y =LA-Y - +U tI t-I t i=l 
(4.21) 
Correspondingly, Equation (4.20) can be transformed into the differenced form: 
P-1 
-i 
+ (DYt-P + Ut (4.22) AYt = E(DjAYt 
i 
where (I)i = -(I - 2, Aj, and (D 
Equation (4.22) is known as a VECM and the error correction term is embodied in 
(DY, 
_P. 
The parameter matrices (Di and (D are short-run and long-run adjustments to 
the change in Yt, respectively. 
Different from the Wickens-Breusch approach, more than one CI relationships may 
be detected, which determines the number of ECMs to be specified. 
4.3.3 The VAR Models 
Instead of assuming that the explanatory variables in the regression model are 
exogenous, the VAR model treats all explanatory variables as endogenous variables. 
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However, unlike the structural approach to simultaneous-equation modelling that 
normally deals with endogenous variables, the VAR approach models every 
endogenous variable in the system as a function of the lagged values of all these 
variables in the system. By doing so, it sidesteps the need for structural modelling. 
Moreover, the VAR approach avoids the possibility of obtaining biased or 
inconsistent estimates when some of the explanatory variables on the right side of the 
single equation model are endogenous. 
The VAR specification starts with a vector of unrestricted autoregressive models 
involving as many variables as possible suggested by economic theory, and with the 
longest possible lag length permitted by the degrees of freedom. The mathematical 
form of a VAR is 
p 
LAY . +BX +U I t-I tt i=l 
(4.23) 
where Y, is ak vector of endogenous variables, X, is ad vector of exogenous 
variables, Ai and B are matrices of coefficients to be estimated, and U, is a vector of 
innovations that may be contemporaneously correlated with each other but are 
uncorrelated with their own lagged values and uncorrelated with all of the right side 
variables. 
7 
The lag length of the VAR model is determined by some criteria such as the 
likelihood ratio (LR) statistic, adjusted LR, AIC and SBC. It is important to specify 
the proper lag structure of the model, as too many lags would result in the loss of 
degrees of freedom and too few lags would not reflect the true data generating 
process (Song and Witt, 2000). 
Since only lagged values of endogenous variables appear on the right-hand side of 
each equation, there is no issue of simultaneity, and OLS is the appropriate 
estimation technique. This is one main reason why it is included into the single- 
equation approaches category in this thesis. 
It should be noted that the assumption that the disturbances are not serially correlated is not 
restrictive because any serial correlation could be absorbed by adding more lagged Ys. 
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The VAR model is commonly used for forecasting systems of interrelated time series 
and for analysing the dynamic impact of random disturbances on the system of 
variables. Effects of policy "shocks" on forecasting are presented clearly through 
impulse response analysis. However, lacking strong basis of economic theory, the 
VAR model is sometimes regarded "atheoretical". Since initially no restrictions are 
placed on any parameters in any equations in the model, in effect "everything causes 
everything" (Thomas, 1997). In addition, the unrestricted VAR model is prone to 
over-fitting the data when too many variables are incorporated in the models. So a 
reduction in dimensionality is often necessary in order to improve forecasting 
performance (Simkins, 1995). 
Although this approach has attracted much attention in macroeconomic modelling, 
few applications have been seen in the tourism field. Some recent tourism forecasting 
accuracy comparison studies, such as Li et al (2002), Song et al (2003b) and Song 
and Witt (2000), include the VAR model as an alternative forecasting method. 
4.3.4 Diagnostic Tests 
Witt and Witt (1995) explain the unsatisfactory performance of econometric models 
as that "considerable advances in econometric methodology during recent yeas have 
largely been ignored ... 
in particular in the areas of diagnostic checking, error 
correction models and cointegration. " Diagnostic checking is a necessary and 
essential step of econometric modelling and forecasting. Ideally a well-specified 
model should pass all the tests, although it is quite difficult due to limitations of data, 
knowledge and so on. The more a model passes the tests, the better it fits the data, 
and the more accurate forecast is likely to be generated. Failure of passing diagnostic 
tests may violate some assumptions for econometric approach such as the OLS 
estimation as mentioned above, and consequently it is likely to bias the forecasts. 
Another role that diagnostic checking plays on accurate forecast would be to choose 
the appropriate models. For example, existence of multicollinearity indicates the 
application of CI/ECM analysis, and failing to pass Chow's stability tests suggests 
that TVP approach should be considered. 
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The following part of this section introduces the most frequently used diagnostic 
statistics. 
Testing for A utocorrelation 
Two statistics predominate the testing for autocorrelation: the Durbin-Watson (DW) 
statistic and the Lagrange Multiplier (LM) test. 
A. The DW Statistic 
The DW statistic often used for detecting first-order autocorrelation in the regression, 
and is defined as: 
n 
I(ý )2 
-. a 
et - l6t-l 
DW= t=2 
n 
(4.24) 
^2 
t 
where c^t is the residuals in the estimated regression equation. 
This statistic is quite restricted because it cannot detect higher-order autocorrelation. 
In addition, the statistic is invalid if the lagged dependent variables are incorporated 
into the model. Moreover, the presence of the inconclusive region can result in the 
failure of providing explicit judgement (Song and Witt, 2000). 
B. The LM Test 
Unlike the DW statistic, which is only applicable for AR(l) errors, the LM test can 
be used to test for higher-order ARMA errors, and is applicable whether or not there 
are lagged dependent variables. Therefore, the LM test is highly recommended 
whenever the regression errors are suspected to exhibit autocorrelation. 
The null hypothesis of the LM test is that there is no serial correlation up to lag order 
p, where p is a pre-specified integer. The local alternative is ARMA(r, q) errors, 
where the number of lag terms p= max Jr, qj. Note the alternative includes both AR 
(p) and MA (p) error processes, and the test may have power against a variety of 
autocorrelation structures (Godfrey, 1988). 
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The LM statistic is computed by an auxiliary regression as follows: 
c =X cc+... + ßpEt-p + ut (4.25) tA +A 
ýI-1 + ß2 ýt-2 
where Xt = (C'XltýXDý-ýXkt) is the vector of explanatory variables including the 
constant term c, and c^t is the residual from the estimated regression equation. Under 
the null hypothesis of no autocorrelation, the statistic is nR', where n is the number 
of observations. Under quite general conditions, the LM statistic is asymptotically 
distributed as a 
The LM test for autocorrelation is available for residuals from ordinary least squares 
or two-stage least squares. The original regression may include AR and MA terms, in 
which case the test regression will be modified to take account of the ARMA terms. 
Testing for heterosceda 
Two statistics are relevant for testing heteroscedasticity: the White test and the Engle 
autoregressive conditional heteroscedasticity (ARCH) Test. 
A. The "ite Test 
This is a test for heteroscedasticity in the residuals from a least squares regression 
developed by White (1980). It tests the null hypothesis of homoscedasticity against 
heteroscedasticity of some unknown general form. The test statistic is computed 
from an auxiliary regression, where the squared residuals are regressed on all 
possible cross products of the regressors. Given an estimated linear regression with 
two explanatory variables x, and X2 the statistic is then based on the following 
auxiliary regression: 
^2 
-- + X2 X2t (4.26) Eli --": )qO 
+AXIt +A X2t 
183 It 
+ 
184 2+ Jq5XItX2t 
+ Ut 
Same as the LM test for autocorrelation, the White test statistic is also nR' , 
asymptotically distributed as a X2, with degrees of freedom equal to the number of 
slope coefficients (excluding the constant) in the test regression. 
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The White test also acts as a general test for model misspecification, since the null 
hypothesis assumes that the errors are both homoscedastic and independent of the 
regressors, and that the linear specification of the model is correct. Failure of any one 
of these conditions may result in a significant test statistic. On the other hand, a non- 
significant test statistic indicates that none of the three conditions is violated. 
Given the presence of heteroscedasticity, ordinary least squares estimates are still 
consistent, but the conventionally computed standard errors are no longer valid. If 
there is evidence of heteroscedasticity, the robust standard errors option should be 
chosen to correct the standard errors. Alternatively, weighted least squares should be 
used to model the heteroscedasticity to obtain more efficient estimates. 
B. The Engle ARCH Test 
This is a Lagrange multiplier (LM) test for ARCH in the residuals developed by 
Engle (1982). This particular specification of heteroscedasticity is motivated by the 
observation that in many financial time-series data, the magnitude of the current 
residual appears to be related to the magnitude of other recent residuals. ARCH in 
itself does not invalidate standard LS inference. However, ignoring ARCH effects 
may result in loss of efficiency. 
The ARCH LM statistic is computed from an auxiliary test regression. To test the 
null hypothesis of no ARCH up to order q in the residuals, the following regression 
needs to be run: 
2822++ 8p 
16 
2-P +ut (4.27) 
,t=A+A^, 
t_l 
+AE, 
t-2 It 
The statistic is computed as nR' , asymptotically distributed as a X'(p) under 
general conditions. The ARCH LM test is available for equations estimated by least 
squares, two-stage least squares and nonlinear least squares. 
v: T Testing for Norm alit he Jarque-Bery Test 
The Jarque-Bera (J-B) test, developed by Jarque and Bera (1980), is used to examine 
whether the series is normally distributed. The test statistic measures the difference 
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of the skewness and kurtosis of the series with those from the normal distribution. 
The statistic is computed as: 
2)2 
P' + 
(P4 1 P2 -3 
6P2 24 
(4.28) 
nnn 
= 
1] ^4 where c' /n . 6' /nEn are the second, third and fourth tt 
P4 
moments of the residuals, respectively. Under the null hypothesis of a normal 
distribution, the J-B statistic is distributed as aX2 (2). A J-B statistic greater than the 
critical value under the null indicates the rejection of the null hypothesis of a normal 
distribution. 
Testing for Mis-Specification: The Ramsev RESET 
RESET stands for Regression Specification Error Test and is developed by Ramsey 
(1969). Given a classical normal linear regression of y against a vector of 
explanatory variables X, the disturbance vector e, is presumed to have the 
multivariate normal distribution N(O, a'I) . The specification error 
is an omnibus 
term that covers any departure from the assumptions of the maintained model. Serial 
correlation, heteroscedasticity, or non-normality of e, violates the assumption that 
the disturbances are distributed N(O, c'I) . Individual tests for each of these 
specification errors have been described above, and the RESET is a general test for 
the following errors: 
-- Omitted variables: X does not include all relevant variables; 
-- Incorrect functional form: some or all of the variables in y and X should be 
transformed to logs, powers, reciprocals, or in some other way; 
-- Correlation between X and c, , which may be caused by measurement errors 
in X, 
simultaneous equation considerations, combination of lagged y values and serially 
correlated disturbances. 
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Under above specification errors, LS estimators are biased and inconsistent, and 
therefore conventional inference procedures are invalidated. Ramsey (1969) shows 
that any of these specification errors may produce a non-zero mean vector for . 6,. 
The test is based on the following augmented regression: 
XB+ZA+u 
I- 
(4.29) 
-2^3^4 
where Z= (y ,y, y... and y 
is the vector of fitted values from the regression of 
y against X. The superscripts indicate the powers to which these predictions are 
raised. The test for specification errors evaluates the restriction A=0 and standard 
restriction tests such as the F or Wald test can be used. 
Ramsey and Alexander (1984) show that the RESET test can detect a specification 
error in an equation, which has been known a priori to be mis-specified but which 
nonetheless gave satisfactory values for all the more traditional test criteria- 
goodness of fit, test for first-order serial correlation and high t-ratios. It should be 
noted that the Ramsey RESET is applicable only to an equation estimated by least 
squares. 
Testing for Structural Instabilitv: Chow Tests 
To select a satisfactory model for accurate forecasting, we need to examine whether 
the parameters of the model concerned are stable across various sub-samples of the 
data in use. In other words, it is necessary to test for structural instability. Two tests 
were developed by Chow (1960) and they are widely used in structural stability 
examinations. 
A. The Chow Breakpoint Test 
The idea of the Chow breakpoint test is to fit the equation separately for each sub- 
sample and to see whether there are significant differences between the estimated 
equations. A significant difference indicates a structural change in the relationship. 
The test can be used with least squares and two-stage least squares regressions. 
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To carry out the test, the full dataset Is portioned into two or more sub-samples. Each 
sub-sample must contain more observations than the number of coefficients in the 
equation so that the equation can be estimated using each sub-sample data. The 
statistic is calculated as: 
Fcýowj =- 
(SSRO - SSR, - SSR2)1k 
-- F(k, n, + n2- 2k) (4.30) (SSRI + SSR2)1(n, +n2- 2k) 
where SSRO 9 SSR, and SSR2 are the residual sum of squares for the whole sample 
period and two sub-sample periods, respectively; k is the number of parameters in the 
equation; n, and n2 are numbers of observations in the two sub-sample periods, 
respectively. The F-statistic has an exact finite sample F-distribution if the errors are 
independent and identically distributed normal random variables. 
One major drawback of the breakpoint test is that each sub-sample requires at least 
as many observations as the number of estimated parameters. Therefore, there will be 
a problem if the potential breakpoint occurs near to the end of the sample where there 
are not enough observations in the second sub-sample. The Chow predictive failure 
test, discussed below, should be used alternatively in such a case. 
B. The Chow Predictive Failure Test 
The Chow forecast test estimates the model for a sub-sample comprised of the first 
n, observations. The estimated model is then used to predict the values of the 
dependent variable in the remaining n2 data points. A large difference between the 
actual and predicted values implies the possible instability of the estimated relation 
over the two sub-samples. The statistic is computed as 
F 
(SSRO - SSR, )/ n2 
-F(n n -k) (4.31) Chow2 SSR, 1(n, - k) 
29 1 
It should be noted that the two Chow tests might yield conflicting results due to 
different specifications of the statistics. Apparently the second Chow test is relatively 
advantageous, since only one sub-sample is involved in the calculation of the statistic. 
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4.4 TVP Models 
One of the assumptions behind conventional fixed-parameter econometric techniques 
is that coefficients are constant over the whole sample period or across all cross- 
sectional units. This implies that the economic structure generating the data does not 
change (Judge et al, 1985). However, the parameters characterising the micro units 
along with their aggregated counterparts do change. In cross-sectional studies it may 
be important to take account of differences among households, and in time series 
studies the changing economic environment may induce people to react differently at 
various points in time, both quantitatively and qualitatively to given stimulations. 
From this follows the need for more sophisticated and flexible econometric tools, 
which can allow one to understand and forecast consumer behaviour more accurately. 
Therefore TVP models are developed. 
4.4.1 Why TVP? 
There are quite a few reasons accounting for the necessity to use TVP models, 
among which the following are most typical, for either systematic change or 
stochastic evolvement, in either time series context or cross-sectional framework. 
Seasonalitv and Structural Changes 
Most of important economic variables such as output, consumption, employment and 
trade balance present seasonal patterns or have some seasonal components. "It is 
important in this case to identify and estimate seasonal variations in the parameters in 
the inter-temporal relationship" (Judge et al, 1985, p800). This is done using TVP 
models or dummy variables. 
In addition to seasonality, the structural change is another main cause of 
systematically varying parameters. A long period of high inflation or a rate of 
inflation above a certain threshold, for example, also possibly causes a structural 
change in a way firms and consumers form their expectations. The same effect may 
be generated by some policy changes viewed as definitive by economic agents. On 
account of these factors, long data series are likely to suffer from structural changes. 
Two oil crises in the 1970s are typical events with a "known" date. However, 
sometimes the origin of the structural change is not known a priori. For instance, 
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some changes are just because of the simple passing of time. In all of these situations 
it is appropriate to use TVP models to improve the understanding and predictability 
of the economic phenomena concerned (Tucci, 1995). 
Models' Specification 
Another possible reason for coefficients changing over time is the use of proxy 
variables in place of unobservable ones or the presence of omitted variables 
uncorrelated with the correctly included variables. It may well be the case in the 
tourism context, where it is overwhelmingly common to use proxy variables due to 
unavailability of the real ones. For instance, only in very few nations does tourism 
price index (TPI) exist, and therefore in most cases researchers have to choose CPI as 
a proxy. As in many countries tourism products only account for a small share of the 
total consumer goods, it is impossible that the prices of tourism goods change in an 
absolutely consistent way as all the other consumer goods. Therefore, the use of CPI 
in place of TPI may lead to the variation of parameters. Another proxy used in 
previous studies is "travel cost by air" in place of "total travel cost by all means", in 
which case the above justification for TPI applies. 
The improper function form may also result in variations of parameters. Traditional 
econometric models are normally based on the linear regression, while the true DGP 
is possibly non-linear. However, in this case it is worthwhile to note that "the 
distinction between stochastic and systematic variations is important because in most 
models, stochastic parameters are assumed to be uncorrelated with the explanatory 
variables. These models are not intended to account for parameter variations 
resulting from misspecification in a nonlinear model" (Rosenberg, 1973, p382). 
Microunits'Reaction to Macroeconomic Environment Change 
As far as a time series is concerned, coefficients may change in a stochastic way as 
the underlying microunits react to certain modifications of the environment viewed 
as transitory or ambiguous. Some of these modifications may be due to policy 
changes of the economic authorities (Lucas, 1976). 
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Aaregation among Microunits 
In the cross-sectional studies, "individuals differ greatly in behaviour and it may not 
be possible to obtain observations on a sufficiently large number of variables so that 
each unit may be considered to behave according to the same structural equation" 
(Klein, 1953, p216). Thus, when one considers "a cross section sample of 
households ... apart from purely economic factors, there are various demographic, 
sociological, psychological and envirom-nental factors ... (affecting individual 
behaviour, that is impossible to specify correctly). Therefore, it may be desirable to 
specify that each individual as his own intercept and slope coefficients with regard to 
the (few) included variables" (Swamy, 1971, p8). 
Although some reasons have been pointed out with regard to the use of TVP models, 
the best reason, as Chow (1983, p1214) stated, may well be that "econometricians 
are not lucky or ingenious enough to specify a stable relationship", therefore the safe 
way is to use the time-varying parameter technique. 
4.4.2 State Space and Kalman Filter 
Since TVP models are normally specified in a state space form (SSF) and estimated 
by the Kalman filter algorithm (Kalman, 1960), it is necessary to introduce the 
general idea of this methodology first. 
The technique of state space analysis was not developed originally in the field of 
econometrics but in engineering, starting with a path-breaking paper of Kalman 
(1960). In this paper Kalman stated that a large variety of problems could be 
specified by a simple linear model, essentially the state space model. Meanwhile, he 
illustrated how the calculations of the model could be carried out recursively in a 
way that was particularly convenient on a computer. During the first two decades 
after this methodology was developed, it was commonly utilised by control engineers 
and other physical scientists in processing of signals in aerospace tracking and 
underwater sonar and the statistical control of quality. The contribution 
from 
econometric research is very rare. Only in recent years has it attracted more and more 
attentions of the econometricians and statisticians. The methodology 
has been 
applied to economic issues such as the economic growth (Bomhoff, 1994), stock 
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market returns (Koopman and Hol-Uspensky, 1999), unemployment (Harvey and 
Chung, 2000). The detailed introduction of the state space methodology and the 
Kalman filter algorithm within the econometric field is available in Durbin and 
Koopman (2001) and Harvey (1989). 
There are two major advantages to represent a dynamic system in the SSF. Firstly, 
the unobserved components, known as the state variables, are allowed to enter the 
state space, and are estimated along with the observable model. Secondly, the state 
space model can be estimated by a powerful recursive algorithm known as the 
Kalman (Bucy)filter. 
Specirication 
A linear SSF of the dynamics of the NxI vector y, is given by the following 
equations: 
yt = Z, at + et ý. -- N(O, Ht ), t=T (4.32) 
a= Ta + R, i7,, a, - N(a,, P, ), 77, - N(O, (4.33) t+l tt 
where at is an unobserved (mxI) vector called state vector, Zt is an (Nxm) 
matrix, T, is an (mxm) matrix, andR, is an (mxr) matrix.. 6, and q, are (Nxl) 
and (m xr) Gaussian disturbances respectively, which are serially independent and 
independent of each other at all time points. c, refers to the temporary disturbance 
and 77, the permanent disturbance. The matrices Z, T, Rt 9 Ht and Q are initially 
assumed to be known. Equation (4.32) is called the observation equation or 
measurement equation or signal equation, and Equation (4.33) is called the state 
equation or transition equation. In most economic applications, it is assumed that 
T, = I, where I is the identity matrix. Therefore a, follows a multivariate random 
walk. 
The rationale behind this model is that the evolution of the concerning system over 
time is determined by at according to the state equation. In the meanwhile, since it 
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is unobserved, the analysis must be based on the observations of y, that is, Zt and 
T, are dependent on yj yt-I . 
The definition of the state vector at for a particular model depends on construction. 
Its elements have a substantive interpretation, e. g., as a trend or seasonality. From a 
technical point of view, the purpose of specifying a SSF is to "set up at in such a 
way that it contains all the relevant information on the system at time t and that it 
does so by having as small a number of elements as possible" (Harvey, 1989, p 102). 
Example 1: The Random Walkplus Noise Model 
To simplify the specification of SSF (4.32) and (4.33), it is assumed that y, is a scalar 
rather than NxI vector, Z, and T, are both unity, and the state vector a, is also 
presented as a scalar u,, then the simplest state space model-the random walk plus 
noise model is formulated as: 
Yt - lut + Et 
Va r (. v t 
07 
2 (4.34) 
c 
Var(77, ) a2 (4.35) , Ut+l = lut + 77 
Example 2. - The ARIMA Model 
The unobserved state vector a, may include trend and seasonals. By applying the 
state space methodology these unobserved components along with the irregular 
component can be modelled explicitly. Such a model is called the structural time 
series model. Compared with the structural time series models, the philosophy 
concerning Box-Jenkins ARIMA models is quite different. Instead of modelling the 
trend, seasonal and irregular components separately, ARIMA models difference the 
original time series in order to eliminate the trend and seasonal. The differenced time 
series are then treated as stationary ones. The ARIMA models can be specified in a 
SSF. Now we consider a simple case. Given a non-stationary and non-seasonal 
ARIMA (2,1,1), the SSF is specified as: 
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Y, =(I I O)at (4.36) 
110 (0") 
at+, =0 (p, I a, + 1 (4.37) 
-0 
(P2 0- L91 
where 
Yt-i 
a Av and Ay, = yt - yt-1. (4.38) tvt 
AYt 91ýtl 102 -1 +L 
Other ARIMA models with different orders can also be derived easily following a 
similar way. 
One of the advantages of the SSF, as Durbin and Koopman (2001, p48) remark, is 
that "the array of techniques that have been developed for state space models are 
made available for ARMA and ARIMA models. In particular, techniques for exact 
maximum likelihood estimation and for initialisation are available. " However, in 
terms of the forecasting performance, the ARIMA models and state space models 
both come out with the minimum mean square errors from the exponentially 
weighted moving average (EWMA) recursions. As long as the structure of the 
underlying time series is simple enough, they are essentially equivalent. 
Filterin 
Once a model has been specified in a SSF, we can employ the Kalman filter 
procedure to calculate the optimal (minimum mean square error, MMSE) estimator 
of the state vector at time t, given the information available up to time t-l. Proofs of 
it can be found in Anderson and Moore (1979) and Duncan and Horn (1972). The 
derivation of the Kalman filter is given below. 
Consider the state space model of (4.32) and (4.33) and let at denote the MMSE 
estimator of at based on the past observations Y,, ---, y, denoted as Y, , and Pt 
denotes the mxm covariance matrix of the estimation error. Since all distributions 
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are normal, the conditional distribution of subsets of variables given other subsets of 
variables is also normal. The required distribution is therefore determined by the 
knowledge of a, +, =-- E(a,,, I Y, ) and P,,, = Var(a,,, 
I Y, ). Assume a, I Y, - N(a, P, ), 
it is easy to compute at+, and P, +, recursively 
based on a, and Tt. Following the 
specification of the state equation (4.33), we have: 
at+, E(Tat + R, 77, I Yt) (4.39) 
TE(a, I Y, ) 
P, j Var(Tta, + R, 77, I Y, ) (4.40) 
Tt Var(a, I Y, )Tt'+ Rt Q, R, ' 
for T. Let 
vt = y, - E(y, I Y, -, 
) = y, - E(Z, at + c, I Yt-1) = y, - Z, a, (4.41) 
where ot is the one-step forecast error of yt given Y, -, . 
When Y,, and u, are 
constant then Y is constant and vice versa. Therefore, t 
E(a, I Y, ) = E(a, I Y, -,, v, 
) (4.42) 
But 
E(u, I YI) = E(y, - Z, a, I YI) = E(Z, a, + c, - Z, a, I Y, -, 
) =0 (4.43) 
Hence, 
E(v, ) =0 (4.44) 
and 
Cov(yj, vj) = E[yjE(v, I Y, -, 
)'] =0 j=11 ... I t-1. 
(4.45) 
Therefore, 
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E(a, I Y, ) = E(Y, _,, v, 
) 
= E(a, I Y, -, 
) + Cov(a,, v, )[Var(v, )]-'v, (4.46) 
= at + M, F, -'t), 
where 
Mt = Cov(at , ot) 
= EJE[at (Z, at + ct - Z, a, )'l Y, -, 
]1 
(4.47) 
=E JE[at (a, - a, )'Z, ] 
= Pzf tt 
and 
F= Var(v tt 
= Var(Ztat + ct - Z, a, ) (4.48) 
= ZtPZ'+ H, t 
Assuming that F, is non-singular, and substituting in (4.39) and (4.46), we get: 
at+, Ta + TM Flu tttttt (4.49) 
Ta, + Ktut 
with 
Kt = TtMtF' TPtZ, Ft' (4.50) 
Since 
Var(at I Y, ) = Var(at Y, -I, vt) 
= Var(at I Yt-j) - Cov(a,, v, )[Var(vt)]-'Cov(at, v, )' 
P, - M, Ff -, 'M, ' 
(4.51) 
= P, - Pt ZFt -'Z, P, t 
Substituting this in (4.40) gives: 
P =TPL+R, QR' (4.52) t+l tttt 
with 
L =T -KZ (4.53) 1ttt 
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The recursions (4.49) and (4.52) constitute the celebrated Kalman filter for the model 
(4.32)-(4.33). Along with (4.40), these three equations are named the "measurement 
update equations", as they show how an observation on y leads the filter to adjust its 
estimate of state vector a and the corresponding covariance matrix P. the gain 
matrix K is needed to perform these adjustments. The initial a, is N(a, , PI), where 
a, and P, are known. 8 Given these initial conditions, the Kalman filter delivers the 
MMSE estimator of the state vector as each new observation becomes available. 
After all n observations have been processed, the optimal estimator of the current 
state vector, and/or the state vector in the next time period is achieved based on the 
full information set. 
To implement the Kalman filter, any unknown elements of the system matrices need 
to be replaced by their estimates. Under the Gaussian assumption of et and ut , the 
following likelihood function can be evaluated using the Kalman filter. 
logL 
NT 
log 21r - logIF, 
I-v; F -, 'v 
22t2ttt 
(4.54) 
Since ut can be interpreted as a vector of prediction errors, the representation of 
(4.54) is known as the prediction error decomposition fonn of the likelihood. 
Forecasti 
As shown above, in the state space model (4.32)-(4.33), the Kalman filter 
yields aT+IIT- TT, jaT and the MMSE estimator of 
aT+I given all the observations. 
Therefore, the one-step-ahead forecast can be produced straightforwardly as follows: 
YT+IIT = ZT+, aT+IIT (4.55) 
along with the error variance matrix or mean square error matrix : 
8 In most practical applications, at least some, if not all of the elements of a, and P, are unknown. 
The procedure of solving these initial conditions is called initialisation. For the details, see Durbin 
and Koopman (2001). 
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FT+j E[(YT+IIT - YT+l )(ýT+IJT - YT+l 
(4.56) 
z Zf +H T+IPT+IIT T+l T+l 
generated by the Kalman filter relation (4.48). 
Now consider the problem of multi-step prediction. Let 
s=2,..., S (4.57) aT+s ý E(aT+s IA 
and 
-P= E[(d -a -aT+s 
YIA (4.58) T+S T+s T+s )("T+s 
Since 
--": ZT+,, aT+s +6T+s (4.59) YT+s ' 
We have 
YT+s ZT+, E(aT+s IA (4.60) 
ZT+s"T+s 
with the mean square error matrix 
FT+s =df 
IZT+s G'T+s -aT+s CT+s 
I IZT+s(aT+s 
-aT+s 
) 
-'6T+s 
If 1 
(4.61) 
Zf +H ZT+spT+s T+s T+s 
Corresponding to (4.3 3), t ere is 
aT+s+l = 
TT+saT+s + RT+s 77T+s (4.62) 
Therefore, 
= TT+sE(aT, +s y) 
aT+s+l 
(4.63) 
= 
TT+s dT+s 
for s= and with iiTj = 
aT+l *In addition, 
-a PT+s+l E[(aT+s+l -aT+s+l 
)(aT+, 
+] T+s+l 
YIA 
T-a-a T+, +R f (4.64) T+sE[(iiT+s T+s 
)("T+s 
T+s 
P 
y]T T+sE(17T+s 
17T+s)Rf T+s 
T !; 
T+sTf +R R' T+s ; +s T+s 
QT+s 
T+s 
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Fon-nulas (4.63) and (4.64) are recursions for calculating aT+s and PT,,. It should be 
noted that BT+s does not take account of the errors that come from estimations of any 
unknown parameters the system matrix Tt. 
4.4.3 The TVP (Long-Run) Model and Recursive Least Squares (RILS) 
By redefining Z, in SSF (4.32) as the matrix of explanatory variables (inclusive of the 
constant term), a TVP model can be specified in the SSF using the same presentation 
of Equations (4.32) and (4.33). Estimation and forecasting of TVP models use the 
same logarithm as described in Section 4.3.2, which will not be repeated. As seen 
from the above mathematical illustrations, the Kalman filter algorithm features 
recursive estimation of the parameter matrix a, , which appears similar as the 
recursive least squares (RLS) algorithm. This section thus starts with a brief review 
of RLS. 
Given a general linear regression model described in matrix: 
Xa +, 6 (4.65) 
where y represents a single vector with successive observations on the dependent 
variable, Xa matrix, each column vector of which refers to an explanatory variables 
(including the constant term), and a the vector of coefficients to be estimated. 
The OLS estimate of a given observations up to period t is given by: 
(XX)-'Xý (4.66) 
One period later, when one more observation of each variable is available, the new 
parameter vector a,,, can be computed by RLS as: 
a, +, --.,: at + 
Kt+l (yt+l - xt+, a, ) (4.67) 
The expression in brackets is called recursive residual. Kt, j is the gain matrix (or a 
gain vector in this example), computed as: 
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Kt+, -z - 
(X; xt)-l Xt+I (4.68) 
I+x; x tt Xt+I 
Replacing (X, 'X, )-by PI, Equation (4.40) can be rewritten more concisely as: 
Px 
K, 
+j 
t t+l (4.69) 
I+X; x t+lpt t+l 
Meanwhile, the matrix P itself can be updated as follows: 
xr 
p Xt+i t+l 
--pt trt Pt+, :-I+ xt+lxt+l 
p (4.70) 
The above process is the algorithm for recursive computation of a parameter vector 
a. When observations at each new period are available, the parameter estimate is 
adjusted to some extent, which depends on the residual for the latest period and on 
the time-varying gain vector K. 
To examine the relationship between the estimate of the TVP model using the 
Kalman filter algorithm and the RLS estimate, the same formulations as Equations 
(4.32) and (4.33) are used to represent a TVP model, with Z, redefined as the matrix 
of explanatory variables. For the ease of comparison, the "measurement update 
equations" is rewritten as follows: 
K= PZ'[Z PZF +H (4.71) ttttftt 
P =[I-KZ (4.72) t+llt tt 
lpt 
a, + Kt [y, - Z, a, ] (4.73) 
These substantive equations (4.7l)-(4-73) correspond exactly to the procedure 
sketched in the case of recursive ordinary least squares (Equations (4.69), (4.70) and 
(4.67), respectively). However, the Kalman filter provides additional modelling 
advantages that do not exist in RLS. As Bomhoff (1994, p78-79) summarises, "the 
state variables to be estimated by the filter may move according to some 'physical' 
law of motion between their departure from time period t and their arrival at time 
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period t+l. " Moreover, "the other new avenue opened by the Kalman filter 
methodology which goes fundamentally beyond least squares is the possibility that 
state variables on their march from period t to period t+1 do not only change 
according to some prearranged and well specified mechanism, but are also subject to 
unpredictable stochastic shocks. " 
4.4.4 The TVP-ECM 
The TVP model in the form of (4.32)-(4.33) is the "classical" TVP model, as the 
observation equation (4.32) is based on the classical econometric model-the static 
model or long-run model. This kind of TVP models only emphasises the variations 
of coefficients over time, and whether there is any long-run stable relationship is out 
of its concern. Due to the form of the observation function, this kind of TVP models 
is termed long-run TVP models in this study. 
As conventional econometrics suggests, if the long-run CI relationship is identified, 
an error correction model can be established to reflect the short-term adjustment. The 
specification of the conventional FP-ECM implies that the speed of short-run 
adjustment is constant over time. In the changing environment resulting from the 
various reasons addressed above, such an assumption seems to be too strict and 
arbitrary. Actually, "even assuming the existence of a stable long-run combination, 
one may find signs of instability in the short-run adjustment mechanism" (Ramajo, 
2001). Therefore, it is more easily understandable to specify the TVP short-run 
dynamics within the long-run equilibrium framework. Such a specification is termed 
TVP-ECM in this study. Compared to the classical long-run TVP model, the TVP- 
ECM adds one more restriction-existence of the long-run CI relationship, and 
focuses on the short-term adjustment mechanism with time-varying speeds. The 
detailed methodological description for this can be found in Harvey (1989). 
Similar as the long-run TVP model, the TVP-ECM can also be specified in a SSF, 
where the state equation takes the same form as (4.33) and the observation equation 
changesto: 
Ayt = AZtat + et ýc- N(O, H, ), t=T (4.74) 
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The estimation logarithm is the same as illustrated in Section 4.3.2. 
4.4.5 Diagnostic Tests for TVP Models 
Parallel to fixed-parameter econometric models, a well-specified TVP model should 
also pass various diagnostic tests. In such a model the disturbances 6, and 77, should 
be approximately random and normally distributed and serially independent with 
constant variances. In TVP models, the diagnostic checking is based on the 
standardised one-step forecast errors, which are written as: 
0' 
NID(O, u. ) 7F, 
Norma 
The first four moments of the standardised forecast error s are: 
T' 
mi let 
T' I=d+l 
TI 
kI (e, -M, )' k 2,3,4 T t=d+l 
where T' =T-d and d is the number of regressors in the observation equation. 
Skewness (S) and Kurtosis (K) are defined as: 
S= 
m'- 
N(O, 6/T') 
3 CM-2 
and 
K= ýK4 - N(3,24/T') m2 
2 
(4.75) 
(4.76) 
(4.77) 
(4.78) 
(4.79) 
given a correctly specified model (see Bowman and Shenton, 1975). The test from 
non-nonnality is therefore based on the following static: 
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N T'[ 
S2+ (K - 
3)2 
6 24 (4.80) 
which asymptotically follows a A' distribution with 2 degrees of freedom on the null 
hypothesis of normality. 
Heteroscedas 
Heteroscedasticity can be tested simply by comparing the sum of squares of two 
separated subsets of the sample. The static is given by: 
T d+h 
2/Z2 
e, _., e, t=T-f +1 t=d+l 
(4.81) 
wheref is the closest integer to T'l 3. H(f ) has a F(f ,f) 
distribution under the null 
hypothesis of homoscedasticity. 
Post-Samp Predictive Testima 
Given a TVP model about to be used for forecasting, it is necessary to test whether 
the model is properly specified in order to generate accurate prediction. The static for 
testing post-sample predictive failure is formulated as: 
PF(p) = 
P-1 
12 eT 
-p i=O 
T -P I 
e' I(T'- p 
t=d+l 
P-1 
2, /(P(72) 
=ye T -P i=O 
(4.82) 
which is distributed as F(p, T-p-d). 
The above three diagnostic tests are most often used for TVP models and are also 
applied in the empirical study of this thesis. With regard to other diagnostic tests, 
Durbin and Koopman (200 1) and Harvey (1989) give the details. 
4.4.6 Applications of TVP Models 
TVP (long-run) models have been successfully applied in economic studies such as 
modelling and forecasting rational expectations fonnation and inflation (Bohara and 
Sauer, 1992; Burmeister and Wall, 1982; Cuthbertson, 1988), consumption (Song, 
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1995; Song et al, 1998), demand for money (Swamy et al, 1990), demand for 
telecommunications (Hackl and Westlund, 1996). Recently the TVP-ECM has 
attracted some attention from economists. Greenslade and Hall (1996) employ the 
TVP-ECM to examine the structural changes in the German economy, and Ramajo 
(2001) utilises the TVP-ECM to model the demand for money in Venezuela. 
However applications of the TVP model to tourism demand analysis are still rare, 
with the following notable exceptions. Riddington (1999) utilises the TVP model to 
analyse and forecast ski demand in Scotland. Song and Witt (2000) use the TVP 
model to examine the elasticity change over time regarding the demand for Korean 
tourism by UK and USA residents. Li et al (2002) and Song et al (2003b) show the 
superiority of the TVP model's forecasting accuracy over a number of other causal 
and non-causal models in their studies of tourism demand in Denmark and Thailand 
respectively. So far no applications using TVP-ECMs have been seen in the tourism 
literature. Therefore, this study will bridge the gap in the tourism literature. 
4.5 Other Causal Models 
Coupled with above econometric models-the mainstream of causal models, the 
gravity and trip generation model, neutral network models and structural time series 
models (STSMs) are regarded as the ramifications in this family. In addition, the 
panel data technique is also applied to a tourism demand study. 
4.5.1 Gravity and Trip Generation Model 
The gravity and trip generation model is derived from the principles of Newton's 
gravitational law, and was popular among tourism geographers in the 1970s. It 
emphasises geographic and demographic factors of tourism demand instead of those 
affecting the nature of the demand curve, principally income and price. "Push and 
pull factors between the origin and destination regions (typically represented by 
populations), and restraining factors (distance being the usual proxy measure) are 
therefore central concerns" (Crouch et al, 1992, p199). Due to different derivation, 
some researchers (e. g. van Doom, 1984) exclude it from econometric models. 
However, with regard to the implication to tourism demand, it seems plausible to 
treat it as a special case of econometric models in terms of the similarity of model 
forms and estimation methods. 
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4.5.2 Neural Network Models 
The neural network is a computational technique that mimics the processing abilities 
of the human brain (Taylor, 1998). "In a neural network, there are many simple 
processing units (know as "nodes") operating in parallel with no central control. The 
connections between nodes have numeric weight that can be adjusted in the learning 
process" (Law, 2000, p332). Law and Au (1999) investigate the feasibility of 
applying a feed-forward neural network to model the Japanese tourism demand to 
Hong Kong. In addition, Law (2000) extents the applicability of neural networks in 
tourism demand forecasting by incorporating the back-propagation learning process 
into a non-linearly separable tourism demand data. Pattie and Snyder (1996) employ 
the same method to forecast over-night backcountry stays in the US national parks. 
All the three studies prove a superior performance of neural network in terms of 
forecasting accuracy. Other researchers (such as Ackley et al, 1985; Hampson and 
Volper, 1987; Lippmann, 1987; Remus and Hill, 1990) also show some merits of 
neural network, such as suitability to working with small-size samples and high 
levels of noise and universal approximation for non-linear functions. However, the 
applications of neural network models to tourism demand modelling are limited 
seriously by their drawback of looser linkage to theory and inability to illustrate the 
impact of explanatory variables on a dependent variable, such as elasticity analysis. 
4.5.3 Structural Time Series (Causal) Models 
With regard to the time trend, earlier tourism studies define a deterministic linear 
specification, which assumes that the unavailable variables it represents (such as 
priority of the destination and rise of living standards) keep going on at a fixed rate 
over the sample period. However, the fixed rate appears not to be realistic. 
Furthermore, such a trend variable tends to be highly correlated with income 
variables, and hence generates the problem of collinearity (Song and Witt, 2000). 
The STSM incorporates the stochastic component into classical econometric models 
permitting both the level and the slope to evolve slowly over time. At the same time, 
a stochastic seasonal component is specified given that monthly or quarterly data are 
used. The stochastic and seasonal components in the STSM are specified in the SSF 
and estimated using Kalman filtering, but the explanatory variables are restricted 
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within the fixed-parameter scope. Since the measurement equation in a STSM 
involves causal variables simultaneously and presents a single equation form, it is 
allocated into the category of single-equation causal models, although it is tenned the 
structural model in econometric textbooks. Applications of the STSM in the tourism 
demand studies include Gonzalez and Moral (1995), Gonzalez and Moral (1996), 
Kulendran and Wilson (2000), Kulendran and Witt (2001 and 2003a). These studied 
commonly prove that the STSM can successfully capture the changes in the 
behaviour of time series and reflect the seasonal properties of tourism. As a result, it 
fits well the data featuring seasonality. Although the rationale concerning time- 
varying components coincides more with reality, fixed parameters on causal 
variables show the drawback compared to TVP models. Since the elasticites are still 
constant, the benefits from TVP approach have not been demonstrated sufficiently. 
The STSM can be regarded as a semi-TVP model, which is somewhat between the 
fixed-parameter and TVP models. 
It should be noted that if explanatory variables are deleted from the STSM, it will fall 
back to a non-causal model-the basic structural model (BSM). In other words, the 
STSM can be viewed as a further development of the BSM by adding up explanatory 
variables. However, comparing these two models in terms of forecasting accuracy, 
little improvement has been found in empirical studies (for example, Kulendran and 
Wilson, 2000; Kulendran and Witt, 2003). Since the superiority of the STSM and 
BSM only appears when dealing with seasonal data, they are of no interest in this 
study, which uses annual data only. 
4.5.4 Panel Data Model 
Apart from the applications of the above three models, there are a couple of special 
cases that use panel data technique (see, for example, Ledesma-Rodriguez et al, 2001; 
Romilly et al, 1998; Song and Witt, 2000; Tremblay, 1989). Judged by the number 
of equations, the panel data model is a multiple-equation model, but it does not have 
the typical features of system models. Although a group of equations are linked 
together, their interrelationships are more in the statistical sense rather than in terms 
of economic theory. No theoretical restrictions are imposed to the panel data model 
and no test is required. Unlike all above econometric models which use time-series 
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data only, panel data analysis combines both time-series and cross-sectional 
information. The advantage, as the authors state, is to provide more degrees of 
freedom, so it is suitable for small samples. Moreover, it can reduce the problem of 
collinearly and allow for individual heterogeneity. However, there are some certain 
limitations in applying this technique, such as the design of the database, distortions 
produced by the measurement errors, selection difficulties and the length of the time 
series. Due to its limitations and technical complexity, the applications in the tourism 
literature are extremely rare, and its forecasting performance regarding tourism 
demand has not been examined. 
4.6 Benchmarks for Forecast Comparison between Single- 
Equation Models 
For the purpose of forecasting accuracy comparison between econometric models, 
naive models particularly naive I model, as well as the ARIMA model is normally 
considered as benchmarks. 
4.6.1 Naive Models 
Naive models are widely used as benchmarks in both non-causal and causal 
forecasting performance comparisons. There are two naive models: Naive I and 
Naive 2. 
Naive I assumes that the forecast for period t+1 equals the number in period t: 
Yt+l ý Yt (4.83) 
Since Naive I assumes that the time series concerned features no change in the future, 
it is also called the "no-change" model. In statistical textbooks Naive 1 is called the 
"random walk" model. This assumption is associated with a stationary time series. 
Naive 2 assumes that the forecast for period t+1 is equal to the value of the forecast 
variable in period t multiplied by the growth rate of the forecast variable over the 
previous period: 
III 
Yt+l yt x+ 
Yt - Yt-l 
Yt-l 
(4.84) 
Naive 2 indicates that there is no change in the growth rate instead of in the level, so 
it is more appropriate to forecast a trended variable. However, as a benchmark Naive 
1 appears to be more popular in ten-ns of the frequency of its applications. 
4.6.2 The ARIMA Model 
The ARIMA model was developed by George Box and Gwilyrn Jenkins (1970), so it 
is also called the Box-Jenkins approach. The ARIMA model is flexible and widely 
used in time series analysis. This model combines three types of processes: 
autoregression (AR), differencing to strip off the integration (1) of the series and 
moving averages (MA). Each process has its own characteristic way of responding to 
a random disturbance. 
The process of AR of orderp, AR (p), can be expressed as: 
y, = a,, + a, y, +a2 Yt-2 +... +ap yt-P (4.85) 
where y, is the actual value of the time series, ais (i=O, 1,2,..., p) parameters to be 
estimated, and p the order of the autoregressive process. 
The moving average process of order q, MA (q), can be expressed as: 
+, 8, e, -, 
+)62e, 
-2+ ... + fl, 
e, 
-q 
(4.86) 
where e, -i 
(i=l, 2,..., q) is the error term (the true value minus the forecast value) at 
time t-iý flis parameters to be estimated, and q the order of moving averages. As can 
be seen in Equation (4.86), the MA process in this context is different from the 
moving average model that is used for smoothing effects on past actual values of the 
time series. 
Given a stationarY time series yl, ARMA (p, q) model combines the above AR (p) 
and MA (q) processes, and is expressed as follows: 
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yt =0+ aly, + a2y, -2 + ... + apyt-P + Ae, -ý 
+ 82e, 
-2+... + 
8p e, 
-q 
(4.87) 
The basic theory behind ARMA models applies to stationary data only. Thus, before 
attempting to identify p and q in Equation (4.87), the data must be detrended. And 
this can be achieved by taking successive differences of the data. The number (d) of 
differencing is the order of integration of the series. 
If the data have a seasonal pattern, in addition to the type of differencing addressed 
-1-ove (called short or period to period differencing), seasonal or long differencing is au 
also needed to ensure stationarity in the time series concerned. 
The general ARIMA model accounting for all above processes is expressed as 
follows (Pankratz, 1983, p281): 
Op (B)(Dp (B L )VdVsdy E) sq 
(B L )Oq 
t 
(B)e, 
where B: the backshift operator, with B(y, ) = y,; 
L: the seasonal periodicity; 
OP (B) =(I - OIB-02B -... - OPB) is the non-seasonal operator; 
(D,, P 
(B L) : -(' - (DILB 
L- (1)2LBL 
-... -(I), PBL)iS 
the seasonal operator; 
Oq(B) =(I - OIB - 0, B- *** - OqB) is the non-seasonal operator; 
f--% L) BL BL E) SBL) 
is the seasonal operator; VY sq(B ý 
(1 
- 
OIL 
-02L q 
Vd =(I -B)d is the non-seasonal differencing operator; 
Vsd =(1 -B 
L) sd is the seasonal differencing operator. L 
(4.88) 
One of the distinctive features of the ARIMA model is that it investigates the nature 
of the actual data so as to primarily identify the appropriate orders in advance for 
forecasting. The p and q are generally identified through the examination of the 
113 
autocorrelation function (ACF) and partial autocorrelation function (PACF) of the 
time series concerned. 
Compared with other time series forecasting models, the ARITVA model is more 
advantageous. Firstly, it is more logical and statistically sound; Secondly, it extracts 
a great deal of information from the historical data; Lastly, it leads to an increase in 
forecasting accuracy while keeping the number of parameters to a minimum in 
comparison with similar modelling processes. However, same as other non-causal 
models, it is unable to examine the causes of variations in the time series, and 
therefore is not applicable for policy evaluation. 
A large body of applications of ARIMA models have been seen in the tourism 
literature focusing on time series forecasting of tourism demand, such as Chan 
(1993), Cho (2003), Chu (1998), Turner et al (1995 and 1997). In the studies of 
econometric forecasting comparisons, ARIMA models also frequently appear as 
benchmarks (see, for example, Li et al, 2002; Song et al, 2003b; Song and Witt, 
2000; Witt et al, 1994). 
4.7 Review of Single-Equation Models for Tourism Demand 
Studies 
Since most of the published studes on tourism demand modelling and forecasting 
before the 1990s has been reviewed in some other papers such as Crouch (1992, 
1994b, c and 1995), Johnson and Ashworth (1990), Witt and Witt (1995) and Uysal 
and Crompton (1985), this section mainly focuses on that of the last decade so as to 
show the latest methodological development in tourism demand studies. 
Relating to the methodologies discussed in this chapter, studies on tourism demand 
modelling and forecasting using single-equation econometric approaches are 
reviewed in the following sections, with those focusing on only time series methods 
being excluded. The papers being reviewed are collected principally from various 
tourism journals, supplemented by some applied economics and forecasting-related 
journals. 45 papers are selected and the detailed information is presented in Table 4.2. 
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4.7.1 Tourism Destination and Origin Country Pairs 
The domination of West European and North American countries in the research 
interests has been discovered in the earlier reviewing papers (see, for example, 
Crouch, 1994c). This trend is related to their great contribution to international 
tourism development, as both inbound and outbound tourism in theses areas account 
for a very large proportion of global tourism flows. There areas continue to draw a 
great deal of researchers' attention. In particular, among the 45 studies being 
reviewed, 32 refer to UK tourism, either as a tourist destination or origin, and 30 
studies relate to US. However, international tourism in the East Asia and Pacific 
region has gained the fastest growth in the last decade. Correspondingly, as a new 
trend since the 1990s, this region has been gaining more and more attention in terms 
of tourism demand research. There are 21 studies focusing on modelling and 
forecasting tourism demand for this region particularly Hong Kong and Australia. 
4.7.2 Functional Forms 
In empirical studies of tourism demand, computational convenience and the ease of 
interpreting estimated parameters in the model concerned are the most essential 
determinants of a specific functional form for purposes of model estimation and 
theory test (Lim, 1997c). Continuing the trend in the last few decades, the log-linear 
regression is still the predominant functional form in the content of tourism demand 
studies in the 1990s, which is seen in 39 studies. Other studies utilise either linear or 
non-linear form. In an earlier review of tourism studies between the 1960s and the 
1980s, Crouch (1992) summaries that the log-linear form is generally proved to be 
superior when both linear and log-linear forms are tested. In a recent study, Vanegas 
and Croes (2000) compare a few linear and log-linear models of US demand for 
tourism in Aruba and conclude that log-linear models generally fit the data better 
(although slightly) in terms of the statistical significance of estimated coefficients, 
although the values of adjusted R-square and F statistics of linear models are 
relatively high. Whereas Qiu and Zhang (1995) run a similar comparison but do not 
find significant difference between the two forms. 
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Although the log-linear regression is advantageous over the linear counterpart in 
ten-ns of convenience for elasticity estimation, the derived elasticities from the fixed- 
parameter log-linear model are constant over time. This assumption is quite 
restrictive and unrealistic especially for a long sample period, unless in the CI model 
where the long-run equilibrium relationship has been assured. 
4.7.3 Model Speciflcations 
By looking at the models used in the selected papers in Table 4.2 sorted by the time 
of publication, the methodological development for tourism demand studies can be 
traced. In the early 1990s, econometric modelling and forecasting of tourism demand 
was still restricted in static models, which suffer from quite a few problems such as 
the spurious regression (Song and Witt, 2000). In the mid 1990s, dynamic models, 
for example, specific ADLMs and CFECMs appeared in the tourism literature more 
frequently. And in the meanwhile, the Kalman filter technique was introduced into 
the tourism context, first used in the non-causal basic structural model (BSM), and 
then in the structural time series model (STSM) incorporating explanatory variables, 
and finally in the TVP model. The applications of more advanced techniques result 
in improvement of tourism forecasting accuracy, which will be reviewed in more 
detail later. 
4.7.4 Diagnostic tests 
Witt and Witt (1995) point out the problems in tourism demand models prior to the 
early 1990s, one of which refers to the ignorance of diagnostic checking. However, 
this situation has changed since the mid 1990s. In addition to the conventional 
statistics reported in earlier studies such as goodness of fits and the adjusted version, 
F statistics and DW statistics for autocorrelation, tests for unit roots, higher-order 
autocorrelation, heteroscedasticity, non-normality, mis-specification, and various 
forecast error measures are reported. In particular, Dristakis (2003), Kim and Song 
(1998), and Song et al (2000) each report more than 10 diagnostic tests for their 
estimates. Amongst various diagnostic tests, unit root tests for annual data or 
seasonal unit root tests for monthly or quarterly data are widely used where CFECM 
approaches are considered. Most of the models reported in the studies after 1995 pass 
the majority of these tests. The enhanced model performance is likely to generate 
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more accurate forecasts and more meaningful implications for practical operations of 
tourism industries and government agencies. 
4.7.5 Variables in the Selected Studies 
Dependent variables 
Compared to tourism demand studies prior to 1990, the measures of tourism demand 
have not changed much. The measure of tourist arrivals dominates literature in the 
last decade, followed by tourist expenditure. Amongst the selected studies, 37 papers 
use the measure of tourist arrivals, 2 use tourist expenditure and 4 utilise both. 
Compared with the tourism literature before 1990, recent studies pay more attention 
to disaggregated tourism markets by travel purpose (for example, Morley, 1998; 
Turner and Witt, 2001 a) or by transportation means (Witt and Witt, 1992), especially 
when using quarterly or monthly data, as better records of data become available 
recently. Amongst various tourist markets, holidaymakers attracted the most research 
attention (for example, Ashworth and Johnson, 1990; Kulendran and Witt, 2003b; 
Song et al, 2000 and 2003b), followed by business travellers (Kulendran and Wilson, 
2000; Kulendran and Witt, 2003a). In addition, two special interests are placed on 
international conference attendees (Witt et al, 1995) and UK Ski players (Riddington, 
1999). Comparing to tourism demand studies using aggregated data, the research 
with disaggregated data is more meaningful, as tourists in different market segments 
face different decision-making processes. To discover different influencing factors in 
each market will contribute to specific marketing strategies. 
4.7.6 Independent variables 
Consistent with previous tourism literature, income and prices are the most important 
determinants for international tourism demand. Almost all the tourism demand 
studies consider these factors, and generally show their significance. 
Income variable 
Lim (1997b) argued that discretionary income, defined as the remaining income after 
spending on necessities in the country of origin, would be an appropriate measure of 
tourists' income. But it is a subjective variable and therefore is immeasurable. 
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Among all the feasible and available candidates, the real personal disposable income 
(PDI) is a relatively satisfactory measure of income particularly for holidaymaking or 
VFR studies, (Kulendran and Witt, 2001; Song et al, 2000; Syriopoulos, 1995). 
Meanwhile, national disposal income (NDI), gross domestic product (GDP), gross 
national product (GNP), and gross national income (GNI), all in constant prices, are 
also in use of some tourism studies. They are more suitable for business travel 
studies (Song and Witt, 2000). Other plausible proxies include real private 
consumption expenditure (Song et al, 2003b) and the industry production index 
(Gonzalez and Moral, 1995). 
Although income is regarded as an important determinant in theory and has been 
commonly considered in empirical studies, its influence to tourism demand is not 
always quite significant, especially in CI and ECM analysis. For example, such 
phenomena present in all four ECMs and one long-run CI models in Kulendran and 
King (1997), in half cases of both ECMs and CI models in Kim and Song (1998), 
and in three out of twelve ECMs and even in five out of six VAR models of Song et 
al (2003b). One possible reason is associated to DGPs in some specific origin 
countries, because most of these phenomena happen to Japan, Gennany and the US. 
Moreover, lower degrees of significance in ECMs indicate that income affects 
tourism demand more in the long run than in the short run. It is in line with the more 
precise conclusion of Syriopoulos (1995), drawn from the comparison between long- 
run and short-run income elaasticities. To some extent, it also supports the 
permanent income hypothesis. 
Tourism Prices in Destinations 
Various price variables have been included in tourism demand models. Comparing 
to the travel cost, tourism prices, i. e. the prices tourists pay at the destination, are 
used more often, basically because of data availability. Alternative measures of 
tourism prices have been presented in the selected studies. For example, Qiu and 
Zhang (1995) and Witt and Witt (1991,1992) use CPls in the destinations along with 
the exchange rates between the destination and origin to account for tourism prices 
separately; Webber (2001) combines these two effects together to generate a 
exchange rate adjusted tourism price in the destination; while the majority of tourism 
studies especially the most recent studies commonly define a exchange rate adjusted 
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relative price between the destination and origin, which is also called the effective 
exchange rate or effective relative price. For example, Syriopoulos (1995) 
incorporates such effective relative prices in his models. Additionally, relative prices 
(unadjusted by exchange rates) and exchange rates are also considered in this study. 
Compared to substitute prices and travel costs, tourism prices in destinations are 
showed to be more important determinants for international tourism demand, on 
account of the statistical significance of their estimates. 
Substitute Prices 
In addition to the relative price between the destination and origin, substitute prices 
in alternative destinations have also been proved to be important determinants in 
some cases. There are two forms of substitute prices: one allows for the cost of the 
destination relative to each country of origin or competing destination respectively 
(Kim and Song, 1998, and Song et al, 2000), and the other calculates the cost of the 
destination under consideration relative to a weighted average cost in various 
competing destinations, both adjusted by exchange rates. The weight is the relative 
market share (arrivals or expenditures) in each competing destination (see, for 
example, Song and Witt, 2003). The second form is used more often in empirical 
studies as fewer variables are incorporated into the model and more degrees of 
freedom are retained. On the other hand, analysis of interrelationships between 
individual alternative destinations has to be sacrificed. Moreover, the estimates of 
this variable show very low significance compared with the own tourism prices. This 
is probably because significant substitutability and complementarity offset each other 
when the weighted average variable is calculated. To overcome this problem, an 
origin-specific (or destination-specific) substitute price variable in an inbound (or 
outbound) tourism study is more appropriate, which on the other hand, will increase 
the difficulty of data collection and consume more degrees of freedom. Therefore, 
the sample size and research aim should be taken into account for the choice between 
the two relative prices. 
Travel Costs 
Travel costs are also considered in some recent studies. Witt and Witt (1991 and 
1992) consider different transportation means in t eir studies and define the travel 
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cost variable for each means. In most of the other studies considering travel costs, the 
economy airfares between the main cities in the origin country and the destination 
country are used as proxies (such as Dritsakis, 2004; Lim and McAleer, 2001 and 
2002). Private gasoline costs are used as proxies for surface travel (Di Matteo and Di 
Matteo, 1993; Ledesma-Rodriguez and Navarro-Ibanez, 2001). With regard to 
definitions of travel costs, two alternative forms can be seen: the origin-destination- 
specific form (see, for example, Kim and Song, 1998; Kulendran and King, 1997; 
Song et al, 2003b) and weighted average form taking substitute effect into account 
such as Kulendran and Witt (2001). 
However, considering limited degrees of freedom and data restrictions, most of 
recent tourism studies omit the travel cost variables from their work. Even if in the 
studies considering travel cost, very few of them generate significant estimates. For 
instance, in three out of six cases of Kulendran and Witt (2001), Cl relationships 
between travel costs and other variables do not appear. Meanwhile, significant 
parameters of short-run travel costs do not present in any ECM and only in two out 
of six least squares regression models. In both CI functions and ECMs of Kim and 
Song (1998), the travel cost shows a significant impact in only one out of four origin 
countries under consideration. Song et al (2003b) also show that no significant travel 
cost variable is kept in any model with respect to any origin country concerned. 
Moreover, among 70 studies being reviewed by Lim (1999), only 42 include travel 
costs, much lower than the number (65) of studies that include the income variable. 
Meanwhile, 217 out of 419 models in the 42 studies obtain significant negative 
elasticities as expected. Quite a few recent empirical studies which consider travel 
costs in their initial specifications show insignificant effects of this variable. 
Marketinz Expenditure 
Marketing expenditure is expected to play a role in determine international tourism 
demand. However, many tourism related marketing activities are not specific to a 
particular destination, and unavailability of aggregated marketing data over a long 
time period constraints its applications. There are only two amongst the reviewed 
studies including this variable in their demand models: Crouch et al (1992) and 
Ledesma-Rodriguez et al (2001). On the grounds of lacking precise data, in an earlier 
study, Witt and Martin (1987, p33) have pointed out that "where marketing is used to 
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explain international tourism demand, caution must be exercised in interpreting the 
empirical results. " 
Dummv and Trend Variables 
In order to incorporate the impacts of one-off events and taste changes on tourism 
demand, dummy and time trend variables are considered. As far as one-off events are 
concerned, the global negative impacts of the two oil crises in the 1970s are 
examined in most empirical studies, followed by the Gulf War in the early 1990s, 
global economic recession in the mid 1980s. Other regional events and 
origin/destination-specific affairs are taken into account in specific studies with these 
areas being of interest. As for trend variables, the determinate linear trend is used 
relatively widely, especially in the studies prior to 1990.25 out of 100 papers 
reviewed in Lim (1997b) incorporated trend variables in their specifications. 
However, such a trend variable describes a steady change format, which is too 
restricted to be realistic and may cause serious multicollinearity problems. With this 
point borne in mind, recent studies avoid of including the determinate trend variable. 
In the 45 selected papers after 1990, only 6 of them consider this variable. 
4.7.7 Elasticity Analysis 
To have an insight in tourism demand elasticities, all the studies relating to UK 
international tourism demand are picked out and their estimates of income and own- 
price elasticities are tabulated (see Tables 4.3 and 4.4). Since the alternative 
destinations involved in these reviewed papers do not refer to individual countries, 
the one-to-one cross-price elasticity analysis is not available. 
Income Elasticities 
As Table 4.3 shows, 54 out of 82 estimates of income elasticities are greater than one, 
24 are between zero and one, and only in 2 cases are the income elasticities less than 
zero. Most of the elasticities less than one are related to European destinations. This 
summary indicates that international tourism is generally regarded as luxury by UK 
residents, and the long-haul tourism is more income-elastic than the short-haul travel. 
Comparing the long-run elasticities with the short-run counterparts in the cases 
where both are available (Kim and Song, 1998; Li et al, 2002; Song et al, 2003b; 
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Song and Witt, 2000 and Syriopoulos, 1995), the estimates show higher income 
elasticities in the long run than in the short run. The relatively low values of short- 
run elasticities suggest that, due to information asymmetry and relatively inflexible 
budget allocation, it takes time before income changes take effect onto tourism 
demand (Syriopoulos 1995). 
Own-Price Elasticities 
With respect to the own-price elasticity, 68 out of 78 estimates show negative values, 
in line with the theoretical assumption. However, UK tourists' sensitivity to tourism 
price variation is much lower than to income changes, as only 18 own-price 
elasticities are greater than one (in absolute values). For most destinations, their price 
changes do not have great influences to tourism demand by UK residents. The 
implication for tourism industries in these destinations is that to increase tourism 
price may lead to increase of their tourism receipts, given other influencing factors 
held constant. 
Variations ofDemand Elasticities over Time 
Due to changes of various socio-economic factors, demand elasticities do not appear 
to be constant especially over a long time period. Using recursive OLS and TVP 
approaches, Li et al (2002), Song and Witt (2000) and Song and Wong (2003) 
demonstrate significant variations of income elasticities and own-price elasticities 
over time. Similar evolutions of elasticities have also been discovered in other 
countries' demand for tourism. This conclusion suggests that to use log-linear fixed- 
parameter regressions to model tourism demand is not appropriate and TVP models 
are more preferable. 
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4.7.8 Comparison of Forecasting Performance 
Among the 45 studies being reviewed, there are 18 papers examining the forecasting 
performance of their estimated models, 17 of which focus on forecast error 
magnitudes. There are only three papers forecasting direction changes, one of which 
(Rossello-Nadal, 2001) only look at forecasting of turning points, and the other three 
(Witt et al, 2003; Witt and Witt, 1991 and 1992) consider both directional changes 
and error magnitudes. The ranks of compared models in each of the 17 studies, in 
terms of forecast accuracy, are tabulated for detailed analysis (see Table 4.6). 
The results in these reviewed studies show that there is no such a forecasting model 
that outperforms the others in all cases. Various factors are attributed to the 
discrepancy of performance between the models. The following part will discuss the 
principal influencing factors one by one. 
Evaluation Measures 
A few different measures for forecasting errors are available for tourism demand 
forecasting evaluations. The predominant measure is MAPE, commonly used in all 
but 2 studies and 127 out of 155 individual comparisons. It is followed by RMSE and 
RMSPE, and they are used in 91 and 83 comparisons, respectively. In very few 
studies, other evaluation measures are applied, such as MAE and Theil's U statistic 
(see Kim and Song, 1998; Song et al, 2000), acceptable output percentage (Z) and 
normalised correlation coefficient (r) (see Law and Au, 1999). Comparing different 
measures of the relative forecasting performance of the estimated models, MAPE 
and RMSE (or RMSPE) give the same rankings in only 26 out of 108 cases. The 
discrepancy is due to different assumptions of the forms of the loss functions. Since 
the real loss functions are unknown, it would be advantageous to consider both 
measures in order to draw more robust conclusions. 
Time-Horizons of Forecasting 
The forecasting power varies when different forecasting horizons are concerned. In 
general, the longer the forecasting horizon, the less accurate the predictions. Viewed 
from the relative performance of the models in Table 4.6, the VAR model appears to 
perform better in the mid-long run (4-7 years) than in the short run. The performance 
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of the TVP model is the best in the short run and tends to decline as the time horizon 
extends. For the long horizon, ECMs provide the most precise forecast generally. 
Meanwhile, Kulendran and King (1997) show that the AR model behaves the best 
over a two-years-ahead horizon, which is in line with the conclusion of Witt and Witt 
(1992), although the former employs quarterly data while the latter use annual data. 
Data Frequencv 
Majority of the studies use monthly, quarterly or annual data. Annual data are used 
most frequently (by 10 studies), followed by quarterly data (by 6 studies) and 
monthly data (by only I study). Monthly and quarterly data possess different 
properties compared with annual data, because tourism demand exhibits evident 
seasonality. As a result, different forecasting approaches are good at coping with data 
of different frequencies. In general, non-causal models especially ARIMA models 
appear to perforin relatively well when dealing with seasonal data (Kulendran and 
King, 1997; Kulendran and Witt 2003a, b), while ECMs perform better in annual 
data models rather than in quarterly data models. TVP models have been applied in a 
few studies using annual data and their forecasting performance is remarkable 
particularly in the short-run forecasting exercises. In all the 36 comparisons relating 
to TVP models, they are ranked the top in 16 cases and the second in 8 cases. As far 
as the seasonal data are concerned, although the forecasting ability of TVP models 
has not been examined, the STSM, using the same algorithm, has shown its fairly 
I 
good performance. Therefore, to combine both STSM and TVP models for tourism 
demand forecasting using seasonal data is likely to generate sound results, and this 
will be an interesting and valuable direction in the future's research. 
Forecastinz Competitors 
The relative forecasting performance, in terms of the ranking of an evaluated model, 
to a certain extent depends on which competitors take part in the comparison. For 
example, in the comparisons where the static regression model is the only causal 
model (Law, 2000; Law and Au, 1999; Witt and Witt, 1991 and 1992), it is always 
outperformed by some time series models. In particular, all the results of Witt and 
Witt (1991) and those in the one-year-ahead forecasting of Witt and Witt (1992) 
show that the naive I model is superior to all the other non-causal and causal 
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candidates. However, in the forecasting comparisons involving more advanced 
causal models, non-causal models outperform causal models in 52 out of 139 cases 
only. In particular, the naive I model generates the best forecasts only in 34 out of 
121 cases (typically in Kulendran and Witt, 2001). These results suggest that to apply 
advanced econometric techniques into tourism forecasting is advantageous. 
Data Generation Processes (DGPs 
Within a single study where the same models are applied for different origin- 
destination pairs, their performance may vary from case to case. An extreme example 
can be seen in the results of Li et al (2002), where the ARIMA model is shown to 
generate the most accurate forecasts in the cases of Japan and Singapore, while the 
second least accurate for Australia and the US. On the other hand, the WB-ECM 
outperforms all the other candidates in Australia's case, but is ranked the last second 
in the UK's case. Similar phenomena can also be seen in Kim and Song (1998), 
Kulendran and King (1997), Kulendran and Wilson (2000) and so on. Such 
discrepancies of models' performance across different countries may well result from 
different DGPs relating to these destinations or origins, especially in the cases where 
destination- or origin-specific one-off events take place. 
4.8 Summary 
In this chapter, we have seen the methodologies of modelling and forecasting tourism 
demand using single-equation approaches. Various econometric models have been 
reviewed, including the ADLM in 8 specific forms, 4 CI/ECM approaches, VAR 
model, TVP models, along with the naive and ARIMA models that act as 
benchmarks in forecasting comparisons. The particular emphasis has been placed on 
TVP models in both CI and ECM forms. On account of the factors such as structure 
changes, model specifications and data aggregations, TVP models are to be preferred 
to fixed-parameter models. At the next step, the mathematical derivation 
demonstrates the TVP estimation using the Kalman filter algorithm, which 
establishes the technical foundation for their applications in the following empirical 
study in Chapter 6. 
Coupled with methodological review, applications of the single-equation 
econometric methods in tourism demand studies are reviewed in the subsequent 
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section. 45 relevant studies published during 1990-2003 have been reviewed. In 
addition to the description of the data, variables, model specifications and estimation 
methods, both demand elasticities and forecasting performance of alternative models 
are investigated in detail. Demand elasticity analysis focuses on UK outbound 
tourism to various long-haul and short-haul destinations, and the differences of 
demand elasticities between alternative travel patterns are identified. Meanwhile, as a 
first attempt to evaluate the performance of all the econometric forecasting models 
applied to tourism studies in the last decade, this review provides an insight into the 
latest methodological development of tourism demand forecasting. The general 
information abstracted from the reviewed studies shows that international tourism in 
most destination countries are regarded as luxury goods by UK tourists, and demand 
for the long-haul tourism is more elastic than that for the short-haul travel. The 
forecasting performance comparison suggests that there is no such a model that 
always outperforms the others. Time horizons of forecasting, data frequencies, DGPs 
and error measures may all influence the evaluation of their performance. However, 
TVP models generally provide relatively accurate predictions. Their forecasting 
ability will be subjected to further examinations in the following empirical study. 
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Chapter 5 Modelling Tourism Demand: LAIDS Models 
1 Introduction 
In the previous chapter, single-equation approaches to modelling and forecasting 
tourism demand have been discussed. This chapter will focus on the counterpart in 
the econometric category-the system of equations approach, with specific focuses 
on AIDS models. 
Historical development of the AIDS methodology is reviewed in this chapter. Firstly, 
the classical AIDS model-the fixed-parameter static AIDS and its linear 
approximation LAIDS is examined. The dynamic counterpart (EC-LAIDS) also in 
the fixed-parameter context is then discussed. The main concern of this chapter 
focuses on developing the TVP-LAIDS models, in both long-run CI form (TVP-Cl- 
LAIDS) and short-run dynamic form (TVP-EC-LAIDS). The description of the TVP- 
LAIDS models is based on the illustration of the TVP technique in the previous 
chapter. Specifications of various versions of LAIDS and associated elasticities, 
restriction tests, as well as a complete literature review of applications of AIDS 
models on tourism demand, are discussed in this chapter. 
5.2 Features of AIDS Models 
Most empirical studies on tourism demand are based on single-equation approaches, 
which suffer from specific limitations. Eadington and Redman (199 1) note that these 
approaches are incapable of analysing the interdependence of budget allocations to 
different consumer goods/services. For example, the tourism decision-making 
involves a choice among a group of alternative destinations. A change of price in one 
destination may affect tourists' decisions on travelling to a number of alternative 
destinations, and also influence their expenditures in those destinations. Clearly, the 
single-equation methodology cannot adequately model the influence of a change in 
tourism price in a particular destination on the demand for travelling to all other 
destinations. Another limitation of single-equation approaches is that they cannot be 
used to test the symmetry and adding-up hypotheses associated with demand theory. 
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The system of equations approach initiated by Stone (1954) overcomes these 
limitations. By including a group of equations (one for each consumer good) in the 
system and estimating them simultaneously, this approach permits the examination 
of how consumers choose bundles of goods in order to maximise their preference or 
utility with budget constraints. Although there are a number of system approaches 
available, the almost ideal demand system (AIDS), introduced by Deaton and 
Muellbauer (1980), has been the most commonly used method for analysing 
consumer behaviour. As the authors describe, the AIDS model possesses such 
attractive features as follows: 
--it gives an arbitrary first-order approximation to any demand system; 
--it satisfies the axioms of consumers without invoking parallel linear Engel curves; 
--it has a functional form which complies with known household-budget data; 
--it is easy to estimate and largely avoid the need for non-linear estimation; 
--the restrictions of homogeneity and symmetry can be tested though linear 
restrictions on fixed parameters in the model; 
--it has a flexible functional form and does not impose any a priori restrictions on 
the elasticities, which means any good in the system can be either inferior or 
normal, and either a substitute or a complement to the others (Fujii et al, 1985). 
Although the Rotterdam and translog models also posses some of these features, 
neither of them contains all these features simultaneously. 
5.3 Conventional AIDS 
The conventional AIDS refers to the original version of the AIDS model initialised 
by Deaton and Muellbauer (1980). The typical feature of the conventional AIDS is 
its purely static functional form. 
5.3.1 AIDS Specification 
The AIDS model is developed by extending the simpler Working-Leser model (Leser 
1963; Woking 1943) to include price effects. The Working-Leser model relates the 
shares of budget spent on different groups of goods, wi, to the logarithm of total 
expenditure, x, as is 
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wi = ai + bi logx 
Then the PIGLOG9 class of consumer preferences, which makes perfect aggregation 
over customers, is incorporated into the AIDS model. The presentation of this class 
of preferences is achieved by employing the cost (expenditure) function c(u, p), 
which defines the minimum expenditure necessary to obtain a certain utility level u 
at given prices p. The function c(u, p) corresponding to PIGLOG is defined as: 
log C(u, P) = (1 - u) log ja(p)) +u log fb(p)) (5.2) 
Then specific functional fonns for logja(p)) and log{b(p)) are selected as linear, 
homogeneous and concave functions of price vector p. the forms are presented as 
follows: 
1 jjy* logpi logpj (5-3) log a(p) = ao +I ai log Pk + 
i2ij 
and 
log b(p) = log a(p) +, 8, fj pibi (5.4) 
1. 
So that the AIDS cost function is written as: 
log c(p, p) = ao + ai log p+IZ1: r, * log pi log pj + ubo 
fj pi'i (5.5) i2ijyi 
where ai . bi and y, are parameters to 
be estimated. It can be easily checked that 
c(u, p) is linearly homogeneous in price vector p, provided that ai =I and 
=I * =lbj =O. 
Since it is a fundamental property of the cost function that its price derivatives are 
the quantities demanded, then 
9 PIGLOG stands for the logarithm of price independent generalised linearity (class of preferences), 
which is a sub-set of a more general (the generalised 
linear, GL) class with the form: 
wi (xp)=v (x, p) Ai (p) + Bi (p) + Ci (p) 
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ac(u, P) 
= qi 
api 
Multiplying both sides of equation (5.6) by pi / c(u, p) gives: 
c9c(u, P) pi p, q, 
c9p i C(U, P) C(U, P) 
or 
15 log C(U, P) 
a log Pi 
- 
piqi 
Wi 
C(U, P) 
(5.6) 
(5.7) 
(5.8) 
where wi is the budget share of goods i. Hence, by logarithmic differentiation of 
(5.5), along with consideration of Equations (5.6)-(5.8), also taking yI (Y* + Y*i), 2jj 
AIDS demand functions in budget share are obtained: 
iij, log pj + bi log {x 
/ PI + ui w =a +1 
i 
(5.9) 
where wi is the budget share of the ith good; pi the price of the ith good; x total 
expenditure on all goods in the system; ' 0P the aggregate price index for the system; 
x1P the real total expenditure; and ui the normal disturbance term with zero mean and 
constant variance, i. e. ui-N(O, cy 2). 
The aggregate price index P is defined as: 
logP=ao + ai log pi +1 11 E,; vjj log P1. log p (5.10) 2iji 
The scope coefficients in the AIDS model (5.9) reflect the expenditure and price 
effects on the demand for the goods in the system. bi determines whether the good is 
luxury (bi>O) or necessity (bi<O). 11 vij measures the percentage change in the ith 
10 For a utility-maximising consumer, the total expenditure x is equal to c(u, p). 
" it is deduced from the corresponding expenditure elasticity, which is discussed below. 
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budget share corresponding to a 1% change in log pj (instead of pj, described in 
Deaton and Muellbauer, 1980), given the constant real expenditure x1P. 
In general, estimation can be preceded by substituting (5.10) into (5.9), which results 
in the following form: 
w (a b ao) + Jv, log pj + bi (log x- log p, +1 1] i 21 v, log pi log pj) (5.11) 2ij,, 
5.3.2 Restrictions 
To comply with theoretical properties of demand theory, i. e. the budget constraint 
and utility maximisation, the following restrictions are imposed on the parameters in 
Equation (5.9): 
Adding up: It follows from the budget constraint and the monotonicity assumption of 
preferences and implies that the budget is completely used (Rickertsen, 1996). In the 
nnn 
AIDS model, the adding up restriction requires ai = 1,0, and bi = 0, 
which allows for all budget shares to sum to unity, corresponding to the definition of 
a "complete system". 
Homogeneity: It implies that consumers do not exhibit money illusion, i. e., 
consumption decisions are made on the basis of relative prices and income alone. A 
proportional increase in all prices and expenditure has no effect on demand. It 
requires IYij =0 in Equation (5.9). 
i 
Symmetry: this property is known as the "Young's theorem" (Chiang, 1984). It 
requires v, = vji , which takes consistency of consumers' choices 
into account. 
Negativity: As is true of other flexible functional forms, the negativity conditions 
cannot be imposed by simple parametric restrictions. It requires the matrix of 
substitution effects ( K, ) to be negative semidefinite, with the following elements 
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ktij = yij + 8i, 8j ln(x, / P, )- (5ij wit + wit wjt (5.12) 
where (5, is the Kronecker delta ( i5ij =I for i =j; (5ij =0 for i;! ) - 
One subset of the negativity restriction implies that all the compensated own-price 
elasticities must be negative (Fujii et al, 1985). It can be checked for any given 
estimates by calculating the eigenvalues of the Slutsky matrix sij * 
12 
Separability: Although not mentioned by Deaton and Muellbauer (1980), it is also a 
key concept of consumer behaviour theory. This restriction is incorporated into all 
system approaches. It requires that various kinds of consumption can be partitioned 
into groups, and then preferences within a group can be described independently of 
quantities demanded in other groups. So the expenditures in the same group must 
have common attributes. 
Amongst these theoretical restrictions, the first three are commonly tested on the 
statistical grounds in the estimation process. Details of these tests will be discussed 
in a later section. The negativity restriction can be examined easily by calculating 
own-price elasticities. As for testing separability, although a couple of parametric 
methods have been developed, a disadvantage with all these methods is that they use 
the Wald or Likelihood Ratio test which requires the estimation of unrestricted 
model-the model without the separability assumption. This is empirically difficult 
due to lack of degrees of freedom (Edgerton, 1996b). Therefore these test are not of 
interest for most studies including the current one. 
5.3.3 Linear Approximations of the AIDS (LAIDS) Models 
The estimation of AIDS models with the price index in equation (5.10) often raises 
empirical difficulties, especially when aggregated annual time-series data are used 
(Green and Alston, 1990). To simplify it, Deaton and Muellbauer (1980) suggest 
replacing price index P with the Stone's (geometric) price index (P*) of the form: 
12 In practice, it is easier to use C, = pipjsU 
/X, the eigenvalues of which has the same signs as 
those of su , and 
is defined as cij = yu + bibj log(x / P) - wt5, j + w, wj , where (5,, is the 
Kronecker delta. 
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logp* w logpi (5.13) i 
The linearly approximated AIDS model using Stone's price index is termed the 
"LAIDS" model, written as: 
wi =ai +Eyu log pj +biloglxlP* I +ui (5.14) 
i 
Deaton and Muellbauer (1980) also explain the reason for such a substitution as high 
multicollinearity among prices in the system. However, one should be careful when 
using the Stone's index for AIDS estimation. Moschini (1995) points out that the 
Stone's price index is not invariant to changes in units of measurement. This may 
seriously influence the approximation properties of the model. Given raw data of 
price variables being measured by any units, the author recommends three alternative 
indices to overcome this problem, and they are the Tomqvist index (P), the 
66 corrected" Stone index (11's) and a geometrically weighted index (Pc). 
pT is a superlative index for the translog function in (5.10), and is written as: 
log(pT) =1 
pit 
t, 
) log( 
0 
E (wi, + wi 
2iA 
where the zero superscript denotes base period values. 
Ps is defined as: 
P. 
t log(Pts) =1 wit log(£- ') 0 Pi 
PC takes the fonn of- 
log(ptc) wio log(pit) 
(5.15) 
(5.16) 
(5.17) 
where Pi, is the price of each individual good and p, 
' the price in the base year, both 
measured by a certain unit. Using a simulation experiment, the author proves that the 
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linear AIDS models including theses indices approximate the non-linear AIDS very 
well. 
Meanwhile, Feenstra and Reinsdorf (2000) recommend another price index-the 
Divisia index, which reflects changes in the expenditure function between an initial 
price vector and final vector at constant reference utility, and is defined as: 
log P=121 D 1-w(p"'YO+ W(PO. 55YO. 5)+-W(Pl, yi)llog(-Iý'-) (5.18) 636 PO 
Although the authors state that this formula is expected to be useful in empirical 
work, they do not give any empirical illustration. 
Although a few "exact" price indices have been developed to overcome the problem 
associated with the original Stone' price index, Moschini (1995) argues that the use 
of any regular price indices should be sufficient to eliminate the effect of 
measurement units associated with the Stone's price index. Therefore, in the cases 
where individual prices (pi) in Formula (5.13) take the form of CPI, such as in most 
tourism demand studies, the calculated Stone's price index is appropriate for LAIDS 
specification. This provides a justification for using LAIDS specification to study 
tourism demand. 
5.3.4 Estimation Methods 
Since the sum of all expenditure shares in the LAIDS model is equal to unity, the 
residuals variance-covariance matrix 0 is singular. The usual solution is to delete an 
equation from the system and estimate the remaining equations, and then calculate 
the parameters in the deleted equation in accordance with the adding-up restrictions. 
The LAIDS model can be estimated using three methods: ordinary least square 
(OLS), maximum likelihood (ML) and Zellner (1962) iterative approach for 
seemingly unrelated regression (SUR) estimation. If the disturbances are serially 
independent, all of the three methods should provide similar estimates of the 
parameters, which are invariant to the choice of the equation deleted (Barten 1969; 
Johnston 1986). However, in the system with the symmetry restriction, the SUR 
estimation performs more efficiently than OLS, and the efficiency varies according 
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to the degree of correlation between the disturbances in the system (Syriopoulos 
1995). Furthermore, the SUR estimation iterates over 9 and converges to the ML 
estimator, provided that the residuals are distributed normally (Rickertsen 1998). 
5.3.5 Demand Elasticities in Various AIDS Models 
Expenditure Elas 
The expenditure elasticity is defined as: 
cix =I+ 
bi 
wi 
(5.19) 
When the Stone's price index P* is used, the expenditure elasticity is calculated as 
(see Green and Alston, 199 1): 
Cix + 
bi 
11 
- 
Y- Wk log P* ('Okx - 
01 (5.20) 
wi k 
As demand theory shows, 6, >0 (equally bi>O), indicates a luxury, while 6. <0 
(equally bi<O), indicates a necessity good. Therefore, bi can act straightforward as an 
indicator for classification of goods. 
Uncompensated Price Elastic 
The uncompensated price elasticity measures how a percentage change in the price 
of one good (p) affects quantity demanded for that good (Q) and each of the other 
goods (Qj), given the total expenditure (x) and any other prices (Pk, k#j) held constant. 
A general definition of uncompensated price elasticities of demand from the AIDS is: 
d log Qj 
= _(5y +d 
log Qj 
+r ij 
bi d log P (5.21) 
d log pj d log pj wi wi d log pj 
where 5,. is the Kronecker delta ( (5u =I for i=j; (5u =0 for i#j). 
In the AIDS model, 
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dlogP 
d log pi 
ai+ jVkj log Pk (5.22) 
k 
substituting (5.22) into (5.21) yields: 
Yi (AIDS) = -(5y +j_b, (aj + lvj log p, (5.23) wi wi k 
In the case where the Stone's price index P* is used, 
d log P* 
w (5.24) Wi +jWk logPk( i+1: Wk log Pk (6ki + 6kj) d log pj kd log pj k 
substituting (5.24) into (5.22) yields: 
cu (LAIDSO) -(5u 
vb 
+(5 (5.25) +" 11 -i [Wi + WI log Pk (6ki ki A 
wi wi k 
With specific assumptions being imposed on d log P* /d log pj, Fon-nula (5.25) can 
be reduced into approximate forms. 
1. Assuming expenditure shares are constant, i. e., 
dlogP*ldlogpj =wj (5.26) 
the following result is obtained (see Chalfant, 1987; Fujii et al, 1985): 
(LAIDS, ) = -(5y + 
ru 
-b'. wi (5.27) 
wi Wi 
11. Assuming either preferences are homothetic (bi=O, Vi) or the group price is 
constant, independent of individual goods' prices, i-e. d log P*/d log pj =0, then 
the following elasticity is achieved (see Eales and Unneveh, 1988): 
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(LAIDS2) = -(5ii + 
YU (5.28) 
wi 
Compensated Price El 
The compensated price elasticity measures the effect of the price changes on the 
quantity demanded for the good of interest, assuming the real expenditure (x1P) 
keeps constant. If the compensated cross price elasticity is positive, the goods of 
interest are viewed as substitutes; if it is negative, the goods may be classified as 
complements. Using the Slutsky, the compensated price elasticity is defined as: 
+w .6 LX (5.29) 
Corresponding to Fon-nulas (5.23), (5.25) and (5.27)-(5.29), the compensated price 
elasticites are given by: 
(AIDS) = -(5 + 
YU 
+W 
bi 
(aj + 1] - Wj) (5.30) _d iVkj 
log Pk 
k 
c* (LAIDS) = -gij + 
YU 
+Wi -bi 
11 Wk log Pk W+ '5kj - Wj)] (5.3 1) 
wi Wi k 
ki 
(LAIDSI) + 
ru 
+W 
wi 
(5.32) 
(LAIDS, ) = -15 + 
Yy 
+W 
bi 
w Y wi Wi 
(5.33) 
Alston et al (1994) compares the accuracy of the various compensated elasticity 
expressions (5.30)-(5.33) by conducting Monte Carlo experiments in which the data 
(on food consumption) are generated by the AIDS. They conclude that Formulas 
(5.31) and (5.32) perform much better than (5.30) and (5.33), especially where 
multicollinearity among prices is high. As for the formula of LAIDS, , since 
it 
provides a very good approximation, it is not worth making additional efforts to 
estimate the LAIDSO . 
Moreover, Pashardes (1998) proves that LAIDS, outperforms 
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LAIDS, in terms of estimation for uncompensated elasticities, provided that no 
strong substitution effects exist. Also, Edgerton (1996a) employs Swedish annual 
food consumption and relative price data to run a sensitivity analysis on the 
differences between AIDS and LAIDS models in terms of various elasticities. The 
Chalfant (1987) formulas: Equations (5.19), (5.27) and (5.32), are used to calculate 
elasticities for the LAIDS model. The calculated elasticities suggest that the absolute 
value of the difference between the formulas of AIDS and LAIDS, never exceeds 
0.057 for the total elasticities and 0.053 for the within group values, and in most 
cases much smaller. Moreover, the calculated standard errors of elasticities show that 
the largest absolute difference is less than 10 percent of the AIDS model's value, and 
for most goods considerably less. These results prove that the LAID with 
LAIDS, elasticities is a good approximation to the AIDS. Confirmations of this 
statement can also be seen in the work of Alston et al (1994) and Green and Alston 
(1990). 
5.3.6 Testing for theoretical restrictions 
There are several approaches available for testing the restrictions of homogeneity and 
symmetry. Since there is no cross-equation restriction for homogeneity, it is easy to 
test the restriction equation by equation (Deaton and Muellbauer, 1980). However, 
later studies found that this method tends to over reject the null hypothesis compared 
with a joint test for the whole system. This is because the confidence region for the 
joint null hypothesis may include points that are beyond the confidence interval for 
the individual hypotheses (Davidson and MacKinnon, 1993; Goldberger, 1991). The 
restriction of symmetry can be tested either based on the assumption of homogeneity 
or jointly with homogeneity. It should be noted that rejection of homogeneity might 
affect the acceptability of symmetry as well as the joint hypothesis of homogeneity 
and symmetry (Baldwin et al, 1983). 
The restrictions of homogeneity, symmetry and the joint hypothesis can be examined 
individually based on the Wald (9) test, likelihood ratio (LR) test and Lagrange 
multiplier (LM test. All three statistics have an asymptotic chi-square distribution. 
Monte Carlo experiments show that these tests have considerable bias towards 
rejection of the null hypothesis, especially when they are applied to large demand 
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systems with relatively few observations (Balcombe and Davis, 1996; Bera et al, 
1981; Laitinen, 1978; Meinser, 1979). Court (1968) and Deaton (1974) develop the 
following two sample-size-corrected statistics, which have been applied by Baldwin 
et al (1983) and Chambers (1990). The two statistics are: 
T, - 
tr(Q R) -1 (C2 R 
-0u)lq_ (5.34) 
tr(OR )-I QU 1(n - 1)(N - k) 
tr (oR)-l (QR - 
QU) 
T2 
(QR )-I QU 
(5.35) 
tr 1(n - 1)(N - k) 
where Q' and Qu are the estimated residual covariance matrices with and without 
restrictions imposed, respectively; N the number of observations; n the number of 
equations in the system; k the number of estimated parameters in each equation; q 
the number of restrictions. T, is approximately distributed as F (q, N- k) under the 
null hypothesis, and T2 follows an asymptotic chi-square distribution with q degrees 
of freedom. Both of them will be used in the empirical study of this thesis. 
Although a multiplying factor of (N - k) /N has also been used to revise the original 
LR and Wald tests in some studies (see, for example, Meinser, 1979; Rickertsen, 
1998), Bera et al (1981) employ Monte Carlo methods to demonstrate the 
inadequacy of such adjustment. Therefore, these tests are not utilised in this study. 
With regard to testing for symmetry, there are two options: one is to test symmetry 
together with homogeneity compared with the unrestricted model, and the other is to 
test for symmetry under the assumption of homogeneity. With the homogeneity 
restriction imposed, the LAIDS model is written as: 
n-I 
wi = ai + EYij log(pj / p,, ) + bi log(x /P+ ui 
j=l 
(5.36) 
Therefore, in the second way of testing for symmetry, the homogeneous and 
symmetric LAIDS is tested against the homogeneous LAIDS of (5-36). Acceptance 
of above restrictions indicates the coincidence of the empirical data with demand 
theory. 
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Although some useful properties can be found in the AIDS model, the original static 
version is not unproblematic. For example, homogeneity and symmetry are often 
rejected by empirical research, which is against the demand theory and causes 
unstable parameters as well. Furthermore, like any other static models, the static 
AIDS relies on the assumption that parameters of the demand model are constant 
over time. This assumption is unrealistic on account of both demand theory and 
empirical results. However, so far all applications of AIDS models in the tourism 
demand studies have been restricted in this static version. A detailed review of these 
studies will be given in a later section. 
5.4 Error Correction LAIDS Models 
In the static LAIDS, which is also known as the long-run LAIDS model, it is 
implicitly assumed that there is no difference between consumers' short-run and 
long-run behaviour, i. e. the consumers' behaviour is always in "equilibrium". 
However, in reality, habit persistence, adjustment costs, imperfect infortnation, 
incorrect expectations and misinterpreted real price changes often prevent consumers 
from adjusting their expenditure instantly to price and income changes (Anderson 
and Blundell, 1983). Therefore, until full adjustment takes place consumers are "out 
of equilibrium". This is one of the reasons why most static LAIDS models cannot 
satisfy the theoretical restrictions (Duffy, 2003). Moreover, the static LAIDS pays no 
attention to the statistical properties of the data and the dynamic specification arising 
from time series analysis. It is well known that most economic data are non- 
stationary, and the presence of unit roots may invalidate the asymptotic distribution 
of estimators. Therefore traditional statistics such as t, F and R2 are unreliable, and 
the least squares estimation of the static LAIDS tends be spurious (Chambers, 1993; 
Granger and Newbold, 1974). Furthermore, the static LAIDS is unlikely to generate 
accurate short-run forecasts (Chambers and Nowman, 1997). 
However, the introduction of the CI/ECM into the LAIDS models can solve the 
above problem, as the error correction LAIDS-EC-LAIDS augments the 
long-run 
equilibrium relationship with a short-run adjustment mechanism, which takes 
account of the short-run correction process. 
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Before examining the CI relationship, all variables concerned need to be tested for 
unit roots (or orders of integration). The Augmented Dickey-Fuller (ADF) and 
Phillips-Perron (PP) statistics can be employed for this purpose. Once the orders of 
integration of the variables have been identified, either the Engle and Granger (1987) 
two-stage approach or the Johansen (1988) maximum likelihood approach can be 
used to test for the CI relationship among the variables in the models (Song and Witt, 
2000). 
To ease further technical illustration, the LAIDS model including dummy variables 
is rewritten compactly in the following vector-matrix notation: 
I-Iz, + (pdum, + u, 
where dumt is the vector of dummy variables. 
(5.37) 
Once the CI relationship between the dependent variables and the linear combination 
of independent variables in Equation (5.37) is confirmed, an EC-LAIDS can be 
established and econometrically estimated using appropriate algorithms. The EC- 
LAIDS is given by: 
Aw, =1A log pj + biA log 
x*+2: 
(pikAduMk + 
l'ýyßjt-1 
+ Ui (5.38) 
i, y 
(P )9i 
where A refers to the difference operator; pj, -, 
is the error correction tenn, which 
measures feedback effects and is estimated from the corresponding Cl equation; A, 
is the parameter that needs to be estimated. 
If written in matrix form, Equation (5.38) becomes 
tt -1 odum, 
) + ut (5.39) Aw = BAz + OAdum, + F(w, -, - 
Flz, -9 
where B is an (n x q) matrix, 0 an (n x m) matrix and F an (n x n) matrix. 
Considering the significance of these terms and degrees of freedom, a more 
restrictive formulation of F, involving only the disequilibrium in the own budget 
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share in each equation, i. e. F being diagonal, has been used in some empirical 
studies (see, for example, Blanciforti et al, 1986; Ray, 1985), and is also used in this 
current study. (w, - Flz, -( -1 pdum,, 
) is the error correction term. Equation (5.39) 
reflects both long-run and short-run effects in a single model. In the short run, 
changes in shares depend on changes in prices, real expenditure, dummies, and the 
disequilibrium. error in the previous period. However, in the long run when all 
differpriced terms become zero, Equation (5.39) is reduced to Equation (5.37), i. e. the 
system achieves its steady state. 
The restrictions in the static LAIDS are also applicable in the EC-LAIDS. It should 
be noted that in order to save degrees of freedom, a more restrictive formulation- 
with only the error correction term from its own Cl regression included in each 
budget share equation-is used to replace the multiple error correction terms in 
Equation (5.39) (see, for example, Blanciforti et al, 1986; Ray, 1985). Therefore, the 
EC-LAIDS is given by 
Aw rA log pj + biA log 
x)+( 
pig Adumg + Aipit-I + ui (5.40) 
P* 
9 
where Ai is a negative scalar. By including a single term Ajuj, in the ith equation 
of (5.40) rather than the polynomial IAPjt_, (see Equation 5.38), this restricted 
i 
model is more applicable in small-sample cases. Equation (5.40) is used in the 
following empirical study for estimation purposes. 
Applications of the EC-LAIDS models are relatively rare compared with those of the 
static LAIDS. Most empirical studies using the EC-LAIDS focus on the demand for 
non-durable goods, food and meat products, such as Attfield (1997), Balcombe and 
Davis (1996), Karagiannis et al (2000), Karagiannis and Mergos (2002) and 
Karagiannis and Velentzas (1997). In the tourism context, the concept of CI/ECM in 
relation to the LAIDS can be seen in only one publication (Durbarry and Sinclair, 
2003). However, due to the data restriction, a full illustration of the dynamics of 
tourists' behaviour is not available (a detailed review can be seen in Section 5.6). 
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5.5 TVP-LAIDS Models 
As has been seen in Chapter 4, TVP models have obvious advantages over fixed- 
parameter counterparts. Meanwhile, the superiority of AIDS models over single- 
equation methodologies has also been evaluated, showing that the combination of the 
TVP technique with the AIDS/LAIDS model is preferable. 
5.5.1 TVP-Cl-LAIDS 
Relaxing the fixed-parameter (FP) restriction, the unrestricted long-run LAIDS in 
Equation (5.37) can be re-written as a TVP system. Corresponding to the following 
dynamic version (TVP-EC-LAIS), the long-run LAIDS is also called TVP-CI- 
LAIDS in this study. It should be noted that once the estimates of FP-LAIDS have 
shown the statistical significance of dummy variables, they should also be included 
into TVP formulations, but as exogenous variables they have FP parameters. Such 
treatment is recommended by Ramajo (2001). Therefore each equation of the TVP- 
CI-LAIDS can be written in the following one-dimension SSF, with the vector of 
explanatory variables replacing Z, in Equation (4.5 1). 
wi, ý zf; Tit + ýpjdumt + uit (5.41) t 
(5.42) 7rit+l 7rit + ýit 
where wit and uit are the ith elements of w, and u, respectively, ýoi the ith row of 
ýp and ýj, a q-vector of the disturbance term. 
Comparing Equation (5.42) with Equation (4.52), the matrix T, in Equation (4.52) 
now becomes (q x q) order identity. matrix, q , 
Therefore 7rit follows a multivariate 
random walk. 
Correspondingly, the whole system can be specified as: 
w =Z * Irl *+ (pdum +u tttt (5.43) 
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*- 
ri 
* 
+ý* t+l -tt (5.44) 
where z, =1 (9 Z;, ri, 
* 
= (; T /T and (ýIt ý 
ý2t 
ý*-5 
ýnt 
nt It, 2t 'Tnt 
)t 
In homogeneity- or symmetry-restricted LAIDS, the restrictions, which are linear, 
can be written as: 
HI-I * 
t (5.45) 
where H is the coefficient matrix of the restriction. 
With linear restrictions Equation (5.45) combined with Equation (5.43), a new 
augmented measurement equation can be obtained in the form: 
Z* rl * +D +U tttt 
where W= 
[w, ], 
Zt' 
[z, ' ], 
D, = 
[(Pdum, ] 
and U, = 
[ut 
t0H00 
5.5.2 TVP-EC-LAIDS 
(5.46) 
Chapter 4 introduced the specification of the TVP-ECM. The same methodology can 
be applied in the context of system models. The LAIDS with such a technique is 
termed as TVP-EC-LAIDS in this study. 
As with Equations (5.41) and (5.42), each equation of the unrestricted TVP-EC- 
LAIDS can be described as the following SSF: 
Awi, = (z, ")'; TiA, + Oi Adum, + uiA, 
7r 
A= 
1-r 
A+ýA 
t+l t it 
(5.47) 
(5.48) 
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where z, ' = (Az, , Wt-I - I-Izt -61 pdum i, 
' is the corresponding parameter vector, 1-1 
)I ýTit 
Oi the ith row of 0, u, ' , the ith item of uA -the disturbance vector of measurement 
equation, and ýj, the disturbance vector of the state equation. 
Accordingly, the SSF of the whole unrestricted TVP-EC-LAID is specified as 
follows: 
Aw z 
A* )TI A+ OAdum +uA tttt1 (5.49) 
A= lriA +ý A* 
t+l tt (5.50) 
where z "* =I (o 
(Z A )r, HA= (7r A, Ir AAy, and 
ý A* A, ýAA 
t q+l tt it 2t nt t it 2t nt 
As yet there has been no published work on estimation or predictive tests of TVP-CI- 
LAIDS or TVP-EC-LAIDS at all. The only exploratory study with TVP 
methodology on demand systems is done by Doran and Rambaldi (1997). They 
demonstrate the estimation of a homogeneous linear system (rather than LAIDS) 
incorporating linear time-varying constraints, using the augmented state-space model. 
The full illustration of both unrestricted and restricted (especially symmetry- 
restricted) TVP system is not mentioned in this study. Moreover, the forecasting 
performance of the TVP demand system is not examined. The present study aims to 
fill the gap by estimating both TVP-CI-LAIDS and TVP-EC-LAIDS, and exploring 
the potential improvement on the forecast accuracy over the fixed-parameter static 
and dynamic counterparts. 
5.6 Applications of LAIDS Models in the Tourism Context 
Although the LAIDS models have been employed widely in food demand modelling, 
applications in the field of tourism demand are still scarce. Only a few published 
studies can be seen in this field, starting with White (1982) then revised by White 
(1985), followed by O'Hagan and Harrison (1984), Syriopoulos and Sinclair (1993), 
Papatheodorou (1999), Lyssiotou (2001), De Mello et al (2002), Divisekera (2003), 
and Durbarry and Sinclair (2003). In these studies, allocations of tourism expenditure 
are analysed in terms of the market share in a group of destination countries, then 
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various elasticities are calculated and compared with relevant research. In the end, 
some constructive suggestions on policy making or marketing planning are provided 
correspondingly. A detailed review of the above studies is also demonstrated in 
Table 5.1. 
Unlike the above papers, Fujii et al (1985) focuses on allocation of tourism 
expenditure among various classes of goods. While Lanza et al (2003) establish two- 
equation LAIDS to model budget allocation on tourism import and manufactures by 
13 OECD nations, in order to examine specialisation in tourist activities from the 
perspective of long-run economic development. Because of different interests from 
the other studies mentioned above, these two papers are excluded from the following 
discussion and comparison. 
5.6.1 Destination and Origin Country Pairs 
Europe is the most popular international tourism destination, and most tourism 
demand studies using AIDS models focus on a group of destination countries in this 
region. O'Hagan and Harrison (1984) and White (1985) both analyse expenditures of 
US tourists in a group of Western European countries, with some difference in 
dealing with destinations. O'Hagan and Harrison (1984) use the individual 
destination country to specify each equation, while White (1985) partitions all the 16 
destination countries into 7 sub-groups, together with an eighth transportation 
expen iture group. 
Papatheodorou (1999) and Syriopoulos and Sinclair (1993) both observe tourism 
demand in Mediterranean countries by US and European countries. De Mello et al 
(2002) examine UK tourism demand in its neighbouring destinations: France, Spain 
and Portugal. Although Lyssiotou (2001) also investigates UK demand for tourism 
abroad, some destinations are grouped together. For example, Group I includes US 
and Canada, Group 3 involves Italy, Greece, Cyprus and Malta, Group 4 refers to 
Spain and Portugal, and Group 5 consists of 9 North European countries. By such a 
treatment, analysis of substitution and complementation effects between individual 
destinations, one of the remarkable features of AIDS models, cannot be demonstrated. 
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Divisekera (2003) examines Japan, New Zealand, UK and US demands for tourism 
in Australia and chosen alternative destinations (including New Zealand, UK and US 
when appropriate). Four systems are established each corresponding to an origin 
country. However, tourism to the UK is regarded as a long-haul travel by Australian 
tourists, while New Zealand is viewed as a short-haul destination by them. Previous 
studies have identified different characteristics between long-haul and short-haul 
tourism (see, for example, Crouch, 1994a), which implies that two groups of tourists' 
decision-making processes are likely to be different. Therefore, to include both of 
them in Australia's demand system is likely to be inappropriate. The same situation 
also exists in New Zealand's system. 
Durbarry and Sinclair (2003) analyse French tourism demand in 3 European 
destinations: Italy, Spain and the UK. The advantage of establishing a small demand 
system is to save degrees of freedom for model estimation, which is an essential 
issue particularly in tourism demand studies considering limited data available. 
5.6.2 Variables 
Price Indices 
De Mello et al (2002), Durbarry and Sinclair (2003), Papatheodorou (1999) and 
Syriopoulos and Sinclair (1993) employ exchange-adjusted CPls directly as proxies 
for individual tourist prices, while White (1985) employs an additional Divisia price 
index to aggregate an effective CPI in every sub-group. Meanwhile, in order to 
I: wi )Ilzwj 
circumvent multicollinearity, O'Hagan (1984) utilises pi pi /( -, 
pi 
j;,, i 
instead of the individual CPI variables. In doing so, the number of parameters to be 
estimated is reduced and more degrees of freedom are available. However, 
calculation of cross-price elasticities would not be available, which, to a considerable 
extent, weakens the significance of using the AIDS model. Lyssiotou (2001) uses 
price indices of recreation goods as price variables for individual destination groups 
and the general price index adopts the non-linear form of Formula (5.10) in the 
original AIDS. Divisekera (2003) uses a more complicated way to calculate the 
relative price. Both "country costs" (costs occurring at the destination) and travel 
costs are considered and weighted to obtain an aggregate price variable, with their 
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proportions of expenditure in the total cost as the weight. Instead of using CPI to 
represent the tourism price at the destination, the author chooses per them 
expenditures in the base year compounded by destination's tourism indices to 
compute "country costs". Although White (1985) also considers travel costs, unlike 
Divisekera (2003), he includes travel costs as an individual independent variable. 
Whether to include travel costs in AIDS models depends on not only data's 
availability but also the definition of the tourism expenditure concerned. If tourism 
expenditures do not include the spending on transportation, travel costs should not be 
included. Although the travel cost is an important factor influencing tourism demand, 
it is unlikely to influence tourists' expenditures at the destination, at least not 
significantly. Even if tourism expenditures include the share of travel costs and the 
travel cost is incorporated into the AIDS as an individual independent variable, the 
calculation of real expenditures might be problematic. If CPIs are chosen as proxies 
of tourism prices at each of the destinations excluding travel costs, we cannot use 
them to calculate aggregate price indices to deflate nominal tourism expenditures. 
Being consistent with the definition of tourism expenditure, travel costs, as part of 
consumption of tourism goods/services in the whole trip, should also be considered 
proportionally for generating the general price indices. Ignoring this element will 
cause the incorrect calculation of real expenditures, at least theoretically, if not 
significantly in the empirical sense. 
Although tourism expenditures used by Divisekera (2003) cover both spending on 
tourism goods/services in destinations and travel costs, the calculation of the 
aggregate price is still problematic. As the author defines, the average per them 
expenditure is a representative of tourism price in the destination, the influence of 
which on tourist expenditures depends on the length of stay in the destination. On the 
other hand, the influence of travel costs on tourist expenditures is not associated with 
the length of tourists' stay. However, the author uses proportions of total "country 
costs" and travel costs of the total expenditure in a trip to weight the two prices to 
obtain the aggregate price. Apparently the price of "country costs" and its weight are 
not consistent, as the weight is the proportion of total "country cost", while the price 
defined as the per them expenditure refers to each day. 
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To facilitate the estimation, the Stone's price index is introduced for linear 
approximation in all cases except Lyssiotou (2001). 
Expenditure variables 
The expenditure per capita variable is required to estimate the AIDS model. Most 
researchers compute it by dividing the total expenditure by the population in the 
origin country, except for Divisekera (2003) and Papatheodorou (1999). 
Papatheodorou (1999) uses the sum of tourists in all the destination countries instead. 
As discussed in Chapter 2, when nationally aggregated data are used for demand 
studies, we need to assume a "representative consumer" for the whole nation. In this 
sense, the whole population is more relevant. Moreover, to use the whole population 
to calculate the expenditure per capita is consistent with the concept of the "stage 
budgeting process", because at the first stage the total budget allocated between 
tourism products and non-tourism consumptions corresponds to the total 
consumers/population, not just tourism consumers. Papatheodorou (1999) also 
argues that such a variable may result in a non-stationary process, which "might 
create a serious econometric problem" (Papatheodorou, 1999, p623). However, this 
problem cannot be completed solved even if a stationary variable of expenditure per 
tourist is introduced, as the other price variables in the AIDS specification are also 
I(l). To overcome the spurious regression, as discussed earlier, the error correction 
version of the LAIDS should be used. Divisekera (2003) uses the total expenditure 
rather than the expenditure per capita, which is not consistent with the assumption of 
the "representative consumer". 
Dummv and Trend Variables 
The adding-up condition of the AIDS model requires that a variable affecting one 
country's budget share must affect at least one of the other countries' budget share. 
So if the dummy or time trend variable is incorporated into one equation of the 
system, it must be considered simultaneously for the other equations. With regard to 
dummy variables, although all the researchers have taken them into account, they are 
not always significant. As for these studies, a linear time trend is included in all the 
original models and turned out to be significant for at least one country, except for 
Syriopoulos and Sinclair (1993). Unlike other applications, De Mello et al (2002) 
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add a 64slope dummy" variable multiplied by the expenditure variable to account for 
the structural break. The estimated elasticities show significant discrepancies 
between two sub-periods in two-third of cases, indicating that UK tourism demand in 
these destinations generally features structural break. To some extent, it is a signal 
for introducing the TVP technique into models' specifications. 
5.6.3 Functional Form 
Apart from Durbarry and Sinclair (2003) and Lyssiotou (2001), all the other studies 
employ the conventional static LAIDS. As discussed above, the static LAIDS ignores 
the difference between consumers' long-run and short-run behaviours, and pay no 
attention to data's properties. Restriction tests are rejected in most empirical studies 
using such a model, which indicates that the static LAIDS is likely to suffer from the 
problem of mis-specification. Lyssiotou (2001) specifies a dynamic form of the 
AIDS by incorporating the lagged dependent variable to take account of the habit 
persistence effect. However, with such a specification, neither the long-run CI 
relationship nor the short-term adjustment mechanism can be examined. Non- 
stationary data are not treated, and unit roots still exist. Durbarry and Sinclair (2003), 
for the first time, introduce the EC-LAIDS into the tourism demand study. However, 
due to insignificant estimates of all short-term parameters, short-term independent 
variables are removed from the EC-LAIDS. With such a restricted EC-LAIDS 
specification, the authors can estimate only long-run elasticities, and the difference 
between tourists' long-run and short-run behaviour is not identified. The current 
study will fill in this gap in the tourism literature. 
5.6.4 Estimation and Restriction Tests 
Given the Stone's price index being used, linear estimation approaches are valid. All 
the three methods introduced above can be found in the tourism applications 
concerned except Lyssiotou (2001). The Zellner's method is widely used in De 
Mello et al (2002), Durbarry and Sinclair (2003), O'Hagan and Harrison (1984) and 
Papatheodorou (1999), for both unrestricted and restricted models, and for restricted 
model by Syriopoulos and Sinclair (1993). To some extent, the widespread use of 
Zellner's method improves the credibility of modelling tourism demand. White 
(1985) utilises ML for all the models and Syriopoulos and Sinclair (1993) employs 
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OLS for unrestricted model. The AIDS model of Lyssiotou (2001) is estimated by 
non-linear least squares methods, which minimises the system mean square. The 
parameter estimates obtained by this procedure are asymptotically equal to the 
maximum likelihood estimates 
As for the restriction tests, De Mello et al (2002), Divisekera (2003) and Lyssiotou 
(2001), pass all the tests. Symmetry is rejected in O'Hagan and Harrison (1984), 
Syriopoulos and Sinclair (1993) and White (1985) . Homogeneity is rejected by most 
of the equations of Syriopoulos and Sinclair (1993), except for UK and Sweden. The 
possible reasons for the rejection of homogeneity and symmetry are associated with 
inappropriate asymptotic standard tests that tend to over-reject these conditions. This 
has been pointed out by quite a few researchers such as Bera et al (1981), Laitinen 
(1978) and Meinser (1979). 
5.6.5 Elasticities 
To calculate expenditure elasticity and uncompensated and compensated price 
elasticities, the above studies commonly use Formulas (5.19), (5.27) and (5.32). To 
calculate a constant demand elasticity, most researchers use average shares during 
the sample periods, while Papatheodorou (1999) calculates elasticities by using the 
latest expenditure shares. In the cases where tourists' preferences shift from one 
market to the other over time, demand elasticities calculated by the two means will 
show some discrepancy. 
For the interest of clearer interpretation, comparisons are carried out in pairs between 
O'Hagan (1984) and White (1985), and between Papatheodorou (1999) and 
Syriopoulos and Sinclair (1993), due to similar geographic focuses. Finally, all 
studies related to UK tourism demand are summarised. 
The expenditure elasticities of O'Hagan (1984) and White (1985) commonly suggest 
that Spain, Portugal, Norway, Denmark, Austria and Switzerland are regarded as 
"luxury destinations" for US tourists, which tend to receive increasing budget shares 
of tourism expenditure. Meanwhile, demand for Austria, Germany, Ireland, 
Netherlands, Portugal, and Switzerland appears to be price-elastic. The significant 
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difference between the results refers to the price elasticities for Norway, Spain, 
Sweden and the UK (see Table 5.2), which is likely to result from the grouping of 
destination countries suggested by White (1985), the different estimation methods 
and sample periods. 
Table 5.2 Comparison of Elasticities between White (1985) and O'Hagan (1984) 
Expenditure Elasticity Uncompensated Own-Price 
Country Elasticity 
O'Hagan (1984) White (1985) O'Hagan (1984) White (19 8 5) 
France 0.98 0.986 -0.32 -0.575 
UK 0.87 -0.72 0.987 -1.366 Ireland 0.59 -2.12 
Germany 0.99 -1.32 
Austria 1.46 1.008 -1.47 -1.328 
Switzerland 1.43 -1.32 
Belgium 1.05 -0.67 
Netherlands 1.66 0.938 -1.22 -0.537 
Luxembourg ---- ---- 
Norway 1.25 -0.46 
Sweden 0.94 1.231 -0.37 -2.279 
Denmark 1.42 -2.28 
Italy 0.51 -0.97 0.930 -1.002 
Greece 0.92 -2.56 
Spain 1.99 0.35 
1.312 -1.181 
Portugal 2.02 -1.68 
The expenditure elasticities achieved by Papatheodorou (1999) and Syriopoulos and 
Sinclair (1993) are contrary in the cases of Portugal and Turkey. They are viewed as 
luxuries in the former while necessaries or even inferior goods (Portugal for Gennan 
tourists) in the latter. However, the divergences are much smaller for Greece, Spain 
and Italy. In both cases, Greece and Spain for French tourists, and Greece for 
German tourists, are luxury destinations (see Table 5.3). 
As far as uncompensated cross-price elasticities are concerned, there is more 
similarity than conflict existing between the two studies. For example, Portugal- 
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Spain, Greece-Spain and Greece-Portugal are pairs of substitutes for all the origin 
countries, while Greece-Italy and Greece-Turkey are pairs of complements. On the 
contrary, Spain and Turkey appear to be complements according to Syriopoulos and 
Sinclair (1993) while substitutes according to Papatheodorou (1999). The 
divergences, to much extent, can be explained by different definitions of per capita 
expenditure and different budget shares (-Wi /w in) used for elasticity calculation. It 
should be noted that, since Divisekera (2003) includes geographically isolated 
destinations into each system, the AIDS model is used to detect the substitution 
effect only, with the complementary effect being out of consideration. In this sense, 
the power of the AIDS model in terms of identifying interrelationships has not been 
shown entirely. 
Table 5.3 Comparison of Elasticities between Syriopoulos & Sinclair (1993) and 
Papatheodorou ( 999) 
Expenditure elasticity Uncompensated own-price 
Destination elasticity 
UK France W. Germany UK France W. Gennany 
Greece 1.05 1.26 1.07 -2.61 -0.27 -2.03 
0.80 1.05 1.38 -0.98 -1.02 -1.45 
Spain 0.90 1.08 0.81 -1.11 -1.17 -1.82 
1.15 1.25 0.99 -1.30 -1.58 -1.33 
Italy 0.88 0.85 1.02 -1.59 -0.95 -0.80 
1.05 0.92 1.42 -1.07 -1.54 -1.24 
Turkey 2.65 2.40 1.73 -0.60 -0.51 -1.67 
0.88 0.66 0.40 -1.23 -1.24 -1.11 
Portugal 1.58 1.45 1.01 -2.81 -1.90 -1.35 
0.04 0.37 -0.24 -2.85 -2.28 -2.31 
Note: The figures in the first row of each Destination case refer to Syriopoulos & Sinclair 
(1993) and the second to Papatheodorou (1999). 
With respect to UK outbound tourism demand, five papers are of relevance, and they 
are De Mello et al (2002), Divisekera (2003), Lyssiotou (2001), Papatheodorou 
(1999) and Syriopoulos and Sinclair (1993). De Mello et al (2002), Papatheodorou 
(1999) and Syriopoulos and Sinclair (1993) focus on tourism demand in European 
countries, which are regarded as short-haul tourism destinations, Divisekera (2003) 
examines the long-haul counterparts, while Lyssiotou (2001) includes both. Since 
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Lyssiotou (2001) does not provide analysis for individual destination countries, it is 
not comparable with the others, and is hence excluded from the following 
comparison. Expenditure elasticities (in Table 5.4) show that long-haul tourism is 
regarded more luxurious than the short-haul counterpart (with exception for US). 
With regard to short-haul tourism, most destinations are related to expenditure 
elasticities close to unity, and some are even viewed as necessities such as travel to 
Portugal and Yugoslavia. As for own-price elasticities (see Table 5.5), demand for 
most destinations concerned is price-elastic (I cii J> I), with demand for Portugal 
being the most sensitive to price changes. These results are associated with the fact 
that given a region with many alternative tourism destinations, tourists are easily 
altered to others when the price in one destination increases. 
This is particularly the case in Western Europe where many tourism destinations are 
geographically close to each other and share the similar climates and cultures. 
Regarding cross-price elasticities (see Table 5.6), the substitution effect is more 
evident than the complementary effect in the cases studied, especially in long-haul 
tourism. Some studies come out with contradictory results, such as Papatheodorou 
(1999) and Syriopoulos and Sinclair (1993) concerning the relationship between 
Portugal and Turkey. Such a discrepancy is likely to be relevant to the scope of the 
system defined and the time period under investigation. 
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Table 5.4 Comparison of Expenditure Elasticities: UK Outbound Tourism Demand 
Ll L2 L3-1 L3_2 L4 
France 0.63 0.81 
Greece 1.05 0.80 
Italy 0.88 1.05 
Portugal 1.58 0.04 0.82 0.95 
Spain 0.90 1.15 1.203 1.15 
Turkey 2.65 0.88 
Yugoslavia 0.49 
Australia 1.57 
New Zealand 2.53 
us 0.71 
Notes: LI denotes the study by Syriopoulos and Sinclair (1993), L2 by Papatheodorou 
(1999), L3 by De Mello et al (2002), and L4 by Divisekera (2003). The whole 
sample is separated into two periods in U, denoted as L3_1 and L3_2, respectively. 
Table 5.5 Comparison of Uncompensated Own-Price Elasticities: UK Outbound 
Tourism Demand 
Ll L2 L3-1 L3_2 L4 
France -2.04 -1.90 
Greece 
Italy 
Portugal 
Spain 
Turkey 
Yugoslavia 
Australia 
New Zealand 
us 
Notes: See Table 5.4. 
-2.61 -0.98 
-1.59 -1.07 
-2.81 -2.85 
-1.11 -1.30 
-1.59 -1.23 
-0.69 
-2.24 
-1.82 
-1.80 
-1.93 
-1.54 
-2.12 
-0.89 
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5.6.6 Forecasting Performance 
Forecasting ability is an important aspect of evaluating the performance of an 
econometric model. Comparing with forecasting magnitudes of tourism demand at 
individual destinations, forecasting tourism market shares and their relative changes 
amongst a group of competing destinations seems to bee more important. Many 
published studies on tourism forecasting show that the demand for tourism has 
always been growing over time. However, in a complete demand system, when some 
destinations are predicted to gain more market shares, the others must suffer from the 
loss of their relative competitiveness. Therefore, accurate market share prediction 
provides useful information for competitiveness analysis and formulating appropriate 
strategies in response. This suggests another advantage of the system of equation 
models especially AIDS models over the single-equation methods. 
Amongst all the applications of AIDS models in the tourism context, only De Mello 
et al (2002) examine the forecasting performance of the LAIDS model. 3 ex post 
forecasts are generated and the accuracy is evaluated using mean sum of squared 
errors (MABSE) and RMSE. However, without counterparts, no comparison of the 
models' forecasting ability is provided. The dynamic LAIDS model has 
outperformed its static counterpart in food demand studies, and therefore it is of 
interest to check the relative performance within the tourism context. In addition, this 
AIDS model only considers tourists' behaviour in the long run, and it is unlikely to 
generate accurate short-run forecasts of tourism demand (Chambers and Nowman 
1997). 
5.7 Applications of Other System of Equations Models 
Considering AIDS models' advantages over other system of equations models, their 
applications dominate the tourism literature concerning system approaches. But in 
the meanwhile, some researchers have also explored other systematic specifications 
for tourism demand analysis. For example, Pyo et al (1991) specify a linear 
expenditure model to study US domestic tourism demand. In their model, tourist 
expenditures on lodging, food service and entertainment are dependent variables, and 
their prices and total expenditure are independent variables in each equation. Bakkal 
(1991) establishes a non-linear system of equations to examine Western Germany's 
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demand for tourism in the Northern Mediterranean region. Unlike other tourism 
demand studies using system models, Bakkal (1991) chooses "number of nights 
spent at accommodations" to measure the quantity of tourism demanded. Although 
this measure has its unique feature, its shortcomings, as the author addresses, are also 
obvious, e. g. using one price to represent all accommodations with different qualities 
and data insufficiency or unavailability. In addition, van der Stelt and Velthuijsen 
(1989) and van Dijk et al (1991) adopt the Rotterdam model, whereas Smeral et al 
(1992) and Smeral and Witt (1996) employ a modified version of the Stone's linear- 
expenditure system to examine tourism demand in particular regions. 
5.8 Summary 
Having identified particular limitations involved in single-equation methodologies 
for tourism demand studies, this chapter focuses on LAIDS models, which do not 
only overcome the drawback of single-equation methods, but also show superiority 
to other system approaches. Following the simple-to-advanced order, this chapter has 
reviewed the traditional static AIDS/LAIDS, followed by the error correction form of 
LAIDS, both being restricted in the fixed-parameter context. Based on the technical 
illustration of the TVP-CI model and TVP-ECM in Chapter 4, this chapter 
subsequently develops TVP-Cl-LAIDS and TVP-EC-LAIDS models. The 
mathematical derivation of the methodologies has built up the foundation for their 
empirical applications in the following chapter. The theoretical properties of the 
TVP-CI-LAIDS and TVP-EC-LAIDS are derived from the three components of 
these models: the Kalman filter algorithm, CI/ECM concepts and theoretically sound 
features of the AIDS. For example, as discussed in Chapter 4, the Kalman filter 
algorithm provides the optimal minimum mean square estimator of a, based on 
observations up to time t. This has already been proved by previous researchers such 
as Anderson and Moore (1979). Therefore, TVP-LAIDS models tend to generate 
better forecasting results than the existing FP-LAIDS models. Due to the complicity 
of the mathematical derivation, a comprehensive proof of theoretical properties of 
TVP-CI-LAIDS and TVP-ED-LAIDS in comparison with existing LAIDS models 
has not been provided in this study but is of value for further research. Instead, in the 
following chapter, an empirical approach will be used to demonstrate the advantages 
of these models. 
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Chapter 6 Empirical Analysis of Modelling and 
Forecasting UK Tourism Demand in Western Europe 
1 Introduction 
In Chapters 4 and 5, the superiority of TVP models to fixed-parameter models in 
terms of their forecasting accuracy was discussed, in addition to the advantages of 
AIDS models over single-equation approaches and mathematical derivation of TVP- 
LAIDS. In this chapter these advanced methodologies will be employed in an 
empirical study of outbound UK tourism demand in Western Europe. Since the 
demand for inbound tourism (by multiple origin countries) does not correspond to 
the concept of "budget allocation" in demand theory, such a demand system as the 
LAEDS is not applicable for the study of European countries' tourism demand to the 
UK. Therefore, the empirical study in this chapter will only focus on UK outbound 
tourism to Western Europe. Whilst most econometric approaches discussed in 
Chapters 4 and 5 will be used in this study, the emphasis is on the forecasting ability 
of TVP-LAIDS. UK tourism demand in five key Western European destinations is 
modelled firstly using single-equation approaches. The ex post forecasting accuracy 
comparison illustrates the superiority of TVP models, which leads to the expectation 
that combining the TVP technique with LAIDS models will also be advantageous. 
This is examined subsequently within a complete system of the five key destinations 
plus an aggregated group of a further 17 Western European countries. The static 
LAIDS, dynamic LAIDS of fixed parameters, TVP-Cl-LAIDS and TVP-EC-LAIDS 
models are estimated and the one-year- to four-years- ahead forecasting performance 
of all models is compared. 
6.2 Review of UK Tourism Demand in Western Europe 
UK residents have been travelling abroad for centuries especially to Western 
European countries. This region remains the most important tourist destination for 
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UK residents, with France, Spain, Italy, Greece and Portugal being the most popular 
European destinations. The development of UK tourism demand in Western Europe 
and in the key destination countries is reviewed in this section. 
6.2.1 Review of General Development 
U-K tourism activities have a considerably long history. The origins of modem 
international tourism from Britain can be traced back to the "Grand Tours" of the 
seventeenth and eighteenth centuries, when the young aristocracy undertook 
extended journeys through the European continent for educational purposes. For the 
wealthy British traveller, the "Grand Tour" started with a visit to France, followed by 
touring the historical and cultural cities of Italy, returning through Switzerland, 
Germany and the Netherlands (Steinecke, 1994). Tourism did not become accessible 
to other ranks of society until the late eighteenth century. In the late nineteenth and 
early twentieth centuries, growth in tourist activities was accelerated by two main 
forces: technological improvements in transport and revolutionary increases in 
leisure time and discretionary income (Davidson, 1998, p4). After World War II, 
aircraft were widely used as a means of civil transportation. "As an island nation, 
Britain in particular witnessed the tourism revolution with much more easily 
affordable air travel made possible" (Davidson, 1998, p5). Davidson and Maitland 
(1997) also address "private airline companies pioneered the development of charter 
services (an essential element in the Mediterranean package holiday business), which, 
by the early 1960s, had transformed the annual holiday pattern of the British 
holidaymaker. " 
Through centuries of development, international tourism, both inbound and outbound, 
has become highly mature in the UK- The UK has become the world's sixth biggest 
destination in terms of tourist arrivals, accounting for 3.3% of the world total. It is 
ranked third for outbound tourist spending, accounting for a 7.9% world market 
share in 2001 (WTO, 2002). The Travel & Tourism industry and the Travel & 
Tourism Economy contributed 4.06% and 11.09% respectively to the UK's GDP in 
2001 (WTTC, 2003b). The tourism industries play an important role in the UK's 
economic growth. 
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Over the three decades from 1972 to 2001, the number of UK outbound visits 
increased from 10.7 million to 58.3 million a year, representing an annual growth 
rate of 6.0%. Correspondingly, overseas spending by UK visitors (excluding fares 
travelling to and from UK) rose from 526.5 million pounds to 25,332 million pounds 
(in current prices), which is equivalent to a 6.4% annual growth in real terms. As 
Figure 6.1 shows, UK international tourism demand has experienced rapid growth, 
particularly in the late 1990s. From 1997 to 2001 the average annual growth reached 
8.0% in terms of spending (in constant prices), and 6.1 % in terms of number of visits. 
This is mainly due to more widespread paid leave and shorter working hours. 
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Figure 6.1 Spending in Western Europe and the Whole World by UK Visitors 
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Figure 6.2 Spending and Visits for the Top 10 Destinations Visited by UK 
Residents in 2001 
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Europe, principally Western Europe, 13 has always been the major destination for UK 
holidaymakers. More than 60% of UK residents' total tourist expenditure and up to 
80% of visits occur in this area. Among the top ten destinations visited by UK 
residents in ten-ns of both spending and number of visits, nine are in Western Europe, 
with the only exception being the USA (see Figure 6.2). This suggests that a study of 
UK tourism demand in Western Europe has practical significance. 
6.2.2 Major Destinations in Western Europe 
Amongst all the destinations in Western Europe, France, Greece, Italy, Portugal and 
Spain are the five key markets for UK outbound tourism. UK residents' spending in 
these five destinations accounted for almost 70% of their total spending in Western 
Europe in 2001 (see Figure 6.3). 
Spain Others 
29.1% 30.5% 
Portugal 
4.3% 
Italy Greece France 
7.2% 8.0% 21.0% 
Figure 6.3 Shares of Spending in Western European Countries by UK Visitors 
in 2001 
France 
France is the most popular tourist destination for UK residents in terms of number of 
visits. It is ranked third in terms of spending, after Spain and the USA. In year 2001 
UK residents made almost 12 million visits to France, and their expenditure totalled 
13 Western Europe here is defined in a boarder way. It is the counterpart of the traditionally named 
"Central/East Europe". The precise scope is defined in the following section. 
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3,320 million pounds. These figures accounted for 25.6% and 21.6% of the total 
demand in Western Europe, respectively. UK residents forn-I a significant proportion 
of French inbound tourism, with almost 16% of the total originating from the UK, in 
terms of both tourism receipts and number of visits. 60% of the UK residents who 
visit France do so for holiday purposes and their spending accounts for 65% of the 
total. These visits vary from a weekend in Paris to skiing trips and the main family 
holiday. Apart from these holiday trips, about 20% of UK visitors go to France for 
sporting events, shopping and medical treatment. Of the total number of visits and 
receipts in France, UK residents account for 14.5% and 7.7%, respectively, 
indicating the significance of their contribution to French inbound tourism. 
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Figure 6.4 Spending in France by UK Visitors 
Figure 6.4 shows the historical trend of UK tourism demand to France in terms of 
visitor spending. In the 1970s international tourism was not well developed and two 
oil crises affected the global economy. As a result, UK residents' demand for French 
tourism, as well as for other destinations, grew at a low rate during this period. In the 
mid 1980s UK tourism demand began to experience faster growth. However, the 
Gulf War in the early 1990s slowed down that growth. Moreover, toward the end of 
1995 a series of bombings in Paris and Lyon, by terrorists protesting against French 
support of the Algerian government, contributed to anti-foreigner sentiment and 
lent 
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a false legitimacy to the Front National's racist stance. In addition, extensive public 
sector strikes at the end of that year worsened the situation and affected inbound 
tourism for the following year. There was a downturn of UK demand for tourism to 
France in 1996, as can be seen in Figure 6.4. The adverse influence resulting from 
terrorist attacks in France seemed to have spread to other European countries. A 
similar downturn was also observed in Spain, Portugal and Greece. 
Spain 
Spain is the second most popular destination for UK tourists, receiving 11.8 million 
visits in 2001. However, it ranks first in terms of UK tourist spending, with a figure 
of 4,614 million pounds. As far as Western Europe is concerned, UK tourism 
demand in Spain contributes 25.3% (or 27.9%) of the total in this area in terms of the 
number of visits (or spending). Leisure tourism accounts for 91.6% of UK visits to 
Spain, and 90.7% of the total spending by UK visitors is attributed to holidaymakers. 
20.2% of Spain's international tourist receipts and 23.8% of inbound tourist arrivals 
in Spain are generated by the UK, indicating that the UK is a major tourism source 
market for Spain. 
The Spanish tourist tradition particularly for UK residents could be traced back to old 
times. In the Middle Ages, Santiago de Compostela, the Galician town, became one 
of the most popular destinations for Christendom and the Pilgrims' Road to Santiago, 
ending in Spain, is viewed as one of the first touts of European tourist history 
(Albert-Pin'ole, 1993). In the meanwhile, a large number of Spas attracted the Royals 
and upper classes to go to Spain for their holidays and healthy treatments. In addition 
to the traditionally formed travel preferences by UK tourists, sunshine and seaside is 
always strong attractions for inhabitants of the cold European countries like the UK. 
The successful development of mass tourism has established the image of Spain as a 
tourism destination offering cheap package holidays. Therefore, Spain still attracts 
more and more UK tourists particularly at the low and medium income levels. 
As can be seen in Figure 6.5, UK tourism demand in Spain experiences more 
fluctuations compared with other destinations. In 1986 Spain joined the European 
Community (now the EU), and started to attract higher volumes of tourist inflows 
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from the UK. In 1992 Barcelona hosted the Olympic Games, Seville hosted the 
World Exposition and Madrid was declared European Cultural Capital. All of these 
events served to offset the negative influence of the Gulf War and led to the growth 
in tourism demand. 
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Figure 6.5 Spending in Spain by UK Visitors 
Ita1v 
Italy is one of the oldest and most well established tourist destinations in Europe. 
Before the 1980s only an elite of tourists interested in culture were attracted to Italy. 
During the last two decades a mass tourism market has developed, attracting an 
increasing number of tourists to Italy. Most of the tourist attractions are concentrated 
in the northern part of country, with the most popular destinations being in the 
Ligurian Riviera and Adriatic Riviera. The Neapolitan and Amalfi coasts of 
Campania, the northeast comer of Sicily and the Sardinian Costa Smeralda also 
attract dense tourist flows. 
UK tourism demand in Italy represents less than 8% of the total for Western Europe. 
Figure 6.6 suggests that tourism demand to Italy has experienced gradual and 
relatively stable growth over time. As a result of the two oil crises tourism demand 
for Italy by UK residents was very low through the 1970s. In the 1980s the 
development of mass tourism started to attract more UK visitors. However, tourism 
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developed relatively slow during this period due to the strengthening of Italian lira, 
industrial strikes, urban terrorism and increasing competition from other 
Mediterranean destinations (Syriopoulos, 1990). The adverse impact of the Gulf War 
in the early 1990s was also evident on UK tourism demand for Italy. However, 
recovery came fast and an overall upward trend in the growth rate has been seen 
since 1993. 
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Figure 6.6 Spending in Italy by UK Visitors 
Greece 
Since the late 1970s Greece has shown spectacular tourism growth. As in Spain, 
mass tourism dominates Greek inbound tourism and cheap services are a main 
attraction to medium or low income tourist groups. Greece has therefore become a 
major competitor to Spain over the last two decades. Despite its rich cultural heritage, 
tourism for seaside holidays is the prime motive for tourists visiting Greece. Before 
the early 1970s Greek tourism depended heavily on US visitor inflows, a situation 
which changed dramatically through the 1980s. Tourists from the UK, Germany and 
France have predominated since then. 
The demand by UK visitors contributed 20.7% of total tourist arrivals to Greece and 
17.9% of Greek tourism receipts in 2000. It indicates that the UK is a principal 
tourism source market for Greece. Despite of being the fourth biggest UK tourist 
destination in Western Europe in 2000 and the third in 2001 (replacing Italy), Greece 
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accounts for only a small share of the UK outbound market, with 6.0% of visits and 
7.3% of total spending in the region. 
UK tourism demand in Greece experienced relatively fast growth during the late 
1980s, following the recovery from economic recession, and in the late 1990s, due to 
the improved political situation in Greece (see Figure 6.7). 1996 witnessed a sharp 
downturn in tourism growth in Greece. The stronger currency contributed partially to 
the decline in Greek tourism receipts, not only from the UK, but also from the rest of 
the world. In addition, Greece and Turkey came close to an armed confrontation over 
the territorial dispute over an islet in the Aegean in the early 1996,14 which might 
raise tourists' worries about security and affect their demand for Greek tourism. 
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Figure 6.7 Spending in Greece by UK Visitors 
PO 
Portugal is physically smaller than these other destinations. This fact, coupled with 
the political and historical events that contributed to its lagging behind neighbouning 
countries, accounts for Portugal's late awareness of its tourism potential 
(De Mello et 
al. 2002). Significant tourism expansion started in the late 1970s when 
Portuguese 
tourism shifted its focus towards the package holiday market. Tourist flows are 
Source of information: Wikipedia, the firee encyclopedia (http: //en. wikipedia. org/wiki/Foreign_ 
relations_of Greece). 
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concentrated around major tourist centres such as the Algarve, Lisbon, Oporto and 
the island of Madeira. These areas account for more than 85% of the market. During 
the last decade Portugal has attempted to pursue a different pattern of tourism 
development compared to neighbouring Spain, intending to move away from mass 
tourism towards a luxury market. This development strategy has brought Portugal 
onto the international list of the top 20 most visited countries in the world since 1990. 
Figure 6.8 Spending in Portugal by UK Visitors 
UK tourism demand to Portugal grew fast in the mid 1980s and since then the UK 
has become a major source market for Portuguese tourism. In 2000, UK visitors 
contributed to 13.3% of total Portuguese inbound tourist arrivals and 17.3% of 
tourism receipts. However, compared with the other major destinations in this study, 
Portugal represents the smallest market share of UK tourism demand in Western 
Europe. UK visitors spent 597 million pounds in Portugal in 2000, accounting for 
4.0% of their total spending in Western Europe. Figure 6.8 shows this growth of UK 
visitors' spending in Portugal during 1972-2000. Despite the adverse impacts of the 
oil crises and the Gulf War, Portugal's entry to the European Community in 1986 
accelerated the growth of tourism demand by UK residents. 
Figure 6.9 shows that UK tourism demand to all five key destinations shares a 
similar pattern to the individual cases, i. e., the oil crises, the Gulf War and terrorist 
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attacks had significant impacts on tourism demand by UK residents in Western 
Europe. 
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Figure 6.9 Spending in the 5 Key Destinations by UK Visitors 
Other Maior Destinations 
The Irish Republic is also a top market, ahead of Portugal in ternis of visitors' 
spending, but it is not examined separately as an individual destination in this study 
for two reasons. Firstly, it is geographically isolated from all the other key 
destinations, and therefore substitution or complementation effect is less likely to 
happen. Secondly, UK residents travel to the Irish Republic for different purposes. In 
the Irish case less than half of the spending is for holiday purposes, and more than 20 
percent and 30 percent are for business and VFR, respectively. Whereas for other key 
destinations, the overwhelming majority of UK visitors' spending is for holiday 
purposes (see Figure 6.10). Different travelling purposes are associated with different 
decision-making processes and different influencing factors. Although the number of 
visits from the UK to Cyprus exceeded Portugal since 2001, during the sample 
period (1972-2000) Portugal has always been ahead of Cyprus. Considering limited 
observations and degrees of freedom in the model estimation, it is not practical to 
include too many equations in AIDS models. Therefore, in this study only 5 top 
destinations (apart from the Irish Republic) in the sample period are selected for 
individual analysis. Cyprus, Germany and the Irish Republic, all of which have the 
similar magnitude as Portugal in terms of UK tourist expenditure, are pooled together 
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with the other non-major Western European countries to form a single group, named 
Others. It should be noted that such a trade-off conceals the differences of tourism 
demand features in these countries. In the future research, given sufficient data, a 
further subgrouping that separates Cyprus, Germany and the Irish Public from the 
others would provide a more precise insight of tourism demand in this region. 
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6.3 Data Description 
6.11 Geographic Scope of This Study 
The empirical study is based on the demand for tourism to Western Europe by 
United Kingdom residents. There are twenty-two destinations involved: Austria, 
Belgium, Cyprus, Denmark, Finland, France, Germany, Gibraltar, Greece, Iceland, 
Irish Republic, Italy, Luxembourg, Malta, Netherlands, Norway, Portugal, Spain, 
Sweden, Switzerland, Turkey and former Yugoslavia (see the map of Figure 6.11). 
Such a definition of Western Europe is consistent with the data sources-specifically 
the International Passenger Survey (IPS), published in the Travel Trends annually by 
the Office for National Statistics (ONS), UK. In this publication before 1995, Europe 
is divided into Western Europe EEC, Western Europe non-EEC and Eastern Europe, 
the first two subgroups of which compose the framework of Western Europe defined 
in this study. In issues after 1995, a new classification divides the whole of Europe 
into two broad groups: EU Europe and Non EU Europe. This second group is formed 
of the existing Western Europe non-EEC plus Central & Eastern Europe and the 
Former USSR. In order to keep data consistency these last two are excluded from the 
data collection. Therefore this study focuses on the five key destinations, France, 
Greece, Italy, Portugal and Spain, with the other seventeen aggregated to a single 
group-Others. 
6.3.2 Measures of Tourism Demand 
In this study tourism demand is measured by visitor spending, in accordance with the 
requirement of the AIDS specification. In order to be consistent with AIDS models 
the same measure is employed for single-equation modelling approaches. The 
spending series cover the period 1972-2000, taking account of data availability for all 
the twenty-two destinations and for all explanatory variables. The spending data, 
collected by IPS and published in Travel Trends, do not include fares for travelling to 
and from the UK, whilst the expenditure by day-trippers (i. e. visitors who do not 
have an overnight stay) is included in the figures for spending. The raw data of the 
IPS are collected based on face-to-face interviews. There are 254 thousand travellers 
involved in IPS interviews, which represent about 0.2 per cent of all travellers. The 
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ONS states that this sample size is large and allows reliable estimates for the 
population. 
As addressed earlier, people travelling for different purposes have different decision- 
making processes and are influenced by different factors. However, disaggregated 
spending data by purpose and destination country were not available until the mid 
1990s. Considering the high proportions of holidaymakers in the major destinations 
(see Figure 6.10), the data for spending on all purposes reflects well the general 
trends of UK tourism demand for holidays. Likewise, the estimation results can be 
used to interpret the features of this specific tourism demand. Therefore, the 
spending for all purposes is used to measure UK tourism demand in this study. It 
should also be noted that, compared with the other four major destinations, France 
receives a relatively high proportion of day-trippers from the UK, with their spending 
accounting for 12.6% of the total in 2000 (Travel Trends, 2002, National Statistics, 
UK). This group of visitors may have different travelling motivations or/and 
consumption patterns from the majority of holidaymakers, and inclusion of these 
day-trippers may influence the hornotheticity of tourists' preferences to some extent. 
However, the results of this study will not be distorted significantly as the demand 
for France is still dominated by leisure tourism. 
6.3.3 Influencing Factors 
As mentioned in previous chapters, income and relative tourism prices adjusted by 
exchange rates are the most important detenninants for tourism demand. To generate 
these explanatory variables information about income, prices and exchange rates is 
collected. 
Income 
Income is measured by the index of UK household disposable income in constant 
prices (1995=100). As Figure 6.12 shows, U-K households' real income has grown 
gradually over the last three decades, with an average annual growth rate of 2.6%. 
Due to the global oil crises in the 1970s and the economic recession in the early 
1980s, this growth slowed down, and the growth rate between 1972 and 1985 was 
only 2.0% on average. In the last decade, particularly the last half decade, UK 
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residents experienced the most rapid growth of their incomes. Between 1995 and 
2000, UK households' disposable income increased by 2.8% annually, which is 
above the average over the proceeding three decades. The relatively fast and stable 
growth of UK residents' income contributed to increasing tourism demand over this 
period. 
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Figure 6.12 UK Household Disposable Income Index (1995=100) 
Prices 
Tourism prices, as usual, are represented by CPIs (1995=100). Figure 6.13 shows 
price changes in the five key destinations and the origin country (UK). Greece has 
experienced the highest inflation during the period under consideration (14.9% on 
average), particularly after the late 1980s. This is attributed to the adverse economic 
environment and the correspondingly high and increasing public sector borrowing 
requirement (PSBR). At the opposite end of the scale, France had the lowest inflation 
rate over the last three decades (5.8% annually), especially after the mid 1980s when 
imppol prices continued to decline and the indirect tax rates and unit labour costs 
were reduced. Italy, Portugal and Spain all suffered from relatively high inflation, 
and the average inflation rates over the period were 9.2%, 13.6% and 9.5%, 
respectively. Amongst the five major destinations, France was the only one that had 
slower price increases than the origin country UK (7.6%), and so gained relative 
price advantages over its competitors. 
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Figure 6.13 Consumer Price Indices in the UK and Major Destinations 
IF-it-chanze Rates 
Exchange rates refer to destination countries' currency units per US dollar. The 
exchange rates of French franc, Greek drachma, Italian lira, Portuguese escudo, 
Spanish peseta and British sterling against the US dollar are plotted in Figures 6.14- 
6.19. These figures show that the currencies in the countries concerned all 
experienced significant devaluation relative to the US dollar during 1980-1985, 
principally because of the worldwide economic recession. In the 3-4 years following 
the economic recovery, these currencies strengthened against the US dollar. After the 
mid 1990s, these countries experienced currency devaluation again. As far as 
international tourism is concerned, currency devaluation contributes to gains in price 
competitiveness, thereby attracting more inbound tourism. With the introduction of 
the Euro in 12 European Union member states in January 2002, exchange rates 
ceased to be the determinant of competitiveness across the key tourist destinations. 
Nonetheless, fluctuations in the exchange rates of the Euro against sterling still play 
an important role in determining UK tourism demand to this area. 
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Figure 6.19 British Pound Sterling/US Dollar Exchange Rate 
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In order to take account of the effect of changes in population size on average 
tourism demand, UK population data are also collected for calculation of tourism 
demand per capita. All these data are collected from official publications. Income 
data are collected from Economic Trends (ONS, UK, 2001). The data on prices, 
exchange rates and population are collected from the International Financial 
Statistical Yearbook (International Monetary Fund, various issues). 
6.4 Single-Equation Approaches 
Various single-equation models introduced in Chapter 4 are applied in this empirical 
study, with a particular focus on TVP models. In each of these models, the same 
dependent and independent variables are included to ensure the comparability of 
forecasting accuracy between them. 
6.4.1 Dependent and Independent Variables 
In the single-equation context, tourism demand is specified as the function of income, 
relative prices and substitute prices, with some one-off events taken into account. 
Dependent Variables 
Tourism demand, the dependent variable in each model, is defined as the real 
spending per capita in logarithms and normalised to unity at the point of the base 
year (1995), denoted as LSPPI, where L, the first letter of the name, stands for 
logarithm, and 1, at the end of the name, for index. The same naming convention is 
used throughout this study. For example, the real spending per capita in France 
SPPFR is defined as: 
SPPFR - 
SPFR / POP UK. EXFR 
CPIFR EXUK 
(6.1) 
where SPFR is the spending in France (in current prices), POPUK the population in 
the UK, CPIFR the consumer price index in France, EXFR and EXUK exchange 
rates between French franc and US dollar, and between sterling and US dollar, 
respectively. Since 1999 the Euro has been used with corresponding exchange rates 
adjusted. 
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Normalising Equation (6.1) and then transforming it into logarithm, we get the final 
dependent variable for single-equation estimation: 
LSPPIFR, = log( 
SPPFR, 
SPPFR95 
In the "growth rate" model or the ECK the first difference of LSPPI, denoted as 
DLSPPI, is used as the dependent variable. "D" in front of the variable names refers 
to "first-order differences". The same naming convention is also applied to 
explanatory variables. 
Explanatorv Variables 
Income is measured by the index of household disposable income per capita in 
constant prices (I 995=1 00) and transformed into logarithm, denoted as LHDIPI. 
The relative (or effective) price for each individual destination country is calculated 
by dividing the price (CPI) in each destination by that of the UK, adjusted by the 
(6.2) 
appropriate exchange rates. In the French case, it is calculated as: 
R CPFR = 
CPIFR / EXFR (6.3) 
t'DTUKIE K 
After normalisation and log-transformation, the relative price variable is denoted as 
LRCPl. Following the French case, LRCPIFR is calculated as: 
LRCPIFR, = log( 
RCPFRt 
RCPFR95 
(6.4) 
Since single-equation modelling focuses on the five major destinations only, the 
substitute price for each of the five equations is calculated as the weighted average of 
relative prices of the other four destinations, with shares of spending in these 
potential substitute destinations being weights. For example, the substitute price for 
France (RSPFR) is given by: 
RSPFR = 
RCPGR - SPGR + RCPIT - SPIT + RCPPO - SPPO + RCPSP - SPSP (6.5) 
SPGR + SPIT + SPPO + SPSP 
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where GR, IT, PO and SP at the end of variable names refer to Greece, Italy, 
Portugal and Spain, respectively. 
In addition, three dummies are incorporated to account for the effects of the first oil 
crisis (DUM74=1 in 1974 and 1975, and 0 otherwise), the second oil crisis 
(DUM79=1 in 1979 and 0 otherwise) and the Gulf War (DUM91=1 in 1990 and1991, 
and 0 otherwise). These three events are regarded as having had adverse effects on 
worldwide tourism demand and are commonly considered in tourism demand studies. 
It should be noted that tourism demand is also influenced by other local events, such 
as Spain and Portugal's entry to the European Community in 1986, which 
contributed to accelerating tourism development in these countries. However, in the 
study, they are not included in either single-equation or LAIDS specifications. As 
has been addressed in Chapter 5, the LAIDS specification requires each dummy 
variable capturing the effect of one single local event to be incorporated in all 
equations in the system. This will consume a number of degrees of freedom. Due to 
the small sample size in this study, these local events have to be ignored in the 
LAIDS specification. With regard to the single-equation modelling, the purpose of 
including it is to illustrate potential advantages to incorporate the TVP technique into 
LAIDS models. Therefore, the consistent data information should be considered in 
order to enhance the comparability between the two categories of methodologies. 
Therefore, the effects of local events are also excluded from the single-equation 
models. 
6.4.2 Model Specification and Estimation 
Within the single-equation framework, four econometric approaches are considered: 
ADLM, VAR, CFECM and TVP models. ADLMs and TVP models are estimated 
using Eviews 4.0, and the others using Microfit 4.0. These programmes have been 
selected due to the ease of estimation and the quality of presentation of results. 
ADLM 
Following the general-to-specific methodology, ADLM estimation starts with a 
general specification, and the lag length of the ADLM is set to be two. The general 
ADLM takes the following form: 
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LSPPI, =f (LSPPI, -,, 
LSPPI, 
-2 
LRCPI,, LRCPI, 
-,, 
LRCPt-2, LRSPI, LRSPI, 
-,, (6.6) LRSPI, 
-2 
HDIPIt 
, HDIPIt-I , HDIPIt - 2, 
DUM74, DUM79, DUM91) 
Estimates of the general ADLMs concerning the demand for tourism to the five 
major destinations are given in Table 6.1. 
Subject to restriction tests on the parameters, the general ADLMs are then reduced to 
various specific forms. The results of restriction tests are shown in Table 6.2. Partial 
adjustment models pass the tests in all cases except Italy, suggesting that UK tourism 
demand to most of countries of this region features habit persistence. The growth rate 
and finite lag distributed models both pass four tests as well, showing that it is 
appropriate to use these functional forms to model UK tourism demand in Western 
Europe. Estimates of accepted specific ADLMs are presented in Tables 6.3-6.7. 
Meanwhile, general ADLMs are reduced according to the significance of the 
estimated coefficients. The least significant variable is deleted from the general 
ADLM and the reduced ADLM is re-estimated. Such a process is repeated until all 
the variables maintained in the model are statistically significant (at the 5% 
significance level) and properly signed. The final reduced model is denoted as the 
"reduced ADLM". The estimates of the five reduced ADLMs are reported in Tables 
6.3-6.7, coupled with other specific ADLMs in each case. 
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Table 6.1 Estimates of General ADLMs 
Dependent Variable: LSPPI 
k 
France Greece Italy Portugal Spain 
Constant -0.024 -0.271 -0.070 -0-072 -0.094 (0.066) (0.137) (0.061) (0.179) (0.103) 
LSPPI(- 1) 0.744** 0.343 0.201 0.812** 0.579 (0.296) (0.239) (0,238) (0.364) (0.276) 
LSPPI(-2) 0.027 0.054 -0.266 -0.028 -0.078 (0.269) (0.174) (0.245) (0.272) (0.247) 
LRCPI -0.758 -1.724*** -0.881*** -1.161 -0.507 (0.544) (0.526) (0.325) (0.781) (0.518) 
LRCPI(- 1) -0.526 -0.129 -0.431 1.033 -0.372 (0.462) (0.830) (0.472) (1.231) (0.670) 
LRCPI(-2) 0.539 -0.439 -0.496 -0.596 0.726 (0.560) (0.683) (0.400) (0.856) (0.556) 
LRSPI -0.312 0.560 -0.109 -0.376 -0.289 (0.494) (0.357) (0.240) (0.589) (0.454) 
LRSPI(- 1) 0.769 0.071 -0.253 0.478 0.270 (0.465) (0.504) (0.278) (0.736) (0.471) 
LRSPI(-2) -0.000 -0.318 0.220 
0.018 -0.753 
(0.455) (0.388) (0.256) (0.670) (0.393) 
1.142 2.672 1.966 0.855 3.818** LHDIPI (1.016) (1.901) (1.166) (3.201) (1.695) 
0,096 -1.154 1.673 -0.584 -5.137** LHDIPI(- 1) (1.527) (2.547) (1.381) (2.792) (2.049) 
-0.904 -0.469 -2.004 0.131 2.340 LHDIPI(-2) (1.138) (2.108) (1.241) (3.061) (1.792) 
-0.065 -0.595*** 0.018 -0.508 0.010 DUM74 (0.113) (0.192) (0.092) (0.216) (0.133) 
0.018 0.042 -0.101 0.067** -0,011 DUM79 (0.123) (0.222) (0.12) (0.331) (0.213) 
-0.057 -0.258 -0.067 -0.074 -0.219 DUM91 (0.077) (0.146) (0.072) (0.204) (0.125) 
R2 0.986 0.961 0.965 0.950 0.945 
S. E. 0.080 0.140 0.079 0.180 0.118 
F (dj) 128.949 46.852 51.795 36.452 33.209 
Notes: *** and ** indicate the 1% and 5% significance levels. Values in parentheses are standard 
errors. 
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Table 6.2 Restriction Test Results (F-test) 
Specific model I France Greece Italy Portugal Spain 
Static 
Autoregressive 
Growth Rate 
Leading Indicator 
Partial Adjustment 
Finite Distributed Lag 
Dead Start 
3.052 5.596 
4.720 3.362 
0.516** 3.036** 
6.112 4.442 
1.331** 0.614** 
3.717** 2.398** 
5.238 4.500 
1.704** 
4.004 
3.928 
3.586 
3.350 
0.971** 
4.131 
5.162 
0.871** 
0.685** 
5.052 
0.454** 
4.751 
2.248** 
3.720 
2.990 
2.218** 
4.029 
1.756** 
3.226** 
2.901** 
Note: ** indicates that the specific model is accepted at 5% level. 
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Table 6.3 Estimates of Specific ADLMs and ECMs: France 
Dependent Variable: LSPPI Dependent Variable: DLSPPI 
Finite Partial Reduced Growth WB- JML- ADLM- 
Distributed Adjustment ADLM Rate ECM ECM ECM 
Constant (0-059) 
LSPPI(-I) 
LSPPI(-2) 
LRCPI -1.532*** (0.430) 
LRCPI(-I) 1.215*** (0.442) 
LRCPI(-2) -0.125 (0.481) 
LRSPI 0.381 (0.401) 
LRSPI(-I) 0.734 (0.465) 
LRSPI(-2) 0.125 (0-515) 
LHDIPI 1.037 (0.176) 
LHDIPI(- 1) 0.975 (1.221) 
LHDIPI(-2) 
DUM74 -0.245** (0.099) 
DUM79 -0.057 (0.110) 
DUM91 -0.051 (0.082) 
R 0.981 
(0.037) (0.036) 
0.286*** 0.402*** 
(0.181) (0.114) 
-0.127 
(0.147) 
-1.278*** -1.187*** 
(0.370) (0.180) 
-0.612** 
(0.334) 
0.366 
(0.330) 
0.783*** 
(0.264) 
1.242*** 1.146*** 
(0.270) (0.297) 
-0.119 -0.150*** 
(0.071) (0.059) 
-0.040 
(0.069) 
0.986 0.989 
Constant 0.018 -0.066 -0.028 -0.001 (0.026) (0.040) (0.026) (0.021) 
DLSPPI(-I) -0.063 (0.190) 
DLRCPI -0.526** -1.042*** -1.157*** -0.974*** (0.260) (0.341) (0.316) (0.301) 
DLRCPI(-I) -0.803*** (0.290) 
DLRSPI -0.502 -0.180 -0.009 -0.220 (0.260) (0.347) (0.313) (0.276) 
DLRSPI(-I) 0.180 (0,298) 
DLHDIPI 1.149 1.350** 1.231 1.315** (0.732) (0.754) (0.727) (0.628) 
DLHDIPI(-I) 1.119 (0.834) 
LSPPI(-I) -0.537*** (0.180) 
LRCPI(-I) -1.585*** (0.564) 
LRSPI(-]) 0.653 (0.370) 
LHDIPI(- 1) 
1.025** 
111 A'ln', kv. -tL7) 
DUM74 -0.129 -0.119 -0.111 (0.077) (0.073) (0-066) 
DUM79 
DUM91 
ECM(-I) 
R2 
-0.059 
(0.056) 
0.655 0.650 
-0.529*** -0.554*** 
(0.159) (0.144) 
0.669 0.700 
SE 0.093 0.083 0.071 SE 0.074 0.074 0.072 0,068 
SC(l) 4.559** 0.633 1.295 SC(l) 0.124 0.858 1.592 1.026 
FF(I) 15.175*** 10.282*** 8.583*** FF(I) 0.006 0.107 0.075 0.053 
NO(I) 0.930 1.691 1.571 NO(2) 1.156 1.409 1.613 1.649 
HE(]) 16.237 10.640 9.845 HE(]) 15.617 9.569 3.462 4,485 
ARCH(]) 1.363 0.284 1.070 ARCH(]) 0.074 1.360 0.779 1.336 
PF(dj) 1.982 1.320 0.661 PF(df) 0.975 1.175 0.597 0.650 
Notes: SC(l) is the Lagrange multiplier test for serial correlation, NO(2) is the Jarque-Bera normality test, FF(l) is the 
Ramsey's misspecification test, HE(l) is heteroscedasti city test, PF(dj) is the Chow predictive failure test, df is 
degree of freedom, ARCH is autoregressive conditional heteroscedasti city test. All apart from Chow statistic 
are Chi-square statistics. The Chow test is an F statistic. As for others, see Table 6.1. 
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Table 6.4 Estimates of Specifi c ADLMs and ECMs: Greece 
Dependent Variable: LSPPI Dependent Variable: DLSPPI 
Finite- Partial Reduced Growth WB- JML- ADLM- 
distributed Adjustment ADLM rate ECM ECM ECM 
Constant -0.405*** -0.157** -0.174*** Constant 0.068 -0.194** 0,043 0.006 (0.070) (0.061) (0.059) (0.066) (0.084) (0.038) (0.032) 
LSPPI(-I) 0.437*** 0.515*** DLSPPI(-I) -0.139 (0.131) (0.072) (0.183) 
0 090 -1.700*** -1,631*** -1,736*** -1.509*** LSPPI(-2) . (0.119) DLRCPI (0.539) (0.399) (0.332) (0.325) 
LRCPI -1.835*** -1.811 *** -1.483*** DLRCPI(-I) -1 - 
202** 
(0.566) (0.368) (0.287) (0.646) 
LRCPI(- 1) -0 , 319 DLRSPI 
0.599 0.416 0.469 0.297 
(0.718) (0.389) (0.282) (0.246) (0.232) 
LRCPI(-2) - 1.565*** DLRSPI(-I) 
0,630 
(0.512) (0.432) 
LRSPI 0.589 0.363 DLHDIPI 
1.515 2.158 2.549** 2.447** 
(0.363) (0.273) (1.927) (1.406) (1.168) (1.006) 
LRSPI(-I) -0.051 DLHDIPI(-I) (0.464) 
LRSPI(-2) -0.205 84 
LSPPI(-I) -0.466*** 105) (0 ) (0.3 . 
LHDIPI 1.964*** 0.736*** 
0.829*** LRCPI(-I) -1.557*** 
(0-180) (0.234) (0.219) (0.543) 
0.210 
LHDIPI(- 1) LRSPI(-I) (0.326) 
0.750*** 
LHDIPI(-2) LHDIPI(-I) (0.285) 
-0-793*** -0.533*** -0.555*** DUM74 -0.341** -0.512*** -0.455*** -0.570*** DUM74 (0.179) (0.129) (0.110) (0.173) (0.140) (0.098) (0.086) 
DUM79 DUM79 
DUM91 -0.298** -0.170 12 
DUM91 -0.225 158) (0 (0.151) ) (0.1 . 
-0.475*** -0.386*** ECM(- 1) (0.084) (0.084) 
R2 0.952 0.967 0.969 R2 0.464 0.709 
0.743 0.770 
SE 0.155 0.129 0.128 SE 0.178 0.130 0.122 0.116 
SC(I) 3.578 0.917 0.907 SC(I) 2.332 1.133 1.346 0.875 
FF(I) 5.281 0.008 0.002 FF(I) 0.104 2.22e-6 0.020 
0.304 
NO(I) 0.835 0.702 0.883 NO(2) 2.020 0.801 0.877 
0.226 
HE(I) 12.464 13.094 4.677 HE(I) 9.201 10.472 8.610 
0.531 
ARCH(I) 0.937 1.477 1.073 ARCH(I) 0.450 0.910 0.552 
1.862 
PF(dj) 2.698 1.175 1.335 PF(df) 0.659 0.524 0.448 
0.682 
Notes: see Table 6.3. 
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Table 6.5 Estimates of SI)ecific ADLMs and ECMs: Ital 
Dependent Variable: LSPPIFR 
Finite 
Static distributed 
Reduced 
ADLM 
Dependent Variable: DLTOU 
WB-ECM JML-ECM ADLM- 
ECM 
Constant -0.018 -0.059 -0.062** Constant -0.037 0.055 -0.005 (0-047) (0.035) (0.030) (0.041) (0.033) (0.023) 
LSPPI(- 1) DLSPPI(- 1) 
LSPPI(-2) DLRCPI -1,089*** -0.996*** -0.957*** (0.291) (0.291) (0.226) 
LRCPI 1 . 15 6 -1.156*** -1.515*** DLRCPI(-I) (0.322) (0.187) (0.161) 
LRCPI(-I) -0.154 DLRSPI -0.011 0.292 -0.135 (0.436) (0.227) (0.212) (0.150) 
LRCPI(-2) -0.244 (0.358) DLRSPI(- 1) 
LRSPI -0-096 -0.485*** DLHDIPI 2,516*** 3.170*** 2.278*** (0.247) (0.140) (0.840) (0.887) (0.638) 
LRSPI(- 1) -0.398 -0.487*** DLHDIPI(-I) 1.759*** (0.272) (0.127) (0.692) 
LRSPI(-2) 0.142 LSPPI(-I) -0.717*** (0.266) (0.199) 
LHDIPI 1.291 1.531 1.574*** LRCPI(-I) -1 - 304*** (1.065) (0.096) (0.086) (0.296) 
LHDIPI(- 1) 0.317 LRSPI(-I) -0.182 (1.085) (0.220) 
LHDIPI(-2) LHDIPI(- 1) 1.1 (0.321) 
DUM74 -0.055 -0.107 DUM74 (0.082) (0.075) 
DUM79 DUM79 
DUM91 -0.063 -0.090 DUM91 (0.079) (0.074) 
-0.208*** -0.886*** ECM(- 1) (0.060) (0.144) 
R2 0.956 0.950 0.956 R2 0.556 0.459 0.686 
SE 0.087 0.094 0.088 SE 0.085 0,094 0.072 
SC(I) 0.432 0.210 0.537 SC(I) 0.218 1.548 0.365 
FF(I) 0.006 0.660 0.036 FF(I) 0.048 0.034 0.272 
NO(I) 1.202 0.613 1.684 NO(2) 1.417 2.209 1.004 
HE(I) 12.971 3.552 3.390 HE(I) 14.120 3.709 13.178 
ARCH(I) 0.660 0.492 0.177 ARCH(I) 0.063 0.032 0.761 
PF(dj) 0.879 0.838 0.562 PF(df) 1,486 2.248 1.163 
Notes: see Table 6.3. 
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Table 6.6 Estimates of Specific ADLMs and ECMs: Portugal 
Dependent Variable: LSPPIFR 
Auto- Dead Partial Reduced 
regressive Start Adjustment ADLM 
Dependent Variable: DLTOU 
Growth WB- JML- ADLM- 
rate ECM ECM ECM 
Constant 0.044 0.020 -0.077 -0.023 (0.047) (0.087) (0.070) (0.060) 
LSPPI(-I) 0.984*** 0.904*** 0.695*** 0.894*** (0.155) (0.234) (0.186) (0.038) 
LSPPI(-2) -0.111 -0.145 0.002 (0.154) (0.261) (0.165) 
LRCPI -0.613 -1.359*** (0.499) (0.378) 
LRCPI(-I) -0.322 (0.832) 
LRCPI(-2) -0.116 (0.825) 
LRSPI 
LRSPI(-I) 0.137 (0.680) 
LRSPI(-2) -0.064 (0.607) 
LHDIPI 
LHDIPI(-I) 
LHDIPI(-2) 
DUM74 -0.690 (0.143) 
DUM79 
DUM91 -0.081 (0.137) 
1.058*** 
(0.378) 
-0.269 
(0.452) 
0.727** 
(0.381) 
0.459 
(0,722) 
-0.635*** -0.566*** -0.540*** 
(0.194) (0.165) (0-120) 
-0.104 -0.053 
(0.182) (0.145) 
R2 0.954 0.943 0.961 0.969 
SE 0.173 0.193 0.159 0.141 
SC(l) 12.389*** 13.301 *** 8.866*** 4.019** 
FF(I) 0.766 1.177 2.765 2.152 
NO(2) 0.703 0.721 1.362 0.161 
HE(l) 18.728*** 22,607 22.552** 16.978** 
ARCH(l) 0.754 0.574 0.985 0.804 
PF(dj) 0,979 0.704 2.174 0.893 
Constant 0.089** -0.044 0.062 -0-008 (0.038) (0.083) (0.077) (0-037) 
DLSPPI(-I) 0.031 (0.164) 
DLRCPI -1.330*** -0.955** -1.195** -0.946** (0.521) (0.493) (0.485) (0-399) 
DLRCPI(-I) 
DLRSPI -0.317 (0.409) 
DLRSPI(-I) 0.216 (0.434) 
-0.522 -0.446 -0.368 
(0.402) (0.428) (0.329) 
DLHDIPI 
DLHDIPI(-I) 
0.687 -0.378 0.765 
(1.697) (1.836) (1.157) 
LSPPI(-I) -0.142 (0.141) 
LRCPI(-I) -0.286 (0.534) 
LRSPI(-I) -0.081 (0.458) 
LHDIPI(-I) 0.112 (0.521) 
DUM74 -0.443*** -0.523*** -0.489*** -0.383*** (0.137) (0.160) (0.165) (0.105) 
DUM79 
DUM91 -0.095 (0.142) 
0.042 -0.331*** ECM(-I) (0.089) (0.064) 
R2 0.544 0.623 0.536 0.703 
SE 0.165 0.147 0.164 0.131 
SC(l) 0.793 0.218 0.251 1.002 
FF(I) 0.310 0.048 0.455 0.056 
NO(2) 1.369 1.417 1.446 0.555 
HE(l) 14.053 14.120 11.165 4.926 
ARCH(l) 0.170 0.063 0.006 1.735 
PF(do 1.749 1.486 1.685 1.602 
Notes: see Table 6.3. 
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Dependent Variable: LSPPIFR 
Finite Partial Reduced 
distributed Adjustment ADLM 
Constant -0.152** -0-013 
(0.059) (0.064) 
LSPPI(-I) 0.493** 
(0.226) 
LSPPI(-2) 0.073 
(0.251) 
LRCPI -0.163 -0.467 (0.576) (0.381) 
LRCPI(-I) -0.860 (0.575) 
LRCPI(-2) 
LRSPI -0.296 -0.339 (0.489) (0.345) 
LRSPI(-I) 0.081 (0.473) 
LRSPI(-2) -0.657 (0.341) 
LHDIPI 2.152*** 0.961*** (0.154) (0.335) 
LHDEPI(-I) 
LHDEPI(-2) 
DUM74 -0.119 -0.072 (0.133) (0.121) 
-0.088 -0.016 DUM79 (0.159) (0.169) 
-0.325*** -0.258** DUM91 (0.115) (0.128) 
R2 0.925 0.932 
SE 0.138 0.132 
SC(l) 0.894 1.570 
FF(I) 0.324 1.172 
NO(2) 0.154 1.148 
HE(l) 17.539 18.914 
ARCH(l) 0.013 2.916 
PF(dj) 0.203 0.281 
0,001 
(0.051) 
0,612*** 
(0.118) 
-0,743*** 
(0.243) 
0.907*** 
(0.260) 
-0-196** 
(0.096) 
0.939 
0.124 
0.076 
2.860 
0.557 
8.795 
2.364 
0,601 
Dependent Variable: DLTOU 
Growth WB- JML- ADLM- 
rate ECM ECM ECM 
Constant 0.008 -0.091 -0.010 -0.019 (0.052) (0.061) (0.047) (0.035) 
DLSPPI(-I) -0.206 
(0.207) 
DLRCPI -0.820 -0.490 -0.912** -0.114 (0.477) (0.452) (0.499) (0.345) 
DLRCPI(-I) -1.194** (0.497) 
DLRSPI 0.181 -0.124 0.183 -0.357 (0.384) (0.345) (0.398) (0,263) 
DLRSPI(-I) 0.367 (0.399) 
DLHDIPI 2.981 ** 2.841 2,896** 2.798*** (1.471) (1.129) (1.387) (0.887) 
DLHDIPI(-I) -1.948** (0.836) 
LSPPI(-I) 
LRCPI(- 1) 
LRSPI(-I) 
LHDIPI(- 1) 
DUM74 -0.030 (0.131) 
DUM79 
DUM91 
ECM(-I) 
R2 
SE 
SC(l) 
FF(I) 
NO(2) 
HE(l) 
ARCH(l) 
PF(df) 
-0.528*** 
(0.144) 
-0.730** 
(0.375) 
-0.305 
(0.315) 
1,174*** 
(0.333) 
-0.233** -0.213** -0.168 -0.169 ** 
(0.125) (0-097) (0.114) (0.072) 
-0.036 -0.569*** 
(0.042) (0.120) 
0.307 0.464 0.188 0.618 
0.136 0.118 0.145 0.099 
1.391 0.0005 0.081 0.077 
0.176 2.840 0.054 1.591 
0.917 0.554 0.283 0.114 
9.555 20.196 9.565 12.009 
0.006 4.299** 0.014 4.782** 
0.191 0.880 0.242 0.322 
Notes: see Table 6.3. Although the dead start model passed the restriction test, the estimated coefficients 
of income and own-price variables were not signed correctly. Therefore this model is ignored from 
further analysis. 
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With regard to UK tourism demand in France, seen in the left part of Table 6.3, 
tourism price in France relative to that in the UK is the most important influencing 
factor, judged by the significance of estimates in all the specific models (apart from 
the growth rate model with the differenced dependent variable, which is not 
comparable). In particular, the relative price in the current period shows its 
significant impacts on UK tourism demand in each of the specific models. Moreover, 
the relative price in the previous year also affects UK residents' current demand for 
tourism in France, but the effect is less significant than that of the current price. 
Negative signs of estimated coefficients indicate that the higher tourism prices are in 
France, the less UK visitors spend there. The second most important influencing 
factors are income in the current period and one-year lagged spending, both 
appearing to be significant in two out of three cases. Positive signs of income 
coefficients suggest that the more UK residents earn, the more they spend on tourism 
in France. Significant lagged dependent variables suggest that tourism demand in 
France features habit persistence. Considering the dummy variables, only the first oil 
crisis presents a significant adverse effect on UK tourism demand in France. 
With respect to tourism demand in Greece (see the left part of Table 6.4), income and 
the relative price, both in the current period, are the most crucial influencing factors, 
significant in all models and with expected signs. Habit persistence also seems to be 
applicable in the Greek case, as the lagged dependent variable is significant in two 
models. As in the French case, the first oil crisis appears to generate a significant 
influence, while the second oil crisis and the Gulf War do not. 
In the Italian case, the relative price is the only factor proving significant across all 
the models, whilst income proves significant in only one model. No significant 
effects are detected from the one-off events under consideration. This result provides 
evidence for the previous statement that UK tourism demand in Italy features 
relatively stable growth. 
With Portugal, habit persistence dominates the influence, as it is the only significant 
variable to appear in all the specific models. Amongst the one-off events, only the 
first oil crisis has been shown to affect UK demand for Portugal. The income 
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variable lagged by one period does not come out with a correctly signed coefficient 
in the dead start model and is therefore deleted from the specification. 
As for demand for Spain, current income is the most important influencing factor, 
followed by the one-year lagged dependent variable, representing habit persistence. 
Uniquely for this destination, the Gulf War produced a significant adverse effect on 
UK tourism demand. 
An overview across all individual cases suggests that each of the potentially 
influencing factors affects UK tourism demand to a different extent. In general, the 
demand in these destinations features habit persistence, suggesting that a large 
number of tourists from the UK are repeating visitors. 
All the estimation results are subjected to various diagnostic tests including the 
Lagrange Multiplier test for serial correlation, the Jarque-Bera test for non-normality, 
the RESET test for mis-specification, the White test for heteroscedasticity, the 
autoregressive conditional heteroscedasticity test and the Chow predictive failure test. 
Apart from the Chow statistic all are Chi-square statistics. The Chow test is an F 
statistic, and the period 1996-2000 is selected to test for predictive failure, in line 
with the period for ex post forecasting performance examination at the next stage. 
The results of these tests are also reported together with the estimates in Tables 6.3- 
6.7. 
The results show that in both the Italian and Spanish cases each of the models passes 
all the diagnostic tests at the 5% significance level. In the Greek case, only the finite 
distributed model fails the functional form test at the 5% level, but still passes it at a 
lower significance level of 1%. In the French case, all models are subject to the 
problem of mis-specification, suggesting that ECMs or non-linear forms of functions 
should be considered. However, the latter is beyond the scope of this study. In the 
Portuguese case, all models fail the tests of series correlation and heteroscedasticity. 
The Spanish AR model in particular suffers from both problems (failing the tests 
even at the 1% significant level), although the functional form is acceptable. This 
suggests that both adding explanatory variables and changing the model specification 
could be possible solutions, and this will be confirmed by the results of other model 
estimation. 
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VAR Models 
The specification of the VAR model starts with an unrestricted form that 
incorporates income, relative price, substitute price and significant dummy variables 
identified in the corresponding ADLM models. Dummies are regarded as exogenous 
variables in VAR models. The maximum lag length of the VAR model is set to be 3 
for the purpose of identifying the appropriate lag structure of the VAR models. It is 
not practical to set the lag structure longer than 3 due to insufficient observations. 
The optimal lag structure of the VAR model is decided on the Schwarz Bayesian 
criterion (SBC) and the Akaikes information criterion (AIC) with the adjusted 
Likelihood Ratio (LR) being considered as references. Many earlier studies show 
that the three methods do not always result in the same conclusion. However, in this 
study SBC is more consistent with the other two criteria. Moreover, this conclusion 
remains consistent across the models for different destinations. Therefore, it is 
selected as the principal criterion. The testing results of the orders (p) of VAR 
models are presented in Table 6.8. The results suggest that the lag lengths of all the 
five VAR models are one, i. e. p=l. The estimates of the VAR models are presented 
in Table 6.9. 
All the estimated coefficients of income and relative prices have expected signs, 
which is consistent with demand theory. The VAR model again confirms that income 
is the key determinant of UK tourism demand in these destinations, followed by 
lagged dependent variables. However, substitute prices are insignificant in all the 
destination countries. Relative prices present the same picture except in the Italian 
case. Diagnostic tests show much better results, with only one test being failed. That 
is, the Portuguese model suffers from the heteroscedasticity problem at the 5% level, 
but it is insignificant at the 1% level. These results suggest that VAR is an 
appropriate specification for modelling UK tourism demand in this area. 
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Table 6.8 SBC Tests of Orders (P) of VAR Models 
P France Greece Italy Portugal Spain 
3 137.4801 103.1085 121.0143 103.3605 101.4411 
2 131.3956 99.7061 126.5636 99.8110 104.2094 
1 141.0953 116.5350 135.1093 115.9371 120.1752 
0 76.5816 43.1438 65.5478 36.9332 50.0177 
Table 6.9 Estimates of VAR Models 
Dependent Variable: LSPPI, p=1 
France Greece Italy Portugal Spain 
Constant 
LSPPI(-I) 
LRCPI(-l) 
LRSPI(-I) 
LHDIPI(-l) 
DUM74 
DUM91 
R2 
S. E. 
SC(l) 
FF(l) 
NO(2) 
HE(l) 
0.058 
(0.055) 
0.456 
(0.238) 
-1.059 
(0.626) 
0.361 
(0.432) 
1.327** 
(0.625) 
-0.181 
(0.107) 
-0.060 
(0.085) 
0.575*** 
(0.130) 
-0.589 
(0.615) 
-0.495 
(0.327) 
0.833** 
(0.364) 
-0.728*** 
(0.155) 
0.071 
(0.045) 
0.452 
(0.247) 
-0.843** 
(0.390) 
-0.092 
(0.221) 
0.970** 
(0.399) 
0.003 
(0.078) 
0.757*** 
(0.146) 
-0.462 
(0.514) 
0.077 
(0.442) 
0.457 
(0.565) 
-0.646*** 
(0.514) 
0.090 
(0.056) 
0.500** 
(0.154) 
-0.549 
(0.381) 
-0,418 
(0.295) 
1.217*** 
(0.347) 
-0.257** 
(0.104) 
0.969 0.945 0.919 0.952 0.931 
0.122 0.170 0.119 0.177 0.132 
2.824 0.308 1.380 2.297 0.881 
3.239 0.854 0.568 1.080 0.229 
1.190 0.305 1,647 2.490 0,522 
1.036 3.278 0.005 4.344** 0.234 
Notes: see Table 6.3. 
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CIIECMs 
Three types of CI/ECMs are examined in this paper, and they are the Wickens- 
Breusch one-stage approach (WB-ECM), the ADLM approach (ADLM-ECM) and 
the Johansen maximum likelihood approach (JML-ECM). 
Before the CI/ECMs are specified, all the variables (excluding dummies) are tested for 
unit roots using both PP and ADF statistics. The results show that all the variables are 
1 (1), i. e., the first differences of these variables are stationary. This indicates the 
possibility of existence of long-term CI relationships. 
I-XI-f A DLM-ECMs are derived from ADLMs, and the optimal specifications are selected 
based on the Schwarz Bayesian criterion. The lag structures of the optimal ADLMs are 
(1,1,1,0), (1,0,1,0), (0,0,2,1), (1,0,0,0) and (1,0,0,2) in the cases of France, Greece, 
Italy, Portugal and Spain, respectively. The figures in parentheses are lag lengths of 
LSPPI, LRCPI, LRSPI and LHDIPI, respectively. The structures of WB-ECMs are 
based on the specifications of ADLM (Equation 6.6). The ADLM-CI vectors and the 
WB-CI vectors are derived from the corresponding ECMs. JML-ECMs are obtained 
from the Johansen CI vectors, which are identified based on the trace( Atrace ) and 
maximal eigenvalue ( A.,, ) statistics. Apart from the Greek case, only one CI 
relationship is detected in each model and the CI parameters all have expected signs. 
Although two CI relationships are found in the Greek model, only one with correct 
signs is reported and applied for specifying the ECM and forecasting. The JML-ECMs 
are then estimated based on the CI vectors. All the results for three ECMs for each 
destination are presented in Tables 6.3-6.7, respectively. 
Viewed from the estimates in these tables, the coefficients of all error correction terms 
are significantly less than 0 (at the 1% level), suggesting the error correction 
mechanism does take effect in the short term to bring demand back to the long-run 
equilibrium. With respect to the significance of explanatory variables, contradictory to 
the results of VAR estimations, estimates of all three ECMs consistently suggest that 
relative prices are the most significant determinants for short-run tourism demand in 
all the destinations concerned except Spain. In other words, changes of relative prices 
in France, Greece, Italy and Portugal affect changes of UK tourism demand in these 
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destinations. With the demand in Spain, ECM estimations confirm the results of 
ADLMs and the VAR model-regardless of whether it is for the long run or short run, 
tourism demand is only affected by the income of UK visitors. Once again, the effect 
of the first oil crisis is confin-ned to be significant in the Greek and Portuguese models, 
and the Gulf War in the Spanish model. However, different from ADLMs, the first oil 
crisis does not show a significant effect in the French ECMs. 
TVP Models 
Both the long-run TVP (TVP-CI) models and the TVP-ECMs are estimated using the 
Kalman filter algorithm and the results are presented in Tables 6.10 and 6.11. It should 
be noted that in TVP models dummy variables are treated as exogenous variables and 
are given fixed parameters. However, the significance of the dummy variables is not 
reported by the Eviews 4.0 programme. The parameters reported are the estimates at 
the end of the sample period. The coefficients of all the variables have the expected 
signs, although some of them are statistically insignificant. The significance of the 
various explanatory variables is quite consistent with the estimates in the FP 
framework. For example, in the TVP-ECMs, all but one estimates show that relative 
prices are the most significant deten-ninants-as in the FP-ECMs, with the Spanish 
model being the exception. Three diagnostic tests: non-nonnality, heteroscedasticity 
and predictive failure are carried out in each estimated equation of the system. Apart 
from the Greek equation which suffers from heteroscedasticity, the other equations 
pass all the diagnostic tests. This result confirms the superiority of the TVP 
specifications. 
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Table 6.10 Estimates of Final TVP-CI Models 
Dependent Variable: LSPPI 
France Greece Italy Portugal Spain 
Constant 
LHDIPI 
LRCPI 
LRSPI 
DUM74 
DUM91 
-0.019 -0.174 -0.070 -0.059 -0.101 
2.913*** 0.573 1.654*** 0.705 1.898*** 
(0.123) (0.821) (0.262) (1.058) (0.679) 
-1.246*** -1.628*** -1.256*** -0.156 -1.187*** 
(0.283) (0.328) (0.202) (0.434) (0.510) 
0.493 0.182 -0.509*** -0.827*** 0.030 
(0.400) (0.325) (0.124) (0.351) (0.766) 
-0.082 -0.479 -0.187 
-0.187 
Log likelihood 
NO(2) 
HE(8,8) 
PF(4,22) 
17.555 0.561 15.057 7.072 6.980 
0.665 0.598 0.516 0.310 0.557 
2.265 6.095*** 0.649 2.252 1.615 
1.863 2.294 0.704 1.342 0.331 
Note: values in the parentheses are the root mean stand errors. 
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Table 6.11 Estimates of Final TVP-ECMs 
Dependent Variable: DLSPPI 
France Greece Italy Portugal Spain 
Constant 0.034 0.000 -0.012 -0.089 -0.014 
DLHDIPI 1.703*** 3.079*** 1.930*** 7.763** 2.833*** 
(0.407) (0.722) (0.503) (4.221) (0.671) 
DLRCPI -0.870*** -1.055** -1.015*** -0.924*** -0.269 
(0.219) (0.511) (0.262) (0.343) (0.394) 
DLRSPI 0.144 0.163 -0.285 4.140** -0.315 
(0.374) (0.237) (0.180) (2.024) (0.335) 
ECM(- 1) -0.559*** -0.421*** -0.809*** -0.635*** -0.605*** 
(0.134) (0.108) (0.193) (0.237) (0.160) 
DDUM74 -0.093 -0.488 -0.102 
DDUM91 
Log likelihood 21.814 6.546 16.110 -0.096 8.876 
NO(2) 0.464 0.648 0.666 0.763 0.546 
HE(8,8) 0.406 3.033 1.282 0.852 0.427 
PF(4,21) 0.556 1.004 1.388 1.295 0.236 
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6.4.3 Elasticity Analysis 
One of the advantages of using CI/ECM approaches to model tourism demand is their 
nil ability for elasticity analysis, which can provide crucial for pricing and 
promotion strategies (Song and WItt, 2000). CI equations embody long-run demand 
elasticities, while ECMs are associated with short-term elasticity estimation. As has 
been seen in Chapter 2, log-linear demand functions are preferable because the 
estimates of the coefficients can be interpreted directly as demand elasticities. The 
results of all three CI/ECM approaches are compared to one another, and also to the 
static model which is used the benchmark in the long-run analysis (see Tables 6.12 
and 6.13). 
Table 6.12 Comparison of Long-Run Elasticities 
France Greece Italy 
.6 ix 46 ii .6 C ix -6ii .6 Cix Cii eu 
ADLM-CI 1* 957 -2.872 1.152 1.516 -3.351 0.586 1.544 -1.769 -0.211 (0.271) (0.621) (0.618) (0.310) (0.647) (0.506) (0.082) (0.197) (0.140) 
JML-C1 1.861 -3.810 2.135 1.694 -2.551 -0.343 1.583 -1.449 -0.440 (0.196) (0.434) (0.452) (0.300) (0.618) (0.587) (0.055) (0.146) (0.108) 
WB-C1 1.909 -2.952 1.216 1.609 -3.342 0.451 1.556 -1.817 -0.253 
2.310 -2.190 0.755 2.152 -3.017 0.578 1.541 -1.242 -0.522 Static (0.180) (0.379) (0.367) (0.248) (0.540) (0.410) (0.092) (0.185) (0.142) 
Cont. 
Portugal Spain 
cix Cii cy cix cii cii 
ADLM-CI 2.382 -1.798 -1.127 
2.277 -0.830 -1.048 
(0.630) (1.217) (1.264) (0.309) (0.886) (0.730) 
2.069 -1.756 0.451 2.130 0.302 -2.120 JML-Cl (0.503) (1.000) (1.229) (0.214) (0.669) (0.494) 
WB-Cl 0.786 -2.010 -0.056 2.222 -1.383 -0.578 
Static 3.193 -1.918 -0.392 2.113 -0.474 -0.838 (0.273) (0.611) (0.609) (0.145) (0.413) (0.338) 
Notes: The elasticities in bold are significant at the 5% level. Values in brackets are standard 
errors. Since WB-CI equations were not estimated straightaway, the standard errors 
were not available. 
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Table 6.13 Comparison of Short-Run Elasticities 
France Greece Italy 
CLV . 6ii CY Cix Cii 6 Cix Cii 6 ii 
ADLM-ECM 1.315 -0.974 -0.220 2.447 -1.509 0.297 2.278 -0.957 -0.135 (0.628) (0.301) (0.276) (1.006) (0.325) (0.232) (0.638) (0.226) (0.150) 
JML-ECM 1.231 -1.157 -0.009 2.549 -1.736 0.469 3.170 -0.996 0.292 (0.727) (0.316) (0.313) (1.168) (0.332) (0.246) (0.887) (0.291) (0.212) 
WB-ECM 1.350 -1.042 -0.180 2.158 -1.631 0.416 2.516 -1.089 -0-011 (0.754) (0.341) (0.347) (1.406) (0.399) (0.282) (0.840) (0.291) (0.227) 
Cont. 
Portugal Spain 
ca cii cii ch cii cy 
ADLM-ECM 0.765 -0.946 -0.368 2.798 -0.114 -0.357 (1.157) (0.399) (0.329) (0.887) (0.345) (0.263) 
JML-ECM -0.378 -1.195 -0.446 2.896 -0.912 
0.183 
(1.836) (0.485) (0.428) (1.387) (0.499) (0.398) 
WB-ECM 0.687 -0.955 -0.522 2.841 -0.490 -0.124 (1.697) (0.493) (0.402) (1.129) (0.452) (0.345) 
Note: The elasticities in bold are significant at the 5% level 
Long un Elasticities 
Both Tables 6.12 and 6.13 show that the ADLM and WB methods are more consistent 
with each other in terms of the magnitudes of elasticities, in both the long run and the 
short run. However, the results generated from the JML CFECMs are either relatively 
too high or too low in many cases. For example, the expenditure elasticities of demand 
for Spain calculated from ADLM and WB methods are both between 2.2 and 2.3, 
while the result given by the JML approach is lower than 0.9. Such a discrepancy can 
also be seen in other tourism studies such as Li et al (2002) and Song et al (2003a). 
The divergence of the results is probably due to different modelling assumptions. Both 
ADLM and WB approaches assume that the explanatory variables are exogenous, 
while the JML method is derived from the unrestricted VAR model, which is based on 
the assumption that all variables are endogenous. In addition, the inconsistency of the 
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three criteria for testing the orders of VAR models might be another reason for the 
difference between the estimation results. 
As can be seen in Table 6.12, the long-run income elasticities ('6jx ) achieved by 
different CI estimation methods are all greater than I with only two exceptions, 
suggesting that travel to these destinations is generally regarded as a luxury by UK 
visitors. This result is consistent with the general conclusion drawn from the previous 
literature reviewed in Chapter 4 (see Table 4.3). Tourism demand in Portugal and 
Spain is the most income-elastic, with the average income elasticities being greater 
than 2, although extremely low elasticities are observed in the Portuguese model 
(generated by the WB approach) and in the Spanish model (given by the JML 
approach). On the other hand, demand for tourism to Italy seems to be the least 
income-elastic, but the elasticity values are still greater than 1. 
With regard to the own-price elasticities, UK tourism demand in France, Greece, Italy 
and Portugal is shown to be price-elastic (I cii 1>1), with the demand for Greece being 
the most sensitive to its price changes-all models consistently show 1.6ii 1>3. A similar 
result is given by Witt and Witt (1992), where the price elasticity in Greece is as high 
as 5.6 in the absolute value, much higher than that of other European destinations. 
However, estimated own-price elasticities in Spain vary widely across different 
modelling approaches. The JML and WB approaches suggest that demand in Spain is 
price-elastic, as seen in Kulendran and Witt, 2000. The ADLM approach and the static 
model draw the opposite picture, as do Song et al (2000) and Song and Witt (2000). 
Therefore, whether the demand for Spain is price-elastic or inelastic will not be proven 
until further analysis is undertaken using different methodologies. 
As for cross-price elasticities, the negative sign suggests that the alternative 
destinations are complementary to the one under consideration, and the positive sign 
indicates that the substitution effect is in force. Only in the cases of France and Greece 
are positive cross-price elasticities across all models obtained, indicating that the 
alternative destinations are regarded as substitutes for these two countries. With 
respect to Italy, Portugal and Spain, although the ADLM, WB and the static models 
suggest complementarities between each of the three main destinations and the 
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alternatives, the JML approach always gives the opposite results. A clearer answer will 
be given when LAIDS models are applied. 
Short-Run Elasticities 
In line with long-run income elasticities, demand for tourism to France, Greece, Italy 
and Spain by UK residents are all income-elastic in the short-run, as all the estimated 
values are greater than 1. Amongst these four destinations, tourism demand in Spain is 
the most sensitive to income changes, and demand in France is the least. The same 
rankings can also be seen in Song et al (2000). Surprisingly, in the case of Portugal, 
the income elasticities in all three models are less than 1, with the figure from the 
JML-ECM being less than 0. These results are quite different from those elasticities in 
the long run. However, none of the estimates is significant (see Table 6.6). It seems 
that income does not play a significant role in UK visitors' decisions on travelling to 
Portugal, at least in the short run. 
With respect to own-price elasticities, compared with the long-run counterparts, the 
nu . bsolute values of the estimates are much lower in the short run. This result 
is 
supported by demand theory, that is, in the short run, due to information asymmetry 
and bounded rationality, people are not able to fully adjust their decisions to price 
changes in time. 
As far as cross-price elasticities are concerned, only the results in the Greek case are 
consistently in line with those in the long run. Analysis of complementarity and 
substitution in the short run is inconclusive using single-equation approaches, as 
different ECMs generate controversial results. More importantly, none of the 
elasticities is significant. 
Compared with the LAIDS models, analysis of cross-price elasticities using single- 
equation approaches has drawbacks. Given the limited observations arising from the 
use of annual data, it is impractical to include all potential complementary or substitute 
destinations as individual entries in the model specification, particularly in dynamic 
forms. Incorporation of too many explanatory variables will consume degrees of 
freedom and render estimation impossible. Therefore, aggregating all of these 
alternative destinations by calculating weighted average prices is to some extent a 
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trade-off. However, such a treatment leaves policy implications unclear, especially for 
destination-specific policies. If complements and substitutes are combined their effects 
offset each other. This may produce insignificant estimates of cross-price elasticities, 
as has been seen in the above tables. Even if the alternative destinations are all 
substitutes or all complements to the main destination concerned, the degree of 
substitutability or complementarity tends to vary across the alternative destinations. 
However, this difference cannot be identified by using a weighted average price 
variable. Furthermore, the properties of tourism demand-homogeneity and 
symmetry--cannot be examined in the single-equation context. 
Dvnamic Analvsis 
Plotting the filtered estimates of the TVP models against time, the time paths of 
demand elasticities in both long run and short run can be observed in Figures 6.20 and 
6.21, respectively. These graphs show that demand in each destination evolves in a 
different way. In general, most of the graphs show relatively large fluctuations in the 
1970s, caused by the two oil crises and the corresponding global economic recession. 
Considering income elasticities, a general downward trend is observed in the long run 
(except for the Italian case), implying that UK residents regard tourism in these 
counties as less and less luxurious over time. The reason is related to the changes of 
people's travel habits. They tend to have more frequent, shorter trips rather than fewer, 
longer ones (Clark, 2001). Therefore, the short-haul travel to these Western European 
destinations becomes cheaper and cheaper. An alternative interpretation may be 
associated with the substitution effect against long-haul destinations. With the growth 
of disposable income and the development of long-distance airlines and air routes, 
visitors may reduce their short-haul travel and switch to long-haul holidays such as in 
the US, Canada and Asian Countries. These destinations are perceived to be more 
desirable and more luxurious. This trend is more evident in the three relatively small 
markets (Greece, Italy and Portugal), seen from their lower values of income 
elasticities estimated from the final TVP-CI models. Since the late 1990s, a reverse 
situation dominates, which is likely to be associated with the new worldwide 
economic recession. With regard to own-price elasticities, France and Spain have both 
shown a sharp downturn from the mid 1980s onwards. The sensitivity of tourism 
demand to price changes is likely to be associated with the degrees of their popularity 
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and maturity. France and Spain have matured as popular destinations for UK visitors 
over a long period. So tourism demand for these two countries has become less and 
less sensitive to the changes of prices in these two destinations. On the other hand, 
Greece and Portugal show the opposite trend during this period, whilst Italy only 
experiences a gradual downturn. Considering cross-price elasticities, with the 
availability of growing number of alternatives, international tourism within a region 
becomes increasingly competitive. As a result, cross-price elasticities tend to increase 
over time, whilst the own-price elasticities will tend to decline. This general trend can 
be seen in the cases of France and Italy, but not the other destinations. The reason is 
likely to be that the substitute price variables include both potential substitutes and 
complements. Therefore the mixed effects cover up the distinct trends. This is the 
drawback of single-equation analysis for tourism demand. 
With respect to short-run elasticities, these do not evolve in the same manner as long- 
run elasticities do. Comparing short-run elasticities with their long-run counterparts in 
the two principal destinations-France and Spain, it can be seen that the changes of 
elasticities over time (especially during the 1990s) in the short run are gentler than in 
the long run. However, such phenomena are not so clearly observed in the other 
destinations. 
It should be noted that to illustrate the evolution of elasticities over time, the filtered 
estimate at time t is derived from the data up to time t. Due to the small sample size, 
the filtered estimates may overestimate the fluctuations of elasticities to some extent. 
Therefore, some caution should be given when interpreting long-run variations of 
elasticities by using the filtered estimates. To test the robustness of Kalman filter 
estimates using sufficiently large samples will be of value for further research. 
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Figure 6.20 Kalman Filter Estimates of Long-Run Elasticities in Five Main Destinations 
Notes: The income elasticity is on the left, the own-price elasticity is in the middle, and the 
cross-price elasticity is on the right. The horizontal axis of each graph is "Year", and 
the vertical axis is "Elasticity". 
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Figure 6.21 Kalman Filter Estimates of Short-Run Elasticities in Five Main Destinations 
Notes: see Figure 6.20. 
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6.4.4 Comparison of expost Forecasting Performance 
The forecasting performance of the econometric models estimated is evaluated in 
this section. These models comprise ADLM, VAR, ADLM-ECM, WB-ECM, JML- 
ECM, TVP-CI and TVP-ECM. Two univariate time series models (ARIMA and 
naive models) along with the static econometric model are also included in the 
evaluation as benchmarks. The period 1997-2000 is selected for one- to four-years 
ahead ex post forecasting accuracy comparison. To calculate forecasting errors, all 
of the above models have been re-estimated, first using data up to 1996, and then 
estimated again using one additional data point. This recursive forecasting procedure 
is followed until estimation period reaches 1999. As a result of this procedure, 4 one- 
year-ahead forecasts, 3 two-years- ahead- forecasts, 2 three-years-ahead forecasts and 
I four-years-ahead forecast are obtained for each model. The forecasting is then 
evaluated in two dimensions. First, these models' forecasting performance is 
evaluated across different destination countries. In this assessment, the forecasting 
performance for each model over all forecasting horizons and at the overall 
aggregated level is compared across different origin countries. This is a country- 
specific evaluation and it allows forecasters to decide which model to use when 
forecasting the number of visits to a particular country. Secondly, the forecasting 
performance of each model is evaluated according to the length of the forecasting 
horizon. This is a forecasting-horizon-specific forecasting evaluation, and provides 
forecasters with useful information about the forecasting performance of different 
models over different horizons. Policyrnakers and planners are normally interested in 
medium- to long-term (3-4 years) forecasts while marketers are usually concerned 
with short-term (1-2 years) forecasts. Both the level and the differenced dependent 
variables are forecast in each model to examine the ability to forecast tourists 1) 
spending and its growth against the previous period. The error measures used for 
forecasting comparison are the mean absolute percentage error (MAPE) and root 
mean square percentage error (RMSPE) for level variables, and MAE and RMSE for 
differenced variables. As forecast variables have been differenced, there is no need to 
calculate the percentage error again. Given the same magnitude across all dependent 
variables, the results of MAE or RMSE are undoubtedly comparable between 
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different models. The difference between two groups of error measures, i. e. 
MAPE/MAE verse RMSPE/RMSE is also commented on. 
Comparison across Destination Countries 
The nature of the data, i. e., the data generating process (DGP), is expected to 
influence the performance of the models. Firstly, forecasting perfon-nance is 
examined at a disaggregated level of each destination country and at each forecasting 
horizon. Then by aggregating individual errors over all time horizons for each 
destination country, we can view the perfon-nance of the models across destination 
countries (see Tables 6.14-6.18). 
As these tables show, no single model is superior to other techniques across all 
destination countries or over all forecasting horizons. A summary of the frequency of 
each model's sound forecasting performance across all individual cases (in Table 
6.19) shows that all models except the naive and dead start have some opportunities 
to be ranked top two, with the highest frequency seen from the ADLM-ECM, 
followed by the JML-ECM and the TVP-CI model. It indicates that to introduce 
dynamic terms into forecasting models is likely to improve their accuracy. It should 
be noted that Table 6.19 only shows the preliminary comparison of models' 
forecasting performance in terms of the frequency to be ranked top two, instead of 
the precise error magnitudes. Therefore, although the ADLM-ECM appears to be the 
best in this table, the TVP-Cl model generates more accurate forecasts than the 
ADLM-ECM in most cases when precise error magnitudes are concerned (see Table 
6.20). Therefore, in general, the TVP-CI outperforms the ADLM-ECM. 
As far as individual destinations are concerned, the models' performance between 
forecasting demand levels and forecasting demand changes is quite consistent in the 
cases of France and Greece, but not for Italy and Portugal. As with forecasting 
demand in France, both the level and the growth, the JML-ECM and ADLM-ECM 
generate the most accurate predictions, followed by the reduced ADLM, TVP-CI and 
TVP-ECM, and the poorest performance is seen from the naive, ARIMA and static 
models. In the case of Greece, the JML-ECM and ADLM-ECM are still the best 
models, followed by the TVP-ECM, TVP-CI and the growth rate model. The static 
model is the least accurate, followed by the ARIMA and naive models. When 
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demand level in Italy is considered, the reduced ADLM and static model turn out to 
be the top perfort-ning models. However, when the demand growth is considered, 
they are outperformed by the ADLM-ECM, and the TVP-ECM also performs better 
than the static model. The relatively sound performance of the static model, 
contradictory to most other cases, is mainly because most lagged variables do not 
have effects on current demand. This can be seen from the reduced ADLM which 
shows that the one-year lagged relative price is the only significant lagged variable. 
In other words, dynamic mechanism is unlikely to work significantly, and the static 
model is an appropriate functional form to reflect tourism demand in Italy. This is 
also confirmed by the restriction test for functional forms of specific ADLMs (see 
Table 6.2), while the ARIMA and naive models are still at the bottom of the list in 
terms of both level forecasting and growth forecasting. For the first time, the naive 
and ARIMA models show their good forecasting performance in the Portuguese case. 
They remain consistently in the top half of the list. On the other hand, surprisingly, 
the TVP-ECM is outperformed by most other candidate models, although the TVP- 
Cl model still shows superiority over its counterparts. In the case of Spain, the TVP- 
ECM returns to the top of the list on demand growth forecasting and is ranked 
second or third, after the ADLM-ECM, with respect to forecasting levels. Again, the 
naive and ARIMA are at the bottom of the list. 
Comparison over Different Forecastina rizons 
Table 6.20 reports the forecasting-horizon-specific forecasting error measures over 
different forecasting horizons. Forecasting both demand levels and changes are 
considered. At each forecasting horizon, the models' performance is aggregated 
across all five destinations. Since none of the specific ADLMs (finite 
distributed, 
growth rate, partial adjustment, autoregressive and dead start) is accepted 
for all of 
the five destinations, they are excluded from the aggregation and from further 
comparison. The results show that for one-year-ahead forecasts the 
ADLM-ECM is 
the most accurate forecasting model regardless of whether level or 
differenced 
variables are forecast, followed by the reduced ADLM, TVP-CI and 
TVP-ECM. The 
least accurate one-year-ahead forecasts are generated by the static and 
ARIMA 
models. 
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For two-years-ahead demand level forecasting, the TVP-CI model and ADLM-ECM 
are ranked top two. Their positions swap when different error measures are used. The 
static and ARIMA are still at the bottom. For demand growth forecasting, ADLM- 
ECM outperforms the other models, regardless of error measures. The poorest 
perfon-ning model is the naive model, followed by the ARIMA model. When longer 
horizons are considered in forecasting demand levels, the TVP-CI model is always 
superior to the others, judged by both error measures. When forecasting demand 
changes, the TVP-CI model tend to go up the ranking, reaching the top at the four- 
years-ahead horizon. Meanwhile, the ranking of the TVP-ECM moves in the reverse 
direction. The naive, ARIMA and static models always perform below average. As 
for the performance of other models over different time horizons, the reduced 
ADLM, ADLM-ECM and JML-ECM are always ranked above average, while the 
VAR model and WB-ECM always perform below average without any large 
fluctuations. 
Comparison according to Different Error Measures 
As discussed in previous chapters, different forecasting error measures have different 
merits. MAPE is less sensitive to extreme errors. On the other hand, RMSPE gives 
more weight to larger errors, in line with the assumption that "the cost of forecasting 
errors increases exponentially with the size of error" (Huss, 1985, p23 1). The 
divergence of the two measures, in terms of the ranking of the models, is quite 
obvious in these empirical results. MAPE (or MAE) and RMSPE (or RMSE) are 
inconsistent in 39% of cases in the forecasting-horizon-specific assessment and 34% 
of cases in the country- specific evaluation. The discrepancy of ranks between two 
groups of measures is more apparent when certain individual forecasting errors are 
extremely large. For instance, in the case of three-years- ahead forecasts of demand 
changes in Portugal, the naive, ARIMA and VAR models perform very well, ranked 
third, fourth and fifth respectively according to MAE. However, assessed by RSME, 
their rankings drop sharply to seventh, eighth and ninth respectively, whilst the JML- 
ECM is ranked tenth by MAE but fourth by RSME. 
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Overall Performance ofAlternative Models 
When overall forecasting performance is considered (i. e., aggregated over one- to 
four-years- ahead forecasts and across all destinations 15 ), as can be seen in Table 6.20, 
the TVP-CI model generates the most accurate forecasts for demand levels, followed 
by the ADLM-ECM and reduced ADLM. When the prediction of demand changes is 
considered, the TVP model is ranked top by RMSE, and is outperformed by the 
ADLM-ECM judged by MAE. Both measures consistently show that the static 
model is the least accurate model, regardless of whether demand level or demand 
growth is being forecast. The naive and ARIMA models also give consistently poor 
results. Another TVP model-TVP-ECM also performs well, always ranked above 
the average. Although not as good as the TVP-CI model, TVP-ECM does outperform 
the TVP-CI model in one-year and two-years-ahead forecasts. The superiority of 
TVP models is in line with Song and Witt (2000) and Li et al (2002), and is also 
confirmed by studies on forecasting other macroeconomic variables such as house 
prices, aggregate consumption and inflation (see, for example, Brown et al, 1997; 
Song et al, 1998). Contradictory to the results obtained by Kulendran and Witt 
(2001), Song and Witt (2000), and Song et al (2003b), the ADLM-ECM and JML- 
ECM outperform the time series model in this study, which suggests the advantages 
of including explanatory variables and dynamics in tourism demand forecasting. The 
relatively poor performance of the VAR model is consistent with Li et al (2002), but 
the well-performing WB-ECM in that study is outperformed by all econometric 
models except the static model. 
It should be noted that forecasting performance is also related to the point in time at 
which the forecast starts (Hendry and Clements, 2003). In this study the forecasts 
start in 1997 when relatively large fluctuations appear in tourism demand in the 
destinations concerned. Such forecasting exercises are useful for testing the models' 
ability to forecast in the presence of unexpected large shocks. 
15 Since forecasting results for individual destinations have been aggregated at each horizon level 
using formulas (3.9), (3.10), (3.3) and (3.6) when calculating MAPE, RMSPE, MAE and RMSE, 
respectively, the overall aggregation is based on these aggregated results and uses same formulas. 
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6.5 LAIDS Models 
In this study various versions of LAIDS models are considered, including the 
classical static LAIDS, EC-LAIDS in the fixed parameter framework, and their 
counterparts in the TVP context: the TVP-Cl-LAIDS and TVP-EC-LAIDS. Both 
unrestricted and restricted models of each version are examined and the theoretical 
restrictions are tested. Finally, the forecasting performance of these alternative 
LAIDS models is compared. 
6.5.1 Variables in LAIDS Models 
Five main destinations along with the aggregated group Others compose a complete 
demand system for tourism in Western Europe by UK residents. Estimations of static 
LAIDS models in this study are based on the following specification: 
SP =a +I /Vy LR CPIj + bi LEXP +1 
(Yoik Wii duMk +Ui (6.7) 
ik 
(i, j=l, 2,..., 6 and k--1,2,3) 
Dependent Variables 
The dependent variable in each equation refers to the share of spending (WSP) in the 
whole complete system (Western Europe). For instance, in the French equation, the 
dependent variable is defined as: 
WSPFR -- 
SPFR 
x 100 SPWE 
(6.8) 
where SPFR is the spending by UK residents in France, and SPWE the spending in 
the whole Western Europe. In the error correction form of LAIDS, first differenced 
WSP, denoted as DWSP is used as the dependent variable. 
Figure 6.22 shows the trends of market share changes in the key destinations over 
time. The selected five key destinations gain more and more popularity within the 
whole Western European region, and their total market share grows over time, 
reflected by the opposite trend of the "Others". The five tourism markets fall into two 
groups according to the levels of their market shares. The market shares of Italy, 
Greece and Portugal have been stable and relatively low over time, while France and 
242 
Spain have dominated the market in this region throughout the period. The graph 
also shows the tight competition between France and Spain-the loss of market in 
the one mirrors the gain in the other, and they tend to converge at around 25% of the 
total market. For example, Spain seemed to suffer from the Gulf War while France 
benefited from it, in terms of market shares. This will be confirmed by the later 
model estimation. 
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Figure 6.22 Shares of Spending in the Key Destinations by UK Visitors 
Data source: calculated based on the data from Travel Trends, UK National Statistics, 
various issues. 
Independent Variables 
With regard to independent variables, in addition to the relative prices (LRCPIs) of 
the five major destinations defined above, the aggregated relative prices for the 
aggregated group Others, LRCP117, is also incorporated and takes the form of the 
Stone's price index. The calculation is given by: 
17 
. W, (6.9) LRCPI17=1](LRCPIi Sfý) 
where i (=1,2, ..., 
17) refers to each individual country in this group. 
Similarly, the Stone's price index for all the 22 countries concerned in logarithm 
(LRCPLA, LL) is given by: 
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22 
LRCPIALL =I i) 
(LR CPIj - WSP (6.10) 
Subsequently, the real expenditure per capita for tourism in the whole Western 
Europe (LEXP), adjusted by the Stone's price index is calculated as: 
22 
LEXP = log(l SPi / POPUK) - LRCPIALL (6.11) 
With regard to EC-LAIDS models, the specification of Equation (5.40) is followed 
and is specifically written in the following form: 
A WSPi =EyUALRCPIj +biALEXP+E6pjkAduMk +'ýAt-l + Ui (6.12) 
ik, 
In the TVP context, the TVP-CI-LAIDS and TVP-EC-LAIDS follow the expressions 
of Equations (5.4l)-(5.44) and (5.47)-(5.50), respectively. 
Furthermore, since the first and second oil crises in the 1970s and the Gulf War in 
the early 1990s have shown their significant effects on UK outbound tourism 
demand in some key destinations' single-equation models, their influences should 
also be considered in the LAIDS specifications. As the adding-up restriction implies, 
if an event has negative effects on the market shares in one or more equations of the 
system, the opposite effects would exist in the other equations. Therefore, once any 
one-off event is considered in the LAIDS specification, it should be included in all 
the equations within the system. Given insufficient degrees of freedom, only global 
or regional events, rather than local affairs, should be introduced into LAIDS models. 
6.5.2 Model Estimation 
The ADF test for unit roots suggests that all the variables in Equation (6.7) are I(l), 
and the CI relationships cannot be rejected by the Engle-Granger approach at the 5% 
significance level in any case. Therefore, the unrestricted long-run static FP-LAIDS 
model (Equation 6.7) is estimated using the iterative SUR method. The result is 
shown in Table 6.21. 
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Table 6.21 Estimates of Unrestricted Static LAIDS 
France Greece Italy Portugal Spain 
ai 
0.172*** 0.048*** 0.116*** soil 1132*** 
(0.016) (0-015) (0.009) (0.008) (0.026) 
0023 -4031 0.049 -0.054* 0055 
(0.066) (0.060) (0.037) (0.030) (0.103) 
Y -0.044 -0.133*** 0.064** 0.003 -1020 i2 
(0147) (0.042) (1026) (0121) (4073) 
-0.157*** -0.053** -0.014 0.047*** 0 114*** A3 . 
(0.025) (0.023) (0.014) (0.011) (0.039) 
0.079* -0.019 -0.030 -0.022 -0.068 
dyi4 (0.041) (0.037) (0.023) (0.019) (0.065) 
0.163*** 0.108*** -0.051*** 0.039*** -0.245*** 
(0.032) (0.056) (0.018) (0.015) (0.050) 
-0.167*** 0.099* -0.065* 0.009 1293*** Vi6 
(0.062) (0.056) (1035) (0128) (1096) 
bi 
0.008** 0.005 -0.009*** 0.006*** 0.028*** 
(0.003) (0.003) (0.002) (0.002) (0.005) 
-0.007 -0.015* -0.007 -0.007* 0.023* ý91 
(0.009) (0.008) (0.005) (0.004) (0.013) 
-0.015 -0.017* 0.012** -0.008* 0.021 (P 2 (0.011) (0.010) (0.006) (0.005) (0.017) 
0.030 -1013 0109* -0.008* -0139*** 93 
(00009) (0.008) (0.005) (0.004) (0.014) 
R2 1898 0747 0800 1815 1570 
S. E. 0.010 0.009 0106 0105 0116 
DW 2.568 1 A80 2367 2146 2A87 
Note: see Table 6.1. 
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With regard to the dynamic LAIDS model, the Engle-Granger two-step approach is 
employed to estimate the CI regression. The residuals from the Cl regression are 
calculated and incorporated into Equation (6.12), and then the unrestricted FP-EC- 
LAIDS is estimated (see Table 6.22). Estimates of both LAIDS models suggest that 
the one-off events display significant impacts on the tourism demand concerned in 
60% of cases at the 10% significance level. The most significant effect on the 
demand system is the Gulf War, as the Gulf War dummy is significant in all 
equations of the EC-LAIDS model. To some extent, this suggests the potential for 
employing the TVP technique. 
With theoretical restrictions imposed on the parameters of unrestricted LAIDS 
models, homogeneous and homogeneity-and-symmetry-restricted FP static (long-run) 
and EC-LAIDS are estimated (see Tables 6.23-6.26). With the homogeneity 
6 
restriction Z LRCPIj =0) imposed on Equation (6.7), the following model 
j=1 
proposed by Deaton and Muellbauer (1980) is estimated to test the hypotheses: 
WSP. =a. +L, v.. (LRCPI -LRCPI17)+bi 
5 
LEXP + ýojkduMk +Ui (6.13) IIJ. =] yik 
The sample- size-corrected statistics of restriction tests (Equations 5.34 and 5.35) 
suggest that lacking dynamics, the homogeneity and symmetry restrictions cannot be 
satisfied in the static specifications. However, both restricted EC-LAIDS models 
pass the tests at least at the 1% significance level (see Table 6.27). Therefore, the 
specifications with both long-run and short-run effects concerned are more 
appropriate in terms of consistency with economic theory. 
Within the TVP context, SSF indicates that more parameters need to be estimated, 
and therefore more degrees of freedom are consumed. Simultaneous estimation of 
the whole system is not achievable, due to insufficiency of observations available to 
this study. However, without any restrictions put on the parameters of unrestricted 
LAIDS, and with the same explanatory variables included in each equation, it is 
feasible and valid to estimate these TVP-LAIDS models using the single-equation 
method (Deaton and Muellbauer, 1980). The results are shown in Tables 6.28 and 
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6.30, respectively. Since both static and dynamic LAIDS models have proved that 
UK tourism demand in Western Europe features homogeneity, the homogeneous 
TVP-CI-LAIDS and TVP-EC-LA, IDS are also estimated (see Tables 6.30 and 6.31). 
Due to cross-equation restrictions, symmetric TVP-LAIDS models must be estimated 
simultaneously. However, 29 observations are far from enough for systematic 
estimation. Therefore, estimations of symmetric TVP-CI-LAIDS and TVP-EC- 
LAIDS are impractical, although the mathematic derivation has proved its theoretical 
feasibility. This forms a limitation of this study. 
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Table 6.22 Estimates of Unrestricted EGLAIDS 
France Greece Italy Portugal Spain 
Yii 
0.095*** 0.053* 0.056** -0.033 -0.096 
(0.031) (0.031) (0.026) (0.025) (0.074) 
Y -0.026 -0.025 0.013 0.025 -0.027 i2 
(0.028) (0.027) (0.023) (0.022) (0.066) 
7i3 -0.101*** 0.063** -0.002 0.053*** 0.149*** 
(0.019) (0.026) (0.016) (0.016) (0.046) 
0.064 -0.040 -0.034 -0.020 -0 033 ri4 . 
(0.026) (0.042) (0.022) (0.021) (0.063) 
0.017 0.068* -0.034* 0.019 -0.163*** 7i5 
(0.024) (0.038) (0.020) (0.019) (0.057) 
-0.135*** -0.009 -0.070** -0.004 0.328*** 7i6 
(0.040) (0.016) (0.034) (0.031) (0.091) 
bi 
0.022*** 0.006 -0.012** 0.008 0.025* 
(0.006) (0.010) (0.005) (0.005) (0.015) 
-1.478*** -0.852*** -1.284*** -1.290*** -1.511 *** 
(0.080) (0.179) (0.125) (0.175) (0.114) 
-0.005 -0.009 -0.005 -0.002 -0.003 
(0.004) (0.006) (0.004) (0.003) (0,010) 
-0.006 -0.015** 0.008** -0.008** 0.027*** 
2 (0.004) (0.006) (0.004) (0.003) (0.010) 
0.030*** -0.008* 0.009** -0.010*** -0.051*** (P 3 (0.004) (0.004) (0.004) (0.003) (0.010) 
R2 0.866 0.504 0.586 0.404 0.705 
ST. 0.006 0.008 0.005 0.005 0.014 
DW 1.757 1.731 2.011 2.113 1.699 
Note: see Table 6.1. 
248 
Table 6.23 Estimates of Homoi! eneous Static LAIDS 
France Greece Italy Portugal Spain 
0.539* 0.041*** 0.107*** 0.014* 0.155*** 
ai 
(0.305) (0-015) (0.010) (0.007) (0.031) 
0.025 -0.031 0.062 -0.066** 0.032 
(0.087) (0.064) (0.043) (0.031) (0.129) 
0.066 -0.101** 0.121*** -0.027 -0.160** Yi2 
(0.052) (0.038) (0.026) (0.019) (0.079) 
-0.115*** -0.041 * 0.004 0.039*** 0.066 
IVO (0.030) (0.022) (0.015) (0.011) (0.045) 
0.003 -0.042 -0.075*** 0.006 0.048 
iVi4 (0.051) (0.038) (0.026) (0.018) (0.076) 
0.163*** 0.108*** -0.040* 0.028* -0.278*** Yi5 
(0.043) (0.032) (0.022) (0.016) (0.069) 
0.015*** 0.007** -0.007*** 0.005*** 0.022*** bi 
(0.004) (0.003) (0.002) (0.001) (0.006) 
-0.007 -0.015* -0.006 -0.007* 
0.022 
(P 
(0.011) (0.008) (0.006) (0.004) (0.017) 
-0.023 -0.019* 0.007 -0.005 
0.036* 
(P 2 (0.014) (0.010) (0.007) (0,005) (0.021) 
0.030** -0.013 0.009 -0.008** -0.039** 
(P 3 (0.012) (0.008) (0.006) (0.004) (0.017) 
R2 0.834 0.739 0.755 0.823 
0.415 
S. E. 0.013 0.010 0.007 0.005 
0.020 
DW 1.806 1.382 1.979 1.884 
2.115 
Note: see Table 6.1. 
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Table 6.24 Estimates of Homogeneous EC-LAIDS 
France Greece Italy Portugal 
0.755 
, vil 
Vi2 
VO 
Yi4 
Vi5 
bi 
Aii 
(to 
cc3 
R 
S. E. 
DW 
0.026 
(0.040) 
-0.035 
(0.034) 
-0.054** 
(0.022) 
-0.018 
(0.034) 
0.050 
(0.033) 
0.012 
(0.008) 
-0.888*** 
(0.180) 
-0.011** 
(0.005) 
-0.014** 
(0.005) 
-0.010 
(0.006) 
0.541 
0.060 
(0.036) 
0.055* 
(0.030) 
0.034* 
(0.019) 
-0.034 
(0.030) 
-0.028 
(0.027) 
-6.86e-5 
(0.006) 
-1.256*** 
(0.122) 
-0.006 
(0.005) 
0.006 
(0.005) 
0.011 ** 
(0.005) 
0.270 
-0.042 
(0.028) 
-0.002 
(0.023) 
0.031** 
(0.015) 
-0.017 
(0.023) 
0.016 
(0.021) 
0.001 
(0.005) 
-1.191*** 
(0.154) 
-0.003 
(0.004) 
-0.007* 
(0.004) 
-0.011*** 
(0.004) 
0.287 
Spain 
-0.081 
(0.095) 
-0.109 
(0.079) 
0.067 
(0.051) 
-0.038 
(0.079) 
-0.174** 
(0.071) 
-0.002 
(0.016) 
-1.448*** 
(0.121) 
0.001 
(0.013) 
0.032*** 
(0.012) 
-0.053*** 
(0.013) 
0.569 
0.008 0.007 0.006 0.005 0.017 
1.515 1.819 1.224 1.656 1.662 
Note: see Table 6.1. 
0.095** 
(0.044) 
0.021 
(0.037) 
-0.057** 
(0.024) 
0.066* 
(0.036) 
0.024 
(0.033) 
0.037*** 
(0.008) 
-1.459*** 
(0.084) 
-0.006 
(0.006) 
-0.009 
(0.006) 
0.033*** 
(0.006) 
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Table 6.25 Estimates of Homogeneity and Symmetry Restricted Static LAIDS 
France Greece Italy Portugal Spain 
0.045 0.013 0.140*** -0.009 0.140*** ai 
(0.172) (0.014) (0.013) (0.008) (0.036) 
-0.019 -0.019 -0.091*** 0.003 0.202*** 
(0.066) (0.030) (0.024) (0.022) (0.055) 
-0.019 -0.126*** -0.017 -0.001 0.019 
(0.030) (0.025) (0-015) (0.014) (0.032) 
-0.091*** -0.017 0.027 0.029*** -0.005 YO 
(0.024) (0.015) (0.018) (0.009) (0.031) 
0.003 -0.001 0.029*** -0.013 -0.018 
YV i4 (0.022) (0.014) (0.009) (0.013) (0.017) 
0.202*** 0.019 -0.005 -0.018 -0.311*** 
/V i5 
(0.055) (0.032) (0.031) (0.017) (0.088) 
0.010** 0.013*** -0.015*** 0.011*** 0.029*** bi 
(0.005) (0.003) (0.003) (0.002) (0.008) 
-0.006 -0.015** -0.019*** -0.002 0.027 (P 
(0.011) (0.007) (0.006) (0.004) (0.016) 
-0.027* -0.004 0.011 -0.001 0.032 (P 2 (0.015) (0.010) (0.009) (0.005) (0.023) 
0.019 -0.010 -0.011 0.0001 -0.011 
(P 3 (0.012) (0.007) (0.006) (0.004) (0.017) 
R2 0.774 0.737 0.544 0.802 0.160 
S. E. 0.015 0.010 0.010 0.005 0.025 
DW 1.495 1.468 1.261 1.976 1.540 
Note: see Table 6.1. 
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Table 6.26 Estimates of HomoLyenel 
I France Greece 
and Sym 
Italy 
r Restricted EGLAIDS 
Portugal Spain 
Yil 
0.034 -0.017 -0.025 0.035* 0.055* 
(0.030) (0.021) (0-017) (0.019) (0.032) 
Y -0.017 -0.074** -0.017 0.037** 0.0003 i2 
(0.021) (0.030) (0-015) (0.017) (0.031) 
YO -0.025 -0-017 
0.074*** 0.003 -0.021 
(0.017) (0.015) (0.017) (0.026) (0.026) 
Yi4 
0.035* 0.037** 0.003 -0.041** 0.005 
(0.019) (0.017) (0.026) (0.019) (0.021) 
0.055* 0.0003 -0.021 0.005 -0 215*** Yi5 . 
(0.032) (0.031) (0.026) (0.021) (0.070) 
bi 
0.033*** 0.018** -0.003 0.003 0.006 
(0.008) (0.008) (0.007) (0.006) (0.018) 
Ad -1.403*** -0.952*** -1.247*** -1.290*** -1.317*** 
(0095) (0.203) (0.141) (0.179) (0.129) 
-0.008 -0.015*** -0.011** 0.003 0.006 (P 1 (0.006) (0.005) (0.005) (0.004) (0.011) 
-0.012** -0.007 0.007 -0.007* 0.035*** (P 2 (0.006) (0.005) (0.005) (0.004) (0.012) 
0.025*** -0.012** 0.005 -0.007* -0.037*** (P 3 (0.006) (0.006) (0.005) (0.004) (. 011) 
R2 0.678 0.471 -0.037 -0.049 0.439 
S. E. 0.009 0.008 0.008 0.006 0.019 
DW 1.646 2.101 1.501 1.781 1.770 
Note: see Table 6.1. 
Table 6.27 Restriction Tests for Homogeneity an ymmetry 
Homogendjy Sy=etr Homogenefty and synunetr 
T, T2 T, T2 T, T, 
Static LAIDS 2.259** 11.296*** 3.461 34.612 3.066 45.985 
EC-LAIDS 2.236** 11.177*** 1.940** 19.423*** 1.962*** 29.432*** 
Note: *** and ** denote acceptance at the 1% and 5% significance levels, respectively. 
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Table 6.28 Kalman Filter Estimates of Unrestricted TVP-Cl-LAIDS 
France Greece Italy Portugal Spain 
0.126** 0.046 0.132*** 0.024 0.150*** ai 
(0.052) (0-031) (0.026) (0.021) (0.020) 
0.034 0.041 0.060** -0.071*** 0.274*** 
, vil (0.049) (0.029) (0.025) (0.020) (0.034) 
-0.093 0.023 0.037 0.011 0.022 
i2 
(0.063) (0.037) (0.031) (0.025) (0.136) 
-0.076 -0.080*** 0.021 0.020 -0.039 YO 
(0.052) (0.031) (0.026) (0.021) (0.043) 
0.092* -0.034 -0.063** -0.015 -0.179*** Yi4 
(0.049) (0.029) (0.025) (0.020) (0.031) 
0.047 0.084** -0.022 0.036 -0.170*** Yi5 
(0.056) (0.033) (0.028) (0.023) (0.062) 
-0.103 -0.058 -0.083** 0.020 0.125* 
/Vi6 
(0.081) (0.048) (0.040) (0.033) (0.068) 
0.012 0.006 -0.012** 0.002 0.026*** bi 
(0.010) (0.006) (0.005) (0.004) (0.004) 
(01 0.002 -0.015 -0.001 -0.008 0.040 
ý92 -0.007 -0.011 0.003 -0.005 0.007 
(P3 0.023 0.005 0.005 -0.005 -0.030 
Log 
43.112 54.132 57.722 62.058 36.966 
likelihood 
AIC -2.146 -2.057 -3.153 -3.452 -1.722 
NO(2) 0.167 0.043 0.425 0.304 1.308 
HE(7,7) 3.500 8.738 3.351 3.359 4.706 
PF(4,22) 0.221 0.705 1.033 0.709 0.016 
Notes: see Table 6.3. 
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Table 6.29 Kalman Filter Estimates of Unrestricted TVP-EC-LAIDS 
France Greece Italy Portugal Spain 
Yii 
/V i2 
iV i3 
/V i4 
Yi5 
Yi6 
bi 
Aii 
ý91 
ýO 2 
ýO 3 
Log 
likelihood 
AIC 
NO(2) 
HE(7,7) 
PF(4,22) 
0.1522*** 
(0.041) 
-0.034 
(0.025) 
-0.106* ** 
(0.021) 
0.081*** 
(0.022) 
0.014 
(0.021) 
-0.160*** 
(0.029) 
0.021*** 
(0.007) 
-1.458*** 
(0.107) 
-0.008 
-0.004 
0.033 
63.759 
-3.697 
2.729 
9.807 
0.369 
0.026 
(0.033) 
-0.033 
(0.036) 
-0.057** 
(0.028) 
-0,017 
(0.033) 
0.055* 
(0.031) 
0.027 
(0.043) 
0.010 
(0.009) 
-0.779*** 
(0.182) 
-0.011 
-0.013 
-0.009 
57.257 
-3.233 
0.156 
9.388 
0.835 
0.060*** 
(0.021) 
0.019 
(0.022) 
0.003 
(0.018) 
-0.040** 
(0.020) 
-0.03 1* 
(0.019) 
-0.077*** 
(0.027) 
-0.013** 
(0.006) 
-1.015*** 
(0.180) 
-0.004 
0.007 
0.008 
67.285 
-3.949 
7.179** 
7.598 
1.182 
-0.034* 
(0.020) 
0.025 
(0.022) 
0.055*** 
(0.019) 
-0.019 
(0.019) 
0.017 
(0.018) 
-0.002 
(0.027) 
0.008 
(0.006) 
-1.359*** 
(0.256) 
-0.002 
-0.008 
-0,010 
68.752 
-4.504 
0.433 
3.786 
0.440 
-0.048 
(0.051) 
-0.013 
(0.054) 
0.135*** 
(0.051) 
-0.053 
(0.049) 
-0.157*** 
(0.048) 
0.277* 
(0.157) 
0.039** 
(0.016) 
-1.407*** 
(0.157) 
0.005 
0.020 
-0.041 
45.955 
-2.425 
1.161 
2.316 
0.085 
Notes: see Table 6.3. 
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Table 6.30 Kalman Filter Estimates of Homogeneity Restricted TVP-CI-LAIDS 
France Greece Italy Portugal Spain 
0.076 0.034 0.108 0.024 0.171*** 
(0.050) (0.028) (0.025) (0.018) (0.033) 
0.041 0.043 0.064** -0.071*** 0.244*** 
(0.053) (0.029) (0.026) (0.020) (0-062) 
-0.040 0.036 0.063** 0.010 -0.016 /V 
(0.063) (0.034) (0.031) (0.023) (0.054) 
0.003 -0.061*** 0.061*** 0.019 -0-067 
IVi3 
(0.040) (0.022) (0.020) (0.015) (0.041) 
0.104** -0.031 -0.057** -0.015 0.065 Vi4 
(0.053) (0.029) (0.026) (0.020) (0.292) 
0.040 0.082** -0.025 0.036 -0.126** 
IVO 
(0.060) (0.033) (0.030) (0.022) (0.064) 
0.025*** 0.009* -0.006 0.002 0.021*** bi 
(0.009) (0.005) (0.004) (0.003) (0.005) 
(P 1 0.001 -0.016 -0.002 -0.008 0.038 
(P 2 -0.008 -0.012 0.003 -0.005 0.028 
(P 3 0.027 0.006 0.007 -0.005 0.006 
Log 
likelihood 46.438 59.636 61.719 68.329 41.505 
AIC -2.444 -3.354 -3.498 -3.954 -2.104 
NO(2) 0.334 0.017 0.659 0.051 0.387 
HE(7,7) 1.427 9.229 4.874 4.317 4.020 
PF(4,22) 0.106 0.725 1.330 0.709 0.251 
Notes: see Table 6.3. 
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Table 6.31 Kalman Filter Estimates of Homoeeneitv Restricted TVP-EC-LAIDS 
France Greece Italy Portugal Spain 
0.065** 0.026 0.052* -0.038* -0.001 
(0.031) (0.032) (0.028) (0.023) (0.067) 
0.001 -0.033 0.047* 0.005 -0.049 Yi2 
(0.034) (0.034) (0.029) (0.023) (0.073) 
-0.027 -0.057** 0.038* 0.028* 0.002 Vi3 
(0.027) (0.024) (0.021) (0.017) (0.059) 
0.101*** -0.017 -0.036 -0.019 -0.125* Yi4 
(0.033) (0.032) (0.027) (0.021) (0.073) 
-0.029 0.055* -0.025 0.017 -0.050 Yi5 
(0.101) (0.030) (0.025) (0.020) (0.214) 
0.032*** 0.010 -0.001 0.001 0.005 bi 
(0.008) (0.008) (0.007) (0.005) (0.018) 
-1.542*** -0.777*** -0.965*** -1.018*** -1.450*** 
(0.158) (0.171) (0.234) (0.252) (0.213) 
(P -0.011 -0.011 -0.005 -0.003 0.012 
(P 2 -0.013 -0.013 0.005 -0.006 0.040 
(P 3 0.030 -0.009 0.009 -0.010 -0.045 
Log 
likelihood 63.031 63.226 67.399 72.351 46.368 
AIC -3.716 -3.730 -4.029 -4.382 -2.526 
NO(2) 1.382 0.025 0.764 0.654 0.154 
HE(7,7) 4.092 9.776 6.708 4.216 1.538 
PF(4,22) 0.567 1.092 1.822 0.840 0.518 
Notes: see Table 6.3. 
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6.5.3 Elasticity Analysis 
Long-run and short-run demand elasticities are calculated from various FP-LAIDS 
models using Formulas (5.19), (5.27) and (5.32), with wi and wj replaced by the 
average budget shares -Wi and Wwj , respectively. The results of expenditure, 
uncompensated and compensated own-price elasticities and compensated cross-price 
elasticities are shown in Tables 6.32-6.35, respectively. Meanwhile, evolutions of 
expenditure and compensated own-price elasticities in the long run, based on the 
final unrestricted TVP-CI-LAIDS model and estimated by the Kalman filter 
algorithm, are plotted and presented in Figures 6.23 and 6.24.16 
I -, Expenditure Elasticities 
With respect to expenditure elasticities (see Table 6.32), the values are greater than 
unity regardless of whether they are in the long run or short run, whether they are 
estimated from the unrestricted or restricted models. The only exception is in the 
Italian case, where the elasticities estimated from most models are slightly lower than 
one. These results suggest that travelling to Western Europe is generally viewed as a 
luxury (ciX >I) by UK visitors. Given the relatively low values of the expenditure 
elasticities, Italy is likely to benefit (or lose) less from increases (or decreases) in UK 
tourist expenditure in Western Europe. On the other hand, demand for Portugal 
appears to be the most sensitive to UK visitors' expenditure changes in the whole 
area, particularly in the long run. Compared with previous studies, the closest results 
can be found for the Spanish case, with three out of four cases being aligned with the 
conclusion of this study, For example, the results of this study confinn Syriopoulos 
and Sinclair (1993), as they also show that travel to Greece and Portugal is a luxury. 
Own-Price Elasticities 
With regard to own-price elasticities, all of the values are significantly less than 0, 
which is in line with demand theory. Tables 6.33 and 6.34 show that the values of 
uncompensated and compensated price elasticities calculated from each model are 
16 Since diffuse initialisation in Kalman filter algorithm consumes a few observations at the beginning 
of the data set, the valid plots start from 1980. 
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close to each other, and only marginal difference can be seen. Comparing the long- 
run elasticities with the short-run ones, it can be seen that the long-run elasticities are 
generally greater than the short-run counterparts in terms of the absolute values, 
which is most evident in the cases of Greece and France. This implies that in the long 
run visitors are more flexible in response to price changes. This finding is consistent 
with that achieved from the single-equation approaches. With regard to the 
magnitudes of the own-price elasticities, the models with different restrictions give 
different results. In general, the long-run elasticities suggest that UK visitors seem to 
be the most sensitive to price variations in Greece, followed by Spain, while the 
demand for France appears to be the least price elastic. Almost all previous studies 
show that tourism demand in these destinations is price-elastic, which consistent with 
the results in this study, expect for Italy. 
As far as the time varying elasticities are concerned (see Figures 6.23 and 6.24), 
different patterns of evolution are presented over time across the five key 
destinations. Regarding expenditure elasticities (in Figure 6.23), the sharpest 
variations emerge in the early 1980s in all destinations except Greece. Expenditure 
elasticities for France, Italy and Spain undergo sharp increases, while the opposite 
situation appears in Portugal. Since the mid 1980s, the variations have become 
relatively mild. In the case of Greece, expenditure elasticities decline gradually for 
the whole observation period. On the other hand, expenditure elasticities for Spain 
experience the most obvious fluctuations. The inverse trends of expenditure 
elasticities between the pair of France and Italy and another pair (Greece and 
Portugal) are likely to be relevant to UK visitors' preference changes given 
increasing budgets-from cheap tourism to relatively expensive alternatives (strong 
evidence is achieved by Dritsakis (2004) regarding UK tourism demand in Greece). 
In the Spanish case, after large variations before the 1990s, UK residents' preference 
becomes relatively stable in the last decade. With respect to own-price elasticities 
(see Figure 6.24), similar to expenditure elasticities, large-range upturns or 
downturns took place in the early 1980s. These phenomena might be associated with 
the global economic recession during this period. Either similar or opposite changing 
trends reflect the interrelationships between these destinations (substitution or 
complementation). Since the mid 1980s, gradual evolution of own-price elasticities 
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can be seen in France, Greece and Italy. Portugal and Spain, however, still suffer 
from large variations, with the influence of the Gulf War in the early 1990s being 
evident. This implies that TVP models are able to capture structural changes over 
time. The significant variations suggest that it is appropriate to employ the TVP 
technique to model UK tourism demand in Western Europe. 
Cross-Price Elasticities 
With respect to the cross-price elasticities, the signs of the calculated values indicate 
substitutability or complementarity between the destinations concerned. Strictly 
speaking, the classification of substitutes and complements applies to the 
compensated price elasticities (Edgerton et al, 1996, p 113), and the results computed 
from the homogeneity and symmetry restricted models in both the long run and short 
run are reported in Table 6.35, along with the corresponding results from the 
previous studies. In order to provide robust results, only those statistically significant 
in at least one of the long-run and short-run elasticities are considered. 
Having similar geographic features and climates, these major destinations compete 
with each other in attracting UK tourists. Therefore, substitutability analysis is 
essential for identifying significant competitors for each destination. With regard to 
the complementary effect, since it normally occurs when a tourist take a multiple- 
destination trip, it is more typical in the long-haul tourism than the short-haul travel. 
This argument is evident in the present study. Table 6.35 shows that all significant 
interrelationships between these destinations are substitutability with only one 
exception. Compared with the previous literature, consistent substitution effects can 
be found in the following pairs of destinations: France and Spain, France and 
Portugal (same as the results obtained by De Mello et al, 2002), and Italy and 
Portugal (same as Papatheodorou 1999). The strongest interrelationship happens 
between the top two destinations-France and Spain, the substitution effect between 
which appears to be significant in both the long run and the short run. For other pairs 
of destinations, their substitute effect is only significant in either the long run or the 
short run, rather than in both. With regard to the magnitude of the elasticities, 
demand for tourism in Portugal is cross-price elastic to price changes in France and 
Greece >1) in the short run, and the same happens with demand in France 
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corresponding to price changes in Spain in the long run. However, in most cases the 
cross-price elasticities are lower than unity in terms of absolute values, implying that 
UK tourism demand for a destination in Western Europe is not particularly sensitive 
to price changes in the alternative destinations. Therefore, other factors beyond price 
may play more important roles in the competition between the tourism products of 
different destinations. 
As the values of the cross-price elasticities suggest, the degree of substitutability is 
different between each pair of destinations. For example, in the long run, if prices in 
Spain increase by 1%, UK demand for France will increase by 1.042%. On the other 
hand, if prices in France increase by 1%, demand for Spain will increase by only 
0.695%. This indicates that France has gained more competitiveness over Spain in 
attracting UK visitors' increasing expenditure. A similar outcome is also presented in 
De Mello et al (2002). Additionally, in the short run, given a 1% increase in French 
prices, UK demand for Portugal will increase by 1.333%. However, a 1% increase in 
Portuguese prices will only result in a 0.289% increase in UK demand for France. 
This is not surprising on account of the great difference in the sizes of the tourism 
markets between France and Portugal. Oth er cross-price elasticities also suggest that 
Portugal gains more competitiveness than Italy and Greece, respectively. 
Comparing the various demand elasticities in this study with those in the previous 
literature, various discrepancies are observed. These are possibly related to 
differences in destination grouping (White, 1985), estimation methods, sample 
periods, definitions of the variables such as budget shares ( -Wi / wi, ) used for 
estimating elasticities. 
In Comparison with Single-Equation A roaches 
Strictly speaking, demand elasticities estimated from LAIDS models are not 
comparable with those calculated from single-equation approaches, owing to 
different model specifications, variable definitions and scopes of products demanded. 
For example, expenditure elasticities in the LAIDS context refer to budget 
constraints within Western Europe, while income elasticities in the single-equation 
framework are relevant to the total disposable income of UK households. Moreover, 
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different definitions of demand variables along with income/expenditure variables 
also lead to discrepancy of own-price elasticities between the single-equation and 
LAIDS models. Based on stronger theoretical grounds, the elasticities estimated from 
the LAIDS models can provide more reliable information for policy-making. With 
regard to cross-price elasticities, the drawback in the single-equation estimation now 
has been overcome by LAIDS models, especially with the symmetry restriction 
imposed. The interrelationship between alternative destinations can be identified. 
This clearly shows the advantage of using LAIDS over single-equation methods for 
tourism demand analysis. 
Policv Implications 
Elasticity analysis plays an important role in the process of tourism policy 
formulation. The different expenditure elasticities estimated in this research, relating 
to UK demand for the five main destinations, suggest that a change in total tourist 
expenditure tends to have different influences on the demand for alternative 
destinations. This indicates different positions of these studied destinations in 
attracting the demand for their tourism by UK residents (measured by per capita 
expenditure). Highly expenditure-elastic destinations appear to benefit more from 
increases in UK tourists' expenditure in the boom periods, while they may also suffer 
more from economic recession in the UK. Therefore it is important for these 
destinations, particularly Portugal, to closely monitor the UK's economic 
fluctuations. Meanwhile, for those tourist receiving countries, developing new source 
markets, especially from different regions, will not only enhance the diversity of 
their tourism origin countries, but also reduce the risks of tourism receipts losses 
resulting from the economic recession in any particular origin country. 
For the relatively price-elastic destinations such as Greece and Spain, a careful 
control in inflation rates relative to those in neighbouring counties would help the 
growth of the tourism industry, which in turn would bring more foreign exchange 
earnings to the destinations. It should be noted that reducing prices is not necessarily 
the appropriate strategy to gain the competitiveness against their rivals, because it 
may give rise to retaliatory measures by other countries. To move from price 
competition to quality competition and to develop differentiated products, 
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particularly less price-elastic ones, are likely to be more appropriate strategies for 
those countries that have problems in controlling inflation. For example, Jenkins 
(1980) shows empirical evidence that "wanderlust" tourism (visiting a destination for 
the attributes other than "sunlust", e. g. cultural, exhibitional, educational, etc.; Gary, 
1970) is less price-elastic. For destinations associated with relatively high 
expenditure elasticities and low price elasticities, such as France, promoting high 
quality tourism products (such as horse ridding and golf) in favour of UK tourists is 
likely to be effective. 
In addition to inflation rates, exchange rates of sterling against the Euro also 
influence UK residents' tourism demand for these European destinations. The 
appreciation of sterling against the Euro would encourage more outbound visits by 
UK residents, whereas the devaluation of sterling would have an adverse impact. For 
instance, during the first quarter in 2003, the growth rate of tourist spending by UK 
holiday makers in EU destinations dropped to only 10.1% over the same period of 
2002 (24.2% in the first quarter of 2002 against 2001), mainly attributed to the 
stronger Euro towards sterling (WTO, 2003). On the other hand, the total holiday 
spending by EU visitors in the UK in the first quarter of 2003 increased substantially 
(a 68.5% increase over the same period of 2002). 17 In addition to some other reasons, 
the favourable exchange rate is a main influential factor. Therefore, for the nations in 
the Euro zone, the stronger Euro stimulates tourism imports while reduces tourism 
exports from non-Euro zone destinations. As a result, these countries may face with 
unfavourable situations of balance of payments. It is noteworthy that depreciation of 
Euro, on the other hand, may have adverse impacts on economies of such countries 
as Greece and Portugal, which feature high foreign debt and weak export capacity (of 
normal goods) (Syriopoulos, 1990). Therefore, it is important for these destination 
countries to make a common effort to keep the Euro relatively stable. Another effect 
of introducing this single currency is that it improves price transparency across these 
destinations in the Euro zone, and therefore appropriate pricing strategies appear to 
be more crucial in the competition between these countries. 
17 The figures are calculated based on the data from the Travel Trends (2002) and MQ6 Transport 
Travel and Tourism: Overseas Travel and Tourism, Quarter 1,2003, National Statistics, UK. 
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The identification of significant substitution effects can clearly enhance these 
destinations' awareness of their strongest competitors. Therefore, to sustain or 
improve their market positions, these destinations should keep a keen eye on their 
competitors' actions in tourism product promotion, and carry out rapid counteracting 
strategies in response. The estimated cross-price elasticities have shown that Spain 
compared with France, and Greece and Italy relative to Portugal are at unfavourable 
positions in competition for increased spending of UK visitors. Thus, how to 
improve their competitiveness is a challenge for tourism planners in those countries. 
From the interest and discussions in this research, suggestions that may be given are 
again not running into a "price war" but targeting on service improvement and 
product development. For the long term, this seems to be more appropriate in 
enhancing their competitiveness. 
With regard to the development of new and differentiated products, cultural tourism 
should be reinforced although it has not been new. In most Mediterranean countries, 
the basic motives for visiting are still "sun and sea", although "culture and sights" are 
a definite attraction factor (Dimakouleas, 2000). Cultural tourism has particular 
importance in decomposing seasonal concentration, which is typical in Western 
European destinations. Since seasonal concentration affects tourism investment, 
employment, envirom-nental quality and further competitiveness, reducing the 
seasonality of tourism is a common tasks faced with all these destinations. In 
addition to other proposed strategies such as price differentials (Allcock, 1994), 
organising sport events and international conferences (Sutcliffe and Sinclair, 1980), 
promoting cultural tourism still has practical significance in current tourism 
development. 
Most Western European countries have rich cultural resources-historical, artistic, 
scientific or heritage offerings. Despite of similar geographic and climate features, 
each country in Western Europe has its unique cultural characteristics. Therefore, 
promoting cultural tourism may contribute to the enhancement of identity of each 
destination country. As far as the long-haul tourism is concerned, to highlight the 
cultural elements in the tourism products will increase the length of stay of these 
long-haul tourists and thereby attract more tourist spending in these destinations 
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(Silberberg, 1995). A good example of developing new cultural tourism products is 
the plan of opening the Picasso Museum in Malaga, Spain (Femandez-Morales, 
2003). Such development attracts not only international tourists but also domestic 
residents from different parts of the country. As a substitute of international tourism, 
the increasing domestic tourism, to some extent, contributes to reducing tourism 
imports. However, successful development of new cultural products also depends on 
the appropriate marketing and promotion campaigns, which should be based on 
precise allocation of targeted markets. 
To improve the competitive position of a destination, the governments (public sector) 
should play a different role from tourism industries (private sectors). To develop a 
catalogue that divides public and private action fields is crucial for optimising 
economic efficiency (Smeral, 1998). The government's policies on tourism should 
focus on correcting market imperfections (external effects) and providing public 
goods (Fayos-Sola, 1996). Although some economists argue that these can be 
resolved by the market given the properly defined property rights (see, for example, 
Randall, 1993), it is difficult to realise within the tourism context because of the 
mixed economic nature of tourism resources, which jointly provide public and 
private economic services (Mazzanti, 2002). Therefore, given the necessity of a 
government' involvement in tourism development, a further question could be to 
what extent or in which aspect a government should intervene. The efficiency of 
public action in tourism is still at issue. Given the situations in most key tourist 
destinations in Western Europe, attention of governments' tourism policies should be 
drawn to the creation of suitable conditions for competitiveness of tourism 
enterprises and regions. With equal importance, effort should be put in taking such 
actions as protection of natural and cultural environments, improvement of 
infrastructure, and supervisions of multiple quality standards. 
Although some significant substitution effects are identified between alternative 
destinations with regard to increasing UK tourism demand, these destinations may 
consider to launch joint promotions in order to attract long-haul tourists on account 
of the complementary effect in long-haul cases. Commonly as EU members, they 
should take advantage of this organisational recourse to promote the region as a 
264 
whole and benefit from economies of scale. These countries have enjoyed benefits 
from the general community policies such as deregulation of airlines and abolition of 
tax frontier (Briassoulis, 1993). The economic integration should fully recognise the 
contribution of tourism sectors and provide more opportunities of cooperation across 
the member countries with regard to tourism development. However, this will raise 
another issue: how to distribute the jointing profits in a fair and satisfactory way. It is 
of interest for further research, though it is beyond the discussion of this study. 
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Figure 6.23 Kalman Filter Estimates of Expenditures Elasticities in the 
Unrestricted TVP-CI-LAIDS (1980-2000) 
Note: The horizontal axis of each graph is "Year", and the vertical axis is "Elasticity". 
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Table 6.35 Comnim., utti-ii Crnce-PA,,,. JL a 1U1a3t1'-1LJ1U3. %-atumateu anu rrevi ouS Literature 
France Greece Italy Portugal Spain 
Ll 
L2 
France 0.091 1.449 U2 
0.001 -0.325 0.114 1.042 H&S-S 
-0.024 -0.023 0.289 0.550 H&S-EC 
-0.230 0.560 1.220 Ll 
-0.980 1.060 1.160 L2 
Greece L3 2 
0.001 0.061 -0.028 0.347 H&S-S 
-0.059 -0.067 0.553 0.426 H&S-EC 
-0.040 -0.830 0.410 Ll 
0.250 1.090 L2 
Italy L3 
-2 
-0.722 0.054 0.372 -0.137 H&S-S 
-0.052 -0.060 -0.044 0.076 H&S-EC 
0.530 -4.400 4.080 Ll 
L2 
Portugal 0.019 0.831 L3_2 
0.527 -0.051 0.769 0.241 H&S-S 
1.333 1.022 -0.091 0.469 H&S-EC 
0.200 0.370 0.700 Ll 
L2 
Spain 1.173 0.230 U-2 
0.695 0.093 -0.041 0.035 H&S-S 
0.366 0.114 0.023 0.068 H&S-EC 
Notes: same as Table 6.32. Figures in the bold type are significant at the 5% level. 
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6.5.4 Ex post Forecasting Accuracy 
Tourism demand is measured by market shares of tourist expenditure in the AIDS 
models. As addressed earlier, forecasting market shares and their relative changes 
amongst competing destinations is essential for destination management in terms of 
competitiveness analysis and strategy fort-nulation. Therefore, to evaluate the 
forecasting perfon-nance of the various LAIDS models is of great importance. 
The forecasting ability of TVP-LAIDS models, compared with the FP counterparts, 
is the main concern of this study. The forecasting performance of the unrestricted (U), 
homogeneity-restricted (H), and homogeneity and symmetry-restricted (H&S) static 
(S) LAIDS and EC-LAIDS models with fixed parameters, unrestricted and 
homogeneous TVP-CI-LAIDS and TVP-EC-LAIDS models is examined, with the 
unrestricted static LAIDS as benchmark. All of these models are re-estimated using 
data up to 1996 and the observations in 1997-2000 are used to measure the one-year- 
to four-years-ahead forecasting accuracy. The accuracy of forecasting both demand 
levels and demand changes in terms of expenditure shares is assessed. The forecast 
variables in various EC-LAIDS models are changes of expenditure shares, but the 
corresponding level variables are calculated in order to compare with the S/Cl 
models. Meanwhile, the originally forecast level variables in static/CI LAIDS models 
are also transferred to differenced variables so as to compare with EC-LAIDS 
models. Forecasting accuracy is evaluated using MAPE and RMSPE for comparison 
between level variables, and MAE and RMSE for differenced variables. Since 
LAIDS models are system models, evaluation is based on the aggregation of 
forecasting errors in all of the five destination equations in each LAIDS model. The 
results are displayed in Table 6.36. 
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0 Comparison over Different Restrictions 
With different restrictions imposed, all the LAIDS models are classified into three 
categories: U-LAIDS, H-LAIDS and H&S-LAIDS. Each category has a different 
structure of the LAIDS system, and the models in the same group are established 
based on the same theoretical assumptions. Therefore, the models in the same 
category are the most comparable. 
Imposing no restriction on the model specification, there are four unrestricted LAIDS 
available: the fixed-parameter U-S-LAIDS, fixed-parameter U-EC-LAIDS, U-TVP- 
CI-LAIDS and U-TVP-EC-LAIDS. Comparing the TVP version of the LAIDS with 
the fixed-parameter counterparts, improvements of forecasting accuracy can be seen 
in 90% of cases. The improvements of the U-TVP-CI-LAIDS relative to the U-S- 
LAIDS are more evident, especially in the shorter-run forecasts. The one-year- and 
two-years-ahead demand level forecasts by the U-TVP-CI-LAIDS are 33.7% and 
34.2% more accurate than those by the U-S-LAIDS, respectively, evaluated by 
RSMPE. With the ECM incorporated, both the U-EC-LAIDS and U-TVP-EC- 
LAIDS perfon-n better than the U-S-LAIDS, and the relative improvement of the U- 
TVP-EC-LAIDS against the U-EC-LAIDS is not as significant as that of the U-TVP- 
CI-LAIDS relative to the U-S-LAIDS. The overall evaluation shows that the U-TVP- 
CI-LAIDS performs the best, followed by U-TVP-EC-LAIDS and the U-EC-LAIDS, 
all outperforming the benchmark (U-S-LAIDS). These results suggest that 
introduction of the ECM and TVP techniques contributes to improving forecasting 
ability of the LAIDS models. 
With the homogeneity restriction imposed, the above four specifications are 
respecified (see Equation 6.13). The improvement of the TVP-LAIDS over the FP- 
LAIDS is more apparent in terms of demand level forecasting. The shorter the 
forecasting horizon, the more significant the improvement. With regard to the 
forecast of demand changes, the H-TVP-CI-LAIDS outperforms the H-S-LAIDS in 
the one-year-ahead forecasting, but not at longer horizons. These results confirm the 
findings of Song et al (2003b) and Song and Witt (2000), who also show the 
particular superiority of TVP models in short-term tourism demand forecasting. The 
overall evaluation suggests that the H-TVP-CI-LAIDS outperforms the other three 
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candidates in level forecasting, while the H-EC-LAIDS is the most accurate in 
forecasting demand changes. 
When both homogeneity and symmetry restrictions are imposed, only the FP-H&S- 
S-LAIDS and FP-H&S-EC-LAIDS are available. The failure of TVP estimation is 
due to the data inadequacy described earlier. Significant improvement can be found 
in the H&S-EC-LAIDS, in terms of forecasting both demand levels and changes. The 
poor perfon-nance of the H&S-S-LAIDS is probably because of the model 
misspecification, as it fails the restriction tests. 
Comparison over Different Forecasting orizons 
As can be seen in Table 6.36, various LAIDS models' performance in demand level 
forecasting is not always in line with that in demand change forecasting. Therefore, 
the comparison needs to be carried out separately. With regard to demand level 
forecasts, in the one-year-ahead forecasting case, the U-TVP-EC-LAIDS and the U- 
EC-LAIDS closely follow the H&S-EC-LAIDS as the top three best-perfonning 
models. The other two TVP-LAIDS models are also ranked in the middle. On the 
other hand, the H&S-S-LAIDS generates the poorest predictions, followed by the U- 
S-LAIDS and the H-S-LAIDS. It appears that in short-term forecasting all dynamic 
models, either in the FP or TVP form, outperform their conventional static 
counterparts. This outcome also occurs in the two-years-ahead forecasting. At this 
forecasting horizon the best performance alters to either the U-TVP-CI-LAIDS or the 
H-TVP-Cl-LAIDS, evaluated by RSMPE and MAPE, respectively. The superiority 
of the U-TVP-CI-LAIDS is also presented in the three- and four-years-ahead 
forecasting comparison, being ranked the first and second, respectively. In the four- 
years-ahead forecasting, the U-EC-LAIDS outperforms the others, but it does not 
perfonn well in the two- and three-years-ahead forecasts. 
The variations of forecasting performance over different horizons are associated 
with the relatively large fluctuations in the demand in the late 1990s, particularly the 
directional changes between the estimation periods and the forecasting periods. This 
may explain the relatively poor forecasts of the U-TVP-CI-LAIDS and the H-TVP- 
CI-LAIDS at the one-year-ahead horizon. In general, the U-TVP-EC-LAIDS 
performs most consistently over the four forecasting horizons and generates 
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relatively accurate forecasts, while the performance of the U-EC-LAIDS is the most 
sensitive to demand variations. I 
In demand change forecasting most models' performance is relatively consistent over 
forecasting horizons. For one-year-ahead forecasting, the U-TVP-EC-LAIDS 
projects the most accurate results, followed by the U-EC-LAIDS and the H-S-EC- 
LAIDS. For two- to four-years-ahead forecasting, the H&S-EC-LAIDS and U-TVP- 
EC-LAIDS are always ranked first and second, respectively. Another general 
conclusion is that all EC-LAIDS models outperform their static/Cl counterparts 
when forecasting demand changes. This is reasonable since incorporating the ECM 
into the LAIDS specification contributes to better capturing short-term demand 
variations. Therefore, to predict changes in market shares the EC-LAIDS, 
particularly the TVP-EC-LAIDS, is preferable. 
Comparison according to Different Error Measures 
With regard to forecasting error measures, MAPE/MAE and RSMPE/RSME give 
highly consistent evaluation in this study. The difference between the ranks based on 
the two measures in each individual case is never more than 2. The wide discrepancy 
between the two error measures in the single-equation context does not appear in 
LAIDS models. With the calculation formulas of these error measures bome in mind, 
consistent results may be associated with relatively even forecasting errors across 
individual disaggregated cases. Reduced sensitivity to the choice of error measures is 
likely to be another advantage of using LAIDS models for tourism demand 
forecasting. However, this needs to be confirmed by further studies. 
Overall Performance of Iternative Models 
With forecasting errors through all time horizons being aggregated in each model, 
the overall performance of all models is evaluated. In demand level forecasting, the 
U-TVP-CI-LAIDS and the U-TVP-EC-LAIDS generate the most accurate forecasts, 
followed by the U-EC-LAIDS, H-TVP-CI-LAIDS and H&S-EC-LAIDS. On the 
other hand, the H&S-S-LAIDS gives the poorest predictions, followed by the U-S- 
LAIDS and the H-EC-LAIDS. As far as forecasting demand changes is concerned, 
the H&S-EC-LAIDS and the U-TVP-EC-LAIDS perform the best, and the H&S-S- 
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Firstly, various single-equation econometric models introduced in Chapter 4 are 
estimated and their forecasting ability is examined. By doing this, the superiority of 
the TVP technique over other forecasting techniques has been demonstrated. The 
TVP-CI model is ranked top in the overall evaluation in terms of both demand level 
forecasting (according to both MAPE and RSMPE) and demand change forecasting 
(based on RSME). The other TVP model-TVP-ECM also performs better than 
average. These results form the foundation for the application of the TVP technique 
to LAIDS modelling and forecasting in the tourism context. 
As a next step, various LAIDS models including the classical static LAIDS, FP-EC- 
LAIDS, TVP-CI-LAIDS and TVP-EC-LAIDS are estimated, and their demand 
elasticities analysed. The results show that travel to the major destinations in Western 
Europe is generally regarded as a luxury by UK visitors, and they are more sensitive 
to price changes in the destinations in the long run than in the short run. The 
destination pairs of France and Spain and France and Portugal are regarded as 
substitutes to each other by UK visitors, while the complementary effect occurs 
between France and Italy. Elasticity analysis using the LAIDS approach provides 
crucial information for policymakers and marketers in the key destinations to 
develop appropriate strategies and to gain competitiveness. 
The forecasting performance of various LAIDS models is examined at one- to four- 
years-ahead horizons. The results suggest that introducing the ECM or TVP 
technique into the LAIDS specification, forecasting accuracy has been significantly 
improved. In particular, the TVP-LAIDS models generate up to 28.2% more accurate 
forecasts in the overall evaluation of demand level forecasts, and up to 53.5% 
improvement in demand change predictions. 
In conclusion, this empirical study has provided robust evidence to prove the 
superiority of using TVP-LAIDS to forecast tourism demand. 
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LAIDS generates the least accurate forecasts. In general, for demand change 
prediction, EC-LAIDS models perform better than their static/CI counterparts. 
Comparing all the LAIDS models with the U-S-LAIDS-the benchmark, all the 
candidates result in better forecasts, apart from the H&S-S-LAIDS. Generally, 
inclusion of the ECM or TVP technique, or both, leads to more accurate predictions 
relative to their fixed-parameter static counterparts in each restriction category. In 
particular, significant improvement in forecasting accuracy has been achieved from 
the TVP versions of the LAIDS in comparison with the benchmark. The greatest 
improvement of up to 53.5% more accuracy is related to the U-TVP-EC-LAID in 
terms of difference forecasting. With demand level forecasting, a 28.2% 
improvement occurs under the U-TVP-Cl-LAIDS. These results clearly show the 
benefits of introducing the TVP technique into LAIDS models for tourism demand 
forecasting. 
It should be noted that the poor performance of the H&S-S-LAIDS is likely to be 
related to model misspecification. Once the short-term ECM is introduced, 
restrictions of both homogeneity and symmetry cannot be rejected. Therefore, the 
proper specification of H&S-EC-LAIDS results in excellent performance especially 
in demand change forecasting. Unfortunately, insufficient observations restrict the 
estimation of H&S-TVP-LAIDS models, and their forecasting ability cannot be 
examined in this study. 
The empirical results in this study in terms of forecasting perfortnance confinn those 
of previous tourism demand studies which employ the TVP technique in single- 
equation models. Song et al (2003b) show that the TVP model performs the best in 
the short-term forecasting comparison and Li et al (2002) illustrate the superiority of 
the TVP model across all forecasting horizons. 
6.6 Summary 
In this chapter, a comprehensive empirical study has been carried out using the data 
set of UK tourism demand in Western Europe, with particular focus on the five main 
destinations: Spain, France, Italy, Greece and Portugal. The aim here is principally to 
illustrate the advantages of utilising TVP-LAIDS models for tourism demand studies. 
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Chapter 7 Conclusions and Recommendations 
1 Introduction 
The primary aim of this study has been to develop TVP-LAIDS models and examine their 
superiority over other econometric approaches in terms of modelling and forecasting 
international tourism demand. The thesis starts with the introduction of the importance of 
international tourism and its demand forecasting, followed by a theoretical discussion of 
tourism demand from the economics' point of view. The tourism demand forecasting 
process and methodologies are subsequently reviewed, including both single-equation 
approaches and complete demand system methods, with the focus being placed on TVP- 
LAIDS models. Finally the forecasting ability of TVP-LAIDS models is demonstrated in 
the empirical study of UK outbound tourism demand in Western Europe. 
This chapter concludes the thesis with a summary of the key issues addressed in previous 
chapters, the empirical findings and the relating policy implications are also presented. In 
the end, some recommendations are provided regarding the future research continuing the 
current study. 
7.2 An Overall Summary of the Findings 
This thesis is basically an econometric methodology research with the application on 
tourism demand modelling and forecasting study. The specific research interest in the 
tourism field stems from its speedy growth and great contributions to national and global 
economies in terms of the considerable share to national economic output, employment 
creation and stabilising the balance of payments. Due to the strategic position of the 
tourism industry in the national economy, accurate forecasting of tourism demand plays 
an essential role for both policy-makers in public agencies and tourism business managers 
and marketers in private sectors. These concerns call for the development of tourism 
forecasting methodologies. 
Although both qualitative and quantitative approaches are used for tourism demand 
forecasting, considerable efforts have been put on the latter. Two main sub-categories of 
quantitative approaches have been developed for tourism forecasting: time-series (non- 
causal) methods and regression (causal) models. Comparing to causal models, time series 
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methods are relatively cheap and easy to utilise, and sometimes they appear to generate 
more accurate forecasts for tourism demand, especially when dealing with seasonal data. 
However, one of the advantages of using causal models for tourism demand studies is 
their ability to identify causal relationships between tourism demand and various 
economic variables. Not only being used for generating forecasts of tourism demand, 
causal models are also useful for policy evaluation and marketing planning, as they can 
provide demand elasticity analysis given identified causal relationships. Therefore, 
econometric regression models are main concerns of this study. 
To apply econometric methodology to studying tourism demand, it is necessary to 
understand it from economic perspectives. In addition to sharing some common features 
with other economic activities, tourism has quite a few characteristics that distinguish it 
from the others. For example, tourism is a form of complementary demand; most tourism 
is private consumption and is income-elastic; tourism is a combination of both private 
goods and public goods; international tourism is a special sort of export; tourism is 
affected by business cycles in the economy instead of determining them. 
Tourism demand studies are based on the general demand theory and utility maximisation 
given scarce sources is the principle of the analysis. Time and income constraints indicate 
that potential tourists are faced with an optimal budget allocation on tourism products and 
other goods or between different tourism products. Tourism demand functions are 
deduced from the general demand functions where income, the own-price and substitute 
prices are the principal detenninants. In addition, marketing expenditure, air fares and 
one-off events are also considered in the tourism demand functions, although these factors 
are not as significant as income and prices. Tourism demand is normally measured by 
tourist arrivals, tourist expenditure/receipts or tourist nights spent. Tourist arrivals have 
important meaning for capacity management of airlines or hotels and the new investment 
in these industries. Tourist expenditure/receipts are more relevant to the balance of 
payments of a country and the profitability of a tourism industry. These two measures are 
used more often in empirical studies of tourism demand. Although the variable on tourist 
nights (normally spent in hotels) is also useful for lodging management, difficulty in 
getting enough long and aggregated data restricts its application. The log-linear functional 
form dominates tourism demand studies on account of its convenience of calculating 
demand elasticities, and is also used in this study. 
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With respect to the specification of tourism demand functions, a large body of literature 
uses fixed-parameter single-equation models, each of which specifies the demand for 
tourism in a destination by residents from an origin country. The commonly used single- 
equation models include the conventional static regression, ADLMs, CI/ECM approaches 
and the VAR model. The static regression model ignores the dynamics involved in the 
demand and implicitly assumes that tourists' previous experience does not have influence 
on their current decision-making, which does not coincide with tourism practice. Another 
problem associated with the static model is the potential spurious regression which 
invalidates many of the regression statistics. However, using the CI/ECM technique, this 
problem can be avoided. Once the long-run equilibrium relationship is proved by the CI 
tests, ECMs are able to trace the short-run correction towards the long-run equilibrium. In 
general, policy-makers and planners are often interested in the long-run equilibrium 
relationship between economic variables, while marketers are mainly concerned with the 
short-run disequilibrium. behaviour of markets and consumers. So the CI/ECM technique 
is of great interest for tourism practitioners. Four types of CI-ECM analysis have been 
used for tourism demand studies, and they are the Engle-Granger two-stage approach, the 
Wickens-Breusch one-stage approach, the ADLM approach and the Johansen maximum 
likelihood approach. Unlike the ADLMs and ECMs, the VAR model assumes that all 
explanatory variables are endogenous. Since each of the equations in the VAR model only 
specifies the relationship between one destination and one origin country, it is regarded as 
a single-equation approach in this thesis. 
All of the above single-equation models are fixed-parameter models. The drawback of 
the fixed-parameter models, especially in the log-linear form, is that the calculated 
elasticities are constant over time. It implies that the economic structure generating the 
data does not change over the observation period. However, either systematic change or 
stochastic evolvement has been observed in many empirical studies, especially when 
using datasets covering a long time period. Moreover, the use of proxy variables in model 
specification and aggregation of microunits also account for the variations of the 
parameters. These phenomena do take place in tourism demand studies. Thus, new 
methodologies are required to take account of parameter variations, and the TVP models 
meet the needs. 
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TVP models are specified in the SSF including a measurement equation and a state 
equation, and are estimated using the Kalman filter algorithm. Although technical 
complexity restricts the application of the TVP technique to tourism demand studies, all 
applied studies have proved its superiority in forecasting tourism demand. Conventionally 
the measurement equations of TVP models take the static form, which pays attention to 
only evolution patterns of demand elasticities. Inclusion of the error correction 
mechanism into the TVP specification, i. e. TVP-ECM, enables the examination of both 
relatively stable relationships in the long run and fluctuations in the short term. Both the 
conventional TVP-CI model and TVP-ECM are employed in this study, and this is the 
first time that the TVP-ECM is introduced into tourism demand analysis. 
To test for the forecasting ability of alternative single-equation econometric models, an 
empirical study is carried out to examine the UK outbound tourism demand in five key 
European destinations: France, Greece, Italy, Portugal and Spain using annual data 
covering the period 1972-2000. All of the above econometric models have been 
considered in the demand elasticity analysis and forecasting accuracy comparison. 
Elasticity analysis shows that the long-run income elasticities are generally greater than 
one, suggesting that tourism in these destinations is assumed to be luxuries by UK visitors. 
With respect to own-price elasticities, UK visitors are more sensitive to price changes in 
the long run than in the short run, as they are not able to fully adjust their decisions to 
price changes immediately due to information asymmetry in the short run. 
The forecasting comparison exercise examines one-year- to four-years-ahead ex post 
forecasting performance of all of the above econometric models with two typical time 
series models: the naive I and ARIMA models being included as benchmarks. Both 
MAPE and RSMPE are used to measure the error magnitudes of tourism demand level 
forecasting, and both MAE and RSME are used for demand growth/change forecasting. 
The results show that the TVP-CI model and ADLM-ECM generate the most accurate 
forecasts in the overall evaluations in terms of both demand level and growth forecasting. 
As far as different forecasting horizons are concerned, the ADLM-ECM performs the best 
amongst all the candidates in the short run (one-year- and two-years-ahead forecasts), but 
it is outperformed by the TVP-CI model in the three-years-ahead level forecasting and 
four-years- ahead level and growth predictions. The superiority of the TVP-Cl model's 
forecasting performance especially in the long run (three- and four-years ahead), is 
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evident according to the two error measures. The TVP-ECM also performs above the 
average in general. In particular, with demand growth forecasting being concerned, the 
TVP-ECM performs the third best according to MAE. On the other hand, the static 
regression model is shown to be the least accurate model, followed by the naive and 
ARIMA models. It suggests that the dynamic mechanism takes effects in tourism demand 
and contributes to accurate forecasts. Moreover, to include explanatory variables into 
tourism demand forecasting is advantageous. 
Within the single-equation framework, the TVP technique has been proved to be 
preferable for tourism demand studies. However, single-equation models are incapable of 
analysing the interdependence of budget allocations to different tourist products 
(destinations). On the contrary, complete demand system models can overcome this 
problem and provide a convenient way of examining substitution and complementary 
relationships. Amongst various system models the AIDS and its linear form LAIDS are 
regarded to be desirable, as they possess a number of merits such as the ability of testing 
demand theory (homogeneity and symmetry) and flexible functional forms. The 
conventional LAIDS model takes a static form, which assumes that there is no difference 
between consumers' long-run and short-run consumption patterns or the consumers' 
behaviour is always in equilibrium. Apparently this is untrue considering imperfect 
information, incorrect expectations and misinterpreted real price changes. Therefore, it is 
necessary to incorporate the error correction mechanism into the LAIDS specification to 
take account of both long-run equilibrium relationship and short-run adjustment process. 
The ECM-LAIDS model can also be used to examine the short-run demand elasticities 
and compare those with the long-run counterparts gained from the static LAIDS. For the 
first time in the tourism context, this has been done in the current study. In such an ECM- 
LAIDS, the dynamics is still specified within the fixed-parameter framework. As 
demonstrated above, TVP models are preferable to fixed-parameter counterparts in terms 
of forecasting accuracy. Therefore, the combination of the TVP technique and LAIDS 
models in both long-run CI and short-run ECM forms is expected to generate more 
accurate forecasts. The TVP-CI-LAID and TVP-EC-LAIDS models have been 
successfully developed in this thesis and applied in the empirical study focusing on UK 
tourism demand in Western Europe including the 5 key markets. 
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Theoretical restriction tests show that the static LAIDS cannot pass the symmetry test and 
the joint test of homogeneity and symmetry, while after the dynamics is incorporated, the 
ECM-LAIDS passes all the tests at least at the 1% significance level. It confirms the 
above statement that specifications with both long-run and short-run effects concerned are 
more appropriate in terms of consistency with economic theory. 
Elasticity analysis of the empirical study using alternative LAIDS models presents a 
similar picture as the single-equation analysis. Tourism in the destinations concerned is 
regarded as a luxury in both long run and short run, except for Italy. UK visitors are more 
sensitive to relative price changes in the long run than in the short run, and tourism 
demand is the most price-elastic in Greece and the least in Italy in the long run. Cross- 
price elasticities based on the LAIDS estimation provide practitioners with some essential 
implications for tourism management, which, however, are not available from the single- 
equation methods. Some substitution effects have been identified by the calculated cross- 
price elasticities. For example, France and Spain, France and Portugal, and Italy and 
Portugal are viewed as significant substitutes to each other, respectively. The 
interrelationship between France and Spain is the strongest, as it is statistically significant 
in both long run and short run. The substitutability between the pairs of destinations is 
associated with their similar geographic and climate features. With regard to the pairs of 
destinations where substitutability takes effect, strong competition may occur between 
each other. For these destinations, marketing and promotion strategies either underlining 
specific attributes they possess or focusing on differentiated market segments seem to be 
appropriate, especially if coupled with careful pricing policies of their tourism products. 
Each destination should build up its own identity by focusing on particular market 
segments or providing unique tourist products, so as to gain its independent and 
sustainable development in tourism. To improve competitiveness, it is of particular 
importance to decomposing seasonal concentration for Western European destinations, 
and cultural tourism should be given more attention. The governments play important 
roles in sustainable tourism development. Their efforts should be put in such areas as 
protection of natural and cultural environments, improvement of infrastructure, and 
supervisions of multiple quality standards. Meanwhile, these destinations should take 
advantage of the EU to promote the region as a whole and benefit from economies of 
scale. 
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Finally, improvements of forecasting accuracy by using TVP-LAIDS models have been 
investigated in comparison with the static and fixed-parameter dynamic counterparts. The 
prominent outcomes include: 
1. Within each category of LAIDS specifications where the same restriction is 
imposed, inclusion of the error correction mechanism or TVP technique or both 
results in improved forecasting performance than the conventional static LAIDS. 
2. The superiority of TVP-LAIDS models over the benchmark, the static LAIDS, is 
shown clearly. On the overall evaluation of all LAIDS models in terms of demand 
level forecasting, unrestricted TVP-CI-LAIDS and TVP-EC-LAIDS models are 
ranked the top two, with the most significant improvement of forecasting accuracy 
being up to 28.2% (according to RMSPE) relative to the benchmark. Moreover, 
the homogeneity and symmetry restricted EC-LAIDS also performs well, 
especially in the one-year-ahead forecasting where it is ranked top. 
3. Given demand changes being forecast, EC-LAIDS models generate more accurate 
predictions than their static or CI counterparts, respectively. The homogeneous 
and symmetric EC-LAIDS model performs the best, followed by the unrestricted 
TVP-EC-LAIDS model. The relative improvement of the TVP-EC-LAIDS over 
the benchmark is up to 53.5% evaluated by MAE. 
4. Unlike in the forecasting accuracy evaluation in the single-equation framework, 
MAPE/MAE and RSMPE/RSME give highly consistent assessments among 
alternative LAIDS models. 
To conclude, the introduction of the TVP technique along with the error correction 
mechanism results in considerable improvements in the accuracy of tourism demand 
forecasting. This is the main contribution of this thesis to the methodological development 
of tourism demand studies, both theoretically and empirically. Although this study 
develops TVP-CI-LAIDS and TVP-EC-LAIDS models in the tourism context, these 
models have a wider applicability to other demand studies and are likely to generate 
similar forecasting results. Therefore, the contribution of this study can be extended to a 
broad range of economic disciplines. Furthermore, the successful introduction of the 
single-equation TVP-EC model into tourism demand forecasting covers a gap in the 
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methodologies previously applied to tourism studies. The full illustration of the fixed- 
parameter EC-LAIDS model provides new insights into the dynamics of tourist 
behaviours. this study demonstrates, for the first time, that the EC-LAIDS model is able to 
improve the accuracy of tourism demand forecasting. 
7.3 Recommendations for Further Research 
Although the empirical study of this thesis has successfully demonstrated significant 
improvements of estimated TVP-LAIDS models over the conventional static LAIDS, 
there is still some work that is left unfinished and needs to continue in the further. As 
mentioned in Chapter 6, when the dynamics is introduced into LAIDS specifications, the 
joint test of both homogeneity and symmetry is passed at the 1% significance level, and 
the homogeneity and symmetry restricted EC-LAIDS model with fixed parameters 
generates much more accurate prediction than the unrestricted static LAIDS, especially 
for demand change forecasting. However, within the TVP framework in which much 
more parameters need to be estimated than in the fixed-parameter context, the 
simultaneous estimation of the system requires a large number of observations. 
Unfortunately, in the current empirical study where only 29 annual observations are 
available, the homogeneity and symmetry restricted TVP-LAIDS, in either CI or EC form, 
could not be estimated practically, although in Chapter 5 the mathematical derivation has 
proved its feasibility. 
As a next step, the direction of fature research could refer to collecting monthly or 
quarterly data in order to increase the number of observations. Given sufficient data, this 
study can be expanded to cover the estimation of all restricted TVP-LAIDS models, and 
to examine the potential forecasting accuracy improvement by using homogeneity and 
symmetry restricted TVP-LAIDS models especially in the EC form. In addition, as 
discussed in Chapter 6, the Kalman filter estimates of demand elasticities tend to 
overestimate the fluctuations over time in such a small sample context. The robustness of 
the Kalman filter interpretation with regard to elasticity evolution should be tested by 
using larger samples. 
As tourism activities, particularly the holiday travel, feature obvious seasonality, an effort 
should be made to evaluate the seasonality in tourism demand by using the monthly or 
quarterly data. To model the unobserved components such as seasonality, trend and cycle, 
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the structure time series model (STSM) provides a good choice. Same as the TVP model, 
the structure time series model also uses the Kalman filter technique, and it can also 
accommodate explanatory variables. The multivariate STSM has been proved to be able 
to generate sound tourism demand forecasting results. Different from the TVP model, the 
coefficients of explanatory variables in a STSM are constant over time. In the future, it is 
worth trying to combine the TVP model with the STSM provided that enough seasonal 
tourism data are available. In other words, the TVP model can be expanded to include 
unobserved components which are also estimated using the Kalman filter technique. Such 
a model can be applied first in the single-equation context to examine the forecasting 
performance and then introduced into the LAIDS framework. However, the data 
sufficiency might be a crucial issue for the application of these approaches. 
Furthermore, the current empirical study uses aggregated tourism demand data covering 
various travelling purposes. Although holiday travelling accounts for a substantial 
proportion of the total tourism demand, disaggregated study focusing on a single 
travelling purpose should permit more precise examination of different motives 
underlying tourism demand and divergent tourism consumption patterns. This is expected 
to provide more accurate policy implications for relevant tourism sectors. Once again, 
consistent, reliable and sufficient data will be a major concern for the research to be 
feasible. 
In addition, the current study is based on the traditional demand theory, and the 
characteristics theory has not been included in the empirical analysis. Further research on 
tourism demand modelling and forecasting, particularly at disaggregated levels, should 
take full advantage of the approach of hedonic analysis. In the tourism context, the 
hedonic analysis focuses only on the price competitiveness evaluation. Given sufficient 
historical data, further research should extend to the prediction of the changes of 
competitiveness, which will provide important information for tourism strategy making 
by various tourism practitioners. Moreover, introducing the implicit prices of significant 
characteristics into demand functions-the second stage of the hedonic analysis, will 
establish stronger links between tourism demand and supply. It enables providers of 
tourism products to examine demand elasticities of the individual attributes of their 
products, which will contribute to the appropriate pricing and investment 
decision making. 
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