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Abstract
In this paper, we study a free boundary problem for compressible spherically symmetric
Navier-Stokes equations without a solid core. Under certain assumptions imposed on the
initial data, we obtain the global existence and uniqueness of the weak solution, give some
uniform bounds (with respect to time) of the solution and show that it converges to a sta-
tionary one as time tends to infinity. Moreover, we obtain the stabilization rate estimates of
exponential type in L∞-norm and weighted H1-norm of the solution by constructing some
Lyapunov functionals. The results show that such system is stable under small perturbations,
and could be applied to the astrophysics.
Keywords: Compressible Navier-Stokes equations; density-dependent viscosity; free bound-
ary; existence; uniqueness; asymptotic behavior
1 Introduction.
We consider the compressible Navier-Stokes equations with density-dependent viscosity in Rn(n ≥
2), which can be written in Eulerian coordinates as{
∂τρ+∇ · (ρ~u) = 0,
∂τ (ρ~u) +∇ · (ρ~u⊗ ~u) +∇P = div(µ(∇~u+∇~u⊤)) +∇(λdiv~u)− ρ~f, (1.1)
Here ρ, P , ~u = (u1, . . . ,un) and ~f are the density, pressure, velocity and the external force,
respectively; µ = µ(ρ) and λ = λ(ρ) are two viscosity coefficients.
In this paper, the initial conditions are
ρ(~ξ, 0) = ρ0(r), r ∈ [0, b], (1.2)
~u(~ξ, 0) = u0(r)
~ξ
r
, r ∈ (0, b], ~u(~ξ, 0)|~ξ=0 = u0(0) = 0, (1.3)
where r = |~ξ| =
√
ξ21 + · · · + ξ2n and b > 0 is a constant, the boundary condition is{
(P − λdiv~u)Id− µ(∇~u+∇~u⊤)
}
· ~n = PΓ~n, ~ξ ∈ ∂Ωτ (1.4)
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where ∂Ωτ = ψ(∂Ω0, τ) is a free boundary, ~n is the unit outward normal vector of ∂Ωτ and
PΓ > 0 is a external pressure. Here, ∂Ω0 = {~ξ ∈ Rn : |~ξ| = b} is the initial boundary and ψ is
the flow of ~u: {
∂τψ(~ξ, τ) = ~u(ψ(~ξ, τ), τ), ~ξ ∈ Rn,
ψ(~ξ, 0) = ~ξ.
(1.5)
To simplify the presentation, we only consider the famous polytropic model, i.e. P (ρ) = Aργ
with γ > 1 and A > 0 being constants. And we assume that the viscosity coefficients µ and λ
are proportional to ρθ, i.e. µ(ρ) = c1ρ
θ and λ(ρ) = c2ρ
θ where c1, c2 and θ are three constants.
For the initial-boundary value problem (1.1)-(1.4), we are looking for a spherically symmetric
solution (ρ, ~u):
ρ(~ξ, τ) = ρ(r, τ), ~u(~ξ, τ) = u(r, τ)
~ξ
r
,
with the spherically symmetric external force
~f = f(m, r, τ)
~ξ
r
, m(ρ, r) =
∫ r
0
ρ(s, τ)sn−1ds, r > 0
and ∂Ωτ = {~ξ ∈ Rn : |~ξ| = b(τ), b(0) = b, b′(τ) = u(b(τ), τ)}.
Then (ρ, u)(r, τ) is determined by

∂τρ+ ∂r(ρu) +
n−1
r ρu = 0,
ρ(∂τu+ u∂ru) + ∂rP = (λ+ 2µ)(∂
2
rru+
n−1
r ∂ru− n−1r2 u)
+2∂rµ∂ru+ ∂rλ(∂ru+
n−1
r u)− ρf,
(1.6)
where (r, τ) ∈ (0, b(τ)) × (0,∞), with the initial data
(ρ, u)|τ=0 = (ρ0, u0)(r), 0 ≤ r ≤ b, (1.7)
the fixed boundary condition
u|r=0 = 0, (1.8)
and the free boundary condition{
P − 2µ∂ru− λ
(
∂ru+
n− 1
r
u
)}∣∣∣∣
r=b(τ)
= PΓ, (1.9)
where b(0) = b, b′(τ) = u(b(τ), τ).
Additionally, we assume the external force f(m, r, τ) and external pressure PΓ(τ) ∈ C1(R+)
satisfy
PΓ(τ) = P∞ +∆P (τ), f(m, r, τ) = f∞(m, r) + ∆f(m, r, τ), (1.10)
for all r ≥ 0 and τ ≥ 0, with
f∞(m, r) =
Gm
rn−1
, m(ρ, r) =
∫ r
0
ρsn−1ds, ∆f(m, r, τ) ∈ C1(R+ × R+ × R+) (1.11)
‖∆f(·, ·, τ)‖L∞(R+×R+) ≤ f1(τ), ‖(∂r∆f, ∂τ∆f)(·, ·, τ)‖L∞(R+×R+) ≤ f2(τ), (1.12)
f1,∆P ∈ L∞ ∩ L1(R+), (∆P )′, f2 ∈ L2(R+), (1.13)
where R+ = [0,∞), P∞ and G are two positive constants, perturbations (∆P,∆f) tend to 0 as
τ →∞ in some weak sense. f∞ is the precise expression for its own gravitational force and ∆f
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expresses the influence of the outside gravitational force, in the astrophysical case (with spherical
symmetry). PΓ also could express the influence of the surface tension force on the free boundary.
This system can be treated as a simple model of one fluid in Ωτ , whose evolution is influenced
by the gravitational force and the external pressure generated by the other substance in Rn\Ωτ .
We study the stabilization problem of such system, which could be applied to the astrophysics.
Now, we consider the stationary problem, namely
(P (ρ∞))r = −ρ∞f∞(m(ρ∞, r), r) (1.14)
in an interval r ∈ (0, l∞) with the end l∞ satisfying
P (ρ∞(l∞)) = P∞, (1.15)∫ l∞
0
ρ∞r
n−1dr =M :=
∫ b
0
ρ0r
n−1dr. (1.16)
The unknown quantities are the stationary density ρ∞ ≥ 0 and free boundary l∞ > 0. If
γ =
2n− 2
n
and Gn
2−n
n M
2
n < 2A (1.17)
or
γ >
2n− 2
n
, (1.18)
from Proposition 2.5, we know that there exists a unique solution (ρ∞, l∞) to the stationary
system (1.14)-(1.16), satisfying 0 < ρ ≤ ρ∞(r) ≤ ρ¯ < ∞, (ρ∞)r(r) < 0, 0 < r < l∞ with
l∞ < +∞.
To handle the free boundary problem (1.6)-(1.9), it is convenient to reduce the problem in
Eulerian coordinates (r, τ) to the problem in Lagrangian coordinates (x, t), via the transforma-
tion:
x =
∫ r
0
yn−1ρ(y, τ)dy, t = τ. (1.19)
Then the fixed boundary r = 0 and the free boundary r = b(τ) become
x = 0 and x =
∫ b(τ)
0
yn−1ρ(y, τ)dy =
∫ b
0
yn−1ρ0(y)dy =M,
where M is the total mass initially. So that the region {(r, τ) : 0 ≤ r ≤ b(τ), τ ≥ 0} under
consideration is transformed into the region {(x, t) : 0 ≤ x ≤M, t ≥ 0}.
Under the coordinate transformation (1.19), the equations (1.6)-(1.9) are transformed into

∂tρ(x, t) = −ρ2∂x(rn−1u),
∂tu(x, t) = r
n−1
{
∂x[ρ(λ+ 2µ)∂x(r
n−1u)− P ]− 2(n − 1)ur ∂xµ
}− f(x, r, t),
rn(x, t) = n
∫ x
0 ρ
−1(y, t)dy,
(1.20)
where (x, t) ∈ (0,M) × (0,∞), with the initial data
(ρ, u)|t=0 = (ρ0, u0)(x), r|t=0 = r0(x) =
(
n
∫ x
0
ρ−10 (y)dy
) 1
n
, (1.21)
and the boundary conditions:
u(0, t) = 0, (1.22)
3
{
P − ρ(λ+ 2µ)∂x(rn−1u) + 2(n− 1)µu
r
}∣∣∣
x=M
= PΓ, t > 0. (1.23)
It is standard that if we can solve the problem (1.20)-(1.23), then the free boundary problem
(1.1)-(1.4) has a solution.
From (1.14)-(1.16), it is easy to see that ρ∞(x) is the solution to the stationary system,
Arn−1∞ (ρ
γ
∞)x = −f∞(x, r∞), rn∞(x) = n
∫ x
0
ρ−1∞ (y)dy, x ∈ (0,M), (1.24)
ρ∞(M) =
(
P∞
A
) 1
γ
. (1.25)
The results in [6, 18] show that the compressible Navier-Stokes system with the constant
viscosity coefficient have the singularity at the vacuum. Considering the modified Navier-Stokes
system in which the viscosity coefficient depends on the density, Liu, Xin and Yang in [9] proved
that such system is local well-posedness. It is motivated by the physical consideration that in the
derivation of the Navier-Stokes equations from the Boltzmann equation through the Chapman-
Enskog expansion to the second order, cf. [4], the viscosity coefficient is a function of the
temperature. If we consider the case of isentropic fluids, this dependence is reduced to the
dependence on the density function.
Since n ≥ 2 and the viscosity coefficient µ depends on ρ, the nonlinear term 2(n−1)1ru∂xµ in
(1.20)2 makes the analysis significantly different from the one-dimensional case [9, 14, 17, 19, 20].
Considering the compressible spherically symmetric Navier-Stokes equations without a solid core,
the techniques in the case of similar system with a solid core [1, 2, 11, 13, 21] failed to be of use
in our case, so we need obtain some new a priori estimates.
For spherically symmetric solutions of the Navier-Stokes equations with constant viscosity, in
[7], the author gave an information near the origin that the solution may develop vacuum region
about the origin. The difficulty of this problem is to obtain the lower bound of the density ρ and
the upper bound of the term 1ru. When the initial data are small in some sense, using some new
a priori estimates on the solution, we can obtain the lower bound of the density and the upper
bound of the term 1ru. The key ideas are using the classical continuity method and the result of
Claim 1. In Claim 1, we want to prove that there is a small positive constant ǫ1, such that,
for any T > 0, if
I(t) = ‖ρ(·, t)− ρ∞‖L∞ +
∥∥∥u
r
(·, t)
∥∥∥
L∞
≤ 2ǫ1, ∀ t ∈ [0, T ],
then
I(t) ≤ ǫ1, ∀ t ∈ [0, T ].
Let
B[ρ, u, r] =
∫ M
0
[
(ρ− ρ∞)2 + r2n−2+α(ρ− ρ∞)2x +
u2
r2
+r2n−2u2x + r
2n−2+α(ρ1+θ(rn−1u)x)
2
x
]
dx,
where α = 32 − n. In Lemmas 3.3-3.8, we get some uniform a priori estimates (with respect to
time) on the solution in the weighted Sobolev space and the upper bound of B[ρ, u, r]. Using
the bound of B[ρ, u, r] and Sobolev’s embedding Theorem, we can finish the proof of Claim
1. Then, we will construct a weak solution by using the finite difference approximation. Our
results show that: such system does not develop vacuum states or concentration states for all
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time, and the interface ∂Ωτ propagates with finite speed. Since these estimates of the solution
are uniform in time, we could show that the solution converges to a stationary one as time tends
to infinity. Moreover, we construct various Lyapunov functionals and obtained the stabilization
rate estimates of exponential type.
We now briefly review the previous works in this direction. For the related free boundary
problem of one-dimensional isentropic fluids with density-dependent viscosity (like µ(ρ) = cρθ),
see [9, 14, 17, 19, 20] and the references therein. For the spherically symmetric solutions of the
Navier-Stokes equations with a free boundary, see [1, 2, 11, 13, 21] etc.. Ducomet-Zlotnik[2, 21]
studied the similar system with a solid core and without the nonlinear term 2(n−1)1ru∂xµ. Also
see Lions[8] and Vaigant-Kazhikhov[16] for multidimensional isentropic fluids. For the related
stabilization rate estimates in the one-dimensional case, see [3, 10, 12, 15, 20] etc..
Main assumptions on c1, c2, θ and γ can be stated as follows:
(A1) condition (1.17) or (1.18) holds;
(A2) θ ≥ 0. c1 and c2 satisfy that
c1 > 0, 2c1 + nc2 > 0
and
[2c1α+ c2(2n − 2 + α)]2 − 4(2c1 + c2)[2c1(n− 1) + c2(n− 1)(n − 1 + α)] < 0, (1.26)
where α = 32 − n.
Under the above assumptions (A1)-(A2), we will prove the existence of a global weak solution
to the initial-boundary value problem (1.20)-(1.23) in the sense of the following definition.
Definition 1.1. A pair of functions (ρ, u, r)(x, t) is called a global weak solution to the initial
boundary value problem (1.20)-(1.23), if for any T > 0,
ρ, u ∈ L∞([0,M ] × [0, T ]) ∩ C1([0, T ];L2([0,M ])),
r ∈ C1([0, T ];L∞([0,M ])),
(rn−2u)x, (r
n−1)x ∈ L∞([0, T ];Ln−
1
2 ([0,M ])),
and
(rn−1u)x ∈ L∞([0,M ] × [0, T ]) ∩ C
1
2 ([0, T ];L2([0,M ])).
Furthermore, the following equations hold:
ρt + ρ
2(rn−1u)x = 0, ρ(x, 0) = ρ0(x) a.e.
rt = u, r
n(x, t) = n
∫ x
0
ρ−1(y, t)dy, r(x, 0) = r0(x) a.e.
and ∫ ∞
0
∫ M
0
[uψt + (P − ρ(λ+ 2µ)(rn−1u)x)(rn−1ψ)x
+2(n− 1)µ(rn−2uψ)x − f(x, r, t)ψ]dxdt
=
∫ ∞
0
PΓ(r
n−1ψ)(M, t)dt −
∫ M
0
u0(x)ψ(x, 0)dx,
for any test function ψ(x, t) ∈ C∞0 (Ω) with Ω = {(x, t) : 0 < x ≤M, t ≥ 0}.
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In what follows, we always use C(Ci) to denote a generic positive constant depending only
on the initial data, independent of the given time T.
We now state the main theorems in this paper. Let ρ = minx∈[0,M ] ρ∞ and ρ¯ = maxx∈[0,M ] ρ∞.
Theorem 1.1. Under the conditions (1.10)-(1.12) and [A1]-[A2], there exists a positive constant
ǫ0 > 0, such that if
‖(f1,∆P )‖L∞∩L1 + ‖(∆P )′‖L2 + ‖f2‖L2 ≤ ǫ0, (1.27)
‖ρ0 − ρ∞‖2L∞ +B[ρ0, u0, r0] ≤ ǫ20, (1.28)
then the system (1.20)-(1.23) has a unique global weak solution (ρ, u, r) satisfying
ρ(x, t) ∈
[
1
2
ρ,
3
2
ρ¯
]
, rn(x, t) ∈ [C−1x,Cx], (1.29)
∥∥∥u
r
(·, t)
∥∥∥
L∞
≤ C‖∂x(rn−1u)(·, t)‖L∞ ≤ Cǫ0, (1.30)
B[ρ, u, r] ≤ Cǫ20, (1.31)
for all t ≥ 0 and x ∈ [0,M ]. Furthermore, we have
lim
t→+∞
∫ M
0
{
x
2n−2+α
n u2x + x
2n−2+α
n
[
(ρθ)x − (ρθ∞)x
]2}
dx = 0,
lim
t→+∞
‖u(·, t)‖L∞ + ‖ρ(·, t) − ρ∞(·)‖L∞ + ‖r(·, t) − r∞(·)‖L∞ = 0.
Remark 1.1. In fact, assumption (1.26) is give a restriction on λµ , i.e.
−18 + 8n+ 8n2 − 8√3(n− 1)√4n− 3
9− 12n + 4n2
<
λ
µ
<
−18 + 8n+ 8n2 + 8√3(n − 1)√4n− 3
9− 12n + 4n2 .
If n = 3, we can choose λµ =
c2
c1
∈ (23 (13− 8
√
3), 23 (13 + 8
√
3)).
Remark 1.2. We can choose the constant ǫ0 as in (3.75).
The proof of the uniqueness part of Theorem 1.1 also shows that the continuous dependence
of the solution on the initial data holds. We may state the following result without a proof.
Theorem 1.2. For each i = 1, 2, let (ρi, ui, ri) be the solution to the system (1.20)-(1.23) with
the initial data (ρ0i, u0i, r0i), which satisfy regularity conditions (1.29)-(1.31). Then, we have∫ M
0
[(u1 − u2)2 + (ρ1 − ρ2)2 + x−
2
n (r1 − r2)2](x, t)dx
≤ CeCt
∫ M
0
[(u01 − u02)2 + (ρ01 − ρ02)2 + x−
2
n (r01 − r02)2]dx,
for all t ≥ 0.
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Theorem 1.3. Under the assumptions of Theorem 1.1 and
f1(t) + f2(t) + |∆P (t)|+ |(∆P )′(t)| ≤ Ce−a0t, (1.32)
where a0 is a positive constant, then we have∫ M
0
{
r2n−2+α(ρ− ρ∞)2x + r2n−2+α[∂x(ρ1+θ∂x(rn−1u))]2 + rαu2t
}
dx ≤ Ce−at,
∥∥∥(u
r
, (rn−1u)x
)
(·, t)
∥∥∥
L∞
+ ‖ρ(·, t) − ρ∞(·)‖L∞ + ‖r(·, t) − r∞(·)‖L∞ ≤ Ce−at,
for all t ≥ 0, where a is a positive constant.
Remark 1.3. Considering the general case that (µ, λ)(·) ∈ C(R+) ∩W 1,∞loc (R+), under the as-
sumptions (1.10)-(1.12), (A1) and
µ(ρ) > 0, 2µ(ρ) + nλ(ρ) > 0,
[2µα+ λ(2n− 2 + α)]2 − 4(2µ + λ)[2µ(n − 1) + λ(n − 1)(n− 1 + α)] < 0,
for all ρ ∈ [12ρ, 32 ρ¯], we can obtain the same results.
Remark 1.4. In this paper, we study the case of γ > 1 and prove the main results in this case
only, since the case of γ = 1 can be discussed through the similar process. The main different is
that (2.10) is replaced by
S[V ] =
∫ M
0
(
A lnVx + P∞Vx +
∫ V
1
Gx(nh)
2−2n
n dh
)
dx,
when γ = 1 and n = 2.
The rest of this paper is organized as follows. First, we obtain the existence and uniqueness
of the solution to the stationary problem in Section 2. In Section 3, we will prove some a priori
estimates which will be used to obtain global existence of the weak solutions. In Section 4, using
the finite difference approximation and a priori estimates obtained in Section 3, we prove the
existence part of Theorem 1.1. In Section 5, we will prove the uniqueness of the weak solution.
In Section 6, We show that the solution of the free boundary problem tends to a stationary one,
as t→ +∞. In Section 7, we will obtain the stabilization rate estimates of exponential type on
the solution by constructing some Lyapunov functionals.
2 The stationary problem
We start with a proof of the existence of a positive solution to the Lagrangian stationary problem.
Zlotnik-Ducomet[21] studied the stationary problem with a solid core r ≥ r0 > 0. Using similar
arguments as that in [21], we can obtain the following results for the stationary problem without
a solid core.
Proposition 2.1. If
γ >
2n− 2
n
(2.1)
or
γ =
2n− 2
n
and Gn
2−n
n M
2
n < 2A, (2.2)
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or
0 < γ <
2n− 2
n
and P∞ +
G
2
n
2−n
n M
2
n δ
2n−2
n
3 ≤ Aδγ3 , (2.3)
where δ3 =
(
Aγn
2n−2
n
(n−1)GM
2
n
) n
2n−2−nγ
, then the Lagrangian stationary problem (1.24)-(1.25) has a
positive solution ρ∞ ∈W 1,β([0,M ]), where β ∈ [1, nn−2) is a constant.
Proof. We introduce the nonlinear operator
I : K →W 1,β([0,M ]),
where K =
{
f ∈ C([0,M ]) : min
x∈[0,M ]
f(x) ≥
(
P∞
A
) 1
γ
}
, by setting
I(f)(x) =

P∞ +
∫M
x G
y
r2n−2
f
(y)
dy
A


1
γ
with rnf (x) = n
∫ x
0 f
−1(y)dy, x ∈ [0,M ]. We can restate the problem (1.24)-(1.25) as the fixed-
point problem
ρ∞ = I(ρ∞). (2.4)
For all f ∈ Kδ = {f ∈ K : f ≤ δ} with δ >
(
P∞
A
) 1
γ , we have
nxδ−1 ≤ rnf (x)
and
P∞ ≤ A(I(f))γ ≤ P∞ +Gδ
2n−2
n n−
2n−2
n
∫ M
0
x
2−n
n dx
= P∞ +
G
2
δ
2n−2
n n
2−n
n M
2
n .
If γ > 2n−2n , then I(Kδ1) ⊂ Kδ1 , where δ1 is a positive constant satisfying P∞+G2 δ
2n−2
n
1 n
2−n
n M
2
n ≤
Aδγ1 . And one can immediately verify that I is a compact operator on Kδ1 . Since Kδ1 is a convex
closed bounded non-empty subset of C([0,M ]), the problem (2.4) has a solution ρ ∈ Kδ1 by
Schauder’s fixed point theorem.
If γ = 2n−2n and Gn
2−n
n M
2
n < 2A, then I(Kδ2) ⊂ Kδ2 , where δ2 is a positive constant
satisfying P∞ +
G
2 δ
2n−2
n
2 n
2−n
n M
2
n ≤ Aδγ2 .
If γ < 2n−2n and
P∞ +
G
2
n
2−n
n M
2
n
(
Aγn
2n−2
n
(n− 1)GM 2n
) 2n−2
2n−2−nγ
≤ A
(
Aγn
2n−2
n
(n− 1)GM 2n
) nγ
2n−2−nγ
then I(Kδ3) ⊂ Kδ3 , where
δ3 =
(
Aγn
2n−2
n
(n− 1)GM 2n
) n
2n−2−nγ
.
We can finish the proof of the theorem immediately.
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Letting V∞ =
rn∞
n , using the equality
1
ρ∞
= (V∞)x, one can eliminate the function ρ∞ from the
Lagrangian stationary problem (1.24)-(1.25) and obtain an equivalent boundary-value problem
for a non-linear second-order ODE:
(A(V∞)
−γ
x )x = −Gxn
2−2n
n V
2−2n
n
∞ , x ∈ (0,M), (2.5)
V∞(0) = 0, (V∞)x(M) =
(
A
P∞
) 1
γ
, (2.6)
for a function V∞ ∈ C1([0,M ]) such that (V∞)x > 0.
In accordance with the method of small perturbations, we replace V∞ by V = V∞ +W with
small W and linearized the operator in the last problem:
(A(V )−γx )x +Gxn
2−2n
n V
2−2n
n
= (−γA(V∞)−γ−1x Wx)x + (2− 2n)Gx(nV∞)
2−3n
n W + . . . , x ∈ (0,M),
V (0) = 0 +W (0), A(Vx)
−γ |x=M − P∞ = −γA{(V∞)−γ−1x Wx}|x=M + . . . ,
up to the terms of the second order of smallness with respect to W . We define the linearized
operator
L[W ] = (−γAργ+1∞ Wx)x + (2− 2n)Gx(nV∞)
2−3n
n W, W ∈ K0, (2.7)
where K0 = {W ∈ C1([0,M ]) :W (0) = 0,Wx(M) = 0}. It is easy to get
(L[W ],W ) =
∫ M
0
(
γA(ρ∞)
1+γW 2x − (2n − 2)Gx(nV∞)
2−3n
n W 2
)
dx, W ∈ K0.
Let
J [W ] :=
∫ M
0
(
γA(ρ∞)
1+γW 2x − (2n − 2)Gx(nV∞)
2−3n
n W 2
)
dx, (2.8)
for W ∈ K1 = {f ∈ C1([0,M ]) : f(0) = 0}.
We say a stationary solution V∞ is statically stable if
J [W ] ≥ δ3
(
‖Wx(x)‖2L2(0,M) + ‖x−1W (x)‖2L2(0,M)
)
, (2.9)
for some δ3 > 0 and all W ∈ K1.
Now, the static potential energy takes the following form:
S[V ] =
∫ M
0
(
A
γ − 1(Vx)
1−γ + P∞Vx +
∫ V
1
Gx(nh)
2−2n
n dh
)
dx. (2.10)
We call V ∈ K2 = {f ∈ C1([0,M ]) : f(0) = 0,min(fx) > 0} is a point of local quadratic minimum
of S if
S[V +W ]− S[V ] ≥ δ4
(
‖Wx(x)‖2L2(0,M) + ‖x−1W (x)‖2L2(0,M)
)
, (2.11)
for all W ∈ K1 and ‖W‖C1([0,M ]) ≤ δ5, for some δ4 > 0 and δ5 > 0.
We can clarify the variational sense of the definition of statically stable as follows.
Proposition 2.2. A function V ∈ K2 is a point of local quadratic minimum of S if and only if
V = V∞ is a solution of the problem (2.5)-(2.6) and satisfies static stability condition (2.9).
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Proof. Let V ∈ K2, W ∈ K1 and ‖W‖C1([0,M ]) = 1. Using Taylor’s formula, we have
S[V + ǫW ] = S[V ] + δS[V ](ǫW ) +
1
2
d2
dτ2
S[V + τǫW ]
∣∣
τ=τ˜
,
where
δS[V ](ǫW ) =
∫ M
0
(
−A(Vx)−γǫWx + P∞ǫWx +Gx(nV )
2−2n
n ǫW
)
dx,
and
d2
dτ2
S[V + τǫW ] =
∫ M
0
(
γA(Vx + τǫWx)
−1−γ(ǫWx)
2
−(2n− 2)Gx(n(V + τǫW )) 2−3nn (ǫW )2
)
dx,
for all |ǫ| < 1minVx and some τ˜ ∈ [0, 1]. If (2.11) holds, we have
d2
dτ2
S[V + τǫW ] ≤ Cǫ2
(
‖Wx(x)‖2L2(0,M) + ‖x−1W (x)‖2L2(0,M)
)
and
Cǫ2
(
‖Wx(x)‖2L2(0,M) + ‖x−1W (x)‖2L2(0,M)
)
+ ǫδS[V ](W ) > 0,
for all |ǫ| ∈ (0,min(δ5, 1minVx )) and ‖W‖C1([0,M ]) = 1. Thus, we obtain
δS[V ](W ) = 0,
i.e. ∫ M
0
(
−A(Vx)−γWx + P∞Wx +Gx(nV )
2−2n
n W
)
dx = 0,
for all W ∈ K1 and ‖W‖C1[0,M ] = 1, that is, V is a stationary point of S and a solution of the
problem (2.5)-(2.6). We can rewrite d
2
dτ2
S[V + τǫW ] as follows
d2
dτ2
S[V + τǫW ] = δ2S[V ](ǫW ) + S1,
where δ2S[V ](ǫW ) = d
2
dτ2S[V + τǫW ]
∣∣
τ=0
and
|S1| =
∣∣∣∣ d2dτ2S[V + τǫW ]− δ2S[V ](ǫW )
∣∣∣∣
≤ Cǫ
(
‖ǫWx(x)‖2L2([0,M ]) + ‖x−1ǫW (x)‖2L2([0,M ])
)
.
Thus, we obtain
δ2S[V ](ǫW ) ≥ (δ4 − Cǫ)
(
‖ǫWx(x)‖2L2([0,M ]) + ‖x−1ǫW (x)‖2L2([0,M ])
)
for all ǫ ∈ (0,min(δ5, 1minVx , δ42C )) and ‖W‖C1([0,M ]) = 1. Moreover, we have
J [W ] := δ2S[V ](W ) ≥ δ4
2
(
‖Wx(x)‖2L2([0,M ]) + ‖x−1W (x)‖2L2([0,M ])
)
, (2.12)
for all W ∈ K1.
If V = V∞ is a solution of the problem (2.5)-(2.6) and satisfies static stability condition (2.9),
we can prove V∞ is a point of local quadratic minimum of P easily.
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Proposition 2.3. If V = V∞ is a solution of the problem (2.5)-(2.6) and γ ≥ 2n−2n , then (2.9)
and (2.11) hold.
Proof. From (Aργ∞)x = −G xr2n−2∞ = −Gx(nV∞)
2−2n
n , using integration by parts, we have
J [W ] =
∫ M
0
(
γA(ρ∞)
1+γW 2x − (2n − 2)Gx(nV∞)
2−3n
n W 2
)
dx
=
∫ M
0
(
γA(ρ∞)
1+γW 2x + (2n − 2)A(ργ∞)x(nV∞)−1W 2
)
dx
=
∫ M
0
(γA(ρ∞)
1+γW 2x − 2(2n − 2)Aργ∞(nV∞)−1WWx
+
2n− 2
n
Aργ−1∞ V
−2
∞ W
2)dx+ (2n − 2)P∞
(
W 2
nV∞
)
(M)
:= I0[W ] + (2n− 2)P∞
(
W 2
nV∞
)
(M), for all W ∈ K0. (2.13)
If γ ≥ 2n−2n , we have
I0[W ] ≥
∫ M
0
2n − 2
n
Aρ1+γ∞
(
Wx − W
ρ∞V∞
)2
dx. (2.14)
If (2.9) not holds, we have for any integer m > 1, there exists Wm ∈ K0 and ‖Wm‖C1([0,M ]) = 1
such that
J [Wm] <
1
m
(
‖(Wm)x(x)‖2L2(0,M) + ‖x−1Wm(x)‖2L2(0,M)
)
. (2.15)
Then, there is a subsequence m→∞ for which
Wm → W in C([0,M ]),
(Wm)x ⇀Wx in L
2([0,M ]).
From (2.13)-(2.15), we have
Wx =
W
ρ∞V∞
, x ∈ (0,M),
and W (0) =W (M) = 0. Thus, we obtain W ≡ 0. It is a contradiction.
Therefore, if γ ≥ 2n−2n , then (2.9) holds. From Proposition 2.1-2.2, we can obtain (2.11)
immediately.
Now, we shall use the shooting method to prove the uniqueness of the solution.
Proposition 2.4. Under the assumptions (2.1)-(2.2), the Lagrangian stationary problem (1.24)-
(1.25) has a unique positive solution ρ∞.
Proof. We consider the Cauchy problem
(Aργ∞)x = −Gx(nV∞)
2−2n
n , (V∞)x = ρ
−1
∞ , x ∈ (0,M), (2.16)
ρ∞
∣∣
x=0
= σ, V∞
∣∣
x=0
= 0, (2.17)
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for the unknown functions ρ∞(σ, x) and V∞(σ, x), where σ > 0 is the shooting parameter. For
each σ > 0, using similar arguments as that in Proposition 2.1, we can obtain the existence of
the solution to this problem, satisfying
ρ∞(σ, x) ∈ [σ
2
, σ], V∞(σ, x) ∈ [x
σ
,
2x
σ
], x ∈ [0,M0], (2.18)
ρ∞ ∈W 1,β([0,M0]), V∞ ∈ C1([0,M0]), (2.19)
where M0 is a positive constant satisfying Aσ
γ − σ 2n−2n G2 n
2−n
n M
2
n
0 ≥ A
(
σ
2
)γ
and M0 ≤ M . If
there exist two solutions (ρ1, V1) and (ρ2, V2) to this problem satisfying
ρi ∈W 1,β([0,Mi]), x ∈ [0,Mi], (2.20)
whereMi ∈ (0,M ], i = 1, 2. From (2.20), there exists a positive constantM3 ∈ (0,min{M1,M2})
such that
ρi(x) ∈ [σ
2
, σ] and Vi(x) ∈ [x
σ
,
2x
σ
], x ∈ [0,M3], i = 1, 2.
Then, we have
Aργ1 −Aργ2 =
∫ x
0
Gyn
2−2n
n (V
2−2n
n
2 − V
2−2n
n
1 )dy ≤ C
∫ x
0
y
2−2n
n
∫ y
0
|ρ−11 − ρ−12 |(z)dzdy,
and
‖ρ1 − ρ2‖L∞([0,ǫ]) ≤ C‖ρ1 − ρ2‖L∞([0,ǫ])
∫ ǫ
0
y
2−n
n dy ≤ Cσǫ
2
n ‖ρ1 − ρ2‖L∞([0,ǫ]),
for all x, ǫ ∈ (0,M3]. Choosing ǫ < C−
n
2
σ , we have
ρ1 = ρ2, for all x ∈ [0, ǫ].
Considering the Cauchy problem
(Aργ∞)x = −Gx(nV∞)
2−2n
n , (V∞)x = ρ
−1
∞ , x ∈ (
ǫ
2
,M), (2.21)
ρ∞
∣∣
x= ǫ
2
= ρ1(σ,
ǫ
2
), V∞
∣∣
x= ǫ
2
=
∫ ǫ
2
0
ρ−11 (σ, y)dy, (2.22)
using the classical ODE theory, we have ρ1(x) = ρ2(x), x ∈ [ ǫ2 ,min{M1,M2}]. Thus, for each
σ > 0, there exists a unique solution to the problem (2.16)-(2.17) satisfying ρ∞(x, σ) > 0 for
x ∈ [0,Mσ), where either ρ∞
∣∣
x=Mσ
= 0 and Mσ ∈ (0,M) or Mσ =M .
Clearly, if ρ∞ is a solution to the problem (1.24)-(1.25), then ρ∞ satisfying (2.16)-(2.17) for
some σ > 0. We will show that this can be possible only for one value of σ. Using similar
arguments as that in the above part and in [5] (§V.3), we obtain that (∂σργ∞, ∂σV∞) is well
defined and satisfies the linear Cauchy problem
A(∂σρ
γ
∞)x = (2n − 2)Gx(nV∞)
2−3n
n ∂σV∞, (∂σV∞)x = −1
γ
ρ−γ−1∞ ∂σρ
γ
∞, (2.23)
where x ∈ [0,Mσ),
∂σρ
γ
∞
∣∣
x=0
= 1, ∂σV∞
∣∣
x=0
= 0. (2.24)
It is easy to see that
∂σρ
γ
∞ > 0, (∂σV∞)x < 0, ∂σV∞ < 0
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hold on [0,M4), where either ∂σρ
γ
∞
∣∣
x=M4
= 0 and M4 ∈ (0,Mσ) or M4 = Mσ. We claim that
only M4 =Mσ can occur.
Assume that M4 ∈ (0,Mσ). Letting φ = Aργ∞(∂σV∞)x + n2n−2A∂σργ∞(V∞)x, from (2.16) and
(2.23), we have ∫ M4
0
φdx =
{
Aργ∞∂σV∞ +
n
2n− 2A∂σρ
γ
∞V∞
}∣∣∣∣
M4
0
.
By the estimates ρ∞(σ,M4) > 0, ∂σρ
γ
∞
∣∣
x=M4
= 0, ∂σV∞
∣∣
x=M4
< 0 and the initial condition
(2.17) and (2.24), we get ∫ M4
0
φdx < 0.
On the other hand, from (2.16) and (2.23), we have
φ = Aρ−1∞ ∂σρ
γ
∞(
n
2n − 2 −
1
γ
) ≥ 0, x ∈ (0,M4).
It is a contradiction.
Thus, we obtain
ρ∞ > 0, ∂σρ∞ > 0, x ∈ (0,Mσ).
and Mσ is non-decreasing on σ ∈ (0,∞). Therefore, for each fixed point x ∈ [0, supσ>0Mσ),
the function ρ∞(σ, x) is strictly increasing on σ >
(
P∞
A
) 1
γ , and satisfying Aργ∞
∣∣
x=M
= P∞ for at
most one value of σ.
Using the properties of the transformation (1.19) and Propositions 2.1-2.4, we can obtain the
following proposition immediately.
Proposition 2.5. Under the assumptions (2.1)-(2.2), the Eulerian stationary problem (1.14)-
(1.16) has a unique positive solution (ρ∞, l∞), satisfying 0 < ρ ≤ ρ∞(r) ≤ ρ¯ <∞, (ρ∞)r(r) < 0,
0 < r < l∞ with l∞ < +∞.
3 A priori estimates
From (1.11), (1.20) and (1.24), we could obtain the following lemma easily.
Lemma 3.1. Under the assumptions of Theorem 1.1, we have
rt = u, (3.1)
Aργ∞(x) = P∞ +
∫ M
x
Gy
r2n−2∞ (y)
dy, (3.2)
(
P∞
A
) 1
γ
≤ ρ∞ ≤ ρ¯ <∞, rn∞(x) ∈ [C−1x,Cx], (3.3)
d
dx
(Aργ∞(x)) = −G
x
r2n−2∞
, (3.4)
for all x ∈ [0,M ].
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Lemma 3.2. Under the assumptions of Theorem 1.1, we have
d
dt
∫ M
0
(
1
2
u2 +
Aργ−1
γ − 1 +
P∞
ρ
+
∫ r
1
G
x
sn−1
ds
)
dx
+
∫ M
0
{( 2
n
c1 + c2)ρ
1+θ[(rn−1u)x]
2 +
2(n− 1)
n
c1ρ
1+θ(rn−1ux − u
rρ
)2}dx
= −
∫ M
0
∆fudx−∆P (urn−1)(M, t). (3.5)
Proof. Multiplying (1.20)2 by u, integrating the resulting equation over [0,M ], using integration
by parts and the boundary conditions (1.22)-(1.23), we obtain
d
dt
∫ M
0
1
2
u2dx−
∫ M
0
Aργ∂x(r
n−1u)dx
+
∫ M
0
{
(2c1 + c2)ρ
1+θ[(rn−1u)x]
2 − 2c1(n − 1)ρθ(rn−2u2)x
}
dx
= −PΓ(urn−1)(M, t)−
∫ M
0
fudx. (3.6)
From (1.20), we have
−
∫ M
0
Aργ∂x(r
n−1u)dx =
d
dt
∫ M
0
A
γ − 1ρ
γ−1dx, (3.7)
−PΓ(urn−1)(M, t) = −P∞(rtrn−1)(M, t) −∆P (urn−1)(M, t)
= − d
dt
{
P∞
rn(M, t)
n
}
−∆P (urn−1)(M, t)
= − d
dt
∫ M
0
P∞
ρ
dx−∆P (urn−1)(M, t), (3.8)
−
∫ M
0
fudx = − d
dt
∫ M
0
∫ r
1
G
x
sn−1
dsdx−
∫ M
0
∆fudx, (3.9)
and
(2c1 + c2)ρ
1+θ(rn−1u)2x − 2c1(n− 1)ρθ(rn−2u2)x
= (
2
n
c1 + c2)ρ
1+θ(rn−1u)2x +
2(n − 1)
n
c1ρ
1+θ(rn−1ux − u
rρ
)2. (3.10)
From (3.6)-(3.10), we obtain (3.5) immediately.
Claim 1: Under the assumptions of Theorem 1.1, there is a small positive constant ǫ1, such
that, for any T > 0, if
I(t) = ‖ρ(·, t)− ρ∞‖L∞ +
∥∥∥u
r
(·, t)
∥∥∥
L∞
≤ 2ǫ1, ∀ t ∈ [0, T ], (3.11)
then
I(t) ≤ ǫ1, ∀ t ∈ [0, T ].
Using the results in Lemmas 3.3-3.8, we can give the definition of ǫ1 in (3.74) and finish the
proof of Claim 1.
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Lemma 3.3. Under the assumptions of Theorem 1.1 and (3.11), if ǫ1 is small enough, we obtain
ρ(x, t) ∈
[
1
2
ρ,
3
2
ρ¯
]
, (3.12)
rn(x, t) ∈ [C−1x,Cx], (3.13)
‖u(·, t)‖L2 + ‖ρ(·, t) − ρ∞‖L2 + ‖r−n∞ (rn − rn∞)‖L2x ≤ C1ǫ0, (3.14)∫ t
0
∫ M
0
(
u2 + r2n−2u2x +
u2
r2
)
dxds ≤ C1ǫ20, (3.15)
for all t ∈ [0, T ] and x ∈ [0,M ].
Proof. From Lemma 3.1 and (3.11), we can easily obtain the estimate (3.12) when 2ǫ1 ≤ 12ρ.
From (1.20)3 and (3.12), we can obtain (3.13) immediately. From (2.10), (3.2) and (3.5), we have
d
dt
(∫ M
0
1
2
u2dx+ S[V ]− S[V∞]
)
+
∫ M
0
{
(
2
n
c1 + c2)ρ
1+θ(rn−1u)2x +
2(n− 1)
n
c1ρ
1+θ(rn−1ux − u
rρ
)2
}
dx
= −
∫ M
0
∆fudx−∆P (urn−1)(M, t) (3.16)
where V∞ =
rn∞
n and V =
rn
n . From (1.27), (2.11), (3.12)-(3.13) and Proposition 2.3, we have
C−1
∫ M
0
[
(ρ− ρ∞)2 + (V − V∞)
2
V 2∞
]
dx
≤ S[V ]− S[V∞] ≤ C
∫ M
0
[
(ρ− ρ∞)2 + (V − V∞)
2
V 2∞
]
dx, (3.17)
when ‖V − V∞‖C1([0,M ]) ≤ C2ǫ1 ≤ δ5, and
∣∣∆P (urn−1)(M, t)∣∣ ≤ Cǫ0
(∫ M
0
|∂x(rn−1u)|2dx
) 1
2
. (3.18)
From (1.27)-(1.28), (3.12) and (3.16)-(3.18), we obtain∫ M
0
(
u2 + (ρ− ρ∞)2 + r−2n∞ (rn − rn∞)2
)
dx
+
∫ t
0
∫ M
0
{
(rn−1u)2x + (r
n−1ux − u
rρ
)2
}
dxds
≤ Cǫ20 + C
∫ t
0
f1(s)‖u(·, s)‖L2ds, (3.19)
using Gronwall’s inequality and (1.27), we can obtain (3.14)-(3.15) immediately.
Lemma 3.4. Under the assumptions of Lemma 3.3, if ǫ0 is small enough, we obtain∫ t
0
∫ M
0
[
(ρ− ρ∞)2 + r−2n∞ (rn − rn∞)2
]
dxds ≤ C3ǫ20, (3.20)
for all t ∈ [0, T ].
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Proof. Multiplying (1.20)2 by r
1−n( r
n
n − r
n
∞
n ), integrating the resulting equation over [0,M ], using
integration by parts and the boundary conditions (1.22)-(1.23), we obtain
∫ M
0
A(ργ∞ − ργ)(ρ−1 − ρ−1∞ ) +Gx(r2−2n − r2−2n∞ )(
rn
n
− r
n
∞
n
)dx
= −
∫ M
0
ut
rn−1
(
rn
n
− r
n
∞
n
)dx+∆P
{
rn
n
− r
n
∞
n
}∣∣∣∣
x=M
−
∫ M
0
∆f
r1−n
n
(rn − rn∞)dx+
∫ M
0
2c1(n − 1)ρθ
(
u
r
(
rn
n
− r
n
∞
n
)
)
x
dx
+
∫ M
0
(2c1 + c2)ρ
1+θ∂x(r
n−1u)(ρ−1∞ − ρ−1)dx
:=
5∑
i=1
Ii. (3.21)
We can rewrite the left hand side of (3.21) as follows
L.H.S of (3.21)
=
∫ M
0
[
γAργ+1∞ (ρ
−1 − ρ−1∞ )2 − (2n − 2)Gxr2−3n∞
(
rn
n
− r
n
∞
n
)2]
dx
+
∫ M
0
[
g1(ρ
−1 − ρ−1∞ )2 + g2r−2n∞
(
rn
n
− r
n
∞
n
)2]
dx,
where
|g1| =
∣∣∣∣A(ρ
γ
∞ − ργ)
ρ−1 − ρ−1∞
− γAρ1+γ∞
∣∣∣∣ ≤ C4ǫ1
and
|g2| =
∣∣∣∣∣Gxr2n∞ (r2−2n − r2−2n∞ )
(
rn
n
− r
n
∞
n
)−1
+ (2n− 2)Gxr2−n∞
∣∣∣∣∣ ≤ C4ǫ1.
From (2.9), we have
L.H.S of (3.21) ≥ (2C5 − C4ǫ1)
∫ M
0
[
(ρ−1 − ρ−1∞ )2 + r−2n∞ (
rn
n
− r
n
∞
n
)2
]
dx
≥ C5
∫ M
0
[
(ρ−1 − ρ−1∞ )2 + r−2n∞
(
rn
n
− r
n
∞
n
)2]
dx, (3.22)
when C4ǫ1 ≤ C5.
From (3.11) and (3.12)-(3.13), using integration by parts, we can estimate Ii as follows.
I1 = − d
dt
∫ M
0
u
rn−1
(
rn
n
− r
n
∞
n
)
dx+
∫ M
0
u2
(
1
n
+
(n− 1)rn∞
nrn
)
dx
≤ − d
dt
∫ M
0
u
rn−1
(
rn
n
− r
n
∞
n
)
dx+ C
∫ M
0
u2dx, (3.23)
I2 = ∆P
∫ M
0
(ρ−1 − ρ−1∞ )dx ≤
C5
10
∫ M
0
(ρ−1 − ρ−1∞ )2dx+ C|∆P |2, (3.24)
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I3 ≤ C5
10
∫ M
0
r−2n∞
(
rn
n
− r
n
∞
n
)2
dx+ Cf21 , (3.25)
I4 ≤ C5
10
∫ M
0
[
(ρ−1 − ρ−1∞ )2 + r−2n∞
(
rn
n
− r
n
∞
n
)2]
dx
+C
∫ M
0
(
[(rn−1u)x]
2 +
u2
r2
)
dx (3.26)
and
I5 ≤ C5
10
∫ M
0
(ρ−1 − ρ−1∞ )2dx+ C
∫ M
0
(rn−1u)2xdx. (3.27)
From (3.21)-(3.27), we get
d
dt
∫ M
0
u
nrn−1
(rn − rn∞)dx+ C
∫ M
0
[(ρ−1 − ρ−1∞ )2 + r−2n∞ (
rn
n
− r
n
∞
n
)2]dx
≤ C
∫ M
0
(
r2n−2u2x +
u2
r2
)
dx+ C
(|∆P |2 + f21 ) . (3.28)
And from (3.12)-(3.15), we obtain (3.20) immediately.
From now on, we study the case of θ > 0 and prove the main results in this case only, since
the case of θ = 0 can be discussed through the similar process.
Lemma 3.5. Under the assumptions of Lemma 3.3, if ǫ1 is small enough, we obtain∫ M
0
[r2n−2(ρ− ρ∞)2x](x, t)dx +
∫ t
0
∫ M
0
[r2n−2(ρ− ρ∞)2x](x, s)dxds ≤ C6ǫ20, (3.29)
for all t ∈ [0, T ].
Proof. From (1.20), we have
∂tH +
Aγργ−θ
2c1 + c2
H
=
Aγ
2c1 + c2
ργ−θu+ (
2c1 + c2
θ
− 2c1)(n− 1)rn−2u(ρθ)x − f(x, r, t)
−(n− 1)(2c1 + c2)
θ
rn−2u(ρθ∞)x −
Aγργ−θrn−1
θ
(ρθ∞)x. (3.30)
whereH = u+ 2c1+c2θ r
n−1(ρθ−ρθ∞)x. Multiplying (3.30) by H, integrating the resulting equation
over [0,M ], using the Cauchy-Schwarz inequality, we obtain
d
dt
∫ M
0
H2(x, t)dx+ C7
∫ M
0
H2(x, t)dx
≤ C
∫ M
0
(
|Hργ−θu|+ |u
r
H2|+ |u
2
r
H|+ |∆fH|
)
dx
+
∫ M
0
∣∣∣∣G xrn−1 + ρ
γ−θrn−1
ργ−θ∞
(Aργ∞)x
∣∣∣∣ |H|dx+ C
∫ M
0
|rn−2u(ργ∞)xH|dx
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≤ C
∫ M
0
(
u2 +
u4
r2
+
x2r2n−4
r4n−4∞
u2
)
dx+ (
1
4
+ C8ǫ1)C7
∫ M
0
H2dx
+C
∫ M
0
∣∣∣∣G xrn−1 + ρ
γ−θrn−1
ργ−θ∞
(Aργ∞)x
∣∣∣∣
2
dx+Cf21 , (3.31)
From (3.4) and (3.12), we have
∫ M
0
∣∣∣∣G xrn−1 + ρ
γ−θrn−1
ργ−θ∞
(Aργ∞)x
∣∣∣∣
2
dx
= C
∫ M
0
∣∣∣∣G xrn−1 −Gxρ
γ−θrn−1
ργ−θ∞ r
2n−2
∞
∣∣∣∣
2
dx
≤ C
∫ M
0
[
(r − r∞)2 + (ρ− ρ∞)2
]
dx. (3.32)
Then, if ǫ1 ≤ 1 and C8ǫ1 ≤ 14 , from (3.31)-(3.32), we obtain
d
dt
∫ M
0
H2(x, t)dx+
C7
2
∫ M
0
H2(x, t)dx
≤ C
∫ M
0
(
u2 + (r − r∞)2 + (ρ− ρ∞)2
)
dx+ Cf21 . (3.33)
From (3.12)-(3.15), (3.20) and (3.33), we obtain (3.29) immediately.
Lemma 3.6. Under the assumptions of Lemma 3.3, if ǫ1 is small enough, we obtain
(ρ(M, t)− ρ∞(M))2 +
∫ t
0
(ρ(M,s)− ρ∞(M))2ds ≤ C10ǫ20, (3.34)
∫ t
0
∫ M
0
r
1
2
−m(ρ− ρ∞)2dxds ≤ C11ǫ20, (3.35)∫ M
0
(r
1
2
−mu2)(x, t)dx +
∫ t
0
∫ M
0
r
1
2
−m
(
r2n−2u2x +
u2
r2
)
dxds ≤ C12ǫ20, (3.36)
∫ M
0
(r2n−2+
1
2
−m(ρ− ρ∞)2x)dx+
∫ t
0
∫ M
0
(r2n−2+
1
2
−m(ρ− ρ∞)2x)dxds ≤ C15ǫ20, (3.37)
‖ρ(·, t) − ρ∞(·)‖L∞ +
∫ M
0
|(ρ− ρ∞)x|(x, t)dx ≤ C16ǫ0, (3.38)
|r(x, t)− r∞(x)| ≤ C16ǫ0x
1
n , x ∈ [0,M ], (3.39)
for all t ∈ [0, T ] and m = 0, 1, . . . , n− 1.
Proof. From (1.20)1 and the boundary condition (1.23), we have
Aργ(M, t) − PΓ + (2c1 + c2)
θ
∂t(ρ
θ)(M, t) = −2c1(n− 1)
(
ρθ
u
r
)
(M, t).
Multiplying the above equality by ρθ(M, t)− ρθ∞(M), we obtain
2c1 + c2
2θ
d
dt
(ρθ − ρθ∞)2
∣∣∣∣
x=M
+ (ρθ(M, t)− ρθ∞(M))(Aργ(M, t)− P∞)
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= −2c1(n− 1)
[
ρθ
u
r
(ρθ − ρθ∞)
]∣∣∣
x=M
+∆P (ρθ(M, t)− ρθ∞(M)).
Combining (3.12)-(3.13), using the Cauchy-Schwarz inequality, we get
d
dt
(ρθ(M, t)− ρθ∞(M))2 + C−1(ρθ(M, t)− ρθ∞(M))2
≤ C|∆P |2 + C(u2rn)(M, t) = C|∆P |2 + C
∫ M
0
∂x(u
2rn)dx
≤ C|∆P |2 + C
∫ M
0
(r2n−2u2x +
u2
r2
)dx. (3.40)
Integrating the above inequality over [0, t], using the estimates (3.12) and (3.15), we can obtain
(3.34).
From (3.14)-(3.15), (3.20) and (3.29), we know that the estimates (3.35)-(3.37) hold with
m = 0.
Claim 2: If that (3.35)-(3.37) hold withm ≤ k, k ∈ [0, n−2], then the estimates (3.35)-(3.37)
hold with m = k + 1.
We could prove Claim 2 as follows. Let αk =
1
2 − k − 1. Using Ho¨lder’s inequality, we have∫ M
0
rαk(ρ− ρ∞)2dx
=
∫ M
0
rαk
(
ρ(M,s)− ρ∞(M)−
∫ M
x
∂x(ρ− ρ∞)dy
)2
dx
≤ C(ρ(M,s)− ρ∞(M))2
+C
∫ M
0
rαk
∫ M
x
r2n−2+αk−1(ρ− ρ∞)2xdy
∫ M
x
r2−2n−αk−1dydx
≤ C(ρ(M,s)− ρ∞(M))2 + C
∫ M
0
r2n−2+αk−1(ρ− ρ∞)2xdx. (3.41)
From (3.34), (3.37)(m = k) and (3.41), we obtain (3.35) (m = k + 1).
Multiplying (1.20)2 by ur
αk , integrating the resulting equation over [0,M ], using integration
by parts and the boundary conditions (1.22)-(1.23), we obtain
d
dt
∫ M
0
1
2
rαku2dx−
∫ M
0
αk
2
rαk−1u3dx
= −
∫ M
0
[(2c1 + c2)ρ
1+θ(rn−1u)x(r
n−1+αku)x − 2c1(n− 1)ρθ(rn−2+αku2)x]dx
+
∫ M
0
A(ργ − ργ∞)(rn−1+αku)xdx−
∫ M
0
∆furαkdx
−∆P (urn−1+αk)(M, t) +
∫ M
0
(rn−1+αku)x
∫ M
x
(
Gy
r2n−2∞
− Gy
r2n−2
)
dydx
=
5∑
i=1
Li. (3.42)
We can estimate L1 as follows.
− L1 =
∫ M
0
{
(2c1 + c2)r
2n−2+αkρ1+θu2x
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+[2αkc1 + c2(2n− 2 + αk)]ρθrn−2+αkuux
+[2c1(n− 1) + c2(n− 1)(n − 1 + αk)]ρθ−1rαk−2u2
}
dx. (3.43)
Since
[2αc1 + c2(2n − 2 + α)]2 − 4(2c1 + c2)[2c1(n − 1) + c2(n− 1)(n − 1 + α)] < 0,
where α = 32 − n and
[c2(2n− 2)]2 − 4(2c1 + c2)[2c1(n− 1) + c2(n − 1)2] < 0,
we have
[2αkc1 + c2(2n− 2 + αk)]2 − 4(2c1 + c2)[2c1(n− 1) + c2(n− 1)(n − 1 + αk)] < 0.
Then there exists a positive constant C13 such that
− L1 ≥ C13
∫ M
0
(
r2n−2+αkρ1+θu2x + ρ
θ−1rαk−2u2
)
dx. (3.44)
From (3.12)-(3.13), using the Cauchy-Schwarz inequality, we obtain
L2 =
∫ M
0
A(ργ − ργ∞)rn−1+αkuxdx+
∫ M
0
A(n− 1 + αk)rαk−1uρ
γ − ργ∞
ρ
dx
≤ C13
8
∫ M
0
(
r2n−2+αkρ1+θu2x + ρ
θ−1rαk−2u2
)
dx+ C
∫ M
0
rαk(ρ− ρ∞)2dx, (3.45)
L3 ≤ 1
8
C13
∫ M
0
ρθ−1rαk−2u2dx+ Cf21 , (3.46)
L4 = −
∫ M
0
∆P∂x(r
n−1+αku)dx
≤ 1
8
C13
∫ M
0
(
r2n−2+αkρ1+θu2x + ρ
θ−1rαk−2u2
)
dx+ C|∆P |2 (3.47)
and
L5 ≤ 1
8
C13
∫ M
0
(
r2n−2+αkρ1+θu2x + ρ
θ−1rαk−2u2
)
dx
+C
∫ M
0
rαk
[∫ M
x
(
Gy
r2n−2∞
− Gy
r2n−2
)
dy
]2
dx
≤ C13
8
∫ M
0
(
r2n−2+αkρ1+θu2x + ρ
θ−1rαk−2u2
)
dx+ C
∫ M
0
rαk(ρ− ρ∞)2dx. (3.48)
From (3.11), (3.12)-(3.13) and (3.42)-(3.48), we obtain
d
dt
∫ M
0
(rαku2)(x, t)dx + 2C−114
∫ M
0
rαk
(
r2n−2u2x +
u2
r2
)
dx
≤ C(f21 + |∆P |2) + C14ǫ1
∫ M
0
rαk
u2
r2
dx+ C
∫ M
0
rαk(ρ− ρ∞)2dx.
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When C214ǫ1 ≤ 12 , using the estimate (3.35) (m = k + 1), we can get
d
dt
∫ M
0
(rαku2)(x, t)dx + C−114
∫ M
0
rαk
(
r2n−2u2x +
u2
r2
)
dx
≤ C(f21 + |∆P |2) + C
∫ M
0
rαk(ρ− ρ∞)2dx (3.49)
and (3.36) (m = k + 1) holds.
From (1.20), we have
∂tH1 +
Aγ
2c1 + c2
ργ−θH1
=
αk
2
r
αk
2
−1u2 +
Aγ
2c1 + c2
ργ−θr
αk
2 u− Aγρ
γ−θrn−1+
αk
2
θ
(ρθ∞)x
+
[
2c1 + c2
θ
(n− 1 + αk
2
)− 2c1(n− 1)
]
rn−2+
αk
2 u(ρθ)x
−(n− 1 +
αk
2 )(2c1 + c2)
θ
rn−2+
αk
2 u(ρθ∞)x − f(x, r, t)r
αk
2 . (3.50)
whereH1 = r
αk
2 u+ 2c1+c2θ r
n−1+
αk
2 (ρθ−ρθ∞)x. Multiplying (3.50) by H1, integrating the resulting
equation over [0,M ], using the Cauchy-Schwarz inequality, we obtain
d
dt
∫ M
0
H21 (x, t)dx + C18
∫ M
0
H21 (x, t)dx
≤ C
∫ M
0
(
|H1ργ−θr
αk
2 u|+
∣∣∣u
r
∣∣∣H21 + rαk2 −1u2|H1|+ rαk2 |∆fH1|) dx
+C
∫ M
0
∣∣∣rn−2+αk2 u(ργ∞)xH1∣∣∣+ rαk2
∣∣∣∣ Gxrn−1 + ρ
γ−θrn−1
ργ−θ∞
(Aργ∞)x
∣∣∣∣ |H1|dx
≤ C
∫ M
0
(
rαku2 + rαk−2u4 +
x2r2n−4+αk
r4n−4∞
u2
)
dx+ Cf21
+(
1
4
+ C17ǫ1)C18
∫ M
0
H21dx+ C
∫ M
0
rαk
∣∣∣∣ Gxrn−1 + ρ
γ−θrn−1
ργ−θ∞
(ργ∞)x
∣∣∣∣
2
dx. (3.51)
If ǫ1 ≤ 1, C17ǫ1 ≤ 14 , using the estimates (3.11) and (3.12)-(3.13), we have
d
dt
∫ M
0
H21 (x, t)dx +
C18
2
∫ M
0
H21 (x, t)dx
≤ C
∫ M
0
[
rαku2 + rαk(ρ− ρ∞)2 + rαk(r − r∞)2
]
dx+ Cf21
≤ C
∫ M
0
[
rαku2 + rαk(ρ− ρ∞)2
]
dx+ Cf21 . (3.52)
And from (3.35)-(3.36) (m = k + 1), we have∫ M
0
H21 (x, t)dx+
∫ t
0
∫ M
0
H21 (x, s)dxds ≤ Cǫ20.
From (3.12) and (3.35)-(3.36) (m = k + 1), we obtain (3.37) (m = k + 1) immediately and
finish the proof of Claim 2.
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From Claim 2, we obtain that the estimates (3.35)-(3.37) (m = 0, . . . , n − 1) hold. From
(3.13) and (3.37), using Ho¨lder’s inequality, we obtain
∫ M
0
|(ρ− ρ∞)x|dx ≤
(∫ M
0
r2n−2+α(ρ− ρ∞)2xdx
) 1
2
(∫ M
0
r−2n+2−αdx
) 1
2
≤ Cǫ0. (3.53)
From (3.13)-(3.14) and (3.53), using Sobolev’s embedding Theorem, we could obtain (3.38)-(3.39)
immediately.
Lemma 3.7. Under the assumptions of Lemma 3.3, if ǫ1 is small enough, we obtain∫ M
0
(
u2
r2
+ r2n−2u2x
)
(x, t)dx +
∫ t
0
∫ M
0
u2t (x, s)dxds ≤ C9ǫ20(1 + ‖(rn−1u)x‖L∞tx ), (3.54)
for all t ∈ [0, T ].
Proof. Multiplying (1.20)2 by ut, integrating the resulting equation over [0,M ], using integration
by parts and the boundary conditions (1.22)-(1.23), we obtain
∫ M
0
u2tdx+
∫ M
0
(2c1 + c2)ρ
1+θ(rn−1u)x(r
n−1ut)xdx
=
∫ M
0
Aργ(rn−1ut)xdx− PΓ(rn−1ut)(M, t)
+
∫ M
0
2c1(n− 1)ρθ(rn−2uut)xdx−
∫ M
0
futdx
:=
4∑
i=1
Ni. (3.55)
From (3.11), (3.12) and (3.15), using the Cauchy-Schwarz inequality, we obtain
∫ M
0
(2c1 + c2)ρ
1+θ(rn−1u)x(r
n−1ut)xdx
=
d
dt
∫ M
0
2c1 + c2
2
ρ1+θ[(rn−1u)x]
2dx
−
∫ M
0
(2c1 + c2)(n − 1)ρ1+θ(rn−1u)x(rn−2u2)xdx
+
∫ M
0
(2c1 + c2)
2
(1 + θ)ρ2+θ[(rn−1u)x]
3dx
≥ d
dt
∫ M
0
2c1 + c2
2
ρ1+θ[(rn−1u)x]
2dx
−C(‖(rn−1u)x‖2L2x +
∥∥∥u
r
∥∥∥2
L2x
)(1 + ‖(rn−1u)x‖L∞t,x), (3.56)
N1 =
d
dt
∫ M
0
Aργ(rn−1u)xdx+
∫ M
0
Aγργ+1[(rn−1u)x]
2dx
−
∫ M
0
2A(n − 1)ργ u
r
(rn−1u)xdx+
∫ M
0
An(n− 1)ργ−1u
2
r2
dx
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≤ d
dt
∫ M
0
Aργ(rn−1u)xdx+ C(‖(rn−1u)x‖2L2x +
∥∥∥u
r
∥∥∥2
L2x
), (3.57)
N2 = − d
dt
∫ M
0
(P∞ +∆P (t))(r
n−1u)xdx
+
∫ M
0
(n − 1)(P∞ +∆P )(rn−2u2)xdxds+ (∆P )′
∫ M
0
(rn−1u)xdyds
≤ − d
dt
∫ M
0
(P∞ +∆P (t))(r
n−1u)xdx
+C
(
‖(rn−1u)x‖2L2x +
∥∥∥u
r
∥∥∥2
L2x
+ |(∆P )′|2
)
, (3.58)
N3 =
d
dt
∫ M
0
c1(n− 1)ρθ(rn−2u2)xdx+
∫ M
0
2θc1(n− 1)ρθ+1u
r
[(rn−1u)x]
2dx
−
∫ M
0
θc1n(n− 1)ρθ u
2
r2
(rn−1u)xdx+
∫ M
0
2nc1(n− 1)(n − 2)ρθ−1u
3
r3
dx
−
∫ M
0
3c1(n− 1)(n − 2)ρθ u
2
r2
(rn−1u)xdx
≤ d
dt
∫ M
0
c1(n− 1)ρθ(rn−2u2)xdx+ C(‖(rn−1u)x‖2L2x +
∥∥∥u
r
∥∥∥2
L2x
) (3.59)
and
N4 ≤ − d
dt
∫ M
0
G
xu
rn−1
dx+
∫ M
0
(1− n)Gxr−nu2dx+ 1
2
∫ M
0
u2tdx+ Cf
2
1 . (3.60)
From (3.55)-(3.60), using the fact that
∫ M
0
{
1
2
(2c1 + c2)ρ
1+θ[(rn−1u)x]
2 − c1(n− 1)ρθ(rn−2u2)x
}
dx
=
∫ M
0
{
1
2
(
2
n
c1 + c2)ρ
1+θ[(rn−1u)x]
2 +
(n− 1)
n
c1ρ
θ(rn−1ux − u
rρ
)2
}
dx,
we have ∫ M
0
1
2
u2tdx
+
d
dt
∫ M
0
{
1
2
(
2
n
c1 + c2)ρ
1+θ(rn−1u)2x +
(n− 1)
n
c1ρ
θ(rn−1ux − u
rρ
)2
}
dx
≤ d
dt
{∫ M
0
[
(Aργ −Aργ∞ −∆P )(rn−1u)x + (rn−1u)x
∫ M
x
(
Gy
r2n−2∞
− Gy
r2n−2
)
dy
]
dx
}
+C(1 + ‖(rn−1u)x‖L∞x )(‖(rn−1u)x‖2L2x +
∥∥∥u
r
∥∥∥2
L2x
+ f21 + |(∆P )′|2). (3.61)
Integrating (3.61) over [0, t], using the estimates (3.13)-(3.15) and the Cauchy-Schwarz inequality,
we can obtain (3.54).
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Lemma 3.8. Under the assumptions of Lemma 3.3, we obtain∫ M
0
(rαu2t )(x, t)dx +
∫ t
0
∫ M
0
(
r2n−2+αu2xt + r
α−2u2t
)
dxds ≤ C19ǫ20, (3.62)
∥∥∥u
r
(·, t)
∥∥∥
L∞
+ ‖(rn−1u)x(·, t)‖L∞ ≤ C20ǫ0, (3.63)∫ M
0
(
u2
r2
+ r2n−2u2x
)
(x, t)dx +
∫ t
0
∫ M
0
u2t (x, s)dxds ≤ C21ǫ20, (3.64)
for all t ∈ [0, T ], where α = 32 − n.
Proof. We differentiate the equation (1.20)2 with respect to t, multiply it by utr
α and integrate
it over [0,M ], using the boundary conditions (1.22)-(1.23), then derive
d
dt
∫ M
0
1
2
rαu2t dx−
α
2
∫ M
0
rα−1uu2t dx
= −
∫ M
0
[
(2c1 + c2)ρ
1+θ(rn−1u)x −Aργ + P∞ − 2c1(n− 1)ρθ u
r
]
×((n− 1)rn−2+αuut)xdx−
∫ M
0
∂t
[
(2c1 + c2)ρ
1+θ(rn−1u)x −Aργ
+Aργ∞ − 2c1(n− 1)ρθ
u
r
]
(rn−1+αut)xdx
+
∫ M
0
2c1(n− 1)∂t(rn−1ρθ∂x(u
r
))rαutdxds −
∫ M
0
ftr
αutdx
− [(n − 1)∆P (rn−2+αuut)(M, t) + (∆P )′(rn−1+αut)(M, t)]
:= J1 + J2 + J3 + J4 + J5. (3.65)
From (3.12), (3.35) and (3.36), using the Cauchy-Schwarz inequality, we obtain
J1 ≤ ǫ
∫ M
0
(
rα−2u2t + r
2n−2+αu2xt
)
dx
+Cǫ(1 + ‖(rn−1u)x‖2L∞x )
∫ M
0
[
r2n−2+αu2x + r
α−2u2 + rα(ρ− ρ∞)2
]
dx. (3.66)
From (3.12)-(3.13), using the same argument in the proof of (3.44) and the Cauchy-Schwarz
inequality, we get
J2 + J3
= −
∫ M
0
[
(2c1 + c2)ρ
1+θ(rn−1ut)x(r
n−1+αut)x − 2c1(n− 1)ρθ(rn−2+αu2t )x
]
dx
+
∫ M
0
{
(2c1 + c2)(1 + θ)ρ
θ+2[(rn−1u)x]
2 − (n− 1)(2c1 + c2)ρ1+θ(rn−2u2)x
−γργ+1(rn−1u)x − 2c1(n− 1)θρθ+1(rn−1u)xu
r
− 2c1(n− 1)ρθ u
2
r2
}
×
[
(n− 1 + α)r
α−1ut
ρ
+ rn−1+αutx
]
dx
+2c1(n − 1)
∫ M
0
{
(n− 1)rn−2+αuρθ
(u
r
)
x
ut
24
−θrn−1+αρθ+1(rn−1u)x
(u
r
)
x
ut − rn−1+αρθ
(
u2
r2
)
x
ut
}
dx
≤ −(C22 − ǫ)
∫ M
0
(r2n−2+αu2xt + r
α−2u2t )dx
+Cǫ(1 + ‖(rn−1u)x‖2L∞x )
∫ M
0
[
r2n−2+αu2x + r
α−2u2 + rα(ρ− ρ∞)2
]
dx, (3.67)
J4 ≤ ǫ
∫ M
0
rα−2u2tdx+Cǫ
∫ M
0
((1 − n)Gxr−nu+ ∂r∆fu+ ∂t∆f)2r2+αdx
≤ ǫ
∫ M
0
rα−2u2tdxds+ Cǫ(f
2
2 +
∫ M
0
r2+αu2dx) (3.68)
and
J5 = −
∫ M
0
[
(∆P )′(rn−1+αut)x + (n − 1)∆P (rn−2+αuut)x
]
dx
≤ ǫ
∫ M
0
(rα−2u2t + r
2n−2+αu2xt)dx+ Cǫ(|∆P |2 + |(∆P )′|2). (3.69)
Let ǫ = 18C22, from (3.65)-(3.69), we have
d
dt
∫ M
0
rαu2tdx+
C22
2
∫ M
0
(
r2n−2+αu2xt + r
α−2u2t
)
dx
≤ C(1 + ‖(rn−1u)x‖2L∞x )
∫ M
0
[
r2n−2+αu2x + r
α−2u2 + rα(ρ− ρ∞)2
]
dx
+C
(
f22 + |∆P |2 + |(∆P )′|2
)
+ C23ǫ1
C22
2
∫ M
0
rα−2u2tdx.
If C23ǫ1 ≤ 12 , from (3.35) and (3.36), we can obtain
d
dt
∫ M
0
rαu2tdx+
C22
4
∫ M
0
(
r2n−2+αu2xt + r
α−2u2t
)
dx
≤ C(1 + ‖(rn−1u)x‖2L∞x )
∫ M
0
[
r2n−2+αu2x + r
α−2u2 + rα(ρ− ρ∞)2
]
dx
+C
(
f22 + |∆P |2 + |(∆P )′|2
)
(3.70)
and ∫ M
0
(rαu2t )(x, t)dx +
∫ t
0
∫ M
0
(
r2n−2+αu2xt + r
α−2u2t
)
(x, s)dxds
≤ Cǫ20(1 + ‖(rn−1u)x‖2L∞tx). (3.71)
From the equation (1.20)2, we have
(2c1 + c2)r
n−1∂x(ρ
1+θ∂x(r
n−1u)) = ut +Ar
n−1(ργ)x + 2c1(n− 1)rn−2u(ρθ)x + f,
and using the estimates (3.11), (3.12)-(3.13), (3.35)-(3.37) and (3.71), conclude that∫ M
0
r2n−2+α[∂x(ρ
1+θ∂x(r
n−1u))]2dx ≤ Cǫ20(1 + ‖(rn−1u)x‖2L∞tx ),
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and ∫ M
0
|∂x(ρ1+θ∂x(rn−1u))|dx ≤ Cǫ0(1 + ‖(rn−1u)x‖L∞tx), (3.72)
for all t ∈ [0, T ]. From (3.12), (3.54) and (3.72), using Sobolev’s embedding Theorem W 1,1 →֒
L∞, we can obtain
‖∂x(rn−1u)‖L∞tx ≤ C24ǫ0(1 + ‖(rn−1u)x‖L∞tx ). (3.73)
If C24ǫ0 ≤ 12 , from (3.54), (3.71) and (3.73), we can get (3.62)-(3.64) immediately.
Now, we can let
ǫ1 = (C16 + C20)ǫ0. (3.74)
If (1 + 4ρ +
C2
δ5
+ C4C5 + 4C8 + 2C
2
14 + 4C17 + 2C23)ǫ1 + 2C24ǫ0 ≤ 1, using the results in Lemmas
3.3-3.8, we finish the proof of the Claim 1. Thus, we can let ǫ0 be a positive constant satisfying
(1 +
4
ρ
+
C2
δ5
+
C4
C5
+ 4C8 + 2C
2
14 + 4C17 + 2C23)(C16 + C20)ǫ0 + 2C24ǫ0 = 1. (3.75)
Using the classical continuity method, we can obtain the following lemma.
Lemma 3.9. Under the assumptions in Theorem 1.1, the solution (ρ, u) satisfies the estimates
(3.12)-(3.15), (3.20), (3.29), (3.34)-(3.39), (3.62)-(3.64) for all t ≥ 0.
Remark 3.1. In this section, we just give some ideas. In deed, we use the continuity method to
obtain the bound of ui(t)ri(t) , i = 0, . . . , N +1, in Section 4. The basic theory of ordinary differential
equations guarantees ρi(t), ui(t), ri(t) ∈ C([0, T ∗)), i = 0, . . . , N . Since rnj (t) ≥ h, j = 0, . . . , N ,
we have ui(t)ri(t) ∈ C([0, T ∗)), i = 0, . . . , N . Thus, we can use the continuity method.
From Lemma 3.9, we can obtain the following lemma easily.
Lemma 3.10. Under the assumptions in Theorem 1.1, if ǫ0 is small enough, we have
‖ρ(·, t1)− ρ(·, t2)‖L2 ≤ C|t1 − t2|,
‖u(·, t1)− u(·, t2)‖L2 ≤ C|t1 − t2|,
‖r(·, t1)− r(·, t2)‖L∞ ≤ C|t1 − t2|,
‖∂x(rn−1u)(·, t1)− ∂x(rn−1u)(·, t2)‖L2 ≤ C|t1 − t2|
1
2 ,
‖((rn−2u)x, (rn−1)x)(·, t)‖
Ln−
1
2
≤ C,
for all t1, t2, t ≥ 0.
4 Difference scheme and approximate solutions.
In this section, applying a discrete difference scheme as in [1], we construct approximate solutions
to the initial boundary value problem (1.20)-(1.23).
For any given positive integer N , let h = 1N be an increment in x and xj = jh for j ∈
{0, . . . , N}. For each integer N , we construct the following time-dependent functions:
(ρj(t), uj(t), rj(t)), j = 0, . . . , N,
that form a discrete approximation to (ρ, u, r)(xj , t) for j = 0, . . . , N .
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First, ρi(t), uj(t) and ri+1(t), i = 0, . . . , N , j = 1, . . . , N , are determined by the following
system of 3N + 2 differential equations:
d
dt
ρi = −ρ2i δ(rn−1i ui), (4.1)
d
dt
uj = r
n−1
j δσj − 2(n − 1)rn−2j ujδ(µj−1)− fj, (4.2)
d
dt
ri+1 = ui+1, (4.3)
with the boundary conditions:
u0(t) = 0, r
n
0 (t) = h, (4.4)
PN − ρN (λN + 2µN )δ(rn−1N uN ) + 2(n− 1)
uN+1
rN+1
µN = PΓ, (4.5)
and initial data
(ρj , uj)(0) =
(
1
h
∫ jh
(j−1)h
ρ0(y)dy,
1
h
∫ jh
(j−1)h
u0(y)dy
)
, j = 1, . . . , N, (4.6)
ρ0(0) = ρ1(0), u0(0) = 0, r
n
0 (0) = h, (4.7)
rni (0) = h+ n
i−1∑
l=0
h
ρl(0)
, i = 1, . . . , N + 1, (4.8)
and uN+1(0) satisfies
PN (0)− ρN (0)(λN (0) + 2µN (0))δ(rn−1N (0)uN (0)) + 2(n − 1)
uN+1(0)
rN+1(0)
µN (0) = PΓ(0), (4.9)
where δ is the operator defined by δwj = (wj+1 − wj)/h, and
σj(t) = ρj−1(λj−1 + 2µj−1)δ(r
n−1
j−1 uj−1)− Pj−1,
λj = λ(ρj), µj = µ(ρj), Pj = P (ρj),
fj(t) = f(jh, rj , t).
The boundary conditions (4.4)-(4.5) are consistent with the initial data. The condition (4.5)
determines uN+1(t).
Let (ρ∞,i, r
n
∞,i) = (ρ∞(ih), h + r
n
∞(ih)), i = 0, . . . , N , we have
rn−1∞,j δ(Aρ
γ
∞,j−1) = −
Gjh
rn−1∞,j
+Q1j ,
rn∞,j = h+ n
j−1∑
k=0
h
ρ∞,k
+Q2j,
and
|Q1j | ≤ C(jh)
1−n
n h, |Q2j | ≤ C(jh)
2
nh, j = 1, . . . , N.
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Then, for any small h, the initial data (ρi, ui, ri)(0) and the external force fi, i = 0, . . . , N ,
satisfies
max
i∈{0,...,N}
|ρi(0) − ρ∞,i|2 +
N−1∑
j=0
[
r2n−2+αj (δρj − δρ∞,j)2
]
(0)h ≤ Cǫ20, (4.10)
C−1(i+ 1)h ≤ rni (0) ≤ C(i+ 1)h,
N∑
j=0
[
r−2j u
2
j + r
2n−2
j (δuj)
2
]
(0)h ≤ Cǫ20, (4.11)
N∑
j=1
(
r2n−2αj
[
δ
(
ρ1+θj−1δ(r
n−1
j−1 uj−1)
)]2)
(0)h ≤ Cǫ20, (4.12)
where C > 0 are independent of h.
The basic theory of differential equations guarantees the local existence of smooth solutions
(ρi, ui, ri) (i = 0, . . . , N) to the Cauchy problem (4.1)-(4.9) on an interval [0, T
h), such that
0 < ρi(t) <∞, |ui(t)|, |ri(t)| <∞, i = 0, . . . , N,
with the aid of (4.10)-(4.12).
For any fixed T > 0, by virtue of Lemma 3.1-3.10 and using similar arguments as in [1, 7],
we can obtain the following lemma and prove that the Cauchy problem (4.1)-(4.9) has a unique
solution for t ∈ [0, T ] when h ≤ hT,ǫ0 , where hT,ǫ0 > 0 is a constant dependent on T and ǫ0.
Lemma 4.1. For any h ∈ (0, hT,ǫ0 ], there exist a positive constant C independent of h such that
ρi(t) ∈
[
1
2
ρ,
3
2
ρ¯
]
, ‖ρi(t)− ρ∞,i‖L∞ ≤ Cǫ0,
rnl (t) ∈ [C−1(l + 1)h,C(l + 1)h],
N∑
j=0
(
u2j(t) + |ρj(t)− ρ∞,j|2
)
h ≤ Cǫ20,
∣∣∣∣ul(t)rl(t)
∣∣∣∣ ≤ Cǫ0,
∫ t
0
N∑
j=0
(
u2j + r
2n−2
j (δuj)
2 +
u2j
r2j
)
(s)hds ≤ Cǫ20,
N∑
j=0
(
u2j
r2j
+ r2n−2j (δuj)
2
)
(t)h+
∫ t
0
N∑
j=0
(
d
dt
uj
)2
(s)hds ≤ Cǫ20,
∫ t
0
N∑
j=0
[
rαj (ρj − ρ∞,j)2 + (rj − r∞,j)2
]
hds ≤ Cǫ20,
N∑
j=0
(rαj u
2
j )(t)dx+
∫ t
0
N∑
j=0
rαj
(
r2n−2j (δuj)
2 +
u2j
r2j
)
hds ≤ Cǫ20,
N−1∑
j=0
(r2n−2+αj (δρj − δρ∞,j)2)(t)h+
∫ t
0
N−1∑
j=0
(r2n−2+αj (δρj − δρ∞,j)2)(s)hds ≤ Cǫ20,
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N−1∑
j=0
|δρj − δρ∞,j|(t)h ≤ Cǫ0,
N∑
j=0
[
rαj
(
d
dt
uj
)2]
(t)h ≤ Cǫ20,
|δ(rn−1i ui)(t)| ≤ Cǫ0,
N∑
j=0
(|ρj(t1)− ρj(t2)|2 + |uj(t1)− uj(t2)|2)h ≤ C|t1 − t2|2,
|rl(t1)− rl(t2)| ≤ C|t1 − t2|,
N∑
j=0
|δ(rn−1j uj)(t1)− δ(rn−1j uj)(t2)|2h ≤ C|t1 − t2|,
N∑
j=0
(
|δ(rn−2j uj)|n−
1
2 + |δ(rn−1j )|n−
1
2
)
h ≤ C,
for all t1, t2, t ∈ [0, T ], i ∈ {0, . . . , N} and l ∈ {1, . . . , N + 1}.
Now, we can define our approximate solutions (ρN , uN , rN )(x, t) for the Cauchy problem
(1.20)-(1.23). For each fixed N and t ∈ [0, T ], we define piecewise linear continuous functions
(ρN , uN , rN )(x, t) with respect to x as follows: when x ∈ [[xN ], [xN ] + 1]
ρN (x, t) = ρ[xN ](t) + (xN − [xN ])(ρ[xN ]+1(t)− ρ[xN ](t)),
uN (x, t) = u[xN ](t) + (xN − [xN ])(u[xN ]+1(t)− u[xN ](t)),
rN (x, t) =
(
rn[xN ](t) + (xN − [xN ])(rn[xN ]+1(t)− rn[xN ](t))
)1/n
.
From Lemma 4.1, using similar arguments as in [1, 7], we can obtain the compactness of
approximate solutions (ρN , uN , rN ) and prove the existence part of Theorem 1.1. Since the
constant C in Lemma 4.1 is independent of T , we can obtain the regularity estimates (1.29)-
(1.31) easily.
5 Uniqueness.
In this section, applying energy method, we will prove the uniqueness of the solution in Theorem
1.1. Let (ρ1, u1, r1)(x, t) and (ρ2, u2, r2)(x, t) be two solutions in Theorem 1.1. Then, we have,
i = 1, 2, (x, t) ∈ [0,M ] × [0, T ]
ρi(x, t) ∈
[
1
2
ρ,
3
2
ρ¯
]
, C−1x
1
n ≤ ri(x, t) ≤ Cx
1
n , (5.1)
|x− 1nui(x, t)| + |x
n−1
n ∂xui(x, t)| ≤ C. (5.2)
For simplicity, we may assume that (ρ1, u1, r1)(x, t) and (ρ2, u2, r2)(x, t) are suitably smooth
since the following estimates are valid for the solutions with the regularity indicated in Theorem
1.1 by using the Friedrichs mollifier.
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Let
̺ = ρ1 − ρ2, w = u1 − u2, R = r1 − r2.
From (3.1), we have
d
dt
∫ M
0
x−
2
nR2(x, t)dt = 2
∫ M
0
x−
2
nRwdx
≤ ǫ
∫ M
0
x−
2
nw2dx+ Cǫ
∫ M
0
x−
2
nR2dx. (5.3)
From (1.20) and (5.1)-(5.2), we have
d
dt
∫ M
0
̺2(x, t)dt = 2
∫ M
0
̺∂t(ρ1 − ρ2)dx
= 2
∫ M
0
̺
(
−ρ21rn−11 ∂xu1 + ρ22rn−12 ∂xu2 − (n− 1)
ρ1u1
r1
+ (n− 1)ρ2u2
r2
)
dx
≤ ǫ
∫ M
0
(x
2n−2
n w2x + x
− 2
nw2)dx+ Cǫ
∫ M
0
(̺2 + x−
2
nR2)dx. (5.4)
From the equation (1.20)2 and boundary conditions (1.22)-(1.23), we get
d
dt
∫ M
0
1
2
w2(x, t)dx
+
∫ M
0
{( 2
n
c1 + c2)ρ
1+θ
1 [(r
n−1
1 w)x]
2 +
2(n− 1)
n
c1ρ
1+θ
1 (r
n−1
1 wx −
w
r1ρ1
)2}dx
= −
∫ M
0
∂x(r
n−1
1 w)
[
(2c1 + c2)(ρ
1+θ
1 − ρ1+θ2 )∂x(rn−11 u2)
+(2c1 + c2)ρ
1+θ
2 ∂x((r
n−1
1 − rn−12 )u2)− (ργ1 − ργ2)
]
dx
+
∫ M
0
2c1(n− 1)∂x
[
rn−11 wu2(
1
r1
− 1
r2
)
]
ρθ1dx
+
∫ M
0
2c1(n− 1)∂x
[
rn−11 w(
u2
r2
)
]
(ρθ1 − ρθ2)dx
+
∫ M
0
2c1(n− 1)ρθ2∂x
[
(rn−11 − rn−12 )w
u2
r2
]
dx
−
∫ M
0
∂x((r
n−1
1 − rn−22 )w)
[
(2c1 + c2)ρ
1+θ
2 ∂x(r
n−1
2 u2)− ργ2
]
dx
+
∫ M
0
wGx(r1−n2 − r1−n1 )dx+
∫ M
0
w(∆f(x, r2, t)−∆f(x, r1, t))dx. (5.5)
From (5.1)-(5.2) and (5.5), we have
d
dt
∫ M
0
1
2
w2(x, t)dx + C22
∫ M
0
{
x
2n−2
n w2x + x
− 2
nw2
}
dx
≤ C
∫ M
0
(
x−
2
nR2 + ̺2 + w2
)
dx. (5.6)
From (5.3)-(5.4) and (5.6), letting ǫ = 14C22, we obtain
d
dt
∫ M
0
[w2 + ̺2 + x−
2
nR2]dx ≤ C
∫ M
0
(
x−
2
nR2 + ̺2 +w2
)
dx.
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Using Gronwall’s inequality, we have for any t ∈ [0, T ],
∫ M
0
[w2 + ̺2 + x−
2
nR2]dx = 0.
This prove the uniqueness of solution in Theorem 1.1.
6 Asymptotic behavior
In this section, we consider the asymptotic behavior of the solution to the free boundary problem
(1.20)-(1.23). We will show that the solution to the free boundary problem tends to the stationary
solution as t→ +∞.
The following lemma is proved in [15].
Lemma 6.1. Suppose that y ∈W 1,1loc (R+) satisfies
y = y′1 + y2,
and
|y2| ≤
n∑
i=1
αi, |y′| ≤
n∑
i=1
βi, on R
+
where y1 ∈ W 1,1loc (R+), and lims→+∞y1(s) = 0 and αi, βi ∈ L
pi(R+) for some pi ∈ [1,∞), i =
1, . . . ,m. Then lim
s→+∞
y(s) = 0.
Proposition 6.1. Under the assumptions of Theorem 1.1, the total kinetic energy
E(t) :=
∫ M
0
1
2
u2(x, t)dx→ 0 as t→ +∞.
Proof. From (3.15) and Lemma 3.9, we have E(t) ∈ L1(R+). Using the Cauchy-Schwarz inequal-
ity, we obtain
|E′(t)| ≤ E(t) +
∫ M
0
u2tdx.
Taking into account the estimate (3.64) and Lemma 3.9, applying Lemma 6.1, we finish the
proof.
Proposition 6.2. Under the assumptions of Theorem 1.1, we have∫ M
0
(r − r∞)2(x, t)dx→ 0 as t→ +∞.
Proof. From (3.20) and Lemma 3.9, we have
∫M
0 (r− r∞)2(x, t)dx ∈ L1(R+). Using the Cauchy-
Schwarz inequality, we obtain∣∣∣∣ ddt
∫ M
0
(r − r∞)2dx
∣∣∣∣ =
∣∣∣∣2
∫ M
0
(r − r∞)udx
∣∣∣∣ ≤ 2E(t) +
∫ M
0
(r − r∞)2dx.
Taking into account the estimate E(t) ∈ L1(R+), applying Lemma 6.1, we finish the proof.
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Proposition 6.3. Under the assumptions of Theorem 1.1, we have∫ M
0
(ρ− ρ∞)2(x, t)dx→ 0, (6.1)
and
‖(ρ− ρ∞)(·, t)‖Lq → 0, q ∈ [1,∞), (6.2)
as t→ +∞.
Proof. From (3.20) and Lemma 3.9, we have
∫M
0 (ρ− ρ∞)2(x, t)dx ∈ L1(R+). From (1.29), using
the Cauchy-Schwarz inequality, we obtain∣∣∣∣ ddt
∫ M
0
(ρ− ρ∞)2dx
∣∣∣∣ ≤
∫ M
0
(ρ− ρ∞)2dx+ C
∫ M
0
(rn−1u)2xdx.
Taking into account the estimate (3.15) and Lemma 3.9, applying Lemma 6.1, we obtain (6.1).
From (1.29), (3.3) and (6.1), we can obtain (6.2) easily.
Proposition 6.4. Under the assumptions of Theorem 1.1, we have∫ M
0
x
2n−2+α
n ((ρθ)x − (ρθ∞)x)2(x, t)dx→ 0, as t→ +∞.
Proof. From (1.29), (3.35), (3.37) and Lemma 3.9, we have∫ M
0
x
2n−2+α
n ((ρθ)x − (ρθ∞)x)2(x, t)dx ∈ L1(R+).
From (1.20), (1.29)-(1.30) and (3.3), using the Cauchy-Schwarz inequality, we have∣∣∣∣ ddt
∫ M
0
x
2n−2+α
n ((ρθ)x − (ρθ∞)x)2dx
∣∣∣∣
= 2θ
∣∣∣∣
∫ M
0
x
2n−2+α
n ((ρθ)x − (ρθ∞)x)(ρθ+1∂x(rn−1u))xdx
∣∣∣∣
=
2θ
2c1 + c2
∣∣∣∣
∫ M
0
x
2n−2+α
n ((ρθ)x − (ρθ∞)x)
( ut
rn−1
+A(ργ)x
+2c1(n− 1)u(ρ
θ)x
r
+
f(x, r, t)
rn−1
)
dx
∣∣∣∣
≤ C
∫ M
0
[
x
2n−2+α
n ((ρθ)x − (ρθ∞)x)2 + rαu2t + rα(r − r∞)2
+rα(ρ− ρ∞)2 + rα−2u2
]
dx+ f21 .
Taking into account the estimates (1.29), (3.35)-(3.37), (3.62) and Lemma 3.9, applying Lemma
6.1, we end the proof.
From Proposition 6.3-6.4, using Sobolev’s embedding Theorem, we can obtain the following
corollary immediately.
Corollary 6.1. Under the assumptions of Theorem 1.1, we have
‖ρ(·, t) − ρ∞(·)‖L∞ + ‖r(·, t)− r∞(·)‖L∞ → 0, as t→ +∞.
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Proposition 6.5. Under the assumptions of Theorem 1.1, we have∫ M
0
x
2n−2+α
n u2x(x, t)dx→ 0, as t→ +∞.
Proof. From the estimates (1.29), (3.36) and Lemma 3.9, we have
∫ M
0
x
2n−2+α
n u2x(x, t)dx ∈ L1(R+).
Using the Cauchy-Schwarz inequality, we have∣∣∣∣ ddt
∫ M
0
x
2n−2+α
n u2xdx
∣∣∣∣ =
∣∣∣∣2
∫ M
0
x
2n−2+α
n uxuxtdx
∣∣∣∣
≤
∫ M
0
x
2n−2+α
n u2xdx+
∫ M
0
x
2n−2+α
n u2xtdx.
Taking into account the estimates (1.29), (3.36), (3.62) and Lemma 3.9, applying Lemma 6.1,
we end the proof.
From Proposition 6.1 and 6.5, using Sobolev’s embedding Theorem, we can obtain the fol-
lowing corollary immediately.
Corollary 6.2. Under the assumptions of Theorem 1.1, we have
‖u(·, t)‖L∞ → 0, as t→ +∞.
Thus, we finish the proof of Theorem 1.1.
7 Stabilization rate estimates
Now we are in position to estimate the stabilization rate. We first state the following proposition
which gives the stabilization rate estimates in L2([0,M ])-norm of the solution.
Proposition 7.1. Under the assumptions of Theorem 1.3, we have∫ M
0
(
u2 + (ρ− ρ∞)2 + x−2(rn − rn∞)2
)
dx ≤ Ce−a1t (7.1)
and
|ρ(M, t)− ρ∞(M)|+
(∫ M
0
r2n−2(ρ− ρ∞)2xdx
) 1
2
+ ‖r(·, t) − r∞(x)‖L2 ≤ Ce−a1t, (7.2)
for all t ≥ 0, where a1 is a positive constant.
Proof. Let
V1 =
∫ M
0
1
2
u2dx+ S[V ]− S[V∞],
W1 =
∫ M
0
{
(rn−1u)2x + r
2n−2u2x +
u2
r2
}
dx.
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From (1.32), (3.16)-(3.18), we have
V ′1 + 2C31W1 ≤ Cf1V
1
2
1 + C|∆P |2 ≤ Ce−a0tV
1
2
1 + Ce
−2a0t, (7.3)
C−132
∫ M
0
(
u2 + (ρ− ρ∞)2 + x−2(rn − rn∞)2
)
dx
≤ V1 ≤ C32
∫ M
0
(
u2 + (ρ− ρ∞)2 + x−2(rn − rn∞)2
)
dx, (7.4)
and
C33‖u(·, t)‖L2 ≤W1. (7.5)
From (3.28), we have ∫ M
0
[
(ρ− ρ∞)2 + x−2(rn − rn∞)2
]
dx
≤ −C38 d
dt
∫ M
0
u
rn−1
(
rn
n
− r
n
∞
n
)
dx+ C38W1 + Ce
−2a0t. (7.6)
From (1.29), we obtain∣∣∣∣C38
∫ M
0
u
rn−1
(
rn
n
− r
n
∞
n
)
dx
∣∣∣∣ ≤ C39
∫ M
0
(
u2 + |ρ− ρ∞|2
)
dx. (7.7)
Let
V2 = V1 + ǫC38
∫ M
0
u
rn−1
(
rn
n
− r
n
∞
n
)
dx,
W2 = C31W1 + ǫ
∫ M
0
[
(ργ − ργ∞)2 + x−2(rn − rn∞)2
]
dx,
where ǫ = min{C31C38 , 12C32C39 }. From (7.3) and (7.4)-(7.7), we have
V ′2 +W2 ≤ Ce−2a0t, (7.8)
C−139
∫ M
0
(
u2 + (ρ− ρ∞)2 + x−2(rn − rn∞)2
)
dx
≤ V2 ≤ C39
∫ M
0
(
u2 + (ρ− ρ∞)2 + x−2(rn − rn∞)2
)
dx, (7.9)
and
C40
∫ M
0
(
u2 + (ρ− ρ∞)2 + x−2(rn − rn∞)2
)
dx ≤W2. (7.10)
Thus V2 is a Lyapunov functional. From (1.32), we obtain the estimate (7.1). From (1.29),
(3.33), (3.40) and (7.1), we can get (7.2) easily.
Proposition 7.2. Under the assumptions of Theorem 1.3, we obtain∫ M
0
(
u2
r2
+ r2n−2u2x
)
(x, t)dx ≤ Ce−a3t, (7.11)
for all t ≥ 0, where a3 is a positive constant.
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Proof. Let
V3 =
∫ M
0
{
1
2
(
2
n
c1 + c2)ρ
1+θ[(rn−1u)x]
2 +
(n − 1)
n
c1ρ
θ(rn−1ux − u
rρ
)2
+(Aργ∞ −Aργ +∆P )(rn−1u)x + u
(
G
x
rn−1
−Gxr
n−1
r2n−2∞
)}
dx.
From (1.30) and (3.61), we have
V ′3 +
∫ M
0
1
2
u2t (x, s)dx ≤ C41
(
f21 + |(∆P )′|2 +W2
)
.
From (3.13)-(3.14), we have
V3 ≥
∫ M
0
{C42((rn−1u)2x +
u2
r2
+ r2n−2u2x)− C43((ρ− ρ∞)2 + |∆P |2)}dx,
V3 ≤
∫ M
0
{C44((rn−1u)2x +
u2
r2
+ r2n−2u2x) + C43((ρ− ρ∞)2 + |∆P |2)}dx.
Letting V4 = V2+ηV3+ηC43|∆P |2, where η = min{12 , 14C39C43 , 12C41 }. From (7.8)-(7.10), we have
CW2 ≥ V4 ≥ C−1W1,
and
V ′4 + C
−1W2 ≤ C
(
f21 + |∆P |2 + |(∆P )′|2
)
.
Thus V4 is a Lyapunov functional. From (1.32), we can obtain the estimate (7.11).
Proposition 7.3. Under the assumptions of Theorem 1.3, we obtain∫ M
0
r
1
2
−m(ρ− ρ∞)2dxds ≤ Ce−at, (7.12)
∫ M
0
r
1
2
−m(r − r∞)2dxds ≤ Ce−at, (7.13)
∫ M
0
(r
1
2
−mu2)(x, t)dx ≤ Ce−at, (7.14)
∫ M
0
(r2n−2+
1
2
−m(ρ− ρ∞)2x)(x, t)dx ≤ Ce−at, (7.15)
for all t ≥ 0 and m = 0, 1, . . . , n− 1, where a is a positive constant.
Proof. From (7.1)-(7.2), we know that the estimates (7.12)-(7.15) hold with m = 0.
Claim 3: If that (7.12)-(7.15) hold withm ≤ k, k ∈ [0, n−2], then the estimates (7.12)-(7.15)
hold with m = k + 1.
We could prove Claim 3 as follows. Let αk =
1
2−k−1. From (3.41), (7.1) and (7.15)(m = k),
we have ∫ M
0
rαk(ρ− ρ∞)2dx ≤ Ce−at,
and (7.12) (m = k + 1) holds. From (1.29) and (7.12), we can obtain (7.13) (m = k + 1) easily.
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From (3.49), we obtain
d
dt
∫ M
0
rαku2dx+ C42
∫ M
0
rαk
(
r2n−2u2x +
u2
r2
)
dx ≤ C (f21 + |∆P |2)+ Ce−at. (7.16)
Thus
∫M
0 (r
αku2)(x, t)dx is a Lyapunov functional, and we obtain (7.14) (m = k+1) immediately.
From (3.52) and (7.12)-(7.14), we have
d
dt
∫ M
0
H21dx+
C18
2
∫ M
0
H21dx
≤ C
∫ M
0
(
rαku2 + rαk(ρ− ρ∞)2 + rαk(r − r∞)2
)
+ Cf21 ≤ Ce−at.
Thus
∫M
0 H
2
1 (x, t)dx is a Lyapunov functional. Using the estimates (1.29) and (7.12)-(7.14), we
obtain (7.15) (m = k + 1), finish the proof of Claim 3 and Proposition 7.3 immediately.
From (1.29), (7.12) and (7.15), using Ho¨lder’s inequality and Sobolev’s embedding Theorem,
we could obtain the following proposition.
Proposition 7.4. Under the assumptions of Theorem 1.3, we obtain
‖ρ(·, t) − ρ∞(·)‖L∞ + ‖r(·, t) − r∞(·)‖L∞ ≤ Ce−at,
for all t ≥ 0, where a is a positive constant.
Proposition 7.5. Under the assumptions of Theorem 1.3, we obtain∫ M
0
(rαu2t )(x, t)dx ≤ Ce−at, (7.17)
for all t ≥ 0, where α = 32 − n and a is a positive constant.
Proof. From (1.30) and (3.70), we have
d
dt
∫ M
0
rαu2tdx+ C45
∫ M
0
(
r2n−2+αu2xt + r
α−2u2t
)
dx
≤ C46
∫ M
0
[r2n−2+αu2x + r
α−2u2 + rα(ρ− ρ∞)2]dx
+C
(
f22 + |∆P |2 + |(∆P )′|2
)
. (7.18)
Let V4 =
∫M
0 (r
αu2)(x, t)dx+ C422C46
∫M
0 (r
αu2t )(x, t)dx. From (1.32), (7.12), (7.16)(k = n− 2) and
(7.18), we have
V ′4 + C
−1V4 ≤ Ce−a0t + Ce−at.
Thus V4 is a Lyapunov functional, and we obtain (7.17) immediately.
Proposition 7.6. Under the assumptions of Theorem 1.3, we obtain∫ M
0
r2n−2+α[∂x(ρ
1+θ∂x(r
n−1u))]2dx+
∥∥∥(u
r
, (rn−1u)x
)
(·, t)
∥∥∥
L∞
≤ Ce−at,
for all t ≥ 0, where α = 32 − n and a is a positive constant.
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Proof. From the equation (1.20)2, we have
(2c1 + c2)r
n−1∂x(ρ
1+θ∂x(r
n−1u)) = ut +Ar
n−1(ργ)x + 2c1(n− 1)rn−2u(ρθ)x + f,
and using the estimates (1.29)-(1.30), (1.32), (7.12)-(7.15) and (7.17), conclude that
∫ M
0
r2n−2+α[∂x(ρ
1+θ∂x(r
n−1u))]2dx ≤ Ce−at,
and ∫ M
0
|∂x(ρ1+θ∂x(rn−1u))|dx ≤ Ce−at. (7.19)
From (1.29), (7.11) and (7.19), using Sobolev’s embedding Theorem W 1,1 →֒ L∞, we can obtain
‖∂x(rn−1u)(·, t)‖L∞ ≤ Ce−at,
and ∥∥∥u
r
(·, t)
∥∥∥
L∞
≤ Ce−at.
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