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Abstract 
Kim, B. M. and J. W. Cho, A new subsumption method in the connection graph proof procedure 
Theoretical Computer Science 103 (1992) 283-309. 
Compared to most of the other resolution-based proof procedures, the connection graph proof 
procedure (CGPP) is superior due to its effective search space reduction rules. A test for 
subsumption in CGPP is sufficiently efficient in comparison with the standard test. But the 
subsumption with no restriction may cause logical inconsistency. The restriction on subsumption 
to maintain the consistency has been an open problem since it was first noticed in 1981. We define 
a new &subsumption which maintains the logical consistency and provides the graph transforma- 
tion method which makes C subsume D with the new definition if C subsumes D with the 
original definition of &sumsumption. 
In the subsumption test in CGPP, it is essential to find a set of pairwise strongly compatible 
matching substitutions between literals in two clauses. This paper presents an algorithm which 
finds a set of pairwise strongly compatible matching substitutions efficiently, based on both the 
reduction of possible matching substitutions and bit operations. The worst-case time complexity 
of this algorithm is analyzed in terms of the estimated maximal number of string comparisons 
and it is shown that our complexity is lower than the other algorithms based on the s-link test. 
Based on the new definition of subsumption and the improved algorithm for the pairwise 
strongly compatible test, an unrestricted subsumption algorithm and a restricted subsumption 
algorithm are suggested. 
1. Introduction 
Since the introduction of the resolution principle by Robinson [14], many 
refinements of the resolution principle based on graphs have been proposed to 
increase efficiency [7, 15, 1,2,8]. Kowalski’s connection graph proofprocedure [7,8] 
has some distinct advantages over previous approaches based upon resolution: 
(a) once an initial connection graph is constructed, all information is present as 
to which literals are potentially resolvable and no further search for unifiable 
complementary literals is needed; 
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(b) application of a deletion operation can result in further deletion operations, 
thus potentially leading to a snowball effect which rapidly reduces the graph. The 
probability of this effect rises with the number of deletion rules available; 
(c) the presence of the complete search space during the connection graph proof 
procedure suggests the opportunity to use parallel evaluation strategies [6,9, lo] to 
improve the efficiency of a generally very slow process. 
To reduce the number of clauses generated in theorem proving, various deletion 
strategies [ 13,3, 121 are suggested. A very powerful deletion rule for resolution-based 
systems is the subsumption rule [4,19]. Subsumption is used not only to discard a 
newly deduced clause when a copy has already been retained, but also to discard 
other types of unneeded information. The use of subsumption sharply improves the 
effectiveness of an automated reasoning program. The value of subsumption was 
shown by examining a typical attempt to prove one of the benchmark problems, 
Sam’s Lemma [19]. 
There are two basic subsumption methods [S, 3, 171. The &subsumption is widely 
used in theorem proving systems to reduce the search space. However, the application 
of &subsumption to the connection graph proof procedure will result in logical 
inconsistency [4]. To overcome this problem, we define a new &subsumption which 
maintains logical consistency in the connection graph proof procedure (CGPP) by 
considering the implicit constraints imposed by links. Since the new definition of 
&subsumption is restrictive, there may exist some clauses which are subsumed with 
the original definition of 0-subsumption but not with the new definition. Therefore, 
we provide a graph transformation method which makes C subsume D with the 
new definition if C subsumes D with the original definition of t!?-subsumption. 
The use of subsumption can be quite expensive because it must be repeated very 
often and is relatively slow [ 191. Two ways are known to overcome the expensiveness 
of subsumptions. One way is to reduce the number of necessary subsumption tests 
[4], and another is to improve the subsumption test itself [5,17]. Eisinger [4] 
developed the s-link test based on the principal idea of the connection graph proof 
procedure. This method provides an efficient preselection which singles out clauses 
D that do not possess the appropriate links to the clause C. Having preselected the 
candidates, one tries to compose the matching substitutions from literals in clause 
C to literals in another clause D to find the matcher 8 from C to D. In some cases 
many compositions are possible, and hence the search for 0 may become expensive. 
Socher [16] tried to improve this search by imposing restrictions on the possible 
matching substitutions. 
In this paper we describe an improved algorithm which tests whether a clause C 
subsumes another clause D. Our algorithm relies on a new object, called a strongly 
compatible list. By use of the strongly compatible lists and appropriate bit operations 
on it, the proposed algorithm reduces the possible combinations of matching 
substitutions between literals and improves the pairwise strongly compatible test 
itself as well. Two subsumption algorithms (Eisinger, Socher) and our algorithm 
are analysed by the estimated maximal number of string comparisons and it is 
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shown that the worst-case time complexity of our algorithm is much lower than the 
other algorithms. 
Based on the new definition of O-subsumption and the improved algorithm for 
the subsumption test, two subsumption methods for the connection graph resolution 
are proposed. The first uses additional links and allows to detect all consistent 
subsumptions. The second avoids the introduction of additional links but allows to 
detect only a restricted class of subsumptions. 
2. Preliminary definitions and notations 
We assume that the reader is familiar with the material found in [3]. A variable 
term starts with an upper case letter and a constant term starts with a lower case letter. 
Definition 2.1. A substitution (T is a mapping from variables to terms. 
We will represent a substitution (+ with s,u = t, for 14 i c n by the set of pairs 
{trls, 1 . . > t,,/s,}, and represent the composition of substitution of (T and T by v l r. 
For convenience, we denote u, 9 . . . l CT,, by l :=, u,. 
Definition 2.2. Two substitutions u and r are called strongly compatible, if u l T = 
7 l u. 
Definition 2.3. Substitutions u,, . . . , CT,, are pairwise strongly compatible, if any two 
substitutions u,, u, E {u,, . . . , a,,} are strongly compatible. 
Definition 2.4. A matching substitution from a term (or literal) s to a term (or literal 
t, respectively) is a substitution p such that sp = t. 
Definition 2.5. uni(C, l,, D) is a set of all matching substitutions mapping a literal 
Z, in clause C onto some literal in clause D. 
For example, given C ={p(X, Y), q( Y, c)} and D={p(a, b), p(b, a), q(a, cl>, 
we have 
uni(C, p(X YL D) 
= {{a/X, bl Y), {b/X, al E-1 and uni(C, q( Y, ~1, D) = {{al VI. 
Definition 2.6. If there is a r with 0 = u l r for any other unifier 0 for s and t, we 
say that u is the most general unifier (mgu) for s and t. 
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Definition 2.7. If two or more literals of a clause C have a most general unifier o, 
then CU is called the factor of C. 
Definition 2.8. Two literals are called complementary, if they are of opposite sign 
and there is a mgu for their atoms. 
Definition 2.9. A connection graph is a pair (C, l?) such that: 
(1) C is a set of clauses. 
(2) Let Lit = lJIE(. I be the set of all literals occurring in the clauses of C. Then 
R E C x Lit x c x Lit is a relation such that 
(a) (C, 1, C’, I’) E l? + 1 E C, I’ E C’, 1 and 1’ are complementary, and 
(b) (Cl, C’, ~‘)ERH(C’,I’, C, ~)ER. 
The graph is said to be total, if condition (2a) also holds in the opposite direction. 
An initial connection graph of given formulas is always total. A literal 1’~ C’ is 
called the neighbor of a literal 1 E C if (C, 1, C’, I’) E R. The elements of R are called 
R-links. 
Definition 2.10. Let G = (C, R) be a connection graph. adj_lit( C, I) = 
{( 0, k) 1 (C, 1, 0, k) E I?} is the set of all the neighbors of 1 E C. 
Definition 2.11. Let G = (C, R) be a connection graph. 
adj_adj_clause(C, I) 
={DIC#D and ~KKrnmnn(C,l,K,rn)~R/\((K,rn,D,n)~RJ 
is the set of all clauses two links apart from I E C. 
3. The subsumption method based on the s-link 
To reduce the search space in theorem proving, redundant clauses have to be 
removed. By redundant clause, we mean a clause whose removal does not affect 
the unsatisfiability of the set of clauses, for example, a tautology or a subsumed 
clause. The subsumption is defined in two ways as follows. 
Definition 3.1. A clause C, subsumes another clause Cz if C, logically implies C,. 
Definition 3.2. A clause C, 0-subsumes another clause C2 if ]C,J S IC,] and there is 
a substitution 0 such that C,B s C2. 
It has been shown in [5, 111 that these two definitions are not equivalent. If we use 
the first definition then most of the resolution-based proof procedures are not 
complete because a clause will always subsume its factors. Therefore, in this paper 
we are concerned only with O-subsumption. 
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In order to perform a subsumption test on two given clauses, we must find a 
matcher 0 such that CB E D. It is well known that finding such 0 is NP-complete 
[5] and the search for one may become expensive. There have been some efforts to 
reduce the cost of finding a matcher 0, cf. [5, 16,3,4, 171. One of them is the s-link 
test based on the connection graph procedure. 
By introducing s-links between unifiable literals and singling out clauses D that 
do not possess the appropriate links to the clause C, the number of tests for 
subsumption is reduced. Having preselected the candidates, one tries to compose 
the matching substitutions from literals in C to literals in D to find a matcher 0 
from C to D. 
The subsumption test based on the s-link is provided by the following theorem. 
Theorem 3.3 (Eisinger [4]). Let C = (1,) . . . , I,,} and D be clauses. Then C subsumes 
D if [Cl s (DI and there is an n-tuple (CT,, . . . , CT,*) E x I’, uni( C, l,, D) such that all 
u, are pairwise strongly compatible. 
The following example [16] illustrates the principle of the test based on 
Theorem 3.3. 
Example 3.4. Given a set {C, D,, I&, D3} of clauses with C = {p(X, Y), q( Y, c)}, 
D, = {p(a, c), r(b, c)l, D2 = {P( U VL 4 V, WI and D3 = {p(a, b), p(b, a), s(a, cl) 
one wants to find out which clauses are subsumed by C. D, can be excluded because 
the literal q( Y, c) in C is not unifiable with any literal in D,, that is, there is no 
s-link from q( Y, c) to a literal in D,. D2 cannot be a candidate because 
uni( C, q( Y, c), D2) = { }. For D3 we obtain the two pairs ((T, , T) and (c2, T), where 
u, = {a/X, b/Y}, CT> = {b/X, a/ Y} and T = {a/ Y}. From these two pairs, (T* and 7 
are pairwise strongly compatible and thus C subsumes D,. 
As shown in this example, in order to find the clauses that are subsumed by a 
given clause C = {I,, . . , I,}, one first has to preselect those clauses that are con- 
nected to all literals in C by the s-links of the connection graph. If D is such a 
clause then each literal in C is unifiable with some literals in D. For such a candidate 
D, we need to perform the pairwise strongly compatible tests on all elements of 
xZ”=, uni(C, l,, D). 
By introducing the s-link, many unnecessary subsumption tests could be avoided. 
But the 0-subsumption in the connection graph refutation may cause logical incon- 
sistency. This had been first noticed in [4] and the example is as follows. 
Example 3.5. An initial connection graph is shown in Fig. l(a). The resolvent of 
link 1 is a tautology and therefore it is removed. The resolvent of link 2 is C5 and 
inserted with its inherited links as shown in Fig. l(b). Since C, is subsumed by C2, 
C5 and its links are removed and the connection graph is reduced as in Fig. l(c). 
The link resolution of 4 is C, and inserted with the inherited links as shown in 
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Cl c4 
5 
P(a) v -p(X) PW 
611 4 -p(a) 1 v P(Y) 
4 2 3 c3 
-p(a) V -p(b) 
c2 
(a) 
Cl 
p(a) v -P(X) 
5 
\ 4 
c3 
-PM V p(Y) 
6 
/ 3 
-p(a) v -p(b) 
c2 
c4 
P(C) 
(c) 
Cl c4 
5 
-P(a) V-PM 
-p(a) V -p(b) 
(b) 
Cl 
PM v -P(X) 
c4 
P(C) 
id) 
c2 
-P(a) v -p(b) 
C6 
Pro v -p(X) 
c4 
P(C) 
(e) 
Fig. 1. 
Fig. 1 (d). C6 subsumes C, and thus C, is removed and the connection graph becomes 
as shown in Fig. l(e). Since C, of Fig. l(e) is a pure clause, it is removed, so the 
graph becomes an empty graph which indicates the initial connection graph is 
satisfiable. However, the initial connection graph is unsatisfiable, that is, an empty 
clause can be derived from it without deletion of the subsumed clause. 
Example 3.5 clearly shows that the application of the 8-subsumption in the 
connection graph refutation may result in the logical inconsistency and demonstrates 
the necessity of restriction on the deletion rules. 
4. A new definition of subsumption in CGPP 
The logical inconsistency is caused by an application of the 0-subsumption to 
the connection graph proof procedure (CGPP) without considering the characteris- 
tics of CGPP. The basic operation in CGPP is a link resolution, in which a link is 
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selected and the corresponding literals are resolved. Therefore, when applying the 
O-subsumption to the connection graph the links must be considered. 
To solve the logical inconsistency of subsumption in CGPP, we define a new 
O-subsumption for CGPP which takes the links into consideration as follows. 
Definition 4.1. Let G = (C, R) be a connection graph, and C, and C, be members 
of C. A clause C, O-subsumes another clause C, if 1 C,I d ICzl, there is a substitution 
0 such that C, /3 s Cl, and all the neighbors of C, 0 in C, are also neighbors of C, , 
that is 
Viz E c2 VI, E c, VC, Vl, 
From now on, we call the definition in Definition 3.2 the original definition of 
(I%) subsumption, and call the definition in Definition 4.1 the new definition of (O-) 
subsumption. When there is no explicit mention of “original” or “new”, (O-) 
subsumption means the subsumption in Definition 4.1. The following relation is 
satisfied between the original definition and the new definition: if C subsumes D 
with the new definition, then C subsumes D with the original definition. 
Example 4.2. Let us apply the new definition of O-subsumption in the connection 
graph to Example 3.5. In Fig. l(b), since there is a unifier 8 = { } such that CzO c Cs 
and the neighbors of C,O in C5 are also the neighbors of Cl, C2 subsumes C,. In 
Fig. l(d), although there is a unifier 0 = {a/ Y, Z/X} such that C,O c C,, C, does 
not subsume C, because there is the neighbor of C,O in C, which is not the neighbor 
of C,, i.e., -p(a) in Cz is connected to p(a) in C, but is not connected to p( Y) 
in C,. Therefore, C, is not deleted and the subsequent link resolutions can lead to 
an empty clause as desired. 
The following lemma shows the logical consistency of the new subsumption rule. 
Lemma 4.3. Let R, be a resolvent derived by resolving a link (0, I,, C,, 1,). Zf C 
subsumes D then C or its factor subsumes R, or the clause Rz such that it or its factor 
subsumes R, is derived by resolving the link (C, 12, C,, 1,) where I20 = 1, and CO c D. 
Proof. Let C subsume D, and a resolvent R, be derived by resolving (D, I,, C,, I,). 
By the definition of subsumption, we have D = CO v D’ and the neighbors of CO in 
D are also the neighbors of C. 
Case I: 1, is in 03. 
By the definition of subsumption there is a link (C, 12, C,, l,) such that I,@ = 1,. 
Then C, D and C, can be represented by 1, v C’, 1, v C’8 v D’ and 1, v Ci, respectively. 
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Let 0, be the most general unifier of literals 1, and --I,, and 13~ be the most general 
unifier or literal 1, and --li. Then, the resolvent R, is (C’O)O, v DO, v Cj0, and the 
resolvent R2 of the (C, 12, C,, 1,) is C’& v C;&. 
From the fact that I, = 1,O and l,O = /,, we get 
l,e,=(i,e)e,= -i;e, =(-l,e)e, 
Since 1,O l 0, = -1,0 l 8, and & is the mgu of l2 and --I,, there is a substitution 8' 
such that 0 l 0, = O2 l 0’. From this we know that 
=(c'e,)e'vD'e,~ (c;e,)e', 
and thus we get R,B’c R,. 
The resolvent R, inherits all the links that are incident to any literals of D and 
C, except to the literals I, and 1,. Similarly, the resolvent R2 inherits all the links 
that are incident to any literals of C and C, except to the literals 1, and 1,. 
If 1 R,I = 1 C’fl v D’ v Cij then 1 RZl d I R,I and thus R2 subsumes R, . Otherwise, there 
exists a factor of R, which subsumes R, . 
Case 2: 1, is not in CO. 
D can be represented by 1, v 03 v D”, and C and C, can be represented as in 
Case 1. Let 8, be the most general unifier of the literals 1, and -I,. Then the resolvent 
R, is ( CO)O1 v D”0, v C;tI, and we get CO l 0, c R,. 
Since R, inherits all the links that are incident to any literals of D and C, except 
to the literals I, and 1,, the neighbors of CO l 0, in R, are also the neighbors of C. 
If JR,I=JCOv D”v C;l then CSIR,I and thus C subsumes R,. Otherwise, there 
exists a factor of C which subsumes R,. 0 
From the following theorem, we conclude that the deletion of subsumed clauses 
does not affect the unsatisfiability of the connection graph. 
Theorem 4.4. Let G’ be a connection graph derived from a connection graph G by 
deleting subsumed clauses. G’ is unsatisjiable if and only if G is unsatisjable. 
Proof. (+) Let us say that C subsumes D and an empty clause is derived by resolving 
the link between unit clauses U, and U, which are derived from the connection 
graph G. It is trivial that if D is not used in deriving the empty clause then the 
deletion of D has no effect on the unsatisfiability of the connection graph. 
Now, we need to show that the deletion of D has no effect on the unsatisfiability 
of the connection graph even if D is used in deriving the empty clause. By repeated 
applications of Lemma 4.3 and the factorization, C or its factor subsumes U, or 
the clause R such that it or its factor subsumes U, is derived from C. 
Case 1: C subsumes U, . Since C subsumes U, , -C and U, are unifiable and 
there is a link between C and U,. Therefore, the empty clause is derived by resolving 
a link between C and L/z. 
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Case 2: A factor of C subsumes U, . Let C be represented by 1, v . . . v 1,. Since 
there is a 0 such that CO = U,, I,0 = U, for each i (1 c is m). Thus -1, and U, are 
unifiable, so there is a link between I, and U, for each i (14 is WI). Therefore, the 
empty clause is derived by resolving the links between li and U, for each i (1~ i s m). 
Case 3: R subsumes U,. For the same reason as in Case 1, the empty clause is 
derived by resolving the link between R and U,. 
Case 4: A factor of R subsumes U,. For the same reason as in Case 2, the empty 
clause is derived by resolving links between Ii and U,. 
(-) Let G and G’ be (c, I?) and (??, F), respectively. Since C’c C?’ and R’c I?, 
G is unsatisfiable if G’ is unsatisfiable. 0 
5. Graph transformation 
We have defined a new 0-subsumption which maintains logical consistency. 
However, there are clauses which are subsumed with the original definition of 
subsumption but not with the new definition of subsumption. In Fig. l(d), Ch 
subsumes C, with the original definition of subsumption, but C, does not subsume 
C, with the new definition of subsumption, because C, does not have the link 
corresponding to the link 6 of C,. If a link between -p(a) in C, and p(Y) in C, 
is inserted as shown in Fig. 2 then C, subsumes C, with the new definition. 
In general we can make C, subsume C2 with the new definition if C, subsumes 
C’, with the original definition by the algorithm in Fig. 3. 
c2 
-p(a) V -p(b) 
P(Y) v -P(x) P(C) 
C6 c4 
Fig. 2. 
s-transformation algorithm 
input: clauses C and D, and connection graph G where C subsumes D with the original definition 
output: clauses C and D, and connection graph G’ where C subsumes D with the new definition 
(a) Let D be CO v D’ 
(b) t_lit={II/ECB} 
(c) For r, m such that I E t-lit and m0 = I and m E C 
(cl) diff_lit = adj_lit( D, I) ~ adj_lit( C, m) 
(c.2) For all (C,, [,) E diff_lit, insert link (C, m, C,, /,) into connection graph 
Fig. 3 
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In order to show that the s-transformation algorithm has no effect on the 
unsatisfiability of the graph, we need some definitions. 
Definition 5.1. If G’ is derived from G by applying the s-transformation algorithm 
to clauses C and D in G then G’ is s-transformed from G with respect to 
C and D. 
Definition 5.2. If G’ is s-transformed or derived by resolution from G then G’ is 
a descendant of G. 
The soundness of the graph transformation method is shown in the following 
theorems. 
Theorem 5.3. Let G’ be s-transformed from G w.r.t C and D. If C subsumes D in G 
with the original definition, then C subsumes D in G’ with the new definition. 
Proof. Let C subsume D in a connection graph G with the original definiton. Then 
D can be represented by CO v D’. By the original definition of subsumption, there 
are literals I, and l2 such that I, E C, l2 E CO, and 1,O = 12. Suppose that there is a 
link (0, 12, C,, 1,) in G and that the link (C, 1,) C,, 1,) does not exist in G. Let us 
apply the s-transformation algorithm to clauses C and D in G. Then the literal 
(C,, 1,) must be in diff-lit by (c) in the s-transformation algorithm, and the new link 
(C, 1,) c,, 1,) must be inserted. 
Therefore, the neighbors of 1 are also the neighbors of m for all literals 1 and m 
such that 18 = m. Consequently, C subsumes D in G’ with the new definition. 0 
Theorem 5.4. Let G,,,,, be an initial connection graph, G be a descendant of Gin,,, and 
let G’ be s-transformed from G. Then G’ is unsatisjiable if and only tf Ginir is 
unsatisfiable. 
Proof. (t) Since inserting new clauses and links into an unsatisfiable connection 
graph has no effect on the unsatisfiability, the connection graph G’ is unsatisfiable. 
(-) Let G’ be (C’, R’) and G,,,, be (C,,,,, R;,,;,). Since C’ can be obtained by 
repeated applications of clause resolution to C,,i, and G,,,, is total graph, G,nir should 
be unsatisfiable. 0 
6. A new algorithm for the pairwise strongly compatible test 
The s-link test [4] for long clauses with more than one matching substiution for 
each literal may require an expensive search of all elements of the Cartesian product. 
To improve the s-link test, we define the strongly compatible list of matching 
substitutions in order to test efficiently whether a clause C subsumes a clause D. 
By using these strongly compatible lists and bit operations we single out useless 
matching substitutions and improve the pairwise strongly compatible test itself. 
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From now on, we use three basic bit operations: 
w,+w,: bit disjunction of w1 and w2, 
w,*wz: bit conjunction of w, and w2, 
W: bit complementation. 
where w, is a bit sequence. For convenience, we denote w, + + . . + w, by +:=, w,. 
Similarly, we denote w, * + . . * w, by *:=, wi. 
To test whether the given two matching substitutions are strongly compatible, we 
need the following definition; 
Definition 6.1. Let {uI, . . , v,} be an ordered set of variables in clause C, and a 
matching substitution v between literals in clauses C and D be { t,/s,, . . . , t,/s,}. 
6(a) is an n-length list such that the ith element is tj if v, = 4, 4 otherwise. 
6(a)=(t,,..., t,) indicates that subsitution (T does not substitute for variable vi if 
t, is 4, otherwise it substitutes ti for vi. 
Example 6.2. Let C = {I,, 12} and D = {k,, k2, k3} with 1, =p(X, Y), 1, =p( Y, Z), 
k, =p(a, b), k2 = p(a, c), k, =p(d, b) and {X, Y, Z} be an ordered set of variables 
in C. We want to find all matching substitutions between literals in C and literals 
in D. Then we can obtain that 
m1 = (a/X, bl Y), c2 = {a/X, cl YI, 
~3 = {d/X, bl Y), ~4 = ial Y, b/-U, 
c5 = ial Y, c/-G, ~6 = id/ Y, b/Z1 
for each (l,, k,) where 1~ id 2 and 1 ~j s3. By Definition 6.1 we obtain that 
a(a,) = (a, b, 41, s(a*) = (a, c, 41, 
a(gJ = (4 b, 41, S(a4) = (4, a, b), 
s(fls) = (4, a, c), 6(~,) = (4, d, b). 
If two matching substitutions CT, and a2 are strongly compatible, they should not 
substitute in a different way for the same variables. That is, if U, substitutes a term 
t for a variable u then a, has to substitute the term t for the variable u or does not 
have to substitute for the variable u. This can be formally described as follows. 
Lemma 6.3. Let (0, , . . . , v,} be an ordered set of variables in clause C, and let U: 
and cr2 be matching substitutions from literals in clause C to literals in clause D. cr, 
and u2 are strongly compatible if and only if 
T,(~((T,)) = 4 v ~r,(S(a,)) = 4 v ~T~(S(V,)) = 7r,(8(a2)) for each i (1~ is- u), 
where ri(X) is a selection function which returns the ith element of X. 
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Proof. (t) We distinguish three cases. 
Case 1: T, (6( (T,)) = #A Since v,u, = v, and clauses C and D are variable-disjoint, 
Uj(Ui ‘~~)=(2~ii(T~)~~ZV~U~=(Vj~*)~~=Vi(~~Z~~). 
Case 2: ~~(??(a~)) = 4. Since vicz = v, and clauses C and D are variable-disjoint, 
Cuse3: ni(8(r1)) = s-~(~((T~)). Since vim, = v,wz and clauses C and D arevariable- 
disjoint, 
= (Vi(TZ)U, = vi(az l (T,). 
By Cases 1-3, if rr,(a(a,)) = 4 or ~~(??(a,)) = 4 or ni(6(a,)) = v~(S(VJ) for each 
i (1~ i G n), then U, and (TV are strongly compatible. 
(3) We assume z-,(6(cr,)) # 4, ~,(6(a,)) f 4 and rr,(s(cr,)) # z-,(&(cJ). By 
Definition 6.1, ui and u2 contains s,/v, and s2/vl, respectively, where s, # s2. From 
this, we know that v,((T, l az) # v,((T~ l (T,) and thus u, . (T> # u2 l (T, . This is contra- 
dictory to the fact that (T, and uz are strongly compatible. Hence, if (TV and (TV are 
strongly compatible then r,(s((~i)) = 4 or T~(~((T~)) = 4 or nj(6(o,)) = ~;(6(cr,)) 
for each i (lsisn). 0 
Lemma 6.3 suggests a new method for testing whether the given two matching 
substitutions (pi and a, are strongly compatible. That is, without calculating (TV l LT~ 
and uz l (T,, we can determine whether (T, and (TV are strongly compatible just by 
comparing 6(a,) with a(~*). For example, we can know that (T, and u4 in Example 
6.2 are not strongly compatible because 
Definition 6.4. Let {v, , . . . , v,} be an ordered set of variables in clause C, and let 
{VI,. . . , r,,} be an ordered set of matching substitutions from literals in clause C 
to literals in clause D. Pi(X), 1 s i< m, is an n-bit sequence such that its jth bit is 
1 if the ith element of 6(u,) is X or 4, otherwise 0 for each j (1 G j s n). Especially, 
when X is 4 we have that all bits of P,(X) are 1. 
Example 6.5. From Example 6.2, we have 
Pi(a)= 110111, P,(d)=001111, P,(4)= 111111, P,(a)=000110, 
P,(b)=101000, P2(c)=010000, P,(d)=000001, P,(4)=111111, 
P,(b)=llllOl, P,(c)=111010. 
In this case, P,(u) = 110111 indicates that variable v, having value a is compatible 
with substitutions 1,2,4,5,6 but not with the substitution 3. 
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Let {a,, . . . , a,,} be an ordered set of matching substitutions from literals in clause 
C to literals in clause D and m be the number of variables in C. Matching 
substitutions which are strongly compatible with (T,, 1 s is n, can be represented 
by an n-bit sequence which is calculated by the following function P((T,): 
We call P((T,) the strongly compatible list for a,. 
Lemma 6.6. Let {v,, . . . , v,} be an ordered set of variables in clause C, and 
{a,, . . . , u,} be an ordered set of matching substitutions between literals in clauses C 
and literals in clause D. u E {u, . . . , a,,} and Us, 1 s k s n, are strongly compatible if 
and only if the kth bit of /3(u) is 1. 
Proof. We must show that if the kth bit of *E”=, PI(ri(8(u))) is 1 then u and uk are 
strongly compatible, and also show that if u is strongly compatible with Us then 
the kth bit of *z, P,(rr,(g(u))) is 1. 
(+) From the fact that the kth bit of *E, P,(n,(G(u))) is 1, the kth bit of 
Pi(n,(8(u))) is 1 for each 1 G is m. By Definition 6.4, ni(6(u)) = 4 or ri(6(u)) = 
~,(S(U~)) or r,(S(u,)) = 4 for each i (1 s ii m). Therefore, by Lemma 6.3, u and 
Us are strongly compatible. 
(+) From Lemma 6.3, ni(6(u)) = 4 or ?Ti(S(U)) = 7r,(6(Uk)) or 7r,(6(Uk)) = c$ for 
each i (1 G i s m). By Definition 6.4, the kth element of P,( x,( 8(u))) is 1 for each 
i (1 G is m). Therefore, the kth bit of *Z, P,(rr;(a(u))) is 1. 0 
Example 6.7. From Example 6.5, we can obtain j3(ui) for each 1 G id 6 as in Table 
1. From this, we know that each ui, 1 G i G 6, is strongly compatible only with itself. 
Some matching substitutions do not contribute to construct a matcher 6’ such that 
CO G D. If such matching substitutions can be identified and removed before the 
actual pairwise strongly compatible tests, we can reduce the effort to find a matcher 
0. Such matching substitutions can be defined as follows. 
Definition 6.8. Let C = {I,, . . . , I,} and D be clauses and u be a matching substitu- 
tion mapping a literal in C onto a literal in D. If there is a lk E {I,, . . . , I,,,} such 
that any matching substitution in uni(C, lk, D) is not strongly compatible with u 
then u is useless. 
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Intuitively we know that a matching substitution cr is useless if the number of 1s 
in p(o) is less than m. But the number of Is in P(a) is not always less than m 
though c~ is useless. Let C = (1,) . . . , f,,,} and D be clauses and {v, . . . , CT,} be a 
set of matching substitutions from literaals in C to literals in D. We can represent 
uni( C, In, D) by an n-bit sequence M,, such that its ith bit is 1 if ci E uni( C, Zk, D), 
otherwise 0 for each k and i (1 s k d m, 1 s i c n). Given these n-bit sequences, we 
can easily test whether a matching substitution u is useless, that is, if there is a lk 
such that M,, l P(a) = 0 then u is useless. 
Example 6.9. From Example 6.2, we have uni( C, I,, D) = {(T,, u2, (TV} and 
uni(C, lz, D) = {fib, c5, (~~}andthusM,,=111OOOandM,,=OOO111. WehaveP(a,) 
for each k (1 s k d 6) as shown in Example 6.7. Since p(q;) * M,, = 0 for each i 
(l~i~3)andP(o--)*M,,=Oforeachj(4~j~6),allak (laks6)areuseless. 
Theorem 6.10. Let C = {I,, . . . , ~,}andDbeclauses.Zfu~uni(C,~,,D)(l~k~m) 
is a useless matching substitution then there is no 0 such that 
COcD and ~=u~~~~~~u~-~~(T’~~+~~~~~~u~, 
where uj E uni( C, Ii, D) for each i (1 s id m, i # k). 
Proof. Let u be a member of uni(C, /k, D) and a useless matching substitution. 
Suppose that there is a 0 such that 
where a, E uni(C, Ii, D). By Theorem 3.3, u,, . . . , ukkl, a, uk+l,. . . , u, must be 
pairwise strongly compatible and thus u is strongly compatible with ui E uni( C, Ii, D) 
for each i (1 s id m, i # k). u E uni( C, Zk, D) is strongly compatible with itself. 
therefore each uni( C, I,, D) (1 d i G m) has at least one matching substitution which 
is strongly compatible with u. This is contradictory to that u is a useless matching 
substitution. Hence, there is no such 13. 0 
By Theorem 6.10, it is not necessary to perform pairwise strongly compatible tests 
on useless matching substitutions. If u E uni( C, lk, D) is a useless matching substitu- 
tion then we can remove u from uni(C, lk, D) without changing the result of 
subsumption tests. In Example 6.9, we know that clause C does not subsume clause 
D without pairwise strongly compatible tests, since all ui are useless. 
Given two clauses C and D, there may be more than one matcher 8 such that 
CB s D. To test that C subsumes D, we only find a matcher, that is, we have no 
need to find all matchers. By this property we can remove more matching substitu- 
tions. 
Definition 6.11. Let C = {I,, . . . , I,} and D be clauses and {u, , . . . , a,,} be an ordered 
set of matching substitutions from literals in C to literals in D. If u,, u, E uni( C, I,, D) 
for some r (1 s rs m) and a, is strongly compatible with each CT~ which is strongly 
compatible with ui then uj includes cr,, denoted by s, s<, u,, where k # i and k # j. 
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Let {a,, . . , u,} be an ordered set of matching substitutions and ~(a,) be 
P(fl,) * iG”, where pin is the n-bit sequence such that the value of its ith bit is 1 
and all remaining bits are 0. Then, we can easily test the <,-relation by bit operations, 
i.e. if r(pi) * r(ci) = 0 then a, G<, uj. 
Example 6.12. Let C={p(X), q(Y)}, D={p(a),p(b), q(a), q(b)} and {X, Y} be 
an ordered set of variables in C. Then we have 
q,= {a/X>, U2 = {b/W, a3={a/Y}, and u4={b/Y}. 
By Definition 6.1, we have 
6(o,) = (a, 4), 6(U2) = (b, d), 6(UJ = (4% a), s(Ud = (4, b). 
we can calculate following strongly compatible lists of matching substitutions: 
P(a,) =P((a, 4)) = P,(a) * P2($) = 1011 * 1111 = 1011, 
~(~~)=~((b,~))=P,(b)*P2(~)=0111*1111=0111, 
~(a~)=~((~,a))=P,(~)*P,(a)=1111*1110=1110, 
p(aJ=p((4, b))=P,(4)*P,(b)=llll* 1101=1101. 
From these strongly compatible lists, we can obtain -y(a,) and y(q2) as follows: 
y(a,)=~(u,)*~4=1011*0111=0011, 
y(u2)=p(uJ*~4=0111 * 1011=0011. 
Since y(u,) * y(uJ = 0, we obtain the relation u, sV u2. Similarly, we obtain the 
relation uJ Grru4. 0 
Theorem 6.13. Let C = {I,, . . . , lm} and D be clauses, u E uni( C, lk, D) and u’ E 
uni(C,l~,D)forsomek(l~k~m),u~,, ~‘andu~~uni(C,l,,D)foreachi(l~i~ 
m, i # k). If there is a 0 such that 
CBgD and 8=u,~...~u~~,*u*u~+,....*um, 
then there is a 0’ such that 
Ce’cD and H'=u,~~~~*u~-,~u'~u~+,~~~~~u,. 
Proof. Let us suppose that there is a 0 such that 
COED and e=U,““‘oUhh~‘U*Uh+,o’.“U,. 
Then, u,, . . , ck_, , u, aA+, , . . . , u,,, are pairwise strongly compatible by Theorem 
3.3. Since u’ includes u, u’ is strongly compatible with u,, . . . , uk_, , uk+, , . . . , u,, 
and u,, . . .) Ukk-,, u’, Ukr+,, . . . , CT, are pairwise strongly compatible. Therefore, 
there is a 0’ such that 
Ce’C D and 8’= U, l . . . l Uk_, ’ U’ l ffk+, l ’ . . l CT,,, 
by Theorem 3.3. 0 
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By Theorem 6.13, we do not need to perform a strongly compatible test on the 
combinations of matching substitutions which contain a matching substitution (T, 
such that (T, E uni(C, li, D), (To E uni(C, Ii, D), and (T, G,, u2. In Example 6.12, we 
can remove (T, and (TV because u2 and u4 include (T, and uXr respectively. 
As Theorem 6.10 (Useless Theorem) and Theorem 6.13 (Included Theorem) 
suggest, we can remove the useless or included matching substitution before we 
take a pairwise strongly compatible test. We call a matching substitution which is 
either useless or included unnecessary. One phenomenon we want to point out is 
that a matching substitution becomes unnecessary due to the propagation of deletion, 
so needs to be deleted. Therefore we should keep deleting unnecessary matching 
substitutions until there is no more such match subsitutition. For examples, let (T,, 
(TV and (TV be matching substitutions from literals in C to literals in 0, and let the 
number of literals in C be 3. Suppose that (T, is strongly compatible with r2 and 
r3, and u2 is not strongly compatible with vi. Then g, is not a useless matching 
substitution. However, the removal of useless matching substitutions, a2 and v3, 
causes (TV to be a useless matching substitution and thus it can be removed. 
Let C = {E, . . . , I,,}, and D clause. Then, in the worst case, 0(n2) strongly 
compatible tests will be needed for each combination (a,, . . . , (T,) E 
x :=, uni( C, Ii, D) in order to check whether C subsumes D. However, given p( vii), 
we can enhance the performance of a subsumption test by the following theorem. 
Theorem 6.14. Let C = {I,, . . . , I,,,} and D be clauses, {(T, , . . . , cr,,} be a set of matching 
substitutions from literals in C to literals in D, and {ux,, . . . , ux,,,} be a subset of 
{a,, . . f , a,}. There is a 0 = a,, l ’ ’ . l a,,,, such that CO c D and uxk E uni( C, lk, D) 
foreach k (lsksm) ifandonlyif 
Proof. Let { uY, , . . . , uyv} g {u, , . . . , u,} be a maximal set of matching substitutions 
which are strongly compatible with each element of {uX,, . . . , Us,,,}. Then we can 
denote *T=, P(uXx,) by +J;, ~.z,. Now, we need to show that u-Xl) . . . , ux,,, are pairwise 
strongly compatible if and only if 
kn*l, P(ux,) * I k=l 
(i) Suppose 
Since 
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{ux,,..., ux,,,} must be a subset of {a,,, . . . , CT,.,}. Thus uX,, . . . , ux,,, are strongly 
compatible with each of {a,, , . . . , CT,,,,}. Therefore cx,, . . . , a,,,, are pairwise strongly 
compatible. 
(ii) Suppose a,, , . . . , flxf,, are pairwise strongly compatible and 
kt, P(VX;,) * kz, p:, f ,z, /J:,. 
There is at least one matching substitution (T such that u E {pXx,, . . . , a,,,,} and 
“g{a;,,, . . ., q}. (T is not strongly compatible with all of {vX,, . . . , CT~,,,,} because 
{Q,..., uYy,} is a maxima1 set which is strongly compatible with each element of 
{fl,,,..‘, Us,,,,}. Therefore a,, , . . . , uxx,,, are not pairwise strongly compatible. 
From (i) and (ii), u c, 2 . . > ux,,, are pairwise strongly compatible and thus there is 
a 0 = u_~, . . . . l cry,,, if only if 
kn*l, P(oq) * 7 
h=l 
p Xl n =k+l 0 
Now we can formulate a new algorithm that returns a pairwise strongly compatible 
set {u,, . . . , a,,,} such that 
(a, ,-. .,flm)El~,uni(C, Ii, D) 
if it exists, otherwise it returns { }. The detail algorithm, pair-wise strongly compatible 
test (PSCT), is described in Fig. 4 and it can be summarized as follows: 
(a) Calculate the strongly compatible list for each matching substitution. 
Our Algorithm PSCT 
Input: clauses C = {I,, , 1,) and D 
Output: a pairwise strongly compatible set {a,, , a,,} such that (u,, , CT,,) Ex YE, uni( C, I,, D) 
1. 
2. 
3. 
4. 
5. 
6. 
Calculate P(a) for all UE U:L, uni(C, /,, D) 
Let I be a n-bit sequence such that its all bits are 0 
(a) for each vk E Uz”=, uni(C, l,, D), if ok is useless then 
(a.1) remove ok 
(a.2) I=I+kI: 
(b) for each rr, and v,EUE, uni(C, 1,, D), if vk srrul then 
(b.1) remove vk 
(b.2) Z=I+p; 
(c) for each (TV E Uz”=, uni(C, 4, D), P(ak) =p(uk) * T 
If uni( C, I,, D) = { } for some i, then return { } 
Repeat steps 2-3 until there is no unnecessary matching substitution 
For each pair (or,, , o,,,,) where (T~& E uni(C, I,, D) 
m m 
if kT, No,,) * k+, lL: = ,z, CL;, then return {a,,, , v ,,,, }
return { } 
Fig. 4. 
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(b) Remove unnecessary matching substitutions until there is no such matching 
substitution. 
(c) Find out a pairwise strongly compatible set {fl,, . . . , am} such that 
(Ul,..., Urn) E j, uni(C, 49 D). 
Example 6.15. Given C={p(X, Y), r(Y,Z), s(X,Z)} and D={p(b,a), p(a,b), 
r(a, d), r(b, c), ~(a, d), ~(a, c)} we want to find out a substitution 8 such that 
CO z D. Let {X, Y Z} be an ordered set of variables in C. Then, we can obtain that 
M p(x,~)=11OOW M,.z,=OO11W Mcx,zj= 000011 and P((T,) = 101000, p(aJ = 
010111, /?(u~) = 101010, p(w4) =OlOlOl, p(a,)=OllOlO, P(aJ =OlOlOl. Since 
P(c,) * M F(x,zI = 0, (T, is removed and thus the strongly compatible lists are adjusted 
as follows: /3(a,)=0101111, #8(a,)=001010, /3(a,)=010101, /3(a,)=011010, 
/I(aJ = 010101. Since u3 * Mpcx,yJ = 0, c3 is useless. By further removing the useless 
matching substitution uj, we can obtain that /3(c2) = 010111, p(uJ = 010101, 
p(ug)=OIOOIO, /3(u6)=010101. Since u5* M,(,,,,= , 0 us is useless and thus 
removed. Consequently we can obtain following strongly compatible lists: p(uJ = 
010101, p(uJ =OlOlOl, P(u6) =OlOlOl. Since p(uJ * p(uJ * p(uJ * 010101 = 
010101, u2, a, and u6 are pairwise strongly compatible. Thus, there is a substitution 
8 = u’2 l u‘$ 9 a, = (a/X, b/ Y, c/Z>. 
7. An unrestricted subsumption method 
We can make C subsume D with the new definition of &subsumption in the case 
that C subsumes D with the original definition of subsumption, by the following 
procedure: 
(a) find pairs of clauses one of which subsumes the other with the original 
definition of subsumption. 
(b) s-transform the connection graph w.r.t the pairs of clauses which are found 
in (a). 
(c) delete subsumed clauses 
Let us apply the above procedure to the connection graph in Fig. 5(a). The 
connection graph in Fig. 5(b) is obtained by subsequently resolving links 1,2, and 
3. Since C,, subsumes C, and C, in Fig. 5(b), we can obtain the connection graph 
in Fig. 5(c) by s-transforming the connection graph w.r.t (CrO, C,) and (C,O, C,). 
The connection graph in Fig. 5(c) is reduced to the connection graph in Fig. 5(d) 
by deleting subsumed clauses. 
In order to find subsumed clauses we must test which clauses are subsumed by 
a given clause with the original definition of 0-subsumption. For this, we introduce 
a new link type, s’-link. 
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Definition 7.1. A subsumption graph is a pair (C, S) such that 
(a) C is a set of clauses. 
(b) Let Lit=lJ,,, 1 be the set of all literals occurring in the clauses of C. Then 
SG C x Lit x c x Lit is a relation such that (C, 1, C’, I’) E S if C # C’, 1 E C, Z’E C’, 
and 10 = 1’. 
The elements of S are called s’-links. These links are directed and are never 
deleted unless one of the parent clauses is removed from C. 
Definition 7.2. Let 
t-set( C, I) = {D E C 13 k E D such that (C, 1, 0, k) E s} 
be a set of all clauses to which there are some s’-links from 1 E C. Then, 
s-set(C) = n t-set( C, I) 
It< 
is the set of all clauses connected to every literal in C by s’-link. 
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Definition 7.3. Let 
t’-set(D, 1) = {C E c) 3k E C such that (C, k, D, 1) E S} 
be a set of all clauses from which there are some s’-links to I E D. Then 
s’-set( D) = lJ t’-set( D, I) 
rin 
is the set of all clauses from which there are some s’-links to D. 
The subsumption test with the original definition is provided by the following 
theorems. 
Theorem 7.4, Let C = {I,, . . . , I,} and D be clauses. C O-subsumes D with the original 
dejinition if and only if 
IC/G~DIA DES-set(C)r\PSCT(C, D)#{}. 
Proof. (+) Let PSCT( C, D) be {ui, , . . , v,,,,}. Then, (T,~, . . , CT,,~~ are pairwise strongly 
compatible and uir is a member of uni(C, Ik, D). Therefore, there exist 0 = 
(T,~ l * * . l ui,,, such that CO G D. 
(+) Since C subsumes D, there is a unifier 0 such that CO G D and there is a 
literal I, in D such that Ii0 = I, for each Ii in C. Therefore each li in C is connected 
to 1, in D by a s’-link. by Definition 7.2, D is a member of s-set(C). 
Since C subsumes D with the original definition, ICI s I DI and there exist a 
0 = ui, l . . * 9 u,,rt for miii E uni( C, lk, D) such that CO G D. Therefore PSCT( C, D) is 
not {}. q 
Theorem 7.5. Let C and D be clauses. If C is B-subsumed by D with the original 
de$nition then D is a member of S’-set(C). 
Proof. We assume that there is no s’-link from D to C. Then this is contrary to the 
fact that C is subsumed by D, because some s’-links from D to C have to exist if 
D subsumes C. Therefore, D is a member of S’-set(C). 0 
The following example illustrates the principle of a test based on Theorem 7.4. 
Example 7.6. For simplicity, all s’-links and R-links except s’-links relevant to C, 
are omitted in Fig. 6. To find all clauses subsumed by C,, we perform the subsumption 
test only on clauses in s-set( C,) = {C,}. Since IC31 G 1~~1 and there is a substitution 
0 = {b/X} such that C,O z C,, C, subsumes C,. 
The s’-link is similar to the s-link in [4]. However, the number of necessary 
subsumption tests with s’-link is less than the one with the s-link. Application of 
the subsumption test with the s-link to the connection graph in Fig. 6 needs more 
subsumption tests on C, and C,. 
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An unrestricted subsumption algorithm 
I* R is a given clause *I 
Calculate S’-set( R) 
for some C E S’-set( R), if C subsumes R with the original definition then 
2.1. s-transform connection graph w.r.t. C and R 
2.2. Delete R and the links adjacent to R 
2.3. Exit 
Calculate s-set(R) 
For all C E s-set(R), if C is subsumed by R with the original definiton, then 
4.1. S-transform connection graph w.r.t. R and C 
4.2. Delete C and the links incident to C 
Fig. I. 
If there is no subsumed clause in the initial connection graph, subsumption 
relation exist only between the resolvent and other clauses which are already 
generated. Therefore we can delete all subsumed clauses by the algorithm defined 
in Fig. 7. 
Since the clauses which are subsumed with the original definition of subsumption 
must be members of S-set of S’-set, they are also subsumed with the new definition 
via s-transformation. The new subsumption algorithm does not cause logical incon- 
sistency because the s-transformation algorithm and the deletion of the subsumed 
clause with the new definition of subsumption have no effect on unsatisfiability of 
CGPP. 
8. A restricted subsumption method 
The main advantage of s’-link is that a plausible subset of candidates for the 
subsumption test is preselected. This preselection and the fact that the literals to be 
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unified are explicitly known, can save considerable time. On the other hand some 
effort has to be invested for the computation of all s’-links in the initial graph. Some 
profit in time has to be paid for by additional storage needed for the s’-link. Hence, 
we will provide a subsumption method that preselects a plausible subset of candidates 
for the subsumption test without the s’-link. 
By the new definition of subsumption, we efficiently perform the subsumption 
test, using only R-links. 
Definition 8.1. R-set(C) =n,,, adj_adj_clause(C, I) is a set of clauses to which 
there are two-links paths from every literals in C. 
Definition 8.2. R’-set( C) = Ultc adj_adj_clause( C, I) is a set of clauses to which 
there are two-links paths from some literals in C. 
The subsumption test with the new definition of O-subsumption is provided by 
the following theorems. 
Theorem 8.3. Let C ={l,, . . . , Z,} and D be clauses. C O-subsumes D with the new 
dejinition if and only if 1 Cl s 1 DI, D E R-set(C), PSCT( C, D) # { }, and all the neigh- 
bors of CO in D are also neighbors of C, where 0 = *km_, ak E uni(C, l,, D) and 
PSCT( C, D) = {a,, . . . , CT,,,}. 
Proof. (+) Since 1 Cl s 1 DI and CO c D and all the neighbors of CO in D are also 
neighbors of C, C subsumes D with the new definition. 
(-+) Since C &subsumes D with the original definition if C O-subsumes D with 
the new definition, 1 Cl s 1 DJ and PSCT( C, D) f { }. Let I E C be connected to m in 
C’. By the new definition of subsumption, there has to be a literal n in D to which 
m in C’ is connected. Therefore, there is a two-links path to D for each literal, so 
D is a member of R-set(C). By the new definition of subsumption, all the neighbors 
of Cf3 in D is also the neighbor of C. 0 
Theorem 8.4. If C is O-subsumed by D with the new dejinition then D is a member of 
R’-set( C). 
Proof. Since D O-subsumes C with the new definition, by Theorem 8.3 we have 
that C is a member of R-set(D). By the definition of R-set, there is at least one 
two-links path from C to D. Therefore D is a member of R’-set(C). 0 
By Theorem 8.3 and 8.4, we do not need to perform subsumption test on all 
clauses. We test only on R-set(C) when we want to find clauses which are subsumed 
by C, and RI-set(C) when want to find clauses which subsume C. 
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A restricted subsumption algorithm 
/* R is a given clause *I 
1. Calculate R-set(R) 
2. If there is a clause C which C E R-set(R) and subsumes R with the new definition 
2.1. Delete R and the links adjacent to R 
2.2. Exit 
3. Calculate R’-set( R) 
4. For all C E R’-set(R), if C is subsumed by R with the new definition, delete C and the links incident 
to c 
Fig. 9. 
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Example 8.5. We want to find clauses subsumed by C4 in Fig. 8(a). Since R-set( C,) 
is { C3, Cg, C,}, we perform the subsumption test on each clause in R-set( C4). Then, 
C, subsumes C3, C,, C, and thus we can get the graph in Fig. 8(b) after the deletion 
of C3, C,, C,. This connection graph is reduced to the connection graph in Fig. 
8(c) by deleting pure clauses, and this new graph is reduced to the empty clause 
by subsequent link resolution. 
The algorithm in Fig. 9 maintains logical consistency, because the deletion of 
subsumed clause with the new definition of subsumption have no effect on the 
unsatisfiability of the connection graph. The main advantage of this algorithm is 
that a plausible subset of candidates for the subsumption test is preselected without 
introducing links of a new type. However, this algorithm is restricted, so C6 does 
not subsume C, in Fig. l(d) because C, is not a member of R-set(C6), although 
C6 subsumes C, with the original 0 subsumption. 
9. Related work and analysis 
There have been several researches to provide a consistent subsumption method 
in the connection graph proof procedure. In the Markgraf Karl system at the 
University of Karlsruhe the subsumption was restricted such that a resolvent may 
not be subsumed by its own parents clauses. However there have been no formal 
proof of its consistency. 
Bibel [15] provided a consistent subsumption method for the propositional con- 
nection graph within the framework of his method by taking the constraints imposed 
by the links into account. Loganantharaj [3] applied Bibel’s method to Kowalski’s 
connection graph for first order case. However, since these two methods have a 
strong restriction such that all the neighbors of subsumed clauses are also neighbors 
of the subsuming clause, a clause C does not subsume another clause D in the 
following case. 
(a) ICI s IDI A CO s D and D has some predicate symbols which do not occur 
in C. 
(b) ICI G IDI A CO c D and there are some literals which are adjacent to D but 
not C. 
The new definition of subsumption defined in this paper is less restricted than 
[ 111, so subsumed clauses detected in [ 111 are also detected in our approach. 
Especially, combined with the graph transformation method which is suggested in 
this paper, the new definition of subsumption can provide an unrestricted subsump- 
tion method. 
In the s-link test, it is essential to find a pairwise strongly compatible set of 
matching substitutions between literals. Now, we compare our algorithm for the 
pairwise strongly compatible test with the two other algorithms, namely Eisinger’s 
algorithm and Socher’s algorithm. The analysis is based on the number of string 
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comparisons to determine whether a clause C = {I,, . . . , I,> subsumes a clause D. 
To measure the complexity of three algorithms, we use the following symbols: 
r: the maximal arity of predicate symbols occuring in literals in 
clauses C and D, 
NC: the number of disjoint variables in a literal in clauses C and 
Q 
ND: the number of disjoint terms which are substituted for a 
variable in clause C, 
Ns: the number of strongly compatible tests needed to see whether 
m matching substitutions between literals are pairwise 
strongly compatible, 
N, : the number of pairwise strongly compatible tests needed to 
find a matcher 8 such that C8 c D. 
To simplify the analysis, we assume that the number of mathcing substitutions in 
each uni(C, I,, D) (1 G i< m) is equal and let it be k. 
In Eisinger’s algorithm, subsumption tests for long clauses with more than one 
matching subsitutions for each literal may require an expensive search of all elements 
of the Cartesian product. Since compositions of substitutions are needed to see 
whether two given subsitutions are strongly compatible and O(N,.z) string com- 
parisons are needed for each strongly compatible test, O(N,N,z) string com- 
parisons are needed for each pairwise strongly compatible test. Thus 0( N,N,N,-2) 
string comparisons are needed for the subsumption test. Since k’s Np s k”, 
1~Ns~m(m-1)/2,and1aN,.~r,intheworstcaseN~=r,N,=m(m-1)/2and 
NP = k”, so the worst-case time complexity of Eisinger’s is O(k”m’r’). 
Socher proposed an improvement of the s-link test for subsumption of two clauses 
[ 161. He tried to improve the search for 0 such that CB E D by imposing a restriction 
on the possible matching substitutions. It is based on the idea of giving the variables 
and literals of a clause a characteristic property, which in fact denotes the information 
about the occurrences of variables in the various argument positions of a literal. 
An order for this characteristic is defined and it is shown that the order is compatible 
with the matching substitution (T from C to D. Thus all matching substitutions that 
do not respect the order can be singled out. However, he does not improve the 
pairwise strongly compatible test itself and thus does not reduce the worst-case time 
complexity of s-link test. 
Socher’s algorithm cannot single out a matching substitution even though it is 
useless, and no included matching substitution is removed. For example, let C = 
{P(X Y), 4( Y X)1 and D = {~(a, c), p(b, d), q(c, b), ~(4 a)] be given. No match- 
ing substitution is singled out because the characteristic matrices of literals p and 
q in C are equal to those in D. EIowever, all matching subsitutions are useless in 
our approach, so no pairwise strongly compatible test is performed. 
By using strongly compatible lists and bit operations, we improve the pairwise 
strongly compatible test and thus reduce the worst-case time complexity of the s-link 
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test. O(km’N,N,) string comparisons are needed to calculate all strongly compat- 
ible lists. O(m) bit-conjuctions are needed for a pairwise strongly compatible test 
when m strongly compatible lists are given. Thus, 0( km’NcND) string comparisons 
and 0( mN,) bit-conjuctions are needed for a subsumption test. Since k* s Np s k”, 
1 s NC d r, and 14 ND s km, in the worst case Np = k”, NC- = r and ND = km, so 
the worst-case time complexity is 0(k2rm3 string comparisons +mk” bit-conjunc- 
tions). 
Let n be the ratio of the time complexity of a string comparison to the time 
complexity of a bit-conjunction. Then, in the case that k2rm3 is greater thn mk”‘/n, 
the worst-case time complexity of our algorithm is 0( k2rm3) and we can reduce the 
worst-case time complexity of Eisinger’s algorithm by O(k”-‘r/m). In the other 
case, the worst-time complexity of our algorithm is O(mk”/n) and we can reduce 
the worst-case time complexity of Eisinger’s algorithm by O(mr*n). 
10. Conclusions 
Two subsumption methods based on the new definition of subsumption were 
described. These two subsumption methods are logically consistent and efficient. 
The efficiency of these two methods is due to a new algorithm for the pairwise 
strongly compatible test, called the PSCT algorithm, which have a lower worst-case 
time complexity than the existing methods. The efficiency of the PSCT algorithm 
is based on the following two facts. 
(i) Construction of strongly compatible lists allows unnecessary matching substi- 
tutions to be identified. Such matching substitutions are removed and are not 
involved at the actual pairwise strongly compatible test to come. This filtering process 
reduces the number of possible combinations of matching substitutions clearly. 
(ii) As for the pairwise strongly compatible test itself, the test is carried out 
efficiently due to the appropriate bit operations on the strongly compatible lists 
which are already constructed. 
The approach of [16] and [4] that actually composes the matching substitutions 
and tests the pairwise compatibility is considered to be slow and expensive. For 
simple examples our approach may not be more beneficial than [ 16,4] because of 
the cost for the computation of the strongly compatible lists of matching substitu- 
tions. But for more complex examples our approach takes advantages over [ 16,4]. 
Although the PSCT algorithm is based on the connection graph proof procedure, 
it may be used in other theorem-proving methods, if matching substitutions from 
literals in one clause to literals in another clause are provided. 
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