C-arm X-ray imaging devices are commonly used for minimally invasive cardiovascular or other interventional procedures. Calibrated state-of-the-art systems can, however, not only be used for 2D imaging but also for three-dimensional reconstruction either using tomographic techniques or even stereotactic approaches.
INTRODUCTION
C-arm systems are devices to perform local therapy using fluoroscopic X-ray imaging. State-of-the-art systems are hybrid devices offering 2D and 3D imaging capabilities 1 . Multi-modality image integration is possible by registering 3D data sets generated from other sources to the C-arm device 2, 3 . If the C-arm projection geometry is known, e.g., by calibration, it is possible to generate 2D renderings from the 3D data sets. Those images can be combined with live fluoro scenes for image-based navigation and guidance 4 . A commercially available product implementing this approach is syngo iPilot (Siemens AG, Healthcare Sector, Forchheim, Germany). A calibrated C-arm system can, however, not only perform 3D tomographic cone-beam reconstruction, but it can also be used to reconstruct a 3D point using stereotactic techniques. While used for the placement of electrodes to known physical locations for the mapping of the brains electrical activity and functional response 5 , the most common clinical application for the stereotactic approach probably is breast biopsy 6 . In this case, the 3D position of a target is recovered by identifying its position on mammograms taken from two different directions.
An interesting question is how accurate state-of-the-art interventional C-arm systems are when used for localization of a 3D point from two X-ray views. To find an answer, we introduce C-arm projection geometry and projection matrices first. Among others, they can be used to compute 3D points from their corresponding 2D shadows acquired under different viewing angles. Afterwards we turn to the 3D reconstruction error. It is our figure of merit. In the next step we explain our setup for simulation study and experiment. Finally we present our results and discuss them.
METHODS
For 3D point-reconstruction from two views 7 , projection matrices are used. These matrices can be obtained either by calculation assuming an ideal geometric model of the C-arm, or by calibration, taking into account the non-ideal behavior of the C-arm system's projection geometry. The calibration of camera systems has been thoroughly studied, and well established techniques exist 8, 9 .
Acquisition Geometry and Projection Matrices
The viewing orientation of a C-arm system is characterized by a primary and secondary anatomic view angle. The primary angle (RAO/LAO) reports how much a C-arm has been rotated to a patient's right/left side (right anterior oblique/left anterior oblique). The secondary angle (CRAN/CAUD) tells how much a C-arm has been angulated toward a patient's head (cranial) or feet (caudal) direction. In addition, it is possible to change the source-to-detector distance (SID) of the system by moving the detector closer to or further away from the patient.
It is possible to model the C-arm X-ray imaging system as a pinhole camera. In this case, a projection matrix can be used to describe how a 3D point is mapped to its corresponding shadow in the projection image. A projection matrix P ∈ R 3×4 is defined as 7, 8, 10
Here, K ∈ R 3×3 represents the intrinsic camera parameters. The matrix R ∈ R 3×3 and the vector t ∈ R 3 comprise the extrinsic camera parameters for rotation and translation, respectively. Taking some change in image coordinate system into account, we can express the intrinsic camera parameter matrix as
The SID is defined as the source-to-image-distance, and p is the pixel size (assumed to be identical in x and y directions). The parameters o x and o y are the coordinates of the isocenter in the image plane. The translational part of the extrinsic parameters can be defined as
The origin of the coordinate system coincides with the isocenter of the C-arm. The variable SOD is the sourceto-object-distance. It is identical to the distance from the X-ray focus to the iso-center of the C-arm system. We also have SID = SOD + OID (4) Basic projection view geometry of a C-arm X-ray imaging system: SID denotes the source-to-image-distance, SOD the source-to-object-distance and OID the object-to-image distance. The iso-center is the origin of the world coordinate system. The z-axis points towards the reader.
where OID is the object-to-image-distance. These parameters are illustrated in Fig. 1 . For this study, we focus on the primary angle only. The secondary angle was not considered, i.e., the CRAN/CAUD view angle was set to zero. In this case, we can write the rotation matrix R as
where α is the angle in RAO/LAO view direction.
Algorithm for 3D Reconstruction from two Views
The algorithm used for reconstructing points in 3D from two 2D projections is taken from Schmidt 7 . We recall Eq. (1)
Since we need two projections for reconstruction, we use the subscript α for the projection matrices, highlighting the angle of the C-arm for the projection. This notation results in
. Given a world point in 3D, w ∈ R 3 , its projection can be calculated as
whereṽ α ∈ R 3 represents the resulting 2D point in the image plane in homogeneous coordinates andw = (w T , 1) T is the world point also expressed in homogeneous coordinates. Using the fact that the fourth component of the vectorw is 1 and that a projection matrix can be expressed as shown in Eq. (6), we get
Solving for the world point w in non-homogeneous coordinates, we get
Since the image pointṽ α is given in homogeneous coordinates, the exact coordinates of the points are only known up to a scaling factor λ ∈ R. Hence, we can writẽ
T representing the actual 2D image coordinates at the detector for a view angle α. This fact can be used to construct a line through the 2D image point and the world point. A point along this line can be described as
Substituting the point of origin
As both lines are assumed to pass through the same world point, we can write
with ν, μ ∈ R. Note that α 1 and α 2 are different values for α representing two C-arm viewing angles. Due to errors during the selection of points in 2D projections associated with the same 3D object, the lines do not necessarily intersect. We rearrange terms and get
This equation can be solved in a least squares approach for μ and ν. To this end, it is beneficial to reformulate Eq. (15) as
Using the substitutions
with b ∈ R 3 and
with C ∈ R 3×2 , Eq. (16) can be rewritten as
The unknowns ν and μ can be found using a least squares approach like the pseudo-inverse C † which is defined as
Applying this to Eq. (19), the unknowns can be found by
Finally, the point in 3D, reconstructed from two views, characterized by α 1 and α 2 , is calculated as the averaged sum of Eqs. (13) and (14) . We get Figure 2 . The relative angle between to projections is defined as their angular difference Δα. The 3D reconstruction error for a particular view difference Δα, measured for a certain 3D point w k (blue) and a specific perturbation i is called
Δα,k . The reconstructed point from noisy data isŵ Δα,k (red).
To indicate that there are multiple 3D points (five in our case), we add the subscript k to w α1,α2 . That is, the k-th reconstructed point is w α1,α2,k with k = 1, . . . , 5. The 3D reconstruction at a particular point w k can be summarized as
with v αi,k being the projected image point of w k under projection angle α i . To introduce errors in the 2D localization step, the 2D points are disturbed by Gaussian noise. The perturbed image points are denoted as:
with Δ σi (Δ σj ) being a two-dimensional perturbation vector assumed to be Gaussian distributed with standard deviation σ. It is added to the 2D point, v αi,k (v αj ,k ), in one of eight directions. Using perturbed 2D positionŝ
whereŵ α1,α2,k represents a set of reconstructed points computed after adding Δ σi (Δ σj ) to the two points in one of N = 8 directions. Since a 3D point is triangulated from two views, and because each 2D point is perturbed, we get a total of N 2 three-dimensional positions for each 3D point observed at a particular view combination defined by angles α 1 and α 2 . To simplify our analysis, we did not consider absolute angles, but relative angles, i.e. we studied the reconstruction error with respect to
Reconstruction Error
To find the 3D reconstruction error, localization by triangulation was performed and the Euclidean norm between the reconstructed 3D position and the corresponding 3D point in the tomographic volume data set was calculated. This was performed for all five points of the phantom.
The 3D reconstruction error for a particular view difference Δα, measured for a certain 3D point w k is defined as
withŵ Δα,k being the reconstructed point from noisy data. For an illustration of view angle difference, Δα and the associated 3D reconstruction error, Δα,k , see Fig. 2 .
We consider the mean reconstruction error¯ Δα for each relative angle and its standard deviation σ Δα as our figure of merit. The mean reconstruction error is defined as
The standard deviation as of¯ Δα is
MATERIALS
Both our simulation and experiments revolved around a custom-made phantom comprising five point objects and an AXIOM Artis dFA C-arm device (Siemens AG, Healthcare Sector, Forchheim, Germany). The work was performed at the Johns Hopkins Hospital (Baltimore, MD, USA), see Fig. 3 . The AXIOM Artis dFA facilitates 3D cone beam reconstruction carried out using syngo DynaCT (Siemens AG, Healthcare Sector, Forchheim, Germany) [12] [13] [14] [15] . The system has a flat-panel detector with a detector pixel size of 0.308 mm. Its 3D spatial resolution is 0.25 mm 1 .
The 2D center positions of the 3D points' X-ray shadows were obtained by forward projecting the 3D positions derived from the 3D data set. The actual 2D points later used for triangulation were generated by perturbing the initial 2D positions, i.e., offsetting them from their original position by adding Gaussian noise with a standard deviation of 1.232 mm (four pixels) in each of eight possible directions.
Phantom and C-arm Imaging
The custom-made phantom comprised five point objects embedded in a box filled with gelatin of size 15 cm x 10 cm x 5 cm. The radio-opaque sphere-shaped objects with a diameter of about 2 mm were arranged such that their shadows showed minimal overlap when taking X-ray projections from various angles.
A 3D dataset of the custom made phantom was used as ground truth both for the simulation study and also for the experimental verification. The center coordinates of the 3D point positions were determined. These center positions were forward projected either assuming an ideal (or real) C-arm imaging geometry to obtain 2D locations for the simulation study (or the experimental verification). The ideal projection geometry is characterized by a source-detector distance (SID) of 120 cm and a distance from source to iso-center (SOD) of 75 cm. The pixel size at the detector was set to 0.308 mm. For the actual C-arm experiment, online projection matrices were used. These projection matrices are output when the system is in operation. Based on a calibration run, they take system imperfections into account 16 . In either case, an ensemble of perturbed 3D positions was calculated by triangulation and evaluated using Eqs. (28) and (29), respectively. 
3D Point Reconstruction
For every combination of two viewing angles, the corresponding projection matrices and perturbed 2D points were used for 3D reconstruction according to Section 2.2. An example of such an image pair is shown in Fig. 4 . There a red circle indicates the 90 % confidence interval around the ground truth. The ground truth in 2D is given by the forward projected 3D point position that was determined in the 3D volumetric data set. Figure 3 . AXIOM Artis dFA C-arm imaging system (Siemens AG, Healthcare Sector, Forchheim, Germany) at the Johns Hopkins Hospital (Baltimore, MD, USA). It was used to generate 2D X-ray projections as well as a 3D data set of a custom-made phantom. C-arm 3D imaging was performed using syngo DynaCT (Siemens AG, Healthcare Sector, Forchheim, Germany).
RESULTS
After triangulation was performed for all possible view combinations, the 3D reconstruction error and the standard deviation for every angular view difference was calculated as described in Section 2.3. To arrive at a mean error for a particular angular view difference, all associated 3D errors are averaged as defined in Eq. (28). The standard deviation for each error was calculated using Eq. (29).
The results for the simulation study were obtained using projections matrices assuming an ideal C-arm imaging geometry. The experimental evaluation was based on online projection matrices generated by the system. These projection matrices take into account that the real projection geometry of an actual C-arm imaging system is non-ideal. The mean reconstruction errors and the associated standard deviations are shown in Fig. 5 .
As expected, Fig. 5 shows that the mean 3D localization error of the real C-arm imaging system is always higher than the benchmark result obtained assuming an ideal system geometry. Note, however, that this difference can be rather small, e.g., only 0.16 mm when orthogonal views are used for triangulation. In this configuration, the actual C-arm system performs almost as well as its idealized counterpart. Then the mean 3D error for an ideal system is 0.82 mm, while the 3D localization error for a real system at this view setup amounts to 0.98 mm. Reducing the angular difference between the two views to 30 o , the mean 3D error for the ideal system and the actual C-arm device increases to about 1.39 mm and 1.65 mm, respectively. The same effect is seen when increasing the angular view difference to 150 o . Also note that not only are the reconstruction errors smallest for orthogonal views, the standard deviations are at their minimums as well. For the ideal (real) C-arm imaging device they are 0.24 mm (0.29 mm) in an orthogonal view configuration and increase to 0.70 mm (0.85 mm) for angular view differences of 30 o (or 150 o ).
DISCUSSION AND CONCLUSIONS
In this paper, we were interested in finding out how well a state-of-the-art C-arm system performs when used for stereotactic X-ray localization. To this end, we studied the 3D localization error between a reference position and its counterpart reconstructed by triangulation from two different C-arm view directions. Gaussian noise with a standard deviation of 1.232 mm (4 detector pixels) was added to the 2D positions to simulate detection errors, e.g., when users do not click exactly at a particular 2D position or when automatic methods are somewhat off.
The results, obtained with a floor mounted AXIOM Artis dFA C-arm system (Siemens AG, Healthcare Sector, Forchheim, Germany), show that these systems have a reproducible, deterministic imaging geometry that facilitates 3D localization by triangulation with millimeter system accuracy. Since the reconstruction error for the real system turned out to be very close to what could be achieved with an ideal system, we also conclude that the online projection matrices for the real C-arm system were precise and reliable.
As expected the best reconstruction results were achieved using views that were orthogonal to each other, i.e., 90 degrees apart. This was true for the ideal device as well as for the real C-arm system. For orthogonal views, the results for an ideal system were 0.82 mm ± 0.24 mm (mean ± standard deviation), while the 3D localization error for a real system amounted to 0.98 mm ± 0.29 mm. Changing the angular difference between the two views to 30 o , the 3D error for the ideal system and the actual C-arm device increased to 1.39 mm ± 0.70 mm and 1.65 mm ± 0.85 mm, respectively. For a view angle difference of 150 o , we get an average error of 1.40 mm ± 0.73 mm for the ideal projection geometry. The real C-arm system yielded a mean error of 1.68 mm ± 0.88 mm at this configuration. Similar results have been reported for a stereotactic breast biopsy X-ray imaging setup.
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Not only were the reconstruction errors smallest for orthogonal views, the standard deviations were at their minimums as well. Put differently, uncertainties in 2D point detection matter less when views are orthogonal. This shows that it is beneficial to use orthogonal views for 3D object localization by triangulation.
A comparison with other navigations systems shows that 3D reconstruction from two X-ray views achieves similar accuracy. For example, the localization error for an electromagnetic system was reported to be 1.1 mm (± 0.2 mm) 19 . Optical tracking systems, on the other hand, can be characterized by a localization accuracy of between 0.26 mm and 2.86 mm, depending on the system in use 20 .
