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1 Premessa
Con  la  presente  tesi  si  vuole  sviluppare  un'applicazione  in  cui  il  runtime  non  avviene 
esclusivamente in modalità locale ma attraverso chiamate a procedure remote (RPC) organizzate su 
un  sistema  distribuito.  Questa  applicazione  verrà  realizzata  in  Java  per  la  parte  client,  con 
riferimento al Java 2 Micro Edition per poter girare su dispositivi mobili java compatibili, in C++ 
per  le  componenti  server  e  dovrà  monitorare  una  serie  di  risorse  remote.  ICE  costituisce  la 
piattaforma su cui verterà principalmente il progetto di tesi: si tratta di una tecnologia middleware 
object oriented, multi piattaforma, compatibile con i più diffusi linguaggi di programmazione. 
Lo  scopo  di  questa  tesi  si  configura  come  approfondimento  di  una  tecnologia  di  middleware 
parzialmente  introdotta  all'interno  dell'know-how  della  Ulis  s.r.l.  per   verificare  se  ICE  in 
abbinamento alla sua versione embedded può diventare la tecnologia di riferimento non solo per gli 
applicativi  di  infrastruttura  ma  anche  per  l'allargamento  del  portafoglio  di  prodotti  in  ottica 
commerciale orientati al mobile, cercando di usare la conoscenza di una tecnologia in più possibili 
ambiti in modo da ottenere una maggiore uniformità a livello di piattaforma, maggiore flessibilità e 
scalabilità di risorse oltre al maggiore capacità di reingegnerizzazione del software.  
Con  questo  lavoro,  si  è  voluto  sviluppare  la  conoscenza  di  Ice  come  tecnologia  orientata  alla 
comunicazione di sistemi fisso-mobile quale alternativa ai protocolli attuali, come SOAP o puro 
HTTP per servizi online, una conoscenza strategica da acquisire in conformità al focus aziendale, 
ovvero servizi end-user mobile, per cui si è estesa l'indagine all'ICE-E (ICE Embedded) visto che 
l'azienda opera proprio nel campo mobile.
Alla fine si è sviluppata una applicazione mobile-fisso, per il controllo remoto di risorse (simulate) , 
al fine di testare la possibilità di sviluppo di un progetto orientato al mondo del mobile con questa 
tecnologia, beneficiando della sua architettura distribuita.
Nel presente elaborato vengono sintetizzati i principali aspetti della tecnologia ICE, con particolare 
riguardo verso le funzionalità effettivamente utilizzate nello sviluppo del progetto, evidenziando i 
passi seguiti e le scelte operate nell'adozione di questa tecnologia soprattutto nel campo mobile, la 
cui architettura (soggetta a limitazioni rispetto alla versione standard) ha influenzato sensibilmente 
il corso di sviluppo costringendo ad apportare delle modifiche al percorso di sviluppo.
Nel capitolo 3 verrà introdotta l'architettura alla base di ICE con riferimento ai componenti utilizzati 
nel progetto, nel capitolo 4 verrà descritto il progetto vero e proprio con i passi seguiti durante la 
realizzazione, nel capitolo 5 una breve descrizione del gateway SMS utilizzato per la simulazione, 
nel capitolo 6 le conclusioni.
1.1 Lo stato dell'arte ed obbiettivi
Attualmente parte delle iterazioni del middleware utilizzano protocolli “standard”, senza una vera e 
propria architettura distribuita.
L'azienda ha elaborato e reingegnerizzato la piattaforma di middleware esistente, proprio per questa 
mancanza del meccanismo per la gestione di sistemi distribuiti, e ICE ha dato lo slancio per nuove 
iniziative  nell'architettura  dei  servizi  presenti  in  azienda,  con  riferimento  specifico  all'ICE-
Embedded.
Al momento una parte dell'architettura presenta alcuni sottosistemi in ICE, e visto che si tratta di 
una  tecnologia  già  introdotta  e  in  fase  di  continuo sviluppo,  si  è  colto  l'occasione  di  sfruttare 
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l'estensione  ICE-E  per  sperimentare  Ice  anche  nell'ambito  del  mobile  inizialmente  per  creare 
strumenti  di  monitoring  di  processi  di  produzione  ma  con  la  prospettiva  di  estendere  questa 
tecnologia  da  una  funzione  intra-aziendale  (telecontrollo  in  mobilità)  alla  possibilità  di  creare 
applicazioni di comunicazione e interazione con  sistemi centralizzati, alternativi dal punto di vista 
tecnologico a SOAP, HTTP, e WAP.
Con questa tesi si è voluto quindi scoprire se ICE, con ICE-E, sarebbe potuta diventare la tecnologia 
di riferimento non solo per applicativi infrastrutturali ma anche per la realizzazione di client per 
l'utenza commerciale orientati al mobile cercando di sfruttare il know-how di una tecnologia in più 
possibili  ambiti  in  modo  da  ottenere  una  uniformità  di  competenze,  maggiore  flessibilità  e 
scalabilità di risorse e capacità di re ingegnerizzazione del software e dei servizi.
2 ICE: un nuovo middleware
Dalla fine degli  anni 90 sono entrati  a  far parte  come strumenti  spesso essenziali  nell'industria 
informatica  le  piattaforme  middleware orientate  ad  oggetti,  come  DCOM  (.NET  dal  2002)  e 
CORBA.
Questo  tipo di  piattaforma rappresenta  un importante  passo per consentire  ai  programmatori  lo 
sviluppo di software distribuito,  senza curarsi troppo in dettaglio degli  aspetti  di  networking:  il 
middleware infatti  automaticamente  si  occupa  per  esempio  del  marshalling e  unmarshalling 
(codifica e decodifica dei dati per la trasmissione), collegamento degli oggetti logici ad effettivi 
endpoint fisici,  cambiamento della rappresentazione dei dati in accordo con l'architettura nativa 
della macchina su cui gireranno le applicazioni di client e server, avvio on demand dei server.
Molti limiti affliggono sia DCOM che CORBA determinando il loro limitato successo, e si possono 
riassumere in questa lista:
-DCOM è una soluzione proprietaria Microsoft con tutti i pregi e i limiti che ne conseguono, da cui 
ne  deriva  una  incompatibilità  nelle  soluzioni  che  prevedono  una  rete  eterogenea  composta  da 
molteplici sistemi operativi.
-DCOM non può gestire grandi quantità di oggetti (dell'ordine del milione), principalmente a causa 
dell'overhead del sistema distribuito di garbage collection.
-CORBA soffre di una scarsa interoperabilità tra le sue differenti implementazioni
-DCOM e CORBA sono particolarmente complessi da utilizzare
-CORBA soffre di supporto ufficiale
A partire dal declino di DCOM e CORBA, è sorto un grande interesse per SOAP e i web services, 
binomio  le  cui  intenzioni  originali  erano  che  diventasse  uno  standard  per  la  programmazione 
distribuita sul web.
Malgrado non avessero ricevuto una larga pubblicità, i  web services non hanno avuto il successo 
sperato per i seguenti motivi:
● -SOAP impone una quantità di banda e calcolo di CPU particolarmente esosa, costringendo 
questa tecnologia a non essere adatta per sistemi performance-critical;
● -i  livelli  di  astrazione forniti  da SOAP sono troppo bassi  per  permettere  lo  sviluppo di 
applicazioni  che  non  dipendano  da  soluzioni  proprietarie  presenti  nelle  offerte  dei  vari 
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vendors, e questo causa anche una assenza di interoperabilità tra differenti approcci.
● -manca una vera standardizzazione
Fino ad ora la scelta di un sistema piuttosto che un altro si è rivelata un compromesso, e da qui la
ZeroC Inc. decise di sviluppare Internet Communication Engine (abbreviato ICE) con gli obbiettivi 
di fornire:
● una piattaforma middleware orientata agli oggetti adatta all'uso in ambienti eterogenei (sia 
per quanto riguarda il linguaggio di programmazione che il sistema operativo scelto)
● uno strumento per lo sviluppo di applicazioni realmente distribuite
● maggiore facilità nell'apprendimento, rispetto ad un sistema come CORBA
● efficienza in termini di banda consumata e cicli di CPU.
● sicurezza
3 Architettura ICE
3.1 Cosa rappresenta ICE 
ICE è una piattaforma middleware orientata ad oggetti. Ciò significa che ICE fornisce gli strumenti, 
le API, e librerie per sviluppare applicazioni client-server orientate agli oggetti.
Le applicazioni ICE sono adatte all'uso in ambienti eterogenei: client e server possono essere scritti 
in  differenti  linguaggi  di  programmazione,  e  possono  girare  su  sistemi  operativi  e  macchine 
differenti,  oltre  a  poter  comunicare  con  vari  protocolli  di  networking.  Il  codice  di  queste 
applicazioni è quindi totalmente portabile a prescindere dall'ambiente in cui avviene il deployment.
3.2 Definizione dei termini principali
3.2.1 Client e Server
Client e  server non rappresentano in maniera rigida le parti di una applicazione, bensì ruoli che 
vengono scambiati dinamicamente all'interno di essa:
-i client sono entità attive che inoltrano le richieste ai server per i loro servizi
-i server sono entità passive che forniscono questi servizi in risposta alle richieste dei client
Può capitare che i server gestiscano oltre alle richieste dei loro servizi, anche richieste da inoltrare 
ad altri server in una architettura distribuita.
Similmente ciò avviene anche per i client, in cui nel caso di una operazione che richieda un tempo 
di elaborazione molto lungo, sia passato un oggetto  callback  utilizzato dal server per avvisare il 
client del completamento dell'operazione.
Per dare una definizione di questo continuo scambio di ruoli, si può pensare alle figure client-server 
come un sistema peer-to-peer.
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Per schematizzare una struttura logica:
Il codice presente in entrambi le parti è composto da quello applicativo, librerie, e il codice generato 
a partire dalla definizione Slice, ovvero:
● La parte dell'Ice  core contenente il  supporto per la comunicazione.  La maggior  parte di 
questo codice infatti riguarda dettagli di networking, e sul meccanismo di threading,
● La parte, sempre del core, generica (indipendente dalle specifiche imposte dalla definizione 
in  Slice)  a  cui  ci  si  accede  attraverso  le  API:  con  queste  ultime  per  esempio  si  può 
controllare l'inizializzazione e la terminazione dell'Ice run time. Le API sono identiche sia 
per client che per server (sebbene il server ne utilizzi una parte maggiore).
● Il codice proxy, generato dalla definizione Slice che specifica i tipi degli oggetti e dei dati. Il 
codice proxy ha due importanti funzioni:
○ fornisce una chiamata down-call al client. La chiamata di una funzione nel codice del 
proxy  termina  nell'invio  di  un  messaggio  RPC  al  server  che  invoca  una  funzione 
corrispondente nell'oggetto richiesto
○ fornisce un sistema di marshalling e unmarshalling del codice: per marshalling si intende 
la serializzazione di una complessa struttura dati per una più efficiente trasmissione in 
rete.  Il  codice  che  si  occupa  di  questo  processo  converte  il  dato  in  un  tipo  che  è 
standardizzato per la trasmissione ed è indipendente dalle regole di padding e di codifica 
del carattere. Per unmarshalling si intende il processo inverso.
● Il codice  skeleton è altresì generato dalla definizione Slice,  e, pertanto, specifico ai tipi di 
oggetti e di dati che sono stati definiti in Slice. Il codice skeleton è l'equivalente lato server 
del codice proxy per il client: fornisce una interfaccia UP-CALL che permette al run-time di 
trasferire il thread di controllo all'applicazione. Lo skeleton contiene inoltre il codice del 
marshalling e unmarshalling, così che il server può ricevere parametri inviati dal client e 
ritornare a sua volta parametri ed eventuali eccezioni.
● L'adattatore dell'oggetto è parte delle API fornite da ICE, ed è relativo alla parte di codice 
lato server. L'adattatore ha le seguenti funzioni:
○ esegue  un mappatura  tra  le  richieste  in  arrivo  dai  client  ai  specifici  metodi  presenti 
nell'oggetto. In altre parole, l'adattatore traccia i servant con gli ID degli oggetti presenti 
in memoria.
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○ L'adattatore dell'oggetto è associato con uno o più endpoint di trasporto. Se più di uno di 
questi  endpoint  è  associato  ad  un adattatore,  i  servant  che  concretizzano  gli  oggetti 
all'interno dell'adattatore possono essere raggiunti attraverso più canali di trasporto. Per 
esempio si può associare un endpoint sia TCP/IP che UDP con un adattatore, in modo da 
offrire connessioni con diverse qualità del servizio e caratteristiche di performance.
○ L'adattatore è responsabile della creazione di proxy che possono essere passati al client. 
Conosce il tipo, identità e i dettagli di trasporto di ognuno dei suoi oggetti e contiene le 
informazioni  necessarie  quando l'applicazione lato  server  richiede la  creazione di  un 
proxy.
3.2.2 Oggetti ICE 
Un oggetto ICE rappresenta concettualmente una entità, un'astrazione, ed è così caratterizzato:
● è una entità nello spazio degli indirizzi locali o remoti che risponde alle richieste del client
● un singolo oggetto ICE può essere istanziato in un singolo server o su più server in maniera 
ridondante.  Se un oggetto ha più istanze simultanee rimane comunque come un singolo 
oggetto ICE
● ogni oggetto ICE ha una o più interfacce. Una interfaccia è un insieme di operazioni che 
sono supportate dall'oggetto, invocate dai client nelle loro richieste
● i  parametri di una operazione hanno una direzione: possono essere  in-parameter se sono 
inizializzati dal client o out-parameter se sono inizializzati dal server e passati al client. Il 
parametro di ritorno è semplicemente un particolare out-parameter
● un oggetto  Ice  ha di  base l'interfaccia  principale,  e  opzionalmente  altre  interfacce  (note 
come facet) che il client può scegliere
● ogni oggetto ICE ha un univoco ID. Pertanto non può sussistere che due oggetti abbiano uno 
stesso identificatore all'interno di un dominio di comunicazione ICE.
3.2.3 Proxy
Un client per poter connettersi ad un oggetto ICE deve necessariamente avere il suo proxy. Il proxy 
è la rappresentazione (talvolta remota) dell'oggetto ICE per il client.
Nel momento in cui il client invoca una operazione sul proxy, l'ICE run time:
1. rintraccia l'oggetto ICE richiesto
2. se necessario attiva il server corrispondente
3. attiva l'oggetto all'interno del server
4. trasmette gli in-parameters all'oggetto ICE
5. attende il completamente dell'operazione
6. restituisce i parametri di risposta (out-parameters) e il valore di ritorno al client (o lancia 
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una eccezione in caso di errore).
Un  proxy  racchiude  tutte  le  informazioni  necessarie  in  modo  da  eseguire  questa  sequenza  di 
operazioni appena descritta. 
In particolare un proxy contiene:
● informazioni di indirizzamento, così da consentire al  run-time lato client di  collegarsi al 
server corretto
● l'ID dell'oggetto che identifica l'oggetto effettivamente richiesto presente nel server
● l'identificatore di un facet opzionale che determina a quale particolare facet di un oggetto il 
proxy si riferisce.
Esistono vari tipi di proxy: con stringa, diretti ed indiretti. Vediamo in che cosa consistono.
3.2.3.1 Proxy con stringa
SimplePrinter: default -p 12000
Questa è la forma più intuitiva con cui si può rappresentare un proxy. Le API di ICE forniscono le 
chiamate che permettono di convertire un proxy nella sua forma in stringa e viceversa (utile per 
esempio se si vuole salvare i proxy all'interno di un database o un file di testo).
Un client ha bisogno dell'ID dell'oggetto, l'indirizzo a cui corrisponde e (per invocare l'operazione) 
il suo tipo.
3.2.3.2 Proxy diretto
Un  proxy  diretto  contiene  l'ID  dell'oggetto  insieme  all'indirizzo  del  server  corrispondente. 
L'indirizzo è specificato interamente da:
● il tipo di protocollo (TCP/IP o UDP)
● l'indirizzo (host e porta)
Per raggiungere l'oggetto rappresentato con un proxy diretto, l'ICE run time usa le informazioni di 
indirizzamento  per  contattare  il  server;  l'ID  dell'oggetto  è  inviato  al  server  con  ogni  richiesta 
inoltrata dal client.
3.2.3.3 Proxy indiretto
Un proxy indiretto è di due tipi: può fornire solo l'ID dell'oggetto (well-known) o può specificare 
anche l'ID dell'adattatore.
Un semplice esempio del primo tipo di proxy è indiretto è con la stringa:
 SimplePrinter  
in cui si fa riferimento ad un oggetto il cui ID è appunto SimplePrinter.
Un esempio invece del secondo tipo di proxy indiretto è il seguente:
SimplePrinter@PrinterAdapter
Ogni oggetto che faccia riferimento a questo adattatore può essere raggiungibile utilizzando questo 
proxy, a prescindere che l'oggetto sia anche di tipo well-known.
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C'è  da  notare  che  il  proxy  indiretto  non  contiene  alcuna  informazione  di  indirizzamento.  Per 
determinare quindi il server corrispondente, il run-time lato client dovrà passare le informazioni 
contenute nel proxy ad un particolare servizio di  Location,  il  quale,  agendo come repository di 
servizi,  eseguirà  una  ricerca  nella  sua  lookup  table  che  contiene  tutti  gli  indirizzi  dei  servizi 
registrati al suo interno e ritornerà alla fine l'indirizzo del server corrispondente al servizio richiesto. 
(il  Location  Service  verrà  trattato  più  in  dettaglio  successivamente).  A  questo  punto  il  client 
conoscerà l'indirizzo del servizio e gestirà normalmente la richiesta.
L'intero processo è simile al mappatura dei domini Internet ai corrispondenti indirizzi IP attraverso 
il DNS: quando si digita un indirizzo, il DNS si occupa della  risoluzione di questo indirizzo nel 
corrispettivo indirizzo numerico, e una volta noto, questo indirizzo viene utilizzato per contattare il 
server interessato. Con ICE la mappatura avviene dall'ID dell'oggetto (o dell'adattatore) alla coppia 
protocollo-indirizzo: perché ciò avvenga il run-time lato client conosce come raggiungere il servizio 
di Location attraverso opportuni file di configurazione. 
Per ulteriori dettagli sul servizio di Location rimando al CAPITOLO 3.9.1.2.
3.2.4 Servants
Come spiegato precedentemente, un oggetto ICE è concettualmente rappresentato da una entità, la 
quale a sua volta è fornita di:
● tipo
● ID
● informazioni di indirizzamento
Le richieste del client devono terminare su una entità lato server che si occupa della sua effettiva 
elaborazione.
Il servant rappresenta proprio questa parte di codice che risponde alle invocazioni che arrivano dal 
client, rappresentando uno o più oggetti ICE: in sostanza il servant è semplicemente l'istanza scritta 
nello sviluppo del codice lato server, e che è registrata per “servire” uno o più oggetti ICE. I metodi 
nella classe corrispondono alle interfacce dell'oggetto ICE.
Un singolo oggetto ICE può avere a sua volta più servant. Per esempio, si può creare un proxy che 
per un oggetto con due differenti indirizzi per diverse macchine. In tal caso, avendo due server, 
ognuno di essi conterrà un servant per lo stesso oggetto. Quando il client invoca un'operazione su 
questo oggetto, il run-time lato client invia la richiesta a un server dei due: se la richiesta fallisce 
allora invierà la richiesta al secondo, e solo se fallisce anche questa verrà inviato al client un errore.
3.2.5 Semantica “At-Most-Once”
Le richieste ICE seguono la semantica “al più una volta sola”: in pratica l'ICE run-time si prende in 
carica di consegnare la richiesta a destinazione, e, a seconda delle circostanze, può ritornare un 
fallimento.  ICE  garantisce  che  o  consegna  la  richiesta,  o  informa  il  client  con  l'appropriata 
eccezione che questa non può essere inoltrata. In nessun caso questa richiesta verrà spedita una 
seconda volta.
Questo tipo di semantica permette che le operazioni che non sono idempotenti1possano essere usate 
1 Una operazione si dice idempotente quando, se eseguita più di una volta, ha lo stesso effetto che se eseguita una 
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in maniera sicura.
Sebbene  senza  questo  tipo  di  semantica  si  possano  progettare  sistemi  distribuiti  più  robusti  in 
presenza di malfunzionamenti di rete, sistemi realistici richiedono operazioni non idempotenti, così 
con questa semantica diviene necessaria anche se il  sistema diventa più suscettibili  a errori con 
interruzioni di rete.
Con ICE è possibile selezionare individualmente quali operazioni si vogliono idempotenti, per cui 
l'ICE run-time utilizzerà un meccanismo di error-recovery più forte rispetto a quelle che non lo 
sono.
3.2.6 Modalità di invocazione dei metodi
Di default  il  modello di  gestione delle richieste  usato da ICE è rappresentato  da una chiamata 
sincrona ad una procedura remota, che si comporta come una chiamata locale, per cui il thread del 
client si interrompe per tutta la durata della chiamata e riparte al momento in cui questa completa (e 
i risultati sono disponibili).
3.2.6.1 AMI: Asynchronous Method Invocation
In alternativa ICE offre la possibilità al client di invocare metodi in modalità asincrona, in cui, 
attraverso il proxy, oltre a passare i soliti parametri, viene passato anche un oggetto di  callback e 
subito dopo il client ritorna. Una volta completata l'operazione, il run-time lato client invoca un 
metodo sull'oggetto callback usando come parametro di chiamata il risultato dell'operazione della 
callback (o in caso di errore passando il messaggio lanciato dall'eccezione).
Il server non distingue una invocazione asincrona da quella asincrona, vede semplicemente il client 
che invoca una operazione su un oggetto.  
Per l'analisi più dettagliata del funzionamento AMI/AMD con l'esempio si rimanda al CAPITOLO 
3.5.
3.2.6.2 AMD: Asynchronous Method Dispatch
Come ulteriore possibilità,  ICE offre l'equivalente dell'AMI lato server. Con questa modalità,  il 
server riceve l'invocazione di un metodo e sospende il processo che lo gestisce sino a che il risultato 
non è disponibile senza  tenere occupato alcun thread per la durata dell'invocazione.
Quando  arriva  l'invocazione  di  una  operazione,  invece  di  forzare  a  servirla  immediatamente, 
l'applicazione lato server può scegliere di ritardare l'esecuzione della richiesta, e di conseguenza 
rilasciando il thread di esecuzione; a quel punto il server è libero di fare le operazioni che vuole.
Una volta che il risultato è disponibile l'applicazione server esegue delle chiamate per informare 
l'ICE run-time che la richiesta ricevuta precedentemente è in grado ora di restituire i parametri al 
client.
Questa modalità di invocazione è utile per esempio se il server offre operazioni bloccanti (così è in 
grado di gestire migliaia di client senza che al suo interno ci sia alcun thread occupato).
Come l'AMI per il server, l'AMD rimane a sua volta completamente trasparente per il client, così 
che questo non può decidere  se  il  server  debba gestire  la  sua richiesta  in  maniera  asincrona o 
sincrona.
volta sola. Per fare un semplice sempio: X=1 è idempotente, mentre X++ non lo è.
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3.2.7 Modalità “dispatch”
Al pari di Corba, Ice offre un modello di chiamata sincrona “dispatch” lato server. In altri termini 
una invocazione da parte di un client si risolve in una chiamata di funzione verso il codice di una 
applicazione lato server;  la chiamata del client  è completa una volta che la funzione sul server 
ritorna e il run time ha serializzato il valore di ritorno indietro al client.
La connessione sincrona risulta inappropriata in alcune situazioni. Per esempio basta considerare 
l'operazione di lettura bloccante inizializzata da un client (queste operazioni sono comuni in Corba 
– per esempio sia i servizi di Evento che di Notifica offrono queste operazioni per consegnare gli 
eventi ai client).  
Come è rappresentato in questa figura 
per ogni client che sta aspettando l'arrivo dei dati bloccati nell'invocazione di una operazione di 
lettura, il server perde il thred di esecuzione poiché l'operazione lato server non può completare 
senza che anche l'operazione lato client termini.
Come risultato, queste operazioni bloccanti sono difficili da bilanciare a causa del considerevole 
consumo di risorse di ogni thread.
Per risolvere questo problema, Ice fornisce un a modalità asincrona per questo tipo di chiamata. 
Similmente per la versione sincrona, il run time chiama una funzione definita dall'applicazione per 
ogni invocazione di operazione intrante. 
Tuttavia, come mostrato nella figura seguente
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questa  funzione  può  completare  senza  che  l'invocazione  nel  client  completi,  rilasciando  di 
conseguenza il controllo del thread..
Per completare l'operazione, il server più tardi invoca una funzione di callback all'interno del run 
time di Ice.  (Il  server può invocare il  callback da un thread diverso da quello che ha ricevuto 
originariamente l'invocazione). Quando il server esegue la callback, il run time riceve il risultati di 
ritorno (o eccezioni) per l'invocazione e serializza il risultati indietro al client.
Per i client, i dispatch sincroni e asincroni sono indistinguibili, e l'informazione trasmessa sul filo 
(on-the-wire) è identica per entrambe le modalità di dispatch.
Il  dispatch  asincrono  permette  al  server  di  multiplare  un  consistente  numero  di  invocazioni 
concorrenti all'interno di un ridotto numero di thread e pertanto permette di sviluppare progetti che 
non potrebbero essere bilanciati con il dispatch sincrono. 
 
3.2.8 Slice (Specification Language for Ice)
Ogni oggetto ICE è provvisto di una interfaccia con un certo numero di operazioni al suo interno. 
Interfacce, operazioni e i tipi di dati che sono scambiati tra client e server sono definiti usando il 
linguaggio Slice. Slice permette di definire il rapporto client-server in modo da essere indipendente 
dai linguaggi di programmazione usati da entrambe le parti (C++, Java, o C#). Le definizioni Slice 
sono compilate da appositi compilatori (a seconda del linguaggio in cui si vuole prodotto in uscita), 
in API specifiche per le interfacce e i tipi che il programmatore ha definito.
3.2.9 Language Mappings
Le regole che governano il modo in cui ogni costrutto Slice è tradotto in uno specifico linguaggio di 
programmazione è noto come language mapping. Per determinare il tipo di API corrispondente, si 
necessita solo di sapere la definizione Slice dello stesso e le rispettive regole di “mappatura” per il 
linguaggio scelto. Regole che sono abbastanza semplici da rendere inutile la lettura (e soprattutto la 
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comprensione) del codice generato delle API.
Ice al momento fornisce le regole di traduzione per Java, C++, PHP e Visual Basic. Le traduzioni 
per Java assomigliano a quelle che opera Corba ma in maniera più semplice e in forma più ridotta 
per via del tipo di modello più semplice costituito da Slice.
La mappatura di  Corba per il  C++ hanno subito molte critiche per le loro complessità e per la 
difficoltà di utilizzo delle API. I programmatori necessitano di esercitare una particolare attenzione, 
soprattutto verso la gestione della memoria, per evitare bug non rintracciabili. 
Il seguente frammenti di codice Corba C++ contengono tutti degli errori:
 
Negli  esempi  contrassegnati  con “§”  la  funzione  getString() ritorna  un  char*.  La  memoria  per 
questa stringa è allocata dal chiamante, usando appunto questa funziona, e si aspetta che il ricevente 
deallochi  la memoria  nuovamente,  altrimenti  si  provoca uno spreco di memoria.  Questi  esempi 
usano tutti il valore di ritorno della getString() senza che si assegni ad una variabile, con il risultato 
che il valore di ritorno non può essere deallocato e di conseguenza l'applicazione soffre di spreco di 
memoria (MEMORY LEAK).
Il  codice  che  compila  correttamente  può  nascondere  diversi  errori  latenti  che  si  possono  non 
manifestarsi  sino a che lo sviluppatore cambia il  sottostante sistema operativo o compilatore.  Il 
Mapping Corba per il C++ contiene molti tipi di problemi:
● le  API  passano  dinamicamente  la  memoria  allocata  come puntatori  grezzi,  che  portano 
facilmente ad errori per la gestione della memoria
● le regole di passaggio dei parametri sono complesse. Dove un parametro è passato nello 
stack o nella memoria allocata dello heap dipende sulla direzione del parametro e sul tipo
● la responsabilità dell'allocazione o della deallocazione della memoria dinamica talvolta è del 
chiamante talvolta è del chiamato, a seconda della direzione del parametro e del tipo
● di solito, il chiamante è responsabile della deallocazione di valore di ritorno a lunghezza 
variabile. Tuttavia, il chiamato mantiene il possesso della memoria per alcune API, così le 
regole di gestione della memoria divengono internamente inconsistenti
● l'allocazione e la deallocazione di molti tipi di dati spesso richiede l'uso di funzioni speciali 
– in contrasto con il C++ new e delete. Il mancato utilizzo di queste funzioni speciali si può 
tradurre come un funzionamento normale oppure portare ad una alterazione dello heap, a 
seconda del sottostante sistema operativo
● la scrittura di codice sicuro da eccezioni richiede un considerevole sforzo a causa dell'uso di 
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void f(CORBA::octet o);
void f(CORBA::Boolean b); //ambiguo
cout << ref->getString();  // §
r1->putString(r2->getString()); // §
char *p = getString();
delete p; //provoca un'alterazione dello heap
std::string s(ref->getString()); // §
if(ref1==ref2) .... //non definito
puntatori grezzi nelle fasi di mapping
● il mapping ignora il threading. Il limite alla quale le operazioni sono sui tipi di dato sono 
thread-safe dipende dalla implementazione
● le API per i tipi di dato sono larghi e complessi. Per esempio, i mappings per i tipi union, 
any, TypeCode, e sequence sono difficoltosi da usare correttamente
● il mapping del Corba C++ precede le specifiche ISO del C++ e pertanto non fa uso dei tipi 
standard come string, vector o map
● se i tipi di valore contengono dei riferimenti circolari, il mapping Corba C++ semplicemente 
spreca la loro memoria.
Il mapping Ice C++ evita le insidie del corrispettivo Corba C++:
●  il  mapping  è  libero  da  artifizi  per  la  gestione  della  memoria.  Le  istanze  allocate 
dinamicamente possono essere passate solo per valore come  puntatori “smart”, così che il 
programmatore  non ha mai  bisogno di  allocare alcunché.  (E'  sicuro  ignorare  i  valori  di 
ritorno, per esempio, e il mapping non spreca mai memoria in presenza di eccezioni)
● il mapping è completamente thread-safe
● la stringa in Slice corrisponde alla string in C++
● il dizionario Slice corrisponde al map in C++
● la sequenza al vector
● tutti i tipi slice built-in corrispondono a tipi C++ che sono distinguibili per overloading
● il meccanismo della garbage collection garantisce che le classi con riferimenti circolari non 
causino sprechi di memoria
Soprattutto, il mapping C++ offerto da Ice è intuitivo da usare, richiede molte meno linee di codice 
per  una  funzionalità  equivalente,  integra  bene  con le  librerie  standard,  ed  è  sia  thred-safe  che 
exception-safe.
3.2.10 Protocollo ICE 
Ice fornisce un protocollo RPC che può usare fare uso del TCP/IP sia dell'UDP come trasporto. In 
aggiunta,  Ice  mette  permette  di  usare  il  protocollo  SSL così  che  le  comunicazioni  avvengono 
cifrate.  
Il protocollo Ice definisce:
● un numero di tipi di messaggi
● il  protocollo  di  una macchina  a  stati  che determina in quale  sequenza messaggi  di  tipo 
diverso sono scambiati da client e server, insieme alla semantica relativa alle istruzioni di 
inizializzazione e chiusura della connessione per il TCP/IP
● regole di codifica che determinano come ogni tipo di dati sia rappresentato a livello fisico
● l'header per tipo di messaggi
Ice prevede inoltre un meccanismo di  compressione,  sempre in fase  di  trasmissione:  attraverso 
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l'impostazione di alcuni parametri di configurazione è infatti possibile che tutto il traffico di rete sia 
compresso in modo da risparmiare banda: utile se l'applicazione scambia grosse quantità di dati, o si 
è in una rete mobile per cui il traffico deve raggiungere la massima efficienza in termini di costo.
Il protocollo Ice è adatto alla progettazione di meccanismi efficienti di inoltro degli eventi, dato che 
consente di inoltrare un messaggio senza conoscere i dettagli dell'informazione al suo interno. Ciò 
significa  che i  commutatori  dei  messaggi  non necessitano più di  operazioni  di  unmarshaling  e 
marshaling bensì possono inoltrare un messaggio semplicemente gestendolo come un buffer di byte.
Il  protocollo  Ice  supporta  inoltre  operazioni  bidirezionali:  se  un  server  richiede  di  inviare  un 
messaggio  ad  un  oggetto  di  callback  fornito  dal  client,  la  callback  può  essere  effettuata  sulla 
connessione che è stata inizialmente aperta dal client (e quindi senza aprirne di nuove). Questa 
caratteristica  rimane  particolarmente  importante  quando  il  client  risiede  dietro  un  firewall  che 
permette solo connessioni in uscita ma non in ingresso, oppure, nel caso del progetto di tesi, se si 
apre  una  richiesta  di  callback  da  un  terminale  mobile  in  cui  l'indirizzo  che  ottiene  una  volta 
connesso su rete IP non può essere  utilizzato  per  connessioni  in ingresso visto che subisce un 
meccanismo di NAT.
3.2.11 Servizi ICE 
Il  core  di  ICE fornisce una sofisticata  piattaforma client-server  per  lo  sviluppo di  applicazioni 
distribuite.  Tuttavia,  applicazioni  realistiche  spesso  richiedono  maggiormente  la  possibilità  di 
chiamata remota: tipicamente si ha bisogno di avviare server su richiesta, distribuire proxy ai client, 
distribuire eventi asincroni, configurare l'applicazione, distribuire patch per una applicazione, e così 
via.
Ice è equipaggiato di una serie di servizi che forniscono queste ed altre caratteristiche. I servizi sono 
implementati  come server Ice a cui l'applicazione agisce come client. Nessuno di questi  servizi 
utilizza caratteristiche di Ice che sono nascoste allo sviluppatore, in modo da permettere nel caso 
una totale riscrittura del servizi a cui si è interessati. Tuttavia questa pratica risulta sconsigliata, 
visto che la piattaforma li offre già.
Ecco un elenco dei servizi disponibili, con una breve descrizione.
3.2.11.1 IceGrid
IceGrid è l'implementazione di un location service che risolve le informazioni simboliche presenti 
in un proxy indiretto nel corrispettivo indirizzo (con porta). Il location service è solo una delle tante 
potenzialità di IceGrid:
● IceGrid  permette  di  registrare  i  server  per  l'avvio  automatico:  invece  che  richiedere  un 
server già attivo al momento in cui il client invia una richiesta, IceGrid può avviare questo 
server con la modalità on-demand.
● IceGrid fornisce appositi strumenti per la configurazione di complesse applicazioni installate 
su più macchine
● IceGrid supporta la replicazione e il load-balancing
● IceGrid automatizza la distribuzione e il patching sui server degli eseguibili e dei file ad essi 
dipendenti
● IceGrid fornisce un meccanismo di query che permette ai client di ottenere i proxy degli 
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oggetti a cui sono interessati.
3.2.11.2 IceBox
IceBox è  un application server  che gestisce  l'avvio  e  l'interruzione di  una serie  di  componenti 
applicativi, strutturati come librerie dinamiche invece che come processi. Questa soluzione ha il 
porta il vantaggio di ridurre il carico di lavoro del sistema, per esempio, permettendo di far girare 
diverse di queste componenti in una singola Java virtual machine invece che avere più processi, 
ognuno con una sua virtual machine.
3.2.11.3 IceStorm
IceStorm  è  un  servizio  di  pubblicazione-sottoscrizione  che  divide  client  e  server. 
Fondamentalmente IceStorm agisce da distributore di eventi.  I pubblicatori inviano gli  eventi al 
servizio che, a sua volta, li passa al sottoscrittore. In questo modo un singolo evento pubblicato dal 
pubblicatore può essere inviato a più sottoscrittori. Eventi sono divisi per categoria, e i sottoscrittori 
specificano solo la categoria a cui sono interessati. Il servizio permette la selezione di di un numero 
di criteri qualità-del-servizio (QOS) per consentire alle applicazioni di scegliere un compromesso 
appropriato tra affidabilità e prestazioni.
IceStorm rimane  particolarmente  utile  se  si  ha  bisogno di  distribuire  informazioni  ad  un  largo 
numero  di  componenti  applicativi.  IceStorm,  come  detto  prima,  divide  i  pubblicatori  di 
informazioni  da  i  loro  sottoscrittori  e  si  occupa  della  redistribuzione  degli  eventi  pubblicati.  
In aggiunta IceStirm può girare come un  federated service, ovvero più istanze di un servizio che 
possono girare su differenti macchine in modo da dividere il carico computazionale.
3.2.11.4 IcePatch2
IcePatch2  è  servizio  che  offre  un  sistema  di  patching.  Permette  di  distribuire  facilmente 
aggiornamenti  software  ai  client.  I  client  devono  solamente  connettersi  al  server  IcePatch2  e 
richiedere gli aggiornamenti per una particolare applicazione. Il servizio automaticamente controlla 
la versione installata sui client e mette a disposizione una nuova versione in formato compresso. Gli 
aggiornamenti possono essere protetti utilizzando i servizi offerti da Glacier2, così che solo i client 
autorizzati possono effettuare questa operazione.
3.2.11.5 Glacier2
Glacier2 è un servizio di firewall: permette a client e server di comunicare attraverso un firewall 
senza compromettere il livello di sicurezza. Il traffico è completamente criptato attraverso certificati 
a chiave pubblica ed è bidirezionale. Glacier2 offre inoltre il supporto per la mutua autenticazione 
insieme alla gestione sicura delle sessioni.
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3.3 Slice language
Slice (Specification Language for Ice) è il meccanismo fondamentale di astrazione per separare le 
interfacce degli oggetti dalle loro effettive implementazioni. Slice stbilisce una specie di regola tra 
client e server che descrive i tipi e le interfacce degli oggetti usati da una applicazione. 
Questa descrizione è indipendente dal linguaggio usato per l'implementazione, così che la scelta del 
linguaggio per la scrittura del codice del client rimane indipendente da quella per il server (può 
essere lo stesso ma può anche non esserlo).
Le definizioni Slice sono compilate per una particolare linguaggio da uno specifico compilatore (Ice 
mette a disposizione infatti  compilatori  per Java, J2Me, C++, C#, Python, .NET, PHP e Visual 
Basic). Il  compilatore traduce le definizioni language-independent nelle specifiche definizioni (a 
seconda  del  linguaggio  scelto)  e  nelle  rispettive  API.  Gli  algoritmi  di  traduzione  per  le  varie 
implementazioni sono noti come language mappings. 
Dato che Slice descrive interfacce e tipi (ma non le implementazioni) è un linguaggio puramente 
dichiarativo; non c'è modo di scrivere degli statement eseguibili con Slice.
Le definizioni Slice riguardano:
● interfacce degli oggetti
● operazioni supportate da queste interfacce
● eccezioni che possono essere lanciate dalle operazioni
● in aggiunta offre caratteristiche di persistenza degli oggetti
C'è da sottolineare come i dati scambiati tra le parti devono avere i relativi tipi definiti all'interno 
dell'interfaccia in Slice; non si può quindi scambiare tipi di dati arbitrari. Tuttavia è possibile creare 
una  definizione  Slice  del  tipo  di  dato  che  si  è  interessati  a  trasmettere,  e  dopo  fare  uso  di 
quest'ultimo nell'invio.
3.3.1 Compilazione
Il  compilatore  Slice  produce  file  sorgenti  che  devono  essere  combinati  con  il  codice  delle 
applicazioni (quindi inclusi nei rispettivi progetti) per produrre alla fine gli eseguibili di client e 
server.
Gli eseguibili possono essere posti ovunque, e come già detto gli ambienti possono essere differenti 
come i linguaggi usati per lo sviluppo; l'unico vincolo è che l'ambiente che ospiti l'applicazione 
deve essere provvista delle librerie necessarie, e che le connessioni siano correttamente impostate (è 
necessario un file appositamente strutturato di configurazione da entrambe le parti).
3.3.2 Ambienti con due linguaggi per client e server
Client  e  server  non  possono  condividere  alcun  file  sorgente  o  binario  se  sono  sviluppati  con 
linguaggi differente: per esempio se il primo è scritto in Java non può includere un header in C++.
La  figura  seguente  mostra  la  situazione  in  cui  un  client  è  sviluppato  in  Java  e  il  server 
corrispondente in C++. In questo caso il loro sviluppo è indipendente tranne per la definizione Slice 
che è a comune.
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Per la versione in Java il compilatore Slice crea un numero di file il cui nome dipende dai nome dei 
vari costrutti in Slice (e quindi sono raggruppati in *.java).
3.3.3 Struttura del linguaggio
Slice simile al Corba IDL, rende disponibile di default una serie minima di primitive:
● tipi interi short (16-bit), int (32-bit), e long (64-bit);
● tipi float a 32 e 64 bit;
● byte (8 bit);
● string (UTF-8 codificato come stringa Unicode);
● tipi Object e Object* (rispettivamente il tipo base per classi e proxy);
● booleano.
Oltre a questi, Slice supporta diversi tipi definiti dall'utente, come costanti, enumerati, sequenze, 
strutture e moduli. Questi lavorano similmente ai costrutti Corba. In aggiunta, Slice fornisce nuovi 
costrutti:  per  esempio  un  dictionary Slice  definisce  una  collezione  di  coppie  chiave-valore.  Il 
linguaggio  “target”  presenta  i  dizionari  come  array  associativi,  come  C++  o  Java  MAPS.  Se 
paragonato a Corba, gli sviluppatore dovevano emulare questi dizionari usando tipi di valore più 
complessi da implementare e che imponevano delle perdite in termini di prestazioni.
Le classi di Slice assomigliano ai tipi di valore di Corba, sebbene in una forma assai più semplice. 
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Classi  sono come strutture per il  fatto che sono passati  per  valore e possono contenere diversi 
membri  di  tipo  arbitrario.  Diversamente  dalle  strutture  tuttavia,  le  classi  supportano   (singola) 
eredità dell'implementazione e (multipla) eredità dell'interfaccia.
Le classi ereditano implicitamente da un tipo Oggetto della base comune(----)
Un programma può offrire una classe derivata là dove la definizione di un'operazione si aspetta una 
classe di base. Se il ricevitore dell'istanza di una classe derivata conosce il tipo derivato dell'istanza, 
il codice di deserializzazione (unmarshalling) crea una istanza derivata della classe all'interno dello 
spazio  degli  indirizzi  del  ricevitore.  Un down-cast  sicuro permette  che  il  ricevitore  converta  il 
parametro del tipo base al tipo derivato. Tuttavia se il ricevitore dell'istanza della classe derivata 
non conosce il tipo derivato, il codice di unmarshalling tronca l'istanza al primo tipo derivato che il 
ricevitore può comprendere.
Le classi sono più flessibili delle strutture poichè supportano semantiche a puntatore: l'istanza di 
una  classe  può  avere  membri  che  puntano  ad  altre  istanze  della  classe.  Questo  permette  la 
costruzione  di  grafi  arbitrari  di  nodi,  in  cui  il  passaggio  di  un  singolo  nodo  come  parametro 
coordina tutte le istanze raggiungibili nel grafico e ricostruisce il grafo corrispondente nello spazio 
degli  indirizzi  del  ricevitore.  Il  codice  di  unmarshaling  mantiene  le  relazioni  di  identità  delle 
istanze, così che il grafo del ricevitore eguaglia quello del trasmettitore anche se qualche nodo ha 
più di un arco entrante.
A differenza delle strutture, le classi possono avere operazioni. Le invocazioni delle operazioni su 
una  classe  sono  normali  chiamate  di  metodi  e  pertanto  rimangono  all'interno  dello  spazio  di 
indirizzi locale al chiamante. Tuttavia, lo sviluppatore può creare un proxy alla classe nello spazio 
remoto, nel qual caso, le invocazioni attraverso il proxy diventano remote.
Slice è interessante non solo per quello che fornisce ma anche per ciò che lascia fuori.
● Tipi caratteri, unsigned, fixed-point, interi estesi o floating-point estesi
● distinzione  tra  stringhe  narrow e  wide  (tutte  le  stringhe  sono  rappresentati  sotto  forma 
Unicode)
● typedef (e pertanto non c'è alcun tipo alias)
● tipi anonimi (le regole sintattiche impongono che che tutti i tipi abbiano nomi)
● tipi annidati (Slice definisce tipi solo a livello globale o all'interno di un modulo)
● tipi any o union
● array
● espressioni costanti (ciò include solo definizioni costanti)
● attributi (include solo operazioni)
● parametri inout 
● accoppiamenti non tipati nome-valore tipo-livello (conosciuti come contesti IDL in Corba).
Per le classi, Slice omette inoltri costruttori, distruttori e sezioni pubbliche o private. Malgrado la 
lunga  lista  di  omissioni,  Slice  è  funzionale  al  pari  del  Corba  IDL.  Alcune  delle  funzionalità 
mancanti rimangono semplicemente non necessarie o ridondanti, come le espressioni costanti e gli 
attributi. Per altre funzioni mancanti, gli sviluppatori possono facilmente usare costrutti alternativi, 
come le sequenze non limitate per modellare sequenze limitate ed array, classi Slice per modellare 
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le unions IDL.
Ci  sono ancora  altre  caratteristiche,  come le  definizioni  annidate  dei  tipi  o  i  tipi  anonimi,  che 
tendono a causare più problemi che benefici ai programmatori, e sono lasciati fuori interamente. I 
tipi annidati provocano infatti conflitti tra i nomi se regole di visibilità del linguaggio “obbiettivo” 
differisce da quelle di Slice. Per quanto riguarda i tipi anonimi rimane impossibile, per esempio, 
dichiarare un parametro o una variabile di questo tipo.
3.4 Ice Run Time
Le API eccessivamente complesse diminuiscono la popolarità di Corba. Per usare una funzionalità 
relativamente  semplice,  gli  sviluppatori  spesso  affrontano  grandi  numeri  di  interfacce  con  una 
quantità di operazioni particolarmente eccessiva (sbalorditiva).
Un buon esempio è il Corba Portable Object Adapter API, che ricorre 211 linee di specifiche IDL. 
Ice fornisce un'object adapter di pari funzionalità che supporta tutte le tecniche implementative del 
POA (servant di default, servant locator, many-to-one mapping degli oggetti ai servant), mentre allo 
stesso tempo l'Ice object adaoter API è definita in solo 29 righe di definizione Slice.
Risparmi simili nelle dimensioni delle API esiste per altri parti del run time ICE. Questo non solo 
rende la piattaforma più facile da apprendere 
3.4.1 Threading
Corba ha sofferto a lungo della debolezza del suo modello di gestione dei thread. Le specifiche non 
danno alcun modello  di  threading su cui  lo  sviluppatore  può far  affidamento,  e  infatti  si  trova 
costretto ad una scelta tra operazioni single-thread e modelli vendor-specific che possono non dare i 
thread a  run time.  Se un ORB fa uso dei  thread,  Corba non specifica  il  modello  di  threading. 
Insieme alla mancanza di una specifica API per rendere il threading portabile, questo rende difficile 
la portabilità del codice Corba.
In contrasto, Ice supporta in maniera nativa il multithreading. Su lato server un pool di thread basato 
su modello  leader-follower (riferimento 5) gestisce le invocazioni  di  operazioni in ingresso.  La 
dimensione del pool di thread è configurabile; impostandolo ad 1 permette operazioni sul server 
single-threaded.  I  server  possono creare  pool  di  thread aggiuntivi  di  dimensione  arbitraria.  Ciò 
permette ai server di ripartire le invocazioni di operazioni in ingresso su diversi pool di thread al 
fine, per esempio, di prevenire la mancanza di thread disponibili (thread starvation).
Di default, il  client Ice fa uso di un pool di thread contenente 2 thread. Uno di questo invia le 
invocazioni in uscita, mentre l'altro ascolta le richieste in ingresso. Ciò permette di avere callback 
annidate senza rischi di deadlock. La profondità dell'annidamento è limitata alla dimensione del 
pool di thread, che gli sviluppatori possono configurare a run time.
L'Ice run time da solo è completamente thread-safe, così i programmatori non hanno alcun bisogno 
di  manifestare  esigenze  di  proteggere  alcuna  struttura  Ice  dall'accesso  concorrente.  Le  uniche 
regioni critiche che gli sviluppatori devono esplicitamente implementare riguardano i dati relativi 
all'applicazione. 
Ice fornisce API portabili  sia per il  threading che per la gestione dei segnali  che permette  agli 
sviluppatori di portare il codice tra più piattaforme.
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3.4.2 Procolli e Trasporti
Corba  specifica  il  General  Inter-ORB Protocolo  (GIOP),  il  quale  richiede  un  trasporto  stream-
oriented.
L'Internet Inter-ORB Protocol (IIOP) racchiude delle concrete specifiche per l'astratto protocollo 
GIOP per quanto riguarda il TCP/IP. 
In altri termini, l'unico protocollo standardizzato che Corba fornisce è il TCP/IP: Corba infatti non 
supporta alcun protocollo basato su UDP.
In contrasto, il protocollo Ice può girare su una varietà di protocolli di trasporto basati su flussi che 
su datagram.  Al momento Ice supporta TCP/IP e SSL a livello di protocolli di flusso, e UDP come 
protocollo basato su datagram.
Il cuore del protocollo è estendibile, così i programmatori possono aggiungere nuovi protocolli di 
trasporto attraverso un meccanismo di API plug-in senza modificare i codici sorgenti di Ice (l' Ice 
SSL è implementato secondo questo metodo, come un plug-in appunto).
Per livelli di trasporto connection-oriented Ice fornisce una opzionale gestione della connessione 
attiva che automaticamente richiama le connessioni che sono state idle per un periodo di tempo 
configurabile.
3.4.3 Problemi di IIOP e miglioramenti
IIOP soffre di alcuni difetti di progettazione. Per i novizi, il protocollo e le regole di codifica hanno 
versioni  strettamente  collegate  per  cui  ogni  cambiamento  all'a  codifica  rompe  la  compatibilità 
all'indietro con le applicazioni già esistenti (DEPLOYED).
Le  regole  di  codifica  richiedono  padding  nel  tentativo  di  allineare  i  dati  sui  confini. 
Sfortunatamente,  queste  regole  di  padding  sono  mal  progettate;  sprecano  banda  e  al  momento 
rallentano il processo di serializzazione, invece di accelerarlo.
IIOP fa uso di un ricevitore che corregge l'ordine di ricezione dei byte: il mittente serializza i dati di 
un  messaggio  secondo  il  suo  byte  order,  se  necessario  il  ricevitore  inverte  l'ordine.  Questo 
approccio risulta in un più complesso protocollo senza ottenere alcun beneficio tangibile.
Per giunta, dato che i nodi intermediari possono concludersi non necessariamente sul riordinamento 
dei  dati,  questo design impedisce  l'efficiente  implementazione di  uno scambio  di  messaggi  che 
inoltra questi (o delle loro parti) a dei consumatori down-stream.
Le informazioni di addressing sono incluse in un IIOP byte stream in posizioni che dipendono sul 
tipo di data che viene serializzato. Come risultato, IIOP non può attraversare reti configurate con il 
NAT dato che gli indirizzi non sono a delle locazioni prefissate per una correzione operata dal 
protocollo di proxy o da un firewall (anche se a proxy dovesse conoscere gli indirizzi, non potrebbe 
correggerli dato che un cambiamento nella dimensione potrebbe risultare in una violazione delle 
regole di allineamento dell' IIOP).
Una consistente parte dei dati che l'IIOP invia non è incapsulata: per de serializzare correttamente i 
dati, il ricevitore deve conoscere il tipo dei dati in anticipo. Ciò rende difficoltoso fornire server di 
proxy a livello di applicazione e firewall poiché lo sviluppatore deve configurare queste insieme 
alla conoscenza del tipo dei dati di cui necessitano il passaggio; IIOP non permette proxy generici 
che ignorano le definizioni de tipi a livello applicativo.
IIOP  non  incapsula  i  valori  dei  tipi  any,  i  quali  richiedono  che  il  ricevitore  de  serializzi 
completamente  i  valori  in  dettaglio,  anche  se  questo  vuole  solamente  inoltrare  i  dati  ad  un 
consumatore  DOWN-STREAM.  Ciò  impedisce  l'implementazione  efficiente  degli  eventi  e  dei 
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servizi di notifica.
Per concludere, gli sviluppatori non possono estendere GIOP a nuovi protcolli di trasporto senza 
accedere  al  codice  sorgente  dell'ORB  (l'  Object  Management  Group's  Extensible  Transport 
Framework RFP si è protratto a lungo diversi anni senza alcun progresso). Chiaramente il Corba 
IIOP offre ampi spazi di miglioramento, forniti da Ice.
3.4.4 Miglioramenti introdotti da Ice
Il protocollo Ice consiste in due macro parti: un set di re gole di codifiche per i vari tipi di dati e un 
protocollo che definisce le modalità con cui client e server si debbano scambiare messaggi. Queste 
due parti  hanno un sistema di versionamento scollegato,  in modo da evolvere il  protocollo nel 
tempo  con  ben  definite  regole  di  retro  compatibilità  e  un  modo  affidabile  di  diagnosticare  le 
versioni incompatibili.
3.4.4.1 Codifica
Le regole di codifica enfatizzano semplicità e compattezza. Ice serializza tutti i dati in un byte order 
fissato di tipo  little-endian ed è sempre  byte-aligned (ovvero senza alcun padding). Ciò fornisce 
sostanziali  vantaggi  in  termini  di  semplicità  e  dimensione  del  codice  che  provvede  alla 
serializzazione e minimizza il consumo di banda (il quale risulta particolarmente importante per reti 
wide e collegamenti low-bandwidth).
Tutti  i  payload  dei  messaggi  scambiati  attraverso  il  protocollo  Ice  sono  incapsulati;  in  pratica 
significa che Ice invia ogni payload come un contatore di byte seguito da una parte contenente dati. 
Ciò rende possibile  l'implementazione di un'efficiente scambio di messaggi:  i  nodi intermediari 
possono  inoltrare  i  messaggi  in  arrivo  verso  un  qualunque  numero di  ricevitori  attraverso  una 
semplice copia in blocco, senza avere la necessità di deserializzare e successivamente riserializzare 
i messaggi. In aggiunta, il byte order fissato assicura che il riordinamento dei byte avviene solo dal 
mittente  originale  e  all'ultimo  ricevitore  solo  se  questi  girano  su  macchine  big-endian;  i  nodi 
intermediarti  che  inoltrano i  messagi  non necessitano di  eseguire  alcun  byte-swapping dei  dati 
inoltrati.
Gli scambi dei messaggi può trarre vantaggio dell'UDP come protocollo di trasporto, rendendo la 
distribuzione  degli  eventi  sulle  LAN estremamente  efficiente.  Gli  scambi  possono  fare  uso  di 
multicast o broadcast semplicemente scegliendo un appropriato indirizzo per l'UDP.
3.4.4.2 Protocollo di scambio dei messaggi
Questo protocollo è semplice, visto che ha solo 5 tipi di messaggi:  Request,  BatchRequest,  Reply, 
ValidateConnection, e CloseConnection.
ValidateConnection  e  CloseConnection si  applicano  solo  a  trasporti connection-oriented.  Per 
trasporti  connection-oriented  il  server  che  risponde  invia  un  messaggio  di  ValidateConnection 
indietro al client dopo aver accettato una connessione entrante. Questo messaggio informa il client 
che il server è pronto ad accettare richieste in ingresso e serve a negoziare la versione di protocollo 
tra le parti. I messaggi ValidateConnection eliminano altresì una race condition inerente in GIOP: 
senza una esplicita validazione della connessione un client può inviare un messaggio ad un server 
per cui è già stata avviata la fase di spegnimento; quando il client realizza che il server ha chiuso la 
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connessione, questo non può più riprovare ad inviare la richiesta poiché questo viola la semantica 
at-most-once.
Le connessioni Ice sono intrinsecamente bidirezionali: se un client ha stabilito una connessione ad 
un server e questo invoca una operazione di callback su un oggetto fornito dal client, il run time Ice 
può essere configurato per inviare la richiesta su una connessione che il client ha precedentemente 
instaurato.  Questa  caratteristica  risulta  particolarmente  importante  quando  si  opera  attraverso 
firewall, che di frequente non permettono a client di ricevere richieste di connessioni entranti. Ice 
fornisce  inoltre  un  meccanismo  built-in  per  consentire  alle  applicazioni  di  operare  in  maniera 
trasparente attraverso i confini di una rete provvista di NAT.
Il protocollo Ice supporta la compressione on-the-wire; i client e server indicano mediante un flag 
all'interno dell'header del protocollo se sono disposti ad accettare messaggi compressi. In aggiunta, 
gli  sviluppatori  possono  configurare  client  e  server  a  run  time  per  abilitare  o  disabilitare  la 
compressione. 
Con la compressione abilitata, Ice comprime messaggi maggiori di 100 byte usando bzip2. Questa 
proprietà è molto utile su collegamenti  low-bandwidth e può produrre un sostanziale guadagno in 
termini di prestazione per applicazioni che, per esempio, girano su Internet. Tuttavia per reti LAN 
molto veloci, la compressione in realtà produce più danni che benefici: il costo dei cicli di CPU per 
comprimere e decomprimere i messaggi supera il risparmio in banda.
3.4.5 Modalità di binding
Corba mette a disposizione sia binding diretto che indiretto. Con il primo binding i riferimenti agli 
oggetti portano con sé le informazioni di indirizzamento del server (ENDPOINT), mentre con il 
secondo  tipo  i  riferimenti  portano  l'indirizzo  del  repository  implementativo.  Questo  repository 
implementativo conosce le le effettive locazioni del server e risponde alla richiesta del client con un 
messaggio di redirect contenente l'indirizzo corrente del server. 
Ice  fornisce  anche  sia  il  binding  diretto  che  indiretto,  e  propone  dei  miglioramenti  nella 
procettazione del binding indiretto.
3.4.5.1 Binding Corba
L'inoltro attraverso un messaggio di redirect porta con sé molti svantaggi. Per i novizi, un client 
Corba non può distinguere un riferimento collegato (BOUND) direttamente rispetto ad uno che lo è 
indirettamente. (Il client viene a conoscenza del riferimento è indirettamente collegato solamente se 
riceve  un  messaggi  di  REDIRECT in  risposta  ad  una  richiesta).  Per  larghe  richieste,  questo  è 
dispendioso  poiché  il  client  invia  una  richiesta  solo  per  scoprire  di  averla  inviata  all'indirizzo 
sbagliato e pertanto deve reinviarla interamente.
Per alleviare questo problema, GIOP include un messaggio locate-request che permette ai client di 
ottenere l'indirizzo corrente del server senza inviare una effettiva richiesta.  Tuttavia,  dato che i 
client  non possono conoscere le  modalità  di  binding dei  riferimenti,  non possono conoscere se 
possono fare uso di quel particolare messaggio: per riferimenti direttamente connessi (BOUND) 
sarebbe opportuno inviare una locate-request. L'effetto finale è che, a prescindere dalle operazioni 
che i client eseguono, le loro azioni alcune volte sono errate e risultano in traffico sprecato e ritardi 
di rete.
Oltretutto,  il  design  di  Corba incoraggia  i  client  a  memorizzare  i  riferimenti  esternamente,  per 
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esempio, usando servizi di naming. Per riferimenti indiretti, questo pone problemi. Cambiando la 
locazione  fisica  dell'implementazione  del  repository  invalida  tutti  i  riferimenti  ad  esso  ancora 
esistenti e causa fallimenti  di binding. Questo rende molto difficile la migrazione dei repository 
implementativi se, per esempio, superano il  loro limiti  di scalabilità.  In aggiunta, questo design 
limita considerevolmente l'abilità di migrare i server tra le macchine: gli amministratori possono 
migrare i server solo lo stesso repository implementativo serve sia la macchina sorgente che quella 
'target'.
I  repository  di  Corba devono scambiare  messaggi  con il  rispettivi  server.  Tuttavia,  Corba  non 
standardizza il protocollo per far questo. Come risultato, i server progettati per un particolare ORB 
non può fare uso del  repository di un altro ORB, e gli  amministratori  non possono collegare i 
repository attraverso i limiti imposti dai VENDORS dato che non esiste specifica per far ciò.
3.4.5.2 Binding Ice
Per il binding indiretto in Ice, ogni proxy porta un nome simbolico. Per risolvere il nome in un 
endpoint  fisico,  il  run-time  lato  client  consulta  un  servizio  di  lookup  che  mappa  i  nomi  agli 
endpoint.  (tra  i  parametri  della  configurazione  è  specificato  l'indirizzo  del  servizio  di  lookup). 
Questo è analogo al modo in cui il  protocollo TCP/IP risolve i  nomi a dominio in indirizzi  IP 
usando il DNS, e questo ovviamente porta diversi vantaggi.
Per  iniziare,  il  protocollo  Ice  non necessita  di  supportare  specificatamente  il  binding  indiretto. 
Invece, il run-time può risolvere un nome in un endpoint attraverso operazioni di invocazione su 
interfacce definite, al solito, in Slice. Questo permette agli sviluppatori di implementare servizi di 
lookup third-party senza modificare alcuna riga del codice sorgente di Ice né il suo protocollo.
Un altro vantaggio è insito nell'estensibilità alla stessa stregua del DNS. Gli sviluppatori possono 
implementare la tolleranza ai guasti (fault-tolerance) e replication senza bisogno di alcun supporto 
addizionale dell'Ice run-time, ottenendo scalabilità con la distribuzione dello stato su diversi domini 
amministrativi tutti collegati tra loro.
Oltre a ciò, quando un client Ice invia una invocazione sul canale di collegamento (wire), il run-
time non invia il nome simbolico che identifica un endpoint fisico di trasporto con la richiesta – 
solo l'identità dell'oggetto che determina l'oggetto target. Questo permette agli oggetti di migrare 
liberamente  tra  i  server  senza intterrompere  i  proxy esistenti,  dato che  tutte  le  informazioni  di 
locazione sono esterne sia al proxy che ai server. Combinate con la scelta appropriata di identità di 
oggetti,  come  l'UUID  (universally  unique  identifier),  questo  permette  migrazioni  fisiche  degli 
oggetti in profondità sino alla granularità di un singolo oggetto.
Per concludere, i proxy indiretti non contengono informazioni che potrebbero identificare l'endpoint 
fisico su cui gira il servizio di lookup. Questo rende possibile la migrazione del servizio di lookup 
senza invalidare i proxy che i client usano per il binding. 
Dato che Ice mantiene tutte  le  informazioni  di  locazione esternamente,  cambiare  l'indirizzo del 
lookup richiede l'aggiornamento di una singola voce di configurazione.
3.4.6 Communicators
La  parte  principale  di  comunicazione  del  run  time  Ice  è  rappresentata  dall'interfaccia  locale 
Ice::Communicator. Una istanza di questa interfaccia è associata ad un numero di risorse run 
time:
● Client-side thread pool  , il quale assicura che almeno un thread sia disponibile lato client per 
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ricevere  le  risposte  per  richieste  pendenti.  Questo  assicura  che  non ci  sia  possibilità  di 
deadlock. Il pool è usato inoltre per invocazione asincrona dei metodi (AMI) trattata nella 
presente tesi.
● Server-side  thread  pool  ,  i  thread  in  questo  pool  accettano  le  connessioni  entranti  e 
gestiscono le richieste che arrivano dai client.
● Proprietà di configurazione  , vari aspetti  del run-time può essere configurato attraverso le 
proprietà. Ogni communciator ha il suo set di queste (e si rimanda al CAPITOLO 28 ICE 
MANUAL).
● Object  factories  ,  per  instanziare  classi  che  sono  derivate  da  un  noto  tipo  base,  il 
communicator mantiene un set di queste object factories che possono istanziare la classe per 
conto del run-time.
● Default locator  , un locator è un oggetto che risolve l'object-identity in un proxy. Questo tipo 
di oggetti sono usati per costruire servizi di location , come IceGrid (trattato in questa tesi).
● Plug-in  manager  .  I  plug-in  sono  oggetti  che  aggiungono  delle  caratteristiche  ai 
communcator. Per esempio, IceSSL è implementato come un plugin. Ogni communicator ha 
un  gestore  di  questo  plug-in  che  implementa  l'interfaccia  Ice::PluginManager  e  fornisce 
accesso ad un set di plug-in per un communicator.
● Object adapters  , questi adapters inviano le richieste entranti a si prendono carico di passare 
ogni richiesta al servant corretto.
E'  opportuno  sottolineare  che  gli  object  adapters e  gli  oggetti  che  fanno  uso  di  differenti 
communicator sono completamente indipendenti, ed in particolare:
● ogni  communicator  usa  il  suo pool  di  thread.  Questo  significa  che  se,  per  esempio,  un 
communicator finisce i thread disponibili per le richieste entranti, solamente gli oggetti che 
usano questo communicator risentono di tale problema. Gli oggetti che invece usano altri 
communicator hanno il loro pool di thread e pertanto non ne vengono influenzati.
● Le invocazioni collocate tra differenti communicator non sono ottimizzate.
 
Tipicamente i server usano un singolo communicator, ma, occasionalmente, in un numero maggiore 
possono tornare utili. Per esempio, IceBox usa un communicator separato per ogni servizio Ice per 
assicurare che differenti servizi non possano interferire tradi loro. Più communicator sono inoltre 
utili  per  evitare  la  starvation di  thread:  se  un  servizio  li  finisce,  questo  lascia  gli  altri  servizi 
inalterati.
L'interfaccia del communicator è definita in Slice. Parte di questa è così rappresentata:
module Ice {
   local interface Communicator {
         string proxyToString(Object* obj);
         Object* stringToProxy(string str);
         ObjectAdapter createObjectAdatper(string name);




         void shutdown();
         void waitForShutdown();
         void destroy();
    // ...
   };
   // ...
};
Il communicator offre le seguenti operazioni:
● proxyTostring
● stringToProxy
Queste  operazioni  permettono  allo  sviluppatore  di  convertire  un  proxy  in  una 
rappresentazione sotto forma di stringa e viceversa.
Invece che chiamare la  proxyToString sul communicator, si può usare anche la funzione 
ice_toString su un proxy per ottenere lo stesso risultato.
● createObjectAdatper 
● createObjectAdatperWithEndpoints
Queste operazioni creano un nuovo object adapter. Ognuno di questi è associato ad uno o 
più punti di arrivo (ENDPOINT) di trasporto. Tipicamente, un object adapter ha un endpoint 
singolo,  ma può anche averne di  più.  Se così  strutturato,  allora  questi  endpoint  portano 
ognuno allo  stesso set  di  oggetti  e rappresentano modi alternativi  per  accedervi.  Questa 
soluzione può essere utile se un server risiede dietro un firewall ma deve offrire accesso ai 
suoi  oggetti  a  client  posizionati  sia  internamente  sia  esternamente;  con  il  collegamento 
(BINDING) dell'adapter alle interfacce sia interne che esterne, gli oggetti implementati nel 
server possono essere acceduti attraverso entrambe le interfacce.
Mentre la funzione createObjectAdatper determina a quale endpoint si debba collegare a 
partire alle informazioni di configurazione, questa funzione permette di specificare i punti 
finali  di  trasporto  per  il  nuovo  adpter.  Tipicamente,  si  dovrebbe  usare  la 
createObjectAdatper,  da  preferire  alla  seconda.  Così  facendo  si  mantengono  le 
informazioni relative al trasporto, come host name e numeri di porta, al di fuori del codice 
sorgente e permette di re configurare l'applicazione con il  semplice cambiamento di una 
proprietà  (evitando  quindi  la  ricompilazione  quando un  punto  finale  necessita  di  essere 
modificato).
● shutdown 
Questa operazione chiude il lato server del run time Ice:
○ alle invocazioni di operazione che sono  in progress al momento della chiamata dello 
shutdown è  permesso  il  normale  completamento.  shutdown non  aspetta  che  queste 
operazioni  completino;  quando lo shutdown ritorna,  nessuna nuova richiesta  entrante 
sarò inviata, ma le operazioni che sono ancora  in progress al momento della chiamata 
dello shutdown possono essere ancora in fase di esecuzione. Si può aspettare che queste 
operazioni completino regolarmente chiamando la waitForShutdow.
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○ Le invocazioni che arrivano dopo che il server ha chiamato la shutdown o falliscono con 
una  ConnectFailException  oppure sono reindirizzate in maniera del tutto trasparente 
ad una nuova istanza del server.
○ E'  opportuno  notare  che  lo  shutdown  inizializza  la  disattivazione  di  tutti  gli  object 
adapter associati al communicator, di conseguenza i tentativi di usare un adapter una 
volta che la shutdown è completata lancia una eccezione:
 ObjectAdapterDeactivatedException.
● WaiForShutDown 
Questa chiamata sospende il thread chiamante fino a che il server termina
● destroy
Con questa chiamata si chiude il Communicator in modo da finalizzare correttamente il run-
time.
3.4.7 Object Adapter
Un communicator contiene uno o più object adapter, il quale risiede sul confine tra il run time Ice e 
il codice dell'applicativo server,e in aggiunta ha i seguenti compiti:
● mappa gli oggetti Ice verso i servant per le richieste entranti e le invia al codice applicativo 
in ogni servant; un object adapter implementa una interfaccia di tipo up-call che connette il 
run time Ice e il codice applicativo all'interno del server
● assiste le operazioni durante la loro vita così che gli oggetti Ice e i servant possono essere 
creati e distrutti senza incorrere in situazioni di corsa critica
● fornisce  uno  o  più  punti  finali  di  trasporto.  I  client  accedono  gli  oggetti  Ice  messi  a 
disposizione dall'adapter attraverso proprio questi punti finali di trasporto; è altresì possibile 
creare un  object adapter senza punti finali,  in tal caso l'adapter è utilizzato per callback 
bidirezionali.
La callback bidirezionale sarà la principale modalità di connessione utilizzata nel progetto di tesi.
Ogni object adapter ha uno o più servant che incarnano l'oggetto Ice, come uno o più punti finali di 
trasporto. Se un object adapter ha più di un punto finale, tutti i servant registrati con quell'adapter 
rispondono alle richieste entranti su un qualsiasi punto finale. In altre parole, se un object adapter ha 
più punti finali, questi rappresentano cammini alternativi allo stesso set di oggetti.
Ogni object adapter appartiene esattamente ad un communicator (ma un singolo communicator può 
avere molti object adapter).
Ogni object adapter può opzionalmente avere il suo proprio thread di pool, abilitato attraverso una 
proprietà  <adapter-name>.ThreadPool.Size.  Di conseguenza le invocazioni da parte del client 
per quell'adapter sono inviate in un thread preso dal pool proprio dell'adapter invece che usando un 
thread preso dal pool del communicator del server.
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3.4.8 Active Servant Map
Ogni  object  adapter  mantiene  una  struttura  dati  conosciuta  come  active  servant  map  (ASM), 
costituita da una tabella di lookup che mappa le identità degli oggetti per i servant: nel caso del 
C++, il valore di lookup è uno smart pointer alla corrispondente locazione di memoria del servant. 
Quando un  client  invia  l'invocazione  di  una operazione  al  server,  la  richiesta  è  mirata  ad uno 
specifico punto fisico di trasporto. Implicitamente, il punto fisico identifica l'object adapter che è 
l'obbiettivo della richiesta (dato che non ci può essere una coppia di object adapter che possono 
essere collegati allo stesso punto finale). Il proxy attraverso la quale il client invia la sua richiesta 
contiene l'identità dell'oggetto per il corrispondente oggetto, e il run-time lato client invia questa 
identità sul canale di collegamento assieme all'invocazione.
A sua volta l'object adapter usa l'identità per cercare il corretto servant nell'ASM a cui inviare la 
chiamata, come mostrato nella figura seguente:
Il processo di associazione della richiesta attraverso un proxy al corretto servant è conosciuto come 
binding (o collegamento). Lo scenario illustrato nella figura sopra rappresentata mostra un binding 
diretto, in cui il punto finale di trasporto è integrato nel proxy. Ice supporta anche una modalità di 
binding  indiretto,  iin  cui  i  corretti  punti  fisici  sono  forniti  dal  servizio  di  IceGrid  (trattato  in 
seguito).
Se la richiesta di un client contiene l'identità di un oggetto per cui non c'è alcuna corrispondenza 
all'interno dell'ASM dell'adapter, quest'ultimo ritorna una eccezione ObjectNotExistException al 
clientn(a meno che non si usi un servant locator).
3.4.9 Servants
I  servant  sono  delle  rappresentazioni  fisiche  di  un  oggetto  Ice:  sono  entità  implementate 
concretamente in un linguaggio di programmazione e istanziate nello spazio di indirizzamento del 
server. I servant forniscono il comportamento lato server per le invocazioni delle operazioni inviate 
dai client.
Lo stesso servant può essere registrato con uno o più object adapter.
3.4.10 Object Adapter Interface
Gli object adapter sono interfacce locali:
module Ice {
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       local interface ObjectAdapter {
          string getName();
          Communicator getCommunicator();
          // ....
     };
};
Le operazioni si comportano come segue:
● l'operazione  di  getName  ritorna  il  nome  dell'adapter  come  è  passato  a 
Communicator::createObjectAdapter (o a *WithEndpoints).
● L'operazione  getCommunicator  ritorna  il  communicator  che  è  stato  usato  per  creare 
l'adapter.
3.4.11 Endpoints
Un object adapter mantiene due set di punti finali di trasporto. Uno di questi identifica le interfacce 
di rete su cui l'adapter ascolta le nuove connessioni, e l'altro è integrato nei proxy creati dall'adapter 
e  utilizzatodai  client  per  comunicare  con  lui.  Questi  due  gruppi  sono  chiamati  rispettivamente 
physical  endpoints  (o  punti  finali  di  trasporto  fisici)  e  published  endpoints  (o  punti  finali 
pubblicati).  In  molti  casi  questi  gruppi  sono  identici,  tuttavia  sussistono  delle  situazioni  dove 
richiedono di essere configurati indipendentemente.
3.4.11.1 Physical endpoints
Un punto finale fisico di un object adapter identifica le interfacce di rete su cui riceve le richieste 
dai  client.  Questi  endpoint  sono  configurati  con  la  proprietà    name.Endpoints,  o  possono 
alternativamente  essere  specificati  quando  l'adapter  è  creato  usando  l'operazione 
createObjectAdapterWithEndpoints,  e  consiste  di  un  protocollo  di  trasporto  seguito 
opzionalmente da un hostname e dalla porta.
Se è specificato un hostname, l'object adapter ascolta solo sulla interfaccia di rete associata ad esso 
associata. Se nessun hostname è specificato ma la proprietà  Ice.Default.Host è definita, l'object 
adapter usa i valori della proprietà come hostname. Infine se un hostname non è specificato, e la 
proprietà precedente rimane indefinita, l'object adapter ascolta tutte le interfacce usando uno degli 
hostname 0.0.0.0 o *.
Se si vuole un adapter di accettare richieste su specifiche interfacce, si deve specificare un endpoint 
separato per ognuna di queste. Per esempio, la proprietà seguente configura un singolo endpoint per 
l'adapter nominato MyAdapter:
MyAdapter.Endpoints=tcp -h 10.0.1.1 -p 9000
Questo endpoint causa che l'adapter accetti richieste sulle interfacce di rete associate con l'indirizzo 
IP  10.0.1.1 e  la  porta  9000.  C'è  da  notare tuttavia  che  questa  configurazione  dell'adapter  non 
accetta richieste sulla interfaccia locale (quella assegnata all'indirizzo 127.0.0.1). Se entrambi gli 
indirizzi  richiedono di  essere supportati,  allora devono essere  regolarmente specificate  in modo 
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esplicito:
MyAdapter.Endpoints=tcp -h 10.0.1.1 -p 9000 -h 127.0.0.1 -p 9000
Se queste  sono l'uniche  2  interfacce  di  rete  disponibili  sull'host,  allora  una  configurazione  più 
semplice omette l'hostname interamente, causando che l'object adapoter ascolti automaticamente su 
entrambe le interfacce:
MyAdapter.Endpoints=tcp -p 9000
Un attenzione particolare va data anche ala selezione della porta: se non specificata, l'adapter usa 
una  porta  che  è  selezionata  il  più  delle  volte  a  caso dal  sistema operativo,  e  ciò  significa  che 
l'adapter userà ogni volta che parte il server una porta diversa. E' chiaro che si può scegliere se 
volere questo comportamento, ma per la maggior parte delle applicazioni i client hanno un proxy 
contenente l'endpoint dell'adapter e si aspettano che questo proxy rimanga valido indefinitivamente.
Ci sono comunque delle situazioni in cui una porta non è richiesto che sia fissata. Per esempio, un 
adapter i cui servant sono transitori non ne necessitano, dato che i proxy per questi oggetti non sono 
richiesti come validi dopo la vita del processo del server. In maniera similare, un server che usa il 
binding indiretto attraverso IceGrid non richiede una porta fissata dato che la sua porta non è mai 
resa pubblica.
3.4.11.2 Published endpoints
Un object adapter rende pubblici i suoi endpoint nei proxy che crea, ma non si rivela una scelta 
appropriata in tutte le situazioni. Per esempio, supponiamo che un server stia girando su un host 
all'interno di una rete privata, protetta dall'esterno attraverso un firewall che può inoltrare il traffico 
di rete al server. Gli endpoint dell'adapter devono fare uso dello schema di indirizzamento di una 
rete privata, ma un client nella rete pubblica non sarebbe in grado di usare questi endpoint se sono 
resi pubblici in un proxy. In questo scenario, l'adapter deve pubblicare gli endpoint nei suoi proxy 
che dirigono il client invece al firewall.
Gli  endpoint  pubblicati  sono  configurati  usando  la  proprietà  dell'adattatore 
name.PublishedEndpoints. Se la proprietà non è definita, l'adapter pubblica i suoi punti fisici di 
default, con una eccezione: quelli dell'indirizzo di loopback non sono pubblicati a meno che siano 
gli  unici presenti.  Per forzare l'inclusione degli endpoint di  loopback quando dovrebbero essere 
esclusi, si deve definire esplicitamente con la  name.PublishedEndpoints.
Per fare un esempio, le proprietà mostrate in seguito configurano l'adapter nominato  MyAdapter 
coni punti finali fisici e pubblicati:
MyAdapter.Endpoints = tcp -h 10.0.1.1 -p 9999
MyAdapter.PUblishedEndpoints = tcp -h corpfw -p 25000
Questo esempio assume che i  client  che si  connettono all'host  “corpfw” alla porta 25000 siano 
inoltrati all'endpoint dell'adapter nella rete privata.
3.4.11.3 Creazione di Proxy
Sebbene le operazioni di attivazione del servant ritornino i proxy, il ciclo di vita dei proxy rimane 
completamente indipendente dai servant. L'interfaccia  ObjectAdapter fornisce diverse operazioni 




     local interface ObjectAdapter {
     // ...
     Object* createProxy(Identity id);
     Object* createDirectProxy(Identity id);     
     Object* createIndirectProxy(Identity id);
     Object* createReverseProxy(Identity id);
     //...
   };
};
L'opearzione  createDirectProxy è resa disponibile per l'utilizzo di servizi particolari, come router, 
e non dovrebbe essere utilizzata dalle applicazioni. Le rimanenti operazioni sono descritte qui di 
seguito:
● createProxy . Questa opearzione ritorna un nuovo proxy per l'oggetto, il cui ID è passato 
come parametro. La configurazione dell'adapter determina se il valore di ritorno è un proxy 
diretto  o indiretto.  Se l'adapter  è  configurato  con un adapter  ID, l'operazione ritorna un 
proxy  indiretto  che  si  riferisce  all'adapter  ID.  Se  l'adapter  è  anc  econfigurato  con  un 
REPLICA GROUP ID, l'operazione ritorna un proxy indiretto che si riferisce a tale replica. 
Altrimenti, se l'adapter id non è definito, questa funzione ritorna un proxy diretto contenente 
i punti finali pubblicati relativi a tale adapter.
● createDirectProxy  . Questa operazion e ritorna un proxy diretto contenente i punti finali 
pubblicati relativi all'adapter.
● createIndirectProxy . Questa operazione ritorna ritorna un proxy indiretto. Se l'adapter è 
configurato con un adapter ID, il proxy di ritorno si riferisce a questo adapter ID. Altrimenti, 
il proxy si riferisce solo all'OBJECT IDENTITY.
3.5 Programmazione asincrona
Le  moderne  tecnologie  di  middleware  tentano  di  facilitare  la  migrazione  verso  lo  sviluppo  di 
applicazioni  distribuite azzerando la  differenza di  difficoltà  di  utilizzo delle invocazioni  remote 
rispetto a quelle tradizionali: un metodo è invocato su un oggetto, e, quando il metodo completa, i 
risultati  sono  ritornati  o  è  lanciata  una  eccezione.  Di  sicuro,  in  un  sistema  distribuito 
l'implementazione  dell'oggetto  può risiedere  su  un  altro  host,  e  di  conseguenza  ci  sono alcune 
differenze  semantiche  di  cui  il  programmatore  deve  essere  consapevole,  tipo  l'overhead  delle 
invocazioni remote e la possibilità degli errori di rete.
Ice è piattaforma middleware intrinsecamente asincrona che simula un comportamento sincrono a 
vantaggio delle  applicazioni  (e  il  loro programmatori).  Quando una applicazione Ice inizia  una 
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invocazione  sincrona  TWOWAY  su  un  proxy  per  un  oggetto  remoto,  i  parametri  in  ingresso 
dell'operazione sono serializzati in un messaggio che è inviato sul canale di trasporto, e il thread 
chiamante è bloccato in modo da simulare una chiamata di metodo asincrona. Nel frattempo, il run 
time Ice opera in background, processa i messaggi fino a che la risposta desiderata è ricevuta e il 
thread chiamante può essere sbloccato per de serializzare i risultati.
Ci sono molti  casi,  tuttavia,  in cui la natura bloccante della programmazione sincrona è troppo 
restrittiva. Per esempio, l'applicazione può avere delle attività da eseguire mentre attende la risposta 
dalla invocazione remota; usando una invocazione sincrona in questo caso forza l'applicazione o a 
ritardare queste attività fino a che non viene ricevuta la risposta, oppure ad eseguirle in un thread 
separato. Quando nessuna di queste alternative risulta accettabile, gli strumenti asincroni offerti da 
Ice rappresentano l'effettiva soluzione per un miglioramento di performance e scalabilità, o per la 
semplificazione di task applicativi particolarmente complessi.
3.5.1 AMI
Per Asynchronous Method Invocation si intende il termine utilizzato per descrivere il supporto lato 
client  per  il  modello  di  programmazione  asincrona  lato  client.  Usando  l'AMI,  una  remota 
invocazione non blocca il thread chiamante  mentre il run-time ttende la risposta. Invece, il thread 
chiamante può continuare le sue attività e l'applicazione è notificata dal run-time quando la risposta 
eventualmente arriva. La notifica arriva tramite callback (il polling per la risposta non è supportato 
dal run time)
Come  già  detto,  le  invocazioni  sincrone  non  sono  sempre  la  scelta  appropriata  per  alcune 
applicazioni,  per esempio, nel caso in cui sia presente una interfaccia grafica.
Le  invocazioni  “oneway”,  che  per  definizione  non  possono  ritornare  un  valore  o  avere  alcun 
parametro in uscita, tornano molto utili per evitare blocchi. Dal momento che il run-time Ice non si 
aspetta una risposta, l'invocazione si blocca solo per il tempo che richiede a serializzare e copiare il 
messaggio dentro il buffer locale di trasporto. 
Tuttavia, l'uso di invocazioni oneway può richiedere cambi non sempre accettabili alle definizioni 
delle interfacce. Per esempio, una invocazione twoway che ritorna risultati o lancia eccezioni deve 
essere convertita in almeno due operazioni: una per il client per invocare con semantica oneway che 
contiene solo i parametri in ingresso e una (o più) per il server da invocare per avvisare il client dei 
risultati.
Per illustrare questi cambiamenti, supponiamo di avere la seguente definizione Slice:
interface I {
   int op (string s, out long l);
};
Nella sua forma corrente l'operazione  op  non è adatta per invocazione oneway dato che ha un 
parametro di tipo  out e  uno di ritorno di tipo non-void.  In modo da adattare la funzione sopra 




    void opResults(int result, long l);
};
interface I {
    void op(ICallback* cb, string s);
};
Si sono apportati diversi cambiamenti alla definizione originale:
● si è aggiunto l'interfaccia  ICallback, contenente l'operazione opResult  i cui argomenti 
rappresentano  i  risultati  edlla  operazione  originale  twoway.  Il  server  invoca  questa 
operazione per avvisare il client del completamento della stessa;
● si è modificato  I::op affinché sia confacente con la semantica oneway; ora ha un tipo di 
ritorno void e prende solo parametri in ingresso;
● si è aggiunto un parametro alla I::op il quale permette al client di fornire un proxy per il suo 
oggetto di callback.
Come si può osservare, si sono apportati cambiamenti significativi alle definizioni delle interfacce 
per rispettare i requisiti implementativi del client. Una implicazione di questi cambiamenti sta nel 
fatto che il client deve essere anche un server, poiché deve creare una istanza della  ICallback e 
registrarla ad un object adapter in modo da ricevere le notifiche di completamento delle operazioni.
Una implicazione ben più forte risiede tuttavia nell'impatto che questi cambiamenti hanno sul tipo 
di sistema, e quindi sul server. Laddove un client invoca una operazione, la scelta che questa sia 
compiuta in maniera sincrona o asincrona deve risultare totalmente irrilevante al server (e quindi 
trasparente). Cambiando il tipo di sistema, sia ha saldamente legato il server e client, ed eliminato la 
possibilità che la op sia invocata in maniera sincrona.
Per rendere la situazione più complessa, consideriamo cosa può accadere se la op dovesse lanciare 
delle eccezioni. In tal caso, la  ICallback  avrebbe da essere ampliata con ulteriori operazioni che 
permettano al server di avvisare il client del verificarsi di ognuna delle eccezioni. 
3.5.1.1 AMI – Language Mapping
Una operazione per cui i metadati AMI sono stati specificati supporta modelli di invocazione sia 
sincrona che asincrona. In aggiunta al metodo proxy per l'invocazione sincrona, il generatore di 
codice crea un metodo proxy l'invocazione asincrona, più una classe callback di supporto. Il codice 
generato fa uso di uno schema simile alle modifiche Slice che sono state effettuate nell'esempio 
all'interno del precedente paragrafo: i parametri  out e il valore di ritorno sono rimossi, lasciando 
solo  quelli  in  ingresso  per  l'invocazione;  l'applicazione  fornisce  un  oggetto  di  callback  che  è 
invocato  con  i  risultati  dell'operazione.  In  questo  caso,  tuttavia,  l'oggetto  di  callback  è  entità 
puramente  locale  che  è  invocata  dal  run-time Ice  all'interno del  client.  Il  nome della  classe  di 
callback è costruito così che non rischia conflitti con un identificatore Slice definito dall'utente.
Vediamo ora un esempio di operazione in Slice definita con l'AMI:
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interface I {
     [“ami”] int foo (short s, out long l);
};
La classe callback astratta generata per l'operazione “foo” è la seguente:
namespace Demo {
    class AMI_I_foo : public .... {
    public:
   virtual void ice_responce (Ice::Int, Ice::Long) = 0;
   virtual void ice_exception(const Ice::Exception&) = 0;
   };
   typedef IceUtil::Handle<AMI_I_foo> AMI_I_fooPtr;
};
Il codice generato per ogni operazione AMI consiste quindi in:
1. una  classe  astratta  di  callback  usata  dal  run-time  Ice  per  notificare  l'applicazione  del 
completamento  dell'operazione.  Il  nome  della  classe  è  formato  usando  lo  schema 
AMI_class_op. Per esempio,  una operazione nominata  foo definita  in  una interfaccia  I 
risulta  in  una  classe  nominata  AMI_I_foo.  La  classe  è  generata  nello  stesso  spazio  di 
visibilità  dell'interfaccia  o  della  classe  contenente  l'operazione.  Due  metodi  sono  resi 
disponibili:
void ice_response (<params>);
Indica che l'operazione è completata con successo. I parametri rappresentano il valore di 
ritorno e quelli di uscita dell'operazione. Se questa ha un valore di ritorno non-void, allora il 
primo parametro del metodo  ice_response offre il valore di ritorno dell'operazione. Ogni 
parametro out presente nell'operazione segue il valore di ritorno, in ordine di dichiarazione.
void ice_exception (const Ice::Exception &);
Indica che una eccezione (locale o utente) è stata lanciata.
2. Un  metodo  proxy  aggiuntivo,  dotato  del  nome  mappato  dell'operazione  con  il  suffisso 
_async. Questo metodo ha un valore di ritorno void. Il primo parametro è un puntatore 
“smart”  ad  una  istanza  della  classe  di  callback  sopra  descritta.  I  parametri  rimanenti 
comprendono quelli di ingresso dell'operazione, in ordine di dichiarazione.
Il metodo proxy per l'invocazione asincrona dell'operazione foo è generato come segue:
void foo_async(const AMI_I_fooPtr&, Ice::Short);
Le chiamate  AMI  sdoppiano  l'invio  della  richiesta  dalla  ricezione  della  risposta,  in  modo  che 
l'applicazione  non  ha  da  attendere  finché  il  server  finisce  di  gestire  la  richiesta.  Tuttavia  è 
opportuno precisare  che  queste  non impiegano  alcun particolare  thread in  uscita  per  inviare  le 
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chiamate AMI in background: per questa evenienza, è necessario creare un thread apposito.
In aggiunta al passaggio dei normali parametri, il client passa un oggetto di callback e dopo la sua 
invocazione ritorna immediatamente. Dopo il completamento dell'operazione, allora il run-time lato 
client  invoca  un  metodo  sull'oggetto  callback  passato  inizialmente,  passandogli  il  risultato 
dell'operazione.
Il server non distingue chiamate asincrone da quelle sincrone.
E' opportuno sottolineare il fatto che l'AMI non crea alcun nuovo thread per aspettare la risposta, 
bensì è il pool di thread del client che si occupa della lettura delle risposte dalle richieste del client 
ed eventualmente effettuare le chiamate ai callback AMI.
3.5.2 AMD
Il  numero di  richieste sincrone simultanee  che un server è  cpace di supportare  è  limitato dalla 
dimensione  del  pool  di  thread del  run-time lato  server.  Se tutti  i  thread fossero  occupati  nella 
gestione di operazioni particolarmente onerose, non ci sarebbero thread disponibili per processare 
nuove richieste e pertanto i client subiscono un ritardo talvolta inaccettabile di risposta.
L'AMD,  Asynchronous Method Dispatch, rappresenta l'equivalente lato server dell'AMI, richiama 
questo problema di scalabilitò.  Utilizzando l'AMD, un server può ricevere una richiesta e dopo 
sospendere  la  sua  elaborazione  per  rilasciare  il  DISPATCH thread  il  prima  possibile.  Quando 
l'elaborazione  riprende e  i  risultati  sono disponibili,  il  server  invia  una  rusposta  esplicitamente 
usando un oggetto di callback fornito dal run-time Ice.
In termini  pratici,  una operazione AMD tipicamente  accoda i  dati  della richiesta (per  esempio, 
l'oggetto di callback e gli argomenti dell'operazione) per un processamento posticipato da un thread 
applicativo. In questo modo, il server minimizza l'uso dei DISPATCH thread e diventa capace di un 
efficiente supporto per migliaia di client simultanei.
Un uso alternativo dell'AMD si ha quando una operazione he richiede un ulteriore processamento 
dopo  il  completamento  della  richiesta  del  client.  Al  fine  di  minimizzare  il  ritardo  del  client, 
l'operazione ritorna i  risultati  mentre  ancora nel  thread DISPATCH, e dopo continua usando il 
thread DISPATCH per elaborazioni addizionali.
3.5.2.1 AMD – Language Mapping
Come  discusso  precedentemente,  i  language  mapping  per  l'AMI  continuano  a  permettere  alle 
applicazioni  di  usare,  se  desiderato,  il  modello  di  invocazioni  sincrone:  specificando  l'AMI 
metadato per una operazione lascia il metodo proxy per le invocazioni sincrone intatto, e causa 
l'aggiunta di un ulteriore metodo proxy in supporto dell'invocazione asincrona.
Il  mapping  per  le  operazioni  AMD,  tuttavia,  non  permettono  l'implementazione  di  entrambi  i 
modelli  di  DISPATCH. Specificando il  metadato AMD causa che il  metodo per il  DISPATCH 
sincrono venga sostituito con un metodo per il DISPATCH asincrono, il quale ha una dichiarazione 
simile a quella per l'AMI: il tipo di ritorno è void, e gli argomenti  consistono in un oggetto di 
callback  e  i  parametri  di  ingresso  dell'operazione.  Nell'AMI  l'oggetto  di  callback  è  fornito 
dall'applicazione, mentre per quanto riguarda l'AMD l'oggetto di callback è dato dal run-time Ice e 
mette a disposizione metodi per il ritorno dei risultati dell'operazione o per il reporting di eccezioni. 
L'implementazione  non  è  richiesta  per  invocare  l'oggetto  di  callback  prima  che  il  metodo  di 
DISPATCH ritorni; l'oggetto di callback può essere invocato in qualunque momento da ogni thread, 
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ma può essere invocato una sola volta. Il nome della classe di callback è costruito, così non c'è 
rischio di conflitto con un identificatore Slice definito dall'utente.
Come per  l'AMI qui  di  seguito  verrà  mostrato  un esempio di  operazione in Slice  definita  con 
l'AMD:
interface I {
     [“amd”] int foo (short s, out long l);
};
La classe callback astratta generata per l'operazione “foo” è la seguente:
namespace Demo {
    class AMD_I_foo : public .... {
    public:
    void ice_responce (Ice::Int, Ice::Long) ;
    void ice_exception (const Ice::Exception &); 
    void ice_exception(const std::exception&);
    void ice_exception();
   };
};
Il codice generato per ogni operazione AMD consiste quindi in:
1. una  classe  callback  usata  dall'implementazione  per  avvisare  il  run-time  circa  il 
completamento  dell'operazione.  Il  nome di  questa  classe è  composto similmente  al  caso 
dell'AMI, ovvero AMD_class_op . Per esempio, una operazione nominata  foo definita in 
una interfaccia  I  risulta  in  una classe nominata  AMD_I_foo.  La classe è  generata  nello 
stesso  spazio  di  visibilità  dell'interfaccia  o  della  classe  contenente  l'operazione.  Diversi 
metodi sono resi disponibili:
void ice_response (<params>);
Questa  funzione  permette  al  server  di  riportare  il  completamento  con  successo 
dell'operazione. Se l'operazione ha un valore di ritorno di tipo non-void, il primo parametro 
della funzione è quello di ritorno. 
void ice_exception(const Ice::Exception &);
Questa versione dell'ice_exception permette al server di riportare una eccezione a livello 
utente o locale;
void ice_exception(std Ice::Exception &);
Con questa funzione il server riporta una eccezione standard;
void ice_exception();
Questa versione permette al server di riportare una eccezione sconosciuta.
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2. Il metodo di DISPATCH, il cui nome ha il suffisso
 _async.  Questo metodo ha un valore di  ritorno di  tipo void.  Il  primo parametro  è  un 
puntatore di tipo smart ad una istanza della classe di callback sopra descritta. I parametri 
rimanenti comprendono quelli di ingresso dell'operazione in ordine di dichiarazione.
La funzione di DISPATCH per l'invocazione asincrona dell'operazione foo è generata come segue:
void foo_async (const AMD_I_fooPtr&, Ice::Short);
Allo stesso modo dell'AMI, ma in maniera trasversale, il client non si accorge minimamente se il 
server utilizza l'AMD piuttosto che il DISPATCH regolare. Con l'AMD l'implementazione di un 
metodo  può  rilasciare  il  thread  DISPATCH  ogniqualvolta  questo  voglia  e  inviare  la  risposta 
dell'invocazione più tardi con un altro thread. Sta al  programmatore decidere quando inviare la 
risposta:
● si può voler accodare i job che sono eseguiti da un altro thread ed inviare la risposta della 
invocazione quando il job completa l'esecuzione;
● si  può  anche  voler  fare  una  chiamata  AMI  su  un  oggetto  ed  inviare  la  risposta  per 
l'invocazione AMD quando si riceve la risposta della chiamata AMI;
● si può anche voler aspettare che una risorsa torni disponibile senza occupare il DISPATCH 
thread.
3.5.2.2 Controllo della generazione del codice con i Metadati
Un programmatore specifica il desiderio di usare un modello asincrono (AMI, AMD o entrambi) 
utilizzando degli appositi metadati nelle definizioni Slice, come è stato spiegato sino al paragrafo 
precedente. Questi metadati possono essere specificati a due livelli: per una interfaccia o una class, 
o per una operazione individuale.
Se specificato per una interfaccia o per una classe, allora il supporto asincrono è generato per tutte 
le sue operazioni. Alternativamente, se il supporto asincrono è richiesto solo per alcune operazioni, 
allora il codice generato può essere minimizzato specificando i metadati solo per quelle operazioni 
che lo richiedono.
I metodi per l'invocazione sincrona sono sempre generati in un proxy; specificando il metadata AMI 
semplicemente quesdto aggiunge i metodi per l'invocazione asincrona. In contrasto, specificando il 
metadata AMD questo causa che i metodi per il DISPATCH sincrono siano sostituiti con i loro 
equivalenti  in  forma asincrona.  Questa  differenza  semantica  tra  l'AMI e l'AMD è in  definitiva 
funzionale: è vantaggioso dare al client le versioni sincrone e sincrone di un metodo di invocazione, 
ma  facendo  lo  stesso  in  un  server  porterebbe  a  richiedere  al  programmatore  di  implementare 
entrambe le versioni del DISPATCH, il quale non porta alcun beneficio tangibile oltre a potenziali 
insidie.
Considerare le seguenti definizioni Slice:
[“ami”] interface I {
   bool isValid();
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   float computeRate();
}
interface J {
   [“amd”] void startProcess();
   [“ami”, “amd”] int endProcess();
}
In  questo  esempio,  tutti  i  metodi  proxy  dell'interfaccia  I  sono  generati  con  il  supporto  per 
l'invocazione sincrona e  asincrona.  Nell'interfaccia  J,  la  prima funzione fa  uso del  DISPATCH 
asincrono, e la seconda operazione supporta l'invocazione e il DISPATCH asincrono.
Specificando i metadati a livello di operazione piuttosto che per l'interfaccia o la classe, non solo si 
minimizza la quantità di codice prodotto, ma più importante si minimizza la complessità. Sebbene il 
modello asincrono sia più flessibile, è anche più complicato da usare. E' dunque nell'interesse del 
programmatore di limitare l'uso del modello asincrono alle sole operazioni per cui questo dia un 
particolare vantaggio, mentre si usa il classico modello sincrono (e più semplice) per il resto.
L'uso di un modello asincrono non va ad interessare il contenuto che è trasmesso sul canale di 
comunicazione. Specificatamente, il modello di invocazione usato da un client rimane totalmente 
trasparente al server, e a sua volta il modello di DISPATCH usato dal server è trasparente per il 
client. Quindi, un server non ha alcun modo di distinguere una invocazione del client sincrona da 
una asincrona, come un client non ha modo di distinguere una risposta sincrona del server da una 
asincrona.
3.6 Protocollo ICE
Il protocollo di definizione Ice consiste di 3 parti:
● un  set  di  regole  di  codifica  dei  dati  che  determinano  come  i  vari  tipi  di  dati  vengono 
serializzati;
● un numero di tipi di messaggi che sono interscambiati tra client e server, insieme alle regole 
che specificano quale messaggio debba essere trasmesso in che circostanze; 
● un  set  di  regole  che  determinano  come  client  e  server  si  accordino  su  un  particolare 
protocollo e versione di codifica
3.6.1 Data encoding
Gli obbiettivi chiave della codifica dei dati in Ice sono la semplicità e l'efficenza. Nel mantenere tali 
principi,  la codifica non allinea i tipi primitivi sui contorni della parole e pertanto eliminano lo 
spazio sprecato e complessità addizionale che l'allineamento richiede. La codifica dei dati in Ice 
semplicemente  produce  un  flusso  di  byte  contigui;  i  dati  non  contengono  byte  di  padding  né 
vengono allineati sui contorni della parola (WORD BOUNDARY).
40
I dati sono sempre codificati usando l'ordine dei byte  little-endian per i tipi numerici (la maggior 
parte delle macchine usano infatti questo tipo di ordinamento, così che la codifica dei dati in Ice è 
più “corretta”).  Ice non fa  uso dello schema per cui  “il  ricevitore  aggiusta”  per  la  complessità 
addizionale che questo verrebbe ad introdurre. Si consideri, per esempio, una catena di ricevitori 
che semplicemente inoltrano i dati lungo la catena sino a che arrivano all'ultimo ricevitore. (queste 
tipologie sono comuni per servizi di distribuzione degli eventi). Il protocollo Ice permette che tutti i 
nodi  intermedi  inoltrino  i  dati  senza  richiedere  che  questi  vengano  deserializzati:  questi  infatti 
inoltrano le richieste semplicemente copiando blocchi di dati binari. 
Con  uno  schema  “il  ricevitore  aggiusta”,  gli  intermediari  dovrebbero  prendersi  carico  di 
deserializzare e serializzare dati ogniqualvolta il  byte order del ricevitore successivo nella catena 
differisce dal byte order del mittente, e quindi questa soluzione risulta inefficiente.
Ice richiede  che i client e i server che girano su macchine  big-endian incorrono in un ulteriore 
calcolo computazionale per il byte swapping dei dati nello schema  little-endian, sebbene questo 
costo  sia  insignificante  se  paragonato  al  costo  complessivo  dell'invio  e  della  ricezione  di  una 
richiesta.  
3.6.2 Messaggi di protocollo
Il protocollo Ice fa uso di 5 messaggi:
● Request (da client a server)
● Batch request (da client a server)
● Reply (da server a client)
● Validate connection (da server a client)
● Close Connection (client a server o viceversa)
Di questi messaggi, la validazione e la chiusura della connessione si applicano solamente a canali di 
trasport connection-oriented.
Come descritto prima, i  messaggi di  protocollo non hanno restrizioni  circa l'allineamento. Ogni 
messaggio consiste di un header a 14 byte e (eccetto per la validazione e la chiusura connessione) 
un body che immediatamente segue l'header.
Un messaggio di  Request  contiene nel body i dati necessari ad eseguire una invocazione su un 
oggetto, includendo l'identità dell'oggetto, il nome dell'operazione e i parametri di ingresso.
Un messaggio  di  Batch request contiene  uno  o  più  richieste  oneway,  legate  insieme per  una 
questione di efficienza. Questo tipo di messaggio è codificato come intero che specifica il numero 
di richieste nel batch, seguito dal corrispondente numero di richieste.
Un messaggio di Reply contiene il risultato di una invocazione twoway, includendo ogni valore di 
ritorno, parametro out, o eccezioni.
Il  server invia un messaggio di  Validate connection quando riceve una nuova connessione.  (si 
tratta qui solo per canali connection-oriented). Il messaggio indica che il server è pronto a ricevere 
richieste; il client non deve inviare alcun messaggio sul canale di connessione fino a che ha ricevuto 
il messaggio di Validate connection dal server. Nessuna risposta al messaggio è attesa dal server. 
Lo scopo della validate connection è duplice:
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● informa il client del protocollo e delle versioni di codifica che sono supportati dal server;
● impedisce al client dallo scrivere una richiesta sul suo buffer del canale di trasporto fino a 
che  il  server  abbia  accettato  che  possa  processare  la  richiesta.  Questo  impedisce  una 
situazione di corse critiche causata dallo stack del TCP/IP sul server accettando connessione 
nella sua backlog mentre il server è nel processo di shutdown: se il client dovesse inviare 
una richiesta in questa situazione, questa andrebbe persa ma il client non potrebbe reinviare 
la richiesta in maniera “sicura” poiché questo violerebbe la semantica at-most-once.
La  Validate  connection garantisce  che  il  server  non  sia  nel  mezzo  di  un  processo  di 
shutdown quando lo stack TCP/IP del server accetta connessioni entranti, così evita corse 
critiche.
Il messaggio di  Close connection è inviato quando un nodo è in fase di shutdown (anche questo 
vale per le canali connection-oriented).     
3.6.3 Compressione
La compressione è una caratteristica particolare del protocollo Ice; se debba essere usata per un 
particolare messaggio è determinata da diversi fattori:
1. la compressione può non essere supportata su tutte le piattaforme o in tutte le regole di 
mapping dei linguaggi.
2. La compressione può essere usata in una richiesta “normale” o batch solo se il punto finale 
avvisa di essere capace di ricevere messaggi compressi.
3. Per motivi di efficienza, il motore del protocollo Ice non comprime messaggio più piccoli di 
100byte.
Se  è  usata  la  compressione,  l'interno  messaggio,  escludendo  l'header,  è  compresso  usando 
l'algoritmo di bzip2. 
3.6.4 Versioni di Protocollo e Codifica
Come visto nelle precedenti sezioni, sia il protocollo Ice che la codifica hanno numeri di versione 
separati  (secondari  e  primari),  e  questo  ha  il  vantaggio  di  non dipendere  l'uno  dall'altra:  ogni 
versione del protocollo Ice può essere usato con qualsiasi  versione della codifica,  così possono 
evolvere indipendentemente.
Il meccanismo di versionamento di Ice fornisce il numero massimo possibile di interoperabilità tra 
client  e  server  che  usano  diverse  versione  del  run-time  Ice.  In  particolare,  i  client  più  vecchi 
possono comunicare con server più nuovi e viceversa, dato che i contenuti del messaggio usano tipi 
che sono comprensibili da entrambe le parti.
Per esempio, assumiamo che una versione più recente di Ice dovesse introdurre una nuova keyword 
Slice e tipo di dati, per esempio per trattare i numeri complessi. Questo significherebbe una nuova 
versione della codifica; assumiamo che la versione1.1 della codifica sia identica alla 1.0 ma, in 
aggiunta, supporti i tipi complessi. Ora si ha 4 possibili combinazioni di client e server per quanto 
concerne le versioni delle codifiche:
Versione client Versione server Ioerazione  CON 
parametro complesso
Operazione  SENZA 
parametro complesso
1.0 1.0 N.D. OK
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Versione client Versione server Ioerazione  CON 
parametro complesso
Operazione  SENZA 
parametro complesso
1.1 1.0 N.D. OK
1.0 1.1 N.D. OK
1.1 1.1 OK OK
Come si può vedere, l'interoperabilità è fornita alla massima estensione possibile. Se sia client che 
server sono alla stessa versione 1.1, possono ovviamente scambiare messaggi e useranno la versione 
di  codifica  1.1.  Per  la  versione  1.0  i  client  e  server,  ovviamente,  solo  operazioni  che  non 
coinvolgono parametri di tipo complesso possono esserer invocate (dato che almeno una entità tra le 
due non conoscono questo nuovo tipo), e i messaggio vengono scambiati con la codifica 1.0.
3.7 Connection Management
Il run time Ice stabilisce le connessioni automaticamente e in maniera del tutto trasparente come 
effetto lato prodotto dall'uso dei proxy. Ci sono delle regole ben definite che determinano quando 
una nuova connessione è stabilità (si veda paragrafo successivo). Se necessario, si può influenzare 
le attività di gestione della connessione (paragrafo successivo).
La gestione della connessione risulta di importanza sempre crescente, di pari passo con la crescita in 
termini  di  complessità  degli  ambienti  di  rete.  In  particolare,  se  si  desidera  di  effettuare  delle 
callback  da  un  server  ad  un  client  attraverso  un  firewall,  si  deve  far  uso  di  una  connessione 
bidirezionale. 
Questa  è  stata  infatti  la  motivazione  principale  per  cui  è  stata  scelta  la  callback  su  canale 
bidirezionale nel progetto di tesi. Purtroppo allo stato attuale le politiche di networking imposte 
dagli operatori mobili inibiscono l'instaurazione di una connessione dall'esterno verso un terminale 
mobile. Questo passo verrà raffigurato meglio quando si tratterà più in dettaglio del progetto di tesi.
Tuttavia  il  run  time  Ice  fornisce  anche  accesso  diretto  alle  connessioni,  consentendo  al 
programmatore  di  controllare  in  modo esplicito  l'instaurazione  e  la  chiusura  di  connessioni  sia 
unidirezionali che bidirezionali.
3.7.1 Instaurazione di una connessione
La prima invocazione su un proxy produce la ricerca da parte del run time Ice di una connessione 
esistente ad uno degli endpoint del proxy; se nessuna connessione adatta esiste, il run time stabilisce 
una nuova connessione ad un endpoint del proxy.
3.7.1.1 Gestione dell'errore
Se un fallimento arriva durante un tentativo di connessione, il run-time Ice prova a connettersi a 
tutti i rimanenti endpoint del proxy sino a che una connessione viene stabilita con successo o tutti i 
tentativi falliscono.  A questo punto il  comportamento del run time Ice dipende dal valore della 
proprietà di configurazione Ice.RetryIntervals. Il valore di default di questa proprietà è 0, il quale 
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induce  il  run  time  a  provare  di  connettersi  a  tutti  gli  endpoint  una  volta  in  più.  Se  nessuna 
connessione può essere stabilita, allora il run-time lancia una eccezione.
3.7.1.2 Riuso della connessione e timeout
Quando l'instaurazione di  una connessione per  un proxy, il  run-time Ice riusa una connessione 
esistente sotto le seguenti condizioni:
● L'endpoint remoto è uguale ad uno del proxy
● la connessione era stabilita dal communicator che creò il proxy.
● La connessione  rispecchia  la  configurazione  del  proxy.  I  valori  del  timeout  giocano un 
importante ruolo in questo punto, dato che una connessione esistente è riusata solamente se 
il suo valore di timeout (quello usato quando la connessione è stata instaurata) eguaglia il 
timeout del nuovo proxy. Allo stesso modo, un proxy configurato con un ID di connessione 
riusca una connessione se è stata stabilita da un proxy con lo stesso ID di connessione.
Le  applicazioni  devono  prestare  cautela  quando  si  usano  proxy  contenenti  endpoint  multipli, 
specialmente per quelli che usano differenti canali di trasporto. Per esempio, supponiamo di avere 
un proxy che ha più connessioni, per TCP, SSL e UDP. Quando si stabilisce una connessione per 
questo proxy, il run-time Ice aprirà una nuova connessione solo se questo non può riusare una 
connessione esistente per nessun altro endpoint. Se si vuole assicurare che un particolare canale di 
trasporto sia usato da un proxy, c'è da apportare alcune configurazione al proxy, chiamando delle 
opportune funzioni (ice_secure o ice_datagram).
Per quanto riguarda la compressione, il run-time non considera le impostazioni quando è in cerca di 
connessioni esistenti da riusare; proxy le cui impostazioni di compressione differiscono possono 
condividere la stessa connessione (assumendo che tutti gli altri criteri di selezione siano soddisfatti).
Il  comportamento  di  default  del  run-time,  il  quale  riusa  le  connessioni  quando  possibile,  è 
appropriato per mole applicazioni dato che conserva le risorse e tipicamente ha poco o 0 impatto 
sulle prestazioni. 
Per quanto riguarda i timeout, la configurazione di default dei proxy prevede un timeout pari a -1, il 
che  significa  che l'attività  di  rete  iniziata  da  questo proxy non incorre  in  timeout.  Il  valore  di 
timeout influenza sia l'instaurazione della connessione sia le invocazioni remote. Se un differente 
valore è specificato e la connessione non può essere stabilita all'interno delo slot di time predefinito, 
viene lanciata una eccezione ConnectTimeoutException. Con appositi metodi si può impostare un 
timeout  sul  proxy  (ice_timeout).,  oltre  ad  una  specifica  proprietà  che  vale  per  tutti  i  proxy 
(Ice.Override.Timeout).
3.7.2 Interface Ice::Connection
Le applicazioni possono ottenere l'accesso ad un oggetto Ice rappresentando una connessione una 
connessione stabilita.
L'interfaccia Ice::Connection è così definita:
module Ice {
     local interface Connection {
          void close (bool force);
          nonmutating Object* createProxy(Identity id);
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void setAdapter (ObjectAdapter adapter);
nonmutating ObjectAdapter getAdapter();
          ... 
nonmutating string type();
          ...
     }
}
Come  indicato  nella  definizione  Slice,  una  connessione  è  un  oggetto  locale,  simile  ad  un 
communicator  o  ad  un  object  adapter.  Un  oggetto  connessione  è  dunque  solamente  usabile 
all'interno del processo e non può essere acceduto da remoto.
L'interfaccia di Connection supporta le seguenti operazioni:
● void close (bool force). Avviene qui la chiusura esplicita della connessione, la cui modalità è 
determinata dal valore di “force”.
● Object* createProxy(Identity id). Crea un proxy speciale che usa solo questa connessione.
● void setAdapter (ObjectAdapter adapter) abilita le callback su questa connessione. Questa 
istruzione ha una considerevole importanza sempre in ottica del progetto.
● ObjectADapter getAdapter(). Ritorna l'object adapter associato a questa connessione o null 
se non è stata fatta alcuna associazione.
● String type() . Ritorna il tipo di connessione come stringa, tipi “tcp”.
I client ottenono una connessione chiamando la ice_connection su un proxy. Se il proxy non ha 
ancora una connessione, il metodo prova a stabilirne una. Come risultato, il chiamate deve essere 
preparato a gestire eccezioni di fallimento di connessione.
Come esempio in C++, il codice sottostante spiega come ottenere una connessione da un proxy e 
stampa il suo tipo:
Ice::ObjectPrx proxy = .... 
try{
     Ice::ConnectionPtr conn=proxy->ice_connection();
     cout<<conn->type()<<endl;
}
catch (...){
    cout << “...”<<endl;
}
Per quanto riguarda i server, questi possono accedere ad una connessione attraverso il membro con 
del parametro Ice::Current passato ad ogni operazione.
Infine,  con la chiusura,  le applicazioni  hanno bisogno raramente di chiudere esplicitamente una 
connessione (è buona regola non farlo).
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Il run-time può chiudere una connessione per diverse ragioni:
● quando disattiva un object adapter o spegne un communicator
● come richiesto da un gestore di una connessione attiva
● quando iniziato da una applicazione
● dopo che scatta il timeout per una richiesta
Eccetto  quando una  applicazione  richiede  una  chiusura  forzata,  il  run-time chiude  sempre  una 
connessione “gracefully” come richiesto dal protocollo Ice, e questo tipo di connessione consiste in:
● se il processo che inizia una chiusura, alle richieste entranti e uscenti che sono in progresso è 
consentito  completare,  e  dopo un  messaggio  di  chiusura  connessione  è  inviato  al  nodo 
collegato.  Ogni  richiesta  ricevuta  dopo  che  è  avviata  la  chiusura  è  scartata  in  maniera 
“silenziosa” (ma può essere riprovata).
● Dopo aver ricevuto un messaggio di chiusura connessione, il run-time Ice nel peer chiude il 
suo  punto  finale  della  connessione.  Ogni  richiesta  in  uscita  ancora  pendente  su  quella 
connessione fallisce con una eccezione di  CloseConnectionException. Questa eccezione 
indica al  run-time che è sicuro riprovare queste richieste senza violare la semantica “at-
most-once”, assumendo che i nuovi tentativi non siano stati disabilitati.
● Dopo aver rilevato che il peer ha chiuso la connessione, il run-time in fase di avvio chiude la 
connessione.
Le invocazioni di tipo oneway sono generalmente considerate come affidabili, poiché sono inviate 
su  un  canale  di  trasporto  stream-oriented.  Tuttavia,  è  possibile  per  richieste  oneway  di  essere 
tacitamente scartate se un server ha iniziato una chiusura di tipo “graceful”. Mentre le chiusure di 
questo tipo provocano ad una richiesta  twoway di ricevere una eccezione  CloseConnection  ed 
eventualmente  essere  riprovate,  nel  caso  delle  richieste  oneway  scartate  il  mittente  non  riceve 
alcuna notizia. 
Se  una  applicazione  da  per  assunta  l'affidabilità  della  richiesta  oneway,  può  essere  necessario 
controllare  gli  eventi  intorno  alla  chiusura  della  connessione  il  più  possibile,  per  esempio 
disabilitando la gestione della connessione attiva ed evitando esplicite chiusure di connessione.
3.7.3 Connessioni Bidirezionali
Una  connessione  Ice  normalmente  consente  le  richieste  di  fluire  in  solo  una  direzione.  Se  la 
progettazione di una applicazione richiede che il server instauri delle  callback verso il client,  il 
server normalmente stabilisce una nuova connessione con quel client in modo da inviare la richiesta 
di callback, come mostrato nella figura successiva:
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Sfortunatamente, possono sussistere delle restrizioni di rete che spesso impediscono ad un server 
dall'essere capace di creare una connessione separata al client, come quando il client risiede dietro 
un firewall, come mostrato in figura:
In questo scenario, il firewall blocca ogni tentativo per stabilire una connessione direttamente al 
client. Per situazioni come queste, una connessione bi-direzionale rappresenta la soluzione.
Le  richieste  possono  scorrere  in  entrambe  le  direzioni  su  questa  connessione  bidirezionale, 
abilitando il  server ad inviare le  richieste al  client  sulla  stessa connessione aperta dal  secondo. 
Questa connessione può essere configurata manualmente.
3.7.4 Configurazione del client
Un client richiede di eseguire i passi seguenti per configurare una connessione bidirezionale:
1. Creare un object adapter per ricevere le richieste di callback. Questo adapter non richiede 
endpoint se il suo unico scopo è di ricevere le callback su connessioni bidirezionali.
2. Registrare l'oggetto di callback con l'object adapter
3. Attivare l'object adapter.
4. Ottenere l'oggetto Ice::Connection attraverso la chiamata della ice_connection sul proxy.
5. Invocare  la  setAdapter  sulla  connessione,  passando  l'object  adapter  di  callback.  Questo 
associa  l'object  adapter  con  la  connessione  ed  abilita  il  DISPATCH  delle  richieste  di 
callback 
6. Passare l'identità dell'oggetto di callback al server.
Il codice C++ sotto illustra i passi:
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L'ultimo passo sembra non essere di utilità dato che un client vorrebbe tipicamente passare il proxy 
al  server,  non solo una identità.  Per esempio,  sembrerebbe di dover  inoltrare il  proxy ritornato 
dall'operazione dell'adapter add al server, ma questo non porterebbe l'effetto desiderato: se l'object 
adapter  di  callback  è  configurato  con  gli  endpoint,  il  server  vorrebbe  tentare  di  stabilire  una 
connessione separata ad uno di questi endpoint, il quale annullerebbe lo scopo della connessione 
bidirezionale. È come se l'object adapter di callback non avesse endpoint, nel qual caso il proxy non 
è di alcun uso per il server.
Allo stesso modo, si potrebbe provare ad invocare la funzione createProxy sulla connessione per 
ottenere un proxy che il server può usare per le callback. Questo anche potrebbe fallire, dato che il 
proxy ritornato dalla connessione è per solo uso locale e non può essere usato quindi da nessun altro 
processo.
Come si potrà vedere nella prossima sezione il server deve creare il suo proxy di callback.
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3.7.5 Configurazione del server
Un server richiede di eseguire i passi seguenti in modo da effettuare le callback su una connessione 
bidirezionale:
1. ottenere l'identità dell'oggetto di callback, il quale è tipicamente fornito dal client
2. creare un proxy per l'oggetto di callback attraverso la chiamata della funzione createProxy 
sulla  connessione.  Come  è  stato  precedentemente  discusso  l'oggetto  di  connessione  è 
accessibile come membro dell'Ice::Current 
Questi passi solo illustrati nel codice C++ qui presentato:
void addClient(const Ice::Identity& ident, const Ice::Current& curr)
{
    CallbackPrx client = CallbackPrx::uncheckedCast(curr.con->createProxy(ident));
    client->notify();
}
Il proxy ritornato dalla operazione della connessione può essere solo usato nel processo del server e 
non può essere serializzato o trasformato in stringa dalla  proxyToString.  Il proxy è legato alla 
connessione che ha creato, e cessa di lavorare una volta che la connessione viene chiusa. Se la 
connessione  è  chiusa  prematuramente,  o  dal  gestore  della  connessione  attiva  o  da  una  azione 
esplicita da parte dell'applicazione, il server non può effettuare più richieste di callback usando quel 
proxy.  Ogni  tentativo  di  usare  il  proxy  una  seconda  volta  risulta  di  solito  in  una 
CloseConnectionException.
3.7.6 Limitazioni
Ciononostante le connessioni bidirezionali soffrono di alcune limitazioni:
● non possono essere configurate per trasporti connection-oriented come TCP e SSL;
● la maggior parte dei metodi che operano sui proxy non hanno effetto su un proxy creato 
dalla operazione createProxy. Il proxy è legato alla connessione esistente, pertanto il proxy 
riflette la configurazione della connessione. Per esempio, non è possibile cambiare il valore 
di  timeout  per  tale  proxy.  Similmente,  non  è  possibile  cambiare  le  configurazioni  di 
sicurezza del proxy: se la connessione in ingresso è sicura, allora il proxy deve essere sicuro, 
e non può essere cambiato in insicuro. Tuttavia, è legale cambiare tra invocazioni di tipo 
oneway e twoway.
● Una connessione  stabilita  da  un router  Glacier2  ad  un server  non è  configurata  per  usi 
bidirezionali. Solo la connessione da un client al router è bidirezionale. Ciononostante, il 
client non deve provare a configurare manualmente una connessione bidirezionale ad un 
router, dato che è internamente gestita dal run-time Ice.
● Le connessioni bidirezionali non sono compatibili con l'Active Connection Management.
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3.7.7 Considerazioni sul threading
Il run-time Ice normalmente crea due pool di thread per il processamento del traffico di rete sulle 
connessioni: il pool di thread del client gestisce le connessioni in uscita mentre quello del server 
gestisce le connessioni in ingresso. Tutti gli object adapter in un server condividono lo stesso pool 
di thred per default, ma un object adapter può essere configurato per avere il suo pool di thread. La 
dimensione di default sia per client che per server, di questo pool, è uno.
Il pool del client è normalmente in attesa per le risposte alle richieste pendenti. Quando un client 
configura  una connessione  in uscita  per  richieste  bidirezionali,  il  pool  del  client  diventa  anche 
responsabile per il DISPATCH delle richieste di callback.
Similmente,  il  pool  del  server  fa  il  DISPATCH delle  richieste  dai  client.  Se il  server  usa  una 
connessione per inviare richieste di callback, allora il pool del server deve processare le risposte a 
quelle richieste.
Si può necessitare di aumentare la dimensione massimo di un pool di thread se si richiede più 
concorrenza o di evitare deadlock se si sta annidando le callback.
3.8 Ice-E
Con il termine Ice-E si rappresenta una versione compatta di Ice progettata specificatamente per gli 
ambienti embedded contenente molte delle caratteristiche che hanno reso Ice una valida alternativa 
per le applicazioni distribuite.
Nel progetto di questa tesi è stato presa in considerazione la versione di Ice-E per Java (esiste anche 
una versione in C++ compatibile con dispositivi basati su Windows CE): in entrambe le versioni, 
una serie di features della versione standard sono stati rimossi, mentre altri sono stati ottimizzati, e 
li vedremo più in dettaglio in seguito.
Ice-E per Java supporta J2ME CLDC 1.1 e MIDP 2.0; ovviamente lo scopo principale è avere una 
piattaforma Ice il più compatta possibile in termini di consumo di memoria e calcolo di CPU ma 
con il maggior numero di funzionalità possibili derivate dalla versione completa. (in prototipi di 
chat  client  e  server  si  stimava  rispettivamente  un'occupazione  di  memoria  di  80  e  90KB 
rispettivamente).
3.8.1 Differenze tra Ice-E e Ice
Al fine di ridurre la dimensione del run-time di Ice-E, come detto prima, diverse caratteristiche di 
Ice sono state rimosse, e queste sono discusse nelle sezioni sottostanti.
Modelli di concorrenza
Ice-E supporta solo il modello di concorrenza di un unico thread per connessione lato server; la 
concorrenza con il pool di thread non è supportata
Le applicazioni  che  eseguono delle  callback annidate  devono essere  consapevoli  delle  seguenti 
limitazioni imposte dal modello di unico thread per connessione:
● per le connessioni bidirezionali, la callback annidata deve essere una invocazione oneway
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● per connessioni regolare (unidirezionali) la callback può essere una invocazione twoway
● solo un livello di callback annidata è permesso
Lato  client,  Ice-E  supporta  il  modello  di  unico  thread per  connessione  alla  stessa  maniera  del 
modello della concorrenza bloccata che può dare migliori risultati in termini di performance. Per 
abilitare il modello bloccante è necessario importare la proprietà di configurazione Ice.Blocking=1. 
In aggiunta alle limitazioni del modello thread-per-connection descritto sopra, il modello bloccante 
impedisce l'uso delle connessioni bidirezionali.
Canali di trasporto
Ice-E include il supporto per il protocollo di trasporto TCP; UDP e SSL non sono supportati.
Oggetti per Valore
Ice-E non permette le classi di Slice di essere trasmesse per valore, sebbene sia sempre possibile 
usare classi Slice in contesto locale.
Servat Locators
Ice-E non supporta il servant locator. Le applicazioni Ice-E devono fare uso della mappa attiva dei 
servant.
Cambiamenti nel mapping
Le specifiche MIDP non includono la java.util.Map, pertanto il mapping per i tipi dizionario Slice è 
stata portata ad utilizzare invece java.util.Hashtable.
Cambiamenti nelle proprietà
Le  proprietà  Ice.StdErr  e  StdOut  non  sono  supportato,  dato  che  J2ME  non  fornisce  alcun 
meccanismo per riassegnare i flussi stderr e stdout.
Altre caratteristiche rimosse
Nella progettazione di Ice-E sono state altresì eliminate le seguenti caratteristiche:
● invocazione e dispatch asincrono, quindi non è possibile utilizzare l'AMI/AMD.
● API di streaming
● Active Connection Management




IceGrid rappresenta un servizio per la  localizzazione e la  attivazione delle applicazioni  Ice.  Di 
seguito sono schematizzate le maggiori funzionalità implementate per questo servizio:
● location service. Come implementazione dell'ice location service, IceGrid abilita i client a 
collegarsi indirettamente a loro server, rendendo le applicazioni più flessibili e resilienti ai 
cambiamenti di requisiti;
● attivazione del server on-demand. L'avvio di un processo server Ice è chiamato  server  
activation. Può essere data ad IceGrid il compito (e la responsabilità) dell'attivazione di un 
server su richiesta  quando un client  prova ad accedere ad un oggetto situato sul  server. 
L'attivazione  di  solito  avviene  un  effetto  secondario  del  binding  indiretto  ed  è 
completamente trasparente al client;
● application distribution. IceGrid fornisce un modo conveniente di distribuire l'applicazione 
ad un gruppo di macchine, senza il bisogno di condividere alcun file system o complicati 
script. E' necessario semplicemente configurare un server IcePatch2 e permettere ad IceGrid 
di scaricare i file necessari e mantenerli sincronizzati.
● Replication and load balancing.  IceGrid supporta la replica attraverso il raggruppamento 
degli object adapter di diversi server in un singolo object adapter virtuale. Durante il binding 
indiretto, un client può essere collegato ad un qualsiasi endpoint di questi adapter. Inoltre, 
IceGrid  monitorizza  il  carico  su  ogni  macchine  e  può  usare  questa  informazione  per 
decidere quale endpoint ritornare al client;
● automatic  failover.  Ice  supporta  i  nuovi  tentativi  e  i  recuperi  automatici  in  caso  di 
malfunzionamento o terminazione anormale (sia essa del server o della rete) verso l'endpoint 
con minor carico;
● dynamic  queries.  In  aggiunta  al  binding  trasparente,  le  applicazioni  possono  interagire 
direttamente con IceGrid per localizzare gli oggetti  in una varietàdi modi;
● status monitoring. IceGrid supporta le interface Slice che permettono alle applicazioni di 
monitorare  le  proprie  attività  e  ricevere  notifiche  circa  l'arrivo  di  eventi,  abilitando  lo 
sviluppo di appositi strumenti custom o l'intergrazione degli eventi di stato di IceGrid in un 
management framework esistente;
● administration. IceGrid include strumenti amministrativi a riga di comando e grafici. Sono 
disponibili su tutte le piattaforme supportate e consentono di avviare,fermare,monitorare e 
riconfigurare ogni server gestito da IceGrid.
● Deployment.  Usando file  XML, si  può descrivere  i  server  per  essere  scaricato  su ogni 
macchina. I template semplificano la descrizione di server identici.
Il dominio di IceGrid consiste di un singolo registro e di un numero arbitrario di nodi. Insieme, il 
registro ed i nodi cooperano per gestire le informazioni e i  processi  server che costituiscono le 
applicazioni. Ogni applicazione assegna i server a particolari nodi. Il registro mantiene un record 
persistente di questa informazione, mentre i nodi sono responsabili per l'avvio e il monitoring ai 
processi server a loro assegnati. In una tipica configurazione, un nodo girua su ogni macchina che 
ospiti server Ice. Il registro non consuma molti cicli di calcolo di CPU, così gira frequentemente 
sulla  stessa  macchina  come  nodo;  in  fatti,  il  registro  e  il  nodo  possono  girare  se  desiderato 
all'interno dello stesso processo.
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3.9.1 IceGrid – codice
3.9.1.1 La specifica delle porte
Supponiamo di avere un pezzo di codice lato server come il seguente:
//...
Ice::ObjectAdapterPtr  adapter  =  communicator()  ->createObjectAdapterWithEndpoints
("MyAdapter",”tcp -p 10000”);
//..
Questo rappresenta la modalità più semplice e veloce per creare un object adapter. Sfortunatamente, 
è anche uno dei più inutili, e cerchiamo di capire i motivi:
● il server fissa saldamente le informazioni relative all'endpoint all'interno del codice. Come 
risultato,  se  per  un  motivo  si  vuole  muovere  il  server  verso  una  differente  porta,  sarà 
necessario ricompilare il codice.
● Si  richiede di  amministrare  manualmente  le  porte  che sono usate  dai  server  poiché due 
server non possono rimanere in ascolto sulla stessa porta. Se si ha un gran numero di server, 
questo può diventare una reale complicazione.
Per migliorare la situazione, si possono passare le informazioni relative alla aporta all'interno della 
chiamata: 
Ice::ObjectAdapterPtr  adapter  =  communicator()  ->createObjectAdapterWithEndpoints
("MyAdapter",args[0]);
Questo codice permetterà di  passare le specifiche dell'endpoint  all'interno del programma come 
argomento  a  riga di  comando.  Questo  permetterà  di  risolvere  il  problema della  porta  legata  al 
codice, ma rimane comunque una soluzione poco maneggevole, per i motivi seguenti:
● Ice possiede già un meccanismo built-in per eseguire esattamente la stessa operazione;
● non  si  può  usare  il  sistema  di  localizzazione  offerto  da  IceGrid  e  la  caratteristica  di 
attivazione del server se si crea l'object adapter in questo modo.
Il  codice  di  seguito  mostrato  rappresenta  il  modo  corretto  per  eseguire  la  stessa  operazione 
correttamente:
Ice::ObjectAdapterPtr adapter = communicator() ->createObjectAdapter("MyAdapter");
Questo codice è pressochè indentico, eccetto per la chiamata di una funzione leggermente diversa 
dalla precedente. Questo codice infatti non specifica un endpoint per l'adapter, così il run-time Ice 
deve usare altri mezzi per determinare quale endpoint debba essere usato. L'implementazione della 
createObjectAdapter si comporta come segue:
● se la proprietà  MyAdapter.Endpoints non è impostata,  il run-time crea l'adapter senza 
endpoint. Tipicamente dato che un adapter non ascolta su tutte le interfacce di rete, non è 
utile questa soluzione per il calcolo distribuito. Tuttavia, un adapter senza endpoint è utile 
per comunicazioni bidirezionali e sato internamente dal run-time Ice.
● Altrimenti, il run-time usa il valore di  MyAdapter.Endpoints per determinare a quale (o 
quali) endpoint l'adapter ascolterà per richieste entranti.




Questo assume che  la  proprietà  MyAdapter.Endpoints  sia   impostata  nel  file  di  configurazione 
(config) come segue:
MyAdapter.Endpoints=tcp -p 10000
Con questa configurazione il client può realizzare un proxy iniziale per un oggetto nel server come 
al solito: fino a che il client conosce l'ID dell'oggetto e l'endpoint, può usare un proxy nella forma di 
una stringa e passarla alla funzione stringToProxy. Con la configurazione precedente, assumendo 
che l'ID dell'oggetto sia Object1, il client può fare uso del seguente proxy trasformato in stringa per 
raggiungere questo oggetto:
Object1:tcp -h somehost.abc.com -p 10000
3.9.1.2 IceGrid Location Service
Spostando  il  numero  della  porta,  usato  da  un  object  adapter,  fuori  dal  codice  sorgente,  si  è 
guadagnato un po' di flessibilità dato che ora possiamo eseguire un server su porte differenti senza 
avere bisogno di ricompilare il codice. Ciò nonostante se si dovesse aver un numero consistente di 
server, si manifesterebbe nuovamente la necessità di amministrare manualmente le porte per ogni 
server.  Oltretutto,  dato  che  i  client  specificano  la  porta  del  server  nel  loro  proxy  in  stringa, 
ogniqualvolta si cambia la macchina su cui un server gira, o la porta su cui rimane in ascolto, si 
necessità altresì di aggiornare la configurazione per tutti i client.
Chiaramente, sarebbe preferibile non gravare il sistema con tutto questo overhead amministrativo. 
In maniera ideale, si vorrebbe poter lanciare i server su macchine arbitrarie (oltre a porte arbitrarie) 
che sono dinamicamente assegnate dal sistema operativo, ed avere client collegati ai server senza 
alcun cambiamento nella configurazione.
Il location service insito ad IceGrid fornisce una accurata soluzione per questo scenario: permette 
infatti ai client di acquisire dinamicamente (e in maniera del tutto trasparente) l'endpoint corrente 
per un server, a prescindere della macchina e della porta su cui il server stia girando. Similmente, 
per quanto riguarda i server, non necessitano che alcuna porta venga configurata.Si può lanciare un 
server su una qualsiasi  macchina e lasciare al  sistema operativo il compito di scegliere la porta 
libera per il server.
Il location service lavora rimpiazzando le informazioni di endpoint nel proxy che è usato dal client 
con un nome simbolico, per esempio:
Object1@MyAdapter
Questo tipo di proxy è noto come proxy indiretto (in contrasto, un proxy che include uno specifico 
endpoint  è noto come  proxy diretto).  Quando il  client  invoca una operazione usando il  proxy 
indiretto, il run-time lato client contatta il locator IceGrid e chiede la macchina e la porta sui cui 
possa essere trovato il MyAdapter. Se il server è in fase di esecuzione, il locator conosce l'endpoint 
per l'adapter e lo ritorna al client.
Una volta che il  run-time lato client  conosce l'endpoint  effettivo,  invierà la  richiesta  al  server. 
L'intero processo risulta trasparente al codice dell'applicazione e molto simile al modo in cui il DNS 
risolve i  nomi a  dominio  negli  indirizzi  IP.  C'è  da sottolineare  che il  run-time fa  largo uso di 
ottimizzazioni, in modo che ogni client contatterà il locator solo una volta, per conoscere l'endpoint, 
successivamente le future invocazioni sono inviate direttamente al server senza quindi contattare 
prima il locator.
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I server tengono il locator aggiornato contattandolo ogniqualvolta attivano un object adapter: ogni 
server aggiorna il locator con il suo indirizzo IP corrente e porta, così che il locator può a sua volta 
passare questa informazione ai client quando cercano di risolvere un proxy indiretto.
Perchè tutto questo funzioni correttamente, sia client che server devono essere d'accordo nell'uso 
dello stesso locator. Il service location è dato disponibile dal registro IceGrid, quindi significa che 
client e server devono essere concordi nell'utilizzo dello stesso registro. Per far ciò entrambe le parti 
devono essere  configurate  con una  precisa  proprietà,  Ice.Default.Locator,  la  quale  specifica  il 
proxy al servizio di location di IceGrid e, se impostata, abilita il binding indiretto per client allo 
stesso modo della registrazione dei dettagli riguardo all'endpoint dai server. Così, sia per client che 
per server, si necessita di impostare questa proprietà (per fare un esempio):
Ice.Default.Locator=DemoIceGrid/Locator:default -h registryhost.abc.com -p 10000
Si può impostare questa proprietà in un file di configurazione o a riga di comando per client e 
server.  Questa  proprietà  stabilisce  che  il  locator  giri  sull'host  registryhost.abc.com  sulla  porta 
10000, con object identity DemoIceGrid/Locator.
Per  abilitare  il  binding indiretto,  si  richiede  di  eseguire  il  location  service,  ovvero  il  processo 






La prima proprietà, determina l'endpoint su cui girerà il location service. E' importante configurare 
client e server con la proprietà Ice.Default.Locator. Notare che il proxy specificato con la proprietà 
IceGrid.Registry.Client.Endpoints deve essere un proxy diretto con numero di porta ben preciso, 
a cui i client e server fanno binding indiretto. (il proxy del locator non può essere di tipo indiretto 
poiché creerebbe il problema della gallina e dell'uovo: per risolver il proxy al locator, si richiede il 
locator, ma non si trova il locator senza risolvere il proxy...).
Si deve impostare il server e le proprietà interne di endpoint ad uno o più protocollo, ma non si deve 
specificare  una  porta  per  questi  due  parametri;  client  e  server  trovano  l'effettivo  endpoint 
contattando il locator a run-time.
La proprietà IceGrid.Registry.Data specifica il percorso ad una cartella in cui il registro mantiene 
il suo database.
Infine  si  imposta  IceGrid.Registry.DynamicRegistration ad  un valore  diverso  da  zero  (senza 
questa impostazione, ai server non verrà permesso di registrare i loro endpoint relativi ad object 
adapter a meno che hanno esplicitamente caricati, ma questo verrà spiegato meglio in seguito).
Dopo aver specificato queste proprietà in un file config.grid si può lanciare il registro come segue:
$ icegridregistry –Ice.Config=config.grid
Per il server, si richiede solo due prorpeità per registrare il suo adapter al locator:
MyAdapter.Endpoints=tcp
MyAdapter.AdapterID=MyAdapter
Notare che MyAdapter.Endpoints è cambiata: ora specifica solo un protocollo, non può un numero 
di porta: questo significa “voglio che MyAdapter usi il TCP/IP ma non mi importa su quale porta 
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sia in ascolto).
La proprietà <nome_adapter>.AdapterID esegue tre controlli:
● informa il run-time lato server di registrare l'adapter con il locator
● setta l'ID da cui l'adapter è noto per il locator e per i client
● cambia il modo in cui i  proxy sono trasformati  in stringa: con la proprietà impostata,  il 
server produce proxy in stringa che includono l'ID dell'adapter quando questo chiama la 
proxyToString, invece dei proxy con una esplicita porta.
3.9.1.3 Attivazione automatica dei server
Con la configurazione di cui si è discusso sino ad ora, si può avviare un server e rendere le sue 
informazioni  riguardanti  l'endpoint  disponibili  attraverso  IceGrid  senza  dover  manualmente 
configurare i nomi degli host e le relative porte. Ciò nonostante, tutto questo funziona sino a che il 
server è in esecuzione. Spesso, questo non è un problema: si può semplicemente lanciare il server 
quando la macchina si avvia (immettendo delle apposite righe nel file /etc/rc.d o nel registro di 
Windows); una volta che il server risulta avviato, ci si può dimenticare di questo e lasciargli fare il 
suo lavoro. Eppure sono presenti tre inconvenienti:
● il mantenimento degli script di inizializzazione o delle righe di registro per molti server può 
diventare pesante da gestire;
● i server consumano risorse anche quando sono in uno stato di idle;
● i server possono terminare in modo anomalo o presentare dei malfunzionamenti.
Il secondo punto non è così rilevante, l'unica cosa che un server consuma quando è idle è uno slot 
nella tabella dei processi, pochi descrittori di file e spazio di swap, nessuno dei quali normalmente 
si presenta difficile da trovare. Tuttavia il terzo punto merita più attenzione poiché un server può 
presentare dei malfunzionamenti senza avere colpa direttamente: per esempio il sistema operativo 
piò finire lo spazio di swap e causare un fallimento di allocazione di memoria nel server. A seconda 
di dove il problema esattamente si presenti, il codice del server può semplicemente rinunciare e 
uscire o, nel caso peggiore, comportarsi in modo imprevedibile (e il fallimento può capitare in una 
libreria  di  terze  parti  usata  dal  server  e  la  cui  qualità  non è  controllabile  dall'utente).  Un altro 
scenario  di  terminazione  anomala  del  server  si  può  avere  quando  l'amministratore  del  server 
erroneamente chiude il processo sbagliato. Come si è visto sino ad ora l'avvio manuale dei server 
presenta molti inconvenienti.
IceGrid fornisce una struttura per attivare i server su richiesta, quando un client per la prima volta 
invoca una operazione. In poche parole, l'attivazione automatica dei server è un servizio aggiuntivo 
a quello di location: i client risolvono i proxy indiretti al solito modo; tuttavia, se un server non è in 
fase di esecuzione al momento in cui il client chiede l'endpoint del server, il registro per prima cosa 
avvia il server e ritorna i dettagli dell'endpoint al client interessato una volta che il server ha attivato 
il suo object adapter.
L'attivazione del server è presa in carico dai nodi di IceGrid.  E'  fondamentale avviare un nodo 
IceGrid su ogni macchina su cui si voglia IceGrid lanciare i server su richiesta. In aggiunta, si può 
eseguire un singolo registro di IceGrid (non necessariamente su una delle macchine su cui girano i 
server).  E'  il  compito  per  ogni  nodo  IceGrid  quello  di  attivare  i  server  sulla  corrispondente 
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macchina, di monitorarli e di rendere il loro stato disponibile per il registro.
Frequentemente, si avvierà il registro IceGrid sulla stessa macchina di uno dei nodi; dato che è uno 
scenario comune di deployment, IceGrid permette al programmatore di combinare il registro ed il 
nodo all'interno di un singolo processo impostando la proprietà IceGrid.Node.CollocateRegistry 







Con l'ultima riga si imposta il locator di default così il nodo e gli strumenti di amministrazione 
possono trovare il registro.
La  prima  impostazione  indica  che  il  nodo  dovrebbe  agire  anche  come  un  registro.  In  quella 
successiva si assegna un nome simbolico al nome, mentre la penultima proprietà sta ad indicare il 
percorso della directory in cui il nodo salva le impostazioni circa i suoi server.
Ora si può avviare un nodo che include anche un registro:
$ icegridnode –Ice.Config=config.grid
Su  lato  client,  non  è  richiesto  alcun  cambiamento  per  permettergli  di  interagire  con  server 
automaticamente attivati dato che tutto il lavoro è compiuto dal registro. Per fare in modo che il 
server lavori con attivazione automatica, sono necessari due cambiamenti:
● aggiornare la configurazione del server
● fare il deployment del server
Il primo punto è molto semplice: d'ora in poi il server non richiede alcuna configurazione, tranne 
che per Ice.Default.Locator.  In particolare,  da lato utente non si  necessita più di  specificare un 
endpoint o un adapter ID poiché, questa configurazione è spostata dal server al  deployment  (si 
vedrà meglio questo punto successivamente).
Per avere IceGrid che attivi il server su richiesta, bisogna informare IceGrid sui particolari di ogni 
server presente. Qui sono elencate le voci principali che IceGrid deve conoscere ai fini dell'avvio 
automatico:
● nome dell'applicazione
● nome del nodo
● ID del server
● il percorso all'eseguibile del server
● il nome dell'adapter del server
● il protocollo che il server deve usare
IceGrid si aspetta che queste voci siano rappresentati in un apposito file descrittivo usato in fase di 
deployment. Questo tipo di file sono scritti in XML. 
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<icegrid>
  <application name="Callback">
     <node name="localhost">
       <server id="Callback.Server" exe="server" activation="on-demand">
      <adapter name="Callback.Server" endpoints="tcp -h 192.168.0.11 -p 15000" register process="true">
     <object identity="callback" type="myCallBack"/>
     </adapter>
     <property name="Callback.Server.PublishedEndpoints" value="tcp -h 87.7.29.25 -p 15000"/>
     <property name="Identity" value="callback"/>




Molti di questi elementi si spiegano da soli. A titolo di esempio è stato riportato il codice del file 
application.xml utilizzato nel progetto. 
Tutte le informazioni sono presentate come sotto-elementi dell'elemento icegrid:
● application name: identifica le informazioni di deployment per una applicazione (la quale 
può avere più di un server). Server per identificare il nome di un particolare deployment 
(torna utile quando si usa il tool icegridadmin).
● Il nome del nodo identifica la macchina su cui il server verrà eseguito o, più precisamente, 
fornisce il nome del nodo che sarà instruito ad avviare il server – il server si eseguirà sulla 
macchina che gira il nodo con quel nome.
● Il server ID è una etichetta che indentifica il server. Permette di riferirsi ad un particolare 
server  per  nome,  per  esempio,  per  visualizzare  lo  stato  lo  stato  di  un  server  attraverso 
strumenti amministrativi.
● L'attributo “exe” indica l'eseguibile vero e proprio, con il  path assoluto o relativo per la 
directory del nodo.
● Activation: specifica che il server deve essere attivato su richiesta, quando un client invoca 
una operazione su un oggetto del server.
● Adapter name: specifica il nome dell'adapter che è usato dal server, volendo si può anche 
usare l'ID del server concatenato con il nome dell'adapter.
● Endpoints: specifica il protocollo da usare
Ora che si ha un descrittore di deployment, si può fare il deployment dell'applicazione, informando 
il registro di IceGrid su questi dettagli:
$ icegridadmin –Ice.Config=config.grid -e "application add 'application.xml'"
L'opzione -e informa icegridadmin di eseguire i comandi forniti come argomento opzionale. In tal 
caso, il comando  add informa il tool che si vuole aggiungere ile informazioni contenute nel file 
applicazion.xml all'interno del database del registro. Notare che il comando punta il tool anche al 
file  di  configurazione  del  registro  e  del  nodo.  L'unica  proprietà  che  è  letta  da  icegridadmin  è 
Ice.Default.Locator, che il tool necessita così da conoscere come contattare il location service.
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Questo è tutto quello che serve per avere il server attivato su richiesta. 
4 Progetto Callback-mobile
Il  progetto  si  articola  principalmente  su  un  gruppo  di  programmi  lato  server,  più  il  client. 
Quest'ultimo è stato realizzato in J2ME e testato su un dispositivo reale.





Per dare una breve introduzione al funzionamento di questo progetto, supponiamo di avere una serie 
di risorse (per esempio la temperatura di un server o una coda di messaggi) il cui stato è salvato in 
tempo reale su un database; queste risorse vengono simulate dall'applicazione Dbmonitor la quale 
genera numeri causali in un intervallo e periodicamente li salva in un database.
Quindi, avendo la Dbmonitor che salva in un database lo stato di queste risorse (simulate) si ha 
bisogno di un programma che nel caso in cui un valore superi una certa soglia, invii una specie di 
allarme al terminale mobile il quale poi si deve attivare automaticamente per iniziare il monitoring 
vero e proprio.
Il controllo continuo delle risorse viene affidato alla awakeSMS la quale, in caso di superamento di 
un certo valore, invia un sms binario opportunamente codificato attraverso il gateway NowSMS 
verso il terminale mobile che esegue automaticamente l'applicazione installata su di esso.
L'applicazione parte, e richiama il server che risponde attraverso un meccanismo di callback su 
canale bidirezionale informando l'applicazione client sullo stato di questa risorsa.
La chiamata del server avviene utilizzando il location service offerto da IceGrid.
4.1 Primi passi: i requisiti dell'applicazione
Alla Ulis mi venne chiesto di  studiare il  middleware ICE per progettare un'applicazione client-
server in cui da terminale mobile si riusciva a connettersi ad un server per attivare il monitoring di 
una risorsa remota. Questa risorsa, nelle intenzioni future, sarebbe dovuta essere la coda di SMS di 
un server di produzione per verificare il traffico attivo oppure la temperatura di una macchina in 
server farm.
L'intenzione primaria era di verificare se Ice sarebbe tornato utile per questo progetto, considerata la 
novità di questo ambiente e le ottime potenzialità con cui veniva presentato sul sito del produttore.
A partire da questo progetto, oltre ad un controllo di risorsa remota, ci saranno delle estensioni in 
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quanto ad applicazione ancora più distribuita. Si tratta quindi di una prova di questo middleware, 
con riferimento al mobile, che in futuro ovviamente necessiterà di essere estesa.
Sebbene lo sviluppo sia iniziato in ambiente Linux con Kdevelop, successivamente è stato portato 
in ambiente Windows utilizzando come IDE Visual C++ nella versione Express, data la maggiore 
stabilità dell'ambiente, facilità di utilizzo ed affidabilità.
Qui di seguito verrà illustrato il funzionamento dell'applicazione con gateway sms.
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In questo schema tramite avviso via SMS il  client si avvia automaticamente,  e (dietro richiesta 
all'utente) come nello schema precedente avvia la richiesta al location service di effettuare tramite 
callback il controllo di una risorsa remota.
Il client prevede anche il funzionamento in maniera “autonoma”, ovvero priva dell'avviso via SMS, 
e lo schema è lo stesso di quello raffigurato.
4.2 Il problema del PUSH
Tra le maggiori difficoltà da risolvere in questa tesi si annovera la questione del Pushing.
Purtroppo gli operatori mobili non consentono (almeno in Italia) l'instaurazione di una connessione 
verso un terminale, dato che l'indirizzamento è soggetto ai meccanismi di NATTING: nonostante 
sia ricavabile l'indirizzo con cui il terminale si presenta al mondo esterno, non è possibile utilizzarlo 
per inizializzare un socket verso di lui,  dato che quell'indirizzo in realtà appartiene al  set degli 
indirizzi con cui la rete di quell'operatore si presenta per il traffico verso il mondo esterno.
Questa constatazione ha costretto a scartare l'uso del meccanismo di chiamata e risposta asincrona 
(AMI/AMD) che  prevedevano  due  flussi  di  comunicazione  separati,  a  favore  del  canale  unico 
bidirezionale.
Come si può ottenere comunque un funzionamento asincrono? Come può il  server inizializzare 
l'attivazione del monitoring? 
Si è fatto ricorso al  Registro di Push,  meccanismo introdotto nel MIDP 2.0 (JSR 118). Con il 
termine “Push” si delinea un concetto molto potente, riferendosi al meccanismo o alla capacità di 
ricevere  e  di  agire  sulle  informazioni  in  maniera  sincrona,  appena  le  informazioni  diventano 
disponibili, invece che forzare l'applicazione ad usare tecniche di  polling sincrone che occupano 
risorse e aumentano i tempi di latenza.
Il  registro di push permette alle MIDlet di impostarsi per essere avviate automaticamente, senza 
l'intervento  dell'utente.  Il  registro  gestisce  l'attivazione  inizializzata  o  dalla  rete  o  da  un  timer; 
ovvero, abilita una connessione di rete entrante o un allarme timer-based di svegliare la midlet. Per 
esempio, si può scrivere una applicazione di gruppo che sfrutta l'attivazione di rete per svegliarsi e 
processare le mail ricevute o i nuovi appuntamenti che sono stati programmati. Oppure si può usare 
l'attivazione basata su timer che programmi la  sincronizzazione  della MIDlet  con un server  ad 
intervalli fissati per poi successivamente terminare.
Questo  registro  è  parte  dell'AMS  (Application  Management  System),  la  parte  di  software  nel 
dispositivo  responsabile  per  il  ciclo  di  vita  di  ogni  applicazione  (installazione,  attivazione, 
esecuzione e rimozione). Il registro è il componente dell'AMS che presenta le API per il pushing e 
tiene traccia delle registrazioni.
La figura seguente riassume gli elementi del registro di push.
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Le API PushRegistry permettono all'utente di registrare allarmi e connessioni di push, e di ottenere 
informazioni  sulla  connessione.  Un  tipico  registro  mantiene  le  liste  delle  connessioni  e  le 
registrazioni delle allarmi in memoria.
Il registro è parte del Generic Connection Framework (GCF) ed è incapsulato all'interno di una 
singola  classe,  javax.microedition.io.PushRegistry,  il  quale  presenta  tutti  i  metodi  relativi  al 
pushing.
Una MIDlet può essere attivata in 3 modi, una volta installata sul dispositivo:
– richiesta dell'utente
– connessione di rete entrante
– allarme
Vediamo come funziona la seconda modalità (la prima è ovvia, l'ultima non è rilevante).
Per quanto riguarda la connessione entrante, l'AMS può monitorare l'attività della porta per uno 
specifico tipo di connessione e porta. Grazie alle opzioni di connettività di rete offerte dal MIDP 
2.0, la richiesta in ingresso può essere una di questi tipi:
– basata sul messaggio, sms
– basata su pacchetto, datagram
– basata su flusso, socket
Per avere una MIDlet notificata riguardo una connessione entrante, deve registrare questa richiesta 
con l'AMS. E' possibile registrare queste richieste in una di queste due modalità:
● dynamicamente, a run-time
● staticamente,  attraverso  delle  opportune  righe  di  configurazione  nel  file  JAD  (Java 
Application Descriptor)
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L'intento è di avere una applicazione che appena è installata, automaticamente parta con l'arrivo di 
un evento (in questo caso con un SMS), quindi per questo scopo si è optato per la registrazione 
statica.
Definendo nel file .JAD la seguente proprietà:
MIDlet-Push-1: sms://:1000, PushSample, *
si specifica che la MIDlet PushSample parta all'arrivo di un SMS sulla porta 1000, senza che l'AMS 
esegua del filtraggio per quanto riguarda il mittente della richiesta (il significato del carattere '*' ).
Specificati questi parametri, è apparsa la necessità di come inviare un sms specificando la porta: 
sebbene  due  programmi  J2ME,  installati  su  dispositivi  reali,  possano  scambiarsi  messaggi 
specificando  la  porta  con  dei  semplici  passaggi,  non  è  poi  così  immediato  come  sia  possibile 
automatizzare l'invio di un messaggio di questo tipo da un programma che non sia residente su un 
telefono.
Dopo opportune indagini e senza addentrarmi eccessivamente nello standard degli SMS, ho capito 
che  era  necessario  inviare  un  testo  in  formato  binario  specificando  nell'UDH  la  porta  in 
esadecimale, come da esempio:
060504xxxxyyyy
Dove xxxx è la porta di destinazione in esadecimale, yyyy quella sorgente (la quale in questa sede è 
priva di significato e pertanto può anche essere messa a 0). 
Come programma per gli invio degli SMS ho usato un gateway per Windows di nome NowSMS, il 
quale offre anche una comoda interfaccia web, insieme ad un telefono collegato in seriale. La parte 
relativa alla configurazione del programma verrà trattata più in avanti.
Ho  usato  fatto  riferimento  a  questo  gateway  dato  che  l'invio  degli  SMS  e  il  corrispondente 
confezionamento nell'ambiente di produzione esulano dai miei scopi. 
4.3 Definizione in Slice
Dopo un primo studio dell'architettura si definisce l'interfaccia Slice comune ad entrambe le parti, 
che verrà poi data in pasto ai compilatori per C++ e per Java-embedded (J2ME) in modo da creare i 
file con tutte le classi oggetto.
In questo file .ice verranno definite le interfacce, le operazioni e i tipi di dati che verranno scambiati 
da client  e server.  Dalla  compilazione di questi  file Slice,  verranno generati  i  file  sorgenti  che 
dovranno essere inclusi nel codice dell'applicazione per produrre gli eseguibili del client e server. 
La definizione delle interfacce si può vedere come la definizione dei tipi che verranno scambiati tra 
le parti, dato che non si possono scambiare dati in C++ in maniera arbitraria: a partire da questi dati 
in C++ che si definiscono i corrispondenti tipi in Slice.
Gli header generati contengono le dichiarazioni che corrispondono ai tipi usati nella definizione 
Slice. Come detto prima, questi header devono essere inclusi nel codice sorgente di entrambe le 
parti per assicurare che queste siano d'accordo sui tipi e le interfacce usate dall'applicazione.
Il file sorgenti forniscono il codice per le interfacce, contenente il supporto per il tipo definito a run-
time sia per client che per server. Per esempio contiene il codice che serializza i dati dei parametri 
da una parte e che deserializza i dati dall'altra.
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Con  la  definizione  in  Slice  quindi  si  delinea  subito  il  funzionamento  di  massima  della 
comunicazione tra le parti.
Inizialmente  avevo progettato  l'applicazione  sfruttando  il  meccanismo della  chiamata  asincrona 
offerto da ICE: AMI e AMD. Purtroppo, in fase di deployment dell'applicazione questa scelta si è 
rilevata  incorretta,  poiché  nell'Ice-E  la  funzionalità  della  chiamata  asincrona  non  è  stata 
implementata.
Questa funzionalità non è stata applicabile anche per un motivo ben preciso (anche questo testato): 
un terminale mobile in fase di connessione tramite il proprio operatore telefonico, benchè acquisisca 
un indirizzo IP questo è nattato e quindi non è possibile instaurare un altro canale di comunicazione 
in senso inverso:
Quindi ho deciso di progettare l'applicazione a partire da un sistema di callback su uno stesso canale 
bidirezionale.










     void addClient(Ice::Identity ident, int res);
     void shutdown();
 };
};
Nella  struttura  del  codice  in  Slice  ho  specificato  due  interfacce:  la  CallbackReceiver  e  la 
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CallbackSender le quali, come dice il nome si occupano dell'invio della callback e della ricezione, 
ognuna implementata rispettivamente nella parte server e client dell'applicazione.
La  funzione  addClient  provvede  all'inserimento  del  client  in  una  lista  (protetta  da  mutua 
esclusione), immediatamente dopo fa partire il monitoring e infine una volta che il client chiude la 
connessione  questo  esce  dalla  lista.  Il  sistema può gestire  più  client  contemporaneamente,  che 
tuttavia vengono serviti in maniera sequenziale appena quello corrente rilascia il callback thread.
4.4 Server
Vediamo più in dettaglio che cosa deve fare il server.
Attivato on-demand, il programma server deve essere in grado di reperire il valore associato ad una 
risorsa  e  di  inviarlo  indietro  al  client  tramite  questo  meccanismo  di  callback  bidirezionale.
Per  ricavare  questo  valore  esegue  una  semplice  query  SQL  su  un  database  (la  ricerca  viene 
effettuata  a  partire  dal  descrittore  della  risorsa),  su  cui  scrive  con  una  particolare  frequenza 
l'applicazione DBMonitor proprio per simulare il comportamento della risorsa “X”. 
L'applicazione server gestisce una connessione con ogni client che gli invia una richiesta.
Vediamo il file .xml di configurazione necessario ad IceGrid per attivare l'applicazione server on-
demand:
<icegrid> 
  <application name="Callback">
     <node name="localhost">
       <server id="Callback.Server" exe="server" activation="on-demand">
     <adapter name="Callback.Server" endpoints="tcp -h 192.168.0.110 -p 15000" register-
process="true">
     <object identity="callback" type="myCallBack"/>
     </adapter>
     <property name="Callback.Server.PublishedEndpoints" value="tcp -h dellas.dyndns.org 
-p 15000"/>
     <property name="Identity" value="callback"/>
      
   </server>




Questa è invece la configurazione necessaria ad IceGrid:
IceGrid.InstanceName=DemoIceGrid
#




# IceGrid registry configuration.
#
IceGrid.Registry.Client.Endpoints=default -h 192.168.0.110 -p 12000
IceGrid.Registry.Server.Endpoints=default -h 192.168.0.110
Come si può ben notare, IceGrid risponde alla porta 12000, mentre l'applicazione server risponde 
alla porta 15000. Per motivi pratici le due parti risiedono sulla stessa  macchina fisica (quindi con lo 
stesso IP) tuttavia rispondo a due porte diverse.
Teoricamente  il  registro  può  risiedere  su  un'altra  macchina  (quindi  con  IP:porta  diverse),  ciò 
nonostante in questa sede gli è stato dato lo stesso indirizzo di IceGrid per semplicità. 
4.5 Client
Il client,  sviluppato con Eclipse in combinazione con il  J2ME Wireless Toolkit, è stato testato 
continuamente  su  dispositivo  reale,  e  per  questo  progetto  ho  utilizzato  un  Nokia  E61  con 
piattaforma Symbian  Serie  60 3a Edizione,  sfruttando sia  la  connessione  in  wifi  e  (sopratutto) 
quella standard utilizzando l'operatore mobile.
All'avvio, il client si connette al location service, individuato da un preciso indirizzo pubblico e da 
una porta, il quale poi restituisce al terminale mobile l'indirizzo esatto dell'applicazione server a cui 
connettersi per il servizio richiesto. 
Ci sono due modalità di utilizzo dell'applicazione client: la prima “standard” quando l'utente decide 
di inizializzare il callback, mentre la seconda con “wake-on-through-sms”.
Questa seconda modalità avviene tramite l'ausilio dell'applicazione awakeSMS, la quale tramite un 
controllo continuo della risorsa X, all'arrivo di un particolare valore si connette automaticamente ad 
un gateway per l'invio di un sms binario, che, impacchettato in un certo modo (spiegato in seguito), 
risveglia  l'applicazione  sul  client  con  un  sistema  di  PUSH.  L'applicazione,  dopo aver  ottenuto 
conferma di avvio e di connessione alla rete da parte dell'utente, esegue la procedura di connessione 
al server secondo la modalità “standard”.
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Schermata applicazione, con monitoring avviato
L'applicazione funziona così:
Nello sviluppo della parte client è stato necessario ricompilare le librerie di IceGrid per Ice-EJ (Ice-
Embedded  for  Java),  dato  che  quelle  presenti  davano  continuamente  degli  errori  in  fase  di 
compilazione dell'applicazione.














Il package  Demo è quello automaticamente generato dalla compilazione del file slice, stessa cosa 
vale per IceGrid per cui è stata necessaria una ricompilazione (sempre dei file slice originari).
IceEJ rappresenta la versione Ice-Embedded per J2ME. 
 
4.6 DBmonitor
Dbmonitor è un programma, scritto senza l'ausilio di ICE, che genera numeri causali in un dato 
intervallo e li scrive dentro il DB con la frequenza di 1 secondo per simulare l'andamento di una 
risorsa da monitorare. 
Per accedere al DB sono state usati in fase di programmazione le librerie MySQL++  rilasciate con 
licenza GNU.
4.7 awakeSMS
Questo programma, all'arrivo di un particolare valore, che può essere o al di sopra di una soglia 
limite di controllo oppure un valore esatto, invia la richiesta di un URL attraverso le librerie offerte 
da  “Microsoft  Windows  HTTP  Services“:  questo  URL  contiene  l'indirizzo  del  webserver  del 
gateway sms “NowSMS”.
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hRequest  =  WinHttpOpenRequest  (  hConnect,  L"GET", 
L"192.168.0.11:8800/?user=albertods&passwd=alberto11&PhoneNumber=%2B39334709
1055&UDH=06050403E803E8",
Tra gli argomenti della funzione apposita per l'apertura di una richiesta HTTP, notiamo l'indirizzo 
del webserver del gateway (con porta),  il  nome dell'utente autorizzato (seguita da password),  il 
numero di telefono del destinatario e l'SMS binario da inviare.
L'SMS binario contiene la porta del destinatario (in esadecimale) su cui la midlet viene registrata 
staticamente per essere avviata in maniera automatica: alla ricezione di questo messaggio infatti si 
avvia un meccanismo di PUSHING.
In questo caso, essendo la porta 1000, la codifica dell'UDH (User Data Header): 06050403E803E8, 
in cui viene specifricata la porta di destinazione (03E8 -> 1000 in decimale) e per semplicità pur 




NowSMS  (www.nowsms.com)  rappresenta  una  delle  migliori  soluzioni  di  Content  Delivery 
SMS/MMS per Windows sviluppato dalla Now Wireless Limited (UK): può essere un gateway 
SMS,  MMS,  Wap  Push  Proxy,  e  Multimedia  Messaging  Center.
Ecco qui rappresentata la schermata di funzionamento del webserver di NowSMS, a cui ci si collega 
dall'applicazione awakeSMS tramite una “semplice” connessione in GET.
La messa a punto dell'invio dell'SMS sui sistemi di produzione esulava dagli scopi di questa tesi, 
quindi a fini di testing dell'applicazione ho utilizzato questo tipo di gateway, molto più immediato 
sia per configurazione che per utilizzo.
6 Conclusioni
Il lavoro svolto si è incentrato principalmente sulla realizzazione di questo prototipo di sistema di 
monitoring di risorse da telefono mobile, dopo un'attenta fase di documentazione sulla tecnologia di 
ICE e sugli strumenti utilizzabili per raggiungere l'obbiettivo.
Tra i  lati  positivi di  questa esperienza c'è da sottolineare la valorizzazione e il  trasferimento di 
know-how di ICE verso implementazioni embedded (ICE-E), insieme al superamento dei vincoli di 
eterogeneità tecnologica imposti dagli ambienti operativi esistenti superati grazie alla disponibilità 
di implementazioni ICE in un sottoinsieme significativo di linguaggi e piattaforme.
La configurazione ad-hoc degli IDE, sia per lo sviluppo lato server che per quello lato client, ha 
costituito un processo di lavoro a sé stante, che ha portato ad aver definito la conoscenza di due 
ambienti di lavoro abbastanza eterogenei il cui codice prodotto necessitava di essere fatto interagire.
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Durante il lavoro di progettazione si è dovuto far fronte ad alcune difficoltà imposte dalla struttura 
della  rete  mobile  (vedi  le  regole  di  networking imposte  dall'operatore),  che  tuttavia  sono state 
superate, scegliendo e verificando sul campo la soluzione adeguata al problema.
Per  concludere  questa  analisi  dei  risultati  positivi,  merita  una particolare  menzione l'analisi  dei 
pacchetti  eseguita  con  Ethereal,  uno  dei  più  noti  analizzatori  di  protocollo  open-source. 
(www.ethereal.com),  in  cui  si  evidenza  il  contenimento  delle  dimensioni  dei  pacchetti  che  si 
scambiano client e server.
Dopo uno scambio di messaggi per l'instaurazione della connessione (la cui dimensione per ogni 
pacchetto si aggira  intorno ai 66 bytes) una volta partita l'applicazione di monitoring i pacchetti 
hanno questa dimensione
● Callback-request (server->client): 153 bytes
● Reply (client->server): 91 bytes.
Mettendo a confronto questi  risultati  con un progetto svolto da Vinay Bansal e Angela Dalton 
presso la Duke University  “A Performance Analysis of Web Services on Wireless PDAs” riguardo 
la  progettazione  di  un  client  SOAP  in  J2ME  per  la  richiesta  di  uno  dei  servizi  offerti  da 
www.xmethods.com; in questa applicazione si fa infatti la semplice richiesta della temperatura in 
una particolare zona (ZIP code – il nostro C.A.P.)  e si attende la risposta.
Dall'analisi dei pacchetti in questa applicazione è emerso che la dimensione per la richiesta è di 702 
bytes e per la risposta è di 833 bytes.
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Sempre per fare un paragone con SOAP, vediamo la dimensione una semplice interfaccia Slice e la 
corrispondente in WSDL in termini di righe di codice, prese in prestito dal sito della ZeroC:
Tipica interfaccia Slice:
// My first service
interface StockQuoteService
{
    float GetLastTradePrice(string tickerSymbol);
};
Il  file  corrispontente  in  WSDL  (tratto  da  un  articolo  pubblicato  dal  Sun  Developer  Network 
“Overview of  WSDL”)  è  di  ben 68 righe,  che  in  questa  sede risulta  eccessivamente  lungo da 
riportare interamente. Per visualizzarlo, rimando al sito http://www.zeroc.com/iceVsSoap.html
Durante  la  progettazione  e  la  realizzazione  del  prototipo  si  è  rilevato  qualche  problema  nella 
costruzione  degli  ambienti  di  run-time  a  partire  dalla  distribuzione  del  sorgente,  dovuto  alle 
politiche di rilascio di tipo "open source", volutamente anticipanti le versioni stabili e supportate 
commercialmente.
Il problema maggiore si è verificato nella parte di IceGrid per mobile, in cui è stato necessario 
ricompilare tutto il codice sorgente di questo modulo per J2ME e confezionarlo in un file .jar.
Un'altra difficoltà, è stata riscontrata nella riduzione di funzionalità (vedi AMI/AMD) per quanto 
riguarda il mobile, anche se questa scelta da parte del produttore è stata giustificata per motivi di 
flessibilità e leggerezza del codice.
Dal punto di vista più prettamente teorico una maggiore conoscenza più applicativa dei middleware 
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SOAP Response (Size – 833 bytes) 
HTTP/1.0 200 OK 
Date: Sun, 28 Apr 2002 01:33:01 GMT 
Status: 200 
Content-Type: text/xml; charset=utf-8 
Servlet-Engine: Lutris Enhydra Application Server/3.5.2 (JSP 























SOAP Request (Size – 702 bytes) 

















  <getTemp xmlns="urn:xmethods-Temperature" id="o0" 
SOAP-ENC:root="1"> 
   <zipcode xmlns="" xsi:type="xsd:string">27713</zipcode> 




e sul loro funzionamento sarebbe stata sicuramente più utile per accelerare la fase di apprendimento 
di ICE.
L'applicazione di una tecnologia di questo tipo in una realtà aziendale se parzialmente già introdotta 
(che sia Ice o altro middleware) implica un trasferimento di competenze e quindi una messa in 
opera  molto  più veloce rispetto  ad una  situazione  in cui  ancora  si  deve prendere possesso  dei 
requisiti di base di un middleware e procedere alla prima installazione, sia che si tratti di un sistema 
complesso come Corba o uno che presenta molti vantaggi anche dal punto di vista della rapidità 
d'apprendimento come Ice.
Gli scopi che ci siamo prefissi con questo lavoro di tesi sono stati raggiunti. La conoscenza di Ice, 
con  specifico  riferimento  ad  Ice-E,  è  stata  ampiamente  consolidata.
Se si considerano esigenze applicative “semplici” (non distribuite...) in cui è richiesta anche una 
certa rapidità di sviluppo a breve termine, Ice non è propriamente adatto, dato che l'utilizzo di tale 
tecnologia  risulta  più  costosa  come  apprendimento  iniziale  rispetto  ad  altre  più  elementari  (e 
diffuse) tuttavia nel caso in cui sia necessaria una iterazione client-server dalla più semplice alla più 
articolata (con un'ottica distribuita)  Ice permette di gestire meglio il ciclo di vita del software oltre 
a fornire strumenti estremamente avanzati. 
6.1 Ulteriori sviluppi
In questo progetto è stato sviluppato un prototipo per tenere sotto controllo risorse simulate da 
remoto, e in opzione per avviare automaticamente l'applicazione remota nel caso in cui una risorsa 
superi un valore di soglia.
Chiaramente in ambiente di produzione ci saranno risorse più concrete da controllare, e a quel punto 
sarà:
1. permettere all'applicazione server di comunicare con l'interfaccia di queste risorse
2. sincronizzarsi con la dovuta frequenza al loro andamento.
3. Lanciare  allarmi  e/o  eseguire  automaticamente  monitoring  da  remoto  nei  contesti 
effettivamente necessari.
Si è preso l'esempio di risorse da controllare, ma in alternativa ci possono essere dei servizi ben più 
estesi che possono beneficiare dell'architettura presentata in questo prototipo.
Il  location  grid  in  questo  prototipo  è  sprecato  per  richiedere  un  solo  servizio:  sicuramente  in 
produzione dovrà essere configurato per avere un set di servizi disponibili, che possono essere o 
diverse applicazioni server (ognuno separato dall'altro) oppure un'unica applicazione con parametri 
specifici in fase di chiamata.
L'interfaccia utente del client necessiterà di essere ampliata secondo le esigenze del committente in 
accordo sia all'aspetto grafico che per quanto riguarda le funzionaltà richieste.
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7 Glossario
ORB: ORB (Object Request Broker)
Il concetto di ORB e' generale: si tratta di una specie di "bus" software che mette in comunicazione 
uno o piu' Client con uno o piu' Server. Gli ORB progettati secondo le specifiche CORBA devono 
supportare  la  "location  transparency":  un  Client  deve  poter  compiere  invocazioni  su  oggetti 
CORBA registrati in un Server, sia questo locale o remoto. Un oggetto CORBA puo' essere il target 
di uno o piu' Client, invocanti una o piu' operazioni (metodi). Si noti che un'applicazione che e' 
Client  per  una  richiesta,  puo'  essere  Server  per  la  richiesta  di  un  altro  Client.  
Concretamente, l'ORB e' una libreria che deve essere linkata, in fase di compilazione dei sorgenti, 
sia al Client che al Server. Non e' obbligatorio linkare lo stesso ORB a entrambi, puo' essere che il 
server ORB sia diverso dal client ORB (ci sono gli Inter-ORB Protocols). 
CORBA: Common Object Request Broker Architecture 
Consiste in un insieme di specifiche promosse e curate dal  OMG (Object  Management Group) 
composta più da 800 membri, che si pose l'obiettivo di rendere interoperabili applicativi software 
orientati  ad  oggetti,  anche  progettati  per  ambienti  e  piattaforme  diversi;  quest'ultima  è  la 
potenzialità  fondamentale  del  nuovo standard:  l'obiettivo  fondamentale  dell'architettura  è  infatti 
quello di facilitare l'integrazione ed il riuso di componenti software eterogenei , creati per ambienti 
diversi  in  un'  architettura  tipo  Client/Server  su  reti  comunque  estese.   
La sua prima implementazione risale al 1993.
IIOP:
La soluzione proposta dall’OMG per soddisfare il requisito di interoperabilità tra oggetti residenti 
su ORB distinti si articola sulla specifica di due protocolli, uno generico e l’altro dipendente dal 
sistema  di  trasporto  utilizzato,  che  risiedono  al  di  sotto  dell’ORB:  GIOP  (General  Inter  Orb 
Protocol) e IIOP (Internet Inter-ORB Protocol).
GIOP è un protocollo astratto che specifica un insieme di tipi di messaggi utilizzabili tra un client 
ed  un  server,  una  sintassi  standard  nel  trasferimento  dati  delle  interfacce  IDL  ed  un  formato 
standard per ogni messaggio utilizzabile.  GIOP fornisce quindi la sintassi per la comunicazione 
inter-ORB ma non la semantica. IIOP aggiunge le informazioni di cui ha bisogno un ORB, ovvero 
la semantica, per comunicare attraverso un meccanismo di trasporto con connessione ed affidabile 
come TCP. Da questa prima descrizione ne deriva che per ogni meccanismo di trasporto utilizzato 
si deve realizzare un particolare protocollo che connetta il livello di trasporto al
protocollo astratto GIOP. GIOP è un protocollo astratto che specifica la maggior parte dei dettagli
di protocollo necessari per la comunicazione tra client e server in maniera indipendente dal livello 
di trasporto. Per rendere GIOP concreto è necessario specificare gli aspetti della comunicazione 
dipendenti  dal  particolare  trasporto  utilizzato.  Infatti,  come  visto,  GIOP  assume  che  sia  stata 
stabilita una connessione tra client e server e si limita a stabilire il formato dei messaggi scambiati. 
Le informazioni specifiche del trasporto sono quelle necessarie a stabilire la connessione
tra client e server. IIOP è il mapping specifico di GIOP sul protocollo TCP/IP e, per quanto detto,
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consiste nella specifica delle informazioni di indirizzamento degli oggetti. Ma queste,
come visto in precedenza, sono contenute all’interno dello IOR dell’oggetto, quindi in
sostanza, IIOP deve semplicemente specificare come un IOR codifichi al suo interno
le informazioni di indirizzamento TCP/IP.
Bzip2:
bzip2 è un algoritmo di compressione dati libero da brevetti e open source.  L'ultima versione, la 
1.0.4,  è  stata  rilasciata  il  20  dicembre  2006.  Sviluppato  da  Julian  Seward,  venne  rilasciato 
pubblicamente nel luglio del 1996 (versione 0.15). La sua popolarità aumentò in poco tempo in 
quanto  la  compressione  era  elevata  e  stabile:  la  versione  1.0  è  stata  rilasciata  nel  2000.  bzip2 
produce con la maggior parte dei casi file compressi molto piccoli rispetto a gzip o ZIP, tuttavia ne 
"paga" in prestazioni essendo leggermente più lento.
Endpoint: 
un endpoint costituisce, dal nome, un punto finale di arrivo per il canale di trasmissione ed ha il 
seguente formato
protocol option
I protocolli  supportati sono tcp, udp, ssl e default. Se viene selezionato quest'ultimo è sostituito 
dalla proprietà Ice.Default.Protocol. Se un endpoint non è correttamente definito o è specificato un 
protocollo sconosciuto allora l'applicazione riceve un Ice::EndpintParseException.
Il protocollo ssl è disponibile solo se è installato il plug-in IceSSL.
8 Appendice
8.1 Requisiti software per lo sviluppo
Per lo sviluppo di questa applicazione è stato utilizzata la versione di Ice 3.0.1, mentre per la parte 
embedded è stato usato IceEJ 1.1.0 .
Come IDE per  la  programmazione  è  stato  usato  Visual  C++ Express  2005 per  la  parte  server 
(includendo anche DBMonitor e awakeSMS),  mentre per quella client è stato usato sia Eclipse che 
J2ME Wireless Toolkit.
Nella fase di configurazione degli ambienti IDE seguire i file README.txt che accompagnano le 
distribuzioni.
Può capitare che per quanto riguarda la versione windows dell'applicazione server sia necessaria la 
presenza  di  alcune  librerie  DLL,  per  questo  si  rimanda  alle  FAQ  presenti  in  questo  sito:
http://www.zeroc.com/faq/index.html
Per il collegamento in C al DB Mysql sono state usate le librerie Mysql++
 (http://tangentsoft.net/mysql++/ )
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NowSMS è un software a pagamento, di cui tuttavia è disponibile una versione di prova.
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