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Abstract 
In the last decade, text mining has become a popular research area for discovering 
knowledge from unstructured text data. A fundamental process and one of the most 
important steps in text mining is representation of text data into feature vector. 
Majority of text mining methods adopt a keyword-based approach to construct text 
representation which consists of single words or phrases. These representation 
models such as vector space model, do not take into account semantic information 
since they assume all words are independent. The performance of text mining tasks, 
for instance Information Retrieval (IR), Information Extraction (IE) and text 
clustering, can be improved when the input text data is enhanced with semantic 
information. 
This thesis proposes effective methods of Entity-Oriented Retrieval (EoR), 
semantic relation identification and text clustering utilising semantically annotated 
data. EoR aims to return a list of entities as accurate answers for a user query rather 
than a list of documents. Existing EoR methods mainly focus on how to rank entities 
and understand the semantic intent of user queries without considering the semantic 
relationships between query terms and terms in the collection. The concept-based 
EoR method, proposed in this thesis, includes query intent analysis and utilizes 
semantic information mined from Wikipedia in both indexing and query stage to 
search target entities.  
We also study the problem of semantic relation identification, i.e., identifying 
lexical variations or various natural language representation for entity relations. We 
propose a general framework that extracts arbitrary entity relations from unstructured 
text and automatically finds semantically-related entity relation instances by a 
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machine learning classifier. The framework integrates open IE techniques and 
semantic features generated by semantic annotation to train the classifier. The 
identified semantically-related entity relation instances can be used to bootstrap 
Linked Data. 
Finally, text clustering using semantic annotation is investigated. Two types of 
clustering algorithms, Cluster Ensemble based Sequential Clustering using Hubness 
(CESC-H) and High-order Co-clustering via Multiple Subspaces Learning 
(HCMSL), are proposed to group documents associated with multiple feature spaces, 
i.e., syntactic and semantic features, into clusters. Traditional cluster ensemble 
learning methods only use cluster labels, while the proposed CESC-H utilizes 
original feature space and hubness of documents to obtain the most consistent 
clustering solution. In addition, traditional high-order co-clustering methods model 
objects (of same type) affinity information using nearest neighbours in Euclidean 
space, which leads to incomplete and inaccurate object affinity information.  In order 
to deal with incomplete and inaccurate object affinity information, the proposed 
HCMSL utilizes multiple subspaces learning to reconstruct the similarity between 
any pair of objects that belong to the same subspace. This allows both the 
neighbouring data-pairs and the distant data-pairs that lie in the same subspace 
(manifold) to be grouped into the same cluster. 
The proposed methods are evaluated against several start-of-art benchmarking 
methods on real-life datasets. Different criteria, such as FScore, NMI, MAP, Label 
Accuracy, Computational Complexity according to the requirement of the task, are 
used for evaluation purpose. The proposed EoR method using semantic query 
structure and query expansion can achieve improved P@10 and MAP score over the 
baseline methods. The proposed semantic relation identification method is able to 
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obtain improved results regarding FScore measure and label accuracy in comparison 
to linear svm [88] and multinomial naïve bayes [141]. Experiments on various real 
data sets demonstrate that the proposed clustering methods outperform several state-
of-the-art cluster ensemble learning and high-order co-clustering methods in terms of 
clustering accuracy and time complexity. 
This thesis contributes towards text mining where enhanced text representation 
with semantic information plays a significant role. In particular, this thesis improves 
the performance of EoR, identifies different lexical forms for an entity relation and 
handles clustering documents with multiple feature spaces. 
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 Chapter 1: Introduction 1 
Chapter 1:  Introduction 
The first section of this chapter outlines the background and context of the research 
and its motivation. The next two sections describe the research questions and 
objectives, and contributions of the research. Finally, the last two sections include an 
outline of the remaining chapters of the thesis and published papers that are derived 
from this thesis. 
1.1 BACKGROUND AND MOTIVATION  
With the large amount of information available online, the web has become one of 
the largest data repository in the world where data on the web is mostly stored as 
text. Due to the rapid development of modern techniques, unstructured text data has 
embraced the big data age, accounting for more than 80% of enterprise data and 
growing at an exponential rate [54]. Mining text data has become a significant 
research area. 
Text mining is the process of discovering useful and interesting knowledge 
from unstructured text. In the context of web domain, text mining is often related to 
web content mining, utilizing text or hypertext documents. In order to discover 
knowledge from unstructured text data, the first step is to convert text data into a 
manageable representation. A common practice is to model text in a document as a 
set of word features, i.e., “bag of words” (BOW). Often, some feature selection 
techniques are applied, such as stop-word removal or stemming, to only keep 
meaningful features. Based on the assumption that the information carried by a 
phrase is more than that by a single word, text representation models such as 
Document Index Graph (DIG) [123] and Dependency Graph-based Document 
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(DGD) [164] have been proposed to include a sequence of words as features. 
However, these representation methods do not have capacity of modelling the 
semantics embedded in text data: 
 A word can express different meanings and different words can be used 
to describe the same meaning. Such word ambiguity is often known as 
the polysemy problem and the synonymy problem respectively.  
 Across a collection of documents, Named Entity (NE) can be 
mentioned using various text expressions (i.e., the problem of co-
reference resolution), as well as, the same text expression under 
different contexts can point to distinct NE (i.e., the problem of named 
entity disambiguation or entity linking). 
These characteristics of text constitute what we mean by “semantics" in the 
course of this thesis, namely considering the semantic relationships that may exist 
between words in the text data. A variety of methods have been proposed to consider 
the semantic relationships between words or entities. One traditional way of solving 
the word ambiguity problem is topic modelling (e.g., pLSI [58] and LDA [92]) 
which applies statistic methods to analyse latent topics with associated words. By 
learning the distributions between topics and words, each document is represented as 
a linear combination of topics instead of words, resulting in a low dimensional 
representation. However, topic modelling methods derive the low-rank 
representation of documents using single words based on the corpus itself, which 
may not generate enough discriminative semantic information [151]. Another way to 
solve above problem is semantic annotation, which incorporate semantic information 
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 have been commonly adopted as the external ontology for text representation 
enrichment. These ontologies have limitations of coverage, e.g., WordNet is an 
online dictionary that mainly covers lexical information rather than entities, which 
appear in all types of text data and are central to text understanding; Although MeSH 
contains entities and relations between them, the entities are limited to life science 
domain. A major challenge for semantic annotation is to find and utilise a 
comprehensive and domain-independent external knowledge which can cover all the 
semantic information mentioned in a corpus. 
Text mining is an inter-disciplinary field that combines methodologies from 
various other areas such as Information Retrieval (IR), Information Extraction (IE), 
and utilizes techniques from the general field of data mining, e.g., clustering. Apart 
from the need for developing a method of modelling semantics embedded in text, 
there is a need to understand the goal of the specific text mining task in order to 
improve its performance. Typically, IR, IE and clustering are the common text 
mining tasks that require the text data to be represented in different forms with a 
distinct objective. For instance, Entity-oriented Retrieval (EoR), one of the latest 
research trends in IR, aims at finding focused information, i.e., entities.  Entities can 
be included in unstructured documents or entries of structured data, e.g., Linked 
Data, in RDF (Resource Description Format) standard [117]. Existing IE methods 
usually convert unstructured or semi-structured data into structured data using 
Natural Language Process (NLP) techniques. For example, DBpedia
3
 using 
structured Wikipedia Infobox to extract entity relations, while open information 
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extraction [67] assumes that entity relations are embedded in sentences. Meanwhile, 
text clustering methods usually work on document level and group similar 
documents into the same cluster, while dissimilar documents are assigned to other 
clusters. These three text mining tasks are closely related to each other based on the 
followings: 
 Shared sub-tasks and techniques: Tasks in EoR and IE often require 
identifying NEs mentioned in text in order to return them as search 
answers or to extract entity relations. Similarly, locating and modelling 
NE as features is a critical step in text clustering as many NEs describe 
the main topic of a document [135]. Traditional IR and text clustering 
also share common techniques, such as representation models (e.g., 
VSM), weighting schemes (e.g., tf-idf, BM25) and similarity 
measurements (e.g., cosine similarity). 
 Mutual promotion: IE methods can provide essential structured 
information, e.g., relations between entities for EoR [165] by extracting 
and aggregating them from multiple sources; on the other hand, text 
clustering has established itself as a useful tool to enhance the 
performance of IR, including cluster-based retrieval [152], collection-
selection based on clustering [52] and clustering of search results [90, 
115]; lastly, clustering has been found effective for IE by using feature 
clusters as a new feature space for training IE models [83]. 
Motivated by this, the thesis focuses on finding effective solutions for these 
three text mining tasks as illustrated in Figure 1.1: (1) searching entities over entity-
profile documents (EoR), (2) finding semantically-related entity relations embedded 
in unstructured text (semantic relation identification), and (3) grouping documents


































Figure 1.1 – An Overview of the Thesis. 
with unstructured text (text clustering). There are several shortcomings with the 
existing methods in EoR, semantic relation identification and text clustering as listed: 
 Query semantic intent; EoR aims to return a list of relevant entities 
rather than documents to provide exact answers for user queries. 
Traditional EoR methods focus on identifying the semantic intent of 
user queries, i.e., understanding the semantic role of query terms and 
determining the semantic categories which indicate the class of target 
entities. For example, considering the query “Formula 1 drivers that 
won the Monaco Grand Prix”, a search system needs to return target 
entities of class “Formula 1 drivers” that won the “Monaco Grand Prix” 
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rather than other Grand Prix or just drivers competing in the “Monaco 
Grand Prix”. However, these EoR methods do not exploit the semantic 
intent of user quries by capturing the semantic relationship between 
terms in a query and in a document that contains entity related 
information. As a result, relevant entities that are described by different 
terms in the query can not be retrieved. 
 Semantic relation identification; There has been increasingly more 
knowledge bases published as Linked Data (such as DBpedia, Yago [5, 
6]), which contain many entities and relations between them. Linked 
Data provides an opportunity to use structured data on the web, 
however, it only contains 15-20% of the information on the web [54]. 
The major information lies in unstructured data and the problem of 
semantic relation identification is not well studied, i.e., identifying 
lexical variations for entity relations. For example, for the entity 
relation “AuthorOf” that appears in Linked Data, there are various 
natural language representation, such as “Y is the book by X”, “X, the 
creator of Y” and “Y is written by X”, that can appear in unstructured 
data, and can be recognised by some sophisticated processing. 
 Multiple feature space; As the result of applying semantic annotation to 
identify the semantics embedded in text, documents in the collection 
are associated with multiple feature spaces, i.e., syntactic features and 
semantic features. In fact, these features provide more information to be 
used in clustering; however, it poses new challenges. Firstly, a 
clustering algorithm should include all available information present in 
multiple feature spaces during the clustering process for an effective 
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result. However, traditional clustering algorithms only work with two 
types of data, i.e., data samples and features, and cannot be directly 
applied to documents with multiple feature spaces. Secondly, syntactic 
feature and semantic feature are heterogeneous information since they 
express the different aspect/view of a document. If simply apply 
traditional clustering on the combined feature space (i.e., concatenating 
syntactic and semantic feature space), it may lead to compromised 
clustering results.  
This thesis attempts to apply semantic annotation in order to improve the 
performance of EoR, semantic relation identification and text clustering with 
multiple feature spaces. Tasks in EoR, semantic relation identification and text 
clustering involve text data with various forms, such as input queries (for EoR), 
sentences (for semantic relation identification) and documents (for both EoR and text 
clustering). Semantic annotation aims to automatically map semantics from external 
knowledge to the given text data regardless of the objectives in above text mining 
tasks. As a result of the semantic annotation, the semantic relationships between 
single words or phrases can be considered in text mining tasks.  
1.2 RESEARCH QUESTIONS AND OBJECTIVES 
In order to enhance the performance of text mining tasks, this thesis addresses the 
following questions:  
 Q1 - How to generate concepts during indexing and query stages and 
use the generated concepts for ranking entities in order to improve the 
performance of EoR?  
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 Q2 - How does the introduced semantics help identifying semantically 
related entity relation instances with different lexical representation? 
 Q3 - What is a more suitable approach to group the documents 
represented with multiple feature-spaces – combining the text clustering 
results on each feature space, or simultaneously clustering documents 
and associated feature spaces? 
 Q4 - How do the clustering methods that combine multiple feature-
spaces in non-linear fashion compare to clustering methods using the 
single and linearly combined feature-spaces? 
The aim of this thesis is employing semantic annotation to solve the problems 
of EoR, semantic relation identification and text clustering. The user need of focused 
information retrieval motivates us to search for the entities, instead of returning the 
entire documents. IE gathers structured entity information (i.e., entity relations) by 
extracting knowledge from text. In EoR and semantic relation identification, 
semantic annotation identifies semantics with entity-centric data, i.e., entity profile 
documents and entity relations. On the other hand, text mining is expected to handle 
general text data, e.g., documents. In this thesis, text clustering with semantic 
annotation is also investigated. The semantics between entities introduced by 
semantic annotation are modelled as additional features for clustering. To achieve 
above goals, the following objectives are required to be fulfilled. 
 Applying semantic annotation that includes general domain-
independent lexical and entity information as background knowledge to 
generate enriched text representation for different text mining tasks, 
i.e., EoR, semantic relation identification and text clustering. 
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 Developing a concept-based query structure analysis method that 
integrates the semantic query structure analysis with concept-based 
query-expansion for EoR. The concept-based query-expansion 
introduces concept features to query terms with different roles. In order 
to evaluate the concept-based query structure analysis, there is a need to 
annotate the target search collection with concepts on which the 
concept-based query structure analysis is applied for retrieving target 
entities. 
 Developing a semantic relation identification method to identify natural 
language representation that describe the same entity relation. Linked 
Data (such as DBpedia and Yago [5, 6]) is constructed by extracting 
information from semi-structured data, which do not cover the problem 
of semantic relation identification. The proposed semantic relation 
identification method is designed to extract entity relations from 
unstructured data and identify relations that express the same meaning. 
 Developing a cluster ensemble learning method that combines the 
clustering results generated by grouping documents on each feature 
space independently. The cluster ensemble learning method assumes 
that the different feature spaces reflect the different view of the 
documents and distinct clustering results can be obtained by applying 
traditional clustering algorithm on each feature space. The proposed 
cluster ensemble learning method then finds a clustering solution that is 
consistent with most of the partitions generated from all feature spaces.   
 Developing a High-Order Co-Clustering (HOCC) method that groups 
documents and associated multiple feature spaces into clusters 
 10 Chapter 1: Introduction 
simultaneously. It assumes that documents and all feature spaces are 
inter-related and uses the correspondence between documents and 
feature clusters to help the clustering process to reach an effective 
solution. This method is distinct from the proposed cluster ensemble 
learning method by considering documents and feature spaces are 
highly related to each other.  
1.3 RESEARCH CONTRIBUTIONS 
This thesis has developed approaches to the following text mining tasks: EoR, 
semantic relation identification and text clustering. In particular, the contributions of 
this research are: 
 A query analysis framework integrates with query semantic structure 
identification and concept-based query expansion for EoR in Chapter 4. 
More specifically, the identified query semantic structure enables the 
retrieval system to focus only on entities that belong to the required 
class. The concept-based query expansion introduces concept features 
to query terms. For searching target entities, we present a concept-based 
retrieval system which applied query analysis results to search over 
annotated documents. 
 A semantic relation identification framework utilizing Open IE 
techniques and the discriminative model, Conditional Random Fields 
(CRF), for finding semantic entity relations in Chapter 4. An Open IE 
method, Reverb [103], is used to efficiently extract a large amount of 
entity relations embedded in single sentences. CRF model is then 
trained using various syntactic and semantic features (generated by the 
 Chapter 1: Introduction 11 
semantic annotation method) to automatically label entity relations, 
yielding semantic relations that are tagged with same label. 
 A Cluster Ensemble based Sequential Clustering using Hubness 
(CESC-H) method presented in Chapter 5, combining unsupervised 
cluster ensemble learning and hubness of document, groups documents 
represented with multiple feature spaces into clusters. CESC-H is able 
to maximize the diversity of cluster ensemble using multiple feature 
spaces. With the support of hubness of document, CESC-H learns 
accurate final clustering solution by joining inconsistent documents into 
consistent clusters. 
 A High-Order Co-Clustering (HOCC) method described in Chapter 5, 
named High-order Co-clustering via Multiple Subspaces Learning 
(HCMSL), simultaneously groups documents and features of all feature 
spaces into clusters. The proposed HCMSL method utilizes the 
relationships between multiple types of objects (i.e., documents and 
multiple feature spaces) as well as the smoothing power of the data 
geometric structure for the clustering process. A data object matrix is 
constructed using relationships between different types of objects, 
while a heterogeneous graph Laplacian ensemble is obtained by 
integrating two affinity functions: subspace membership and local 
invariance structure. The final clustering results are then acquired by 
iteratively updating the cluster membership matrix based on the data 
object matrix and heterogeneous graph Laplacian ensemble. 
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1.4 THESIS OUTLINE 
In Chapter 2, a review of relevant literature is performed. The reviewed literature 
includes the latest works in the area of text representation, EoR, semantic relation 
identification and text clustering. In the text representation, various representation 
models and text representation enrichment methods are discussed in detail. Two 
types of EoR are described, including searching entities from documents and Linked 
Data. Current semantic relation identification methods are presented in the following 
section. For text clustering, different text clustering approaches are compared in three 
categories: one-way clustering, two-way clustering and clustering with multiple 
feature spaces. Finally, this chapter concludes with limitations of existing methods in 
EoR, semantic relation identification and text clustering, which will be addressed by 
this thesis.  
In Chapter 3, the design of methodology is presented. This thesis is divided 
into three phases: pre-processing, semantic annotation and the proposed methods for 
three text mining tasks. Details of all the real-life data sets and evaluation metrics 
used in this thesis are described, along with explanations of baseline methods 
benchmarked for each proposed method.   
Chapter 4 introduces the semantic annotation that has been used in this thesis 
to produce enriched text representation. The semantic annotation uses Wikipedia as 
external knowledge to introduce semantic information, including Wikipedia articles 
and Wikipedia categories, by using similarity-based sense disambiguation. This 
chapter also presents the proposed EoR and semantic relation identification methods 
which utilize the semantic representation generated by semantic annotation in 
different ways. The introduced semantic information is utilized in both indexing and 
retrieving stage of the proposed EoR method to take advantage of the semantic 
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relationships between query terms and document terms. The proposed semantic 
relation identification method combines semantic features generated by semantic 
annotation with syntactic features to identify semantic entity relations. Empirical 
analysis is performed to evaluate the proposed EoR and semantic relation 
identification methods against benchmarking methods using real-life datasets. The 
findings of this chapter were presented in the papers: 
 Hou, J., Nayak, R.: A Concept-based Retrieval Method for Entity-
oriented Search: 11th Australasian Data Mining Conference (AusDM 
2013), Australian Computer Society, Canberra, ACT (2013) 
 Hou, J., Nayak, R., Zhang, J.: Finding Additional Semantic Entity 
Information for Search Engines: 17th Australasian Document 
Computing Sysmposium, ACM, Dunedin, New Zealand, pp.115-122 
(2012) 
Chapter 5 describes the proposed text clustering methods for non-linearly 
grouping documents into clusters making use of enriched document text 
representation generated by semantic annotation. The proposed text clustering 
methods include the cluster ensemble learning method and High-Order Co-
Clustering (HOCC) method. Traditional text clustering methods separate documents 
into partitions by using one-way clustering or two-way clustering methods, where the 
syntactic and semantic features are used separately or in a linear way (different 
features are concatenated). The cluster ensemble learning method combines the 
clustering results obtained by applying traditional clustering algorithms on each 
feature space, while the HOCC method simultaneously group documents and 
features of all feature spaces. At last, the experimental results of the two proposed 
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clustering methods are discussed by comparing them with benchmarking methods. 
The findings of this chapter were presented in the papers: 
 Hou, J., Nayak, R.: The Heterogeneous Cluster Ensemble Method using 
Hubness for Clustering Text Documents. 14th International Conference 
on Web Information Systems Engineering, Nanjing, China, pp.102-110 
(2013) 
 Hou, J., Nayak, R.: Robust Clustering of Multi-type Relational Data via 
Heterogeneous Manifold Ensemble. (Accepted by the 31st International 
Conference on Data Engineering, ICDE2015) 
In Chapter 6, the conclusions and findings that are drawn from this thesis are 
presented as well as discussions about future research. 
1.5 PUBLISHED PAPERS 
The following publications have been produced during the course of undertaking the 
research presented here. 
Hou, J., Nayak, R.: Robust Clustering of Multi-type Relational Data via 
Heterogeneous Manifold Ensemble. (Accepted by the 31st International Conference 
on Data Engineering, ICDE2015) 
Hou, J., Nayak, R.: A Concept-based Retrieval Method for Entity-oriented 
Search: 11th Australasian Data Mining Conference, Australian Computer Society, 
Canberra, ACT (2013) 
Hou, J., Nayak, R.: The Heterogeneous Cluster Ensemble Method using 
Hubness for Clustering Text Documents. 14th International Conference on Web 
Information Systems Engineering, Nanjing, China, pp.102-110 (2013) 
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Hou, J., Nayak, R., Zhang, J.: Finding Additional Semantic Entity Information 
for Search Engines: 17th Australasian Document Computing Sysmposium, ACM, 
Dunedin, New Zealand, pp.115-122 (2012)  
Hou, J., Zhang, J., Nayak, R., Bose, A.: Semantics-based Web Service 
Discovery using Information Retrieval Techniques. In Comparative Evaluation of 
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Chapter 2:  Literature Review 
The main focus of this chapter is to provide review of relevant research works and 
delineate the theoretical position of this thesis by identifying the research gaps in the 
literature.  
This chapter begins with an overview of text mining, including the 
representation of text data and document representation enrichment techniques (i.e., 
topic modelling and semantic annotation). This thesis has proposed various text 
mining methods that integrate semantic annotation techniques. Consequently, this 
chapter covers the latest related works in these text mining tasks, i.e., Entity-oriented 
Retrieval (EoR), semantic relation identification and text clustering. The subsequent 
section discusses various EoR methods according to how entity related information is 
collected, i.e., search entity from documents or from structured data. Next, the 
related works of semantic relation identification is presented in two categories: 
traditional IE and open IE. It then describes the latest works relevant to clustering 
algorithms, such as one-way clustering, two-way clustering and clustering with 
multiple feature spaces. This chapter concludes by highlighting the limitations of the 
related works that are required to be addressed in this thesis. 
2.1 TEXT MINING 
Text mining, also referred as text data mining, is the process of discovering useful 
and interesting knowledge from unstructured text (a collection of documents). While 
data mining, also known as knowledge discovery in databases, is generally 
concerned with the detection of patterns in numeric data. Many data mining 
techniques, such as classification, clustering, co-occurrence analysis and frequent 
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pattern mining, have been applied in text mining. However, unlike numeric data, text 
is often amorphous, e.g., the polysemy problem (the same word can express different 
meanings) and the synonymy problem (different words can be used to describe the 
same meaning). As shown in Figure 2.1, because of polysemy, it becomes difficult 
for machines to understand that two documents, which share some of the same terms 
(e.g., Doc1 and Doc2 in Figure 2.1), describe different topics. This misleads text 
mining tasks to discover inappropriate knowledge. On the other hand, due to 
synonymy, different vocabulary can be used for two documents that express the same 
topic (e.g., Doc2 and Doc3 in Figure 2.1). This impairs the accuracy of mining 
meaningful information from text. How to represent/model text with the 
consideration of the semantic relationship between terms is one of the most basic and 
significant issue in text mining. 
2.1.1  Tasks and Challenges 
Text mining is an inter-disciplinary field that utilizes techniques from the general 
fields of Data Mining (e.g., clustering), IR, and IE. As illustrated in Figure 2.2, text 
mining techniques are used in the following tasks [60], namely, 
 Information Retrieval: IR refers to the retrieval of text-based information, 
which primarily depends on two fundamental units, a document and a term. 
Traditional IR methods represent user queries and documents in a unified 
format, as a set of terms, which are assigned with different weights (e.g., tf-
idf) to compute the similarity between user queries and documents, thus 
returning a ranked list of documents as answers to a particular query.  
 Information Extraction: IE is a process of automatically identifying and 
extracting structured information (e.g., facts and relationships) from 
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Figure 2.1 – The Synonymy and Polysemy Problem [166]. 
unstructured or semi-structured text. In other words, IE transforms a 
collection of text documents into a structured database. 
 Text Clustering: Text clustering is the technique of placing similar documents 
in the same group, where different groups can be mutually exclusive (e.g., 
using the partitioning or agglomerative methods) or overlapping (i.e., using 
soft clustering methods where documents are allowed to be a member of two 
or more clusters).   
 Text Classification: Text classification is the process of recognizing 
documents by grouping them into classes. Contrast to text clustering, text 
classification is a supervised task as it uses models trained on labelled 
samples for classifying documents. 
 Natural Language Processing: NLP involves low-level language processing 
and understanding tasks, such as tagging part-of-speech, 
 



























Figure 2.2 – An Overview of Text Mining [60]. 
determining sentence boundaries and Named Entity Recognition (NER). NLP 
provides human-like language processing for a variety of tasks and 
applications. 
 Concept Extraction: Concept extraction is a task of grouping words or 
phrases into semantically similar groups. The concepts can be used to identify 
semantically related documents that share common concepts. 
 Web Mining: Web mining is a special case of applying data and text mining 
techniques on the information resources of the web. Generally, web mining 
can be divided into three categories: web content mining, web structure 
mining and web usage mining. Web content mining utilises text mining 
techniques for processing data appearing on the websites. 
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2.1.2  Representation of the Units of Text 
Text data need to be represented as numeric data so that traditional data mining 
techniques can be applied to the pre-processed data for discovering knowledge. 
Before representing or modelling text in numeric forms, it is necessary to understand 
the basic information units that text data hold to express the underlying meaning. The 
following section will describe the information units that are used to represent text 
data such as term, sentence and entity. 
Term 
The fundamental representation unit of text is a word. A term is usually a word or an 
n-gram sequence (i.e., a chunk or sequence of words). A document is formed from 
the sequence of words and punctuations, following the grammatical rules of the 
language. In some cases, a document may only contain a paragraph or a single 
sentence or several key words. A collection of documents form a corpus, where a 
vocabulary or lexicon denotes the set of all unique words in the corpus. In traditional 
text mining study, especially in IR and text clustering, a document is generally used 
as the basic unit of analysis. In order to perform the IR and clustering tasks, 
documents in the collection are typically represented by a set of word or phrase 
features. 
Sentence 
Sentences are the basic unit of action in the text data, including information about the 
action. Many NLP tasks, such as Word sense disambiguation (WSD), NER and IE, 
are conducted on sentences. These tasks often transform unstructured text into a 
structured format by applying pre-processing steps. Figure 2.3 shows an example of 
how to obtain the structured from of text. 
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Figure 2.3 – Steps to Transform Text into Structured Format [8]. 
Entity 
Text data includes a large amount of entities that are connected to each other by 
entity relations. Entities have gained increased attention as the basic unit of 
information to answer particular information needs, rather than, finding an entire 
document or a long text passage [11]. Entities are usually recognizable concepts, 
such as people, countries, or cars as illustrated in Figure 2.4, that have relevance to 
the application domain. In the text context, an entity is something that has separate 
and distinct existence and objective or conceptual reality [11]. Typically, an entity 
has a name(s) for identification purpose, a type/class representing the conceptual 
group that the entity belongs to, attributes that describe characteristics of the entity, 
and relations to other entities. For example, “Albert Einstein” (which is the name of  
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Figure 2.4 – Entities in Real World [61]. 
the entity) is a German-born theoretical physicist and violinist (which indicates the 
entity’s class, such as “German”, “physicist”, “violinist” etc). Its class implicitly 
outlines basic attributes that “Albert Einstein” has, e.g., “BirthOfPlace”, 
“BornOfYear”, “Citizenship” etc. Entity relations include the information of how 
two entities interact with each other, for example, “Albert Einstein” developed the 
“general theory of relativity” (“developed” tells the relationship between “Albert 
Einstein” and “general theory of relativity”). An entity generally appears as two 
forms of resources on the web: (1) unstructured documents that involve various 
topics or (2) entries/records of structured web tables or RDF data. 
2.1.3  Text Representation Models  
A significant step in text mining is to represent/model text data with as much 
information as possible. Various text representation models have been proposed. 
They can be divided into three categories: uni-gram (single words) based, n-gram 
(phrases) based (n  1) and n-gram with dependency (phrases with syntactic 
relationships) based. The details of each representation model are given in the 
following subsections. 
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Vector Space Model 
Vector Space Model (VSM) is the most popular way to model and represent a 
document corpus.  In VSM, each document in the collection is modelled as “bag of 
words” (BOW) as shown in Figure 2.5. All unique words of the document collection 
form the collection vocabulary  . In terms of mathematical formulation, document   
is represented by feature vector   with length    , which contains the corresponding 
weight (e.g. term frequency–inverse document frequency (tf-idf)) of the words 
within the document (zero value is assigned for other words):  
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Document Index Graph 
Since VSM models a document using single words, several extensions of VSM have 
been proposed, e.g., Document Index Graph (DIG) [123] and Dependency Graph-
based Document (DGD) model [164]. The basic idea behind DIG is that document 
representation should not only make use of single-word analysis but word proximity 
analysis or the sequence of words. An example of DIG is shown in Figure 2.6. A 
directed graph is constructed where nodes are single words in the collection and 
edges denote the word sequence occurring in each document.  Each node maintains a 
list of outgoing edges per document entry as well as path information to identify all 
phrases and sentences in a document. In this way, phrase information is associated 
  




OpenGL is a graphics programming library 
and as such is a great, portable interface 
for the development of interactive 3D 
graphics applications. It is not, however, 
an indicator of performance, as that will 
vary strongly from machine to machine 
and vendor to vendor.  SGI is committed 
to high performance interactive graphics 
systems and software tools, so OpenGL 
means that you can port easily from SGI to 
other platforms, there is no guarantee 
























Document Bag of Words
 
























Figure 2.6 – An Example of DIG Model [123]. 
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with each document which is mapped to a sub-graph of DIG. For new documents, 
DIG only needs to update additional words and sentences not appearing in the graph. 
Dependency Graph-based Document 
DIG utilizes suffix tree to model a document as a set of phrases in a sentence [123], 
which have some overlap between different documents. DIG constructs phrases only 
considering the sequence of words. However, sentences, which express the same 
meaning, may be organized in different word sequences. An example (Figure 2.7) 
can be that the sentence “Brisbane is a beautiful city which is big.” shares the same 
semantic meaning with the sentence “Brisbane is a big city. The city is beautiful”. 
Document representation model DGD was proposed to solve this problem by 
mapping a document to a dependency graph that encodes word syntactic relations 
rather than “words with orders”. 
2.1.4  Feature Selection 
In order to conduct text mining tasks, text representation models will decompose text 
into a large number of terms. This process leads to a high dimensional feature space 
which often causes computational complexity and overfitting problems. The simplest 
way of reducing the dimensionality of the feature space is to apply feature selection 
techniques, which filter out irrelevant terms from useful features. Common feature 
selection involves stop word removal and stemming: 
 Stop word removal. Generally, not all terms in text carry valuable 
information for describing the topic or meaning of text. Inspired by this, 
some terms with high frequency but containing not much discriminative 
information can be removed from the feature space. These terms are 
called stop words and they are excluded according to a list of common 
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Figure 2.7 – An Example of DGD Model [164]. 
stop words. 
 Stemming. Stemming is a process of converting words into their root 
form. For example, the (root) word “compute” has several 
morphological variants, such as “computes”, “computers”, “computed” 
and “computing”. Stemming unifies these morphological representation 
to the root word and lower the number of distinct words. The Porter 
stemmer [162] is the most commonly used stemmer. 
Mutual information 
Another feature selection scheme is Mutual information (MI), which is an 
information-theoretic measure [17]. MI measures the general interdependence 
between random variables. Formally, take documents in a corpus   and their feature 
space    for illustration, the MI between them can be expressed as:  
 (   )   ( )   ( )   (   )     
where  ( ) is the entropy of documents or features which measures the uncertainty 
related to it. The mutual information between documents   and their features   can 
be estimated using the probability density function [101]: 
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 (   )  ∑ ∑  (   )   
 (   )
 ( ) ( )
      
     
where  ( )  denotes the probability distribution function and  (   )  is the joint 
probability distribution function. An unsupervised feature selection mechanism can 
be derived to select top ranked features    by the contribution to MI between 
documents and features [63]: 
 (   )       ( 
  )∑  (     )
   
   
 (     )
 ( )
     
In classification, the corresponding class of a document can be used as 
supervised information for feature selection. With documents   that ranges over 
classes  , top scoring feature    is selected by maximizing the MI difference [17]: 
 (    )   ∑  (    )
   
     
where   is the current selected feature set (when selecting the first relevant feature, 
the above equation is reduced to  (    )  since   is an empty set) and   is the 
balancing parameter, the value of which is determined empirically. 
2.1.5  Feature Weighting 
Features in the corpus carry different importance in a document. Feature weighting 
deals with how to weight features in the feature space. Feature weighting assigns 
different values, derived from the statistic information or some prior information 
(e.g., the category/label information in classification), to corresponding features of 
the feature space. Common feature weighting methods include term frequency-
inverse document frequency (tf-idf) and BM25, which will be described as follows. 
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Term Frequency 
Term frequency (  ) is the frequency of term   within document  , denoted as 
  (   ), is used to measure the term’s significance to the document. 
Inverse Document Frequency 
Term frequency only measures a term with the associated document, while inverse 
document frequency (idf) is used to specify the importance of a term regarding to all 
documents in the collection. The assumption behind     is that discriminative terms 
appear in a few documents, whereas terms with low discriminative power spread 
over many documents.     can be formulated as: 
   ( )  
   
  ( )
     
where     denotes the total number of documents in the collection and   ( ) is the 
number of documents that contains the term  . 
Term Frequency-Inverse Document Frequency 
The most widely used feature weighting scheme is term frequency-inverse document 
frequency which consists of a specificity factor (i.e.,   (   )) and a generality factor 
(i.e.,    ( )) assigned to a term. It is as follows: 
     (   )    (   )     ( )     
Okapi BM25 
Okapi BM25 is a ranking function based on probabilistic model. BM25 utilizes the 
similar concepts as that of tf-idf but exploring the influences of term frequency and 
document length by introducing two extra parameters, namely    and   respectively. 
The weighting can be expressed as follows: 
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   (    )
        
         
and 
   (   )    
  
     
      
    
   (  )     
 (  )     
      
where    is the term frequency,    and       denote the document length and 
average document length in the document collection respectively, and     is the 
inverse document frequency (where  (  ) is the number of documents containing the 
query term   ). On the other hand, for clustering task, IDF in Eq. (2.11) can be 
replaced by Eq. (2.7) to calculate document similarity without user queries. 
2.1.6  Text Representation Enrichment 
The VSM and its extensions represent a document based on different length of text 
segments, i.e., single words or word n-grams. However, the semantic relationships 
between words have not been considered in these document representation models. 
In other words, documents that describe the same semantic topic or meaning can use 
different sets of words. In order to solve this problem, researchers have introduced 
two categories of approaches to incorporate the semantic relationships between 
words into document representation model: (1) topic modelling; and (2) introducing 
external knowledge into document representation model (i.e., semantic annotation).  
2.1.6.1   Topic Modelling  
Topic modelling, such as, Probabilistic Latent Semantic Indexing (pLSI) [58] and 
Latent Dirichlet Allocation (LDA) [92], has been inspired by Latent Semantic 
Analysis (LSA) [102] that projects the high dimensional vector space representation 
of documents into linearly reduced latent spaces with low dimensions. In LSA, 
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words with semantic meaning are mapped to the same latent space, consequently the 
similar documents, even if they have no common terms, can be found similar based 
on their semantic similarity. As LSA only offers a partial solution to the polysemy 
problem, the statistic model pLSI was proposed by applying the likelihood principle 
to identify the latent space. The factor/aspect representation between words and 
latent topics enables pLSI to detect polysemous words as illustrated in Figure 2.8 (  
is the number of words in a document and   is the number of documents in the 
collection): 
 Select a document   with probability  ( ) 
 Choose a topic   with probability  (   ) 
 Pick a word   with probability  (   ) 
However, the above process does not explain how to generate a document unknown 
to the document collection and may cause overfitting since the number of parameters 
grow linearly with the size of the document collection. The generalization of pLSI, 
LDA, was proposed by providing probabilistic model at document level and corpus 
level (controlled by two corpus level parameters α and β in Figure 2.9), which can 
easily generalize to new documents and avoid overfitting. 
All these topic modelling methods only estimate the global structure of the data, 
for example, pLSI aims at maximizing the following log-likelihood (  is the number 
of unobservable topics,   is the number of words in a document and  is the number 
of documents in the collection): 
  ∑∑ (     )   ∑  (  |  ) (     )
 
   
 
   
 
   
 
     
 










Figure 2.9 – Graphical model representation of LDA. 
where  (     )  is the term frequency of    in document   ,   (     )  is the 
probability of selecting topic    for document    and  (  |  ) is the probability of 
generating word    related to topic   . Eq. (2.12) does not take account of intrinsic 
geometrical and discriminating structure of the document space. Laplacian 
Probabilistic Latent Semantic Indexing (LapPLSI) [78] and Locally-consistent Topic 
Modelling (LTM) [59] have been proposed to integrate topic modelling with the data 
geometric structure modelled by graph Laplacian: 
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where    is the similarity between two documents and   is the balancing parameter. 
Experiments have shown that combining the data geometric structure modelled with 
topic modelling yield improved results. However, LapPLSI captures manifold 
information using within-class pairs or neighbours rather than between-class pairs or 
non-neighbours in manifolds. Discriminative Topic Model (DTM) [131] was 
proposed to integrate discriminating manifold information generated by utilizing 
both within-class (i.e.,    ( (     )   (  |  ))
 ) and between-class (i.e., 
( (     )   (  |  ))
 ) pairs: 
  ∑∑ (     )   ∑  (  |  ) (     )
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Topic modelling has been combined with collaborative filtering to perform 
domain-specific recommendation [24, 133] and been used for other application areas, 
such as protein-related corpus in bioinformatics [160] and streaming document 
collections [34, 124]. However, topic modelling needs a good training data to 
generate the reduced latent space. Moreover, these topic modelling methods use 
single words (uni-grams) from the document collection itself, which may not 
generate discriminative and semantic rich topic representation. 
2.1.6.2   Semantic Annotation 
Due to the nature of text data (i.e., having the polysemy and synonymy problems), 
mining knowledge from the text data is a difficult task. Many researchers believe that 
the problem can be solved by semantic annotation that is, introducing semantic 
information from external knowledge into text representation model. Semantic 
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annotation maps semantic information to the target data based on its content. Given 
the target data  , the goal of semantic annotation is to extract semantic information   
that best describes   or   contains, from a vocabulary   of semantic descriptors: 
   , where     
     
Semantic annotation is strongly related to Semantic Web. On the web, 
semantic annotation is regarded as an approach to achieve the Semantic Web 
applications by introducing machine-understandable information to web content [12]. 
In the context of text mining, semantic annotation is to introduce semantics, e.g., the 
essential concepts of ontologies or knowledge bases, to text data so that text mining 
techniques, such as IE, IR and clustering, are “made semantic”.  
The objective of semantic annotation can be viewed as a classification task: 
semantic information (e.g., concepts in the external knowledge) as class(es), and a 
classification method (e.g., a concept mapping method) for assigning semantic 
information to text. Semantic annotation is related to Word Sense Disambiguation 
(WSD) but is significantly different. WSD aims at identifying the semantic meaning 
of words in the given text, i.e., labelling the sense to each occurrence of a word [8]. 
Semantic annotation focuses on offering a concise and meaningful representation of 
given text by introducing selected semantic information, which includes WSD 
techniques for distinguishing senses for introduced concepts. Furthermore, the 
introduced concepts in external knowledge are not limited to single words but 
phrases (including named entities) and the semantic relatedness (similarity) between 
these concepts is required. 
According to the type of target data, semantic annotation can be categorized 
into different groups [12]:  
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 Document Annotation – It involves the annotation of arbitrary textual 
documents, such as Named Entity Recognition (NER) and concept-
based annotation (i.e., identifying concepts related to an external 
knowledge, e.g., ontology).  
 Semantic wiki – It allows people to make formal description of 
resources by collaboratively adding information to the resources. An 
example can be Wikipedia where everyone can contribute to the content 
of a Wikipedia article. This type of annotation is different form 
document annotation since the source of added information does not 
have to be ontology and the process of annotation is generally 
performed by human effort. 
 Tagging – It enables users to associate one or more tags to web 
resources, such as blogs and images. Examples can be del.icio.us and 
Flickr, where the tags are one or several keywords that describe what 
topics the resources refer to. 
In this thesis, we focus on automatic document annotation using external 
knowledge. In semantic annotation, external knowledge is most fundamental 
component as it provides data to associate text with semantic information and 
conduct analysis of the semantic relatedness between introduced semantic 
information. In document annotation, there are three necessary components to 
annotate document with semantics, namely: 
 Annotation unit – Annotation unit provides evidence for deciding 
which semantic information from external knowledge is introduced to a 
document. Document contains several potential annotation units with 
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different granularity, such as paragraphs, sentences, terms (i.e., single 
words or phrases). The most fundamental unit of expressing meaning in 
a document is term.  
 External ontology or knowledge base – An ontology usually includes at 
least three components: concepts, attributes and the relationships 
between concepts [114], all of which can be used as semantic 
information to be added to a document. The generality and coverage of 
ontology plays a key role in the process of semantic annotation, as the 
quality of the annotated text is closely related to how much semantic 
information the ontology covers. 
 Semantic information selection mechanism – It deals with selecting the 
most appropriate semantic information for annotation units. The 
selecting criteria can be the context around annotation units, the 
frequency of the annotation unit in the document, the frequency of the 
semantic information in the ontology etc. After this process, the 
identified semantic information are either used as replacement of the 
annotation unit or introduced as additional features to the document. 
The details of existing ontologies, the corresponding annotation units and semantic 
information selection mechanisms that are used for semantic annotation will be 
discussed in the following sections. 
Ontologies Used in Semantic Annotation 
In text clustering, ontologies, such as WordNet and MeSH have been adopted as the 
external knowledge for document representation enrichment. [2] proposes to extract 
relevant concepts form a core ontology (i.e., WordNet) for documents in the 
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collection. A reduced list of terms ranked by tf-idf values (i.e., top-k and k is decided 
empirically) are constructed as annotation units for each document. Annotation units 
are then mapped to all senses of relevant concepts in WordNet and each document is 
represented by a vector of concepts, which is associated with a weight, i.e., the 
frequency of the concept appearing the document. [7] proposes to incorporate 
concept sense disambiguation when performing semantic annotation. In this study, it 
is found that semantic annotation using context information for disambiguation (as 
illustrated in Figure 2.10 where sense2 is selected as most of the context words are 
relevant to it) outperforms that using non-disambiguation (i.e., using all senses) or 
the most common sense. Similar conclusion has been drawn in text classification 
area using WordNet and MeSH [26]. 
In above methods, the semantics (i.e., concepts in WordNet) introduced by 
semantic annotation are used as additional features where the semantic relationships 
between terms are not fully exploited; [3] proposes to generate ontology-based VSM 
using WordNet by considering introduced concepts into term weighting. It first 
defines if two terms are semantically related in WordNet. For example, terms ball, 
football and basketball are semantically related to each other since one term appears 
in the synonym and hypernym synsets of another term in WordNet. As illustrated in 
Tables 2.1 and 2.2, in ontology-based VSM, the weight  ̂    of term    in document 
   is updated using the following equation: 
 ̂         ∑  
 
    
     
     
     
and 
 







Word to be disambiguated
Dots denote senses mapped to the context words
Triangles denote subhicrarchies which a set of relevant senses in WordNet belong to
 
Figure 2.10 – Context-based Disambiguation of Senses of a Word in WordNet. 
 ball football basketball food 
     0 3 2 
   0 4 1 0 
Table 2.1 – An Simple Example of VSM. 
 ball football basketball food 
       6.4 7 2 
   4 4.8 4.2 0 
Table 2.2 – The Generated Ontology-based VSM. 
  {
                                                     
                                                                                            
      
where      is the original weight of   ,      is the original weight of other terms    in 
   and  is the number of total terms. 
Similarly, in the research area of IR, the knowledge base (KB), KIM [42], has 
been incorporated into keyword-based retrieval model to achieve semantic search (or 
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concept-based retrieval). More specifically, named entities mentioned in the text are 
linked to semantic descriptions in KIM, which provides class and attribute 
information about the named entities (as illustrated in Figure 2.11). This meta-
information is then indexed for the search system to enable fine-grained retrieval of 
these annotated named entities.  
However, ontologies used in these methods have some limitations of coverage, 
e.g., WordNet mainly covers lexical information rather than generalized entities; 
MeSH contains comprehensive entities and relationships only in life science domain; 
KIM is equipped with an upper-level ontology (PROTON) of about 300 classes and 
100 properties only. There would always be some terms that would not appear in 
these external resources. 
Use of Wikipedia in Text Representation Enrichment 
Recently, Wikipedia has become a popular source to incorporate semantic 
information into VSM due to (1) its comprehensive coverage on general domains and 
cleaner content than typical web pages [63], and (2) the n-gram mapping mechanism 
for introducing semantic information based not only on single words but on phrases 
as well [19, 104, 151]. Wikipedia as external knowledge to introduce semantic 
information has been used in various research areas: information retrieval [81, 95, 
118], text clustering [19, 104, 149, 151], topic indexing [25, 158, 126], Entity 
Linking [116, 146], Entity Disambiguation [82, 93, 121] etc. In addition, Wikipedia 
information has also been extracted to construct structured knowledge or ontology, 
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Figure 2.11– Linking Named Entities in Text to KIM [42]. 
Wikipedia articles have been used as concepts to augment document 
representation. Motivated by the characteristics of Wikipedia articles (e.g., clean 
content, no hierarchy, richly cross-linked), [140] proposes to find related Wikipedia 
concepts for a document by measuring how much content overlap between the 
document and the Wikipedia articles. Target document and each Wikipedia article 
are represented as a vector of words using the tf-idf weighting scheme. The target 
document is then treated as an input query to find a ranked list of Wikipedia articles 
based on cosine similarity. As a result, the target document is annotated with a set of 
weighted Wikipedia concepts (as shown in Figure 2.12, the weight is the cosine 
similarity).  
[149] generates different sets of Wikipedia concepts by using document title 
and content as separate queries for the content overlap-based semantic annotation. 
However, the content overlap-based method requires a lot of time and efforts to 
calculate pairwise similarity and it produces too many Wikipedia concepts to a 
document. [114] proposes a dictionary-based method by representing each Wikipedia 
article as preferred phrases, i.e., its title and the redirect links in Wikipedia. A 
 


















Figure 2.12– Content Overlap-based Semantic Annotation Using Wikipedia 
Articles [140]. 
dictionary is then constructed where each entry corresponds to a Wikipedia article 
with its preferred phrase. Given target document, Wikipedia concepts can be 
introduced if the document contains these preferred phrases (as illustrated in Figure 
2.13). The weight of each introduced concept is the number of occurrence in the 
document. In addition to the dictionary-based exact matching, it also designs a 
relatedness-match in case that there is no exact matching for a document. It first 
constructs     Wikipedia term-concept matrix using the tf-idf weighting. Each 
term is then represented with a concept vector and it then keeps concepts with top-k 
(k=5) highest tf-idf values, i.e., replacing other entries in the concept vector with 
zeros and yielding a sparse matrix in Figure 2.14 (w denotes the corresponding tf-idf 
value). The sparse Wikipedia term-concept matrix is then used to retrieve Wikipedia 
concepts for a document as the content overlap-based method. 
However, these content overlap methods follow an approximate mapping 
mechanism without performing disambiguation of concept senses. [25] proposes to  
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Figure 2.13 – Dictionary-based Semantic Annotation Using Wikipedia Articles 
[114]. 
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Figure 2.14 – The Sparse Wikipedia Term-Concept Matrix [114]. 
map a document with Wikipedia concepts by selecting the most appropriate concept 
sense. Before concept sense disambiguation, context-based method applies 
Wikipedia statistics to filter out insignificant Wikipedia articles, thereby yielding low 
dimensionality of introduced concepts. It then uses context information as evidence 
to find the most supported concept sense. With such more accurate mapping, 
document representation enrichment can be further improved. According to the 
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definition of BOW, such document representation using Wikipedia articles can be 
referred to as “bag of concepts” (BOC).  
Furthermore, another type of semantic information in Wikipedia, Wikipedia 
category, was proposed to enrich document representation. In Wikipedia, each 
Wikipedia article is assigned to at least one Wikipedia category. Unlike Wikipedia 
articles that are organized in a “flat” structure, i.e., cross-connected by internal links, 
Wikipedia category forms a hierarchical structure. Since no relevant text is given in 
the category pages, content overlap-based or context-based method can not be used 
to introduce Wikipedia category information. [114] proposed to derive Wikipedia 
categories based on introduced Wikipedia articles using content overlap. More 
specifically, parent categories of an introduced article were used to replace the article 
as “concepts”. [10] proposes an alternative method to choose most related parent 
categories for an introduced Wikipedia article. As shown in Figure 2.15, for the 
concept    “Iron Man”, the parent categories    are “1968 comic debus”, “Fictional 
inventors”, “Film characters” etc. and context information includes Wikipedia 
articles that surround “Iron Man” (e.g., the highlighted           in Figure 2.15). For 
each parent category, two set of related Wikipedia articles are generated, namely 
child article and split article. Child article is a set of Wikipedia articles that are 
assigned to the same Wikipedia category (e.g.,   (   ) in Figure 2.15), while split 
article is a set of Wikipedia articles that are mapped to the sub-components of the 
given parent category (e.g.,   (   ) in Figure 2.15). The most relevant category is 
chosen that has the highest similarity between context information and the category’s 
two set of related Wikipedia articles. Similarly, this document representation using 
Wikipedia categories can be named as “bag of categories” (BOCa). 
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Figure 2.15 – Context-aware Wikipedia Concept Categorization [10]. 
2.1.7  Remark 
To sum up, two major problems are involved in automatic semantic annotation. First, 
there must be a comprehensive knowledge base, which can cover all semantics in the 
text data [114]. In addition, different words or phrases may be used to describe the 
same semantics (the synonymy problem) and one word or phrase may be used to 
express different semantics (the polysemy problem). Hence, the semantic annotation 
process is required to perform accurate mapping from the knowledge base to given 
text data [25]. This thesis uses Wikipedia, which contains domain-independent and 
comprehensive semantic information, as external knowledge and applies sense 
disambiguation to introduce appropriate semantic information from Wikipedia to 
input text.  
2.2 ENTITY-ORIENTED RETRIEVAL 
Information Retrieval (IR), which deals with the “search for information”, involves 
processes that obtain information, e.g., a list of ranked documents, relevant to an 
information need, e.g., a query. Based on the format of input queries, IR can be 
categorised as:  
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 Keyword-based search, which is adopted by many web search engines 
due to its user-friendly to online web users,  
 Natural language-based search, e.g., Question Answering (QA).  
According to users’ search interest, IR can be divided into: 
 Document retrieval – The content of entire documents are considered as 
relevant to an input query, especially when the input query describes 
broad topics for which there are many related documents. 
 Passage/Focused  retrieval – Motivated by saving people’s effort of 
reading the whole document, this task looks for the boundaries of an 
appropriate passage within the document and highlights the most 
relevant one. The highlighted text segment is assumed to give users 
evidence for judging the correctness of the retrieved document.    
 Entity-oriented retrieval (EoR) – In EoR, the focus level of retrieval is 
set one more step higher, i.e., returning a list of entities as search 
answers. QA is strongly connected to EoR although the emphasis of 
QA systems locates on understating the semantic intent of a natural 
language query and selecting sentences or parts of sentences as an 
answer to the user. 
Nowadays, when people use a retrieval system for focused information, they 
often intend to look for particular information rather than a list of documents or large 
size of text passages. Entities play a central role in answering such information 
needs. This type of retrieval is called as entity-oriented retrieval. Considering the 
query “Formula 1 drivers that won the Monaco Grand Prix”, the desired result will 
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(a) Top-3 Results from Google 
 
(b) Target Results - EoR 
Figure 2.16 – The Search Results for the example query. 
be the list of names (Figure 2.16a), instead of, finding the documents related to “ 
Formula 1”, or “Monaco Grand Prix” (Figure 2.16b). Research efforts such as Expert 
finding track [36], INEX entity ranking track [62], TREC entity track [61] and SIGIR 
EOS workshop [109] emphasize that entities are an important information unit, in 
addition to a search unit, for providing exact answers to user queries. 
Typically, EoR is different from document retrieval and passage retrieval in the 
retrieval unit: 
 Document retrieval considers a document as an atomic retrieval unit 
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and which parts of a document that is relevant to the query is not 
distinguished.  
 Passage retrieval focuses on the way of segmenting documents and how 
to score a passage or fragment for the document. In passage retrieval, 
the boundaries of a proper passage are left open for retrieval system to 
define as returned result. Specially, XML retrieval, a kind of structured 
retrieval, allows users to query the content of any tagged fragment of 
the collection.  
 In EoR, document boundaries do not play an important role and entities 
need to be identified through occurrence in documents [167]. EoR can 
be considered as a type of focused retrieval but the focus level of 
retrieval is set to finer granule level: search and rank entities included in 
any kind of text resources. 
There are two search patterns that are related to EoR [11]: 
 The information seeker understands the existence of entities such as a 
certain person, organization or place, and expects to find any related 
information about it. An example is a user searching for information 
about a specific product.  
 The information seeker wants to find out about existing people, 
organizations, places of a certain type i.e. this type of search includes 
entities with some constraints.  An example is a user searching for post 
offices in a certain area. 
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2.2.1  Search Entity from Documents 
EoR aims to find a list of entities in response to a query. Different from the 
traditional document retrieval, EoR includes extra processes such as Named Entity 
Recognition (NER) and Information Extraction (IE) for processing documents. EoR 
can be classified into two groups based on how entities are ranked: (1) Profile-based 
models where entities are represented and ranked by related documents (profiles) that 
contain these entities; and (2) Document-based models where relevant entities are 
found from the top-retrieved documents [61].  
Profile-based EoR methods attempt to represent an entity as an entity profile 
document. In other words, the search is performed on entity-centric indexing which 
consists of entity profile documents. Building an entity-centric indexing is one major 
issue of profile-based EoR since the current web is document-dominated which 
makes the transformation non-trivial. On the web, entity may appear in various data 
with different format: unstructured documents and structured web tables or RDF 
data. [16] builds entity profile documents by integrating unstructured documents and 
structured data as information resources to find target entities (as illustrated in Figure 
2.17). A web object (i.e., entity) is modelled in the combination of record-level 
representation (where a record is considered as a bag of words) and attribute-level 
representation (where structured information is extracted, i.e., attributes) from 
multiple sources. 
On the other hand, due to its generality and coverage of entities in Wikipedia, 
each single Wikipedia article is used as the entity profile document. Authors [53, 
119] have proposed a graph ranking-based retrieval model combing document and 
paragraph score to rank entities represented by Wikipedia articles: 
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Figure 2.17 – The Entity Profile Document Construction Using Unstructured 
and Structured Sources. 
 Extract all mentioned entities in top-k (k is decided empirically) 
retrieved entity profile documents and build a query-dependent entity 
containment graph, which consisting of the top k initially retrieved 
documents and the included entities (as shown in Figure 2.18). 
 Document score; Rank entities in the entity containment graph based on 
profile documents [108, 119]. The weight of an entity   is defined as: 
     ( )   (   )   ∑  (    )
     ( )
      
where  (   )  is the relevance weight between the entity  ’s 
corresponding Wikipedia article and the query  .   ( ) denotes the set 
of vertices (entities) adjacent to   and  (    ) specifies the relevance 
weight of   ’s Wikipedia entry with respect to  .   is the balance 
parameter. 
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Figure 2.18 – Entity Containment Graph. 
 Integrate paragraph score; Re-rank entities using proximity features 
based on neighbouring paragraphs [55]: 
     ( )   (   )   ∑  (    )
     ( )
  ∑  (   )
    ( )
      
where    ( ) denotes the set of neighbouring paragraphs where entity 
  appears and  (   ) is the relevance weight between neighbouring 
paragraphs   and  . 
Instead of building entity profile documents, document-based EoR methods 
aim at finding and re-ranking relevant entities using traditional document-centric 
indexing. Authors [168] proposed a lightweight entity profile document-based search 
system that combines entity-related syntactic information, i.e., syntactic dependency 
relations into classical search engine indexing. It involves three steps to find target 
entities: 
 Identify candidate entities in documents 
 Build a supporting passage for each candidate entity 
 Rank these entities based on the supporting passage 
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The first step deals with the NER task and ranking task is addressed in the final step. 
The most important component is step two, which involves rewriting dependency 
relations into entity supporting passage according to predefined rules. For example, 
with the rewriting rule “definition relation - created by nominal modifiers introduced 
by a copula verb”, the sentence “The first man on Moon was N. Armstrong” leads to 
“definition(man, Armstrong)”. With entity supporting passage, document-centric 
data is transformed into entity-centric data, which will be indexed by a classical 
search engine. Apart from dependency relations, [120, 145] propose to integrate 
more various scores, e.g., document score, entity type score, entity name score etc., 
to identify target entities. External entity repositories such as Yago [5, 6] and 
Freebase 
4
 have been also integrated into document-based EoR to utilize more entity-
related information for ranking. 
2.2.2  Semantic Search 
Another type of EoR is targeting entity search over Linked Data (or the Semantic 
Web) since an increasing amount of entity-centric data, e.g., information about 
entities and relations between entities, is available on the web using the RDF  
standard [117]. This type of EoR is referred to as semantic search. Different from 
searching entity from document, semantic search consider rich-structured entity-
related information in the form of machine-readable RDF format, which is expressed 
as a triple: 
(                        ) 
For example, the triple 
(                                                   ) 
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represents that the “Audi A4” was manufactured in the year “2006”. Figure 2.19 
shows more details of the DBpedia representation of entity “Audi A4” and an entity 
can be involved in many predicates, such as “sameAs” (denotes the identity 
relationship between entities) and “subject” (denotes the class/category that the entity 
belongs to). 
Semantic search can be further divided into two types of searches: (1) 
keyword-based [98]; and (2) natural language question-based [27] search. No matter 
what is the form of queries, semantic search aims to interpret the semantic structure 
of input queries and map them to the underlying schema of Linked Data in order to 
provide exact answers to queries. Consider the query “Formula 1 drivers that won the 
Monaco Grand Prix”, a search system needs to return target entities of class 
“Formula 1 drivers” that won the “Monaco Grand Prix” rather than other Grand Prix 
or just drivers competing in “Monaco Grand Prix”.  
In order to return accurate answers for user queries, research studies have 
proposed to understanding the semantic structure of user queries. Research work [20] 
studied the problem of labelling semantic class and attribute/value for noun phrase 
queries by learning a Conditional Random Fields (CRF) tagger. Given the noun 
phrase query, “alice in wonderland 2010 cast”, the learned CRF tagger is to identify 
the semantic structure as comprised of intent head (IH, expressing the attribute name, 
e.g., “Year” for an entity class “Movie”) and intent modifier (IM, representing an 
attribute value, e.g., the “Year” of the movie is “2010”): 
                                                    
A question analysis approach based on a set of heuristics [168] was proposed to 
identify answer type for different types of natural language questions: 
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Figure 2.19 – Linked Data Representation of an Entity [43]. 
 Factoid (concerning a fact, typically who, when, where questions), e.g., 
the clue of the answer type can be found by specific keywords: 
o Who  Person or Organization 
o When  Date (including year, day etc.) 
o How much/many  Number 
o Where  Location  
 Definition (What is …). For example, the part “…” indicates the 
answer type. 
 Complex questions (why and how questions). The answer type is not 
explicitly addressed. Instead, it becomes a ranking problem: finding the 
most relevant sentence to the input question.  
 List (expecting an answer composed of a list of items). This type of 
questions often contains a plural answer type, e.g., “which plants…”.  
Recently, a statistic-based method [98] has been proposed by learning query 
semantic structures from web query log and Knowledge Base. It defines two sub-
problems to understanding a query: 
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 Segmentation problem – determining the boundaries that separate 
components of a query. For example, given keyword-based query 
“songs by jimi hendrix", it identifies the semantic structure of the query 
which consists of three parts, i.e., “songs”, “by” and “jimi hendrix”. 
 Annotation problem – mapping relevant semantic information for each 
components of a query. Considering the above query, it is interpreted as 
“songs” – the class of target entity; “by” – created by jimi hendrix; 
“jimi hendrix” – an entity that belongs to the class “guitarist”. 
Due to the complexity of SPARQL queries built on RDF data, further 
researches have been proposed to develop mapping mechanism between natural 
language questions and SPARQL queries [27, 35, 47]. Researchers [27] develop a 
hybrid and generative query structure template framework to translate user-input 
natural language queries into SPARQL queries. Take the query “How many films did 
Leonardo DiCaprio star in” for example, it is first be parsed into a dependency tree. 
Two related SPARQL templates are generated based on the dependency tree (the 
noun “film” corresponds to a class in the first template and a property in the second 
template): 
 SELECT COUNT(?y) WHERE { 
?y rdf:type ?c 
?x ?p ?y 
} 
Slots: 
o <?x, resource, Leonardo DiCaprio > 
o <?c, class, films> 
o <?p, property, star> 
 SELECT COUNT(?y) WHERE { 
?x ?p ?y 
} 
Slots: 
o <?x, resource, Leonardo DiCaprio > 
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o <?p, property, films> 
[35] proposes the translating tool SPARQL2NL to assist users selecting the most 
relevant SPARQL queries regarding input user query (in forms of keywords or 
natural language). Similarly, [47] develops a query interpretation method by partially 
converting the tractable aspects of a natural language question into a relaxed 
SPARQL query. In order to achieve robust query interpretation, it utilizes textual 
descriptions in structured web data to compensate the incomplete translation. 
2.2.3  Remark 
Searching entity from documents concentrates on either building entity profile 
documents or developing a ranking mechanism using different information [61]. On 
the other hand, semantic search aims at taking advantage of the meta-data in Linked 
Data to provide users with accurate answers. Most semantic search methods work on 
interpreting the query intent for effectively searching target entities [27, 98]. 
However, the semantic relationship between an input query and the collection is not 
well exploited in EoR. As known, different terms may be used to describe the same 
concept in a query and a document (the synonymy problem), and even the same term 
may be used to express different concepts (the polysemy problem). Consequently, a 
search system may return inaccurate and incomplete results without identifying the 
semantic concepts of related terms [138]. In order to solve this problem, this thesis 
applies semantic annotation to identify the semantics (i.e., relationships between 
words and entities) in both input queries and the collection; and proposes a concept-
based retrieval method for EoR by using introduced semantics to retrieve entities. 
2.3 SEMANTIC RELATION IDENTIFICATION 
As known, the Semantic Web aims to transform the WWW into a “web of data” (i.e., 
Linked Data) [109]. Generally, there are two ways of constructing Linked Data: from 
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structured/semi-structured data (e.g. Wikipedia category system or Wikipedia 
Infobox) or unstructured data (e.g., web documents or query logs). Linked Data 
contains information about entities and relations between them, and provides an 
opportunity to expose them to web users. The unstructured data occupies nearly 80% 
of the web data, which contains a large number of entity-related information in the 
form of text [54]. Information Extraction (IE) plays a significant role in extracting 
entity related information from unstructured text. IE can be performed in two 
principled ways: traditional Information Extraction (IE) and Open IE. The former 
way focuses on extracting entity-related information with limited concept space, 
while the latter is open to any information on the web. 
According to [83], a semantic relation that exists between two entities can be 
defined in two ways: extensionally or intensionally. An extensional property is used 
to specify the entity type/class that an entity belongs to, while an intensional property 
formulates the meaning of a relation and necessary components (i.e., entities) that 
complete the meaning of the relation. Take the relation “Acquisition” as an example, 
the extensional property defines all the entity pairs that hold the “Acquisition” 
relation between them, e.g., “Google and YouTube” or “Microsoft and Skype”. On 
the other hand, the intensional property defines different lexical ways of expressing 
the “Acquisition” relation, e.g., “Entity A purchases Entity B” or “Entity A buys 
Entity B”.  
At the lexical level, a major challenge on the Semantic Web is to apply 
semantic relation identification, i.e., identifying the natural language instances (e.g., 
purchases or buys) for an entity relation (e.g., Acquisition) [41]. In the following 
section, we will discuss relevant works that construct Linked Data by means of 
traditional IE and Open IE. 
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2.3.1  Traditional Information Extraction 
The most basic component of Linked Data is the interlinked structured knowledge. 
Constructing structured knowledge (or taxonomy) can be divided into closed-domain 
taxonomy construction and open-domain taxonomy construction. Closed-domain 
taxonomy construction focuses on inducing small taxonomy within a specific domain 
or extending existing open domain taxonomy such as Cyc [44] and WordNet by 
adding more number of instances, where the concept space (the number of concepts) 
is not changed. Compared to closed-domain taxonomy construction, open-domain 
taxonomy construction is a more challenging task.  
Several methods of extending existing open domain taxonomy are using pre-
defined or automatically-induced patterns for automatic taxonomy induction [21, 
169]. For example, patterns like <[…] Class [such as|including] Instance [and|,|.]>  
are used to identify the hyponym pattern, i.e., Instance Is-A Class [21]. As illustrated 
in Figure 2.20, class-attribute information is extracted by applying these patterns on 
both web documents and query logs. A hierarchical class-attribute (i.e., open domain 
taxonomy) is constructed by linking classes to WordNet synsets. Instead of using 
heuristic rules, the semi-supervised method [169] uses a small set of seed-attributes 
from predefined classes to find frequent class-attribute patterns that appear in 
unstructured web documents. It then applies the identified frequent class-attribute 
patterns to infer more attributes that belong to these classes. This semi-supervised 
extraction can reach a high accuracy (the precision is nearly 90%). In order to 
combine heterogeneous sources of entity relations, [91] proposes the use of 
probabilistic model to measure the relationships between words (and entities) in 
WordNet. A relationship classifier (e.g., hypernym) is trained by using the 
 
 58 Chapter 2: Literature Review 
 
Figure 2.20 – Extraction of Hierarchical Open-domain Class Attributes. 
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probability of a type of relationship. WordNet is extended with instances of 
heterogeneous relationships induced from different classifiers.  
In order to provide high coverage and hierarchical entity relations, several 
open-domain taxonomies have been developed. The most notable works are Yago [5, 
6], WikiTaxonomy [9] and DBpedia. Yago and WikiTaxonomy are derived from the 
Wikipedia categories. For example, Yago first identifies “Type” relation by 
identifying conceptual Wikipedia categories and constructs the “Subclassof” relation 
by mapping conceptual Wikipedia categories to WordNet hyponymy relation. 
Moreover, DBdepia extracts entity relations from Wikipedia infoboxes, e.g., “Albert 
Eninstein_Born_14 March 1879” or “Albert Eninstein_HasSpouse_Mileva Marić”. 
In addition, the online collection, Freebase, combines entity information and 
relations between entities from various resources. Although these ontologies grow 
with ongoing update, the coverage of the taxonomies is limited. Table 2.3 
demonstrates the statistics of concept space in several notable taxonomies, which 
only contains a handful of general-purpose concepts compared to the concept space 
extracted from the web, i.e., Probase [57]. 
2.3.2  Open Information Extraction 
The web has become the largest online information repository, which is mostly text 
in natural languages. The unstructured text is difficult for machines to access and 
understand. To unlock the rich information on the web, we must automatically 
convert unstructured text into machine-understandable data, i.e., structured data. 
Recently, there are methods proposed to enrich Linked Data by using 
knowledge from Linked Data to extract lexical variants or paraphrases of RDF 
predicates from unstructured data. [154] proposes a pattern-based method that 
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Table 2.3 – Scale of Existing Open-domain Taxonomies [57]. 
extracts natural language representation of the relation between two entities recorded 
in Linked Data. Suppose entities YouTube and Google are recorded in a 
“dbpedia:subsidiary” relation, the proposed method returns top-scored text segment 
between YouTube and Google that appear in a sufficiently large corpus, e.g., 
“YouTube, a division of Google” and “Google's acquisition of YouTube”. It then 
adds “division of” and “acquisition of” as alternatives to “dbpedia:subsidiary” 
relation. Similarly, [132] proposes to find such lexical variants or paraphrases of 
entity relations from a sentence by using dependency relation. These researches 
utilize pre-defined entity relations in Linked Data to extract new knowledge from 
unstructured data, which can be referred to as a special case of semantic relation 
identification based on pre-defined rules.  
In contrast to approaches that perform extraction based on a predefined list of 
relations, Open IE discovers arbitrary relations between two noun phrases, including 
both class-attribute and entity-entity relation extraction, from unstructured 
documents. Given documents in a corpus, the objective of Open IE is to extract a set 
of triples: 
                  
where      denote noun phrases and     is the relation predicate that describes the 
relation between the two noun phrases.  
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Open IE is formally introduced by [67] with a state-of-the-art web IE system, 
TEXTRUNNER (Although the IE system KnowItAll [18] has been proposed before 
TEXTRUNNER, KnowItAll needs a large number of training data and updates itself 
when the target type of relation is changed). Two main subtasks are involved in Open 
IE:  
 determine if a sentence contains a relation between two entities  
 and confirm the action between two entities, i.e., the relation words.  
TEXTRUNNER learns unknown relations based on self-supervised framework using 
a small set of domain-independent features from the training set. It presents new 
challenges for IE systems: 
 Automation of relation extraction; traditional IE methods use hand-
labelled inputs. 
 Scalability; IE systems can scale to huge document collections by 
efficiently extracting entity relations 
 Corpus heterogeneity; web text data includes information from various 
domains and noisy data, which brings difficulties for accurate relation 
extraction.  
Due to the fact that TEXTRUNNER trains a Naive Bayes classifier as 
extractor, the framework of TEXTRUNNER is further extended to utilize different 
types of CRF such as supervised, self-supervised and stacked for extracting relations 
[22]. Experiments show that the CRF-based Open IE system (O-CRF) outperforms 
TEXTRUNNER in both precision and recall. [1] proposes a novel Open IE system, 
WOE, based on syntactic dependency representation using the structured sources 
from Wikipedia Infobox. Because of the high quality of Wikipedia Infobox, WOE 
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further improves the performance than that of O-CRF. It also demonstrates that using 
dependency relation during training stage yields improved results than using POS. 
Second generation Open IE systems, such as Reverb [103] and R2A2 [66] were 
proposed to further improve extraction performance. Reverb applies part-of-speech-
based patterns to deal with relation predicate expressed by light verb constructions 
(LVCs), i.e., a combination of a verb with a noun. For example, the patterns (in 
Figure 2.21) look for relation predicates in forms of a verb (e.g., found), a verb 
followed immediately by a preposition (e.g., located in) or a verb followed by nouns, 
adjectives, or adverbs ending in a preposition (e.g., made a deal with).   
In addition to LVCs, incomplete argument extraction occurs due to language 
complexity. Considering the sentence “The cost of the war against Iraq has risen 
above 500 billion dollars”, incomplete argument extraction causes the truncation of 
    : 
(                                       ) 
rather than 
(                                                                  ) 
R2A2 attempts to solve this problem by identifying the boundaries of arguments 
based on syntactic features, such as sentence length, POS-tags, capitalization, 
punctuation etc. Recently, OLLIE [65] has been proposed to extract relations 
mediated by not only verbs but nouns and adjectives. The proposed extraction 
method incorporates context conditional information (e.g., clausal modifiers) to 
accurately interpret extracted relations. Take the sentence “If he wins five key states, 
Romney will be elected President” for example, the extracted relation with context 
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Figure 2.21 – An Example of Part-of-speech-based Patterns. 
conditional information is:  
((Romney; will be elected; President) ClausalModifier if; he wins five key states) 
However, these open IE systems mainly deal with converting unstructured text into 
relation instances without identifying the semantic relationships between relation 
instances, i.e., semantic relation identification.  
2.3.3  Remark 
Open-domain taxonomy construction [5, 6, 9, 21, 169] is a challenging task and the 
current Linked Data does not utilize the rich information embedded in unstructured 
data, which limits its concept space. On the other hand, open IE [1, 67, 103] has been 
proposed to extract relational data from text. However, Linked Data and Open IE 
focus on extracting structured entity information (i.e., entity relations). Only a 
handful methods [132, 154] focus on discovering semantically related entity relations. 
The problem of semantic relation identification has not been well considered in the 
existing research. Identifying semantic relations among entities is an important step 
in various tasks such as open domain Question Answering (QA) and web mining. 
This thesis utilizes Open IE techniques to extract structured entity-related 
information (i.e., entity relations) from unstructured text and identify semantically 
related relations by using semantic features generated by semantic annotation. The 
detected semantic relations can be integrated into current Linked Data. 
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2.4 TEXT CLUSTERING 
Text clustering aims to segregate documents into groups where a group represents 
certain topics that are different from other groups. From a geometrical point of view, 
a corpus can be seen as a set of samples on multiple manifolds, and clustering aims at 
grouping documents based on intrinsic structures of the manifold. Grouping of 
documents into clusters is an elementary step in many applications such as Indexing, 
Retrieval and Mining of data on the web. With a good text clustering method, a 
document corpus can be organized into a meaningful cluster hierarchy, which 
facilitates an efficient browsing and navigation of the corpus or efficient information 
retrieval by focusing on relevant subsets (clusters) rather than whole collections [23, 
152]. 
According to the target type of objects for clustering, text clustering methods 
can be categorized into three types: (1) one-way clustering (clustering on documents 
or document features, e.g., words, phrases or concepts from external knowledge); (2) 
two-way clustering (clustering on both documents and document features 
simultaneously); and (3) multi-way clustering (clustering with multiple feature 
spaces). In the following sections, clustering methods that fall into the three 
categories will be reviewed in detail. 
2.4.1  One-Way Clustering 
In this section, one-way clustering, i.e. clustering the document side based on the 
similarities along the feature side, is first discussed. One-way text clustering methods 
can be mainly divided into two categories: (1) hierarchical, including agglomerative 
(bottom-up hierarchical) and divisive (top-down hierarchical); and (2) partitional 
(flat clustering) clustering. Agglomerative clustering methods group the documents 
into a hierarchical tree structure, or a dendrogram, by a bottom-up approach. The 
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procedure initiates with each document being a distinct cluster and then repeats to 
merge the two nearest (or most similar) clusters into one parent cluster. Once 
completed, a hierarchical cluster tree is generated for the document collection. In 
general, the complexity of these algorithms is  (  ) (some efficient agglomerative 
methods can be of complexity  (  ) [37]) where   is the number of documents in 
the collection. Due to the expensive complexity, agglomerative clustering methods 
become impractical when dealing with millions of documents. Divisive clustering 
starts with all documents in one cluster, which will be split using a flat clustering 
algorithm. This procedure is applied in a recursive way until a singleton cluster for 
each document is obtained. Generally, divisive clustering is more complex than 
agglomerative clustering as it requires extra flat clustering. However, with a fixed 
number of top levels and an efficient flat clustering algorithm, divisive clustering, 
e.g., Bisecting K-means [142], can hold linear time complexity with the number of 
documents and clusters.  
On the other hand, document partitioning methods separate a document 
collection into a required number of disjoint clusters. Typical methods in this 
category include K-means clustering [96], Non-negative Matrix Factorization (NMF) 
[129, 161], Spectral clustering [30] etc. Although having different criteria functions, 
these clustering methods are connected to each other under certain conditions [29, 
50, 70, 71]. 
K-means 
In partitional clustering methods (e.g., K-means and NMF), the document collection 
is usually represented using VSM, i.e., a data matrix with a row (or a column) 
representing a document (or a feature) and entries that contain the weight (e.g., 
tf*idf) expressing the relationship between document features and documents. The 
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objective of K-means is to minimize the sum of squared errors between the 
documents and the cluster centres (i.e., centroid): 
   ∑ ∑          
 
    
 
   
 
     
where   (          )   
    is the data matrix with    number of documents, 
   ∑           is the centroid of cluster    with    documents and   is the 
required number of clusters. The time complexity of K-means is  (    ) (  is the 
bound number of iterations and  is the number of features of the data matrix) and 
its space complexity is  ((   ) ). A set of variations of K-means have been 
proposed to use different cluster centre representation, such as K-medians, K-
medoids, probabilistic K-means using the Naive Bayes or Gaussian mixture model 
[127] and hub-based K-means [45], or use better initialization, such as K-means++ 
and Bisecting K-means etc. The common weakness of K-means methods is that the 
distribution of documents is centred or in a compact shape, which is not often held 
true; and the process of clustering become expensive if K is large.  
NMF 
Due to the characteristics of text domain (the polysemy and synonymy problem), 
projective or dimensionality-reduction methods, such as SVD/Principal component 
analysis (PCA) and NMF, are proposed to find the latent space embedded in the 
document collection. SVD/PCA requires applying a traditional partitional algorithm 
(e.g., K-means) on the transformed space, and it allows subtractive mixture of the 
underlying topics, which causes negative entries in the result. NMF factorizes the 
data matrix into two nonnegative matrices (one ( ) contains the cluster centroids and 
the other ( ) contains the cluster membership indicators): 
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where   (          )    
    is the data matrix,     
   ,     
    and 
       is the matrix Frobenius norm. m, n and   correspond to the number of 
features, documents and clusters respectively. This factorization make NMF hold a 
better interpretation of the document representation on the projected space. As 
illustrated in Figure 2.22, the derived latent space by NMF does not have to be 
orthogonal and provides a direct indication of data partitions. [134] proposed a semi-
NMF, which relaxes the nonnegative constraint on the cluster centroid matrix to suit 
general data: 
       
       
In [76], the author proposed a Graph regularized NMF (GNMF), which 
introduces a Laplacian graph regularzier     
    [94] to the objective function of 
NMF: 
         
          
          
     (    )      
where   ( ) denotes the trace of a matrix and     is the regularization parameter. 
The Laplacian graph regularzier estimates the data geometric information, which 
helps GNMF to achieve better clustering result. However, research [75] has found 
that NMF does not always produce parts-based decomposition, which can be 
achieved by adding sparseness constraints using    and     norm. In addition, NMF 
involves intensive matrix multiplication during its iterative solver and it is a time 
consuming process, especially for the billions of observations with millions of 
features.  
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Figure 2.22 – Illustration of the Differences between NMF and Latent Semantic 
Indexing (LSI) [129]. LSI Applies SVD to Project Each Document into the Singular 
Vector Space. 
Spectral Clustering 
Another type of partitional clustering method is spectral clustering, which aims at 
finding the best cuts of the graph based on graph partitioning theories. These 
methods formulate a document collection as an undirected graph   where each node 
represents a document, and each edge is assigned a weight reflecting the similarity 
between two documents. Based on the optimization function, spectral clustering cuts 
the document graph in many ways, such as Average Cut [30], Normalized Cut [72] 
and Min-Max Cut [80]: 
      ∑
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where    denotes a cluster (   is the required number of clusters),   ̅  is the 
complement of subset    in the graph  ,  (   )  ∑ ∑          ,     is the 
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similarity between document   and  , and    ∑     . The clustering solution of 
these spectral clustering methods is generally obtained by computing the 
eigenvectors or singular vectors from the graph affinity matrix. K-means clustering 
algorithm is required to apply on the computed eigenvectors or singular vectors since 
they do not directly correspond to individual clusters (similar to SVD/PCA). Spectral 
clustering models documents as a graph, which is not based on any assumption of the 
shape of the data set (however, K-means assumes that input data has a compact 
structure). However, it is not trivial for spectral clustering determining which nodes 
in the graph are connected, e.g., full graph where each pair of nodes are connected or 
every node is connected to its k-nearest neighbours (k can vary from dataset to 
dataset). 
Clustering with Semantic Annotation 
The above mentioned clustering methods use traditional Vector space model (VSM) 
to represent a document and measure the similarity between two documents. One 
disadvantage of VSM representation is that the semantic relations amongst terms are 
ignored. In VSM, a document is represented as a feature vector which consists of 
weighted terms contained within the document. Often, two documents that describe 
the same topic can be expressed by different set of terms, ending up being grouped 
into different clusters.  Hence, semantic annotation has been proposed to augment 
documents with semantic information from external knowledge [2], yielding the bag 
of concepts (BOC) associated to each document in the collection. The external 
knowledge usually provides the semantic relatedness between introduced concepts 
and the clustering process can take the semantic relations between concepts into 
account.  
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[2, 7, 68] proposed an intuitive clustering method by using different 
combination of feature space (or document representation). The original (term) 
features can be replaced with the introduced concepts or the original features and the 
introduced concepts can be concatenated to represent input feature space and then 
traditional clustering methods (e.g., K-means) can be then applied. Experimental 
results have shown that the combined feature space yields improved clustering 
results in comparison to the original feature space above.  
However, these methods use the semantic relatedness between concepts during 
the semantic annotation stage, which has not been explicitly exploited for document 
similarity measure in the clustering process. [3] proposes to incorporate the semantic 
relationship between features into document similarity measure by multiplying 
document-term (tf*idf) matrix by concept correlation matrix, which contains the 
pairwise semantic relatedness between concepts. [151] has proposed an alternative 
document similarity measure by linearly combining the syntactic document similarity 
(i.e., the cosine similarity between two (tf*idf) feature vectors) and semantic 
document similarity (the sum of the semantic relatedness between any two concepts 
that are associated to each document). However, these two methods assign each 
concept as an equal weight without differentiating how important a concept is related 
to the document. [19] designs a new document similarity measure that utilizes the 
semantic relatedness between concepts that belong to the same document to weight 
the significance of a concept. In other words, if a concept is semantically related to 
other introduced concepts in the same document, it means that the concept is more 
likely to be relevant to the document topic. In this way, highly relevant concepts will 
be assigned more weight, contributing to more appropriate clustering solution. 
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2.4.2  Two-Way Clustering 
Motivated by the duality relationship between documents and features, i.e., 
documents can be grouped based on their distribution on features, while features can 
be grouped based on their distribution on documents. Several two-way clustering or 
co-clustering algorithms have been proposed in the past decades. A common one is a 
bipartite spectral graph partition approach [148] to co-cluster documents and words. 
The bipartite graph is equivalent to the block matrix with zero-matrices lying 
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where        is a  -by-   word-by-document matrix. Inspired by spectral 
clustering, the co-clustering objective is to compute the eigenvector of the second 
smallest eigenvalue of the Laplacian matrix: 
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where    and    are diagonal matrices that   (   )  ∑      and   (   )  ∑     . 
However, the clustering results on term and document side must have a one-to-one 
correspondence, which is a rare condition for real world data set. [100] proposed an 
information theoretic co-clustering algorithm that extends information bottleneck 
method [128], which models words and documents as two random variables     and 
the objective of co-clustering is equal to minimize the difference of mutual 
information between before- and after- clustering: 
 (   )   ( ̂  ̂)   ( (   )   (   ))      
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where  (    ) denotes the Kullback-Leibler (KL) divergence and  (   ) or  (   ) 
represents the joint distribution between     before-clustering or after-clustering. 
This method removes the tough one-to-one restriction and works well in the presence 
of sparsity and high-dimensionality.  
Similarly, [64] has proposed an orthogonal nonnegative matrix tri-factorization 
(ONMTF) to group words and documents simultaneously, which is an extension of 
general 2-factor NMF: 
          
          
           
  
s.t.      ,        
     
With three factors, the ONMTF allows the number of row clusters different from the 
number of column clusters but it is a hard co-clustering due to the orthogonal 
constraint. Inspired by GNMF that adds a graph regularizer on the document side, 
[147] proposes Dual Regularized Co-Clustering (DRCC) to not only considers the 
geometric structure in the documents as in GNMF, but also takes into account the 
geometric information in the document features: 
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where    and    are the Laplacian matrix of document and word. DRCC, which is a 
type of soft clustering without the orthogonal constraint, relaxes the nonnegative 
constraint on the middle-factor to suit general data. In addition, Bayesian Co-
clustering [156] has been proposed to perform soft co-clustering that allows mixed 
membership in row and column clusters by using generative mixture model. Co-
clustering has shown improved results than one-way clustering since it utilizes the 
inter-relatedness between word clusters and document clusters [100]. However, co-
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clustering only works with two-type data (i.e., data samples and features) rather than 
objects of multiple types. 
2.4.3  Clustering with Multiple Feature Spaces 
As the result of semantic annotation, documents in the collection are associated with 
multiple feature space (e.g., word feature, Wikipedia article feature, Wikipedia 
category feature). Hence, in this section, we review literatures that are able to 
performance non-linearly (compared to applying a traditional clustering algorithm on 
linearly-combined feature space) clustering on documents with multiple feature 
space, i.e., cluster ensemble learning and High-Order Co-Clustering (HOCC). The 
main difference between cluster ensemble learning and High-Order Co-Clustering 
(HOCC) lies in that cluster ensemble learning assumes that document feature spaces 
are independent from each other, while HOCC considers the inter-relatedness 
between document feature spaces. 
Cluster Ensemble Learning 
Cluster ensemble learning is a process of delivering robust and accurate clustering 
solution from an ensemble of weak clustering results. The cluster ensemble learning 
algorithms are to find a partition that is consistent with most of the available 
partitions of the input data. It generally consists of two steps (as illustrated in Figure 
2.23): generation step and consensus step. In generation step, component clustering 
solutions are usually generated by changing one or more aspects of the clustering 
process, such as the clustering algorithm, the parameter setting, and the subset of 
data points or features etc. The consensus step concerns about how component 
clustering solutions are combined (i.e., consensus function). The consensus function 
is the most important step in any clustering ensemble algorithm. There are two main 
consensus function approaches: median partition and objects co-occurrence [28]. 
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Figure 2.23 – The General Process of Cluster Ensemble [28]. 
In median partition-based consensus function, the final clustering result is 
obtained by the solution of an optimization problem, i.e., finding the most optimizing 
partition with respect to component clustering solutions. Formally, the median 
partition is defined as: 
         
   
∑ (    )
 
   
 
     
where    is the final clustering result,   is the set of   component clustering 
solutions and   is a similarity measure between partitions. A probabilistic model 
using a finite mixture of multinomial distributions is presented in [79]. Constructing 
a cluster ensemble learner is casted into the maximum likelihood problem solved by 
the Expectation–Maximization algorithm. A kernel-based approach by [13] 
incorporates the partition relevance analysis into reproducing Kernel Hilbert Space to 
solve the optimization problem of the median partition. The ensemble learning 
method by [73] utilizes Dirichlet process-based co-clustering to generate component 
clustering solutions without specifying the number of clusters. In a similar way, [56] 
proposes to use projective clustering algorithms (similar to subspace clustering) to 
create the cluster ensemble. 
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Finding a consensus clustering solution from multiple clustering solutions can 
also be approached using the co-association matrix. [110] summarizes the 
contributing component clustering results into a co-association matrix based on 
objects co-occurrence. Each entry in the co-association matrix has the following 
value: 
    
 
 
∑ (  (  )   (  ))
 
   
 
     
where   (  ) is the corresponding cluster label of the document    in the partition   , 
  is the number of component clustering solutions and  (   ) is 1, if    , and 0 
otherwise.     measures how many times documents    and    occur in the same 
cluster for all partitions in component clustering solutions. In other words, each value 
in the co-association matrix represents the strength of being grouped into the same 
cluster between documents. Final clusters are determined by linking data points 
whose co-association value exceeds a certain threshold. Instead of fixed cutting 
threshold, further work by [144] is presented by applying agglomerative clustering 
on the co-association matrix. [105] extends the agglomerative clustering with 
boosting theory to further improve the performance of cluster ensemble learning. [14] 
proposes a weighted co-association matrix-based cluster ensemble approach to 
extract further co-association information from component clustering solutions. [48] 
proposes to handle the uncertain data pairs, i.e., the pairs of data points that are 
assigned to the same cluster by half of the partitions but different clusters by the 
other half, using matric completion.  
In addition to co-association matrix, [153] proposes a hypergraph-based 
optimization framework that models objects co-occurrence as a weighted indirect 
graph, where nodes are documents and edges denote two documents appearing in the 
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same partition of component clustering solutions. The Hypergraph Partitioning 
algorithm (HGPA) seeks to re-partition data points by their similarity induced from 
the given clusters. Another hypergraph-based Meta-Clustering algorithm (MCLA) 
utilizes hyperedge collapsing operations to assign data points to the most related 
collapsed hyperedge.  
Both median partition-based and objects co-occurrence-based approaches 
deliver final clustering solution only based on the cluster labels amongst component 
clustering results. The original feature space has not been exploited for cluster 
ensemble learning. When there is a large amount of uncertain data pairs, consensus 
function based on cluster labels may be misled but the original feature space can help 
find accurate clustering result. 
High-Order Co-Clustering 
High-Order Co-Clustering (HOCC) [136] aims to group multiple types of highly 
inter-related heterogeneous data into clusters at the same time. In the last decade, a 
number of HOCC methods have been proposed in various application areas including 
image clustering [136], Web log [74], document clustering [32, 38, 51], etc. 
Generally speaking, the existing approaches to HOCC can be classified into 
following categories: consistent information theory based [136], spectral graph based 
[32] and Nonnegative Matrix Tri-Factorization (NMTF) based [38, 51, 74], among 
which the NMTF-based approach has been approved most effective [51, 74].  
Similar to traditional co-clustering methods that make use of the inter-
relatedness between data samples and feature clusters, HOCC methods, such as 
Consistent Bipartite Graph Co-partitioning (CBGC) [136] and Spectral Relational 
Clustering (SRC) [32, aim to utilize the inter-relatedness among clusters in multiple 
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types of objects. Assume there are  types of objects in the multi-type relational data  
               with    objects in the  -type object   . CBGC models HOCC 
as co-partitioning of the bipartite graph of each two types of objects: 
          ∑   
  
  ( )  
  
  ( )  
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where    is a (     ) cluster-indicating column vector for each bipartite graph and 
  is a (     ) column vector with all its elements equal to 1 and 
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where  ( )         is the inter-relation matrix between    and     ,     
      
and       
      are diagonal matrices that   (   )  ∑      and     (   )  
∑     .  
Furthermore, SRC uses collective matrix factorizations: 
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where  ( )           is the inter-relation matrix between    and     ,  
( )  
      ,  (   )            (   is the required cluster number of   ) is the cluster 
indicating matrix for   ,       with    
( )    
(   )   (   ) ,  ( )         (    is the 
number of features) is the associated features for    if available,  
( )           and 
 ( )         are constraint matrices and   
( )
,   
( )
    are a set of weights for 
different inter-relations and features. SRC is able to achieve improved clustering 
performance than CBGC by losing the rigid restriction that clusters from different 
types of objects must have one-to-one associations. 
However, research studies have shown that many real-world data are sampled 
from low dimensional manifolds (subspaces) [94], and CBGC or SRC only uses 
inter-relationships between different type of object (i.e., inter-relation matrix) to 
perform HOCC, which fails to consider the geometric structure of the data lying on 
manifolds. NMTF-based HOCC methods, Symmetric Nonnegative Matrix Tri-
Factorization (SNMTF) [38, 74] and Relational Multi-manifold Co-clustering (RMC) 
[51], have been proposed to incorporate the geometric structure in each type of 
objects as intra-type relationships. SNMTF estimates the data geometric structure 
through a nearest neighbour graph drawn on objects (e.g.,  -nearest neighbour ( -
NN) graph). Based on  -NN graph, the intra-relation matrix of    is constructed as 
       
      with (     )       (the similarity between objects   and  ) if     
are neighbours in the nearest neighbour graph, otherwise (     )    . As a result, 
the Laplacian matrix        is obtained with sub-matrices        
         , 
       
                 , and        
      where (     )   ∑ (     )   . 
The objective of ONMTF is defined as: 
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     (    ) 
s.t.        
     
where        is a relation matrix (n is the total number of objects in in the multi-
type relational data   ) with sub-matrices        
          (     is the inter-
relation matrix between    and   ),        
     ,        is the cluster 
indicating matrix with  =∑   
 
    (   is the required cluster number of   ),    
    
is the cluster association matrix. The constraint        is introduced to avoid 
trivial solution [69]. 
As there is no explicit rule to choose the parameter   in  -NN graph, RMC 
[51] is proposed to use an ensemble of pre-given candidate manifolds   ̂     
  as the 
graph regularizer. A candidate  ̂  is created by setting different neighbour size   and 
using different weighting schemes (i.e., binary weighting, Gaussian kernel or cosine 
similarity) on  -NN graph. An ensemble is created based on the linear combination 
of the pre-given candidates:  
  ∑   ̂ 
 
   
           ∑  
 
   
        
     
Existing NMTF-based HOCC methods [38, 51, 74], which estimate the 
manifold using  -NN graph, do not consider subspace intersections present in the 
data. Due to the vicinity of objects in intersecting subspaces and sharing almost the 
same nearest neighbours, the geometric structure modelled by  -NN graph fails to 
distinguish the subspaces that are intersecting. Moreover,  -NN graph only takes into 
account of data point pairs in the neighbour rather than far way data points lying in 
the same subspace. This greatly limits the performance of clustering on the data 
points lying on intersecting subspaces (as illustrated in Figure 2.24). 
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Figure 2.24 – A Simple Example of Manifolds with Intersections. The Left Side One 
shows Two Manifolds with Intersections and The Right Side One is the Clustering 
Result Based on Nearest Neighbour Graph using Spectral Clustering [31]. 
2.4.4  Remark 
In one-way clustering, NMF [75, 76, 129] has shown to achieve better results than K-
means, spectral clustering and hierarchical clustering. Two-way clustering [64, 147, 
148] further improves the performance of clustering than one-way clustering by 
using word/document clusters as features when clustering document/word. This 
thesis proposes to apply semantic annotation on documents, yielding multi-type 
relational data, i.e., documents associated with multiple feature spaces. However, 
these traditional text clustering methods, working only with two types of data, i.e., 
documents and features, can not directly work on multi-type relational data [32, 74]. 
As a result, a novel clustering method based on cluster ensemble learning is proposed 
to group multi-relational data into clusters. Traditional cluster ensemble learning 
methods only use cluster labels, while the proposed cluster ensemble learning 
method utilizes original feature space and hubness of documents to obtain the most 
consistent clustering solution. Furthermore, for each type of objects, its relationships 
with other types of objects reflect different but inter-related views for clustering, and 
using traditional clustering algorithms to group each type of objects independently 
fails to consider the interactions between relationships. A novel HOCC method is 
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proposed in this thesis by taking advantage of interactions between relationships and 
the geometric structure in the multi-type relational data. Traditional HOCC methods 
model objects (of same type) affinity information using nearest neighbours in 
Euclidean space, which leads to incomplete and inaccurate object affinity 
information. In order to deal with incomplete and inaccurate object affinity 
information, the proposed HOCC method utilizes multiple subspaces learning to 
reconstruct the similarity between any pair of objects that belong to the same 
subspace. This allows both the neighbouring data-pairs and the distant data-pairs that 
lie in the same subspace (manifold) to be grouped into the same cluster. 
2.5 SUMMARY AND DISCUSSION 
This chapter has reviewed the literature relevant to methods how to represent text 
data in syntactic way and semantic way, and techniques that are related to text 
mining, i.e., EoR, semantic relation identification and text clustering. From the 
literature view, the following limitations are identified based on the current methods 
of EoR, semantic relation identification and text clustering: 
 Lack of EoR methods that integrate the identification of query semantic 
structure and the semantic information by bridging the gap between 
query terms and entity profile document terms. The semantic 
information is critical for EoR to retrieve more relevant and accurate 
results. 
 Lack of semantic relation identification methods that identify the 
natural language representation for the predicate of entity relations that 
are recorded in Linked Data. Majority of open IE methods focuses on 
converting the unstructured text data into structured data, i.e., entity 
relations, for open-domain taxonomy construction rather than finding 
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the semantics between entity relation instances. Only a handful methods 
[132, 154] focus on discovering semantically related entity relations. 
 Lack of clustering methods to group documents with multiple feature 
spaces. With the popularity of semantic annotation, documents in the 
collection can be assigned with semantic features from external 
knowledge to capture the semantic relationships between features. 
Traditional one-way or two-way clustering algorithms cannot be 
directly applied on this type of data.  
o Lack of cluster ensemble learning methods that utilize cluster 
labels in component cluster ensemble and original feature space 
to learn the most consistent clustering result.  
o Lack of HOCC methods that take into account of the inter-
relatedness between document feature spaces and effective 
manifold regularization at the same time. Cluster ensemble 
learning methods generally assume the independence between 
document feature spaces and do not consider the data geometric 
structure into the clustering process. 
The use of semantic annotation in identifying the semantics of the given text 
data can overcome some of these limitations. Hence, we integrate the semantic 
annotation techniques into EoR and IE in order to achieve effective EoR and find 
semantically related entity relation instances. As the result of semantic annotation, 
documents representation is enriched with semantic representation based on concepts 
from external knowledge. We then take further steps to develop clustering algorithms 
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to group documents over multiple feature spaces by using the cluster ensemble 
learning method and the HOCC method. 
2.6 CHAPTER SUMMARY 
This chapter has reviewed the current state-of-art research in the problem areas 
addressed within this thesis. This chapter first examined the state-of-art methods of 
text representation, i.e, the representation unit and representation model of text data. 
Following the text representation, various representation enrichment techniques for 
identifying the semantics of the given text data, are presented and reviewed. A 
general remark is that semantic annotation can generate more discriminative 
semantic information than topic modelling. A common challenge for semantic 
annotation is to identify a general and comprehensive external knowledge in order to 
generate accurate semantic information. 
This chapter has also discussed the state-of-art methods into the aspects of 
techniques that are relevant to text mining. EoR distinguishes itself from document 
retrieval to provide accurate answers, a list of entities. It requires pre-processing to 
extract entity-related information and understanding the query semantic structure. On 
the other hand, structured entity data (Linked Data), which is constructed by 
traditional IE or open IE, does cover the lexical variations of the entity relation. 
There is a need of applying semantic annotation to address the semantic problems in 
EoR and semantic relation identification. 
The remainder of this chapter covers the literature related to text clustering, 
falling into three categories: one-way clustering, two-way clustering and clustering 
with multiple feature space. Semantic annotation has become a common procedure in 
text clustering to identify the semantics embedded in documents, yielding documents 
associated with multiple feature spaces. The major challenge of text clustering with 
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multiple feature space is how to non-linearly group documents into given number of 
clusters. A critical review of the research of cluster ensemble learning methods and 
HOCC methods are provided, along with strengths and weaknesses of these 
approaches. Finally, the research gaps in EoR, semantic relation identification and 
text clustering are presented, which leads to the research design in this thesis. The 
following chapters will describe the proposed methods to deal with these research 
gaps effectively. 
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Chapter 3:  Research Design 
3.1 INTRODUCTION 
This chapter describes the research design for applying semantic annotation on 
various tasks, such as Entity-oriented Retrieval (EoR), semantic relation 
identification and text clustering, with the purpose of improving the performance of 
each task. The proposed EoR and semantic relation identification methods, along 
with semantic annotation, are discussed in Chapter 4. Chapter 5 describes the 
proposed text clustering methods of grouping documents into clusters making use of 
enriched document text representation generated by semantic annotation.  
This chapter describes a wide range of the real-life datasets that were selected 
to benchmark the proposed EoR, semantic relation identification and text clustering 
methods. In addition, this chapter provides evaluation metrics that were used to 
measure the effectiveness of the methods proposed in this thesis. Finally, the state-
of-the-art methods in EoR, semantic relation identification and text clustering used 
for evaluating the effectiveness of the proposed methods have been presented.  
3.2 RESEARCH DESIGN 
The aim of this research is to develop methods for EoR, semantic relation 
identification and text clustering that can effectively use enriched text representation 
to improve their performance. As illustrated in Figure 3.1, there are three phases in 
the proposed research and phase three is divided into three parts. Phase one and 
Phase two involve applying semantic annotation to different forms of text data for 
three text mining tasks, i.e., user queries for EoR, sentences for semantic relation 
identification and documents for text clustering. Phase three utilizes the 
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Figure 3.1 – Research Design 
enriched text (i.e., annotated with semantics from Wikipedia) to improve the 
performance of the three tasks. Each of three phases is described as follows.  
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3.2.1  Phase-One: Pre-processing 
The first phase is pre-processing, which models different forms of text data, such as, 
user queries, text sentences and text document, as key-phrases, i.e., word n-grams 
(n 1). When n=1, word n-grams are single words and with n 1 word n-grams 
become a chunk or sequence of words. Since the granularity of text data varies from 
a document, a paragraph, a sentence to a phrase or a word, the main purpose of this 
phase is to provide a uniform representation of different forms of text data for 
semantic annotation. This is one of the most important and fundamental task in 
semantic annotation as it provides the candidate key-phrases that will be used to 
generate enriched text representation. The main step of this phase involves key-
phrase extraction, i.e., extract word n-grams that appear in different granularity of 
text data. The output of this phrase is a set of word n-grams representing a corpus. 
The next phrase of this research is to apply semantic annotation on text data, i.e., 
mapping word n-grams to external concepts. 
3.2.2  Phase-Two: Semantic Annotation 
The main purpose of this phase is to produce a meaningful semantic representation 
that describes the main topics existing in the text data. This task requires a 
comprehensive and domain-independent knowledge base covering most general 
concepts. Wikipedia has become the largest knowledge repository on the web 
containing millions of inter-connected (by Wikipedia hyperlinks) articles that are 
related to almost all general topics [170]. Wikipedia includes hierarchical category 
information showing which category a Wikipedia article belongs to. This research 
takes advantage of Wikipedia as external knowledge base to map word n-grams of 
text data to Wikipedia concepts (represented by unique Wikipedia articles) and 
Wikipedia categories. 
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Semantic annotation includes matching candidate word n-grams to Wikipedia 
concepts and choosing the most appropriate Wikipedia concept and categories for 
each word n-gram. The first step in this phase involves automatic candidate concepts 
identification, i.e., word n-grams are kept only if they match with at least one 
Wikipedia concept. The next step is selection of the most appropriate Wikipedia 
concept out of the multiple Wikipedia concepts that a word n-gram is mapped to, 
using the similarity-based sense disambiguation. In addition, word n-grams are 
further mapped to Wikipedia categories by mapping each Wikipedia concept with its 
parent Wikipedia categories. The output of this phrase is the enriched text 
representation by Wikipedia concept and category information. The next phrase of 
this research is to apply the enriched text representation on EoR, semantic relation 
identification and text clustering.  
3.2.3  Phase-Three (a): Entity-oriented Retrieval 
This phase utilizes the semantic annotation of phase-two to identify the semantic 
intent of user queries and to build concept-based indexing for EoR. User query 
expansion is performed by introducing the mapped Wikipedia concepts. It then 
combines the expanded user queries with learned query semantic structure as input 
queries for the proposed concept-based retrieval method. Furthermore, during 
indexing stage, structured semantic information, i.e., Wikipedia category and list 
information, is extracted and attached to corresponding entity profile documents as 
concepts, thereby generating concept-based entity indexing. Finally, the concept-
based retrieval method searches over entity profile documents to retrieve a list of 
ranked entities as returned results. 
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3.2.4  Phase-Three (b): Semantic Relation Identification 
The semantic relation identification task aims to identify a set of entity relation 
instances that have the same semantic meaning. This phrase involves representing 
and applying semantic features of sentences, generated by semantic annotation, for 
semantic relation identification. It models enriched text representation generated 
from the previous phase as semantic features and integrates them with lexical and 
domain-independent pattern features as probability information. Finally, a 
Conditional Random Fields (CRF) model is learned based on the probability 
information to identify semantic entity relations. 
3.2.5  Phase-Three (c): Text Clustering 
This phase includes representing documents by multiple feature spaces generated by 
semantic annotation in the previous phase, and developing clustering algorithms to 
group similar documents into clusters based on all these features. In the first step, 
each document is represented by feature vectors from multiple feature spaces, e.g., 
text content within documents and enriched document text representation. Each entry 
of the feature vectors is the co-occurrence value (e.g., tf*idf) between a document 
and a feature. Two novel clustering algorithms, namely Cluster Ensemble based 
Sequential Clustering using Hubness (CESC-H) or High-order Co-clustering via 
Multiple Subspaces Learning (HCMSL), have been developed to group documents 
into required number of clusters. 
3.3 DATASETS 
Various real-life datasets ranging from small to large sizes were used in the 
evaluation of the proposed methods of EoR, semantic relation identification and text 
clustering. The following subsections give details of datasets used in this thesis. 
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3.3.1  Entity-oriented Retrieval 
Table 3.1 provides the detail of Wikipedia dataset that was used as entity profile 
documents to evaluate the proposed EoR method. It is the dump of the Wikipedia 
taken on 8 October 2008 that consists of about 2.6 million English XML articles with 
a total size of 50.7 GB [62]. It contains more than 5,800 classes of entities such as, 
person, movie, city etc. There are no schema definitions such as XML Schema 
Definition (XSD) or Document Type Definition (DTD). Table 3.2 lists the detail of 
the benchmark query set that was used in evaluation of the identified query semantic 
structure and the proposed EoR method. The benchmark query is from the INEX 
XER track [62]. There are 16 queries in this query set containing 2 natural language 
queries (query 4 and 6) and 14 keyword queries. 
3.3.2  Semantic Relation Identification 
The goal of semantic relation identification is to find various natural language 
expressions of a given relation. One needs to extract all possible instances of target 
relation from unstructured text. Current web is mainly document-centric and in most 
cases, entities and entity relations exist in a mix of web pages. Following [39] and 
[89], we constructed the dataset for this set of experiment using Google search 
engine. Specifically, using an entity as search query for Google (for example, 
“Melbourne”), it returns web pages that contain the entity and the top-100 (100 is the 
upper bound since most relevant results are covered) retrieved web pages are kept for 
analysis. The content of retrieved web documents is extracted using Java library 
boilerpipe [155] and split into sentences using OpenNLP package. Sentences that do 
not contain the entity (e.g., ‘Melbourne”) are discarded and entity relation instances 
are extracted from a sentence using open relation extractor Reverb [103]. For 
illustration purpose, one example of entity relation instance extraction is shown in 
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Attribute Value 
size 50.7GB 
# of documents  2.6 million 
# of entity classes  5,800 
Table 3.1– Details of the Wikipedia Dataset 
Query ID Query Title 
1 Harry Potter Quidditch Gryffindor character 
2 State capitals of the United States of America 
3 National capitals situated on islands 
4 Formula 1 drivers that won the Monaco Grand Prix 
5 US presidents since 1960 
6 Novels that won the Booker Prize 
7 Italian nobel prize winners 
8 Science fiction book written in the 1980 
9 Professional baseball team in Japan 
10 Universities in Catalunya 
11 Chess world champions 
12 Formula one races in Europe 
13 Living nordic classical composers 
14 EU countries 
15 National Parks East Coast Canada US 
16 Japanese players in Major League Baseball 
Table 3.2 – Details of Benchmark Query Set 







Melbourne was founded in 1835 (47 years 
after the European settlement of 
Australia). 
“Melbourne”, 
“was found in”, 
“1835” 
Found-in Date 
Table 3.3 – An Example of the Input Query, Text Segment of Retrieved Web 
Documents, Extracted Entity Relation and Entity Relation Label. 
Table 3.3. Each ten input queries are randomly selected from the City and Movie 
domains (as shown in Table 3.4) to extract entity relation instances. The extracted 
entity relations are manually labelled by three post-graduate students to obtain the 
labelling ground truth. The label with most votes is the ground truth property label of 
an entity relation (the last column in Table 3.3). In most cases, we found that human 
judges did not have much disagreement. Cohen’s Kappa statistic is performed by 
randomly sampling 50 entity relations for three human judges, named as A, B and C 
respectively. The dis/agreement count between human judges is shown in Table 3.5. 
Cohen's Kappa is calculated by using the following equation:  












The Hangover II 
Fast Five 
Mission: Impossible - Ghost Protocol 
Transformers: Dark of the Moon 
Pirates of the Caribbean: On Stranger Tides 
Iron Man 2 
Alice in Wonderland 
Inception 
The Twilight Saga: Eclipse 
Harry Potter and the Deathly Hallows: Part 2  
  
Table 3.4 – The Input Queries for Extracting Entity Relation Instances. 
 B C 
Yes No Yes No 
A 
Yes 43 2 42 1 
No 1 4 1 6 
B 
Yes   44 1 
No   1 4 
Table 3.5 – The Dis/agreement Count between Human Judges (A, B, C). 
 B C 
A 0.693 0.843 
B  0.778 
Table 3.6 – The Cohen's Kappa between Human Judges (A, B, C). 
  
 ( )   ( )
   ( )
     
where  ( )  is the observed percentage of agreement and  ( )  is the expected 
percentage agreement. Table 3.6 shows the Cohen’s Kappa between each pair of 
human judges. It can be observed that a high Cohen’s Kappa is achieved (over 0.61 
is considered as good), i.e. the strength of inter-rater agreement is strong. In addition, 
for the case of disagreement, we performed a late discussion to ensure a final  
agreement. As a result, the inter-rater agreement is relatively high and the ground 
truth is reliable. We then merge these extracted entity relations as our dataset and the 
statistics of the dataset is presented in Table 3.7. 
3.3.3  Text Clustering 
In order to evaluate the performance of the proposed clustering methods, four 
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 City Movie 
Number of Queries 10 10 
Number of Valid Documents 985 990 
Number of Relations Extracted 200 100 
Table 3.7 – The Statistics of Entity Relation Dataset. 
Data 
Set 




D1 Multi5 5 500 2000 1667 4528 
D2 Multi10 10 500 2000 1658 4519 
D3 R-Min20Max200 25 1413 2904 2450 5676 
D4 R-Top10 10 8023 5146 4109 9045 
Table 3.8 – Summary of Datasets Used For Text Clustering. 





. These datasets were used in order to benchmark with existing 
methods. As shown in Table 3.8, two subsets were extracted from the 20Newsgroups 
dataset which contains 20,000 newsgroup articles across 20 different classes [104]: 
 Multi5 was created using the randomly selected 100 articles from each 
of the 5 following classes (comp.graphics, rec.motorcycles, 
rec.sport.baseball, sci.space, talk.politics. mideast). 
 Multi10 consists of 10 classes (alt.atheism, comp.sys.mac.hardware, 
misc.forsale, rec.autos, rec.sport. hockey,sci. crypt, sci.electronics, 
sci.med, sci.space, talk.politics.guns) and contains randomly chosen 50 
articles from each class. 
The other two subsets were created from the Reuters-21578 collection which 
contains 21578 documents in 135 classes similarly as [104]: 
 R-Min20Max200 includes 25 classes with at least 20 and at most 200 
documents. 
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 R-Top10 contains 10 largest classes in Reuters-21578. 
For each data set, Wikipedia concepts and categories are mapped to the terms of 
documents via semantic annotation as discussed in Chapter 4. 
3.4 EVALUATION METRICS 
Distinct evaluation measures were used for EoR, semantic relation identification and 
text clustering. For evaluating the proposed EoR method, the commonly used metrics 
such as P@n (n=10) and Mean Average Precision (MAP) were adopted. On the other 
hand, Macro-average FScore and label accuracy (Acc) were used for evaluating the 
performance of the proposed semantic relation identification method. In terms of 
measuring the effectiveness of the proposed text clustering methods, two popular 
criteria, i.e., FScore and Normalized Mutual Information (NMI) were utilized. 
Running time (in seconds) was also used to examine the time complexity of proposed 
clustering methods. In addition, sensitivity analysis was conducted to check the 
stability of the proposed clustering algorithms. 
3.4.1  Entity-oriented Retrieval 
When users search on the web, the retrieved results on the first page (normally 
contains ten results) play an important role. This leads to measuring precision at top 
retrieved results (e.g., top 10 results), which is referred to as precision at   or P@  
(  is the number of top retrieved results). More specifically, P@  is the fraction of 
the documents retrieved that are relevant to the user's information need: 
    
                            
                     
     
where   is the number of retrieved documents. 
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Another evaluation metrics used for EoR is Mean Average Precision (MAP). 
MAP is the standard evaluation method among the Text Retrieval Conference 
(TREC) community, which is widely used for EoR [36, 61]. MAP for a set of queries 
is the mean of the average precision scores for each query: 
    
∑     ( )    
 
 
    
where   is the number of queries and     ( ) is calculated as follows: 
    ( )  
∑   ( )     ( )    
                                  
     
where    ( ) is an indicator function equalling 1 if the item at rank   is a relevant 
document, zero otherwise.  
In addition, for evaluation of the identified semantic structure, Label Accuracy 
(Acc) is adopted and measured by the total number of labels divided by the total 
number of true positive predicted by the CRF model: 
           
                             
                      
     
The label of a query term is true positive if the label assigned by the trained CRF 
model matches with its correct label.   
3.4.2  Semantic Relation Identification 
Two widely used evaluation metrics in classification are adopted for evaluating the 
semantic relation identification: Macro-average FScore and label accuracy (Acc). 
Macro-average FScore is computed based on label precision and recall. More 
specifically, the precision ( ) and recall ( ) are calculated as the number of labels 
divided by the number of true positive labels and the number of correct labels 
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divided by the number of true positive labels, respectively. The Macro-average 
FScore is then measured by precision and recall: 
     
        
     
 
    
             
                             
 
    
             
                             
 
    
Secondly, a label of a word is true positive if the label assigned by the trained 
CRF model matches with its correct label. Label accuracy is measured by the total 
number of labels divided by the total number of true positive predicted by CRF 
model: 
           
             
                            
     
3.4.3  Text Clustering 
Clustering evaluation criteria can be based on internal or external measures. For 
document clustering, as the documents’ class label are known, external measures are 
more commonly used, such as FScore measure, average purity, average entropy, and 
mutual information [171]. In the text clustering experiments of this thesis, FScore 
[143] and the normalized mutual information (NMI) [171] were used to measure the 
quality of clustering results. Let   be the total number of documents in the data set, 
and   is the number of classes.    and    denote the numbers of documents in class 
   and in cluster    respectively.     is the number of documents occurring in both 
class    and cluster   . The FScore for a cluster is defined as: 
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The NMI for a cluster is calculated as: 
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The larger FScore or NMI is, the better the clustering result will be. 
3.5 BENCHMARKING METHODS 
To clearly understand the strengths and weakness of the proposed EoR, semantic 
relation identification and text clustering methods, we have implemented various 
benchmarking methods for evaluation purpose and the details of them are described 
in the following sections. 
3.5.1  Entity-oriented Retrieval 
In order to test the effectiveness of the proposed concept-based entity retrieval 
method (named as Coss), we implemented three baseline methods for comparison as 
shown in Table 3.9. The first baseline approach (BOW) is the keyword-based search 
with the bag of words representation of entity profile documents without using 
concepts. The second baseline (Coq) [139] is a concept-based query expansion 
retrieval model that only uses expanded concepts on query along with query terms 
over the bag of words representation of entity profile documents. The third baseline 
(Con) is the classical concept-based retrieval model that utilizes concepts in both 
query and documents, however, does not use query semantic structure (i.e., Intent 
Type Score) to rank the target entities. 
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Based on  
Method Name 
Query Entity profile document 
Bag of words Bag of words BOW 
Concept-based query expansion Bag of words Coq [139] 
Concept-based query expansion Bag of words and concepts Con 
Table 3.9 – Benchmarking EoR Methods. 






Syntactic Features  
Word Feature (W) Trans+W 
PoS Feature (PoS) Trans+PoS 
Segment Feature (Seg) Trans+Seg 
Semantic Features  
Entity Lexicon (EL) Trans+EL 
Predicate Lexicon (PL) Trans+PL 
Classification Model 
Linear SVM (SVM) [88] 
Multinomial Naïve Bayes 
(NB) [141] 
Table 3.10 – Benchmarking Semantic Relation Identification Methods. 
3.5.2  Semantic Relation Identification 
Table 3.10 presents the benchmarking methods used in semantic relation 
identification. The proposed semantic relation identification method is first examined 
with a set of different features including syntactic, semantic and transition features. 
The aim of this comparison is to show the effectiveness of enriched text 
representation in helping identify semantic relations. In order to evaluate the 
proposed semantic relation identification method integrating rich features, two start-
of-art baseline methods, i.e., Linear SVM [88] and Multinomial Naïve Bayes [141] 
were used. Linear SVM is a multi-class linear classifier by learning the maximum-
margin hyperplane from the training data. Multinomial Naïve Bayes is a probabilistic 
classifier based on Bayes' theorem considering multinomial distribution among 
features rather than the strong independence assumption. 
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3.5.3  Text Clustering 
In this section, various clustering methods, such as, based on different representation 
of feature spaces, ensemble clustering and High-order Co-clustering were used as 
benchmarks in this research. Table 3.11 lists the benchmarking methods for the 
proposed text clustering methods. 
3.5.3.1   Based on Representation 
The objective of this set of comparison is to evaluate if clustering using the 
combination of multiple feature spaces is more suitable than using each feature space 
separately for clustering. Furthermore, it is used to compare the proposed clustering 
methods that utilize multiple feature spaces non-linearly with clustering methods 
over linearly combination of different feature spaces. The details of the different 
ways of using multiple feature spaces are presented in the next subsections. 
Single Feature Space 
This set of benchmarks uses vector-space-model-based representation of each feature 
space, i.e., terms within a document (T), Wikipedia concepts mapped to the 
document (C) and the document’s mapped Wikipedia categories (Ca). The effective 
version of K-means clustering method, Bisecting K-means [142], is applied on each 
of these feature spaces to obtain the required number of clusters, namely, D-T, D-C 
and D-Ca. We also use DRCC [147], which is a start-of-art co-clustering method 
using dual graph regularized nonnegative matrix tri-factorization, as a baseline 
method to cluster documents with a single feature-space representation, naming them 
DR-T, DR-C and DR-Ca, respectively for terms, concepts and categories. 
Linear Combination of Feature Space  
This type of approaches groups documents based on linearly combined syntactic and 
semantic feature space, i.e., term and concept (T+C), term and category (T+Ca) and  
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Based on Method Name 
Representation 





















High-Order Co-Clustering  
(HOCC) Methods 
SRC [32] 
SNMTF [38, 74] 
RMC [51] 
Table 3.11 – Benchmarking Text Clustering Methods. 
term, concept and category (T+C+Ca), using Bisecting K-means: (D-(T+C)), (D-
(T+Ca)) and (D-(T+C+Ca)) or using co-clustering method, DRCC: (DR-(T+C)), 
(DR-(T+Ca)) and (DR-(T+C+Ca)). The combined matrices are derived by simply 
concatenating two or more feature spaces. 
3.5.3.2   Cluster Ensemble Based Methods 
In this section, we describe the start-of-art ensemble clustering methods, i.e., 
hypergraph-based and similarity matrix-based methods and detailed description of 
each of them is given as follows. 
Hypergraph-based methods aim to find the most optimizing partition with 
respect to component clustering solutions, which is transformed to a suitable 
hypergraph representation. There are three hypergraph-based methods with which 
the proposed ensemble based method (CESC-H) has been compared. 
Cluster-based Similarity Partitioning Algorithm (CSPA) [153] 
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CSPA seeks to re-partition data points by their similarity induced from the given 
clusters.  
HyperGraph Partitioning Algorithm (HGPA) [153] 
HGPA formulates cluster ensemble problem as partitioning a hypergraph with 
minimum number of cutting hyperedges.  
Meta-CLustering Algorithm (MCLA) [153] 
MCLA utilizes hyperedge collapsing operations to assign data points to the most 
related collapsed hyperedge. 
Similarity matrix-based methods are based on the similarity (or co-association) 
matrix where the similarity between any two data points is measured by the 
percentage of component clustering partitions that assign the two data points into the 
same cluster. Two similarity matrix-based methods were used for evaluation 
purpose: 
EAC [110] 
EAC applies agglomerative clustering, i.e., single linkage, on the similarity matrix to 
obtain the final partition of the data. 
CESC  
CESC, the variation of the proposed ensemble clustering method CESC-H, 
differentiates consistent clusters and inconsistent documents using the similarity 
matrix. Final clustering solution is obtained by joining each inconsistent document to 
consistent clusters based on the similarity between consistent clusters and 
inconsistent documents using the cluster centroid instead of hubs. 
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3.5.3.3   High-Order Co-Clustering (HOCC) Methods 
In this section, we present the prominent benchmarking High-Order Co-Clustering 
(HOCC) methods: SRC [32], SNMTF [38, 74] and RMC [51] for evaluating the 
proposed text clustering method based on HOCC concepts, namely HCMSL. Similar 
to traditional co-clustering methods that make use of the inter-relatedness between 
data samples and feature clusters, HOCC methods aims to utilize the inter-
relatedness among clusters in multiple types of objects to find the most optimized 
data partitions: 
SRC [32] 
SRC applies collective clustering fashion (aggregating all relationships between 
different types of objects) without considering the data geometric structure to 
partition multiple types of objects at the same time. 
SNMTF [38, 74] 
This method utilizes the Symmetric Nonnegative Matrix Tri-Factorization (SNMTF) 
framework that integrate all relationships between different types of objects as well 
as the data geometric structure of each type of objects, which is estimated by   
nearest neighbours (  –NN), to obtain clusters of each type of objects. 
RMC [51] 
Different from SNMTF, RMC estimates the data geometric structure as a linear 
combination of pre-given candidates based on  -NN by varying the number of 
neighbours and weighting schemes. 
3.6 CHAPTER SUMMARY 
The objective of this thesis is to apply semantic annotation with different text mining 
techniques to solve the problems of EoR, semantic relation identification and text 
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clustering. This chapter has introduced the research framework developed in this 
thesis and presented the research design for the experiments that will be performed in 
this research. Various real life datasets that are selected for the evaluation of the 
proposed EoR, semantic relation identification and text clustering methods are 
described. The evaluation metrics that are used for benchmarking the proposed 
methods are also presented, together with the details of benchmarking methods used 
in this thesis. 
The focus of this thesis is to develop improved methods for EoR, semantic 
relation identification and text clustering. An extensive empirical study will be 
conducted by applying enriched text representation generated by semantic annotation 
on EoR and semantic relation identification to show the effectiveness of the proposed 
EoR and semantic relation identification methods. Furthermore, in order to 
understand how clustering techniques help obtain desirable clusters using semantic 
annotation, clustering results delivered by the proposed text clustering methods will 
be compared with other start-of-art clustering methods. 
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Chapter 4:  Semantic Annotation with 
Entity-oriented Retrieval and 
Semantic Relation Identification 
4.1 INTRODUCTION 
Semantic annotation is about adding semantics (metadata or knowledge) to a piece of 
data using external knowledge (e.g., ontology). It has practical significance of 
generating machine-understandable descriptions of resources for establishing 
semantic relationships between the data. Consequently, it is able to achieve efficient 
indexing and retrieval [138], text summarisation and categorisation [68]. The main 
aim of applying semantic annotation to text data is to produce enhanced text 
representation that assists in describing the topics of text segments for further 
applications in information retrieval and knowledge discovery. This results in 
enriched text representation that helps in identifying semantic relationships between 
the introduced semantic features. This chapter introduces the semantic annotation 
used for producing enriched text representation. It proposes concept-based EoR and 
CRF-based semantic relation identification methods which integrate enhanced 
representation generated by semantic annotation in order to improve the performance 
of these tasks. An in-depth empirical analysis is performed to evaluate the 
effectiveness of the proposed concept-based EoR and CRF-based semantic relation 
identification methods. 
This chapter begins with the basic pre-processing steps that convert different 
forms of text data into word n-grams, which become a basic unit to be matched to 
semantic information in Wikipedia. It then discusses the different types of semantic 
information (i.e., Wikipedia articles and categories) in Wikipedia and relationships 
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between them. The automatic semantic annotation process is then discussed, which 
includes concept matching and sense disambiguation, to generate semantic 
information from Wikipedia for the underlying text corpus. The details of the 
semantic annotation process are provided to understand the basics of semantic 
annotation techniques and the benefits of generated concept representation over the 
“original text representation”. The remainder of the chapter provides the details of 
the proposed concept-based EoR and CRF-based semantic relation identification 
methods that integrate semantic annotation to achieve improved performance in each 
task. The experimental section evaluates the proposed methods by comparing them 
with the state-of-art methods. Finally, the analysis of the experimental results is 
presented in the results and discussion section. 
4.2 SEMANTIC ANNOTATION 
In this thesis, the semantic annotation uses two kinds of semantic information, 
Wikipedia articles and Wikipedia categories, to generate enriched text representation. 
As shown in Figure 4.1, there are three main components in the semantic annotation: 
(1) pre-processing, (2) Wikipedia semantics (i.e., Wikipedia articles and categories) 
and (3) mapping function. The input to semantic annotation is raw text which is 
decomposed into word n-grams by the pre-processer. Wikipedia semantics (i.e., 
Wikipedia articles and Wikipedia categories) are extracted and used by the mapping 
function, including concept matching and mapping, to introduce topic relevant 
semantic information. The output of semantic annotation is semantically enriched 
text with a set of Wikipedia articles and categories that mapped to the text data. A 
concrete example is shown in Figure 4.2. The following section will discuss the 
detailed semantic annotation using Wikipedia as external knowledge base.  





















Figure 4.1 – The Architecture of Semantic Annotation. 
4.2.1 Pre-processing 
The fundamental unit of text is a word or phrase, from which meaning is constructed. 
Most of the semantic annotation techniques work at the level of words or phrases. 
They often require a pre-processing step, which takes text as input and outputs a set 
of n-grams contained in the text. The extracted n-grams are then used to infer 
concepts from external knowledge base in the text data. 
The pre-processing of text data involves sentence detection and n-grams 
detection: 
Sentence Detection  
The main objective of sentence breaking is to ensure that n-grams do not span 
sentence boundaries and line breaks. It uses a sentence splitter to break a text into 
sentences, where n-grams can be identified.  
 
 
 108 Chapter 4: Semantic Annotation with Entity-oriented Retrieval and Semantic Relation Identification 
 
 
(a) Input Text 
 
(b) Generated N-gram 
 
(c) Text Annotated with Wikipedia Articles 
Figure 4.2 – A Running Example of Semantic Annotation. 
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N-gram Detection  
N-gram detection aims to identify n-grams included in each sentence. Given a 
sentence, if n=1, 1-gram means single words, if n>1, n-gram becomes phrases. Thus, 
bag of words model is a special case of the n-gram approach. An example is shown 
in Figure 4.2. The benefit of the n-gram approach is that it can find entities appearing 
in the form of phrases, e.g. Albert Einstein, in addition to single word entities, e.g. 
Australia. Specifically, a tokenizer is used to identify word boundaries and all 
possible words or phrases with the specified n length n-grams n (n<=10) are 
extracted. In this thesis, all n-grams are collected with the n varying from 1 to 10. 
Due to the length of a sentence, the maximum value 10 of n can cover most phrases 
contained in a sentence and the lexicon (more details in the next section) of a 
Wikipedia article [25]. In order to match with concepts, a common strategy, case-
folding, is applied by reducing all letters of n-grams to lower case. 
4.2.2 Why Wikipedia as External Knowledge 
Definition 4.1.  
A formal external knowledge that can be used for semantic annotation is defined as 
follows: 
 A Lexicon   containing a set of terms. 
 A set of Concepts  . 
 The Mapping Function  with :    .  
where  links the set of terms,   , to the set of concepts they refer to. In general, 
different terms may be used to describe the same concept (the synonymy problem), 
and even the same term may be used to express different concepts (the polysemy 
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problem). The mapping function should be designed to solve these problems (sense 
disambiguation). 
Wikipedia has become the largest online knowledge repository that contains 
millions of articles contributed collaboratively by volunteers. It is a well-formed 
knowledge base, in which a single article represents a unique Concept and the 
concept is denoted by the title of the article. A Wikipedia article can be referred to as 
Wikipedia redirects (e.g., if a user types “UK” in the search box, the user will be 
taken to the Wikipedia article “United Kingdom”) and anchor text (the links made 
from other articles to this one, e.g., the anchor texts of Wikipedia article “Earth” are 
“the planet”, “the world” and “the globe”). Wikipedia redirects and anchor text 
provide equivalent denotation of the concept, serving as Lexicon. The internal links 
among Wikipedia articles also provide a measure for the sense disambiguation of the 
Mapping Function. Additionally, Wikipedia contains a hierarchical category system, 
where each article is assigned to at least one category. Different from the hyperlinked 
articles, Wikipedia category system describes a hierarchical form of semantic 
information (concepts) and supplies additional semantic information for the 
annotation purpose. 
Unlike other ontologies, such as WorldNet and Mesh, Wikipedia is a 
comprehensive knowledge base. It has positive characteristics on quantity, i.e., a 
(growing) large number of articles and on quality, i.e., quick mistake correction by 
the collaborative circumstance. However, its large size poses difficulty of efficiently 
extracting semantic information and annotating text data (e.g., the English Wikipedia 
dump from 20110803 used in this thesis consists of 3,579,766 articles, 5,011,089 
redirects and 744,974 categories in the compressed size of 32GB). As shown in  
 

















Figure 4.3 – The Extraction of Semantic Information of Wikipedia.  
Figure 4.3, article redirects and links between articles (i.e., anchor text) are also 
extracted to construct lexicon and perform sense disambiguation. Fortunately, 
distributed computing framework Hadoop [106] can help extract Wikipedia articles 
and categories within acceptable time. The complexity analysis in section 4.2.4 
shows that semantic annotation is fairly time-efficient. 
All these features make Wikipedia a suitable knowledge base for semantic 
annotation. In this thesis, the semantic annotation uses two kinds of semantic 
information, Wikipedia articles and Wikipedia categories, to generate enriched text 
representation. Table 4.1 shows the Wikipedia semantic information according to 
Definition 4.1. For example, as illustrated in Figure 4.4, the semantic annotation 
starts with introducing Wikipedia articles to n-grams of input text data. If a word n-
gram of input text data matches the lexicon of a Wikipedia article, the corresponding 
Wikipedia article will be selected for the n-gram. If the n-gram is matched to one 
Wikipedia article, there is no need of sense disambiguation and the Wikipedia article 
is introduced to input text; otherwise (i.e.,              ) the sense disambiguation 
for candidate Wikipedia articles becomes activated to determine which candidate 
article is the most relevant one to the n-gram. The procedure stops until all  
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Figure 4.4 – The Process of Mapping Function with Wikipedia 
ambiguous n-grams are mapped to one Wikipedia article. Based on the introduced 
Wikipedia article, Wikipedia categories are chosen as another type of semantic 
information for an n-gram. For the categories that are directly assigned to the 
mapped Wikipedia article (i.e., immediate categories), they are introduced to the n-
gram. The following section will discuss the detailed mapping function for 
Wikipedia articles and categories. 
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4.2.3 Mapping Function 
The mapping function for Wikipedia articles consists of two main steps: concept 
matching and concept mapping. In the concept matching step, it first matches 
extracted n-grams to the lexicon(s) of Wikipedia articles to detect candidate articles. 
Salient candidate articles are kept by filtering out unimportant Wikipedia articles 
based on Wikipedia link probability. In addition, concept mapping is applied for the 
n-gram that is matched to multiple Wikipedia articles, i.e., sense disambiguation. A 
similarity-based sense disambiguation method is applied to select the most 
appropriate Wikipedia article using article commonness and context information. 
The details of each step will be explained in the following sections. 
4.2.3.1   Concept Matching 
First task of concept matching is to introduce Wikipedia articles by matching word n-
grams of input text data with lexicons of Wikipedia articles. Each Wikipedia article 
is considered carrying a concept. A Wikipedia article is represented by the article’s 
title, redirects and anchor text. For example, a Wikipedia article on the concept Earth 
is referred to by its title “Earth” and it is also referred by different anchor texts: “the 
Planet”, “the World” and “the Globe”. This information of each Wikipedia article is 
collected as the article’ lexicons and processed by case-folding and removing 
parenthetical text. A Wikipedia article is selected when its lexicons appear as an 
(case-folded) n-gram of the input text. A set of pairs of n-grams and Wikipedia 
articles is obtained until all n-grams are scanned. 
One objective of semantic annotation is to introduce useful concepts from 
external knowledge. Another task of concept matching is to filter out topic-irrelevant 
Wikipedia articles by using Wikipedia link structure. Wikipedia covers a large 
number of concepts that are described in the form of Wikipedia articles and each 
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article contains internal links that point to other articles. Wikipedia internal links 
provide usage statistics for determining if one Wikipedia article represents a salient 
concept. For example, the Wikipedia article “dog” is mentioned as anchor text more 
often than the article “the”. Therefore, Wikipedia link probability [170] is used as the 
weighting feature of Wikipedia articles to filter out unhelpful articles. The link 
probability ( ( )) of a Wikipedia article   is defined as follows: 
 ( )  
     
       
     
where       is the number of Wikipedia articles in which the article   is mentioned as 
an anchor text and         is the total number of Wikipedia articles where the article 
  appears. Weight function  ( )  measures the importance of the article   being 
selected as a link in Wikipedia. For example, the link probability of concept “dog” is 
6%, while for the concept “the” it is only 0.0006%. For this reason, Wikipedia 
articles having the link probability over 0.5%, are used for concept matching. The 
output of concept matching is a set of concise Wikipedia articles that are matched to 
given n-grams.  
4.2.3.2   Concept Mapping 
For Wikipedia articles matched from the previous step, the simplest matching 
situation is that one n-gram is matched to one Wikipedia article. This type of n-grams 
has a one-to-one mapping relationship with a Wikipedia article. We call these n-
grams (and corresponding Wikipedia articles) as unambiguous n-grams 
(unambiguous Wikipedia articles). Unambiguous Wikipedia articles are directly 
introduced as semantic information to the input text. However, an n-gram, for 
example, “bar”, may refer to multiple Wikipedia articles, “bar (establishment)”, “bar 
(law)” or “bar (computer science)”. The concept mapping step aims to choose the 
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most appropriate Wikipedia article for the ambiguous n-gram, i.e., performing sense 
disambiguation. This section describes methods of how to determine the most 
appropriate Wikipedia article for an ambiguous n-gram from a set of candidate 
articles. 
In general, there are two types of selecting criteria for sense disambiguation: 
article commonness [172]; and context information [25]. In this thesis, we propose to 
use a similarity-based sense disambiguation method [125] that combines article 
commonness and context information as the final score to select the most appropriate 
article for an ambiguous n-gram. The score of a candidate article  ̂ is defined as: 
      ̂             ̂          ̂     
The candidate article with the highest score in Eq. (4.2) is chosen as the mapped 
article. The details of calculating the score using article commonness and context 
information are discussed as follows: 
Article Commonness  
The most straightforward way of sense disambiguation is to choose the most 
common sense (concept) measured by the overall popularity of the candidate article 
as link target of the n-gram in Wikipedia. For the ambiguous n-gram   , the 
commonness of candidate article  ̂ is defined as: 
           ̂  
     ( ̂)
     (  )
     
where      ( ̂) is the frequency of candidate article  ̂ being the target link that n-gram 
   points to in Wikipedia.      (  )  denotes the number of the case that n-gram    
appears as anchor text in Wikipedia. For example, if the n-gram “bar” appears 500 
times as a link in Wikipedia (i.e.,      (  )) and in 200 times “bar” links to the 
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Wikipedia article “bar (establishment)” (i.e.,      ( ̂) ), the commonness of “bar 
(establishment)” is            . This results in a ranked list of candidate articles 
by commonness and the most common article is ready to be chosen for the 
ambiguous n-gram. The commonness measurement of a candidate article reflects 
how often the n-gram is related to the candidate article, which is useful when there is 
no context information surrounding the ambiguous n-gram. The next section will 
discuss how to use context information for sense disambiguation.    
Context Information  
Commonness of concept provides an intuitive way to perform sense disambiguation, 
while context information can be helpful for sense disambiguation. For example, if 
the n-gram “bar” is surrounded by unambiguous Wikipedia articles such as “drink” 
and “waiter”, the “bar” is more likely to be “bar (establishment)” since “bar 
(establishment)” is more semantically related to “drink” and “waiter” than “bar 
(law)” or “bar (computer science)”. It is reasonable to use such context evidence for 
sense disambiguation. We denote unambiguous Wikipedia articles in a given text as 
context articles   . Furthermore, we define a similarity function to calculate the 
semantic relatedness between candidate article  ̂  and context article   (     ) 
based on the overlap of linked-in-pages between them [125]: 
   ( ̂   )     
   (     ̂         )        ̂     
      (     ̂         )
     
where     is the number of linked-in-pages, i.e., other Wikipedia articles that have a 
hyperlink pointed to this one and   denotes the total number of articles in 
Wikipedia. This semantic relatedness measure can be explained as a variation of 
Normalized Google Distance (NGD) [107] based on linked-in-pages occurrence. The 
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context score of the candidate article  ̂ is then obtained by the average similarity to 
context articles: 
        ̂  
∑    ( ̂   )     
    
     
where      denotes the total number of candidate articles. 
With the similarity-based sense disambiguation in Eq. (4.2), a set of concise 
and accurate Wikipedia articles are selected as additional semantic information for 
the input text.  
4.2.3.3   Mapping Function of Wikipedia Category 
In this section, we discuss the mapping function of introducing additional semantic 
information from Wikipedia, i.e., Wikipedia category. Different from Wikipedia 
articles, a Wikipedia category has a unique name (e.g. “France”, “European 
Countries”, “Countries”) but does not have a content page that describes the details 
of the category. The Wikipedia category system forms a hierarchical structure, i.e., at 
least a Wikipedia category is assigned to a Wikipedia article and each category is 
linked to upper level or lower level categories (except root categories that have no 
parent categories and leaf categories that have no child categories). Instead of 
mapping an n-gram to the name of a Wikipedia category, Wikipedia categories are 
mapped based on the mapped Wikipedia article of the n-gram. A simple example is 
illustrated in Figure 4.5. 
Given the mapped Wikipedia articles                 for input text, we 
aim to further annotate input text with Wikipedia categories   {             } 
where     denotes the set of conceptual Wikipedia categories that relates to the 
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Figure 4.5 – A Simple Example of Mapping Wikipedia Category. 
Wikipedia article   . In Wikipedia, a set of Wikipedia categories    
  is assigned to a 
Wikipedia article    ; however, not all    
  are useful for semantic annotation: 
 Wikipedia category system is not like a strong ontology hierarchy that 
has a subsumption hypothesis in the parent-child relationship between 
categories since it forms a graph with cycles. 
 Some categories serve as administrative purposes (e.g., Articles with 
unsourced statements) or non-conceptual information (e.g., 1910 
births), which should be excluded for semantic annotation. 
Due to these properties of the Wikipedia category system, only immediate 
Wikipedia categories  ̂   (| ̂  |      
  ), which are directly assigned to a Wikipedia 
article, are extracted for semantic annotation. The mapping function of Wikipedia 
category identifies conceptual Wikipedia categories     from  ̂   by: 
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1. Using shallow linguistic features to identify the head of the category – 
Consider the category “Foreign Members of the Royal Society” for the 
article concept “Albert Einstein”. It is segmented into a pre-modifier 
(Foreign), a head (Members) and a post-modifier (of the Royal 
Society). 
2. Heuristics – if the head of the category name is a plural word, the 
category is taken as a conceptual category [5]. 
 This process gives a set of conceptual Wikipedia categories     (       
  ̂       
  )  ) for mapped Wikipedia article   . This process is iterated until all 
mapped Wikipedia articles are mapped to conceptual categories. In this way, another 
type of semantic information, i.e., Wikipedia category is introduced to given text 
data. 
4.2.4 A Case Study of Semantic Annotation  
As discussed in subsection 4.2.3, Wikipedia category information is mapped to the 
input text by using the introduced Wikipedia articles. The quality of the introduced 
Wikipedia articles plays a key role in the semantic annotation method. In this 
subsection, we focus on evaluating the concept mapping of Wikipedia article. In 
order to evaluate the quality of the introduced Wikipedia articles, we sampled a 
Wikipedia article set. The article set includes 300 articles randomly selected from 
Wikipedia. The ground truth was created based on the outgoing links (i.e. anchor 
text) within each article. More clearly, given a Wikipedia article   from the article 
set, the outgoing links of   point to other Wikipedia articles that are mentioned in the 
content of  . We collected all the outgoing links for each article as ground truth in 
the article set. Thus, the evaluation task becomes a classification problem, i.e. how  
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FScore Precision Recall 
95.2% 97.2% 93.2% 
Table 4.2 – The Result of the Semantic Annotation Method on the Sampled 
Wikipedia Article Set. 
correctly the semantic annotation method identifies the mentioned Wikipedia articles 
in each  . We used 200 articles as training data and 100 articles as testing data. 
Naïve Bayesian classifier was adopted with 10-fold cross-validation to evaluate the 
semantic annotation method. Table 4.2 shows the results of the semantic annotation 
method on the sampled Wikipedia article set. The FScore is calculated by using Eq. 
(3.6) in subsection 3.4.2. It can be seen that a 95.2% FScore was achieved with a 
high precision (97.2%) and recall (93.2%). The experiment results indicate that the 
semantic annotation method can identify the Wikipedia articles mentioned in the 
input text (i.e. the content of each  ) with a high performance in terms of FScore. 
4.2.5 Complexity of Semantic Annotation  
This thesis focuses on improving the performance of three tasks, i.e., EoR, semantic 
relation identification and text clustering utilizing semantic annotation. Instead of 
evaluating the accuracy of the semantic annotation separately, the goodness of 
introduced semantic information will be examined for each task in the following 
sections and chapter. However, research [25] has found that the similarity-based 
sense disambiguation used in the semantic annotation can achieve a comparable 
performance to human experts. 
Complexity of the semantic annotation task can be composed into three parts: 
Wikipedia information extraction/loading, concept matching and concept mapping 
(sense disambiguation). The first and fundamental step in the semantic annotation is 
extracting Wikipedia information, i.e., Wikipedia articles (including article titles’ 
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directs, links (and anchor text) between articles) and Wikipedia categories. The 
extraction process utilizes Hadoop
7
, an open source implementation of Google’s 
proprietary GFS file system and MapReduce technology [85] since Hadoop is 
extremely efficient for large size dataset by taking advantages of distributed 
computing techniques. We implement the Hadoop-powered extraction process with 
single node configuration on a machine with Intel Xeon X5690 3.47 GHz CPU, 96 
GB memory. We discuss why Hadoop on a single node was selected in this thesis. 
Hadoop can be installed in three ways, i.e. local (standalone) mode, pseudo-
distributed mode and fully-distributed mode. The former two modes are installed on 
a single machine (i.e. single node), while the third one requires a cluster of physical 
machines. We explain why the pseudo-distributed mode and fully-distributed mode 
are not adopted for semantic annotation. The pseudo-distributed mode is mainly 
designed for demonstration and has limited ability. In order to run fully-distributed 
mode, there must be a set of physical machines connected to each other. Furthermore, 
we found that the running time of a pseudo-distributed mode is acceptable (more 
details in the subsection 4.2.4). In addition, in order to perform semantic annotation 
in a fast fashion, we need to cache the extracted Wikipedia information into memory. 
Using a pseudo-distributed mode is fairly easy. 
In the extraction process, 3,579,766 articles were processed to extract title, link 
and category information within about 50 minutes (or approximately 3000 seconds). 
In addition, the mapping functions of semantic annotation requires loading extracted 
Wikipedia semantics (i.e., 3,579,766 articles, 5,011,089 redirects and 744,974 
categories) into memory for performing semantic annotation, which roughly takes 
approximately 600 seconds. However, these processes only need to be done once and 
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can be performed offline beforehand. Such an overhead becomes acceptable in this 
case. 
With loaded Wikipedia semantics in memory, the next processes are to apply 
mapping functions of Wikipedia articles and categories for semantic annotation. We 
start with introducing Wikipedia articles to n-grams. Let   be the number of 
candidate n-grams detected in the text for semantic annotation;   be the number of 
context concepts. Let   (   ) denote the number of ambiguous concepts and   
be the number of candidate articles of each ambiguous concept (  can take different 
value for different ambiguous concept). The complexity of concept matching is to 
match all n-grams to Wikipedia articles, i.e.,  (        ( )). The complexity of 
concept mapping is to calculate the pairwise similarity between each candidate 
article and context concept, i.e.,  (      ( )   ). The complexity of introducing 
Wikipedia articles is  (       ( )        ( )   ). For easy discussion, 
we remove the   ( ):  (           )   (    (   )   ), which 
is primarily determined by  (    (   )), i.e.,  (     ). In practice, there 
exist a handful of context concepts   and the number of ambiguous concept   (and 
the number of candidate articles  ) is small. This results in the process of introducing 
Wikipedia articles finishing in short time as shown in the column “Average Time” of 
Table 4.3. The average result time for introducing Wikipedia articles is fairly fast, 
e.g., the average result time for each query concept-based expansion and entity 
relation is less than 0.5 second, and about 1.2 seconds for documents. 
For introducing Wikipedia categories, the mapping process selects conceptual 
Wikipedia categories that are directly assigned to the introduced   Wikipedia 
articles. Suppose there are   conceptual Wikipedia categories for an introduced 
 























Sentences 46   0.5 < 1 
Text 
Clustering 
Documents 1321         
       Table 4.3 – Time Cost of Semantic Annotation. 
Wikipedia article, the complexity is  (     ( )), that is  (   ) for short. The 
process of introducing Wikipedia categories is mainly decided by the number of 
introduced Wikipedia articles and their conceptual Wikipedia categories. The 
number of conceptual Wikipedia categories   is larger than the introduced Wikipedia 
articles , i.e.,    . As seen from Table 4.3, this process requires more time than 
introducing Wikipedia articles in the task of semantic relation identification. This is 
because that the size of input text is fairly small and there are few ambiguous 
concepts, while the number of conceptual Wikipedia categories for an introduced 
Wikipedia article is large. On the other hand, introducing Wikipedia articles costs 
more time than introducing Wikipedia conceptual categories in the task of text 
clustering. As the size of input text increases (from 46 to 1321 in Table 4.3), more 
ambiguous concepts appear in a document than a sentence and the running time for 
cubic complexity  (     ) greatly increases. However, the running time for both 
processes is fairly fast (i.e., not more than 1.2 seconds for a document in Table 4.3). 
4.3 USING SEMANTIC ANNOTATION IN ENTITY-ORIENTED 
RETRIEVAL 
This section presents a concept-based EoR method that incorporates enriched text 
representation generated by semantic annotation into effectively finding relevant 
 124 Chapter 4: Semantic Annotation with Entity-oriented Retrieval and Semantic Relation Identification 
 
entities. The conjecture behind the concept-based EoR is that Wikipedia concepts 
can bridge the gap of semantic relationships between user query terms and terms of 
entity profile documents, and result in improving the search performance. Figure 4.6 
gives an overview of the proposed approach. An input query, formulated in natural 
language or in noun phrases, is analysed and represented in the form of semantic 
structure, i.e., Intent Type and Intent Modifier. Next, the processed search query 
terms are mapped to Wikipedia concepts using semantic annotation. Based on the 
query semantic structure information expanded with concepts, a list of ranked 
entities are retrieved over the concept-based indexing (Wikipedia categories and 
lists), and presented as search answers to users. 
4.3.1  Query Reformulation 
The first task in EoR is to identify the semantic structure of an input query, 
formulated in natural language or in noun phrases. Assume an input query   to be a 
sequence of query terms                over the vocabulary  . The semantic 
structure for an input query is defined as Intent Type (IT) and Intent Modifier (IM): 
Definition 4.2.  
Intent Type   is a query segment                  where         that has a 
conditional probability of implying the class of target entity: 
   (   )     
Definition 4.3. 
Intent Modifier  is a query segment    (        ) that has a conditional proba-
bility of imposing constraints on the Intent Type: 
   (    )     
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Query Reformulation
Concept-based Indexing  
Figure 4.6 – Processes of Concept-based Entity-oriented Retrieval. 
Let the semantic structure be a label sequence                                      
            with labels           . The goal of identification of query semantic 
structure is to obtain: 
        
  
 (     )
                                  
       
In order to maximize the conditional likelihood  (     ) , a Conditional 
Random Field (CRF) classifier is trained to tag an input user query with labels, i.e., 
IT and IM, accurately. Specifically, when a labelled training query instance (   ) 
comes, we define a set of feature functions   (           ) (  is the position of label 
  ) as illustrated in Figure 4.7 and find the optimal corresponding weight    that 
maximizes: 
 (   )  
 
 ( )
    ∑ ∑     (           )
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where  ( ) is normalization function. To classify a testing query instance (     ), 
the trained CRF identifies the query semantic structure based on the optimal weight 
   learned in Eq. (4.9). 
In order to train CRF, we define feature functions containing the following 
features for the query term   :  
(1) Lexical features (all query terms and query term bigrams within a five size 
window around    since five size window is large enough to include query terms that 
form a phrase)  
 (2) Part-of-speech (PoS) features (all PoS tags, PoS tag bigrams and PoS tag 
trigrams within a five size window around   ) 
(3) Features of a pair of adjacent labels          
(4) Entity (Ent) features (all Named Entity (NE) tags, NE tag bigrams and NE 
tag trigrams within a five size window around   ).  
The input query is first decomposed into lexical tokens and annotated with PoS 
tags and with NE tags by OpenNLP package. Research has shown that PoS tagging 
has an accurate performance even on keyword queries [87]. Here, lexical features 
and PoS features exploit the syntactic constraints on query terms being IT or IM. For 
example, IT, which implies the class of target entity, is often expressed using noun or 
noun phrases. For IM, named entities and adjectives are often used as context 
modifier. In addition, the feature of a pair of adjacent labels captures the transition 
pattern between adjacent labels. For example, the boundary between IT and IM is 
often described by prepositions such as “on” and “by”, verbs such as “won” and 
“situated”, and “WH” words such as “which” and “that”. 
 




        (           ) 
Figure 4.7 – An Example of Feature Function of CRF. 
Based on above defined features, the feature function of CRF produces binary 
value for each feature. One simple example can be: if the current word    is “italian” 
with its PoS tag    ““JJ” (which means adjective word) and current label    is “IM”: 
  (           )   {
                                   
                                                               
      
In addition, the corresponding weight    for a feature function    in Eq. (4.9) is 
controlled by the CRF during the training stage: if     , the probability of label    
is increased (    ); if     , the probability of label    is decreased (    ). 
The output of this process is the reformulated query labelled with query 
semantic structure. For example, considering the query “Formula 1 drivers that won 
the Monaco Grand Prix”, the reformulated query is: 
                                                     . 
The next section will describe how to add relevant concepts to an input user query.  
4.3.2  Concept-based Query Expansion 
This task applies semantic annotation for concept-based query expansion. Concept-
based query expansion is an automatic process of adding related concepts to a given 
query. In order to introduce concepts, a query is considered as a set of key-phrases. 
The key-phrases are obtained by extracting word n-grams that appears in a query. 
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The query expansion process introduces Wikipedia articles as concepts using the 
semantic annotation method discussed in Section 4.2. 
Given the labelled query   that consists of     key-phrases and Wikipedia 
concept set  , the simplest expansion is the exact mapping that one key-phrase only 
maps to one Wikipedia concept, which we refer to as context concept   . However, a 
key-phrase, for example, “bar”, may refer to many Wikipedia articles, “bar 
(establishment)”, “bar (law)” or “bar (computer science)”. Here, we select the most 
appropriate Wikipedia concept    from candidate concept set  
   for key-phrase    by 
a function: 
(     )       
  
∑ (     
 )
    
   
)
                                  
   
         
     
     
where  (     
 )  is a similarity function. According to [125], the similarity-based 
disambiguation method can accurately select the most appropriate concept. The 
similarity function  (     
 ) calculates the similarity between candidate concept    
and context concept   
  based on the overlap of hyperlinks between them [125]: 
 (     
 )     
   (           |  
 |)            
  
      (           |  
 |)
      
where     is the number of hyperlinks. In addition, if a user query contains few text 
segments and there is no context evidence (     ) for selecting appropriate 
concept, the most commonly-used concept will be selected by a weight function     
and Eq. (4.11) becomes: 
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(  |∑  (     
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|  |
   
)          
          
  
(
   
    
)                    
                                 
  
     
where    is the frequency of    being an anchor text in Wikipedia and      is the total 
number of  Wikipedia articles in which    appears. Weight function     measures the 
commonness of the article   in Wikipedia. 
Taking the reformulated query in the previous section for example, the 
concept-based query expansion detects the following concepts: 
 IT: Formula One, Formula racing, List of Formula One drivers. 
 IM: Monaco, Monaco Grand Prix, Grand Prix motorcycle racing.  
The next section will discuss how to construct a concept-based indexing. 
4.3.3  Concept Indexing 
This section presents the concept-based indexing which is hybrid of unstructured and 
structured information consisting of entity profile documents and concepts 
introduced to them. Generally, entities and their related information are located in 
two categories of web sources: unstructured information such as text in a web 
document and structured information such as, records of RDF data or entries of a 
web table. Previous research [16] has shown that balancing such unstructured and 
structured information is more suitable and is superior for entity-oriented retrieval. In 
this thesis, the concept-based indexing adopts unstructured text (a unique Wikipedia 
article) as entity profile document and introduce structured information (i.e., 
Wikipedia category and list structure) as concepts. 
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More specifically, an entity is represented as the title of a Wikipedia article and 
the Wikipedia article is used as entity profile document. This is because Wikipedia 
covers most entities of general domains and each Wikipedia article contains 
relatively complete and much cleaner information than web pages [63]. In addition, 
structured information in Wikipedia is adopted, i.e., Wikipedia category and list 
structure, as concept features. Generally, a concept indexing mechanism needs 
scanning of natural language text within a document to find related concepts. It is 
time-consuming for millions of entities (Wikipedia articles), especially when the 
article length is relatively large. Therefore, we extracted Wikipedia categories and 
list structure [4] as concept features of the entity. For example, as shown in Figure 
4.8, a Wikipedia category is added as a concept to an entity if the Wikipedia category 
(“Living people”) is assigned to the entity’s corresponding Wikipedia article (“Mario 
Adorf”). In addition, if an entity’s corresponding Wikipedia article is included as 
child element in a list structure, the parent element is introduced as a concept to the 
entity. As a result, the concept-based indexing   includes content terms of entity 
profile document and introduced concepts. 
4.3.4  Concept-based Entity Retrieval Algorithm 
Figure 4.9 summarizes the concept-based entity retrieval algorithm. Upon receiving 
an input query ( ), the proposed method first identifies the query semantic structure 
(i.e., query Intent Type   and query Intent Modifier  using function      ( )). The 
query Intent Type and the query Intent Modifier are then expanded with concepts 
(i.e.,     with the expanded query Intent Type    and query Intent Modifier    by 
function    ( )). 
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Figure 4.8 – Processes of Concept-based Indexing. 
 
Figure 4.9 – The Proposed Concept-based Entity-oriented Retrieval Algorithm. 
As returned results, we favour entities that match concept-expanded query 
terms. The document score (  ) measures the score between concept-expanded 
query (   ) over concept-based indexing   (by function              ( )  that 
represents the standard inverted index function that scores a document’s match to a 
query). However, entities which contain matching concept-expanded query terms 
may be context entities serving as query intent modifier rather than target type of 
#Retrieve concept-based results 
Input: Query 𝑞, concept-based index 𝐸 
Output: Ranked list of entities 𝑒  
Procedure Concept-Retrieval (𝑞) 
                (𝑡 𝑚)   𝑆𝑡𝑟𝑢𝑐(𝑞) 
                𝑞  (𝑡  𝑚 )  𝐶𝑜𝑛(𝑡 𝑚) 
   Call Ent-Retrieve (𝑞 ) 
End 
#Retrieve ranked entities for query 𝑞  from 𝐸 
Function Ent-Retrieve (𝑞 ) 
For each entity 𝑒 𝜖 𝐸 
        𝑊𝑑   𝐼𝑛𝑣𝐼𝑛𝑑𝑒𝑥𝑆𝑐𝑜𝑟𝑒(𝑞
  𝑒) 
        For each  𝑐 𝜖 𝑐𝑜𝑛𝑐𝑒𝑝𝑡(𝑒) 
                 𝑊𝑡   𝐼𝑛𝑣𝐼𝑛𝑑𝑒𝑥𝑆𝑐𝑜𝑟𝑒(𝑡
  𝑐) 
         End 
                   𝑊𝑒   𝑊𝑑    𝑊𝑡 
End 
Return ranked list of entities, 𝑒  based on 𝑊𝑒 
End 
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entities. Therefore, we add extra score to these entities that match the query Intent 
Type   using boosting factor. Boosting factor can be set either as a constant factor, or 
proportional to the relevance of certain query terms to an entity. Here, we 
implemented the latter based on concept-expanded query Intent Type  . Intent Type 
score   scores concept-expanded query Intent Type   over concepts introduced to 
the entity profile document   (returned by function        ( ) ). We obtain the 
entity’s score (  ) as the sum of document score (  ) and Intent Type score (  ). 
Finally, entities are sorted and output to users according to the combined score. 
4.3.5  Results  
To evaluate the proposed concept-based EoR retrieval, a benchmark query set is 
constructed from the INEX XER track [62]. The benchmarking query set contains 
keyword and natural language queries. Relevant results for each individual XER 
query topic was manually assessed and used as ground truth. In addition, each 
benchmark query was annotated with the class of target entities for evaluating the 
identified semantic structure, i.e., query Intent Type and query Intent Modifier. 
These queries and the document collection (i.e., Wikipedia) used are explained in 
section 3.3.1. Table 4.4 shows an example of benchmark query. We evaluate the 
results of the proposed method and baseline methods using P@n (n=10) and Mean 
Average Precision (MAP). 
Query Semantic Structure 
We empirically examine the performance of the identified query semantic structure 
using five-fold cross-validation. In order to evaluate the performance of the proposed 
CRF-based method, Multinomial Naïve Bayes (NB) [141] method is also 
implemented for comparison. In the five-fold cross-validation, training dataset and  
 
 Chapter 4: Semantic Annotation with Entity-oriented Retrieval and Semantic Relation Identification 133 
 
INEX XER query topic 113 
Query Formula 1 drivers that won the Monaco Grand Prix 
Semantic structure  
                      
                                  
Introduced concepts 
 IT: Formula One, Formula racing, List of Formula One 
drivers; 
 IM: Monaco, Monaco Grand Prix, Grand Prix 
motorcycle racing. 
Relevant results Ayrton Senna, Michael Schumacher, Fernando Alonso, etc. 
Class of target entity racecar drivers, formula one drivers 
Table 4.4 – An Example Benchmark Query from INEX XER. 
Method Label Acc Incorrect 
CRF 
IT 94.7% 5.3% 
IM 95.1% 4.9% 
NB 
IT 90.6% 9.4% 
IM 91.3% 8.7% 
Table 4.5 – Label Accuracy (Acc) of the Identified Query Semantic Structure. 
test dataset are all positive examples with multiple classes (i.e, IT and IM) and Label 
Accuracy (Acc) is adopted to measure the performance of two methods. Table 4.5 
presents Acc for the identified semantic structure, i.e, IT and IM. As we can see, 
almost every query term is assigned with correct label in the CRF-based approach. 
The table demonstrates that the CRF-based approach is superior with respect to 
Label Accuracy, and exhibits a higher true positive rate than the NB approach. This 
is because CRF utilizes a rich set of feature functions (which model features on 
single word position but surrounding word features) to maximize the conditional 
likelihood  (     ) for the label of query terms. The main reason for incorrect labels 
is the sporadic failure of named entity recognition. For example, query “National 
Parks East Coast Canada US”, the phrase “East Coast” is not recognized as named 
entity, which leads to false labelling “National Parks” as Intent Modifier rather than 
Intent Type. As a final consideration, in these cases, the proposed method (Coss) can 
not use Intent Type as boosting factor and it is equal to the baseline method (Con) 
but the result (i.e., query 15) is still reported. From query 15, however, we can still  
 








                                      





                       
                                   
Capital city, List of 
capitals in the United 
States 
United States  
3 
                          
                        
Capital ,Capital city Island 
4 
                          
                                 
List of Formula One 
drivers 
Formula One, Formula 




5                                      
President of the 
United States 
1960, United States 
6 
           
                             
Novel Man Booker Prize 
7                                     
List of Nobel 
Laureates 
Italy, Alfred Noble 
Prize, Nobel Prize in 
Physics, Nobel Prize in 
Chemistry, Nobel Prize 
8 
                             
                        
Book 
1980, Science, Science 
fiction, fiction 
9 
                                   





10                                   University Catalonia 
11                              Champion 
Chess, World Chess 
Championship 
12 
                          
              
Racing Europe, Formula One 
13 
                            
              
List of classical 
music composers by 
era, Lists of 
composers 
Classical music, Nordic 
countries 
14                      
Member state of the 
European Union 
European Union 
15                                    
National park 
Canada, Coast, United States 
16 
                         
                            
Japanese people 
Baseball, Major, Major 
League Baseball 
Table 4.6 – The Reformulated Queries with Semantic Structure and Introduced 
Concpets. 
see that using concepts (Coss and Con) obtains improved results than the method 
BOW. Table 4.6 shows the reformulated queries with identified semantic structure 
and introduced concepts from Wikipedia using semantic annotation. 
Overall Performance  
The reformulated queries in Table 4.6 are used as input queries to evaluate the 
proposed concept-based method for EoR. Figure 4.10 presents the p@10 results 
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Figure 4.10 – P@10 of Baseline Methods (BOW, Coq, Con) and the Proposed 
Method (Coss). 
 BOW Coq Con Coss 
MAP 0.12 0.13 0.16 0.19 
Avg P@10 0.14 0.16 0.20 0.30 
Table 4.7 – Mean Average Precision (MAP) and Average Precision at rank=10 (Avg 
P@10) for All Methods. 
returned by four retrieval methods for each query. Table 4.7 shows the Mean 
Average Precision and Average Precision@10 for all methods. 
It is observed that the proposed method (Coss) consistently outperforms all 
other methods. For a number of queries, query expansion with concepts (Coq) do not 
improve the performance over the BOW approach, however Coss is still able to 
improve the retrieval result. This demonstrates that introducing concepts to the 
identified query intent can effectively help search system return relevant exact 
answers for user queries. Moreover, the experiments show that Con has limited 
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semantic structure, Con does not fully exploit query intent in the ranking process as 
Coss.  
In addition, the number of relevant results among all queries is accumulated. 
Figure 4.11 shows the sizes of the sets of results regarding to the “percentage of 
queries answered”. It can be seen that the proposed method is capable of covering 
more percentage of the queries than all other baseline methods. The pure bag of 
words and classical concept based retrieval approaches are limited to retrieving 
relevant results over the query set. It confirms that analysing and using the structure 
of query with the concept-based query expansion improves the performance of 
entity-oriented retrieval. 
Effectiveness of Using Concepts  
Comparing concept-based methods (Coq, Con and Coss) with keyword-based only 
method (BOW), we observe that introducing concepts can yield improved results. 
This shows the effectiveness of introduced concepts in terms of bridging the gap of 
semantic relationships between query and document terms. Among these three 
methods, Coss achieved the best performance. This is because concepts can be better 
used in both query and indexing stage, rather than just being used in query expansion 
only. 
 Sophisticated information retrieval methods, for example, language 
modelling framework [119, 178, 179], have been proposed in EoR with promising 
results. However, the main focus in this thesis is to utilize the semantic relationships 
between query terms and the collection for EoR. The proposed EoR method has 
shown that using concepts in query and retrieval stage can improve the performance 
of EoR. As future works, different ways of employing concepts for language 
modelling framework will be evaluated and compared to the proposed EoR method. 
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Figure 4.11 – Percentage of Relevant Result Returned when Increasing the Number 
of Top Retrieved Results. 
4.3.6  Summary  
In this section, a concept-based EoR retrieval method has been proposed with a 
query analysis framework which integrates query semantic structure identification 
and concept-based query expansion. In order to identify the query semantic structure, 
a CRF model is trained with lexical and syntactic features. The semantic annotation 
is utilized in expanding an input user query with Wikipedia concepts (artilces) and 
including semantic structural information (Wikipedia category and list information) 
for concept-based indexing. For searching relevant entities, a concept-based retrieval 
system is presented which applies query analysis results to search over annotated 
entity profile documents. Experiment results have showed that: 
 The proposed search system significantly improved the search 
performance over the traditional BOW-based method. 
 Concepts (Wikipedia concepts and Wikipedia categories) generated by 
semantic annotation help improve the performance of EoR in both P@n 
(n=10) and Mean Average Precision (MAP). 
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 Integrating query semantic structure identification and semantic 
annotation into both indexing and query stage achieve improved 
performance than separately. 
4.4 USING SEMANTIC ANNOTATION IN SEMANTIC RELATION 
IDENTIFICATION 
Semantic relation identification aims to find a set of entity relation instances that 
have the same semantic meaning. Linked Data provides an opportunity to use the 
structured data on the Data Web, however, it only contains 15-20% of the 
information on the web [54]. The major information lies in unstructured text and the 
problem of semantic relation identification is not well studied. Identifying semantic 
relations among entities is an important step in various tasks in open domain 
Question Answering (QA) and web mining. For example, in order to be able to 
answer the natural language question effectively, “Who is the author of Harry 
Potter?”, we need to know the different lexicalizations of the entity relation (or entity 
property) “AuthorOf”, such as “Y is the book by X”, “X, the creator of Y” and “Y is 
written by X”.  
This section presents a semantic relation identification method to identify 
natural language representation that describe the same entity relation. The objective 
of the proposed semantic relation identification method is to use Wikipedia concepts 
generated by semantic annotation as semantic features to help find semantically 
related entity relations in unstructured text. As illustrated in Figure 4.12, the 
proposed method first extracts main content from retrieved web pages. In the text 
processing step, extracted raw text is split into sentences and entity relations are then 
extracted from sentences. With labelled entity relations, syntactic and semantic  
 





























Figure 4.12 – Processes of Semantic Relation Identification. 
features are generated to train Conditional Random Field (CRF). The learned CRF is 
then used to identify semantic relations in the testing set. The “Labeling data” in 
Figure 4.12 includes both labelled training data and testing data, which are fed into 
the CRF model. The training data is used for learning the CRF classifier, while 
testing data is used to test the performance of the proposed CRF-based method and 
baseline methods. Each of the process in Figure 4.12 will be explained in the 
following sections. 
4.4.1  Candidate Relation Acquisition 
In this section, we begin with two processing steps involved in candidate relation 
acquisition: 
Main-Content Extraction  
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The main objective of this pre-processing step is to remove irrelevant information 
and mark-ups from web pages. Web pages retrieved from a search engine (more 
details of the data set in Section 3.3.2) contains irrelevant information (such as 
navigational elements, templates, and advertisements) and mark-ups embedded in 
raw text context. This noise information typically is not related to the main content 
and needs to be removed properly. We used the tool, boilerpipe presented in [155] to 
obtain main content of a web page as shown in Figure 4.13. The raw text extracted 
from all web pages is merged to a corpus, which is sent to the text processer.  
Text Processing  
The text processer module implements the functionality that is necessary to enable 
entity relation extraction from unstructured text collected in the previous step. 
Definition 4.4.  
An entity relation is a triple: 
                         
where      are noun phrases that refer to real world entities and     is a text 
segment that indicates the relation between the entities. It is assumed that all relation 
instances are stated within a single sentence. Hence, the text processer begins by 
splitting input raw text into sentences by detecting sentence boundary. It then uses a 
relation-independent open extractor Reverb [103], i.e., without using any pre-defined 
or hand-crafted patterns, to produce a set of triples from sentences. For example, 
given the sentence “Melbourne was founded in 1835 (47 years after the European 
settlement of Australia)”, the relation triple “Melbourne” (    ), “was found in” 
(   ), “1835” (    ) is extracted. The output of this process is a collection of entity 
relation instances (i.e., the relation triples). 





Figure 4.13 – The Extracted Main Content of a Web Page. 
4.4.2  Conditional Random Field 
This section presents a discriminative model, Conditional Random Field (CRF) 
integrating rich features for identifying semantic relations. At a high level, it aims to 
find entity relation instances that describe the same relationship between entities. 
Specifically, the objective of the proposed method is to assign semantic labels to the 
relation predicate (    in Eq. (4.14)), indicating what relation it refers to. 
CRF  
Definition 4.5.  
The Conditional random fields (CRF) model, a form of undirected graphical model, 
is a probabilistic framework for labelling sequential data [137]. Its definition is as 
follows:  
Given a graph     (   ) where   denotes the nodes and E denotes the edges. Let 
    (  )      and (   ) is a conditional random field conditioned on   when    
obeys the Markov property with respect to G.   is a set of observed sequence input 
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and   is the set of random variables over the corresponding sequence. The 
probability of a set of labels          
   
  for a sequence          
   
 under a linear 
chain CRF with features is: 
 (   )    
 
 ( )
 ∏   (     )
     
 
     
where  ( )  ∑ ∏   (     )          is a normalization factor.   (     ) denotes a 
set of features    defined for CRF (   is the corresponding weight for feature   ): 
  (     )      (∑     (     )
 
)      
Problem Statement  
A label scheme is designed to tag text segments that correspond to     or     in an 
entity relation. We develop three types of label, i.e., entity label, relation label and 
position label, to tag each word as shown in Table 4.8. We use the class of the entity 
to be the entity label. An entity or relation may contain multiple words. For the 
phrase entity or relation, a position is assigned to each word in the phrase. Any word 
of a phrase has three possible positions: the beginning of the phrase, the middle of 
the phrase and the end of phrase. We use characters ’B’, ’M’ and ’E’ as position tags 
to respectively indicate the three positions. With these tags, entity relations are 
manually tagged for training and testing CRF. For example, the entity relation 
instance “Melbourne was found in 1835” is labelled as follows:  
Melbourne (E-City-B) was (R-FoundIn-B) founded (R-FoundIn-M) in (R-
FoundIn-E) 1835 (E-Date-B).  
In this entity relation instance, “Melbourne” and “1935” are both entities with 
the entity class “city” and “date”, respectively. Their tags “E-City-B” and “E- Date- 




R Entity Relation 
B, M, E Position of a label 
Table 4.8 – Label Sets and Their Meaning for the CRF Model. 
B” contain the entity class information, where position label “B” is added since they 
are single words.  “was found in” is a phrase that specifies the relation “FoundIn” 
between entities “Melbourne” and “1835”, and its label is “was (R-FoundIn-B) 
founded (R-FoundIn-M) in (R-FoundIn-E)” where “B”, “M” and “E” expresses the 
position of each word in the phrase. 
When getting each word’s corresponding label of an entity relation instance, 
the meaning of the relation can be obtained, i.e., which entity relation instances are 
semantically related is identified. In this way, the semantic relation identification is 
transformed to an automatic labelling task. Let   (          ) denotes an entity 
relation instance   with word length of n.   (          ) represents the semantic 
labels for each word. Our goal is to obtain the most probable labelling sequence  ̂ for 
input   of text segment using CRF: 
 ̂          
 
 (   )      
In many cases, the same entity relation can exist between different entities. For 
example, entity relation instances, “Melbourne was found in 1835” and “Quebec City 
is founded in 1608”, describe the same relation. In addition, the same entity relation 
between two entities can be expressed in many natural language forms. For example, 
all the three patterns:   is established in  ,   is settled in   and   is found in  , 
indicate the “FoundIn” relation between   and  . Lastly, the same relation predicate 
may express different relations between different entities. For example, “Free Public 
Wi-Fi Pilot Program is established in Melbourne” and “Melbourne is established in 
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1835” share the same relation predicate “is established in” and entity “Melbourne” 
but they are related to different type of relations. These characteristics of entity 
relations demonstrate that the meaning of an entity relation instance depends on not 
only lexical forms of the relation predicate but entities that appear in the relation 
instance. In this thesis, semantic features based on the relation predicate and entities 
are designed using semantic annotation. A CRF classifier is then employed to model 
the dependency between the relation predicate and entities for semantic relation 
identification. 
4.4.3  Feature Design  
In order to identify semantic entity relations, rich features, including not only 
transition features but also syntactic and semantic features are utilized in the CRF 
model. The details of these features are described as follows: 
Transition Feature  
A transition feature (Trans) indicates label transition between adjacent states in CRF. 
Take the labelled entity relation instance “Melbourne (E-City-B) was (R-FoundIn-B) 
founded (R-FoundIn-M) in (R-FoundIn-E) 1835 (E-Date-B)” for example, for the 
current position word     “was”, its transition feature  ( 
 )  captures the label 
changing from “E-City-B” to “R-FoundIn-B”, i.e.,  (  )                 
           . We only use first-order transition features in this work. 
In addition to words (W), two types of features, including Part-of-Speech 
(PoS), segment information (Seg), are extracted as syntactic features. 
Word Feature  
A word feature is a binary feature that indicates if a specific word co-occurs with a 
label. We generalize this feature to n-grams by applying a sliding window. Each 
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word of the input sequence      is sequentially viewed as the centre of a window 
with size n. In other words, a word feature inspects current position word as well as 
n-grams identity (n = 2 here that is large enough to cover long distance word 
dependency). For example, in “Melbourne was found in 1835”, for the current 
position word     “found”, its word feature is  ( 
 )                 , 
                                    . In this way, context of the 
word features can be exploited.  
PoS Feature  
Part-of-Speech (PoS) tag of an input word is considered as a syntactic feature. The 
PoS feature indicates whether a label occurs depending on the part-of-speech of the 
current word. The part-of-speech feature is extended from the current word to its 
neighbourhood with a size of n (n = 2). For example, in “Melbourne was found in 
1835”, for the current position word     “found”, its PoS feature is 
 (  )  {                                            
               .  
Segment Feature  
The entity relation has an explicit structure i.e.,                  , which we 
refer to as segment features. These segments can provide a syntactic clue for words 
that are in the same segment and words that are not. These segments can learn the co-
occurrence between labels and segments. In other words, a segment feature favours 
words appearing in the same or an adjacent segment. For example, in “Melbourne 
was found in 1835”, for the current position word      “Melbourne”, its segment 
feature is  (  )        . 
Semantic Feature   
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The Semantic features (Sem) of a word or a phrase indicates what it means and how 
it is related to a semantic relation. As discussed in the “Problem State” section, the 
meaning of an entity relation instance depends on the relation predicate and entities 
that appear in the relation. Semantic features are created using semantic lexicons. A 
semantic lexicon contains a list of words/phrases with the same semantic meaning. 
Two types of semantic lexicons are used in this thesis: 
 Entity Lexicon (EL): a list of entities sharing the same entity class. 
 Predicate Lexicon (PL): a list of verbs expressing the same meaning. 
The semantic lexicon captures the semantic relatedness between lexicons in 
expressing the same type of entity relations. The details of the two types of semantic 
lexicon are described in the following section. 
Entity lexicon (EL). EL is implemented by semantic annotation as a semantic 
feature to express what type of entity relation an entity class is related to. For 
example, if “Quebec City” appears in a relation “FoundIn”, the CRF model captures 
the entity class “Location” as a co-occurrence feature for the relation “FoundIn”. 
When a different named entity but having the class “Location” occurs, the relation 
can be easily classified. 
Traditional NER only includes the four high-level entity categories: Location, 
Person, Organization and Misc, which is not sufficient for identifying semantic 
relations. Current state-of-art NER methods, such as Stanford, Senna, GATE and 
NLTK, are trained on news corpus. They show a high performance in the news 
domain. However, the mentioned NER tools generally yield poor results in other 
domains, i.e. low precision and recall. In addition, the objective of NER is to  
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Figure 4.14 – The Algorithm of Constructing Entity Lexicon. 
recognise NE from text and assign four categories to the recognized entity. It does 
not conduct the task of identifying different lexical forms of the same entity, i.e. 
NER does not indicate that “George Walker Bush”, “George W. Bush” and “George 
Bush” are the same entity. However, the problem in the semantic relation 
identification is to find to the variant representation of an entity on the Web. 
Wikipedia cover a wide range of entities and its redirections include nearly all the 
different lexical forms of an entity. Named entity disambiguation [121] or entity 
linking tasks [116, 146] has shown the effectiveness of Wikipedia covering many 
different lexical forms of an entity. Conceptual Wikipedia categories and WordNet 
synsets are extracted as entity classes as illustrated in Figure 4.14. As discussed in 
Section 4.2.3.3, conceptual categories indicate a class of an entity, e.g., “Australian 
capital cities” and “Coastal cities in Australia” indicates the class for the entity 
“Brisbane”. We first use semantic annotation to identify entities (represented by the 
title of a unique Wikipedia article) that appear in a semantic relation (i.e., 
          ( )  in Figure 4.14). We then select conceptual Wikipedia categories  
 
#Construct Entity Lexicon 
Function Ent-Lex (e) 
Input: Entity e 
Output: WordNet Hypernym h 
1 𝑎𝑟𝑡  𝑚𝑎𝑝𝐴𝑟𝑡𝑖𝑐𝑙𝑒(𝑒) 
2 𝑐𝑎𝑡  𝑚𝑎𝑝𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦(𝑎𝑟𝑡) 
3   𝑠𝑒𝑎𝑟𝑐 𝑌𝑎𝑔𝑜(𝑐𝑎𝑡) 
End 
#Search Yago For Hypernyms of Conceptual 
Wikipedia Category 
Function searchYago(cat) 
1 If there is a set of WordNet synset s for cat 
2  return s 
3  If there is no WordNet synset for cat 
4  return null 
End 
 




Head of the Category WordNet Hypernyms 
Australian capital cities City 
“City”, “municipality”, “urban 
area”, “geographical area”, 
“administrative district”, “district 
region”, “location” 
Table 4.9 – Extending Conceptual Wikipedia Categories with Hypernyms from 
WordNet Synsets as Semantic Features. 
assigned to a Wikipedia article using the mapping function of Wikipedia category in 
semantic annotation (i.e.,           ( ) in Figure 4.14). However, the extracted 
conceptual categories only contain immediate entity-class relation and Wikipedia 
category system does not provide a clean and well organized category hierarchy. 
Fortunately, Yago [5] provides a set of hypernyms of a conceptual Wikipedia 
category by mapping the head of the category to WordNet synsets 
(i.e.,           ( ) in Figure 4.14) and these extended WordNet synsets are used 
as entity classes for the entity lexicon feature. An example is shown in Table 4.9. 
Predicate Lexicon (PL). As discussed before, the same entity relation between two 
entities can be expressed by different relation predicates. For example,   is 
established in  ,   is settled in   and   is found in  , all describe the “FoundIn”  
relation between   and  . To avoid losing relation predicate information, we extract 
head verb, which is the first notional verb in a relation, and expand it using WordNet 
synset as predicate lexicon feature. The head verb extraction is based on the 
following simple rules:  
 If the first verb following      is auxiliary verb, e.g., “do/does”, 
“are/is”, the next verb is extracted as head verb.  
 Otherwise the head verb is extracted as the first verb in    .  
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For example, in the entity relation instance “Melbourne was found in 1835”, the head 
verb is “found”. A WordNet sense is assigned for each head verb and the sense 
determination step is processed with the algorithm in [84]. They disambiguate word 
senses by assigning a target word the sense, which is most related to the senses of its 
neighbouring words. Then all its hypernyms, for example, “establish, set up, launch, 
open, open up”, are recursively extracted as the predicate lexicon feature. 
4.4.4  Training CRF 
After the features are defined, the CRF mode is fixed. The objective of training CRF 
is to identify the values of weight          
  for all features          
   (  is the 
number of features) in Eq. (4.16) based on the training data     ( )  ( )    
  (  is 
the number of training instances) with    labels for  
( ) . The aim of parameter 
learning is to maximize the conditional log likelihood over all training samples: 
      
 
 ( )  ∑    ( ( )  ( ))
 
   
 
     
With Eqs. (4.15) and (4.16), Eq. (4.18) becomes: 
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To avoid over-fitting, log-likelihood is penalized by zero-mean Gaussian 
distributions over the parameters      , i.e.,     (   
 ), and Eq. (4.19) becomes: 
      
 
 ( )  ∑∑ ∑     (    
( )    
( )  ( ))
 
   
  
   
 
   
 ∑     ( ( ))
 





   
 
   
                                                   
     
 150 Chapter 4: Semantic Annotation with Entity-oriented Retrieval and Semantic Relation Identification 
 
Eq. (4.20) is solved by the optimization algorithm called Limited memory BFGS (L-
BFGS). The gradient of the conditional log likelihood is: 
                ( )  ∑ ∑  (    
( )    
( )  ( ))
  
   
 
   
 ∑∑∑   (    
( )    
( )  ( ) (      ( ))
    
)
  
   
 
 





   
 
     
In Eq. (4.21), the first term is the empirical count of feature   in the training data, the 
second term is the expected count of this feature under the current trained model, and 
the third term is generated by the prior distribution. Hence, the gradient measures the 
difference between the empirical count   and the expected count    of a feature 
under the current trained model. When      , the derivative is zero. The training 
process based on L-BFGS is to find   that matches the two counts. 
Time Complexity  
The time complexity for training CRF mainly depends on computing the log-
likelihood  ( ) and its gradient    ( ) as the L-BFGS update is very fast even if 
 ( ) is very high dimensional [15]. The time complexity for evaluating  ( ) and 
   ( ) is  (  ̅   
   ̅ ) where   is the total number of training instances,  ̅ is the 
average number of features at a label position,     is the total number of labels and 
  ̅  is the average length of training instances. As seen, the time complexity of 
training CRFs is polynomial with respect to all input parameters. In this thesis, the 
time complexity of training CRF is primarily determined by the total number of 
training instances   (     ) since  ̅ and   ̅  are fairly small. 
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4.4.5  Results 
In this section, we evaluate the proposed semantic relation identification method with 
various types of features and compare it with other two benchmarking methods, i.e., 
Linear SVM [88] and Multinomial Naïve Bayes [141]. Two evaluation metrics are 
used: Macro-average FScore (F) and label accuracy (Acc). As shown in Table 4.9, 
the dataset consists of 300 entity relation instances covering five types of entity 
relation, i.e., “FoundIn”, “CapitalCity”, “KnownAs”, “Starring” and “WinAward” in 
City and Movie domain. These relations can be expressed by different but 
semantically related natural language forms (i.e., different entity predicates described 
in the last column of Table 4.10). The proposed CRF-based method and baseline 
methods are evaluated by ten-fold cross-validation and the averaged results are 
presented in the following sections. Syntactic features include Word (W), Part-of-
Speech (PoS) and Segment (Seg). Table 4.11 presents the results using different 
types of syntactic features (Trans represents transition features). We can find that 
among three types of syntactic features, segment information contributes mostly. The 
experiments show that the segment information feature is able to capture the 
syntactic structure information and make much improvement in the proposed 
sequence tagging approach. In addition, the best performance is achieved by 
integrating all the syntactic features. 
Semantic Feature  
The performance of semantic features including Entity Lexicon (EL) and Predicate  
Lexicon (PL) are shown in Table 4.12. In order to evaluate the performance of using 
semantic features, results of syntactic features in Table 4.11 are used as a baseline 
method. We observe that EL and PL achieve comparable result to syntactic features. 
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This relation holds between the 
entity pairs of city and date, where 
the city is found in the date. 
is found in 
was found in 
is established 
has been established in 
is settled in 
CapitalCity 
This relation holds between entity 
pairs of city and location, where 
city is the capital of location. 
is capital city of 
is capital of 
became a provincial capital 
KnownAs 
This relation holds between the 
entity pairs of city and nickname or 
another name, which is different 
from the name of city. For example, 
New York is known as Big Apple. 
is known as 
is referred to as 
is nicknamed (is a nickname for) 
known historically as 




This relation holds between the 
entity pairs of movie and 
actor/actress, where actor/actress 
stars in the movie. 
stars 
stars a large ensemble cast 




This relation holds between the 
entity pairs of movie and award, 





Table 4.10 – Details of Entity Relation Dataset. 
Features 
City Movie 
F Acc F Acc 
Trans+W 48.1 61.2 50.5 62.0 
Trans+Pos 52.9 62.3 54.8 63.2 
Trans+Seg 53.7 62.4 55.3 63.4 
Trans+W+Pos+Seg (Total) 54.0 62.7 55.5 63.6 
Table 4.11 – Syntactic Feature Performance (in percentage). 
 City Movie 
Features F Acc F Acc 
Trans+EL 53.1 61.9 55.1 62.7 
Trans+PL 53.3 62.2 55.2 63.1 
Trans+EL+PL (Total) 53.8 62.5 55.7 63.5 
Table 4.12 – Semantic Feature Performance (in percentage). 
This is because entity relations are dependent on the type of entities involved in the 
relation and the predicate describing the relation. The experiment results show that it 
is effective to incorporate entity class generated by semantic annotation as features. 
Similarly to syntactic features, the best result is obtained by combining all semantic 
features. 




F Acc F Acc 
Trans+W+EL 54.5 62.2 55.7 63.1 
Trans+PoS+EL 55.6 62.8 56.2 63.8 
Trans+Seg+EL 56.3 63.4 57.1 64.4 
Trans+W+PL 55.6 62.5 56.2 63.6 
Trans+PoS+PL 56.3 63.2 57.2 64.1 
Trans+Seg+PL 57.0 63.9 58.2 65.0 
All Features 60.1 64.7 61.1 66.4 
Table 4.13 – Combined Feature Performance (in percentage). 
Experiments are conducted to examine whether the performance can be 
enhanced by integrating various syntactic features and semantic features. Results are 
shown in Table 4.13. The experiments show that segment information and predicate 
lexicon are the most contributive features for syntactic set and semantic feature set. 
The performance with these two features outperforms other combinations of two 
features. More importantly, semantic features play an important role in finding the 
different lexicalizations of entity relations. With the help of EL generated by 
semantic annotation, the combined features (i.e., Trans+W+EL, Trans+PoS+EL and 
Trans+Seg+EL in Table 4.13) achieve better result (up to 13.3% in FScore) than only 
using syntactic features (i.e., Trans+W, Trans+PoS and Trans+Seg in Table 4.11), 
respectively. This is because semantic features can use semantic lexicon that describe 
semantically related entity relations, which is not considered by syntactic features.  
The best results are achieved by integrating all features. 
Transition Feature  
Transition feature can capture the information between adjacent labels. It offers 
another type of semantic feature for the proposed approach. In the previous 
experiments, syntactic and semantic features are combined with the transition 
feature. In order to show the effectiveness of transition features, results without using  
 
















F Acc F Acc F Acc F Acc 
Syntactic 
Total 
53.3 61.5 54.0 62.7 54.6 62.7 55.5 63.6 
Semantic 
Total 
52.8 61.2 53.8 62.5 54.8 62.5 55.7 63.5 
Table 4.14 – Transition Feature Performance (in percentage). 
transition features are measured in Table 4.14. From this table, we observe that 
transition features can help improve the performance of the classifier together with 
syntactic and semantic features.  
Overall Performance  
We compare the proposed CRF-based method (using all features in Table 4.13) with 
two baseline methods, i.e., Linear SVM [88] and Multinomial Naïve Bayes (NB) 
[141]. Linear SVM is a discriminative model by maximizing the margin around the 
separating hyper-plane. Multinomial NB aims at learning the maximum of posterior 
probability by Posterior Probability = (Prior * Likelihood)/(Evidence), assuming 
multinomial distribution between features and labels. From Table 4.15, we observe 
that the proposed CRF-based method outperforms other baseline methods in both 
FScore and label accuracy. This is because CRF can model transition features (the 
label changing from one word position to another word position) and dependent 
features (including dependency between the current word position and its 
surrounding word positions), whereas Linear SVM and Multinomial NB can only 
utilize features on single word position. In this way, not only features of single word 
position but context information of each single feature is learned by the CRF model 
for label classification. 
 




F Acc F Acc 
NB 58.2 62.7 59.4 64.7 
SVM 59.1 63.2 60.2 65.1 
CRF 60.1* 64.7* 61.1* 66.4* 
Table 4.15 – Performance of Proposed and Baseline Methods (in percentage). The 
two tailed t-test (p < 0.05) is performed and * means statistical significance with 
respect to both NB and SVM. 
4.4.6  Summary  
In this section, a semantic relation identification method integrating a rich set of 
features has been proposed to identify semantic entity relation instances. Semantic 
annotation is used to construct a set of entity class hypernyms from WordNet synsets 
as semantic features. In addition, various syntactic features including Word, Part-of-
Speech and Segment information and transition features are utilized in the process of 
learning CRF classifier. Experimental results have demonstrated that: 
 Using semantic features generated by the semantic annotation method 
achieves comparable result to using syntactic features. 
 Combining semantic features with syntactic features achieve improved 
results (up to 13.3% in FScore) than only using syntactic features, 
which indicate semantic features play an important role in finding the 
different lexicalizations of entity relations. 
 Transition features can further help improve the performance of finding 
semantically related entity relations. 
 The proposed CRF-based method outperforms state-of-art classification 
methods (Linear SVM and Multinomial Naïve Bayes) in terms of the 
criteria of FScore and label accuracy. 
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4.5 CHAPTER SUMMARY 
This chapter has provided the details of the semantic annotation used in this thesis. 
The pre-processing steps required to extract word n-grams from text data are 
presented. An overview of Wikipedia used as external knowledge base for semantic 
annotation is described along with the details of the processes of introducing 
semantic information from Wikipedia to generate enriched text representation.  
Furthermore, the proposed EoR and semantic relation identification methods 
that integrate enriched text representation generated by semantic annotation are 
presented and evaluated on real-world datasets. For EoR, enriched text representation 
is used in both indexing stage and query (search) stage to ensure the semantic 
relatedness between query terms and document terms. In identifying semantic 
relations, semantic information from Wikipedia bridges the gap among syntactic 
features by finding related hypernyms. These methods are benchmarked against 
various baseline methods. The experiments have shown the effectiveness of the 
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Chapter 5:  Text Clustering with Multiple 
Feature Spaces 
Grouping of text documents into clusters is an elementary step in many applications 
such as indexing, retrieval and mining of data on the web. In traditional vector space 
models (VSM), a document is represented as a feature vector which consists of 
weighted terms. A disadvantage of VSM representation is that it is not able to 
capture the semantic relations among terms. We resolve this problem by enriching 
document representation with the external knowledge, i.e., Wikipedia concepts and 
category information. This results in the documents associated with multiple feature 
spaces, i.e., term, Wikipedia concept and Wikipedia category. Traditional clustering 
algorithms work only with two types of data, i.e., data samples and features, and 
cannot be directly applied to group documents with multiple feature spaces.  Two 
clustering algorithms have been proposed, i.e., Cluster Ensemble based Sequential 
Clustering using Hubness (CESC-H) and High-order Co-clustering via Multiple 
Subspaces Learning (HCMSL), to deal with the text clustering over multiple feature 
spaces. 
The discussion in Chapter 4 has established the merit of using semantic 
annotation for EoR and semantic relation identification. The focus of this chapter is 
to present novel clustering methods that utilize the multiple feature spaces, i.e., text 
content within documents and enriched document representation generated by 
semantic annotation. 
This chapter explains and analyses the text clustering methods that have been 
developed in this thesis. This chapter begins with an overall presentation of the 
proposed clustering algorithms. Details of each proposed clustering method are 
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presented in the following section. An in-depth analysis of the two clustering 
approaches over the other state-of-art methods was conducted using several real 
world datasets. The final section provides a discussion of the analysis of the 
proposed clustering approaches. 
5.1 TEXT CLUSTERING WITH MULTIPLE FEATURE SPACES: AN 
OVERVIEW 
Figure 5.1 provides the overview of the proposed clustering methods for text 
documents with multiple feature spaces. There are three feature spaces, i.e., 
document content, Wikipedia concept and Wikipedia category, which reflect 
different views of a document. In this thesis, we experiment with three feature spaces 
but the proposed clustering methods can be applied to datasets with more feature 
spaces. It begins by generating the enriched document representation using the 
semantic annotation discussed in the previous chapter. Similar to content features 
within documents that are represented as bag of words (BOW), Wikipedia concept 
and category features are modelled as bag of concepts (BOC) and bag of categories 
(BOCa). Two algorithms have been developed to group documents into required 
number of clusters over multiple feature spaces (BOW, BOC and BOCa), namely 
CESC-H and HCMSL. Each of the two algorithms adopts different techniques to 
utilize multiple feature spaces for partitioning documents into different clusters.  
5.1.1  Clustering of Text Documents using Cluster Ensemble Learning  
This method involves non-linearly combining the results of two-way clustering on 
each document feature space. The proposed CESC-H method begins by obtaining a 
set of clustering solutions by applying a traditional clustering algorithm, such as K- 
means, on each document representation. It then transforms cluster membership  
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Figure 5.1 – Text Clustering with Multiple Feature Spaces. 
gained by each clustering solution into affinity (similarity) matrix, where the 
similarity between two documents is measured by the percentage of partitions in the 
ensemble that assign two documents in the same cluster.  Given a high threshold 
value on similarity, consistent clusters are obtained containing documents whose 
inter-document similarity is larger than the threshold. The rest of the documents 
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(inconsistent documents) are then sequentially joined to consistent clusters using 
hubness in order to deliver the final clustering result. 
5.1.2  Clustering of Text Documents using High-order Co-clustering via 
Multiple Subspaces Learning (HCMSL) 
The proposed HCMSL method combines the three document representation matrices 
in a novel way using the graph regularized Nonnegative Matrix Tri-Factorization 
(NMTF) framework. It treats the dimensions of the “document-feature” matrices as 
objects, resulting in multiple types of objects: document, term, concept and category. 
Two intermediate structures, i.e., data object matrix and object affinity matrix are 
created using three document representation matrices. The data object matrix is 
constructed based on inter-type relationships between the various “document-
feature” matrices. The object affinity matrix is obtained using the intra-type 
relationships based on the data geometric structure. Final clusters are produced by 
jointly optimizing the data object matrix and the object affinity matrix. 
5.2 DOCUMENT REPRESENTATION ENRICHMENT 
This section presents the process of generating three feature spaces for a document, 
i.e., term, Wikipedia concept (article) and Wikipedia category, using the semantic 
annotation in Chapter 4. Figure 5.2 presents the process of representing documents in 
these three feature spaces. Each document in the document collection is first 
represented by terms. These terms are then mapped to Wikipedia articles and 
categories by semantic annotation, yielding enriched document representation, i.e., 
document-term matrix, document-concept matrix and document-category matrix. 
The details of each document representation, modelled as a “document-feature” 
matrix, will be described as follows. 
 
  






















Figure 5.2 – Enriched Document Representation. 
Document-Term (D-T) Matrix  
This document representation is constructed based on content within a document 
using VSM. A document    is represented as a term vector                   with 
term set   and each value of the vector is the weight (e.g., TF-IDF value), according 
to their distribution in the document and in the corpus: 
 (      )             (     )     
 
  (  )
     
where   (     )  is term frequency of term    in document    and   (  )  denotes 
inverse document frequency of term    over the   documents in the corpus. The TF-
IDF weighting scheme is the local syntactic measure, which implicitly reflects how a 
document term is relevant to the document topic. 
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Document-Concept (D-C) Matrix  
In the D-C matrix, a document    is represented by a concept vector     
              where     is the total number of Wikipedia concepts that are mapped 
to the document, and each value of     is the concept salience    (     ) that is 
calculated as in Eq. (5.2). After Wikipedia concepts are mapped to a document by the 
mapping function in section 4.2.3, one needs to assign concepts with different weight 
to highlight document topic-related concepts and penalize irrelevant concepts. The 
weight (concept salience) of a concept    integrates local syntactic weight of the term 
   that    is mapped to and the semantic relatedness with other concepts     in the 
document   : 
   (     )    (      )     (        )     
where  (      )  is the syntactic weight of     and    (        )  is the sum of 
relatedness of    with other concepts that are mapped to the rest of terms in document 
   excluding   : 
   (     |  )  ∑    (     )
                      
     
where    (     ) is obtained as: 
   (     )     (   )     
   (             )           
      (             )
     
where  is the total number of Wikipedia articles, (   ) is a pair of corresponding 
Wikipedia articles for the concepts (     )  and        denotes the number of 
hyperlinks in Wikipedia article  . Eq. (5.4) measures the semantic relatedness 
between Wikipedia articles by computing the overlap of sets of hyperlinks in them 
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[125]. If a concept is mapped to an n-gram (n>=2) phrase, the syntactic weight in (3) 
is the sum of the weight of each uni-gram term. The conjecture of the weighting 
method in Eq, (5.2) is that higher the syntactic weight of the corresponding term of a 
concept is, higher the weight of the concept is. If one concept relates to many other 
concepts in a document, its concept salience becomes high and indicates itself a 
topic-related concept.  
Document-Category (D-Ca) Matrix  
This document representation models Wikipedia category information as document 
features based on the previous detailed Document-Concept (D-C) matrix. The 
Wikipedia categories are introduced using the mapping function in section 4.2.3. In 
the D-Ca matrix, document    is represented by a category vector     
{             } where    is a vector            that contains parent Wikipedia 
categories assigned for the concept   in the D-C matrix. The weight of a category is 
the weight of the corresponding concept. If a category is assigned to more than one 
concept, the sum of the weight of these concepts is the category’s weight. 
5.3 USING CLUSTER ENSEMBLE LEARNING: CESC-H 
The previous section has discussed how to generate three document-feature matrices; 
in this section, we present the proposed Cluster Ensemble Learning method, CESC-
H, for documents with multiple feature spaces. CESC-H is a process of determining 
robust and accurate clustering solution from an ensemble of (“weak”) clustering 
results. We discuss each component of CESC-H with more details in the following 
sections. 
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5.3.1  Problem Definition 
Let   be a document collection with a set of   documents. A document   is 
represented by a feature vector containing   features. The document collection   is 
represented as a document by feature matrix     , i.e., cluster ensemble matrix, for 
each type of feature space. Given   types of feature space, a set of cluster ensemble 
matrices               are formed representing each feature space in H. By 
applying a clustering algorithm on each cluster ensemble matrices in  , a set of 
clustering solutions (cluster ensemble) ∏              are obtained. Given the 
cluster ensemble  , the problem of clustering documents with multiple feature 
spaces is to find a final partition                such that the documents in a 
cluster of    are more similar to each other than to documents in different clusters of 
 . For a document collection, we assume that each clustering solution ∏  contains 
the same   clustering partitions, i.e., ∏               and a document belongs to 
one partition only. 
The key contributor of the accurate cluster ensemble is the diversity of 
component clustering solutions. As discussed in the previous section, besides 
document content feature, two semantic features - concept and category - are created 
by mapping documents to Wikipedia articles and Wikipedia categories respectively. 
Hence, as illustrated in Figure 5.3, a heterogeneous ensemble is constructed that 
attains high diversity by applying the same clustering algorithm (i.e., Bisecting K-
means [142]) on different cluster ensemble matrices. 
5.3.2  Affinity Matrix (AM) 
Unlike supervised classifier ensemble where pattern labels are available, and the 
agreement amongst the classifiers can easily be obtained, there is no explicit  
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Figure 5.3 – The Heterogeneous Cluster Ensemble. 
correspondence between labels delivered by the component solutions. The ensemble 
learner is constructed to identify consistent clusters as illustrated in Figure 5.4. 
Affinity Matrix (AM) is constructed by identifying document pairs which co-locate 
in the same partition of all component solutions without the presence of explicit label 
matching. It transforms the percentage of partitions in the ensemble that assign the 
two documents in the same cluster to the similarity between two documents. 
Let Cluster ensemble                contains all component clustering 
solutions and a component clustering solution                 contains 
partitions for a specific feature space. For a document   , function   ( ) searches 
through each clustering partition space    in each    to identify which partition    
belonging to: 
  (  )   {
               
                
                
where   is the number of partitions and   is the identifier of the component clustering 
result. The consensus function    ( ) then accumulates the total co-occurrence of a 
document pair (     )  in all component clustering solutions using   ( ) in (5):  
   (     )  ∑ ∑ (  (  )   (  ))  
 
   
 
   
     (   )   {
           
            
      
























Figure 5.4 – The Process of Constructing Consistent Clusters and Obtaining 
Inconsistent Documents. (a) A document collection (b) Component clustering results 
(three types of ovals with dashed line, dotted line and dot-dash line) and documents 
whose value in Affinity Matrix (AM) is larger than threshold   (connected with solid 
line) (c) Consistent clusters (c1 and c2) and inconsistent documents (   and   ). 
As a result, AM, which is a (   ,   is the number of documents) symmetric 
matrix, contains consistency degree (    (     ) ) for each pair of documents 
(     ) . Traditional cluster ensemble methods [14, 144, 153], which apply a 
clustering algorithm directly on AM, may not deliver an accurate final clustering 
solution when there is insufficient overlapping amongst component clustering 
solutions. The proposed method differentiates consistent clusters and inconsistent 
documents by setting a high threshold ( ) on the values in AM, and is able to obtain 
reliable consistent clusters. Documents whose consistency degree is above   are 
combined to form consistent clusters (c1 and c2 in Figure 5.4). Documents with 
lower consistency degree are dropped to a waiting list   as inconsistent documents 
(as shown as    and    in Figure 5.4). The next section shows the process of 
sequentially joining inconsistent documents to the consistent clusters.  
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5.3.3  Hubness of Document 
The traditional centroid-based partitional algorithms such as K-means [96] suggest a 
way to join inconsistent documents into consistent cluster, i.e., by finding the closest 
centroid of consistent clusters for an inconsistent document. However, in high-
dimensional data including text documents, it becomes difficult in distinguishing 
distances between data points and a single centroid fails to distinguish clusters (the 
distance concentration phenomenon) [160]. As the increase of dimensionality, it has 
been observed that the distribution of nearest neighbours become considerably 
skewed, causing some data points being frequently included in the nearest 
neighbours of other points [45], which we refer to as hubs. Figure 5.5 demonstrates 
in two dimensions what normally happens in high dimensional data. Hubs (   and 
  ) can represent cluster centre more accurately than centroid (the mean of a set of   
data points           :          
           
 
) and medoid (the data point whose 
average dissimilarity to all the objects is minimal). Recent studies have shown that in 
high-dimensional data space, hubs can be helpful in finding clusters from given 
dataset and provide faster convergence than centroid-based clustering methods [45]. 
We propose to use hubs as representation of the cluster centre instead of centroids.  
In order to find hubs as shown in Figure 5.5, a scoring function is required to 
distinguish the probability of a data point being a hub, which we refer to as hubness 
score. Suppose the document collection                 
    (   is the 
number of documents and   is real number set) and let dist() be a distance function 
(e.g., Euclidean distance) defined on   . Let the   nearest neighbour ( -NN) of 
document    is (  ). Let function  () be defined as: 
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Figure 5.5 – An Simple Example of the Relationship between Hubs (   and   ), 
Centroid (C) and Medoid (M) [45].  
 (     )  {
          (  )              (     ) 
                                                           
      
The hubness score of a document    is then defined as: 
 (  )  ∑ (     )
 
   
      
It is calculated as the number of times that document    appears in the  -NN list of 
other documents of the document collection. In this way, a document with high 
hubness score means itself being close to many other documents. The hubness score 
requires computing  -NN for each document in the collection, which may not be 
feasible for some datasets with a large number of data points. Fortunately, [113] 
demonstrates how to construct a good quality  -NN graph with computational 
complexity  (   ) using a user-defined small value   (  >1) for   data points in   
dimensions. In addition, the hubness score depends on the distance function     () 
and the number of nearest-neighbour   of a document. Euclidean distance is adopted 
as the distance function     () and experiments in the following sections indicate 
that when the number of nearest-neighbour   is large enough (i.e.,  =15), the 
proposed clustering method stays stable. 
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Given a consistent cluster   (       is the final clustering solution) and 
hubness score of documents that belong to    using Eq. (5.8), we make use of top-  
documents within    ranked by hubness score, which is referred to as representative 
hubs, to represent the cluster centre. Let    be the set of representative hubs for   . 
For an inconsistent document   , we find the most similar consistent cluster    
whose representative hubs    is closest to   : 
         ‖      ‖      
5.3.4  The CESC-H Algorithm 
The proposed hubness based cluster ensemble learning algorithm is summarized in 
Figure 5.6. Given the ensemble   where each component groups documents 
according to a specific feature into different partitions, we first update AM for each 
document pair (     ) based on partitions of each component    as shown in Lines 
1-6. Lines 7-17 shows that for a document pair (     ) , when the AM value, 
      , is larger than threshold  ,  
 if there is a consistent cluster    in the final document partition   (    ) 
that contains    or   , join    and    to   , i.e.,    (     ). 
 if not, use    and    to create a new consistent cluster   
 
, i.e.,   
   
(     ), and append   
 
 to  , i.e.,     
  . 
Otherwise, document    is appended to the waiting list   as an inconsistent 
document (     in Line 19). For each inconsistent document   , we find the most 
similar cluster    and join    to    (Lines 21-24). In Line 22, after    is joined to a 
consistent cluster (      ), it is removed from list   (       ) and  
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Figure 5.6 – The Hubness Based Cluster Ensemble Learning Algorithm. 
      (  ) updates representative hubs    for   . Final clustering is obtained 
when all inconsistent documents are joined to consistent clusters. 
5.3.5  Experimental Setup 
This section evaluates the performance of the proposed clustering algorithm CESC-
H, which non-linearly groups documents with multiple feature spaces into clusters 
Input: Cluster ensemble 𝛱   𝛱 𝛱    𝛱𝐻  for document collection 𝐷 with 𝑁 
documents on   types of feature space; consistency degree threshold 𝜃 ; 
number of nearest-neighbour 𝑝 and representative hub threshold 𝜂. 
Output: Final document partition 𝐶   𝐶  𝐶    𝐶𝐾  and 𝐾 is the number of 
clusters. 
Initialization: Set the affinity matrix 𝐴𝑀 as a null 𝑁  𝑁 matrix, and set 𝐶 and 
𝑍 (inconsistent document list) as empty. 
1: for 𝑖     𝐷  do 
2:     for 𝑗   : 𝐻 do 
3:          Identify the partitions 𝑑𝑖  belongs to, using Eq. (5.5) 
4:  end for 
5: end for 
6: Obtain consistency degree for each document pair in 𝐴𝑀, i.e., 𝐴𝑀𝑑𝑥𝑑𝑦 
using Eq. (5.6) and populate 𝐴𝑀𝑁 𝑁 
7: for 𝑥     𝐷  do 
8: for 𝑦     𝐷  do 
9: if 𝐴𝑀𝑑𝑥𝑑𝑦   𝜃 and 𝑑𝑦  𝑑𝑥 
10:      if 𝑑𝑥  𝑜𝑟  𝑑𝑦   𝐶𝑙 where 𝐶𝑙   𝐶 (the final document partition) 
11:              𝐶𝑙  (𝑑𝑥  𝑑𝑦)     
12:      If not 
13:              𝐶𝑙
  (𝑑𝑥  𝑑𝑦) and 𝐶  𝐶𝑙
  
14:      end if 
15: end if 
16: end for 
17: end for 
18: for document 𝑑𝑖  not assigned to the final document partition 𝐶 
19:     assign 𝑑𝑖  to inconsistent document list: 𝑍  𝑑𝑖  
20: end for 
21: for 𝑧      𝑍  do 
22: join inconsistent document 𝑑𝑧 to the most similar partition: 
𝐶𝑚  𝑑𝑧 𝐶𝑚  𝐶 using Eq. (5.9) 
23: 𝑍  𝑍  𝑑𝑧 and 𝑈𝑝𝑑𝑎𝑡𝑒(𝐻𝑚) using Eq. (5.8) 
24: end for 
25: Return the final partition 𝐶 
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using ensemble clustering. It focuses on comparing CESC-H with following 
benchmarking approaches:  
Single Feature Space  
This is a vector-space-model-based Bisecting K-means approach [142] using each 
feature space separately: term (D-T), concept (D-C), caetegory (D-Ca). 
Linear Combination of Feature Space  
This approach groups documents based on linearly combined syntactic and semantic 
feature spaces: term and concept (D-(T+C)), term and category (D-(T+Ca)) and term, 
concept and category (D-(T+C+Ca)).  
Cluster Ensemble Based Methods  
The CSPA, HGPA and MCLA are hypergraph-based methods [153] whereas EAC 
uses evidence accumulation [110].  
CESC  
A variation of the proposed method CESC-H that computes similarity between 
consistent clusters and inconsistent documents using the cluster centroid instead of 
hubs. 
Trade-off parameters   (cutting threshold in AM) are examined with choices 
between 0 and 1. Obtaining the hubness of documents in Eq. (5.8) requires the access 
of cluster ensemble matrices to calculate the nearest neighbours for each document in 
the cluster. CESC-H searches through each cluster ensemble matrix with the nearest 
neighbourhood size varying from 5 to 50 with interval 5. Representative hub 
threshold   are also tuned with the range 0-100 (percentage). Two popular criteria, 
i.e., FScore and Normalized Mutual Information (NMI) are adopted to measure the 
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clustering performance of each method. Four benchmarked datasets: Multi5 (D1), 
Multi10 (D2), R- Min20Max200 (D3) and R-Top10 (D4) are used. 
5.3.6  Results 
Tables 5.1 to 5.4 present the clustering performance in FScore and NMI on each data 
set and method. Bold-face number indicates the best result among different 
approaches. CSPA [153] can not work on data sets containing more than 1000 
documents (i.e., D3 and D4) due to computation complexity.  
Single, Linear and Non-linear Combination of Feature Space  
As demonstrated in Tables 5.1 and 5.2, in the one-way clustering, using semantic 
features, i.e., D-C and D-Ca can achieve comparable results over using syntactic 
features, i.e., D-T. Clustering with the linear combination of syntactic and semantic 
feature space outperforms clustering on each single feature space almost on each data 
set. This indicates that using semantic features generated by semantic annotation can 
help prove clustering performance in one-way clustering. Moreover, the proposed 
approaches CESC and CESC-H produces significantly improved performance than 
clustering with single or linear combination of feature spaces. This is because that 
CESC and CESC-H take advantage of cluster ensemble to cluster documents with 
different feature space in a non-linear way, where a heterogeneous cluster ensemble 
is constructed to improve the accuracy of cluster ensemble learning. 
Cluster Ensemble Learning  
From Tables 5.3 and 5.4, it can be observed that CESC and CESC-H consistently 
outperform other cluster ensemble methods, CSPA, HGPA, MCLA and EAC. 
Different from the proposed approach, these ensemble methods do not differentiate 
consistent clusters and inconsistent documents. In other words, when the number of  
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Methods D1 D2 D3 D4 Ave 
D-T 0.771 0.580 0.624 0.593 0.642 
D-C 0.752 0.61 0.622 0.576 0.64 
D-Ca 0.734 0.557 0.62 0.567 0.633 
D-(T+C) 0.772 0.601 0.609 0.564 0.636 
D-(T+Ca) 0.766 0.597 0.615 0.581 0.639 
D-(T+C+Ca) 0.774 0.613 0.632 0.595 0.653 
CESC 0.982 0.791 0.758 0.814 0.836 
CESC-H 0.982 0.799 0.771 0.822 0.844 
Table 5.1 – FScore for CESC-H (and CESC) with Clustering on Single and Linear 
Combination of Feature Space on Each Data Set. 
Methods  D1 D2 D3 D4 Ave 
D-T 0.664 0.484 0.692 0.548 0.597 
D-C 0.659 0.54 0.698 0.54 0.609 
D-Ca 0.636 0.481 0.69 0.532 0.584 
D-(T+C) 0.662 0.506 0.695 0.543 0.601 
D-(T+Ca) 0.648 0.501 0.702 0.544 0.598 
D-(T+C+Ca) 0.665 0.548 0.708 0.555 0.619 
CESC 0.922 0.68 0.782 0.587 0.743 
CESC-H 0.921 0.691 0.797 0.591 0.75 
Table 5.2 – NMI for CESC-H (and CESC) with Clustering on Single and Linear 
Combination of Feature Space on Each Data Set. 
Methods D1 D2 D3 D4 Ave 
CSPA 0.850 0.321 - - 0.585 
HGPA 0.797 0.466 0.648 0.509 0.605 
MCLA 0.822 0.286 0.691 0.73 0.632 
EAC 0.723 0.714 0.722 0.806 0.741 
CESC 0.982 0.791 0.758 0.814 0.836 
CESC-H 0.982 0.799 0.771 0.822 0.844 
Table 5.3 – FScore for CESC-H (and CESC) with Cluster Ensemble Learning 
Methods on Each Data Set. 
Methods  D1 D2 D3 D4 Ave 
CSPA 0.855 0.313 - - 0.584 
HGPA 0.601 0.61 0.702 0.179 0.523 
MCLA 0.692 0.583 0.747 0.467 0.622 
EAC 0.719 0.625 0.746 0.546 0.659 
CESC 0.922 0.68 0.782 0.587 0.743 
CESC-H 0.921 0.691 0.797 0.591 0.75 
Table 5.4 – NMI for CESC-H (and CESC) with Cluster Ensemble Learning Methods 
on Each Data Set. 
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inconsistent documents is large, they can collectively cause the ensemble learning 
algorithm to produce an inaccurate partition of the data. For CESC and CESC-H, we 
use cluster ensemble to construct reliable clusters and rejudge the membership of 
inconsistent documents using cluster centroid (CESC) or hubness (CESC-H), 
respectively.  
Hubness of Document  
As seen from Tables 5.1 to 5.4, ensemble clustering method using hubness CESC-H 
has improved performance than ensemble clustering method using cluster centroid 
CESC almost on each data set. It is because that hubness of document can more 
accurately represent the cluster centre, thereby improving the accuracy of joining 
inconsistent documents to consistent clusters.  
Complexity Analysis  
The complexity of the proposed CESC-H method consists of three parts: (1) 
constructing the component clustering solutions (2) transforming  component 
clustering solutions into affinity matrix (3) applying sequential clustering to join 
inconsistent documents into consistent clusters. Suppose the number of component 
clustering solutions is   and Bisecting K-means clustering algorithm is used to 
obtain them, the complexity of obtaining the component clustering solutions is 
 (   ) with   being the number of documents and   denoting the desired number 
of document clusters. The complexity of construction of affinity matrix is  (  ). In 
the third part, constructing the  -nearest neighbour graph for hubness of document 
has complexity of   (    ) and the complexity of sequential clustering is  (  ) 
where   is the number of inconsistent documents. The overall complexity of CESC-
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H is  (              ) , which mainly depends on the number of 
documents   as all other numbers are small.  
Sensitivity Analysis  
We study the choice for the trade-off parameters   (cutting threshold in AM),   
(proportion of representative hubs) and   (the neighbourhood size) in our algorithm 
CESC-H. We demonstrate how to set above parameters empirically on the data set 
R-Min20Max200 since the parameter studying behaviour is same among other 
datasets. From Figure 5.7, when   (the weight of consistency degree of document) 
increases, the performance of CESC-H is improved. The reason is that the larger 
value   is, one document pair is grouped in the same partition by more cluster 
ensemble members. In this experiment, we set the parameter   = 1, where CESC-H 
reaches the highest performance. We can also see that when   reaches high enough 
value (  = 0.85), CESC-H achieves the best result. This indicates some documents 
are not suitable to represent cluster center and we set   = 0.85 for our experiments. 
For parameter  , we can see that hubness of document is a little sensitive to the 
neighbourhood size of the graph. When the neighbourhood size is large enough (  = 
15), representative hubs are stable and we obtain good result.  
For tuning above parameters in a quick manner, some heuristics can be applied. 
Take the parameter   and   for example, we can tune down the parameter from 1 to 
0 as it is known that large values of    or   are more suitable. For the parameter  , an 
intermediate value (e.g., 15) can be picked as a starting point and the search can go 
backward (reduce  ) and forward (increase  ). 
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Figure 5.7 – The FScore/NMI curves as a function of different trade-off parameters: 
consistency degree threshold  ; representative hub threshold  ; number of nearest-
neighbour   for the proposed method CESC-H. 
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5.3.7  Summary  
In this section, hubness based and centroid based ensemble clustering algorithms 
CESC-H and CESC are proposed. Document affinity matrix is utilized to transform 
component clustering solutions into similarity between two documents, which is used 
to identify consistent clusters and inconsistent documents. In order to deliver the 
final clustering solution, inconsistent documents are sequentially joined to consistent 
clusters. The hubness based method CESC-H uses hubs to represent cluster centre, 
while the centroid based method CESC represent cluster centre using centroid. In the 
experiment, the effectiveness of using ensemble clustering, separating consistent 
clusters and inconsistent documents, applying hubness of document is examined with 
benchmarking methods. From experimental results, we find: 
 Using semantic features generated by semantic annotation can help 
improve clustering performance in one-way clustering. The proposed 
ensemble clustering algorithm based on a heterogeneous cluster 
ensemble can more effectively use semantic features than traditional 
clustering on each single feature space and clustering on linear 
combination of feature spaces. 
 Identifying consistent clusters and inconsistent documents can help 
achieve more accurate clustering results than other prominent ensemble 
clustering methods. 
 Applying hubness of document in the clustering process improves the 
performance of the proposed ensemble clustering algorithm. 
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5.4 USING HIGH-ORDER CO-CLUSTERING via MULTIPLE 
SUBSPACES LEARNING (HCMSL) 
In this section, the proposed HCMSL method to cluster multi-type relational data is 
presented. Different from the problem definition in Section 5.3.1, the document 
collection   and   types of feature spaces is modelled as a multi-type relational data 
               with  -types of objects (     ), where each type of object 
can be denoted as a collection of    objects,       
    
      
   . As illustrated in 
Figure 5.8, given the multi-type relational data  , we construct (1) a data object 
matrix based on relationships of different types of objects, and (2) an heterogeneous 
graph Laplacian ensemble (based on the object affinity matrix) that combines 
multiple subspaces learning and local invariance structure in each type of objects. 
Based on the data object matrix and the heterogeneous graph Laplacian ensemble, 
the final clustering solution is optimized by using interactions between clusters of 
each type of objects and the data geometric structure. The following sections give 
more details of each process as illustrated in Figure 5.8. 
Notations  
Matrices are denoted as uppercase characters and vectors as lowercase characters. 
The  -th row and  -th column of the matrix   are denoted as ( )  and ( )  
respectively. ( )   denotes the ( ,  )-th entry of the matrix . Let ( ) denote the 
matrix  in the  -th iteration and   denotes the transpose of matrix . We denote 
the    norm, Frobenius norm and the trace of a matrix as     ,       and   ( ) 
respectively. We denote   as the real number set. 
5.4.1  Data Representation 
The enriched document representation generated in Section 5.3 can be modelled as a 
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Figure 5.8 – High-order Co-clustering via Multiple Subspaces Learning (HCMSL). 
multi-type relational data characterizing: multiple types of objects (i.e., document, 
term, concept and category) and relationships across different types of objects: 
 inter-type relationships characterize the relations between objects from 
different types, e.g., document and term (or concept, category) co-
occurrence matrix;  
 and intra-type relationships describe the relations between objects 
within one type, e.g., the similarity between two documents.  
In order to improve the clustering performance, this thesis focuses on making use of 
all available information in multi-type relational data for the clustering process. 
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Relationships between objects of different types in   are modelled as a Data Object 
Matrix. 
Definition 5.1.  
Data Object Matrix        (  ∑        ) is a symmetric matrix consisting of 






   
     
   
     
   
     
   
     
 
 
   
     
   
     
                     
   
        
         





where a matrix     
                               represents the 
relationships between objects of the  -th type and  -th type where (   
     )   is the 
co-occurrence value (e.g., tf*idf) between  -th object of  -th type and  -th object of 
 -th type.    
      (   
     ) . The diagonal sub-matrices    
            . 
In addition, objects of the same type are not independent from each other and 
often sampled from low dimensional subspaces [94]. We represent these intra-type 
relationships between objects of  -th type as a matrix    
                 
   where (  
     )   is the similarity between  -th object and  -th object. The 
object affinity matrix  on the dataset   is defined as follows. 
Definition 5.2.  
Object Affinity Matrix       (  ∑        ) is a diagonal matrix including 
relationships of intra-related objects of the same type. 
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5.4.2  Objective 
The process is initiated with simultaneously partitioning each type of objects    in 
multi-type relational data                into a clustering solution     
independently, resulting into a set of clustering solutions               . With 
the data object matrix  , the objective of HCMSL is to find the closest nonnegative 
parts of   using interactions between clusters of each type of objects: 
      
( )    
         
        
in which   and   are (left to right, respectively): 
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where         (  ∑        and    is the number of clusters that group  -th type 
objects) is a cluster membership matrix and (  
     )   indicates if  -th object 
belongs to  -th cluster in  -th type objects;         is an association matrix and 
(   
     )   represents the weight of how the  -th cluster of k-th type objects is 
related to  -th cluster of l-th type objects. The association matrix   enables soft 
membership interactions among clusters of each type of objects in cluster 
membership matrix  . For easy discussion in the following sections, we use   and 
   short for  
      and   
     , respectively. 
Furthermore, the object affinity matrix   can also be used for clustering. 
Intuitively, for each type of object       
    
      
   , if two objects   
  and   
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are close to each other (measured by the similarity between them, i.e., (  )   in Def. 
(2)), their cluster labels    (  )   and    (  )   should be in vicinity as well, 
which can be measured in Euclidean distance:        
 . In other words,     
   
  is proportional to the similarity between two objects (  )   which can be 
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As seen, ∑ (  )  
  
    or ∑ (  )  
  
    is the sum of  th or  th row of    and 
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   . Let    (short for   
     ) is 
a diagonal matrix with (  )   ∑ (  )     and with the definition of the trace of a 
square matrix (  ( )  ∑    
 
       
   ),   Eq. (5.12) becomes: 
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where    is short for   
      with         . In Def. (2), with    for each 
object type,       (  ∑        ) is constructed. Similarly, with       
   for each object type,    
        where ( )   ∑      can be obtained 
and the objective of HCMSL regarding the object affinity matrix  is: 
      
( )    
  (    )      
It is reasonable to use both the data object matrix   and the object affinity 
matrix  in the clustering process by combining two objective functions in Eqs 
(5.10) and (5.14). Hence,   (    ) in Eq. (5.14) is introduced as a regularization 
term for Eq. (5.10):  
      
( )    
         
     (    )      
in which   is a trade-off parameter to balance the interactions between clusters of 
each type of objects (         ) and the regularization term   (    ). By the 
regularization term   (    ) ,   directly smooths cluster membership matrix   
during the minimization of the objective function of Eq. (5.15).  
5.4.2.1   Incomplete and Inaccurate Intra-type Relationships 
According to local invariance structure assumption [173], when data (objects from 
the same type) are sampled from low dimensional intrinsic subspaces, the local 
geometric structure (i.e., each object and its nearby objects) remains similar in either 
low dimensional intrinsic subspace or in the high dimensional ambient space. All the 
existing NMTF-based HOCC methods [38, 51, 74] estimate the normalized graph 
Laplacian   (through the object affinity matrix ) based on neighbour objects. More 
specifically, build the  -nearest neighbour ( -NN) graph of each object   
  within  -
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th type and put weighted edge as the similarity between two objects in sub-matrix   
of : 
(  )    {
              
   (  
 )      
   (  
 ) 
                                                         
      
where  (  
 ) denotes  -NN of   
  and     can be measured by binary weighting 
(i.e.,      ), Gaussian kernel weighting (i.e.,      
 
    
   
 
 
   
  where   is the user-
defined local bandwidth) and cosine similarity weighting (i.e.,    = 
(  
 )    
 
|(  




object affinity matrix based on  -NN graph is referred to as  . 
However,    can be incomplete or inaccurate as the neighbour size   is 
unknown. In other words, small   will not include enough useful neighbours, i.e., 
incomplete, since some within-manifold objects not appearing in the  -NN graph are 
assigned zero values; and big   will cover non-relevant but error-prone neighbours, 
i.e., inaccurate). In addition,  -NN graph may fail to distinguish intersecting 
manifolds. For example, as shown in Figure 5.9, objects (e.g. point   and  ) that lie 
near the intersection of two (circle-shaped) manifolds share almost the same nearest 
neighbours (the right side of Figure 5.9), causing incorrect intra-type relationships. 
As a result, the normalized graph Laplacian based on   will mislead the clustering 
algorithm to output inappropriate partitions of the data. 
5.4.3  High-order Co-clustering via Multiple Subspaces Learning (HCMSL) 
In this section, the proposed HOCC method HCMSL is presented, followed by its 
optimization algorithm. Learning complete and accurate intra-type relationships is 
crucial for HCMSL to obtain an accurate clustering solution. The proposed multiple 
subspace learning and the heterogeneous graph Laplacian ensemble provide us the 
means to achieve this.  
  













Figure 5.9 – A High Dimensional Data Sample in    Drawn from a Union of Low-
dimensional Manifolds: Red and Blue Circles Denote Two Manifolds and Black 
Points are Data Noise. 
5.4.3.1 Multiple Subspaces Learning 
In this section, how to learn the complete intra-type relationships using multiple 
subspaces learning is addressed. Multiple subspaces learning has been used in image 
processing (for image representation and compression [174]), computer vision (for 
image and motion segmentation [33, 46, 122, 175]) and document clustering [176] 
(for learning a sparse representation based on objects' subspace membership). 
Multiple subspaces learning is used to estimate the similarity between any pair of 
objects that are lying in the same subspace. 
Let each type of object       
    
      
    where     
     is sampled 
from a union of   low-dimensional subspaces (manifolds)                where  
    
   (     ) for each    . Multiple subspaces learning estimates the 
similarity between any pair of objects that are lying in the same subspace. It 
represents object   
  as a linear sparse combination of other objects within one type: 
  
  ∑  
 
  
   
            ∑   
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where the coefficient     denotes the similarity between   
  and   
 
  regarding   (i.e., 
(  )  ) and can take a small or big nonzero value (       ) if they are sampled 
from the same subspace otherwise it assigns a zero value: 
    (  )   {
         
    
                              
                                                                       
 
     
Eq. (5.17) becomes: 
  
  ∑   
 
  
   
(  )           ∑(  )  
  
   
   
     
Unlike  -NN choosing neighbours based on Euclidean distance, Eq. (5.19) selects 
any within-subspace objects as neighbours" based on objects' subspace membership, 
thereby including more and accurate intra-type relationships and no longer failing to 
distinguish intersecting subspaces. The objective is to reconstruct the similarity 
between two objects drawn from the multiple subspaces  , which can be formulated 
in matrix form as: 
        
     
In real life data, there may exist noise or outliers in    and in order to make above 
reconstruction robust, a term   which expresses the data noise is added to Eq. (5.20): 
           
     
Solving Eq. (5.21) needs to consider two conditions: (1) that Eq. (5.18) 
implicitly indicates the sparsity character in   as (  )   become zero for objects 
from different subspaces and (2) the unknown nature of data noise  . Thus, we find 
the optimal solution   in Eq. (5.21) by minimizing: 
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(  )     (  )    
           
     (  )
     
     
where (  )     defines the nonnegative property of   as its elements represent 
the similarity between objects and (  )     restricts the diagonal elements in   
as zeros since self-similarities usually give little information for clustering purpose. 
Furthermore, the regularization term    (  )
    ensures the sparsity condition. 
Research has shown that    (  )
    can encourage more sparsity of the solution 
   than    regularization term        with less time consumption [122].  In 
addition,   works as a noise-tolerance parameter to express the data noise  . 
According to the Lasso optimization algorithm [177], minimizing Eq. (5.22) is the 
approximation of: 
   
(  )     (  )    
   (  )
                       
     
     
where   a constant constraint and            
    measures the data noise in 
   norm (since Eq. (5.21) can be rewritten as  
         ). In this way, although the data noise   is unknown,   can be 
adjusted for different level of data noise (i.e., the larger of    the less of data noise).  
Eq. (5.23) can be solved as a convex quadratic programming optimization 
problem. Spectral Project Gradient (SPG) [77] method is used to solve Eq. (5.23) as 
demonstrated in Figure 5.10. In Figure 5.10,  ( )  is a projection operator that 
projects        into a closed and convex set by: 
 (   )  {
                         
                           
 
     
   ( ) is a function that transforms a matrix into a column vector. As a result, we can 
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Figure 5.10 – Multiple Subspaces Learning Algorithm. 
obtain sub-matrices   for the intra-type matrix , which is denoted as 
  that 
contains the similarity between a pair of objects in the same subspace. 
5.4.3.2 Heterogeneous Graph Laplacian Ensemble 
This section focuses on learning accurate intra-type relationships based on ensemble 
learning. Ensemble learning is a process of delivering robust and accurate clustering 
solution from an ensemble of weak clustering methods. The key contributor of the 
accurate ensemble learning is the diversity of ensemble members [163]. Thus, a 
heterogeneous ensemble with maximum diversity is constructed for the normalized 
graph Laplacian   rather than an ensemble with a large amount of members of the 
same type. 
As discussed before, two different types of object affinity matrices can be 
obtained, i.e.,    that is created using  -NN graph and    based on objects' 
subspace membership. A heterogeneous ensemble is then built for the normalized 
graph Laplacian   that combines two types of intra-type relationships: 
𝛻𝑊𝑘𝐽  𝛻(𝑊𝑘)   𝑋𝑘
𝑇𝑋𝑘𝑊𝑘   𝑋𝑘
𝑇𝑋𝑘   𝛾𝑊𝑘𝑍 
Algorithm: Multiple Subspaces Learning 
Input: Object matrix 𝑋𝑘, noise-tolerance parameter 𝛾 and parameter 𝜎. 
Output: Global similarity matrix 𝑊𝑘. 
Initialization: 𝑊𝑘  (𝑊𝑘)  (random initialization of 𝑊𝑘), 𝜎   , 
Compute the gradient of the objective function in Eq. (5.22) as: 
where 𝑍 is an all-one matrix. 
Repeat 
𝐷  𝒫(𝑊𝑘  𝜎𝛻(𝑊𝑘))  𝑊𝑘, 
Compute the step length   using line search, 
(𝑊𝑘)𝑁𝐸𝑊  𝑊𝑘   𝐷, 
𝑠  𝑣𝑒𝑐((𝑊𝑘)𝑁𝐸𝑊  𝑊𝑘), 
𝑦  𝑣𝑒𝑐(𝛻((𝑊𝑘)𝑁𝐸𝑊)  𝛻(𝑊𝑘)), 
𝜎  𝑦𝑇𝑦 𝑠𝑇𝑦. 
until converged 
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where         with ( )   ∑ ( 
 )    and 
  is obtained using Eq. (5.22). 
For calculating   ,   is replaced by   and   is obtained by Eq. (5.16) with 
cosine similarity setting. The trade-off parameter    controls how two different types 
of intra-type relationships are combined and can be adjusted for different data. 
Specifically, if    suffers from severe incomplete and inaccurate intra-type 
relationships due to  -NN graph, we can tune   into large values since    can learn 
accurate intra-type relationships based on objects' subspace membership. For the 
extreme situation when     , the normalized graph Laplacian   tends to only 
consider   . 
The difference between the above graph Laplacian ensemble and RMC [51] is 
that all ensemble members in RMC are of the same type, i.e., based on  -NN graph, 
which contains less diversity among ensemble members, whereas as shown in Eq. 
(5.25) we are able to achieve diverse members. Moreover, RMC suffers from 
incomplete and inaccurate intra-type relationships and requires a large amount of 
ensemble members, bringing extra computation cost. Experiments have shown that 
the proposed heterogeneous graph Laplacian ensemble can achieve improved 
performance than that of RMC. 
5.4.3.3 Algorithm Optimization  
Minimizing Eq. (5.15) with respect to   and S does not give a closed-form solution. 
Here, we use a simple but effective way, i.e., multiplicative updating that is proved to 
converge to a stationary point [159] for optimizing the objective function of Eq. 
(5.15). Figure 5.11 illustrates the proposed algorithm HCMSL. With the 
heterogeneous graph Laplacian ensemble   in Eq. (5.25), the algorithm iteratively 
updates cluster labels in each type of objects making use of (1) the inter-relatedness  
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Figure 5.11 – High-order Co-clustering via Multiple Subspaces Learning (HCMSL) 
Algorithm. 
between clusters of inter-type relationships by          
  and (2) the smoothing 
power of intra-type relationships by   (    ) through multiplicative updating (steps 
3-8). 
 Previous research has shown that the optimization of graph regularized NMF 
clustering methods (such as GNMF [76] and DRCC [147]) have the problem of 
obtaining a trivial solution [69], i.e., tending to assign all the objects (from different 
groups) to one cluster [1]. The constraint        in Eq. (2.34) is introduced so 
Algorithm: High-order Co-clustering via Multiple Subspaces Learning 
(HCMSL) Algorithm 
Input: Multi-type relational data X   X  X    XK  with Xk   𝑥𝑘
  𝑥𝑘
    𝑥𝑘
𝑛𝑘 , 
initialization of cluster membership matrix 𝐺  by k-means, the number of clusters 
 𝐶  𝐶    𝐶𝐾  for each type of objects, and the trade-off parameters  λ, γ and α. 
Output: Final object partitions 𝐺. 
Initialization: 𝐺  𝐺  
1: Construct the Data object matrix 𝑅 as in Def. (5.1). 
2: Compute the heterogeneous graph Laplacian ensemble 𝐿 as in Eq. (5.25).  
3: for 𝑡 =      𝐻 (𝐻 is the convergence iteration) do 
4:      Compute cluster association matrix as: 





  . 
5:      Compute matrix positive parts 𝐿(𝑡)
 , 𝐴(𝑡)
  𝐵(𝑡)
 and negative parts 𝐿(𝑡)
 ,         
     𝐴(𝑡)
  𝐵(𝑡)
  based on 𝐿, 𝐴(𝑡)  𝑅𝐺(𝑡)𝑆(𝑡)
𝑇 and 𝐵(𝑡)  𝑆(𝑡)
𝑇𝐺(𝑡)
𝑇𝐺(𝑡)𝑆(𝑡)  
     regarding: 

































6:      Update cluster membership matrix 𝐺 according to 















7:      Normalize each row of 𝐺(𝑡  )  with    normalization: ∑ (𝐺(𝑡  ))𝑖𝑗𝑖   . 
8: end 
9: Return the best cluster membership matrix 𝐺 as final object partitions. 
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that the trivial solution in SNMTF [38, 74] is avoided. RMC [51] suffers from trivial 
solution as it does not have this constraint. 
Different from the optimization methods in previous HOCC methods [38, 51, 
74], in this work,    normalization is adopted to avoid trivial solution of  . The    
normalization performs in a two-step strategy. Specifically,   is first updated with 
computed   (step 6) and then apply    normalization on each column of   during 
each iteration (step 7). With the    normalization, the optimization is well defined 
and does not suffer from trivial solution [130]. Finally, the best cluster solution will 
be returned as final object partitions (step 9). 
5.4.4  Experimental Setup 
In this section, the clustering performance of the proposed HCMSL method is 
evaluated on four benchmarked datasets: Multi5 (D1), Multi10 (D2), R- 
Min20Max200 (D3) and R-Top10 (D4). For each dataset, semantic concepts from 
external knowledge (i.e., Wikipedia) is introduced to traditional document 
representation model (“bag of words” (BOW)), which generates the multi-type 
relational data including objects of type - documents, terms and concepts. The 
concepts are generated by mapping terms of each document to concepts in Wikipedia 
(represented by unique Wikipedia articles). For the document-term co-occurrence 
matrix, its row/column vectors consist of the tf-idf value of each term. Elements of 
the document-concept co-occurrence matrix are normalized by the concept salience 
in Eq. (5.2). For the term-concept co-occurrence matrix, each entry represents the 
number of times of the term-concept pair appears in the same document.  
In order to evaluate the clustering performance of the proposed HCMSL 
method, we compare HCMSL with other prominent High-Order Co-Clustering 
(HOCC) methods:   
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SRC [32]  
SRC uses collective NMTF on inter-type relationships without using intra-type 
relationships, i.e., ∑                
   
 
   ,     is a weight (   ). 
SNMTF [38, 74]  
SNMTF considers not only inter-type relationships used in SRC but intra-type 
relationships that are estimated by  -NN.  
RMC [51]  
RMC constructs intra-type relationships as a linear combination of pre-given 
candidates based on  -NN by varying the number of neighbours and weighting 
schemes. 
DRCC [147]  
We also use co-clustering method DRCC as baseline to cluster documents with 
separate feature spaces (i.e., term or concept) and a combined feature space (i.e., 
concatenating term and concept feature vectors), naming them DR-T, DR-C and DR-
TC, respectively. 
To enable more meaningful comparisons, we try to tune parameter values for 
all methods. For HCMSL, the regularization parameters   and   are all searched 
from the grid {0.001, 0.01, 0.1, 1, 10, 100, 500, 1500} and we tune the trade-off 
parameter   from 0.01 to 100. The regularization parameter of SNMTF is adjusted 
from 0.01 to 1000 as suggested in the articles. For SNMTF and HCMSL, the nearest 
neighbour size   is set to 5, while RMC use 6 candidate intra-type relationships by 
varying          and weighting schemes  {binary weighting, Gaussian kernel 
and cosine similarity}. 
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To measure the clustering performance, we adopt two popular criteria, i.e., 
FScore and Normalized Mutual Information (NMI). We set the number of clusters of 
documents as the true number of classes, while the number of term clusters and 
concept clusters is set with different values varying from m/10 to m/100 (where m is 
the number of terms or concepts). 
5.4.5  Results 
Overall Performance  
In Table 5.5 and 5.6, we present results of all methods measured by FScore and NMI 
for each dataset. Among the two-way co-clustering methods with different features 
(DR-T, DR-C and DR-TC), the combined feature space (DR-TC) performs slightly 
better than two separate feature spaces (DR-T, DR-C). It shows that using semantic 
features generated by semantic annotation can improve clustering performance in 
two-way clustering. However, the improvement is minor with the combined feature 
space as the traditional co-clustering methods can only model the two-way 
interactions of relationships. On the other hand, the HOCC methods such as SRC, 
SNMTF, RMC and HCMSL are able to achieve significantly improved FScore and 
NMI values than DR-TC due to simultaneously clustering each type of objects 
(documents, terms and concepts). This ascertains that HOCC methods can more 
effectively use multiple feature spaces for clustering. 
It is observed that SRC has the worst FScore and NMI among HOCC methods. 
This is because SRC does not consider intra-type relationships, whereas SNMTF, 
RMC and HCMSL integrate inter-type and intra-type relationships into the clustering 
process. More importantly, it can be clearly seen that the proposed method HCMSL 
consistently outperforms the SNMTF and RMC methods. This is because both  
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Methods D1 D2 D3 D4 Ave 
DR-T 0.575 0.501 0.688 0.576 0.585 
DR-C 0.426 0.516 0.608 0.584 0.533 
DR-TC 0.562 0.526 0.705 0.596 0.597 
SRC 0.837 0.714 0.721 0.763 0.758 
SNMTF 0.854 0.741 0.738 0.797 0.782 
RMC 0.867 0.758 0.742 0.803 0.792 
HCMSL 0.896 0.779 0.750 0.815 0.810 
Table 5.5 – FScore for Each Data Set and Method. 
Methods D1 D2 D3 D4 Ave 
DR-T 0.508 0.484 0.682 0.504 0.544 
DR-C 0.373 0.502 0.595 0.513 0.495 
DR-TC 0.492 0.513 0.698 0.517 0.555 
SRC 0.822 0.625 0.709 0.529 0.671 
SNMTF 0.849 0.650 0.728 0.547 0.693 
RMC 0.854 0.655 0.740 0.554 0.701 
HCMSL 0.864 0.679 0.760 0.589 0.723 
Table 5.6 – NMI for Each Data Set and Method. 
SNMTF and RMC construct the normalized graph Laplacian using  -NN graph, 
which causes incomplete and inaccurate intra-type relationships. Although RMC 
employs an ensemble of candidate graph Laplacians, the improvement over SNMTF 
is limited due to having the less diversity amongst ensemble members and suffering 
from incomplete and inaccurate intra-type relationships. On the other hand, the 
proposed method HCMSL integrates subspace membership-based and  -NN graph-
based intra-type relationships into the heterogeneous graph Laplacian ensemble andis 
able to produce accurate smoothing of cluster labels. 
Complexity Analysis  
We show the time complexity of each method (measured as running time in seconds) 
in Table 5.7. We find that HCMSL requires much less running time than other 
HOCC methods. Although the two-way clustering methods (DR-T, DR-C and DR-
TC) finish in short time, they obtain poorer clustering performance than HCMSL. 
HCMSL achieves improved results in terms of performance and computational cost, 
i.e., best performance of all methods and fastest output among HOCC methods.  
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Methods D1 D2 D3 D4 
DR-T 0.04     0.05     0.20     0.41     
DR-C 0.03     0.03     0.14     0.22     
DR-TC 0.06     0.07     0.26     0.51     
SRC 0.75     0.83     1.22     2.93     
ONMTF 0.47     0.54     1.08     2.46     
RMC 0.50     0.58     1.11     2.54     
HCMSL 0.38     0.31     8.20     1.88     
Table 5.7 – Running Time (in seconds) of the Compared Methods. 
Let further analyse the computational complexity of HCMSL. The complexity 
of HCMSL is composed of two parts: (1) constructing the object affinity matrix 
using local invariance structure and multiple (intersecting) subspaces learning and 
(2) applying multiplicative updating in HCMSL. For the multi-type relational data 
               with  -types of objects and each type of object can be denoted 
as a collection of    objects,       
    
      
   . Constructing the  -nearest 
neighbour graph for local invariance structure needs  ((  )
   ) . In multiple 
(intersecting) subspaces learning stage, each SPG method iteration has a time 
complexity  ( ) where   is the number of parameters. Suppose    is the number of 
iterations that SPG needs to convergence, the complexity of SPG is  (    ). In 
addition, multiplicative updating   and   each takes  (       )  where   (the 
total number of clusters:   ∑   
 
   ) is typically much smaller than   (the 
dimension of data object matrix  ) and the data object matrix is typically very sparse 
with       non-zero entries. Suppose multiplicative updating requires    iterations 
to convergence, the overall complexity of HCMSL is the sum of  -nearest neighbour 
graph construction, multiple (intersecting) subspaces learning and multiplicative 
updating:  ((  )
           (  
     ), which is primarily determined by 
the number of objects    (    ). 
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Convergence  
The algorithm convergence of HCMSL is checked by showing on two large datasets: 
R-Min20Max200 and R-Top10. Figure 5.12 indicates that Fscore and NMI increase 
through iteration and converges before 100 iterations (i.e., H ≈60). 
Sensitivity Analysis  
The performance of HCMSL is examined with respect to tuning of its parameters  , 
  and  . We demonstrate on dataset R-Min20Max200 as other datasets are tuned in 
similar way. Each parameter is adjusted with the same initial conditions and all other 
parameters fixed to their default values. Figure 5.13 shows the Fscore and NMI 
curves with respect to  ,   and  . The results validate that HCMSL performs stable 
when   is large enough (around 250),     [10, 50] and     [0.25, 2]. 
For quickly tuning the aforementioned parameters, some heuristics and data 
statistics can be utilized. For example, if the data is high corrupted (i.e., with a lot 
data error), the parameter   should be tuned at a small value otherwise starts at a 
large value. For the parameter  , previous works [51, 74] have suggested to use a 
fairly large value. On the other hand, as   is a balancing parameter, the starting value 
can be set as 1 and then search   toward 0 and   . 
5.4.6  Summary  
In this section, the HOCC method HCMSL is proposed to cluster documents with 
multiple feature spaces. HCMSL proposes to learn complete intra-type relationships 
using multiple subspaces learning. It also achieves the goal of obtaining accurate 
intra-type relationships by combining subspace membership-based and  -NN graph-
based object similarity into a heterogeneous graph Laplacian ensemble. It then  
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Figure 5.12 – Fscore and NMI curve with respect to number of iterations. 
utilizes the inter-relatedness between clusters of inter-type relationships and the 
smoothing power of the heterogeneous graph Laplacian ensemble to deliver the 
optimal clustering results through multiplicative updating. Empirical experiments 
have shown that:  
 Using semantic features generated by semantic annotation can help 
improve clustering performance in two-way clustering. The proposed 
HOCC algorithm HCMSL outperforms traditional co-clustering on 
each single feature space and linear combination of feature spaces 
according to FScore and NMI. 
 The proposed heterogeneous graph Laplacian ensemble produces 
improved clustering results than only using  -NN graph. 
 HCMSL achieves an improved clustering performance and less 
computational cost than other state-of-art HOCC methods. 





Figure 5.13 – Fscore and NMI curves with respect to parameters λ, γ and α. 
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5.5 CLUSTER ENSEMBLE LEARNING (CEL) METHOD: CESC-H vs. 
HIGH-ORDER CO-CLUSTERING (HOCC) METHOD: HCMSL 
In this section, we compare the proposed clustering ensemble learning (CEL) method 
(CESC-H) and HOCC Method (HCMSL) in clustering documents with three feature 
spaces (document content, Wikipedia concept and Wikipedia category) discussed in 
Section 5.2 on four benchmarking datasets: Multi5 (D1), Multi10 (D2), R- 
Min20Max200 (D3) and R-Top10 (D4).  
The proposed CESC-H and HCMSL methods are both able to cluster multiple 
types of objects, while they are different in the way how to deal with the data. 
Specifically, CESC-H assumes multiple types of objects are independent and obtains 
a component clustering solution by applying a clustering algorithm on two types of 
objects. The final clustering result is delivered by combining all component 
clustering solutions via an ensemble learning framework. On the other hand, 
HCMSL supposes multiple types of objects are highly inter-related, which is called 
multi-relational data [32, 74], and utilizes the inter-relatedness between each two 
type of objects and the data geometric structure for the clustering process. The 
optimal clustering result is output using iterative multiplicative updating algorithm.  
Overall Performance  
Tables 5.8 and 5.9 present the results of CESC-H and HCMSL methods measured by 
FScore and NMI, along with the results of clustering (Bisecting K-means) on single 
feature space (D-T, D-C and D-Ca) and linear combination of feature space (D-
(T+C), D-(T+Ca) and D-(T+C+Ca)). 
It is observed that CESC-H outperforms HCMSL on four datasets according to 
FScore and NMI. Especially for the dataset Multi5 (D1), the improvement of CESE-  
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Methods D1 D2 D3 D4 
D-T 0.771 0.580 0.624 0.593 
D-C 0.752 0.61 0.622 0.576 
D-Ca 0.734 0.557 0.62 0.567 
D-(T+C) 0.772 0.601 0.609 0.564 
D-(T+Ca) 0.766 0.597 0.615 0.581 
D-(T+C+Ca) 0.774 0.613 0.632 0.595 
CESC-H 0.982* 0.799* 0.771* 0.822* 
HCMSL 0.886* 0.767* 0.746* 0.804* 
Table 5.8 – FScore for CESC-H and HCMSL Method. The two tailed t-test (p < 
0.05) is performed and * means statistical significance with respect to method D-
(T+C+Ca) that achieves the best result among linear clustering methods. 
Methods D1 D2 D3 D4 
D-T 0.664 0.484 0.692 0.548 
D-C 0.659 0.54 0.698 0.54 
D-Ca 0.636 0.481 0.69 0.532 
D-(T+C) 0.662 0.506 0.695 0.543 
D-(T+Ca) 0.648 0.501 0.702 0.544 
D-(T+C+Ca) 0.665 0.548 0.708 0.555 
CESC-H 0.921* 0.691 0.797 0.591 
HCMSL 0.862* 0.667 0.751 0.580 
Table 5.9 – NMI for CESC-H and HCMSL Method. The two tailed t-test (p < 0.05) 
is performed and * means statistical significance with respect to method D-
(T+C+Ca) that achieves the best result among linear clustering methods. 
H is significant. This is because that the accuracy of CESC-H is determined by the 
diversity of the clustering ensemble and the three different feature spaces (document 
term, Wikipedia concept and Wikipedia category) help CESC-H achieve high 
performance. On the other hand, the three different feature spaces are not highly 
inter-related and the exact number of clusters in each feature space is unknown, 
which may not support HCMSL to establish accurate inter-cluster correspondence 
between different types of objects. However, both CESC-H and HCMSL 
significantly outperform clustering on single feature space and linear combination of 
feature space. The reason that causes the difference between NMI and FScore may 
be that FScore measures the agreement between cluster labels and true document 
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labels (i.e., classes) with a balance mean of precision and recall while NMI describes 
the non-linear similarity between the cluster labels and true document classes. 
Complexity Analysis  
The complexity of CESC-H, i.e.,  (              )  where   is the 
number of documents, mainly depends on  (    ) , while the complexity of 
HCMSL, i.e.,  ((  )
           (  
     )  where    is the number of 
objects in each type, is primarily determined by  ((  )
   ) due to     . In text 
clustering domain, the dimension of feature space is greater than the dimension of 
document, i.e., (   ). We can easily prove  ((  )
   )   (    ). Hence, 
HCMSL will require more time than CESC-H but HCMSL takes advantage of the 
inter-relatedness between clusters of different type of object and the data geometric 
structure. 
This thesis aims to improve clustering accuracy rather than the scalability. The 
complexity analysis shows that CESC-H and HCMS are mainly depended on the 
number of documents   and the number of features   , respectively. However, 
dimension reduction techniques, e.g., random indexing (RI) [180] and reflective 
random indexing (RRI) [181], have been favoured by many researchers due to its 
simplicity and low computational complexity over other dimension reduction 
methods, such as SVD and PCA. These techniques can be easily applied to the 
document collection to deal with the scalability problem by reducing the number of 
features. 
Remark 
The proposed CEL method (CESC-H) can offer improved performance than HOCC 
Method (HCMSL) when a heterogeneous clustering ensemble is available. HCMSL 
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takes advantage of inter-relatedness between clusters of different type of object and 
the data geometric structure, which acquires more computation cost than CESC-H. 
CESC-H is preferred when clustering objects are independent or loosely connected, 
while HCMSL is preferred when clustering objects are highly inter-related. 
Furthermore, the proposed HCMSL method can be applied on other multi-type 
relational data where multiple types of objects are highly inter-related. For example, 
group web pages into clusters that are related to objects of different types: text data 
contained within the web page; web links connecting the web pages; user queries that 
retrieve the web page as search results; and users who visit the web page. Other 
examples can be social network data, such as bibliography data (conference, author, 
keyword and citation) and social bookmarking data (user, item and tag). 
5.6 CHAPTER SUMMARY 
In this chapter, we have presented two clustering methods namely, Cluster Ensemble 
Learning (CEL) and High-Order Co-Clustering (HOCC), to group documents with 
multiple feature spaces (generated by semantic annotation) into clusters. The first 
section describes the overall clustering methodology, followed by the details of each 
framework. We have conducted a series of experiments that empirically evaluate the 
proposed CESC-H and HCMSL method in the context of text clustering. The 
experiments aim to show the effectiveness of the proposed clustering methodology 
and applicability on various real-world document collections. 
The experimental results have demonstrated that the semantic features 
generated by semantic annotation can help gain improved clustering results in one-
way and two-way clustering. In addition, by adopting the CEL and HOCC 
frameworks, the accuracy of the clustering solution is further improved over 
traditional (one-way and two-way) clustering algorithms as the two frameworks 
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capture non-linear relationships among documents and multiple feature spaces. The 
proposed CESC-H and HCMSL methods outperform other start-of-art methods in 
CEL and HCMSL, respectively. Moreover, the proposed CEL method (CESC-H) can 
offer higher performance than HOCC Method (HCMSL), while HCMSL acquires 
more computation cost than CESC-H as it can utilize the inter-relatedness among 
multiple types of objects and the data geometric structure. CESC-H is preferred when 
clustering objects are independent or loosely connected, while HCMSL is preferred 
when clustering objects are highly inter-related. 
 
  




Chapter 6: Conclusions 207 
Chapter 6:  Conclusions 
The rapid developments of modern techniques have enabled a large amount of text 
data to be published on the web. For example, Twitter announced that over half a 
billion tweets were processed per day on their system in 2013. Mining or discovering 
knowledge from text data has gained more and more attention. Text can be 
represented using different representation models such as VSM, DIG [123] and DGD 
[164]. However, effective representation of text for various text mining tasks is still 
an open problem. Most traditional representation models construct text 
representation by using terms, i.e., single words or phrases, under the assumption that 
all terms independent. The semantic relationship between terms is not taken into 
account in these representation models, which may lower the performance of text 
mining tasks. Many researchers [81, 95, 149, 151] have resorted to semantic 
annotation by enriching traditional text representation with semantic information 
from comprehensive and domain-independent external knowledge (e.g. Wikipedia). 
This research presents the research of three types of text mining tasks, i.e., Entity-
oriented Retrieval (EoR), semantic relation identification and text clustering in terms 
of improving the performance of each task using semantic annotation. 
Firstly, we propose a concept-based method for EoR that not only 
automatically identifies the semantic intent of user queries but introduces concepts 
represented by Wikipedia articles into user queries. The reformulated input query is 
then used to search entities over entity profile documents annotated by concepts from 
Wikipedia category and list structure. We also study the problem of semantic relation 
identification, i.e., identifying various lexical representation that express the same 
entity relation. We propose a general framework that combines open Information 
 208  
Extraction (IE) techniques and semantic features generated by semantic annotation to 
train a Conditional Random Field (CRF) classifier. The CRF integrates syntactic and 
semantic features for automatically finding natural language instances of entity 
relation from unstructured text.  
Finally, we investigate the problem of text clustering with multiple feature 
spaces. As the result of semantic annotation, documents in the collection can be 
associated with multiple feature spaces, i.e., syntactic and semantic features. Two 
non-linear clustering algorithms, i.e., Cluster Ensemble based Sequential Clustering 
using Hubness (CESC-H) and High-order Co-clustering via Multiple Subspaces 
Learning (HCMSL), are proposed. CESC-H uses cluster ensemble learning and 
original feature space to combine clustering results generated by applying traditional 
clustering algorithm on each feature space. HCMSL utilizes graph regularized 
Nonnegative Matrix Tri-Factorization (NMTF) to integrate the inter-relatedness 
between document partitions and feature partitions, and the data geometric structure, 
estimated using data points sitting in the same subspace (manifold) regardless of  
how far away they are from each other.  
This thesis is concluded in this chapter. First, the contributions of this thesis are 
summarized. Then, the findings that are drawn from this thesis are described. Finally, 
limitations of current work and directions of future work are presented. 
6.1 SUMMARY OF CONTRIBUTIONS 
This thesis integrates semantic annotation with three types of text mining tasks, i.e., 
EoR, semantic relation identification and text clustering. The proposed methods 
focus on overcoming the weakness of the existing state-of-art methods in the three 
types of tasks. 
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 Lack of a semantic EoR method. 
 Lack of a semantic relation identification method. 
 Lack of text clustering methods to group documents with multiple 
feature space into clusters. 
The above mentioned shortcomings are overcome by 
 Employing semantic annotation with EoR in order to make concept-
based EoR. 
 Employing Open IE, CRF with semantic annotation to find 
semantically related natural language instances of an entity relation. 
 Employing cluster ensemble learning and High-Order Co-Clustering 
(HOCC) to group documents with multiple feature spaces into clusters. 
The main contributions of this thesis are summarised below:  
 A comprehensive analysis of text representation (enrichment) 
techniques is conducted. As a result, the useful semantic information 
mined from Wikipedia has been applied to the proposed methods. 
 Developing a concept-based EoR method 
o Unlike current EoR methods that focus on how to rank entities 
and interpret user queries, the proposed EoR method introduces 
semantic information from Wikipedia to consider the semantic 
relationship between query terms and terms in the collection. 
o The proposed EoR method utilizes concepts in both query and 
indexing time, which consists of four parts: query intent 
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analysis, concept-based query expansion, concept-based 
indexing and concept-based ranking. 
 Developing a semantic relation identification method 
o Open-domain taxonomy construction and Open IE mainly work 
on extracting structured information from structured/semi-
structured data (e.g. Wikipedia category system or Wikipedia 
Inforbox) or unstructured data (e.g., web documents or query 
logs), which do not take into account of the semantics between 
entity relation instances. 
o Using Open IE techniques and the discriminative model CRF, 
the proposed CRF-based method can identify semantically 
related entity relation instances that are extracted from 
unstructured text. 
 Developing non-linearly text cluttering methods 
o Existing cluster ensemble learning methods only apply 
consensus function on cluster labels instead of making use of 
original feature space to deliver the final clustering solution. 
The proposed CESC-H uses hubness of document based on 
original feature space to find a clustering solution that is most 
consistent to component clustering results based on each feature 
space. 
o Current HOCC methods use the data geometric structure 
modelled by only neighbour data points to smooth the clustering 
result. The proposed HCMSL effectively estimates the data 
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geometric structure by considering all data points located in the 
same subspace. 
6.2 SUMMARY OF FINDINGS 
The main findings from this thesis are summarised as following: 
 In response of Q1, the proposed concept-based EoR uses concepts in 
both indexing and retrieval stages for ranking entities and the findings 
are as the following. 
o Applying concepts generated by semantic annotation in both 
indexing and retrieval stages can output improved results than 
retrieval methods that does not consider concepts or use 
concepts in one stage. 
o Integrating the result of query intent analysis and concepts in the 
ranking process achieves improved performance than just using 
concepts for query expansion. It is because query intent analysis 
help identify the class of target entity, which allows entities that 
belong to the corresponding class to appear in top results. 
 With regard to Q2, the proposed semantic relation identification method 
trains a CRF classifier using transition, syntactic and semantic features 
to identify semantically related entity relations. The experimental 
results indicate the following findings. 
o The semantic annotation method generates useful semantic 
features which provide comparable results to syntactic features. 
Furthermore, integrating transition, syntactic and semantic 
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features helps train more accurate CRF model to find semantic 
entity relations. 
o CRF is the more suitable method to be applied in identifying 
semantically related entity relations than Linear SVM and 
Multinomial Naïve Bayes since CRF can utilize overlapping 
features and transition features. 
 In order to answer the Q3, the proposed text clustering methods, i.e., 
CESC-H and HCMSL, group documents into clusters using cluster 
ensemble learning and high-order co-clustering. According to the 
experiments, the following findings are shown. 
o Both CESC-H and HCMSL can effectively utilize Wikipedia 
semantics generated by semantic annotation and achieve 
improved results than clustering on single feature space and 
linear combination of feature space. 
o The CESC-H is more robust than other prominent ensemble 
clustering methods since it distinguishes consistent clusters and 
inconsistent documents, and uses original feature space to 
deliver the final clustering solution. 
o Using heterogeneous semantic information from Wikipedia 
maximizes the variety of component clustering results, leading 
to accurate cluster ensemble learning, which outperforms 
traditional clustering on each single feature space and clustering 
on linear combination of feature spaces. 
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o Applying hubness of document in the clustering process 
improves the performance of clustering as hubs can more 
precisely represent the cluster mean than centroid in high-
dimensional data. 
o The HCMSL improves clustering performance by estimating the 
data geometric structure based on both neighbour data pairs and 
far away data pairs that are located in the same subspace.  
o The HCMSL achieves improved performance and less 
computational cost than state-of-art HOCC methods. 
 Regarding Q4, the proposed CESC-H and HCMSL are compared on 
various datasets in terms of FScore and NMI, and there are the findings 
shown as follows.  
o CESC-H is preferred when clustering objects are independent, 
while HCMSL is preferred when clustering objects are highly 
related. 
o The CESC-H can offer higher performance than the HCMSL 
when a heterogeneous clustering ensemble is available.  
o In general, the HCMSL acquires more computation cost than 
CESC-H since it computes the inter-relatedness between 
clusters of different type of objects and the data geometric 
structure. 
Connections between the Three Tasks 
This thesis contributes methods in three fields of text mining, i.e., EoR, semantic 
relation identification and text clustering. Due to the time constraint, this thesis does 
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not include any significant experiment to integrate three tasks. However, the three 
tasks can be potentially connected to each other, which means one task can facilitate 
another task. The potential applications of using one task for another are discussed 
below.  
Semantic relation identification can help EoR to find more relevant entities. As 
illustrated in Figure 6.1, a user issues a query for the structured data (i.e., DBpedia). 
However, the correct answer “J. K. Rowling” will not be returned as the entity  
relation “is author of” does not match the input relation “write”. However, semantic 
relation identification can find the semantically related relation instance such as 
“Rowling wrote Harry Potter” extracted from unstructured text. By relating 
“Rowling wrote Harry Potter” to the entity “J. K. Rowling” in DBpedia, the input 
question can be correctly answered. 
Clustering can be used for semantic relation identification as well. For 
example, given the distribution information of entity pairs (e.g., “Google, YouTube” 
in Figure 6.2a) and relation predicates (e.g., “Y CEO X ” in Figure 6.2a), clustering 
techniques can be applied to obtain entity pair clusters and relation predicate clusters 
[83, 182] as shown in Figure 6.2b. An entity pair cluster can be mapped to the most 
relevant relation predicate cluster, e.g., “[(Google, YouTube), (Microsoft, 
Powerset)]” is mapped to “[X acquired Y, X buys Y for $]” in Figure 6.2b. The 
mapped entity pair cluster and relation predicate cluster form a set of semantically 
related entity relations, which can be used for EoR to find more related answers.  
6.3 LIMITATIONS AND FUTURE WORK 
This thesis applies semantic annotation, which produces enriched text representation, 
to improve the performance of EoR, semantic relation identification and text  
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Figure 6.1 – The Connection between Semantic Relation Identification and Entity-
oriented Retrieval. 
clustering. Several extensions can be made to these proposed methods in future.  
The proposed EoR method returns target entities from entity profile 
documents. Entity-related information are increasingly extracted and represented in 
Linked Data. One possible extension in EoR is applying the proposed EoR method 
over structured data to search relevant entities. Since the query intent analysis aim to 
understand the semantic intent of user queries, users can be allowed to provide 
feedbacks [99] on the retrieved results about whether the results are correct. This can 
help search systems to develop more sophisticated query intent analysis methods. In 
addition, different ways of employing concepts for language modelling framework 
[119, 178, 179] can be exploited in future. 
One limitation of the proposed semantic relation identification method is the 
data scale. The evaluation data is obtained from top-returned results by a search  
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(a) The Co-occurrence Matrix of Entity Pairs and Relation Predicates. 
 
(b) The Obtained Entity Pair Clusters and Relation Predicate Clusters. 
Figure 6.2 – The Connection between Clustering and Semantic Relation 
Identification. 
engine using seed entities. In future, Open IE applications can be run on large size 
data set, such as ClueWeb09 or the whole web, to extract relations between any 
entities, which can be used to discover more semantically related entity relations.  
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For the proposed non-linear text clustering methods, there also exist some 
possible future works. Since many semi-supervised clustering algorithms [183, 184] 
have been proposed, must-link and cannot-link constraints can be learned to extend 
the proposed methods. The proposed CESC-H constructs the heterogeneous cluster 
ensemble using all documents and document features. Resampling [111] or subspace 
learning [56] techniques, which utilize a subset of data or features, can be applied to 
produce more component clustering results. On the other hand, the proposed 
HCMSL involves matrix multiplications to obtain the optimal clustering result and 
the computation will be expensive for large size data. Fast appropriate matrix 
decomposition in [112] and dimension reduction techniques, e.g., random indexing 
(RI) [180] and reflective random indexing (RRI) [181], can be used to save the 
computational complexity.  
Lastly, since the three tasks (EoR, semantic relation identification and text 
clustering) are potentially connected to each other, experiments of how to effectively 
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