This paper is concerned with the stochastic Hamilton-Jacobi-Bellman equation with controlled leading coefficients, which is a type of fully nonlinear backward stochastic partial differential equation (BSPDE for short). In order to formulate the weak solution for such kind of BSPDEs, the classical potential theory is generalized in the backward stochastic framework. The existence and uniqueness of the weak solution is proved, and for the partially non-Markovian case, we obtain the associated gradient estimate. As a byproduct, the existence and uniqueness of solution for a class of degenerate reflected BSPDEs is discussed as well.
Introduction
Let (Ω, F , {F t } t≥0 , P) be a complete filtered probability space on which is defined an mdimensional Wiener process W = {W t : t ∈ [0, ∞)} such that {F t } t≥0 is the natural filtration generated by W and augmented by all the P-null sets in F . We denote by P the σ-algebra of the predictable sets on Ω × [0, T ] associated with {F t } t≥0 . Consider the following fully nonlinear BSPDE:
(1.1)
Here and in the following U is a nonempty bounded subset of R d×m , T ∈ (0, ∞) is a fixed deterministic terminal time, and D and D 2 denote respectively the gradient operator and the second-order differential operator. A solution of BSPDE (1.1) is a random couple (u, ψ) defined on Ω × [0, T ] × R d such that (1.1) holds in the sense of Definition 4.1 below.
The fully nonlinear BSPDE like (1.1) is also called stochastic Hamilton-Jacobi-Bellman (HJB) equation, which was first introduced by Peng [31] to characterize the value function for the stochastic optimal control problem of non-Markovian type. For the utility maximization with habit formation, a specific fully nonlinear stochastic HJB equation was formulated by Englezos and Karatzas [10] and the value function was verified to be its classical solution. The study of linear BSPDEs can be dated back about thirty years ago (see Bensoussan [1] and Pardoux [29] ). They arise in many applications of probability theory and stochastic processes, for instance in the nonlinear filtering and stochastic control theory for processes with incomplete information, as an adjoint equation of the Duncan-Mortensen-Zakai filtration equation (for instance, see [1, 17, 18, 39, 44] ). In addition, the representation relationship between forward-backward stochastic differential equations and BSPDEs yields the stochastic Feynman-Kac formula (see [17, 26, 37] ).
The linear and semilinear BSPDEs have been extensively studied, we refer to [7, 8, 9, 17, 18, 24, 26, 40] among many others. For the weak solutions and associated local behavior analysis for general quasi-linear BSPDEs, see [35, 36] , and we refer to [3, 28, 38, 43] for the obstacle problems of BSPDEs. For BSPDEs with singular terminal conditions, see [15, 16] . However, for the fully nonlinear case, there are few results on the stochastic HJB equations, even for the simplified cases like (1.1). The existence and uniqueness of solution for stochastic HJB equations with controlled leading coefficients is still an open problem, which is claimed in Peng's plenary lecture of ICM 2010 (see [33, 34] ).
Put
− essinf σ∈U tr 1 2σσ ′ D 2 u +σDψ (t, x) + f (t, x,σ) dtdx.
Then BSPDE (1.1) reads
2) Heuristically, µ σ (dt, dx) can be seen as a random measure and if the family of triples (u, ψ, µ σ ) satisfying BSPDE (1.2) such that the infimum of family {µ σ } indexed by σ vanishes, then one can conjecture that (u, ψ) should be a weak solution for BSPDE (1.1) in some sense. For the Markovian case where the coefficients f and G are deterministic functions and BSPDE (1.1) becomes a usual deterministic HJB equation, a similar idea was conjectured by Lions [23] , but to the best of our knowledge, the only existing partial result along this line owes to Coron and Lions [4] for the one-dimensional elliptic case.
To formulate the weak solution, we characterize first the random measure µ σ . Inspired by the recent work on BSPDEs with random measures by Qiu and Wei [38] , and incorporating the degenerateness of BSPDE (1.2), we generalize the parabolic potential theory to the backward stochastic framework and identify the measure µ σ as the corresponding regular random Radon measure. Such generalized regular potential is equivalently described via backward stochastic differential equation (BSDE) and in a variational way respectively. Furthermore, a monotonic convergence theorem is proved, and as a byproduct, the existence and uniqueness of solution for a class of degenerate reflected BSPDEs is obtained. These results are presented in Section 3.
Basing on the generalized potential theory, we give the definition and prove the existence and uniqueness for the weak solution of BSPDE (1.1) (see Theorem 4.2 for the main result). For the partially non-Markovian case where the randomness of the coefficients f and G is from the filtration {F t } t∈[0,T ] generated byW := (W 1 , . . . , W m 0 ) (m 0 < m) that is part of the Wiener process W , the solution (u, ψ) is verified to be only adapted to {F t } and the gradient estimates are obtained. The reader can find such main results in Section 4 and a short comment on generalizations in Section 5.
In addition, we set notations and list the standing assumptions in Section 2, and in the appendix, we recall the generalized Itô-Wentzell formula by Krylov [21] and the existence and uniqueness of solution for a class of Banach space-valued BSDEs, from which the existence and uniqueness of solution for a class of degenerate BSPDEs is derived.
Preliminaries
Denote by | · | the norm in Euclidean spaces. For each l ∈ N 0 and domain Π ⊂ R l , denote by C ∞ c (Π) the space of infinitely differentiable functions with compact supports in Π. We write C ∞ c := C ∞ c (R l ) when there is no confusion on the dimension. In this work, we shall use
as the space of test functions in the definition of weak solutions for BSPDEs. The Lebesgue measure in R d will be denoted by dx. L 2 (R d ) (L 2 for short) is the usual Lebesgue integrable space with scalar product and norm defined
In addition, for each (n, p) ∈ R × (1, ∞) we define the n-th order Sobolev space (H n p , · n,p as usual (see Appendix B). For convenience, we shall also use ·, · to denote the duality between (H n p ) k and (
as well as that between the Schwartz function space D and C ∞ c . Let V be a Banach space equipped with norm · V . For p ∈ [1, ∞] S p (V ) is the set of all the V -valued, (F t )-adapted and continuous processes (X t ) t∈[0,T ] such that
Denote by L p (V ) the totality of all the V -valued, (
By convention, we treat elements of spaces like S 2 (H n 2 ) and L 2 (H n 2 ) as functions rather than distributions or classes of equivalent functions, and if a function of such class admits a version with better properties, we always denote this version by itself. For example, if u ∈ L 2 (H n 2 ) and u admits a version lying in S 2 (H n 2 ), we always adopt the modification u ∈ L 2 (H n 2 ) ∩ S 2 (H n 2 ).
Consider BSPDE (1.1). We define the following assumption.
Note that in this work, f (t, x, v) does not necessarily depend continuously on the control v. In view of BSPDE (1.1), we also note that the nonnegativity of G and f is assumed for simplicity and that it can be replaced equivalently by the lower-boundedness.
3 σ-quasi-continuity and regular σ-potential Throughout this work, denote by U the set of all the U -valued and F t -adapted processes and for each σ ∈ U ,
In this section, we fix some σ ∈ U . Obviously, one has
3.1 σ-quasi-continuity
→R is said to be σ-quasi-continuous provided that for each ε > 0, there exists a predictable random set
If u is σ-quasi-continuous, we can check that the process {u(t, x + X σ t )} t∈[0,T ] has continuous trajectories, P ⊗ dx-a.e. In order to verify the σ-quasi-continuity of some random function, we always use the following lemma on the closeness. Lemma 3.1. Let {u n } n∈N 0 be a sequence of σ-quasi-continuous processes. Assume that there exists random function u such that for some p ∈ (0, ∞)
Then u is σ-quasi-continuous.
Proof. For each δ ∈ (0, 1) and n ∈ N 0 , since u n is σ-quasi-continuous, there exists D δn whose section D δn ω is open such that u n (ω, ·, ·) is continuous on its complement (D δn ω ) c and
Choosing a subsequence if necessary, we assume
For each ε > 0 and k, n ∈ N 0 , set
Taking ε = 1 n 2 , we get the continuity of u(ω, ·, ·) on the closed complement of the section
which implies the σ-quasi-continuity of u.
We are going to study the σ-quasi-continuity of weak solution for BSPDEs. Consider the following BSPDE:
2 ) m ) such that for each test function ϕ ∈ C ∞ c and any 
from Theorem A.1 we conclude that (u, ψ) is a solution of BSPDE (3.3) if and only if (ū,ψ) satisfies the following trivial one:
from which we deduce that BSPDE (3.3) admits a unique solution by Proposition B.1 and
Moreover, the process {u(t, x + X σ t )} t∈[0,T ] has continuous trajectories, P ⊗ dx-a.e. In what follows, we denote the unique solution of BSPDE (3.3) associated with (σ, f, Ψ) by (u, ψ) := S(σ, f, Ψ).
As an immediate consequence of Theorem A.1, we give without any proof the following Proposition 3.2. Given (u, ψ) = S(σ, f, Ψ), one has the following stochastic representations, for 0 ≤ t ≤ s ≤ T ,
and P ⊗ dx-a.e.
, the k-th order Sobolev space H k 2 is continuously embedded into the Hölder space C α with 0 < α < 1
2 ), i.e., u n is an H k 2 -valued continuous process and hence u n (ω, t, x) is almost surely continuous in (t, x). Moreover,
Hence, by Lemma 3.1, u is σ-quasi-continuous.
Regular σ-potential
For each s ≥ 0, we define operator
0, otherwise, whereũ together with some random fieldψ constitutes the weak solution to the following BSPDE
In view of Proposition 3.2, we have another representation for P σ s , i.e.,
Therefore, for any (û, ψ) = S(σ, f, 0), we havê
In view of representation (3.7), we have further the following
Proof. It is sufficient to check that for each u ∈ L 2 (L 2 ), there holds
Notice that
Fix some t ∈ [0, T ). For any ζ ∈ L ∞ (Ω, F t+s ; R) and φ ∈ D T , one has
where C is independent of (s, t). Then the standard density argument yields (3.9).
In view of the above definition, it is obvious that each regular σ-potential is nonnegative.
. Then u is a regular σ-potential if and only if there exist random field ψ ∈ L 2 ((H −1 ) m ) and a continuous increasing process
for each t ∈ [0, T ]. The processes K and ψ are uniquely determined by those properties. Moreover, there hold the following relations:
where µ is the random measure µ :
be the weak solution of BSPDE:
In view of (3.8) and (3.11), we have
and
Therefore, 0 ≤ u n ≤ u, and in view of Proposition 3.2 and by the comparison principle for BSDEs, u n is an increasing sequence. Furthermore, by Lemma 3.4, one deduces that u n converges increasingly to u in L 2 (L 2 ). Hence, Dini's theorem and Lebesgue's domination convergence theorem yield that
On the other hand, the trajectories of u n (t, x+ X σ t ) (by Proposition 3.3) and u(t, x+ X σ t ) are continuous, so the monotonic convergence on the trajectories is uniformly in the closed interval [0, T ] and by Lebesgue's domination convergence theorem, one has further
Thus, 17) and for the differences, there holds a similar relation. In particular, we have 18) where for n, k ∈ N 0 ,
On the other hand, Itô's formula yields
Putting (3.15), (3.17) and (3.20) together, we obtain
Without any loss of generality, let n > k.
which by the boundedness estimate (3.21) converges to zero as n tends to infinity. Then it follows from (3.19) that
which together with relations (3.15) and (3.18) implies
In view of relation (3.16), by Doob's inequality one further has
Denote by K and ψ the limits of {K n } and {ψ n } respectively. In view of the relations (3.16) and (3.17), passing to the limit we deduce (i) and (ii).
As for (iii), the relation holds for the triple (u n , v n , K n ) for each n, i.e., for any
Applying Itô's formula, one has
Then in view of (3.23), it is easy to get
Passing to the limit with n → ∞ in (3.24), we prove (iii). From Doob-Meyer decomposition theorem we conclude the uniqueness of the pair (K, ψ). Finally, let us consider the converse. First, we verify directly the nonnegativity of u, the relation (3.10) and lim t→T u(t, ·) = 0 in L 2 (R d ) a.s. Let (u n , ψ n ) be the solution of BSPDE (3.12) and put
By the penalization procedure for the reflected BSDE [11, Page 719-723], Y n converges up to Y . Taking into account σ-quasi-continuity of u n and the continuity of Y , we have by Dini's theorem lim
Then by Lemma 3.1, u is σ-quasi-continuous, and by relation (i), one has
Thus, P σ r u(t, x + X σ t ) ≤ u(t, x + X σ t ) a.e., and there holds relation (3.11). Hence, u is a regular σ-potential.
Remark 3.1. Thanks to the Hahn-Banach theorem and the denseness of D T in the space of continuous functions on Q, there is a unique random Radon measure satisfying relation (iii) of Theorem 3.5. In the following, we also say that u is a regular σ-potential associated with couple (ψ, µ). Combining relations (3.17) and (3.20) and passing to the limits, one gets
with the constants Cs being independent of σ, where the second inequality comes from the supermartingale property of u(t, x + X σ t ). In addition, as
When u is a deterministic function on Q and σσ ′ ≡ I d×d , then the approximating BSPDE (3.12) becomes the following deterministic parabolic PDE
u n (T ) = 0.
As a result, one has ψ = 0. One sees that Theorem 3.5 generalizes the classical regular potential in the backward stochastic framework. We refer to [27, Theorem 2] for the BSDE representation for classical potentials, and see [2, 14] for general theory on potentials.
Proposition
Proof. By (iii) of Theorem 3.5, it is sufficient to prove the converse. Choose a nonnegative function ρ ∈ C ∞ c (R) supported on [−1, 1] and set ρ ε (t) = ρ(t/ε)ε −1 , for ε ∈ (0, 1]. For each 0 ≤ t <t ≤ T , put
, applying relation (3.25) to test function h n (s)φ(x) and letting n tend to infinity, one gets
In particular, we have u(T, ·), φ = 0 a.s., which together with the arbitrariness of φ implies u(T, ·) = 0, P ⊗ dx-a.e. In a similar way to the proof of [22, Theorem 1.1] for the Itô-Kunita formula, we have
To the end, we take φ ≥ 0. Then ( u(t, · + X σ t ), φ ) t∈[0,T ] is a continuous nonnegative supermartingale. Hence, for any 0 ≤ t 0 ≤ t 1 ≤ T , it holds
which together with the arbitrariness of φ implies
Obviously, relation (3.11) holds and in view of the σ-quasi-continuity of u, for almost every
is a nonnegative supermartingale. Then it follows that
Hence, u is a regular σ-potential.
In 
We are ready to introduce the family of random measures which involve in the notion of the weak solution for stochastic HJB equations. In view of Definition 3.3, we see that each regular σ-measure corresponds to a regular σ-potential u such that relation (iii) of of Theorem 3.5 holds. On the other hand, from Corollary 3.7, we conclude that the corresponding regular σ-potential can be precisely expressed via (3.27) in terms of the measure. Therefore, the correspondence between the regular σ-potential and regular σ-measure is a bijection. Moreover, by Theorem 3.5 and Proposition 3.6, the regular σ-potential as well as the regular σ-measure is equivalently characterized via BSDE and in a variational way respectively.
Monotonic convergence theorem
Proposition 3.8. Let {u n ; n ∈ N 0 } be a sequence of regular σ-potentials converging up to some u. Assume further that u(t, x + X σ t ) is P ⊗ dx-a.e. continuous with
Then u is a regular σ-potential.
Proof. First, Dini's Theorem yields that
from which it follows by Lemma 3.1 that u is σ-quasi-continuous. Let (ψ n , K n ) be the couple associated with u n . Then
By Itô's formula, we have
which together with (3.29) implies
with C being independent of n. For n > l, putting (δ nl u, δ nl v, δ nl K) = (u n −u l , ψ n −ψ l , K n −K l ) and applying Itô's formula again, we have by the monotonicity of u n and (3.30)
Denote by ψ + Duσ the limit of
On the other hand, since
it follows by Doob's inequality that
Dδ nl uσ(s)+δ nl ψ(s) 2 ds which converges to zero as n and l tend to infinity. Denote by K the limit of K n . It follows that
Hence, u is a regular σ-potential by Theorem 3.5.
In Proposition 3.8, we write directly the limit of the form u(t, x + X σ t ). In fact, this can be derived directly from the norm-equivalence relation (3.2) and the domination convergence theorem. In what follows, we will omit such kind of arguments for simplicity.
(O1) ξ ∈ L 2 (L 2 ) with t → ξ(ω, t, x + X σ t ) being P ⊗ dx-a.e. continuous on [0, T ] and
For each process ξ satisfying (O1), we define the Snell envelope E(ξ) by
where
with J being the set of all the stopping times dominated by T .
Proposition 3.9. For each process ξ satisfying (O1) with ξ(T ) ≤ 0 P ⊗ dx-a.e., one has E t (ξ) = u(t, x + X σ t ) with u being a regular σ-potential associated with some couple (ψ, µ) and
(For convenience, we will write u = E(ξ) in what follows.)
be the unique solution of BSPDE:
u n (T ) = 0. 
and u n is σ-quasi-continuous. Therefore, u n is a regular σ-potential. On the other hand, by the penalization method for the reflected BSDE [11, Page 719-723], u n converges up to u with u(t, x+ X σ t ) = E t (ξ) and u(t, x+ X σ t ) is a continuous process with E R d sup t∈[0,T ] |u(t, x+ X σ t )| 2 dx < ∞. Hence, u is a regular σ-potential associated with some couple (ψ, µ) by Proposition 3.8, and in view of (iii) and (iv) in Theorem 3.5, we further obtain (3.32) from the solution for reflected BSDEs.
An immediate consequence of Proposition 3.9 is the following corollary, which shows a sufficient condition for a random field to be a regular σ-potential. Corollary 3.10. Under the same hypothesis of Proposition 3.9, assume further that ξ(t, x+X σ t ) is a supermartingale for almost every x ∈ R d with ξ(T ) = 0. Then one has E(ξ) = ξ. Remark 3.2. If instead of (3.31), we consider the following optimal stopping problem:
by Proposition 3.9,û is a regular σ-potential associated with some couple (ψ, µ), and
Putting ψ =ψ +ψ, we conclude that the triple (u, ψ, µ) is a solution of the following degenerate reflected BSPDE:
(Skorohod condition) (3.34) in the following sense:
2 ) m ) and µ is a regular σ-measure; (2) reflected BSPDE (3.34) holds in the weak sense, i.e., for each ϕ ∈ D T and t ∈ [0, T ]
(3) u is σ-quasi-continuous, u(t, x) ≥ ξ(t, x) P ⊗ dt ⊗ dx-a.e. and the Skorohod condition of (3.34) holds.
In view of the uniqueness of solution for reflected BSDEs (see [11] ), one verifies the uniqueness of solution for reflected BSPDE (3.34) . In a similar way to Qiu and Wei [38] , one can obtain the existence and uniqueness of reflected BSPDE (3.34) associated with the external force H depending on u and ψ + Duσ in a nonlinear fashion. This seems to be new for reflected BSPDEs by dropping the super-parabolicity requirements in [38] . For the literature on reflected BSPDEs, we refer to Qiu and Wei [38] and references therein.
4 Solvability of stochastic HJB equation (1.1)
Associated control problem
Letting U be the admissible control set, we consider the following control problem
Then the dynamic cost functional is defined by
and the value function is given by
Then J(t, x,σ) is nonempty and for any J(t, x + Xσ t ;σ), J(t, x + Xσ t ;σ) ∈ J(t, x,σ), putting
one has γ ∈ U and
Hence, by [19, Theorem A.3] , there exists {σ n } n∈N 0 ⊂ U such that J(t, x + Xσ t ; σ n ) converges decreasingly to V (t, x + Xσ t ) with probability 1.
is a supermartingale, i.e., for any 0 ≤ t ≤t ≤ T ,
and there exists L 1 > 0 such that for any σ ∈ U
which verifies (4.4) as well as assertion (ii). Then we have for 0 ≤ t ≤t ≤ T ,
In a similar way, one proves the continuity of EV (t, x + Xσ t ) in t, which by the regularity of supermartingale implies the right continuity of V (t, x + Xσ t ). On the other hand, by the martingale representation theorem, E Ft V (t, x + Xσ t ) converges to V (t, x + Xσ t ) as t converges up tot, and this together with the above calculations implies the left continuity of V (t, x + Xσ t ) in t. Hence, (V (s, x + Xσ s )) s∈[0,T ] is a continuous process and we prove assertion (iii).
As for (iv), relation (4.5) follows obviously from Proposition 3.2, Corollary B.2 and the fact that V (t, x + X σ t ) ≤ J(t, x + X σ t ; σ) for any σ ∈ U . For any x, y ∈ R d , by definition of the value function, we have
from which one derives the α-Hölder continuity of V (t, x) and J(t, x; σ) in x. We complete the proof.
4.2 Existence and uniqueness of the weak solution for stochastic HJB equation (1.1)
2 ) m ) is said to be a weak solution of BSPDE (1.1), if for each σ ∈ U , u is σ-quasi-continuous and there exists a random Radon measure µ σ , such that for any ϕ ∈ D T ,
and the infimum of {µ σ } σ∈U vanishes in the sense that for each nonnegativeφ ∈ C ∞ c (R d ) and any (t, ε, σ) ∈ [0, T ] × (0, ∞) × U , there exist a sequence {σ i } ⊂ U and a standard partition
Remark 4.2. In view of Definition 4.1, we have for any (ϕ, σ) ∈ D T × U ,
Thus u(t), ϕ(t) is a semimartingale. From the Doob-Meyer decomposition theorem and the arbitrariness of ϕ, one concludes that ψ is uniquely determined by u in the weak solution for BSPDEs like (1.1). On the other hand, by Proposition 3.6, we see that for each σ ∈ U , J(t, x; σ) − u(t, x) is a regular σ-potential.
Theorem 4.2. Under assumption (A1), BSPDE (1.1) admits a unique weak solution (u, ψ) with u coinciding with the value function of (4.3) for stochastic optimal control problem (4.1).
Proof. Existence. Consider the value function V of (4.3) for stochastic optimal control problem (4.1). Put (u σ , ψ σ ) = S(σ, f, G) for σ ∈ U . One has u σ (t, x) = J(t, x; σ). In view of assertions (ii), (iii) and (iv) in Lemma 4.1, from Proposition 3.9 and Corollary 3.10 we deduce that u σ − V is a regular σ-potential, whose associated random Radon measure is denoted by µ σ . Denote the associated diffusion term by ψ which by Remark 4.2 is uniquely determined by V . Further by Proposition 3.6, we conclude the relation (4.6). For relation (4.7), we only give the proof for the case t = 0, since it follows similarly for t ∈ (0, T ].
For each ε ∈ (0, 1), choose the partition {ζ i } i∈N 0 of unity such that for each i ∈ N 0 , supp ζ i ⊂ B(x i , ε) for some x i ∈ R d , where B(x i , ε) denotes the open ball of radius ε centered at x i . By assertion (i) of Lemma 4.1, for each i ∈ N 0 we take σ i ∈ U such that |V (0, x i ) − J(0, x i ; σ i )| < ε. By the uniform Hölder continuity of V (t, x) and J(t, x; σ) in x, one has further |V (0, x) − J(0, x; σ i )| < (2L 1 + 1)ε α for any x ∈ R d . On the other hand, in view of Remark 3.1 one has
where K σ is the increasing process associated to the regular σ-measure µ σ (see (iii) of Theorem 3.5).
For the associated regular σ-measure µ σ , we have for any nonnegative
Hence, (V, ψ) is a weak solution to BSPDE (1.1).
Uniqueness. To prove the uniqueness, we need only verify that u coincides with the value function V for any solution (u, ψ) of BSPDE (1.1). In fact, by Definition 4.1 and Proposition 3.6, for each σ ∈ U one always has u(t, x) − J(t, x; σ) ≤ 0 and (J(t, x + X σ t ; σ) − u(t, x + X σ t )) t∈[0,T ] is a nonnegative continuous supermartingale. It is obvious that u(t, x) ≤ V (t, x), P ⊗ dt ⊗ dx-a.e. On the other hand, in view of (4.7), one has ϕ, i∈N 0
which together with the arbitrariness of (ε, ϕ) implies V (0, ·) = u(0, ·). In a similar way, one has further V (t, ·) = u(t, ·) for any t ∈ [0, T ]. This completes the proof.
An immediate consequence of Theorem 4.2 is the dynamic programming principle for the stochastic optimal control problems of non-Markovian type, which was established by Peng [32, Theorem 6.6 , Page 123] with a different method. 
On the regularity
In this section we shall study the partially non-Markovian case and derive certain regular properties. Rewrite the Wiener process W = (W ,W ) withW andW being two mutually independent and respectively, m 0 and m 1 dimensional Wiener processes.
Instead of BSPDE (1.1), we consider
Here and in the following, we adopt the decomposition σ = (σ,σ) withσ andσ valued in R n×m 0 and R n×m 1 respectively for the control σ, and associated with (W ,W ), we take
, and ω = (ω,ω) with ω ∈ Ω,ω ∈Ω andω ∈Ω.
Denote by {F t } t≥0 the natural filtration generated byW and augmented by all the P-null sets.
First, we shall show a measurability property of the value function V (t, x).
Lemma 4.4. Under assumptions (A1) and (A2), the value function V (t, x) defined by (4.3) is
which is the Cameron-Martin space associated with the Wiener processW . For any h ∈ H, we define the translation operator
It is obvious that τ h is a bijection and that it defines the probability transformation:
By Girsanov theorem, it follows that for any σ ∈ U , X σ (τ h ) = X σ(τ h ) and J(t, x; σ)(τ h ) = J(t, x; σ(τ h )), P-a.s. Taking into account the fact that {σ(τ h )|σ ∈ U } = U , one gets further that essinf σ∈U J(t, x; σ) (τ h ) = essinf σ∈U J(t, x; σ(τ h )) = essinf
Hence, V (t, x)(τ h ) = V (t, x) P-a.s. for any h ∈ H. In particular, for any continuous and bounded function Φ,
which together with the arbitrariness of (Φ, h) implies that V (t, x) is justF t -measurable.
Denote byŨ the set of all theF t -adapted elements of U . In a similar way to Lemma 4.4, one gets the following Corollary 4.5. Under assumptions (A1) and (A2), the cost functional J(t, x; σ) defined by In particular, BSPDE (1.1) can be written into the form of BSPDE (4.9) and if there exists
To study further the regularity of the solution (u, ψ) for BSPDE (1.1), we assume
Under assumptions (A1) and (A3), the control problem (4.1) is of Markovian type and has been extensively studied (see [13] and references therein). This can also be seen as a particular case of Proposition 4.6 with m 0 = 0 and m 1 = m.
Corollary 4.7. Under assumptions (A1) and (A3), for the unique weak solution (u, ψ) of BSPDE (1.1), u is deterministic and ψ ≡ 0 and for any non-random control σ, there holds the gradient estimate Duσ ∈ L 2 ((L 2 ) m 1 ). In particular, BSPDE (1.1) is equivalent to the following deterministic PDE
(4.10)
Remark 4.3. According to the viscosity solution theory for HJB equations (see [5, 13] for instance), PDE (4.10) admits a unique viscosity solution u which coincides with the value function V (t, x) and hence with the weak solution in the sense of Definition 4.1. In particular, if we assume further that there exists a positive constant κ such that for any σ ∈ U , σσ ′ > κI d×d , then PDE (4.10) is uniformly parabolic and by the regularity estimates of the viscosity solutions for fully nonlinear parabolic PDE (see [6, 20, 41, 42] ), there existsᾱ ∈ (0, 1)
, where the time-space Hölder space
is defined as usual. Then PDE holds in the classical sense and applying the Itô-Wentzell formula, we have for eachσ ∈ U ,
Whenσ chosen to be deterministic process, there holds ψσ ≡ 0 and PDE (4.10) also writes + f (t, x, σ) dt − ψ(t, x) dW t , (t, x) ∈ Q; 2) while throughout this work, the controlled leading coefficients of BSPDE (1.1) are assumed to be space-homogeneous and b ≡ 0 for simplicity. The key reason is that we need the norm equivalence relationship (3.2). Hence, to study the general case like BSPDE (5.2), one needs to verify the associated norm equivalence relationships under certain assumptions on b and σ.
We would postpone such generalizations along the above two lines to future work, as many additional technical efforts are needed.
A Generalized Itô-Wentzell formula by Krylov [21] Denote by D the space of real-valued Schwartz distributions on C ∞ c (R d ). By D we denote the set of all D-valued functions defined on Ω × [0, T ] such that, for any u ∈ D and φ ∈ C ∞ c , the Definition B.1. For a function u ∈ L p (H n p ), we write u ∈ H n p,∞ if (i) there exists A(u) ∈ F T ×B(R d ), P⊗dx(A(u)) = 0, such that for any (ω, x) ∈ Ω×R d \A(u), 
Consider functional
which satisfies: (i) for each (u, ψ) ∈ L p (H n p ) × (H n p,2 ) m , F (·, ·, u, ψ) ∈ L p (H n p ); (ii) there exists L 2 > 0 such that for any (u 1 , ψ 1 ), (u 2 , ψ 2 ) ∈ L p (H n p ) × (H n p,2 ) m ,
Given Ψ ∈ L p (Ω, F T ; H n p ), consider the BSDE −du(t, x) = F (t, x, u, ψ) dt − ψ(t, x) dW t , (t, x) ∈ Q, u(T, x) = Ψ(x), In fact, the above proposition is generalized from [7, Lemmas 3.1 and 3.2] where F is independent of u and ψ. Since the proof is just a standard application of Picard iteration for the BSDE theory (see [12, 30] Moreover, for this solution, one has
with C depending on T and L 2 .
Remark B.1. Corollary B.2 seems to be an interesting complement for the existing literature on degenerate BSPDEs (for instance, see [9, 16, 17, 25, 26] ). Indeed, n herein is allowed to be any real number and for the solution, (1 − ∆) n/2 u(t, x + X σ t ) is P ⊗ dx-a.e. time-continuous, and especially, when n = 0, the associated estimate on u(t, x + X σ t ) leads to the σ-quasi-continuity of u in Proposition 3.3.
