Introduction
A Salem number is an algebraic integer λ > 1 which is conjugate to 1/λ, and whose remaining conjugates lie on S 1 . There is a unique minimum Salem number λ d of degree d for each even d. The smallest known Salem number, λ 10 ≈ 1.17628, was discovered by Lehmer in 1933 [Leh] .
Salem numbers arise naturally in dynamics. For example, let F : X → X be a holomorphic automorphism of a compact, connected, complex surface. Then the topological entropy h(F ) is the log of a Salem number, provided h(F ) > 0. However it is not known which Salem numbers can be realized by surface automorphisms.
In [Mc3, Thm A.1] we show h(F ) ≥ log λ 10 ≈ 0.162357 for all surface automorphisms. This bound can be regarded as a spectral gap, since exp(h(F )) is also the unique eigenvalue of F |H 2 (X, C) lying outside the unit disk.
In this paper we show that the bottom of the entropy spectrum is attained on a projective K3 surface. Theorem 1.1 There exists an automorphism of a projective K3 surface with entropy h(F ) = log λ 10 .
In fact we will construct two such examples ( §7).
Synthesis. More generally, this paper provides a strategy for building a projective K3 surface, together with an automorphism, out of a given Salem number. To illustrate the breadth of the method, we also show: The strategy for synthesis combines ideas from integer programming with the theory of lattices, number fields and reflection groups. The same methods should shed light on the general theory of K3 surfaces with infinite automorphism groups. The analysis frequently covers all cases, so that when it fails we can conclude that no automorphism of the given type exists.
Algebraic models. Our constructions rely on Hodge theory, so they do not explicitly describe X as a projective variety. It is an interesting challenge to find algebraic equations for X, given its Hodge structure. Note that X has no F -invariant polarization, since h(F ) > 0.
In §10 and §11 we discuss a candidate for an automorphism with an explicit model for both its intrinsic Hodge theory and its extrinsic projective geometry. The algebraic model for this example, with entropy log λ 8 , was discovered by Bedford and Kim in their work on linear recursions [BK2] . In this example F comes from a birational automorphism of P 3 , which preserves a singular quartic surface whose blowup gives X.
Glue groups and positivity. Our investigations are guided by the following constraints on the Hodge theory of an automorphism.
Let λ be a Salem number with minimal polynomial S(x), and let F : X → X be a projective K3 surface automorphism with h(F ) = log λ. Then the characteristic polynomial of F |H 2 (X, Z) is given by S(x)C(x), where C(x) is a product of cyclotomic polynomials. The Salem factor L = Ker(S(F )) ⊂ H 2 (X, Z)
is a sublattice of Pic(X), and the sum L ⊕ L ⊥ has finite index in H 2 (X, Z).
The map F |L ⊥ has finite order. The unimodularity of H 2 (X, Z) yields an isomorphism of glue groups
respecting the action of F . (Here G(L) = L * /L measures the failure of L itself to be unimodular; see §4.) It follows that S(x) and C(x) have a common factor modulo any prime dividing det Pic(L) = |G(Pic(L))|.
The possible values of these feasible primes are readily computed from S(x); for example, when λ = λ 10 the feasible primes are p = 3, 5, 13, 23 and 29. These bounds on the glue group suggest that the Salem factor L should be large (nearly unimodular). At the same time, F | Pic(X) ⊃ L must be positive -it must preserve a chamber in the subdivision of hyperbolic space H r−1 defined by the nodal roots in Pic(X) (curves with C 2 = −2). This chamber will form the Kähler cone for X. Positivity suggests that L should be small (have few roots).
Our strategy is to use these competing constraints to guide the search for a model of the lattice automorphism F |H 2 (X, Z) with an invariant Hodge structure. By well-known results, each Hodge structure gives a unique K3 surface X ( §6). The critical step is then to test if F |H 1,1 (X) preserves the Kähler cone. If it does, then F can be realized by an automorphism of X, and the construction is complete.
It is difficult in general to find the nodal roots in Pic(X). To certify that F preserves the Kähler cone, we use instead an integer linear programming algorithm ( §3), which greatly expands the scope of our constructions.
Notes and references.
Lehmer's number appears in a variety of contexts, ranging from pretzel knots to Coxeter groups (see e.g. [Hir] , [Mc1] ). For mapping-classes with small entropy on real surfaces, see [LT] .
The lower bound h(F ) ≥ log λ 10 can also be achieved on rational surfaces [BK1] , [Mc3] and on non-projective K3 surfaces [Mc4] , but not on Enriques surfaces [Og2] , complex tori [Mc4, Thm 1.3] , or any other types of surfaces [Ca] . In [Ue] , the entropy spectrum for rational surfaces is shown to coincide with the Weyl group spectrum.
Automorphisms with positive entropy on non-projective K3 surfaces are studied in [Mc2] , [GM] , [Og2] and [Mc4] . An unexpected application is a simply-connected counterexample to the Kodaira conjecture [Og1, Thm 5.3] .
The theory of finite groups acting on K3 surfaces was pioneered by Nikulin [Nik1] , also using glue groups [Nik2] . Connections between these finite groups and Mathieu groups are discussed in [Ko] and [Mu] . Rational points and height functions associated to K3 surface automorphisms with positive entropy are discussed in [Sil] and [Wa] .
Background on complex K3 surfaces can be found in [BPV] and [Bv] . For more on glue groups, lattices, roots and reflection groups, see e.g. [Nik2] , [CoS] , [Hum] , [Bou] and [Mc4, [2] [3] [4] . A useful survey of surface automorphisms and reflection groups appears in [Dol] .
I would like to thank E. Bedford and B. Gross for useful conversations related to this work.
Notation. The field with p elements will be denoted by F p , and the kth cyclotomic polynomial (of degree φ(k)) by C k (x). The spectral radius of a linear map, denoted λ(f ), is the maximum modulus of the eigenvalues of f .
Lattices and positivity
In this section we discuss roots, lattices and positive automorphisms.
Lattices. A lattice L of rank r is a free abelian group L ∼ = Z r , equipped with a symmetric bilinear form x, y taking values in Z. For brevity we will write x 2 = x, x . A lattice is unimodular if its bilinear form gives an isomorphism between L and L * = Hom(L, Z).
We say L is even if x 2 ∈ 2Z for all x ∈ L. The roots of an even lattice are the elements y ∈ L with y 2 = 2. The set of roots will be denoted Φ.
A bijective map from one lattice to another is an isometry if it preserves the inner product and group structure.
There is a unique even, unimodular lattice II p,q of signature (p, q) for each p, q ≥ 1 with p ≡ q mod 8 [MH] , [Ser, §5] .
Positivity. For the remainder of this section, we assume that L is even and that V = L ⊗ R contains at least one positive-definite hyperplane. Then either V is nondegenerate, with signature (n + 1, 0) or (n, 1), or rad(V ) = {x ∈ V : x, y = 0 ∀y ∈ V } is 1-dimensional and V /rad(V ) has signature (n, 0). We refer to these three possibilities as the spherical, hyperbolic and Euclidean cases respectively. A nonzero element φ ∈ V * = Hom(V, R) is positive (φ ≫ 0) if Ker φ is a positive-definite subspace of V . We say an orthogonal transformation f ∈ O(L) is positive if there is a φ ≫ 0 such that Φ ∩ Ker φ = ∅ and the corresponding positive root system
Geometric action. For a more geometric formulation of positivity, we associate to the lattice L the connected homogeneous space
in the spherical, hyperbolic and Euclidean cases respectively. (In the last case rad(V ) = Re). Using the bilinear form, X can be identified with a component of V * + /R + , where V * + = {φ ∈ V * : φ ≫ 0}. Chambers and the Weyl group. In all three cases, O(L) acts isometrically on X with its natural spherical, hyperbolic or Euclidean metric, preserving the locally finite system of root hyperplanes defined by y ⊥ for y ∈ Φ. These hyperplanes cut X into open, convex chambers.
Let O + (L) ⊂ O(L) denote the subgroup stabilizing each component of the light cone V 0 = {x ∈ V : x = 0, x 2 = 0}. In the hyperbolic case, these are the maps that do not reverse the direction of time; in the spherical case,
The group W (L) acts simply transitively on the chambers of X [Bou, V.4] , [Hum, §5.13] .
Invariant chambers. In geometric terms we can now assert:
and f stabilizes one of the chambers of X = S n , H n or R n .
Indeed, to say that f stabilizes the chamber containing an element [φ] , φ ≫ 0 , is exactly to say that the positive root systems determined by φ and f (φ) are the same.
Obstructing roots. Here is a dual perspective on positivity. Given f ∈ O + (L), we say y ∈ Φ is an obstructing root for f if there is no φ ≫ 0 such that φ(f i (y)) > 0 for all i ∈ Z.
We say y is a cyclic root if
for some i > 0. Clearly cyclic roots are obstructing. In the spherical case, conversely, every obstructing root is cyclic. These roots correspond to the finitely many hyperplanes y ⊥ that contain the fixed points of f |S n . For a more general example, suppose L is hyperbolic and f ∈ O + (L) is a translation along a geodesic γ ⊂ H n . Then the obstructing roots consist of the cyclic roots and the roots whose hyperplanes y ⊥ cross γ. (The closure of any f -invariant chamber must contain γ, so f cannot be positive in the presence of such a root).
is positive if and only if it has no obstructing roots. The set of obstructing roots, modulo the action of f , is finite.
Proof. We sketch the proof in two typical cases. First suppose L is spherical. Then the set of roots is finite. Moreover, f is positive unless its fixed-point locus on S n is entirely contained in a root hyperplane; but then this hyperplane gives an obstructing root. Now suppose L is hyperbolic, and f is given by translation along a hyperbolic geodesic γ. Then every obstructing root hyperplane y ⊥ either contains γ or crosses it. Since γ ⊥ ⊂ V is positive-definite, the root hyperplanes containing γ form a finite set; and since f |γ has a compact fundamental domain, the root hyperplanes crossing γ form a finite set up to the action of f .
Suppose there is no obstructing root. Let Φ 0 denote the roots whose hyperplanes contain γ, and let Φ 1 denote those whose hyperplanes are disjoint from γ; then Φ = Φ 0 ∪ Φ 1 . By the spherical case, there is a f -invariant component C 0 of the region H n − {y ⊥ : y ∈ Φ 0 }. It satisfies γ ⊂ C 0 . There is also a unique f -invariant component C 1 of the region H n − {y ⊥ : y ∈ Φ 1 } containing γ. Then C 1 ∩ C 0 gives the desired f -invariant chamber in H n .
The remaining cases are similar.
Infinitely generated Weyl groups. In the sequel we will be concerned mostly with the case of a positive map f : L → L given by translation along a hyperbolic geodesic γ ⊂ X ∼ = H n . Usually γ will lie in the interior of its invariant chamber. By invariance under f , this chamber either has infinitely many faces or none at all. Thus the Weyl group W (L) is either trivial or infinitely generated. An example where W (L) is infinitely generated is shown in the bottom frame of Figure 1 in §3.
Tests for positivity
Let L be an even lattice of spherical, hyperbolic or Euclidean type. This section gives two useful criteria for an element f ∈ O + (L) to be positive. Here is a useful test for positivity of f ∈ W (L) on a sublattice M ⊂ L. To formulate it, first choose a chamber C ⊂ X cut out by the root hyperplanes of L, and let S ⊂ W (L) be the set of reflections through the codimension one faces of C. These fundamental reflections generate W (L).
Proof. Let C 0 be the chamber defining S.
gives a chain of adjacent chambers joining C 0 to C n = f (C 0 ). Since C 0 and s i (C 0 ) meet along the hyperplane y ⊥ i , we find C i−1 and C i are adjacent along z ⊥ i . Now pass to the sublattice M of L, which has fewer roots and hence larger chambers than L. There is a unique chamber D 0 of M containing C 0 .
Since z i ∈ M , there is no root hyperplane for M separating C i−1 from C i , and hence the full chain of chambers C 1 , . . . , C n = f (C 0 ) is contained in D 0 . Consequently f (D 0 ) = D 0 , and therefore f is positive on M .
Remarks. The proof also shows that the obstructing roots for f |L are contained among the f -orbits of the roots z 1 , . . . , z n , up to sign. An important special case arises when S = {s 1 , . . . , s n }; then f is a Coxeter element for W (L), and the test above characterized those M such that f |M is positive, since every z i is an obstructing root.
Test II: Linear programming. For the second test, assume L is hyperbolic, f ∈ O + (L) and the spectral radius of f satisfies λ(f ) > 1. Then the action of f on V = L ⊗ R is semisimple, and its characteristic polynomial factors over Z as a product
where S(x) is a Salem polynomial and C(x) is a product of cyclotomic polynomials.
It is easy to check if f has a cyclic root y. Indeed, these y correspond exactly to the roots in the lattice L 0 ⊂ L annihilated by C 0 (f ), the product of the factors C(x) other than (x − 1). Since L 0 is positive-definite, the minimum m ≥ 2 of y 2 over nonzero y ∈ L 0 is readily computed, and f has a cyclic root iff m = 2.
Let us assume f has no cyclic root. It remains to check if there is a root whose hyperplane crosses the axis γ of f . These can be often be ruled out by solving the following integer linear programming problem.
Let a = f +f −1 and let A = R[a] ⊂ End(V ) be the algebra of self-adjoint endomorphisms of V = L ⊗ R generated by a. Each x ∈ L determines a 'pure state' on the algebra A by
By taking the additive groups these generate, we obtain the lattice of 'mixed states'
A general element of M has the form a i ψ x i , a i ∈ Z, x i ∈ L. Using the fact that 2 ae i , e j = ψ e i +e j (a) − ψ e i (a) − ψ e j (a), we find:
is a basis for L, then the elements of the form ψ e i and ψ e i +e j span the lattice M .
Let τ 1 > τ 2 > · · · > τ r denote the eigenvalues of a, and let p i ∈ A be the corresponding projections, so p 2 i = p i , ap i = τ i p i and
Since V has signature (n, 1), the first summand V 1 has signature (1, 1) and the remaining summands are positive definite. Indeed,
Let µ(f ) denote the solution to the following integer linear programming problem:
Minimize ψ(1) over ψ ∈ M subject to the conditions ψ(p 1 ) > 0 and ψ(p i ) ≥ 0 for i > 1.
Since ψ(1) = ψ(p i ), we have µ(f ) > 0. We may now state:
Proof. Let ψ = ψ y ∈ M where y is an obstructing root for f . Then y ⊥ must cross the axis of f . This means exactly that ψ(p 1 ) > 0. For i ≥ 2 we also have ψ(p i ) = p i y, y ≥ 0, since V i is positive definite. Thus ψ ∈ M gives a feasible lattice point for the linear program, and hence µ(f ) ≤ ψ(1) = y 2 = 2.
Examples in the hyperbolic plane. To illustrate these ideas, consider the root lattice L of signature (2, 1) with Coxeter diagram
or equivalently with Gram matrix
The Weyl group for this lattice is the (2, 3, ∞) triangle group, commensurable to PSL 2 (Z). The Coxeter element
Translation along the diagonal geodesic γ is obstructed in the first two cases, but not in the third; there, γ is contained in a single, infinite-sided chamber.
gives an element of Weyl group with spectral radius λ(f ) = (3 + √ 5)/2 > 1. The corresponding root hyperplanes in H 2 are shown at the top of Figure  1 , together with the geodesic γ stabilized by f . The fundamental roots (e 1 , e 2 , e 3 ) define the sides of a single chamber, and all three are obstructing roots for f .
For a second example, consider the f -invariant sublattice (f −3)(L). The map f is still not positive on this sublattice; while the obstructing roots e 1 and e 3 have been removed, the obstruction e 2 = (f − 3)(e 1 + e 2 + 2e 3 ) remains. The corresponding hyperplanes crossing γ are shown in the middle frame of Figure 1 .
Finally consider the lattice (f +2)(L), whose root hyperplanes are shown at the bottom of Figure 1 . This sublattice of L is disjoint from {e 1 , e 2 , e 3 }, so the action of f is now positive by test I above.
Positivity can also be verified by test II. The self-adjoint map a = f + f −1 has minimal polynomial (x − 3)(x + 2), with projections (p 1 , p 2 ) = ((a + 2)/5, (3 − a)/5) corresponding to its eigenvalues (3, −2). These projections give coordinates ψ = (ψ 1 , ψ 2 ) = (ψ(p 1 ), ψ(p 2 )) on M , and our linear programming problem is to minimize ψ 1 + ψ 2 subject to ψ 1 > 0 and ψ 2 ≥ 0. Using Proposition 3.2 and lattice reduction, we find M = Z(0, 2) ⊕ Z(22/5, −2/5) (see Figure 2 ). Hence the constrained minimum of ψ 1 + ψ 2 is µ(f ) = 6, achieved at ψ = (22/5, 8/5) ∈ M . Remarks. In this example, it happens that there is 'pure state' ψ y with y ∈ (f + 2)L realizing µ(f ), namely y = (1, 7, 4) . This need not happen in general; sometimes we have µ(f ) = 2 even though f is positive.
The integer linear programming problems arising in this paper are quite tractable, although the general problem is NP-hard. For more on integer optimization algorithms, see e.g. [PS] and [NW] .
Glue
In this section we discuss the glue group of a lattice, its use in synthesizing lattice isometries, and the relation to resultants. All lattices L will be nondegenerate.
Glue groups. The inner product on a lattice
where
It comes equipped with a nondegenerate fractional form x, y taking values in Q/Z, characterized by x, y ≡ x, y mod 1
is an integral basis for L with Gram matrix B ij = e i , e j , then the glue group has order
Any isometry f : L 1 → L 2 descends to a map between glue groups which we will denote by f :
The group G(L) plays a fundamental role in classifying extensions of L. Namely, integral lattices with L ⊂ M ⊂ L * correspond bijectively to isotropic subgroups M ⊂ G(L). For more details see e.g. [Nik2] , [CoS] and [Mc4, [2] [3] [4] .
This condition guarantees that
is isotropic, and hence φ determines a lattice
Any primitive extension arises in this way.
Similarly, equivariant gluing maps allow one to glue together isometries; we have a natural correspondence:
Primary decomposition. The glue group can be written canonically as an orthogonal direct sum of p-groups,
where p ranges over the primes dividing det(L). The fractional form on G(L) p takes values in (p −e Z)/Z for some e.
In the special case where every element of G(L) p has order p, we can regard G(L) p as a vector space over F p , and consider the fractional form as an inner product with values in (
Here is a useful a criterion for certain lattice automorphisms to automatically glue together [Mc4, Thm. 3.1] .
, 2 be a pair of lattice isometries, and let p be a prime. Suppose
is a separable polynomial, with S(1)S(−1) = 0.
Then there is a gluing map φ :
Resultants. Let P, Q ∈ Z[x] be a pair of monic polynomials with no common zeros in C. The resultant of P and Q is the integer given by
The main property of the resultant we will use below is:
(P (x) and Q(x) have a common factor in F p [x]) ⇐⇒ (p| res(P, Q)).
Proposition 4.2 Let f : G → G be an endomorphism of a finite abelian group, and suppose P (f ) = Q(f ) = 0 for a pair of relatively prime polynomials P, Q ∈ Z[x]. Then any prime dividing |G| also divides res(P, Q).
Proof. If p divides |G| then the minimal polynomial of f acting on the F p -vector space G/pG must divide P (x) and Q(x). Thus P and Q have a common factor mod p.
Controlling the glue group. Now let f : L → L be an isometry, and let
where gcd(P 1 , P 2 ) = 1. Let L i = Ker(P i (f )|L). The next result controls the glue group in terms of these two polynomials.
Proof. Since L is unimodular, it determines a gluing isomorphism φ :
, so we may apply the preceding result.
This result leads to a constraint on K3 surface automorphisms formulated in Theorem 6.2.
Lattices in number fields
In this section we discuss lattice automorphisms canonically associated to irreducible reciprocal polynomials.
Dynamics and twists. An
This operation preserves even lattices [Mc4, Prop 4.1] . It is easy to see that if L is unimodular, then the glue group of its twist satisfies
Number fields. Now assume
(which we can regard as a ring of endomorphisms of L ⊗ Q) is a quadratic extension of
If u is a unit in the ring of integers O K , then the map x → ux gives an isomorphism between L(uu ′ a) and L(a) as P (x)-lattices. Since the cokernel of the norm map N :
As we have seen in Theorem 4.1, to construct gluings it is helpful if the primary components G(L) p of the glue group have exponent p. Here is one way this can be achieved.
and (a) ⊂ O K factors as a product of distinct prime ideals. Then G(L(a)) p is a vector space over F p for every prime p ∈ Z.
Proof. Since O K is a Dedekind domain, L is an invertible O K -module, and our assumptions on a imply that
is product of finite fields. Those fields F p n which contribute to G(L(a)) p are vector spaces over F p .
The principal lattice of a polynomial. We define the principal
with the inner product
1 are the roots of P (x). The action of f 0 is given by multiplication by x. The lattice L 0 is even, with
We say P (x) is unramified if L 0 is unimodular. This implies that K/k is an unramified field extension [GM, Prop. 3.1] .
The lattice L 0 has signature (e, e) + (p, −p) + (−q, q), where p (resp. q) is the number of τ ∈ (−2, 2) such that R ′ (τ ) > 0 (respectively < 0). For more details, see [Mc2, §8] ,
be an irreducible reciprocal polynomial, and let K = Q(x)/P (x). We say P (x) is simple if Z[x]/P (x) is the full ring of integers O K , the class number h(K) = 1, and |P (1) Theorem 5.2 Let P (x) be a simple reciprocal polynomial. Then every P (x)-lattice is isomorphic to a twist L 0 (a) of the principal lattice.
Proof. The inner product on the principal
By our simplicity assumption, this norm is square-free. Now let (L, f ) be another P (x)-lattice. Since h(K) = 1, (L, f ) is isomorphic as a module to (L 0 , f 0 ). Thus L determines a second f 0 -invariant inner product on L 0 which has the form g 1 , g 2 = ag 1 , g 2 0 for some element a ∈ k. Since this inner product take integers values, we have a ∈ b −1 O K .
We claim a ∈ O k . To see this, write the fractional ideal a O k as a ratio IJ −1 of relatively prime ordinary ideals in O k . We can also write a as a ratio c/d of relatively prime elements of O K , where d|b.
Since d|b and N K Q (b) is square free, this implies that d is a unit and hence a ∈ O k .
The assumption of simplicity then implies a ∈ Z[f 0 + f
Prime twists of degree one. It is often advantageous to twist L 0 by primes a ∈ O k of degree one over Q, to keep the glue group small. Such primes can be located by factoring R(n) = N k Q (n − x). For example, the minimal polynomial R(y) = y 5 + y 4 − 5y 3 − 5y 2 + 4y + 3 for λ 10 + λ −1 10 satisfies R(−10) = −23 · 3719, indicating (since h(k) = 1) that y + 10 is divisible by a prime of degree one over p = 23 in O k . This prime will play an important role in §7.
Dynamics on K3 surfaces
This section discusses K3 surfaces and their automorphisms, with the emphasis on the arithmetic of the Salem factor of F |H 2 (X, Z) (see Theorem 6.2).
K3 surfaces. A K3 surface X is a simply-connected compact complex surface with trivial canonical bundle. The intersection form makes H 2 (X, Z) into an even unimodular lattice of signature (3, 19) . The Hodge decomposition
expresses H 2 (X) as the orthogonal direct sum of Hermitian spaces of signatures (2, 0) and (1, 19) respectively. Its Picard group is the lattice
Automorphisms. Let F : X → X be a holomorphic automorphism of a K3 surface. Then F preserves the Hodge structure on H 2 (X) and the lattice Pic(X); in particular, F is conjugate into O(1, 19) × O(2, 0). Two useful invariants of F |H 2 (X) are its spectral radius λ(F ) and its determinant δ(F ) = Tr F |H 2,0 (X). These satisfy λ(F ) ≥ 1 and |δ(F )| = 1; when X is projective, δ(F ) is a root of unity. The topological entropy of F is given by h(F ) = log λ(F ) [Gr, p. 233] .
Positivity and the Kähler cone. The Picard group with reversed sign, Pic(X)(−1), is a hyperbolic lattice when X is projective; otherwise, it is Euclidean or spherical (in the sense of §2). 1 The roots (which correspond to nodal curves) cut H 19 ⊂ PH 1,1 (X) into chambers, one of which is the Kähler cone for X.
Since the Kähler cone is preserved, F | Pic(X)(−1) is positive.
Synthesis of automorphisms. Let f : II 3,19 → II 3,19 be an automorphism of an even, unimodular lattice of signature (3, 19) . We say f is realized by a K3 surface automorphism F : X → X if there is a lattice isomorphism II 3,19 ∼ = H 2 (X, Z) sending f to F . As is well-known, the Torelli theorem and surjectivity of the period mapping for K3 surfaces show that the properties of F |H 2 (X) mentioned above characterize the realizable actions.
Theorem 6.1 An isometry f ∈ O (II 3, 19 ) is realizable by a K3 surface automorphism iff there is a f -invariant plane T ⊂ II 3,19 ⊗R such that 1. T has signature (2, 0); 2. f |T ∈ SO(T ); and 3. f |P (−1) is positive, where P = T ⊥ ∩ II 3,19 .
The realization can be chosen so that P ∼ = Pic(X) and
The proof is a straightforward modification of [Mc4, Thm 6.1] Projective surfaces. Let X be a projective K3 surface. Its Picard number is given by r = rank Pic(X) > 0. The lattice Pic(X) has signature (1, r − 1) and is spanned by algebraic curves. We let
denote the lattice of transcendental cycles; its inner product has signature (2, 20 − r). The full unimodular lattice
can then be described by gluing together the lattices of algebraic and transcendental cycles. In particular, we have a natural isomorphism
Feasible primes. Our main goal is to discuss which Salem numbers can be realized as λ(F ) for a projective K3 surface automorphism F . We begin by formulating some constraints on the problem. Let S(x) be a Salem polynomial of degree d, and recall that C k (x) denotes the kth cyclotomic polynomial, of degree φ(k). We say p ∈ Z is a feasible prime for S(x) if
Since the Euler function satisfies φ(k) > 20 for k > 66, the set of feasible primes is easily computed. These are just the primes such that S(x) and C k (x) have a common factor mod p.
Dimension of periodic maps. Let D(n) denote the minimum D ≥ 0 such that Z D admits an automorphism of period n ≥ 1; it is given by D(1) = 0,
is odd, and
in all other cases. In particular, D(n) → ∞ as n → ∞.
Positive entropy. Now let F : X → X be an automorphism of a K3 surface with positive entropy. Then F |H 2 (X) is semisimple, and we can write
where S(x) is a Salem polynomial of degree d and C(x) is a product of cyclotomic polynomials. In particular, λ(F ) is a Salem number. If X is projective then
is a sublattice of Pic(X) with signature (1, d − 1); otherwise, we have L ⊂ T(X) and its signature is (3, d − 3). We refer to F |L as the Salem factor of F .
Arithmetic of the Salem factor. We can now state several conditions that must be satisfied by the Salem factor of an automorphism F .
Theorem 6.2 Let F : L → L be the Salem factor for a K3 surface automorphism, and let S(x) = det(xI − F |L). Then:
1. The order of G(L) is divisible only by the feasible primes for S;
3. There exists a product of distinct cyclotomic polynomials C(x) such that C(F |G(L)) = 0 and deg(C) ≤ 22 − deg(S); and 4. If X is projective, then F |L(−1) is positive.
Proof. Part (1) follows from Theorem 4.3 and the factorization (6.1). Since H 2 (X, Z) is unimodular, F |G(L) and F |G(L ⊥ ) are conjugate; hence C(F |G(L)) = 0. Since F is semisimple, we can replace C with the minimal polynomial of F |L ⊥ , which has distinct prime factors. This gives (3), which implies (2). Finally if X is projective, then we have L ⊂ Pic(X) and hence F |L(−1) is positive.
Corollary 6.3 Only finitely many twists f |L(a) of a given lattice automorphism f |L can be realized as the Salem factors of K3 surface automorphisms.
Proof. We may assume S(x) = det(xI −f ) is a Salem polynomial. Suppose f |L(a) is realizable. Let P be a prime ideal in
There are only finitely many possibilities for P , since it must divide one of the feasible primes for S(x). Moreover, the period n(k) of f |L * /P k L divides the period of f |G(L(a)) ∼ = L * /aL, and hence D(n(k)) ≤ 22. Since f |L * has infinite order, we have n(k) → ∞ as k → ∞, so k is bounded for each P . This shows there are only finitely many possibilities for the factorization of a O K into prime ideals. Since L(u 2 a) and L(a) are isometric for any unit u ∈ O K , the result follows.
Remark. General results such as [BH, Thm 6 .9] guarantee there are only finitely many semisimple conjugacy classes [f ] ⊂ O(II 3,19 ) with a given spectral radius λ. We remark that (X, F ), polarized by its Salem factor L = Ker(S(F )), could also be studied from the point of view of mirror symmetry [Dol] .
Realizing Lehmer's number
Let S(x) denote the degree d = 10 Salem polynomial whose largest root is Lehmer's number, λ 10 ≈ 1.17628. In this section we will construct a projective K3 surface automorphism with λ(F ) = λ 10 . In fact we will give two constructions, illustrating the two tests of positivity described in §3. For the background on Coxeter groups and the A n and E n lattices used in the first construction, see e.g. [Hum] , [CoS] , or [Mc4, §2] .
Coxeter sublattice v(E 10 ) (9, 1) I. The Coxeter construction. The first construction is based on the fact that the E 10 root lattice is isomorphic to II 9,1 , and that the Coxeter element f 1 ∈ O(E 10 ) has spectral radius λ 10 (see [Mc1] ). By passing to a suitable sublattice L 1 ⊂ E 10 , we will show:
Theorem 7.1 There exists an automorphism F : X → X of a projective K3 surface such that Pic(X) has rank 12 and discriminant 11 · 23 2 , λ(F ) = λ 10 , and δ(F ) = exp(2πi/22).
The characteristic polynomial of F |H 2 (X) is given by S(x)C 22 (x)(x 2 − 1), where S(x) is the minimal polynomial for λ 10 . Field theory and twists. A model for F |H 2 (X, Z) will be constructed by gluing together three lattice isometries f i : L i → L i (see Figure 3) .
To motivate the construction, we note that S(x) is simple and its feasible primes (in the sense of §6) are 3, 5, 13, 23 and 29. For example, p = 23 is feasible because S(x) and C 22 (x) satisfy gcd(S(x), C 22 (x)) = (x + 4)(x + 6) (7.1) in F 23 [x] (and φ(22) = 10 ≤ 22 − d = 12). In fact, we have S(x) = (x + 4)(x + 6) x 4 + 18x 3 + 6x 2 + 4x + 22 · x 4 + 19x 3 + 17x 2 + 5x + 22 , (7.2) while C 22 (x) factors into linear terms (including the two above) because |F * 23 | = 22. The feasible primes of S(x) factor in K and k as shown in Figure 4 . The two primes in k lying over p = 23 split in K, while the rest are inert.
Coxeter groups. The Coxeter group W (E 10 ) ⊂ O(9, 1) has finite covolume, so the Coxeter element f 1 |E 10 is certainly obstructed (a finite volume chamber cannot be invariant under f 1 ∼ = Z.) To obtain positivity, we will pass to a sublattice
. Such a sublattice is isomorphic to the twist E 10 (a) where The first condition is necessary for realizability by Theorem 6.2. The second insures, by Proposition 5.1, that G(L 1 ) p is a vector space over F p for all p, which facilitates later gluing using Theorem 4.1.
By the second condition, the prime factors of a in O k must split in O K . Referring to Figure 4 , we see a can only be a product of primes in O k lying over p = 23.
Let v ∈ K be one of the primes of degree one lying over p = 23 (corresponding to one of the linear factors in equation (7.2)). Then a = vv σ = P (f 1 + f −1 1 ), where P (y) = 2y 4 − 2y 3 − 7y 2 + 3y + 5, as can be verified by computer algebra. With this choice of twist, equation (5.1) gives
and hence f 1 |G(L 1 ) has period 22. 2 Using test I of §3, a direct computation then shows:
The map f 1 |L 1 is positive.
The transcendental factor. The map f 1 |L 1 is a model for the Salem factor of F | Pic(X). We next construct a model f 2 |L 2 for the transcendental factor F | T(X). Since T(X) and Pic(X) must ultimately be glued together, equation (7.1) suggests we try taking L 2 to be the twisted Coxeter lattice
2 ], where f 2 is the negative of the Coxeter automorphism of A 10 . Then f 2 has period 22 and C 22 (f 2 ) = 0. Now G(A 10 ) ∼ = F 11 , with f 2 (x) = −x. To obtain the desired gluing with G(L 1 ) at p = 23, let b|23 be the prime in Z[f 2 + f −1 2 ] corresponding to the factor (4 + x)(6 + x) of C 22 (x) mod p. Explicitly, we take b = P (f 2 + f −1
2 ) where P (y) = −y 4 − y 3 + 2y 2 + y + 1. Then f 1 |G(L 1 ) p and f 2 |G(L 2 ) p have the same characteristic polynomial, namely (4 + x)(6 + x). It follows from Theorem 4.1 that there is a gluing map
intertwining the actions of f 1 and f 2 .
The explicit element b we have chosen does not factor as b = vv σ in Z[x]/C 22 (x); unlike a, it does not correspond to a sublattice. In addition, the prime b is initially only defined up to a unit; we have chosen the unit so that L 2 has signature (8, 2). The eigenspace of signature (0, 2) for f 2 will ultimately correspond to H 2,0 (X) ⊕ H 0,2 (X)., and the choice of unit determines which 22nd root of unity (up to complex conjugation) will be represented by δ(f ) = f |H 2,0 (X). The periodic Picard group. We must also deal with the remainder of the glue group G(L 2 ) 11 ∼ = F 11 . For this purpose let L 3 = Z[(1 + √ −11)/2] ⊂ C denote the ring of integers in Q( √ −11), with the norm of x = a + b √ −11 given by x 2 = 2a 2 + 22b 2 . Then L 3 is an even lattice of signature (2, 0) and determinant 11.
Let f 3 (a, b) = (a, −b) be the isometry of L 3 given by complex conjugation. Then G(L 3 ) ∼ = F 11 with f 3 (x) = −x. Clearly f 3 |L 3 is positive, since the smallest element in its −1 eigenspace is x = √ −11 with x 2 = 22. This lattice is a model for the periodic part of Pic(X).
Since −1 is not a square mod 11, there are two possible fractional forms on F 11 which differ by sign. One can check directly that G(L 2 ) 11 represents one of these forms, and that G(L 3 ) 11 represents the other. Thus there is a gluing map
This map intertwines the actions of f 2 and f 3 , since both are given by x → −x.
Assembly. We now use the gluing maps just constructed to assemble an
The assembly is summarized in Figure 3 .
Proof of Theorem 7.1. We claim that f |L(−1) is realizable by a K3 surface automorphism. To see this, let
2 with eigenvalue τ = 2 cos(2π/11). It is readily verified that T has signature (2, 0) and f |T is a rotation.
Since f 1 and f 3 are each positive, so is f |P (−1) by [Mc4, Thm 5.2] . Thus f |L(−1) is indeed realizable, and the given properties of F follow from the construction of L.
II. The two prime construction. Our second construction is based on a twist L 1 = E 10 (a) that does not correspond to a sublattice of E 10 . Instead, we use a product a = a 1 a 2 of the degree one primes in O k lying over p = 3 and p = 13. By gluing this lattice to two others, we will show: Theorem 7.2 There exists an automorphism F : X → X of a projective K3 surface such that Pic(X) has rank 16 and discriminant 7 · 13 2 , λ(F ) = λ 10 , and δ(F ) = exp(2πi5/14).
The characteristic polynomial of F |H 2 (X) is given by
Salem factor E 10 (a) (9, 1) The Salem factor. Let L 1 = E 10 (a) where a = P (f 1 + f −1 1 ) and P (y) = −2y 4 − y 3 + 8y 2 + 4y. Then a is the product a 1 a 2 of the degree one primes in O k which lie over p = 3 and p = 13. Both a 1 and a 2 are inert in K (see Figure 4) , so we have
13 . The map f 1 |G(L 1 ) p has period 4 for p = 3 and period 14 for p = 13.
The transcendental factor. The polynomials S(x) and C 14 (x) have the common factor 1+7x+x 2 mod p = 13. Motivated by this fact, let f 2 : L 2 → L 2 be the twist of the principal lattice for C 14 (x) given by a = P (f 2 + f −1
2 ), where P (y) = −2y 4 − y 3 + 8y 2 + 4y. Then we have
and using Proposition 4.1 we find there is a gluing map
intertwining f 1 and f 2 . We have also chosen a so that L 2 has signature (4, 2); it will correspond to the transcendental factor F | T(X).
The periodic Picard group. To deal with the remaining factors of G(L 1 ) and G(L 2 ), we use an isometry f 3 : L 3 → L 3 of a lattice with signature (6, 0) such that
The lattice L 3 is an extension of Z 2 (2) × Z(4) × Z 2 (6) × Z (14); and the map f 3 has order 1, 2, 4 and 2 on each of these factors. For a suitable choice of extension, we obtain gluing maps
respecting the actions of f 1 , f 2 and f 3 . Finally we let f = f 1 ⊕ f 2 ⊕ f 3 on the lattice L constructed using the three gluing maps above (see Figure 5 ).
Proof of Theorem 7.2. Test II of §3 readily shows that f |L 1 ⊕ φ 13 L 3 is positive. Then f |L(−1) is realizable by Theorem 6.1, and the properties of its realization F : X → X follow readily from the construction.
Remark: Integral twists. The Coxeter element f is obviously positive on E 10 (u) for all integers u > 1, since these lattices have no roots. However, none of these twists can be realized by K3 surface automorphisms, because the period n(u) of f |(E 10 (u)) is too large. Indeed, for u = 2, 3, 4, 5 . . . we have n(u) = 31, 164, 62, 1638, 5084 . . . and D(n(u)) = 30, 42, 30, 24, 72, . . .
It is for this reason we developed the more refined tests for positivity in §3.
The Artin symbol. Since S(x) is unramified, properties of the Artin symbol [GM, §5] imply that whenever E 10 (a) has signature (9, 1), the factorization of a ∈ O k must include an even number of inert primes. (See also [MH, App. 4] .) The twist a = a 1 a 2 chosen above is the only product of an even number of distinct inert primes that keeps the period of f |G(E 10 (a)) small enough for realizability.
General strategy
This section presents a general approach to constructing automorphisms, and applies it to realize λ 18 and λ 8 .
Strategy. Let S(x) be the minimal polynomial for a Salem number λ > 1. To construct a projective K3 surface automorphism with entropy log λ, proceed as follows.
2. Recall that S(x) determines a quadratic field extension K/k. For simplicity assume h(k) = 1 (this holds for all λ d with d ≤ 20). Find the feasible primes for S(x), and find the set P of their prime factors in O k .
3. Form the finite set A consisting of those a ∈ O k which are products of primes in P and which satisfy D(n) ≤ 22 − deg(S), where n is the period of f 1 |G (L 1 (a) ).
4. Replace A with the subset of a ∈ A such that C(f 1 )|G(L 1 (a)) = 0 for some product of distinct cyclotomic polynomials of degree ≤ 22 − deg(S).
Let U ⊂ O
× k denote a set of representatives for the units modulo squares. Replace A with the set of elements au ∈ AU such that the signature of L 1 (au) is (d − 1, 1) .
6. Replace A with the set of a ∈ A such that f 1 |L 1 (a) is positive by the linear programming test of §3.
7. Find an a ∈ A and a periodic automorphism f 2 : L 2 → L 2 that can be glued to (L 1 (a), f 1 ) to obtain a realizable automorphism f ∈ O(II 3,19 ).
All these steps are routine except the last. The last step often presents a well-circumscribed problem to be solved, since by then the required signature and determinant of L 2 are known, and the minimal polynomial of f 2 |L 2 must annihilate f 1 |G (L 1 (a) ). Once solved, Theorem 6.1 provides the desired map F : X → X.
Salem lattice II 17,1 (a) (17, 1) F 2
13
Period 12 lattice (2, 2) Figure 6 . Entropy log λ 18 with Picard number 18.
Degree 18. As a simple example, we will show:
Theorem 8.1 There exists an automorphism F : X → X of a projective K3 surface such that Pic(X) has rank 18 and discriminant 13 2 , λ(F ) = λ 18 , and δ(F ) = exp(2πi5/12).
The characteristic polynomial of F |H 2 (X) is given by S(x)C 12 (x), where S(x) is the minimal polynomial of λ 18 .
Proof. It turns out that it is simpler to realize λ 18 than λ 10 (see Figure 6 ). The feasible primes for S(x) are 7 and 13, but by the time we reach the final step of the strategy above, A contains (up to units) only the unique degree one prime a ∈ O k lying over p = 13. The period of f 1 |G (L 1 (a) ) is 12. The principal lattice (L 2 , f 2 ) of the cyclotomic polynomial C 12 (x) is isomorphic to the unimodular lattice II 2,2 [GM, Cor 7.2] ; with a suitable twist, it can be glued to L 1 (a) to obtain the desired map F .
Relation to Kummer surfaces. In this example the transcendental lattice T(X) is isomorphic to II 1,1 ⊕ II 1,1 (13). This implies, by [Mo, Cor 6.4] , that X admits an Inose-Shioda structure; that is, X maps with degree two to a Kummer surface. This structure may assist in finding a projective model for X; cf. [Ku] .
Relation to rational surfaces. The value h(F ) = log λ 18 cannot be realized on a rational surface. Indeed, on a rational surface we have h(F ) = log ρ(w) for some w in the Weyl group W (E n ) [Nag, p.283] , [DO, p.90, Thm. 2] ; but λ 18 cannot arise in this way by [Mc1, Thm 7.9 ].
Salem factor
Period 11 lattice (8, 2)
Period 2 lattice (4, 0) Figure 7 . Entropy log λ 8 with Picard number 12.
Degree 8. As a second demonstration of the strategy above, we will show:
Theorem 8.2 There exists an automorphism F : X → X of a projective K3 surface such that Pic(X) has rank 12 and discriminant 11 · 23 2 , λ(F ) = λ 8 , and δ(F ) = exp(2πi2/11).
where S(x) is the minimal polynomial for λ 8 .
Proof. The feasible primes for S(x) turn out to be 3, 7, 19, 23, 31 and 43 . In this case the principal lattice (L 1 , f 1 ) is not unimodular; in fact det(L 1 ) = 3. Let a ∈ O k be the degree one prime lying over p = 23, which splits in K.
(We have skipped p = 3 since it divides det(L 1 ), and skipped p = 7 and 19 because their degree one primes are inert in K.) Multiplying a by a suitable unit, we can arrange that L 1 (a) has signature (7, 1). Then f 1 |G(L 1 (a)) 23 has period 11 and characteristic polynomial (17 + x)(19 + x) mod 23. The same is true of f 2 |G(L 2 ) 23 if we take (L 2 , f 2 ) to be a suitable twist of the principal lattice for C 11 (x). Then Theorem 4.1 provides a map φ 12 which glues together L 1 (a) and L 2 at the prime p = 23. The result of this gluing
is not yet unimodular; it satisfies
To handle this, we choose a suitable period 2 map f 3 : L 3 → L 3 on a lattice of signature (4, 0) and discriminant 33. The proof is completed by gluing in this third lattice as in Figure 7 , and using test II to verify positivity.
Salem numbers of degree 10. The same methods can be applied to realize many other small Salem numbers. For example, we have used them to check that λ 10,k is realizable for k = 1, 2, 3, 4 and 9, where λ 10 = λ 10,1 < λ 10,2 < λ 10,3 · · · is the ordered list of Salem numbers of degree 10.
Computation and verification. In practice we use computer algebra to construct, using the strategy above, a pair of rank 22 integral matrices f and q such that f ∈ SO(q). We then independently validate the construction by checking that q is even, unimodular and of signature (3, 19) , and that f satisfies the conditions of Theorem 6.1.
Nonrealizable Salem numbers
In this section we show that the Salem numbers λ 14 , λ 16 and λ 20 cannot be realized, and use this fact to complete the proof of Theorem 1.2. 0 ] of possible choices for a. The only feasible prime for the Salem number λ 20 is p = 11. We also have det(L 0 ) = 11, and f 0 |L 0 is not positive, as can be shown by exhibiting an obstructing root. It turns out that h(k) = 1, and p = 11 factors in O k as a product p = a 1 a 2 of primes of degrees 1 and 9 respectively. We find |G(L 0 (a 1 ))| = 11 3 and f 0 |G(L 0 (a 1 )) has period n = 22. Since D(22) = 10 > 2 = 22 − deg(S), this value of a is ruled out, as is any a divisible by a 1 . The same reasoning applies to a 2 , and we conclude that λ 20 cannot be realized by an automorphism of a K3 surface.
Ruling out λ 16 . The feasible primes for λ 16 are 3 and 29, and det(f 0 |L 0 ) = 3. By period considerations as above, we find that the only twists L 0 (a) that can possibly be realized come from a = 1 and from the prime a|3 of degree one. But in both cases one can verify that f 0 |L 0 (a) is not positive (for any choice of unit) by exhibiting an obstructing root.
Ruling out λ 14 . This is the most complex example. The feasible primes are p = 5, 13, 19 and 41. Using positivity as in the case of λ 16 , we can rule out all twists except those coming from a suitable product a = a 1 a 2 of degree one primes dividing 5 and 19 respectively. For this product, L 0 (a) has the right signature and f 0 |L 0 (a) is positive. Moreover we find
The map f 0 on F 2 5 has period 6 and characteristic polynomial (1 + 4x + x 2 ); on F 2 19 , it has period 9 and characteristic polynomial (3 + x)(13 + x). Using these facts, we see that L 0 (a) must be glued to a lattice (L 1 , f 1 ) with det(xI − f 1 ) = C 6 (x)C 9 (x). Since C 6 (x) and C 9 (x) are both simple reciprocal polynomials (in the sense of §5), L 1 itself is obtained by gluing together twists of the principal lattices for C 6 and C 9 . These principal lattices both have determinant 3. Since 3 does not divide |G(L 1 )| = 5 2 19 2 , these principal lattices must be glued together at p = 3. But C 6 (x) and C 9 (x) have no common factor mod 3, so such a gluing is impossible. It follows that λ 14 cannot be realized by a K3 surface automorphism.
Proof of Theorem 1.2. The Salem numbers λ 2 and λ 4 arise as the spectral radii of a matrices in SL 2 (Z[ω]), ω 3 = 1 (see [Mc4, Thm 1.3] ). Thus they can be realized by automorphisms of the Kummer surface associated to the product of elliptic curves E × E, E = C/Z [ω] . The value λ 6 is realized by a projective K3 surface in [Mc4] , and the values λ 8 , λ 10 and λ 18 are realized in §7 and §8 above. (The value λ 8 is also realized in [BK2] by different methods.)
The values λ d for d = 14, 16 and 20 are ruled out by the discussion above, and λ d for d ≥ 22 cannot arise since the rank of Pic(X) is at most 20.
10 Entropy log λ 8 and Picard number 18
In this section we give another realization of λ 8 , using gluing at a power of a prime. This example is motivated by an explicit projective K3 surface automorphism with entropy log λ 8 , found by Bedford and Kim, which will be discussed in the section that follows.
Let S(x) be the Salem polynomial for λ 8 . We will show:
Theorem 10.1 There exists an automorphism F : X → X of a projective K3 surface such that Pic(X) has rank 18 and discriminant 3 6 , λ(F ) = λ 8 , and δ(F ) = exp(2πi/6).
The local ring. We begin by studying a model for the glue group which will arise later. Consider the local ring
Its unique maximal ideal m = (t) satisfies m 5 = 0. As an additive group with generators 1 and t, we have
The Galois involution t → t ′ = −t fixes a subring B ∼ = Z/27, and gives rise to a natural trace and norm on A with values in B.
The units of norm 1 in A × form a cyclic group of order 18, generated by f = t + 2. In terms of this unit, we find that
is a quotient of the ring of integers in K = Q(λ 8 ). Here f + 1 is a prime of norm 3 in O K .
Alternatively, letting g = −f , we can also regard
as a quotient of the group ring for Z/9. Note that
even though each term in the middle product is nonzero in A.
Fractional form. Since f f ′ = 1, multiplication by f preserves the symmetric bilinear form
Conversely, every nondegenerate f -invariant form on A with values in Z/27 can be expressed as n x, y for some n ∈ (Z/27) × .
The Salem factor. We proceed to the construction of a lattice automorphism of the type needed to prove Theorem 10.1. Let f 1 : L 1 → L 1 be the principal lattice for the degree 8 Salem polynomial S(x). Then det(L 1 ) = 3; indeed, the image of the inner product map
1 ) where P (y) = (y + 2) 2 (y 3 + y 2 − 2y − 1). (The cubic term is a unit.) Then a is an associate of (f 1 + 1) 4 in O K , and hence
In particular, f 1 has order 18 on the glue group. Because of our choice of unit, L 1 (a) has signature (7, 1) and the fractional form on G(L 1 (a)) represents 1/27 in Q/Z.
The group ring factor. Now let f 2 : L 2 → L 2 denote the action of multiplication by −g on the ring
with the usual unimodular inner product ( 8 0 a i g i ) 2 = a 2 i of signature (9, 0). Then f 2 also has order 18.
Letting b = 2f 2 2 − 1 + 2f
as well. Unfortunately L 2 (b) has signature (6, 3) and its inner product is odd. To remedy this, we multiply b by the element of norm 4 given by
2 ), where P (y) = 3y 2 − 2y − 4. Then L 2 (b) becomes an even form of signature (7, 2), with glue group
The fractional form on G(L 2 (b)) 3 represents −1/27, so it is the negative of the fractional form on G (L 1 (a) ). Thus we have a gluing map
This gluing produces an isometry
, which has signature (14, 3) and glue group G(L ′ 3 ) ∼ = Z/4. A small retreat. The characteristic polynomial for f 3 |L ′ 3 is (x 9 + 1)S(x). To facilitate later gluing, we pass to the sublattice
3 . Then L 3 has signature (13, 3) and G(L 3 ) ∼ = Z/27; moreover f 3 |G(L 3 ) has order 6.
Final gluing. To complete the construction, let h : A 2 → A 2 be the Coxeter automorphism of period 3, and let
with f 4 acting diagonally by (1, 1, −1, −1, −h). By adding glue to the direct sums above, we can extend
Gluing L 3 and L 4 together along Z/27, we obtain an even, unimodular lattice
with signature (19, 3), equipped with the action of f = f 3 ⊕ f 4 .
By construction, Q and T have signatures (17, 1) and (2, 2) respectively. Any negative vector v ∈ T generates an f -invariant subspace T 0 = v ⊕ Rf (v) of signature (0, 2); and for generic v, we have
Unfortunately the linear programming test fails to show f |P is positive. Instead, to verify positivity we regard P = P 1 ⊕ φ P 2 as the gluing of its Salem factor and its periodic factor. The linear programming test of §3 does show f |P 1 is positive; and by computing the lengths of minimum vectors, we find that f |P 2 is positive as well. By projecting P to P 2 ⊗ Q, one can verify that any root (y 1 , y 2 ) ∈ P which is not in P 1 ⊕ P 2 satisfies y 2 2 ≥ 2. These properties imply f |P is positive by [Mc4, Thm 5 .2]. Theorem 6.1 then gives a realization of f |L by an automorphism of a projective K3 surface, and its stated properties follows from the construction.
Salem factor of Pic(X) (7, 1)
Transcendental factor (2, 2)
Period 18 factor of Pic(X) (10, 0) Remarks. By varying the choice of T 0 , we obtain a 1-parameter family of projective K3 surface automorphisms satisfying the conditions of Theorem 10.1. The lattices L 3 and L 4 used in the construction of L above represent mixtures of Pic(X) and T(X). Another gluing description of F |H 2 (X), with its Picard and transcendental lattices separated, is shown in Figure 8 .
Although it has Picard number 18, the K3 surface X does not admit an Inose-Shioda structure; if it did, the glue group G(T(X)) ∼ = Z/3⊕Z/9⊕Z/27 would be generated by two elements [Mo, Cor 6.4] .
K3 surfaces in P 3
In this section we discuss the automorphism F : X → X of a K3 surface in P 3 given by explicit algebraic equations in [BK2] . This map is a candidate for a projective model of the automorphism F ′ : X ′ → X ′ with entropy log λ 8 constructed using Hodge theory in the proof of Theorem 10.1. We will show:
Theorem 11.1 The Salem factors of F and F ′ are isomorphic.
Dynamics on projective space. Let x = [x 0 , x 1 , x 2 , x 3 ] be coordinates on P 3 , let ω = (−1 + √ −3)/2, and let t = 0 be a complex parameter. Let α = (t, 0, ω, 1) and γ = (t, ω, 1, 0), and let x α = x · α and x γ = x · γ. For distinct indices i, j, k ∈ (0, 1, 2, 3, α, γ), let Σ i , Σ ij and Σ ijk ⊂ P 3 denote the plane, line and point defined by the equations x i = 0, x i = x j = 0 and x i = x j = x k = 0 respectively. Following [BK2] , we define a birational map F : P 3 → P 3 by
In affine coordinates, F simply gives the linear recursion (x, y, z) → y, z, t + ωy + z x .
The map F blows three planes down to lines or points, and blows up a point and two lines. More precisely, we have
, and Σ 023 → Σ 3
(Note: our Σ γ is denoted Σ C in [BK2] .)
K3 surfaces. It is easy to see that F leaves invariant the union of the coordinate hyperplanes, i.e. the quartic surface Z defined by x 0 x 1 x 2 x 3 = 0 in P 3 . By this we mean that the closed graph of F in P 3 × P 3 contains the graph of a birational automorphism F |Z : Z → Z. Remarkably, F also leaves invariant a unique irreducible quartic surface Y ⊂ P 3 . This invariant quartic can be compared to the invariant cubic C ⊂ P 2 that plays an important role in the study of dynamics on rational surfaces [BK1] , [Mc3] . Both Y and C are anticanonical divisors in their respective projective spaces.
The homogeneous quartic Q defining Y can be found by solving the linear system of equations (11.1) see [BK2, App. B] . The surface Y is smooth apart from nodes at Σ 012 , Σ 023 and the two fixed points of f . Blowing up these four points yields a smooth K3 surface X. The proper transforms of the first two nodes will be denoted by N 1 and N 3 , and the lift of F |Y to X will also be denoted F .
The base locus. The surfaces Y and Z generate a pencil of quartics in P 3 whose base locus B = Y ∩ Z consisting of nine plane curves: the four lines Σ 01 , Σ 03 , Σ 1α , Σ 3γ , and five conics Q 0 , Q 1 , Q 2 , Q ′ 2 , Q 3 with Q i ⊂ Σ i . We identify these curves with their strict transforms in X. Figure 9. Action of F on curves in P 3 .
A straightforward computation shows that under the action of F |X, we have
see Figure 9 . (This figure represents the 2-skeleton of a tetrahedron whose faces correspond to the planes Σ i and whose edges correspond to the lines Σ ij .) Note that the final curve, Σ 1α , lies in the indeterminacy locus for F on P 3 ; its image, as a curve on X, no longer lies in the base locus.
For simplicity of notation, let C i = f i−1 (Σ 3γ ) ⊂ X. Then (C 1 , . . . , C 8 ) = (Σ 3γ , Q 2 , . . . , N 3 ). Since the components of the base locus are conics and lines, it is easy to compute their intersection numbers in Pic(X). For 1 ≤ i ≤ 8 we find C 2 i = −2, C i · C j = 1 if i and j are joined by an edge in Figure  10 , and otherwise C i · C j = 0. (Note that C 1 · C 8 = 0). Thus the curves (C 1 , . . . , C 8 ) already span an F -invariant lattice L ⊂ Pic(X). From the graph above we find that the intersection form on L has signature (1, 7) and glue group Z/9 × Z/27. In particular, the curves (C 1 , . . . , C 8 ) form a basis for L. Since F (C i ) = C i+1 for i ≤ 7, and C 9 = F (C 8 ) is given by equation (11.2), the matrix for F with respect to this basis is simply the companion matrix for S(x) = x 8 − x 5 − x 4 − x 3 + 1. This shows that S(F )|L = 0, and allows one to verify that F |L ∼ = F ′ | Ker S(F ′ ). (In fact there are only two possible Salem factors with determinant 3 5 , and the unit in the definition of F ′ was chosen to obtain the one isomorphic to F .)
Proof of Theorem 11.1. It remains only to verify that L is primitive in H 2 (X, Z); but if it were not, then F would be positive on a proper extension of L, which can be ruled out because it produces obstructing roots.
Corollary 11.2 The Salem factor of F is spanned by the components of the base locus B and the nodal curves N 1 and N 3 .
Remarks. As further evidence that F may provide an algebraic model for the automorphism F ′ , we note that δ(F ) and δ(F ′ ) are both sixth roots of unity (as can be deduced from equation (11.1)), that both F and F ′ admit a 1-parameter family of deformations, and that the two nodal fixed points of F |Y correspond to the A 1 ⊕ A 1 factor of f |L ′ 4 which appears in the construction of F ′ .
