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Abstract
Industry 4.0 promotes the use of emergent technologies, such as Internet of Things (IoT),
Big Data, Artificial Intelligence (AI) and cloud computing, sustained by cyber-physical
systems to reach smart factories. The idea is to decentralize the production systems and
allow to reach monitoring, adaptation and optimization to be made in real time, based on
the large amount of data available at shop floor that feed the use of machine learning tech-
niques. This technological revolution will bring significant productivity gains, resources
savings and reduced maintenance costs, as machines will have information to operate
more efficiently, adaptable and following demand fluctuations. This thesis discusses the
application of supervised Machine Learning (ML) techniques allied with artificial vision, to
implement an intelligent, collaborative and adaptive robotic inspection station, which car-
ries out the Quality Control (QC) of Human Machine Interface (HMI) consoles, equipped
with pressure buttons and Liquid Crystal Display (LCD) displays. Machine learning tech-
niques were applied for the recognition of the operator’s face, to classify the type of HMI
console to be inspected, to classify the state condition of the pressure buttons and detect
anomalies in the LCD displays. The developed solution reaches promising results, with
almost 100% accuracy in the correct classification of the consoles and anomalies in the
pressure buttons, and also high values in the detection of defects in the LCD displays.
Keywords: Machine learning, Artificial vision, Quality control, Industry 4.0, Tensor-
Flow, Convolution neural network
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Resumo
Indústria 4.0 promove o uso de tecnologias emergentes, como Internet of Things (IoT), Big
Data, artificial intelligence (AI) e cloud computing, sustentadas por sistemas ciberfísicos,
como o designio de alcançar o que chamam de fábricas inteligentes. A ideia é descentralizar
os sistemas de produção e permitir que a monotorização, a adaptação e a otimização
sejam feitos em tempo real, com base na grande quantidade de dados disponíveis no
ambiente fabril que alimentam o uso de técnicas de machine learning (ML). Esta revolução
tecnológica trará ganhos significativos de produtividade, economia de recursos e custos de
manutenção mais reduzidos, pois as máquinas terão informações para operar com mais
eficiência, adaptáveis e acompanhar as flutuações de procura. Esta tese discute a aplicação
de técnicas supervisionadas de ML, aliadas à visão artificial, para a implementação de uma
estação de inspeção robótica inteligente, colaborativa e adaptativa, que realiza o controlo
de qualidade de consolas HMI, equipados com botões de pressão e displays LCD. Técnicas
de ML foram aplicadas para o reconhecimento facial do operador, para classificação do
tipo de console HMI a ser inspecionado, para classificar a condição do estado dos botões
de pressão e deteção de anomalias nos displays LCD. A solução desenvolvida alcança
resultados promissores, com quase 100 % de precisão na correta classificação das consolas
e anomalias nos botões de pressão, e também valores elevados de acerto na deteção de
defeitos nos displays LCD.
Palavras-chave: Aprendizado máquina, Visão artificial, Controlo qualidade, Indústria
4.0, TensorFlow, Redes neuronais convolucionais
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Chapter 1
Introduction
1.1 Overview
At the end of the XX century, industries began to automate their processes with the
help of computing and automation [4]. Similarly, the Quality Control (QC) process has
been modernized and automated, although in many cases it is still made by humans,
which brings several problems, namely mistakes associated with the repetitive execution
of tasks, resulting in high costs for the company.
Recently, the impressive progresses in Artificial Intelligence (AI), driven by exponential
increases in the computing power and by the availability of vast amounts of data, leads
us to a new industrial age, which we call the 4th industrial revolution, who also enabled
the development of automatic and intelligent QC solutions.
Machine Learning (ML) is a specific strand of AI that trains machines to learn with
data that consists in the execution of algorithms that automatically create knowledge
representation models based on a data set. By letting the algorithm "learn", to itera-
tive adjust the knowledge representation model, it is possible to improve its performance.
After this training phase, the model has a potential to make predictions, quality diag-
noses in future situations, related to historical patterns with minimal human intervention,
optimizing processes, increasing the reliability and generating savings.
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Current QC solutions also use image processing techniques allied with ML algorithms
to perform more efficient and faster inspection tasks. The application of automated visual
control systems has been able to improve the industry’s productivity [52], establishing
reliable criteria to control the quality of products and services with reduced costs.
Applying ML to this kind of systems, it is possible to make systems more flexible and
adaptive, able to learn in an evolutionary way, making systems more capable of achieving
higher and higher efficiency levels.
1.2 Objectives
In this new industrial revolution, the introduction of AI into industrial automation envi-
ronments is of crucial importance, allows the implementation of advanced data analysis
to support the tasks of monitoring, diagnostics, prediction and optimization.
This work consists in the application of ML techniques to develop an intelligent and
adaptive robotic inspection station, capable to perform QC tasks in HMI consoles of
different types and configurations without any human intervention, with a high accuracy
rate.
The application of ML algorithms was performed for the tasks related to the operator
recognition, classification of the type of HMI under inspection, detection of errors in the
Liquid Crystal Display (LCD) display and classification of the push buttons condition.
With this approach is expected to provide a more reliable, flexible, adaptable and
robust solution by reducing setup times, in case of condition changes and increase the
system performance.
1.3 Document Structure
The rest of this work is organized as follows. Chapter II overviews the state of the art
related to industrial quality control using artificial vision using ML algorithms and the
theoretical background necessary for understanding the methods discussed in the next
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chapters and chapter III presents the intelligent and adaptive robotic inspection station.
Chapter IV presents the application of ML algorithms to several situations in this robotic
inspection station, namely the operator’s face recognition, the HMI consoles classification,
the LCD display errors detection and the pressure buttons condition classification. Finally,
chapter V rounds up the work with the conclusions and points out the future work.

Chapter 2
Related Work
This work focuses mainly on the application of ML algorithms to a robotic system
equipped with artificial vision as a solution to achieve an adaptable system with higher ef-
ficiency levels in the different inspection tasks comparing with other solutions that mainly
uses image processing.
Having this in mind, this chapter reviews the concept and actual developments in
QC, particularly those using AI combined with artificial vision to achieve high levels of
efficiency. The necessary theoretical background related to ML techniques and computer
vision will also be provided for a better understanding of the developed solutions described
in the next chapters.
2.1 Quality Control (QC)
QC is a process through which a business seeks to ensure that product quality is main-
tained or improved with either reduced or zero errors. QC requires the business to create
an environment in which both management and employees strive for perfection. This is
done by training personnel, creating benchmarks for product quality and testing products
to check for statistically significant variations. QC is the task of ensuring that products
reach a certain standard, either defined by the company or by customers(see Figure 2.1).
For consumers, the quality of a product is often considered to be the “fitness for use” of
5
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the product [31].
Figure 2.1: Example of a QC Inspection [1]
Several QC techniques have been developed since the 1930s, as represented in Figure
2.2), a few of these have ended up in widespread, like the Statistical Quality Control
(SQC), based on application of statistical methods, specifically control charts and accep-
tance sampling [43].
Figure 2.2: QC methods
Other example is the the Statistical Process Control (SPC), that consists of using
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control charts to monitor an individual industrial process and feed back performance to
the operators responsible for that process, and the Total Quality Management (TQM),
that uses in part the techniques of SQC to drive continuous organizational improvement
[8]. More recently, the 6 Sigma method, originated by Motorola, consists in SQC applied
to business strategy, is a data-driven methodology for eliminating defects that lead to six
standard deviations between the mean and the closest specification limit in any process.
Nowadays industries are using multiple Information and Communications Technology
(ICT) to perform and automate several production tasks, such as scheduling and planning,
process control, tracking and QC.
The field of QC was developed rapidly during the second half of the twentieth century
and it is now an integral part of most manufacturing companies, being currently performed
not only at the final stage with conventional techniques, like control charts and acceptance
sampling, but instead along the production process [14], allowing to detect earlier quality
deviations, resulting in higher quality standards and lower production cost.
With the current large amounts of data available at shop floor, there is unexplored
potential in the manufacturing industry to develop more automatized and intelligent QC
tasks by applying AI and particularly ML techniques.
The use of ML algorithms in inspection processes allows to identify earlier defects or
deviation as well as perform diagnosis of possible problems.
There have been some practical implementations in industry with a few successful
studies published on quality of fruit detected with visual machine learning algorithms [35]
[41] and plastic injection molding, with production parameters as inputs [40].
Other examples of real appliance of ML solutions in the food industry, that is the one of
the most dependent industries of the quality management, where the lack of quality of at
least one ingredient can directly impact the quality of the final product [34], is the Kewpie
Corporation (a major Japanese food company), that is using Google’s TensorFlow machine
learning libraries in their visual inspection system, to automatically detect anomalies in
their diced potatoes[20].
Fujitsu has also developed a solution to identify potential defects in the manufacturing
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process by performing Non-Destructive Testing (NDT) inspection that is combined with
image processing and Deep Learning (DL) techniques to realize a diagnosis in minutes
[11].
Siemens is also using similar AI solutions to identify faults in glass slides up to 75
meters, sweeping each centimeter to identify any type of flaw that could cause manufac-
turing defects. The inspection process takes now 1 hour and half, when previously it took
6 hours to be completed [10].
These examples show how image processing and AI can be useful applied to improve
the QC process. The advent of industry 4.0, and the availability of large amounts of data,
allows to use AI to support the development of more adaptive and efficient inspection
stations.
2.2 AI / ML Techniques
AI has intrigued people since the concept of computers was conceived. Currently AI is an
exponential field of evolution with several applications in the understanding of speech or
images, in scientific research and automation of the industry. AI has been good at solving
problems that can be described by formal mathematical rules, but the real challenge is
to deal with problems that are difficult to describe formally, which we humans intuitively
resolve, such as speech recognition or image detail.
The solution to these problems is to allow computers to learn from experience and
adapt to new circumstances. This can be facilitated by AI’s statistical approach [14].
ML is a type of AI that aims to make machines learn solutions to specific problems
without being explicitly programmed to do [30]. The concept that defines the relationship
of what is AI ML and Deep Neural Network (DNN), raises several interpretations in the
scientific community, the structure of this relationship in my point of view is what is
represented in the Figure 2.3.
Many Machine Learning solutions have been derived from our knowledge of the human
brain. Machine Learning models are used to solve two main tasks: classification and
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Figure 2.3: Relationship between AI, ML, NN and Deep NN
regression [21].
This thesis is about on extracting images features directly with the Machine Learning,
instead of relying on extractors craft resources. Classification is the task of assigning a
label to an entry, while regression generates a continuous output. A classification problem
would be, for example, to detect images of cats in a large set of images, where a problem
of regression would be to predict the price of a house, given its characteristics.
To address these two problems, three approaches are particularly considered, as illus-
trated in Figure 2.4:
Figure 2.4: Types of ML approaches
• Supervised learning: the model is learned from expected input and output data.
This is the most common form of learning. In fact, most of the training algorithms
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are computing an initial output, comparing it to the expected output and adapting
the system to get closer to the expected data.
• Unsupervised learning: the model is learned only from input data. This approach
is particularly useful in practice since unlabeled data is plentiful, while labeled data
is more scarce and requires a lot of effort to collect. However, due to its unsupervised
feature, this technique can not be used directly for classification. It is widely used to
automatically discover structures in the input space, such as the presence of clusters.
• Semi-Supervised Learning: Both types of data are used to train the model. The
model is pre-trained using unsupervised data and then enhanced with supervised
data or the opposite. There is usually more unsupervised data available and this
approach makes use of this advantage. It is also possible to train a model using
both types of data at once, but this is more complex and rarely used.
In this study, the category supervised learning will be used. The training of any
supervised machine learning model requires a substantial amount of diversified data. The
amount of data is one of the major influences on how well a model will perform. More
data leads to better training and therefore better predictions.
2.2.1 Artificial Neural Networks (ANN)
Artificial Neural Network (ANN) are powerful tools that can learn to solve problems in
a way similar to how the human brain works. ANNs gather knowledge by detecting the
patterns and relationships in data and learn through experience, not from programming
[15].
The ANN might consist of several thousand artificial neurons, and the output of one
neuron becomes an input to another neuron. The sending of signals from neuron to neuron
in ANNs is facilitated by the use of a transfer function.
There are several different types of transfer functions that can be used. One of the
most common transfer function is the logistic sigmoid function which is given by the
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following equation 2.1:
output = 11 + exp−(∑wixi + w0) (2.1)
where wi is the weight for each input, xi and w0 is the bias weight. Bias is an additional
parameter which is used to adjust the output along with the weighted sum of the inputs
to the neuron.
Some of the inputs have greater importance to the output, called an activation, than
others. This is modelled by weighting the input of each neuron. The weights of the
inputs are summed up and the chosen transfer function sends the output signal to the
next neuron[37].
The activation output is given by equation 2.2:
output = f(
3∑
i=0
wixi) (2.2)
A simple representation of a network with one node and activation output is shown
in Figure 2.5.
Figure 2.5: Neuron Model of Artificial Neural Network [3]
ANNs are constructed using multiple layers, divided into three groups: input layer,
hidden layers and output layer. The input layer distributes the input data to the first
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hidden layer. The number of neurons in the input layer is equivalent to the dimension
(number of variables) of the input data.
The bulk of layers in an ANN are the hidden layers. These layers process the input.
The output is then sent forward to another hidden layer to function as input, where the
same procedure is performed.
The output from the last hidden layer is sent as input to the output layer. This is called
a feedforward neural network. The data is transferred in only one direction. Travelling
from input layer through hidden layers forward to the output layer without any loops or
cycles. In Figure 2.6 a general topology of an ANN is depicted.
Figure 2.6: Topology of a feedforward ANN with input, hidden and output neurons
The topology in Figure 2.6 is one example of all the possible ways to structure the
network. The programmer can, for example, specify the number of hidden layers, the
number of neurons in the layers and the number of output categories.
The connections between neurons can be changed in order to send signals back through
the network and between neurons in the same layer. These types of networks are called
Recurrent Neural Networks (RNN) [3].
One topology often used is the Fully Connected Network. In such a model, all the
neurons in adjoining layers are connected. Since all the neurons are connected between
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layers, the number of parameters increases exponentially with every added layer. The
huge amount of parameters leads to a great computational cost and can also contribute
to problems with overfitting [53].
As mentioned earlier, recent studies have shown that the ANN topology Convolution
Neural Network (CNN) has greatly improved the accuracy of image classification. CNN
requires just a fraction of the amount of parameters in a corresponding fully connected
ANN [14].
2.2.2 Convolution Neural Network (CNN)
CNN are networks specialized for handling information that has a grid-like topology. As
the name of the network implies, a linear operation named convolution is applied to the
data.
CNNs architecture is composed of four different kinds of layers. The layers are called
input, convolutional, pooling and fully connected. It is the convolutional, pooling and
fully connected layers, except output, that corresponds to the hidden layers in a CNN.
The before mentioned layers will be further explained in the following subsections. In
Figure 2.7, a general structure of a CNN is displayed.
Figure 2.7: Structure of a CNN with four layers[22]
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Input Layer
The input layer is where the data points serving as input is introduced to the model. In
this study, the input data is images. The images will for the computer be seen as an array
of pixel values. In figure 2.8 a representation of an image as humans visualize it and what
the computer “visualize”.
Figure 2.8: Representation of how an image is seen by computers compared to how humans
visualize it
The purpose of the convolutional layer is that it applies a set amount of convolutional
filters on the image and performs linear computations to the input array. The number of
filters is up to the programmer to specify.
The filters extract features from the image and create a corresponding feature map to
each filter [33]. The extracted features correspond to the largest changes in the images,
which are gradients between different regions in the image. For example, if there is an
image with white background and a straight black line in the middle, the largest gradient
will be found at the interface between them.
The convoluted data, i.e. the linear feature maps, is then processed by a transfer func-
tion called Rectified Linear Unit (ReLU). ReLU introduces non-linearity to the network
since most of the data that CNNs process is non-linear. It corrects the feature maps with
a threshold operation, any input value less than zero is set to zero thus ensuring that the
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feature maps are always positive [51].
The feature maps, produced by the convolving and ReLU, are the input to the pooling
layer. One way to visualize a convolutional layer is to think of the filter as a microscope
that amplifies a specific region, called the receptive field, on the input data. The array of
the image has the dimensions W x H x D, where W is the width of the image, H is the
height of the image and D is the number of colour channels.
The filter is a matrix of numbers, called weights. The filter is smaller in spatial size
than the input matrix but must have the same number of dimension. The filter will move
over the image and perform element wise multiplications between the values in the filter
with the original pixel values. The number obtained correspond to a high activation value
in the original input. How the filters move over the input array is specified by what is
called strides.
Each stride moves the filter a specified length, often 2 pixels. The filter focuses on
the specific region reached and calculates an activation value for each region. The specific
numbers calculated create a new array of output, a feature map, which is smaller in size
than the input array [33].
A visualization of the convolutional layer, with a 3x3 filter and stride of 1 on a 5x5
input array, where the filter reduces the array from 5x5 to 3x3, with the filters first two
strides are depicted in figure 2.9.
Figure 2.9: Visualisation of a convolutional layer with a 3x3 filter and a stride of 1
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The output obtained from the convolutional layer is then sent to the pooling layer, or
another convolutional layer, for further processing.
Pooling layer
The pooling layer purpose is to down sample the output from the feature maps. The idea
is to apply a filter, usually with the size 2 x 2 and a stride with the same length, 2, on
the output from the convolution layer.
By using a max pooling function, the highest value from the feature map is extracted.
The idea is that once the specific feature from the original input is known, the rela-
tive location towards other features is more important than its exact location. Pooling
significantly reduces the dimensions of the input volume [51]. This is shown in figure 2.10.
Figure 2.10: Pooling example by a 2x2 filter with stride of 2
Pooling reduces the parameters by 75% and ideally obtains the most important fea-
tures. The reduction decreases the computational cost of the model. One other aspect of
pooling is that it decreases the problem of overfitting [33].
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Fully Connected layer
The name Fully Connected (FC) implies that every node in the previous layer is connected
to every neuron in the current layer [29]. Fully-connected layers perform like a traditional
neural network and contain about 90% of the parameters in a CNN.
To be able to connect every node on the first FC layer to the preceding layer, the
outputs multidimensional arrays must be put in a single array. This is accomplished by
applying vectorization to the matrices to perform a linear transformation into a single
row vector, as ilustrate Figure 2.11.
Figure 2.11: Vectorization of a 3x3 matrix into a row vector
Every neuron in the FC layer uses all the output from the previous layer as input. All
the connections lead to a great increase in parameters for the network to process. The
input is weighted and an activation function, normally ReLU, is applied to determine the
output. The first FC layer is often followed by additional FC layers, which have fewer
neurons. This is to extract the highest activation output and to decrease the amount of
parameters.
Classification Layer
The output layer, or classification layer, is also an FC layer. It sorts the output from the
final hidden layer into different categories using a different activation function than in the
previous layers of the network.
The activation function that is commonly used in this step is the softmax function.
This function compresses the output from the last hidden layer into probability values in
the different categories. Therefore, the sum of the outputs is always equal to 1 [45]. The
output from the classification layer corresponds to the class with the highest probability.
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Support Vector Machines
Support Vector Machines (SVM) is a discriminative classification technique that derives
from the Structural Risk Minimization principle from computational learning theory. The
aim with SVM is to find the most optimal classification function that differentiates be-
tween units of classes in training data.
With a linearly separable dataset, the most optimal classification function can be
decided by constructing a hyperplane which maximizes the margin between two datasets
and thus creates the largest possible distance between datasets [48]. A visualization of
this strategy is illustrated in figure 2.12.
Figure 2.12: Creating the optimal separating hyperplane with the use of support vectors
[39]
The idea behind SVMs is that by finding the maximum margin and thus the most
optimal hyperplane, the best generalization ability is reached. This results in the best
classification performance for both the training data as well as future data [24].
k-Nearest-Neighbor (kNN)
k-Nearest-Neighbor Classification (kNN), is a machine learning algorithm that localizes
a group of k objects in a training case that has the closest proximity to the test object,
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and then assigns a label derived from the prevalence of a class in the closest proximity.
Three important components are needed for this algorithm: a group of labeled objects; a
proximity metric; and the number k of nearest neighbors [50].
A popular proximity metric that is used for kNN classification is "Euclidian Distance",
explained by formula 2.4:
D(x, y) = (
m∑
i=1
|xi − yi|2)1/2 (2.3)
When the k-nearest-neighbor list is acquired the test objects are categorized according
to the majority class, given in formula 2.4:
MajorityV oting : Y = argmax
∑
(xi,yi)Dz
(v = yi) (2.4)
Here, v represents the class label, yi represents the ith nearest neighbor class label,
and I(·) is the indicator functions that returns value one for a valid argument or zero for
an invalid argument [50].
2.3 Computer Vision
Computer vision deals with the extraction of meaningful information from the contents
of digital images or video. This is distinct from mere image processing, which involves
manipulating visual information on the pixel level.
Applications of computer vision include image classification, visual detection, 3D scene
reconstruction from 2D images, image retrieval, augmented reality, machine vision and
traffic automation [44].
Today, ML is a necessary component of many computer vision algorithms [42]. Such
algorithms can be described as a combination of image processing and ML. Effective
solutions require algorithms that can cope with the vast amount of information contained
in visual images, and critically for many applications, can carry out the computation in
real time [18].
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In this thesis, it is used the object detection technique for the face recognition and
image classification for the HMI consoles classification task.
What makes object detection a distinct problem is that it involves both locating and
classifying regions of an image [12]. The locating part is not needed in, for example, whole
image classification. Object detection is one of the classical problems of computer vision
and is often described as a difficult task. In many respects, it is similar to other computer
vision tasks, because it involves creating a solution that is invariant to deformation and
changes in lighting and viewpoint.
To detect an object, we need to have some idea where the object might be and how the
image is segmented. This creates a type of chicken-and-egg problem, where, to recognize
the shape and class of an object, we need to know its location, and to recognize the
location of an object, we need to know its shape [49].
Some visually dissimilar features, such as the clothes and face of a human being, may
be parts of the same object, but it is difficult to know this without recognizing the object
first. On the other hand, some objects stand out only slightly from the background,
requiring separation before recognition[47].
Low-level visual features of an image, such as a saliency map, may be used as a guide for
locating candidate objects [49]. The location and size is typically defined using a bounding
box, which is stored in the form of corner coordinates. Using a rectangle is simpler
than using an arbitrarily shaped polygon, and many operations, such as convolution, are
performed on rectangles in any case. The sub-image contained in the bounding box is
then classified by an algorithm that has been trained using ML [13].
The boundaries of the object can be further refined iteratively, after making an initial
guess [44]. During the 2000s, popular solutions for object detection utilized feature de-
scriptors, such as scale-invariant feature transform (SIFT) [27] developed by David Lowe
in 1999 and histogram of oriented gradients (HOG) [5] popularized in 2005.
In the 2010s, there has been a shift towards utilizing CNN [13][12]. Before the widescale
adoption of CNNs, there were two competing solutions for generating bounding boxes. In
the first solution, a dense set of region proposals is generated and then most of these are
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rejected [26]. This typically involves a sliding window detector. In the second solution,
a sparse set of bounding boxes is generated using a region proposal method, such as
Selective Search [47]. Combining sparse region proposals with CNN has provided good
results and is currently popular [12].

Chapter 3
Intelligent Robotic Inspection
Station
Through ML techniques allied to artificial vision, it is intended to equip this inspection
bench with the ability to perform the inspection of HMI consoles, with different morphol-
ogy’s and characteristics. The desired tasks are the user’s facial recognition, detect the
type of HMI console, anomalies in the display and the push buttons condition, in a more
efficient and adaptable way to changing circumstances, reducing the margin of error.
In order to build this system, the first step was the development of its architecture,
composed of hardware, to unite all parts of the system and use its functions, together
with a software architecture and an application procedure.
In this chapter will be realized the description of the used hardware and software,
and its methodology, which in an aggregated way performs the task of QC of the HMI
consoles.
3.1 Hardware Structure
In this work an intelligent and adaptive inspection station was developed to perform QC
of HMI consoles, as illustrated in Figure 3.1.
Having in mind the the dissemination of the concept of Internet of Things (IoT) as
23
24 CHAPTER 3. INTELLIGENT ROBOTIC INSPECTION STATION
Figure 3.1: Robotized inspection station and hardware structure
illustrated in Figure 3.1, in this work manly, the TCP/IP is used to communicate between
the industrial camera, the cpu and to read and write data from UR3 using the modbus
protocol, interconnected by a router, also illustrated in Figure 3.1, who describes easily
the hardware structure.
3.1.1 UR3 Robot
This inspection station is equipped by a Universal Robots UR3 collaborative robot, which
performs the tasks of positioning the image acquisition system and inspecting the buttons
of the HMI consoles.
It is a smaller collaborative table top robot for light assembly tasks and automated
workbench scenarios, equipped with a control box and a programming user interface,
illustrated in Figure 3.2.
As we can see at Table 3.1, the compact table-top robot weighs 11kg, with a payload
of 3 kg, 360-degree rotation on all wrist joints and infinite rotation on the end joint. These
unique features make UR3 the most flexible, lightweight, collaborative table-top robot to
work side-by-side with employees in the market today.
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Figure 3.2: UR3 collaborative robot
It’s an ideal choice for applications that require 6-axis capabilities where size, safety
and costs are critical.
3.1.2 FT300 force sensor
The UR3 robot is equipped with a force-torque sensor FT300 of six Degrees of Freedom
(DoF), see Figure 3.3, to measure the force of pressing the HMI buttons in the buttons
inspection task.
Figure 3.3: FT300 force sensor [9]
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UR3 Specifications
Weight 11 kg / 24.3 lbs
Payload 3 kg / 6.6 lbs
Reach 500 mm / 19.7 in
Joint ranges +/- 360 Infinite rotation on end joint
Speed
All wrist joints: 360 degrees/sec.
Other joints: 180 degrees/sec.
Tool: Typical 1 m/s. / 39.4 in/s
Repeatability +/- 0.1 mm / +/- 0.0039 in (4 mils)
Degrees of freedom 6 rotating joints
Control box size (WxHxD)
16 Digital inputs
16 Digital out
2 Analog inputs
2 Analog outputs
I/O power supply 24 V 2A in control box and 12V/24V 600 mA in tool
Communication TCP/IP 100 Mbit: IEEE 802.3u, 100BASE-TXEthernet socket & Modbus TCP
Programming Polyscope graphical user interfaceon 12 inch touchscreen with mounting
IP classification IP64
Power consumption Approx. 100 watts using a typical program
Temperature The robot can work in a temperature range of 0-50C*
Power supply 100-240 VAC, 50-60 Hz
Cabling Cable between robot and control box (6 m)Cable between touchscreen and control box (4.5m)
Collaboration operation 15 advanced adjustable safety functions
Materials Aluminum, PP plastic
Table 3.1: UR3 Robot Specifications
As illustrated in Table 3.2, it takes precise, repeatable, and high-resolution mea-
surements. It can accomplish many different force-sensitive tasks with a fast time-to-
production like pick and place, machine tending, quality testing, assembly applications.
Another tool is coupled to the force sensor to press the buttons, see Figure 3.4, pro-
viding to the robot an easy way to press the buttons with accuracy.
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FT300
Measuring Range Fx,Fy,Fz (N) +/- 300
Measuring Range Mx, My, Mz (Nm) +/- 30
Data Output Rate 100 Hz
Weight (Kg) 0.3
Supply Voltage 4.5 - 28V DC
Interface RS-485 / USB
UR Caps Plug In Plug & Play
Table 3.2: Specifications of the FT300 force-torque sensor
Figure 3.4: FT300 force sensor coupled with the pressing tool
3.1.3 Image Acquisition System
The image acquisition system, see Figure 3.5, is composed by an high-resolution industrial
camera Mako G-125b for the image acquisition of the different inspection tasks of the
HMI consoles and by a second camera, a Logitech with 720p of resolution, carries out the
acquisition of the image to support the operator’s face recognition by the system.
As illustrated in Table 3.3, the Mako G-125 is a monochromatic camera, with 1.2
megapixel GigE machine vision camera that incorporates the high quality Type 1/3"
Sony ICX445 CCD sensor with EXview HAD technology. At full resolution, this camera
runs at 30.3 frames per second. With a smaller region of interest, higher frame rates are
possible.
This camera have the same ultra-compact form factor and the same mounting positions
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Figure 3.5: Mako G125b and Logitech 720p cameras
as many analog cameras. This model include Power over Ethernet (PoE), three opto-
isolated outputs, and a 64 MB image buffer. The image quality profits from the precisely
aligned sensor.
MAKO G-125C
Resolution (MP) 1.2 Pixels (H x V) 1292 x 964
Type Monochromatic Camera Camera Control GigE Vision
Camera Family Mako Dimensions (mm) 60.5 x 29 x 29
Exposure Control 12 s to 84 s Frame Rate (fps) 30
Imaging Device Sony ICX445 Camera Sensor Format 1/3"
Memory (MB) 64.00 Mount C-Mount
Pixel Depth 8/12 Bit Pixel Size, H x V (m) 3.75 x 3.75
Power Supply PoE Sensing Area, H x V (mm) 4.8 x 3.6
Synchronization External/Software Type of Sensor Scan CCD
Video Output GigE Weight (g) 80
Table 3.3: Mako G-125 Specifications
3.1.4 Human Machine Interface (HMI)
As human interface, the inspection station is equipped with a Samsung Galaxy Tab,
where the operator provides the instructions for operation and visualizes the results of
the inspection task, illustrated in Figure 3.6.
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Figure 3.6: Human Machine Interface (HMI)
At the interface app is possible to visualize the results of the different tasks performed
by the inspection station, namely the image of the user, the acquired image of the HMI
console, histogram information of exposure control, information of the type of console
acquired and the buttons inspection results as we can see ate the figures 3.7.
Figure 3.7: Inspection results in the user HMI app
3.1.5 Security equipment
Dealing with a collaborative area where the operator and the robot shares the same work
space, to change the console that will be inspected, some security equipment are installed
to improve its safety, namely an industrial barrier sensor, a status lights signal and an
emergency stop button, as illustrate the Figure 3.8.
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Figure 3.8: a) Emergency stop button b) Status light c) Omron barriers sensor
3.2 Software structure
These hardware apparatus is complemented, and managed, by a software app, codified in
Python and running in an industrial PC, which uses ML techniques to perform several
tasks during the inspection process, namely the operator recognition, the identification
of the HMI console type, the classification of the buttons condition and the detection of
errors in the LCD display.
This computational app provides flexibility and adaptability during the inspection
tests since automatically can perform tests to consoles with different configurations, e.g.,
different number of buttons and different layout of the LCD display, allowing to reduce
the setup time and improve the efficiency and productivity of the inspection process.
The developed app to perform the inspection testing is running continuously in cycle,
following the flowchart illustrated in Figure 3.9.
In the beginning of the shift, a face recognition algorithm, using the image acquired
by the Logitech camera, identifies the operator in charge by the inspection station. At
this stage, the inspection station is ready to start inspecting the HMI consoles.
After detecting a new console in position to be inspected, the robot moves to the
console position and the image of the console is acquired to be processed by an ML
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Figure 3.9: Fluxogram for the execution of an inspection test.
algorithm that will identify the type of console. This information is used to decide the
next inspection actions according to the console configuration. In case of existence of
buttons, the robot moves to touch the torque-force sensor in the buttons, being the
acquired data feeding the ML technique that classifies the buttons condition. The image
acquired by the Mako g-125b camera is used by a ML algorithm, associated to an image
processing technique, to detect errors in the LCD display.
During the inspection process, the work space is shared by the robot who moves
along different positions to realize the different tasks and the operator who performs the
exchange of HMI consoles. This collaborative work is safeguarded by the installed safety
systems, namely the robot slows down the movement speed if the security barriers are
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triggered, and stops its movement if the emergency button is pressed by the operator or
the robot safety mechanism is triggered. New HMI consoles can easily and on-the-fly be
added to the inspection catalogue provided by the inspection station, without the need
of major changes in the inspection app, only requiring a retraining the ML algorithms.
In the next chapter will be described ML techniques applied and other approaches
used to efficiently realize the QC of HMI consoles.
Chapter 4
Application of Machine Learning
Methods
This chapter describes the application of image processing and ML algorithms applied
to the automatic inspection of the HMI consoles, methodology, some difficulties and the
results obtained for each task.
4.1 User Face Recognition
Face recognition is widely used in computer vision and in many other biometric applica-
tions where security is a major concern. The most common problem in recognizing a face
arises due to pose variations, different illumination conditions. The automatic recognition
of the operator that is associated to the inspection station is performed by applying ML
techniques to the acquired image. The applied procedure comprises the face detection
and the face recognition.
4.1.1 Face Detection
The face detection is performed by using the Histogram of Oriented Gradients (HOG)
algorithm [7], which is provided in the dlib toolkit [6]. This algorithm looks at every single
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pixel in the image, one at a time, and for every single pixel searches for the surrounding
pixels (see Figure 4.1). The goal is to figure out how dark the current pixel is compared
to the surrounding pixels.
Figure 4.1: Gradient example obtained from a single pixel
An arrow is drawn to show in which direction the image is getting darker. If this
process is repeated for every single pixel in the image, every pixel will be represented
by its gradient direction. Thus, they show the flow from the light to dark across the
entire image. But saving the gradient for every single pixel gives too much detail, being
necessary to break up the image into small squares of 16x16 pixels each. In each square,
counts up how many gradients point in each major direction then replaces that square
in the image with the arrow directions that were the strongest. The end result is a very
simple representation that captures the basic structure of a face, as illustrate in Figure
4.2.
In this work, a previous trained linear support vector machine (SVM) classifier was
used to find the part of our image that looks the most similar to a known hog pattern,
by sliding a window to identify and locate faces in an image [7].
4.1.2 Face Recognition
The face recognition is performed by using the deep metric learning technique, also pro-
vided by the dlib library [6], which provides as output the face characteristics. With deep
learning is trained a network to accept a single input image and output a classification/la-
bel for that image. However with the deep metric learning is different, to instead of trying
to output a single label, the objective is outputting a real-valued feature vector using a
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Figure 4.2: Face detection using HOG algorithm
Deep Convolution Neural Network (DCNN).
This technique is based on a DCNN to learn distance features to assimilate different
face samples [28]. For the dlib facial recognition network, the output feature vector is
a list of 128 real-valued numbers, that is used to quantify the face previously detected.
The training process works by looking at 3 face images at a time, loading two images of a
known person and a picture of a totally different person [17], as illustrated in Figure 4.3.
Repeating this step enough number of times, the neural network learns to generate 128
features that describe the face reliably.
After repeating this step millions of times, for millions of images of thousands of
different people, the neural network learns to reliably generate 128 measurements for
each person.
The network architecture for the face recognition is based on the ResNet-34 network
[16], with a few layers removed and the number of filters per layer reduced by half. In this
application, it is used a previous trained network, which has an accuracy of 99.4% on the
standard Labeled Faces in the Wild benchmark [23]. To create our dataset of features,
each face is mapped by the previous trained neural network to the corresponding feature
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Figure 4.3: Single triplet training step
Figure 4.4: 128 measurements generated from image
vector. During the classification, it was used a simple KNN algorithm to find the person
in the database which has the closest feature vector to the probe face (mapped to its
feature vector).
The data set used to train the network was constituted by some persons that are part
of the Research Center in Digitalization and Intelligent Robotics (CeDRI). The results
obtained were good, with success rates exceeding 50% for all elements, not generating fail-
ures in facial recognition. However, for people who are not in the database, the algorithm
is able to detect as an unknown person, but with some sporadic failures.
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To work around the problem the data set of pictures to train the network was increased,
and also combine the confidence classification with a number of necessary matches, (>10)
to avoid a false recognition event. As illustrated in Figure 4.5, the confidence is around
68%, and allied with necessary matches, increases the face recognition reliability and
safety to use in a real industrial environment. Later several tests were performed, with
known and unknown people, demonstrating a very high efficiency. This algorithm is fast
and fluid, taking about 1,5 seconds to perform the user face recognition task.
Figure 4.5: Results of the face recognition procedure in the HMI app.
4.2 Classification of HMI Consoles
In order to perform the classification task of the HMI consoles, an Image classifier using
TensorFlow algorithms, created by Google was used. Is accomplished in a precise way the
classification of different HMI consoles, the different bases without the respective console,
and no object in the working station as you can seen at Figure 4.6.
TensorFlow is an open-source library created by Google that specializes in machine
learning applications [46].
Building an image classifier from scratch is a colossal and daunting task. There are
millions of things that need to be taken into consideration. Google has open-sourced one
of its best image classifier models called the Inception. Inception is a DCNN trained for
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Figure 4.6: Type of classified objects a)HMI with LCD Display Stand B)One Button
HMI c)One Button HMI Stand d)Empty station e)4 button Round HMI f)HMI with
LCD Display
the image classification, which was trained on a staggering millions of images from the
ImageNet database (see Figure 4.7 with thousand different categories [25]).
Figure 4.7: Example of images of dataset ImageNet [19]
Note that building a custom deep learning model demands extensive computation
resources and a significant amount of training data. In this way, the proposed approach
of using a previous trained network, brings several advantages, e.g., saving time, some
reuse of the parameters that CNN has already learned allows to have a very precise
classifier with much less training data. Reusing the previous trained models on different
but related tasks is known as Transfer Learning, which reuse the initial and middle layers
of the previous trained model to re-train only the final layers, as illustrated in Figure 4.8.
In a feedforward neural network, the neurons are organized in layers, with different
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Figure 4.8: Deep Convolutional Neural Network (DCNN) for classification [2]
layers performing different kinds of transformations on their inputs. The signals travel
from the first layer (input), to the last one (output), possibly after traversing the layers
multiple times. As the last hidden layer, the “bottleneck” has enough summarized infor-
mation obtained from the previous layers, to provide the next layer which does the actual
classification task.
The reason why final layer retraining can work on new classes is that it turns out the
kind of information needed to distinguish between all the 1000 classes in the ImageNet
databases often also useful to distinguish between new kinds of objects. The training task
for the image classifier is performed by using a database of 100 images of each type of
HMI console, obtained by applying the dataset augmentation technique to a single image
of each object using image processing algorithms [36].
The data augmentation is an automatic way to boost the number of different images
in the database to train the Deep learning algorithms. The transformation functions for
the data augmentation are the random rotation, the random noise, the horizontal flip and
the blur, as shown in Figure 4.9.
The achieved experimental results, the softmax classifier, that is embedded in the
DCNN of the TensorFlow algorithm, shown an accuracy higher than 97% in the correct-
ness of the identification of the different typologies showed in Figure 4.6, in all 300 tests
made. Compared with others solutions as image processing to detect different objects,
the big advantage is the reduce time setup to classify new kind of objects, retraining only
the network with new images, with no coding needed to explore image characteristics.
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Figure 4.9: Data augmentation image transformation: a) rotate, b) flip, c) blur and d)
noise.
This is a heavy algorithm, that takes about 5 seconds to perform the classification task,
due to processing limitations, which can be faster if we upgrade the system with a more
powerful processing unit.
4.3 LCD Display Errors Detection
Previously the camera obtains an image of a specific angle, in order to avoid reflection
caused by the lighting system of the bench in the display, and to get the image with the
highest possible contrast, illustrated in Figure 4.10.
According to Fig. 4.11, to detect display area to be analyzed and the errors or the miss-
ing parts of the LCD display, it’s used the template matching technique using OpenCV
libraries, witch finds areas of an image that are similar to a patch (template) [38].
Initially using this solution, with the normal variation of the environment light in-
tensity, produced high variations in the detection of similarity between the template and
the image. With a attempt to solve the problem, using exposure control (average of gray
pixel information from image histogram to approximate the similarity of both images),
the errors detection was not so accurate as expected.
The solution to increase the reliability, image processing techniques were used, us-
ing also the exposure control combined with Gaussian adaptive binarization in order to
simplify the image, eliminating noise and highlight the objects to be detected from the
display image, producing a clean image, as illustrated in Figure 4.12, with the advantage
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Figure 4.10: Display image acquisition
Figure 4.11: Display matching template example
of not being so susceptible to light variations.
A database was created with all the objects to be detected in the display, as represented
in Fig. 4.13.
The template image (T) is slided over the source image (I), and is compared against
overlapped image regions to find matches using statistics. The OpenCV function method
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Figure 4.12: Original Image vs Processed Image
Figure 4.13: The 22 templates used for matching
used was "CV_TM_SQDIFF", that reached better results compared with other function
available:
R(x, y) =
∑
x′,y′
(T (x′, y′)− I(x+ x′, y + y′))2 (4.1)
By sliding, we mean moving the patch one pixel at a time (left to right, up to down).
At each location, a metric is calculated so it represents how “good” or “bad” the match at
that location is (or how similar the patch is to that particular area of the source image).
For each location of T over I, is stored the metric in the result matrix (R). Each location
(x,y) in R contains the match metric.
Shown by Figure 4.14 is the result R of sliding the patch with a metric CV_TM_SQDIFF.
The brightest locations indicate the highest matches. As you can see, the location marked
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Figure 4.14: Match metric (R) results
by the red circle is an example of one with the highest value, so that location (the rect-
angle formed by that point as a corner and width and height equal to the patch image)
is considered the match [32]. When an object is not detected, a red rectangle with the
template size is marked in its position, indicating the position where the fault occurs.
In case of the lower bars (green selection in the Figure 4.15), when an error occurs, the
difference proportion between the input image and the bars template is very tiny, so it’s
very difficult to detect this kind of error with such low variation, sometimes this algorithm
is not able to detect the issue. This algorithm takes about 2 seconds to perform the task.
It could be faster if no previous exposure control of the acquired image needed. In more
than 200 performed tests, for all other objects, this application obtained an accuracy of
almost 100%.
4.4 Classification of Buttons
The detection of errors in the buttons of the HMI console was performed by using a kNN
algorithm, to the signal obtained from the force sensor, when the robot is pressing the
button (see Figure 4.16).
This algorithm is a supervised learning method that consists in calculating the dis-
tances between the variable to be classified and the elements in the dataset. These
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Figure 4.15: Match results of the LCD display.
Figure 4.16: Robot pressing the buttons during the inspection task.
elements are labelled and the predicted class is given by the more voted class inside the
k nearest elements subset. The algorithm learned the differences between these button’s
conditions with a dataset X with 700 inputs, through the test of different buttons, with
and without anomalies to perform the classification between "Ok", "Not Ok" and "Rigid"
of the new data obtained by the torque-force sensor.
Each input data is obtained through the action of pressing each button four times,
being extracted and analyzed 7 different features, namely the maximum value (i.e. the
highest force recorded), mean (i.e. the average value of the force), Root Mean Square
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(RMS) (i.e. the magnitude of applied force), mean of derivative (i.e. the average value of
the variation), RMS gradient (i.e. the magnitude of the applied force variation), maximum
gradient (i.e. the largest positive variation) and minimum gradient (i.e. the greatest
negative variation).
Figure 4.17: Real force data from the pressure action over buttons.
Figure 4.17 represents the data obtained from the force sensor Y in which it can be
seen that the behavior has 4 peaks, representing the 4 actions of pressing the buttons.
From these curves, the features to classify the button condition can be extracted. For the
classification task, was also used an kNN classifier.
To test the performance of the kNN classifier, was used the confusion matrix method.
Confusion matrix is a table that is often used to describe the performance of a classification
model on a set of test data for which the true values are known. The implemented
algorithm presented 100% in all performance measures, as you can see at Figure 4.18.
More than 300 tests were performed using new data, without fail in the correct clas-
sification of the state of the buttons, demonstrating a very high performance, being safe
for an implementation in real context, with the advantage of being a very fast algorithm,
that takes only 50 ms of processing time.
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Figure 4.18: kNN performance measures using confusion matrix
Chapter 5
Conclusions
This work describes the application of ML algorithms in a robotized artificial vision in-
spection station, to increase the flexibility and adaptability of the system to accomplish
the QC tasks to a diversified set of HMI consoles. The adopted solution uses a deep CNN
algorithm to perform the operator’s facial recognition and the console detection, which
allows to have a adaptable solution, with possibility to add new operators or different
kind of HMI consoles to be inspected, in a simple and fast way, being only necessary to
retrain final layer of the CNN.
The proposed approach shows the application of IA techniques to robotized inspection
systems, supported by artificial vision systems, with applicability in several tasks of QC,
increasing the reliability and optimization of the processes, reducing the costs and allowing
to perform these kind of tasks with no human interference. With the use of larger amounts
of data, the retraining of the ML algorithms will contribute to increase the accuracy of
the face recognition and consoles detection algorithms, to values near of 100%.
For the detection of defects in the LCD displays, the adopted solution uses image
processing techniques to perform the image correction and to reduce the impact that
luminosity changes have in the image, combined with the template matching technique,
which finds the areas of the image that are similar to the pre-defined template. In case of
the lower bars of the display when an error occurs,the difference proportion between the
input image and the bars template is very tiny, so it’s very difficult to detect this kind
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of error with such low variation, sometimes this algorithm is not able to detect the issue.
For all other objects, this application has an accuracy of almost 100% in all tests made.
For the correct classification of the buttons condition, was used a kNN algorithm,
being previously trained with several anomalies examples, to be compared to the data
obtained by the torque-force sensor. The applied algorithms showed promising results,
with high accuracy values in the QC tasks, demonstrating the robustness and efficiency
of these solutions to be applied in a real industry context.
In general, this robotized quality control station, with an artificial vision combined
with ML techniques, has allowed a substantial increase in the accuracy and reliability of
the inspection tasks as expected, with an increase in the adaptability of the system to
new circumstances.
Adopting Python as the programming language to develop the application, it was pos-
sible to work quickly and integrate systems more effectively, developing a system capable
of performing tasks in a fluid and fast way, with fast processing time of the respective al-
gorithms, which can be even faster if we equip the system with a more powerful processing
unit.
Future work is devoted to improve the detection of errors in the LCD displays by
adopting another ML techniques, combined with the improvement of the image acquisition
conditions, e.g., controlling automatically the luminosity of the inspection environment,
and the noise in the acquired image, which could eventually help to solve the problem of
non-detection of small faults in the LCD displays. Improve the algorithm in the detection
of object exchange, and initialization of new inspection, in order to make it smarter,
avoiding possible failures in a possible slower exchange of the console to be inspected.
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Appendix B
Python code
Link for Gitlab, with the python code applied:
https://gitlab.estig.ipb.pt/a32957/adaptive-robotic-inspection-station.git
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