This article introduces a general class of heavy-tailed autoregressions for modeling integer-valued time series with outliers. The proposed specification is based on a heavy-tailed mixture of negative binomial 
Introduction
Time series data with integer-valued observations are often encountered in empirical applications. Classical continuous-response models, such as autoregressive moving average (ARMA) models, are not suited for the modeling of such series. Over the last few decades, researchers have developed methods that can properly account for the discreteness of the data. A standard approach is to consider observation-driven models that feature time variation in the intensity parameter of the Poisson distribution (Fokianos et al., 2009; Ferland et al., 2006; Davis et al., 2003) . A limitation of the Poisson distribution is that it imposes equidispersion, i.e. mean equal to the variance. Equidispersion is typically restrictive in empirical applications and therefore overdispersed distributions, such as the negative binomial, are often considered (Davis and Wu, 2009; Zhu, 2011) . Other extensions considered in the literature include multivariate integer-valued models and the use of zero-inflated distributions, which are suited for time series with large numbers of zeros. We refer the reader to for an overview of recent developments.
Extreme observations, or outliers, are often present when analyzing time series data. The study of time series with outliers has a long history that dates back to Fox (1972) . Ignoring extreme observations in the dataset leads to statistical models that offer a poor description of the series of interest. Additionally, statistical inference can also be problematic in the presence of outilers. There is a vast literature on modeling continuousvalued time series with extreme observations. Models are typically embedded with heavy-tailed distributions that are capable of describing outliers as tail events. The Student's t-distribution is often used for this purpose and robust specifications for the dynamic component of the model are employed to attenuate the impact of outliers (Creal et al., 2011; Harvey and Luati, 2014) . On the other hand, to the best of our knowledge, the current literature lacks modeling methods for time series of integer-valued data when outliers are present.
In this article, we introduce a general class of observation-driven models for integer-valued time series data with extreme observations. The approach is based on a heavy-tailed mixture of negative binomial distributions, known as the beta negative binomial (BNB) distribution. The class of models features a dynamic location parameter and a BNB conditional distribution, which describes extreme observations as tail events. We derive conditions for stationarity, ergodicity and finiteness of moments for the proposed class of stochastic processes.
Additionally, we show that inference can be easily performed by Maximum Likelihood (ML), given that the likelihood function is available in closed form. The strong consistency and the asymptotic normality of the ML estimator are proved under general conditions. We consider and study two different specifications of the dynamic component of the model. The first is a simple linear autoregression for the conditional mean.
Instead, the second is based on the Generalized Autoregressive Score (GAS) framework of Creal et al. (2013) and Harvey (2013) . This second specification delivers a robust filter that attenuates the impact of extreme observations on the conditional expectation of the BNB process. Finally, we present an empirical analysis to the time series of police reports of narcotics trafficking in Sydney, Australia. The results illustrate the capability of the proposed approach in modeling time series data with extreme observations. The paper is structured as follows. Section 2 provides a brief review of the BNB distribution. Section 3 introduces the class of BNB autoregressive processes and discusses their stochastic properties. Section 4 derives the asymptotic properties of the ML estimator. Section 5 introduces the linear specification of the model and discusses its properties. Section 6 introduces the score-driven specification. Section 7 presents the empirical application. Section 8 concludes.
Preliminaries
We start by reviewing some properties of the BNB distribution, which will be useful in the rest of the paper. The BNB distribution arises as a beta mixture of negative binomial distributions. In particular, let Y conditional on P have a negative binomial distribution, Y |P ∼ N B(r, P ), with dispersion parameter r and success probability P . Assume further that P has a beta distribution, P ∼ Beta(α, β), with shape parameters α and β. Then, the marginal distribution of Y is BNB with the following probability mass function (pmf) P(Y = y) = Γ(y + r) Γ(y + 1)Γ(r) B(α + r, β + y) B(α, β) , for y ∈ N,
where Γ(·) denotes the gamma function and B(·, ·) the beta function. The parameter α is the tail parameter of the BNB, which determines the heaviness of the right tail. The smaller α the heavier the tail. Throughout the paper, we parametrize the BNB distribution in terms of its mean. More specifically, we consider β = (α − 1)λ/r. In this way, the parameter λ represents the mean of the BNB distribution when the mean is finite, which is the case when α > 1. We say that Y ∼ BN B(λ, r, α) has a BNB distribution with mean λ > 0, dispersion parameter r > 0 and tail parameter α > 1 if
(1)
The BNB distribution enables us to account for extreme observations, which can be seen as tail events. Furthermore, we note that the BNB can approximate arbitrarily well the negative binomial distribution as well as the Poisson distribution. As the tail parameter diverges, α → ∞, the BNB distribution BN B(λ, r, α) converges to a negative binomial distribution with dispersion parameter r and success probability λ/(r + λ). Further, as the dispersion parameter diverges, r → ∞, the BNB converges to a Poisson distribution with mean λ. For a more detailed review of the BNB distribution, we refer the reader to Wang (2011) .
BNB autoregressive models
Consider a time series of counts {y t } t∈Z with the following conditional distribution
where r > 0, α > 1, and F t denotes the σ-field generated by {y t , y t−1 . . . }. The conditional mean process λ t = E(y t |F t−1 ) is specified by the following stochastic recurrence equation (SRE)
where g θ θ θ (·, ·) is a parametric updating function that maps from N × R + into R + , and θ θ θ ∈ R n is a parameter vector. We denote by κ κ κ ∈ R n+2 the entire parameter vector of the model κ κ κ = (ξ ξ ξ , θ θ θ ) , where ξ ξ ξ = (r, α) .
Note that in the above formulation, for simplicity of exposition, λ t is assumed to be F t−1 -measurable. Below, we show that under a contraction condition on g θ θ θ the model's equations admit a unique stationary and ergodic causal solution and λ t is F t−1 -measurable. The BNB autoregressive model specified in (2) and (3) can describe extreme observations in time series data by means of the heavy-tailed BNB conditional pmf. A small value of the tail parameter α indicates that extreme observations are more likely to occur. The m-th conditional moment of the BNB autoregressive process E(y m t |F t−1 ) is finite if and only if α > m. However, as we shall discuss below, finiteness of unconditional moments requires further conditions on the updating function g θ θ θ . In Sections 5 and 6, two examples of specifications of the updating function are presented. We shall see that a robust updating function may be desirable to reduce the impact of outliers on the conditional mean λ t .
In the rest of the section, we study the stochastic properties of the BNB autoregression described by equations (2) and (3). We derive conditions on the updating function g θ θ θ that ensure the process to be strictly stationary and ergodic and that guarantee the existence of the first two unconditional moments of y t . The first result that we obtain is the stationarity and ergodicity of the process and existence of the first moment under a contraction condition. The proof of the result is based on the approach of Doukhan and Wintenberger (2008) for weakly dependent chains with infinite memory. We highlight that this type of contraction condition is widely used in the literature of integer-valued processes, see , for instance, Davis and Liu (2016) for an application to exponential families. We also obtain that the contraction condition ensures that λ t is F t−1 -measurable.
Theorem 3.1 (stationarity and ergodicity). Consider the BNB autoregressive process given by Equations (2) and (3). Furthermore, assume that the following contraction condition holds
where c 1 and c 2 are some positive constants such that c 1 + c 2 < 1. Then, the following results hold true:
(i) There exists a unique strictly stationary and ergodic causal solution {(y t , λ t )} t∈Z with a finite first moment
(ii) There exists a measurable function g ∞ θ θ θ such that λ t = g ∞ θ θ θ (y t−1 , y t−2 , . . . ), i.e. λ t is F t−1 -measurable.
Theorem 3.1 requires the sum of the Lipschitz coefficients c 1 and c 2 to be smaller than one to ensure stationarity, ergodicity and finiteness of the first unconditional moment of y t . However, a stricter contraction is needed to obtain the finiteness of the second moment. The next result imposes sufficient conditions on c 1 and c 2 to obtain E(y 2 t ) < ∞, and hence the weak stationarity of the BNB autoregressive process.
Theorem 3.2 (weak stationarity). Assume that α > 2 and that the contraction condition in (4) holds with
Then y t has a finite second moment E(y 2 t ) < ∞. Hence {y t } t∈Z is weakly stationary.
We note that, besides a stricter contraction condition, Theorem 3.2 also requires the tail parameter α to be greater than two. This is needed because the conditional second moment of y t is finite if only if α > 2.
The results in Theorems 3.1 and 3.2 are of key importance to derive the asymptotic properties of the ML estimator. In particular, as we shall see in Section 4, the strict stationarity condition in Theorem 3.1 is sufficient for the consistency of the ML estimator. Instead, the additional conditions in Theorem 3.2 are needed for the asymptotic normality to hold. In Sections 5 and 6, Theorems 3.1 and 3.2 will be employed to establish the stochastic properties of a linear and a score-driven BNB autoregression.
Maximum Likelihood estimation
In this section, we discuss the estimation of the BNB autoregression by ML. We derive conditions to ensure consistency and asymptotic normality of the ML estimator. We assume that a subset of a realized path from the BNB autoregressive process in (2) and (3) with true parameter value κ κ κ = κ κ κ 0 is observed {y t } T t=1 . Here T denotes the sample size. The likelihood function is available in closed form through a prediction error decomposition. In particular, the average log-likelihood function iŝ
where p denotes the conditional pmf, given by
The filtered time-varying parameterλ t (θ θ θ) is obtained recursively using the observed data
where the recursion is initialized at a fixed pointλ 1 (θ θ θ) ∈ R + . We note that initializing the recursion in (5) is needed since the observed data starts from time t = 1. This is quite standard in the literature of observationdriven models. Finally, the ML estimatorκ κ κ T is defined as the maximizer of the likelihood function
where K = Ξ × Θ with Ξ ⊂ (0, ∞) × (2, ∞) and Θ ⊂ R n being compact parameter sets.
Consistency
In order to establish the consistency of the ML estimator, we first derive the stochastic limit properties of the filtered parameterλ t defined in (5). Note thatλ t (·) is a stochastic function that maps from Θ into R + . The stability of the filtered parameterλ t is often referred in the literature as invertibility (Straumann and Mikosch, 2006; Blasques et al., 2018) . Because of the initialization,λ t evaluated at the true parameter value,λ t (θ θ θ 0 ), does not correspond to the true conditional mean λ t . In the following, we show that {λ t } t∈N converges exponentially a.s. (e.a.s.) 1 and uniformly in Θ to a stationary and ergodic sequence of functions {λ t } t∈N such thatλ t (θ θ θ 0 ) = λ t with probability one. We start by imposing a continuity condition on the updating function g θ θ θ , which ensures that θ θ θ →λ t (θ θ θ) is continuous in Θ with probability one.
Next, we assume that the contraction condition holds for all θ θ θ in the parameter set Θ, which contains the true parameter value θ θ θ 0 . We note that this assumption is not restrictive since, in general, Θ can be defined as a compact ball around the true parameter vector θ θ θ 0 .
Assumption 4.2. The contraction condition in (4) is satisfied for any θ θ θ ∈ Θ. Furthermore θ θ θ 0 ∈ Θ.
The next result ensures the uniform convergence over Θ of the filtered parameterλ t (θ θ θ) to a stationary and ergodic limitλ t (θ θ θ). Here · Θ denotes the supremum norm. Given a function f : Θ → R, the supremum norm is f Θ = sup θ θ θ∈Θ |f (θ θ θ)|.
Proposition 4.1 (invertibility). Let Assumptions 4.1 and 4.2 hold, then the filter {λ t (θ θ θ)} t∈N converses e.a.s. and uniformly over Θ to a unique stationary and ergodic sequence {λ t (θ θ θ)} t∈Z ,
for any initializationλ 1 (θ θ θ) ∈ R + . Furthermore,λ t has a bounded moment uniformly over Θ, E λ t Θ < ∞.
Proposition 4.1 plays a crucial role to ensure that the likelihood functionl t (τ τ τ ), which depends on the approximate filterλ t , converges to a stationary and ergodic limit l t (τ τ τ ) = p(y t |λ t (θ θ θ), r, α), which depends on limit filterλ t . In this way, l t (τ τ τ 0 ) corresponds to the true conditional log-pmf of the BNB autoregressive model.
Next, building on the invertibility result, we impose some additional conditions to obtain the strong consistency of the ML estimator. The next assumption imposes a lower bound on the updating function.
Assumption 4.3 (lower bound).
There is a constantc > 0 such that g θ θ θ (y, λ) ≥c for any (θ θ θ, y, λ) ∈ Θ×N×R + .
Finally, we impose an identifiability condition on the parametric updating function g θ θ θ . This condition is needed to ensure that different parameter values of θ θ θ give observationally different paths ofλ t (θ θ θ).
Assumption 4.4 (identifiability).
For any θ θ θ 1 , θ θ θ 2 ∈ Θ and λ ∈ R + , the equality g θ θ θ 1 (y, λ) = g θ θ θ 2 (y, λ) holds true for all y ∈ N if and only if θ θ θ 1 = θ θ θ 2 .
Under these conditions, we obtain the strong consistency of the ML estimator. 
Asymptotic normality
We now focus on deriving the asymptotic normality of the ML estimator. First, we require the data generating process to have a finite second moment. A finite second moment is needed to ensure the existence of some moments for the derivatives of the log-likelihood, which are used to apply a central limit theorem to the score of the log-likelihood function.
Assumption 4.5 (weak stationarity). The assumptions of Theorem 3.2 are satisfied for κ κ κ = κ κ κ 0 .
The next assumption is needed to ensure that the Fisher information matrix is positive definite.
Assumption 4.6 (positive definite Fisher information). The random variables of the vector
Finally, the next assumption requires some regularity conditions on the updating function g θ θ θ . In particular, we impose the updating function to be twice continuously differentiable and have some of its derivatives bounded by some linear functions of their arguments. Note that · denotes the L 1 -norm when applied to a vector and the operator norm induced by the L 1 -norm when applied to a matrix. Furthermore, we consider the following shorthand notation for the derivatives of the updating function:
denotes the second order partial derivative with respect to the elements of the vector.
Assumption 4.7. The function (θ θ θ, λ) → g θ θ θ (y, λ) is twice continuously differentiable with respect to both θ θ θ and The next result delivers the asymptotic normality of the ML estimator.
Theorem 4.2 (asymptotic normality). Let Assumptions 4.1-4.7 hold and κ κ κ 0 ∈ int(K), then the ML estimator defined in (6) has the following asymptotic distribution
In practice, the Fisher information matrix F F F 0 needs to be estimated. A consistent estimator is obtained by plugging in the ML estimator into the second derivative of the log-likelihood
The next result shows that the estimator given above delivers a strongly consistent estimate for the asymptotic covariance matrix of the ML estimator. 
5 BNB-INGARCH model
The model
An intuitive and simple way to specify the conditional mean λ t is to consider a linear autoregressive process driven by past observations. Count processes with a linear specification of the conditional mean are often referred in the literature as integer-valued generalized autoregressive conditional heteroscedastic (INGARCH) models (Ferland et al., 2006) . We define the BNB-INGARCH model through the following equations
where ω > 0, φ ≥ 0 and τ > 0 are static parameters to be estimated. These parameters are restricted to be positive to guarantee that λ t is strictly positive with probability one. A linear autoregressive specification for the conditional expectation λ t is often considered for Poisson and negative binomial autoregressions, see The next result relies on Theorem 3.1 and 3.2 to derive conditions for strict and weak stationarity of the BNB-INGARCH process.
Theorem 5.1. Let the BNB-INGARCH process in (7) satisfy
Then, the process admits a strictly stationary and ergodic solution with a finite first moment E(y t ) < ∞.
Additionally, let α > 2 and
Then, the stationary solution has a finite second moment E(y 2 t ) < ∞. Hence, it is weakly stationary.
Finally, we derive the strong consistency and asymptotic normality of the ML estimator of the BNB-INGARCH model by appealing to Theorem 4.1 and 4.2.
Theorem 5.2. Let the observed series {y t } T t=1 be generated by the BNB-INGARCH process in (7) with parameter value κ κ κ 0 = (r 0 , α 0 , ω 0 , φ 0 , τ 0 ) . Furthermore, let κ κ κ 0 ∈ K where, K is compact parameter set such that φ + τ < 1 and ω > 0 for any κ κ κ ∈ K. Then, the ML estimator defined in (6) is strongly consistent
Assume further that κ κ κ 0 satisfies the contraction condition in (9), α 0 > 2, and κ κ κ 0 ∈ int(K). Then, the ML estimator is asymptotically normally distributed
The proof of Theorem 5.2, which is given in the Appendix, is obtained by checking that Assumptions 4.1-4.7 are satisfied. The small sample properties of the ML estimator are studied in a Monte Carlo experiment in the next section.
Monte Carlo simulation study
We investigate the small-sample properties of the ML estimator by means of a Monte Carlo simulation experiment. We generate samples of different sizes from the BNB-INGARCH model in (7) for several parameter values. The parameters are then estimated by ML. Table 1 reports the results of the experiment. The parameters r and α are reparameterized in terms of their inverse. This is done because, especially in small samples, a given realized path from the BNB-INGARCH process may not present outliers and the estimate of α may become arbitrarily large since the likelihood function is flat for large α.
The results show that the estimates of all parameters seem to be consistent since the RMSE decreases as the sample size increases. Furthermore, we note that the estimation bias for δ, δ = ω/(1 − φ − τ ), and τ is negligible even for the smallest sample size considered in the experiment (T = 250). This can be noted from the fact that the standard deviation is equivalent to the RMSE. On the other hand, the results show the presence of a small-sample bias in the estimates of φ, r and α. In particular, the parameters φ and r tend to be underestimated and α tends to be overestimated. However, the bias of all these estimates becomes negligible for larger sample sizes (T = 1, 000 and T = 2, 000). Finally, we note that the results seem to be coherent across the different parameter values. This is true even when φ = 0.68, which represents scenarios where the parameters are close to the boundary of the weak stationarity region given in (9).
A score-driven BNB autoregression
The BNB-INGARCH model presented in Section 5 accounts for extreme observations by means of the heavy tail of the conditional BNB distribution. However, the SRE for λ t is not robust against outliers: an extreme value of y t can have an arbitrary large impact on λ t+1 . In practice, it is often desirable to have a robust SRE that attenuates the impact of extreme observations on λ t . We propose a robust specification that is based on the GAS framework of Creal et al. (2013) and Harvey (2013) . The conditional mean λ t is specified as an autoregressive process with innovation given by the score of the predictive likelihood. Score-driven models are widely used in the literature to specify robust updating functions in models with heavy-tailed distributions (Harvey and Luati, 2014; Opschoor et al., 2017) . The BNB autoregression with a score-driven SRE, which we label as the BNB-GAS, is specified by the following equations
where ω ∈ R, φ ≥ 0 and τ > 0. The score innovation s t = ∂ log p(y t |λ t , r, α)/∂ log λ t is given by
where γ = (α − 1)/r and ψ(·) denotes the digamma function, i.e. ψ(x) = ∂ log Γ(x)/∂x. The exponential link function in (10) is considered to ensure that λ t is strictly positive with probability one. We refer to the score s t as the innovation of the process since E(s t |F t−1 ) = 0 with probability one.
The peculiarity of the BNB-GAS model is that the functional form of the score innovation reduces the impact of outliers. Figure 1 illustrates the sensitivity of s t to y t for different values of the tail parameter α.
We can see that the effect of large values of y t on s t is attenuated and the degree of attenuation depends on the tail parameter α. The smaller the parameter α the more robust the score innovation s t . This behavior of s t is quite intuitive since a small α introduces heavy tails in the conditional pmf of y t and therefore it generates outliers in the observed time series, see also Harvey and Luati (2014) for a similar interpretation in the context of Student's t-distributions. Furthermore, as it is shown in the proof of Theorem 6.1 in the Appendix, the score innovation is bounded by a constant |s t | ≤ (α + r + 1). Therefore, s t is robust since it does not go to infinity as y t → ∞. The BNB-GAS can approximate arbitrarily well some existing models that have been proposed in the literature. As α → ∞, the BNB-GAS becomes a score-driven model with negative binomial distribution, see Gorgi (2018) for an application of the GAS framework with negative binomials. As additionally r → ∞, the model becomes a Poisson autoregressive model, which belongs to the class of models introduced by Davis et al. (2003) .
We now focus on the stochastic properties of the BNB-GAS. The next theorem gives sufficient conditions for the existence of a stationary and ergodic solution for the BNB-GAS process.
Theorem 6.1. Consider the BNB-GAS process given in (10) and (11) and let 0 ≤ φ < 1 and τ γ(3α + 2r + 3) + (α + r + 1) γ + φ exp τ (2α + r + 2) < 1.
Then, the process admits a stationary and ergodic solution with finite first moment E(y t ) < ∞.
The proof of this theorem is obtained by an application of Theorem 3.1. We note that the parameter restriction in (12) is a sufficient condition that makes the contraction condition of Theorem 3.1 hold. Given the complex functional form of s t , it is not straightforward to obtain sharper upper bounds for the Lipschitz coefficients c 1 and c 2 in (4). The condition imposed on the parameters by (12) may be restrictive in practice, however, this condition highlights that the stationarity region is not degenerate.
Remark 6.1. Under the conditions of Theorem 3.1, the BNB-GAS process admits a stationary and ergodic solution with E(y m t ) < ∞ if and only if α > m. This result holds true because λ t takes vales on a compact set with probability one, see the proof of Theorem 3.1 in the Appendix. This means that E(λ m t ) < ∞ for any m ∈ N. Therefore E(y m t ) < ∞ if and only if E(y m t |F t−1 ) < ∞ with probability one, namely, α > m.
Empirical application
In this section, we present an empirical application to the monthly number of police reports on narcotics trafficking in Sydney, Australia. The time series is from January 1995 to December 2016 and it is available in the New South Wales dataset of police reports. Figure 2 displays the plot and the empirical autocorrelation functions of the series. We can see that the dataset presents some extreme observations. In particular, the number of narcotics trafficking reports is exceptionally high in August 2000, March 2008 and May 2015. Therefore, BNB autoregressive models seem particularly suited to describe the autocorrelation structure and account for the outliers in the dataset. Besides the BNB-INGARCH and the BNB-GAS, we consider two negative binomial specifications: one with a linear updating function and one based on the GAS framework, which we label as linear NB-INGARCH and NB-GAS respectively. As discussed before, these two models are limit cases, α → ∞, of the BNB-INGARCH and the BNB-GAS model. Table 2 reports the estimation results. The BNB specifications give a better description of the time series since they have lower values of the Akaike information criterion (AIC).
More specifically, the BNB-GAS is the model that best fits the data. This suggests that the robust updating function given by the score innovation is beneficial in this case. Furthermore, the relevance of the BNB distribution can also be elicited from the relatively low estimates of the tail parameter α, which is estimated to be around 5 with a standard error of about 0.8 for both BNB specifications. This further indicates that the extreme observations in the data are not properly described by a negative binomial distribution. Table 2 : Maximum Likelihood estimates of the models. Standard errors are in brackets. The last two columns contain the log-likelihood and the AIC, respectively. The parameter δ is δ = ω/(1 − φ − τ ) for the INGARCH models and δ = ω/(1 − φ) for the GAS models. Figure 3 reports the estimated conditional mean for the NB-GAS and the BNB-GAS. We can see that the BNB-GAS estimate of λ t is robust to the outliers in 
Conclusion
This article introduces a general framework for modeling integer-valued time series with outliers. The paper proposes a class of observation-driven models that are based on a mixture of negative binomial distributions, known as the BNB distribution. The stochastic properties of the models and the asymptotic theory of ML estimation are formally discussed. Two different specifications are considered and studied. An empirical application illustrates the practical relevance of the approach. Further research may focus on extending the proposed method to more flexible specifications. For instance, relevant developments may include embedding the model with a zero-inflated BNB distribution to handle time series with large numbers of zeros.
A Appendix

A.1 Proofs
Proof of Theorem 3.1. First we show that (i) holds true. For convenience, we rewrite the equations of the BNB autoregressive process as follows
where {u t } t∈Z is an iid sequence of uniform random variables, u t ∼ U(0, 1), and F −1 λt (u) = inf z∈R {u ≤ F λt (z)}, u ∈ (0, 1), where F λt (z), z ∈ R, is the cumulative distribution function of a BNB random variable BN B(λ t , r, α). We prove the result by showing that there is a unique stationary and ergodic causal solution {λ t } t∈Z with E(λ t ) < ∞ by an application of Theorem 3.1 in Doukhan and Wintenberger (2008) (see also Remark 3.1). Then it is immediate to conclude that there is a unique stationary and ergodic causal solution {(y t , λ t )} t∈Z and, given α > 1, we have E(y t ) < ∞. In the following, we show that the conditions (3.1) and (3.2) of Theorem 3.1 in Doukhan and Wintenberger (2008) are satisfied. Note that (3.3) trivially holds given α > 1. From the contraction condition in (4), we obtain that
Now, if x 1 ≥ x 2 , by appealing to the stochastic ordering result in Lemma A.7, we obtain that F −1
x 2 (u) for any u ∈ (0, 1). Therefore, we have that
where the last equality follows from the fact that
In a similar way, it is straightforward to show that the same result holds also if x 1 ≤ x 2 and therefore
holds for any x 1 , x 2 ∈ R + . As a result, we obtain that (3.1) and (3.2) are satisfied since c 1 + c 2 < 1 holds by assumption.
Finally, we show that (ii) holds by an application of Theorem 3.1 of Bougerol (1993) . We study the following stochastic recurrence equation (SRE) for λ t
where {y t } t∈Z is the unique stationary and erogodic causal solution of the model. Therefore, {g θ θ θ (y t , ·)} t∈Z is a stationary and ergodic sequence of functions from R + into R + . If the conditions C1 and C2 of Theorem 3.1 of Bougerol (1993) are satisfied for the sequence {g θ θ θ (y t , ·)}, then we obtain that λ t is F t−1 -measurable.
Condition C1 is immediately satisfied since, for any λ ∈ R + , we have
where E(y t ) < ∞ follows from (i). As concerns C2, from the contraction condition in (4) we obtain the following Lipschitz coefficient
Therefore, we conclude that condition C2 is satisfied. This concludes the proof of the theorem.
Proof of Theorem 3.2. In the following, we use the shorthand notation E t (·) = E(·|F t ) to denote conditional expectations.
The contraction condition in (4) implies that
where c 0 = g θ θ θ (0, 0). Therefore, taking the conditional expectation of λ t , we obtain that
whereã 10 = c 0 andã 11 = c 1 + c 2 . Similarly, given the inequality in (13) Now, noticing that the conditional expectation of y 2 t can be expressed as
Calculating the conditional expectations on the right hand side of the above equation yields Therefore, combining equations (14) and (15), we can write the following bivariate system for x x x t = (λ t , λ 2 t )
Reiterating conditional expectations we obtain that
Since D D D 1 is a lower triangular matrix, the eigenvalues of D D D 1 are the diagonal entries and by assumption they are smaller than oneã 11 ≤ã 22 < 1. Therefore, taking the limit k → ∞ we obtain
which implies E(λ 2 t ) < ∞. The final result follows noticing that E(λ 2 t ) < ∞ entails E(y 2 t ) < ∞ since α > 2. This concludes the proof of the theorem.
Proof of Proposition 4.1. The proof of the invertibility result is obtained by an application of Theorem 3.1 of Bougerol (1993) . We follow Straumann and Mikosch (2006) (Proposition 3.12 ) and apply Bougerol's theorem in the space of continuous functions C(Θ, R) equipped with the uniform norm · Θ . Our SRE is of the form
First, we note that our SRE satisfies the stationarity and continuity requirements to apply Bougerol's theorem in C(Θ, R). In particular, the function θ θ θ →λ t (θ θ θ) is continuous for any t ∈ N by Assumption 4.1, and the sequence {g θ θ θ (y t , λ)} is stationary and ergodic for any λ ∈ R + by Theorem 3.1. Next, we show that the conditions C1 and C2 in Theorem 3.1 of Bougerol (1993) are satisfied. As concerns C1, we obtain that
since the contraction holds over Θ by Assumption 4.2, Θ is compact, and E(y t ) < ∞ by Theorem 3.1. Finally, C2 is immediately satisfied as
with probability one for any θ θ θ ∈ Θ by Assumption 4.2.
Finally, we conclude the proof by showing that E λ t Θ < ∞. By Assumption 4.2, we obtain that with probability 1
where c 0 = g θ θ θ (0, 0) Θ . Therefore, since c 2 < 1, for large enough t we obtain that
and by stationarity we have that the above inequality holds for any t. Therefore, the desired result follows by noticing that E(y t ) < ∞ by Theorem 3.1.
Proof of Theorem 4.1. In the following, we show:
Then, given the conditions (a) and (b) and the compactness of K, the consistencyκ κ κ T a.s.
− − → κ κ κ 0 follows immediately by standard arguments that go back to Wald (1949) .
(a) An application of the triangle inequality yields
where
. Therefore, the desired result follows if we can show that both terms on the right hand side of the inequality (16) are vanishing almost surely and uniformly as T diverges.
As concerns the first term in (16), Assumption 4.3 implies thatλ t (θ θ θ) >c with probability 1 for any θ θ θ ∈ Θ.
An application of the mean value theorem together with Lemma A.9 yields
As a result, since λ t −λ t Θ e.a.s.
− −− → 0 by Proposition 4.1, we obtain l t − l t K a.s.
− − → 0 and therefore
As concerns the second term in (16), given the continuity of the log-likelihood and the compactness of K,
− − → 0 follows by an application of the ergodic theorem of Rao (1962) , provided that the log-likelihood has a uniformly bounded moment, i.e. E l t K < ∞. We notice that the log-likelihood can be bounded as follows
Therefore, E l t K < ∞ follows by an application of Lemma A.8 since inf θ θ θ∈Θλt (θ θ θ) ≥c a.s. by Assumption 4.3, E(y t ) < ∞ by Theorem 3.1 and E λ t Θ < ∞ by Proposition 4.1. This concludes the proof of (a).
(b) First, we show that l t (κ κ κ) = l t (κ κ κ 0 ) a.s. if and only if (iff) κ κ κ = κ κ κ 0 . It is clear that the parameters of the BNB pmf are well identified. In particular, we have that
Therefore, the desired result follows if we can show thatλ t (θ θ θ 1 ) =λ t (θ θ θ 2 ) iff θ θ θ 1 = θ θ θ 2 for any θ θ θ 1 , θ θ θ 2 ∈ Θ. We prove the result by contradiction. Assume that θ θ θ 1 = θ θ θ 2 andλ t (θ θ θ 1 ) =λ t (θ θ θ 2 ) a.s., then, given the stationarity ofλ t , we have thatλ t (θ θ θ 1 ) =λ t (θ θ θ 2 ) a.s. for any t. Therefore, we can assume thatλ t−1 (θ θ θ 1 ) =λ t−1 (θ θ θ 2 ) = λ with probability 1 and it must be true that g θ θ θ 1 (y t , λ) = g θ θ θ 2 (y t , λ) with probability 1. However, this cannot be true because Assumption 4.4 implies that g θ θ θ 1 (y t , λ) = g θ θ θ 2 (y t , λ) with positive probability. We conclude that
Finally, we show that l t (κ κ κ) = l t (κ κ κ 0 ) a.s. iff κ κ κ = κ κ κ 0 entails the identifiability condition (b). It is well known that log(x) ≤ x − 1 for any x ∈ R + with the equality only in the case x = 1. This implies that almost surely
Moreover, we have that the inequality in (17) holds as a strict inequality with positive probability because p(y t |λ t (θ θ θ), r, α) = p(y t |λ t , r 0 , α 0 ) with positive probability for any κ κ κ ∈ K, κ κ κ = κ κ κ 0 . As a result
where the right hand side of the inequality is equal to zero as p(y t |λ t , r 0 , α 0 ) is the true conditional pmf. Finally, the desired result L(κ κ κ 0 ) > L(κ κ κ) follows by the law of total expectation
This concludes the proof of (b).
Proof of Theorem 4.2. For the asymptotic normality proof, we follow a similar argument as the in proof in Section 7 of Straumann and Mikosch (2006) . First, we derive the asymptotic distribution of the ML estimator κ κ κ T based on the limit likelihood L T , which is defined as
Then, we show thatκ κ κ T andκ κ κ T have the same asymptotic distribution.
From the uniform convergence in Lemmas A.1 and A.2, we have thatλ t is twice continuosly differentiable in Θ with first and second derivatives given byλ t andλ t , respectively. This immediately implies that the limit likelihood L T is twice continuously differentiable in the compact set K. Therefore, a Taylor expansion around κ κ κ 0 yields
where η η η T is a point betweenκ κ κ T and κ κ κ 0 . By definition,κ κ κ T is the maximizer of L T (κ κ κ). Therefore, we have that
− − → κ κ κ 0 and κ κ κ 0 ∈ int(K). As a result, the following equation holds
By Lemma A.3 together with an application of the ergodic theorem of Rao (1962) , we obtain that
Furthermore, Lemma A.5 ensures that F F F 0 is positive definite and Lemma A.4
shows that
. Therefore, we get that
whereη η η T is a point betweenκ κ κ T andκ κ κ T . Furthermore, we note thatL T (κ κ κ T ) = 0 and L T (κ κ κ T ) = 0 for large enough T since the estimators are strongly consistent and κ κ κ 0 ∈ int(K K K). Therefore, we have that
The left hand side of the above equation goes to zero almost surely as T → ∞ by an application of Lemma A.6.
This concludes the proof of the theorem since
Proof of Theorem 5.1. The proof follows immediately by an application of Theorems 3.1 and 3.2. The contraction condition of Theorems 3.1 is immediately satisfied if τ + φ < 1. Instead,
ensures that the contraction condition of Theorem 3.2 holds.
Proof of Theorem 5.2. First, we obtain the consistency result by showing that Assumptions 4.1-4.4 are satisfied.
Assumptions 4.1 and 4.2 are trivially satisfied since the updating function of the BNB-INGARCH is continuous and the parameter set K is such that φ + τ < 1. Assumption 4.3 is satisfied since ω > 0 for any κ κ κ ∈ K and K is compact. Finally, Assumption 4.4 is trivially satisfied by the functional form of the updating function of the model. Therefore, the ML estimator is strongly consistent by an application of Theorem 3.1.
Next, we obtain the asymptotic normality by showing that Assumptions 4.5-4.7 are satisfied. Assumption 4.5 holds since κ κ κ 0 satisfies the contraction condition for weak stationarity. Assumption 4.6 holds since 1, y t and λ t are linearly independent random variables. Finally, Assumption 4.7 is satisfied since g θ θ θ (y, λ) is a linear function of (y, λ) and therefore any derivative is bounded by a linear combination of (y, λ). As a result, the ML estimator is asymptotically normal by an application of Theorem 3.2. This concludes the proof of the theorem.
Proof of Theorem 6.1. We denote the updating function of λ t in (10) as g(y, λ) = exp ω +φ log λ+τ s(y, λ) , where s(y, λ) = ∂ log p(y|λ, r, α)/∂ log λ. First, given the expression of the score innovation in (11) and inequality (20), we note that −(r + α + 1) ≤ s(y, λ) ≤ (α + 1) for any y ∈ N and λ ∈ R + . Therefore, given that 0 ≤ φ < 1, we immediately obtain that λ t is bounded from below with probability one by the constant exp (ω − τ (α + r + 1))/(1 − φ) . Next, we apply the mean value theorem to g(·, ·) and obtain that
Therefore, we are only left with showing that sup λ,y |∂g(y, λ)/∂y|+sup λ,y |∂g(y, λ)/∂λ| < 1 since the desired result then follows by an application of Theorem 3.1. Below, we show that this is the case. In particular, we obtain that ∂g(y, λ) ∂y =g(y, λ)τ γλ ψ 1 (γλ + y) − ψ 1 (γλ + y + r + α)
where the first inequality follows by the inequality in (21), and the second and third inequalities follow by taking the supremum over y and λ. In a similar way, we obtain ∂g(y, λ) ∂λ =g(y, λ) φ λ + τ ∂s(y, λ) ∂λ
where the first inequality follows by the triangle inequality, the second follows by the inequality in (21), and the third and fourth by taking the supremum over y and λ. This concludes the proof of the theorem.
A.2 Lemmas
Lemma A.1. Let the assumptions of Theorem 4.2 hold, then
whereλ t is the stationary and ergodic derivative process ofλ t . Furthermore,λ t has a uniformly bounded second moment, i.e. E λ t 2 Θ < ∞.
Proof. We prove the convergence result λ t −λ t Θ Therefore, we conclude that S.3 is satisfied.
Finally, we show that E λ by an application of the Central Limit Theorem for martingale difference sequences, see Billingsley (1999) .
Finally, we note that the Fisher information matrix equality
by standard arguments since l t (κ κ κ 0 ) is the true conditional log pmf evaluated at y t and the likelihood function is twice continuously differentiable with a uniformly bounded moment, which allow us to interchange integration with differentiation.
Lemma A.5. Let the assumptions of Theorem 4.2 hold, then the Fisher information matrix is positive definite,
Proof. First, we note that obviously F F F 0 = E[l t (κ κ κ 0 )l t (κ κ κ 0 ) ] is positive semi-definite. Therefore, we only need to show that F F F 0 is non-singular, i.e. x x x F F F 0 x x x = 0 only if x x x = 0 0 0. This is the equivalent of showing that x x x l t (κ κ κ 0 ) = 0 a.s. only if x x x = 0 0 0. Consider the partition x x x = (v v v, w w w) , where v v v ∈ R 2 and w w w ∈ R k−2 . We have that
In the following, we show by contradiction that x x x l t (κ κ κ 0 ) = 0 a.s. implies x x x = 0 0 0. There are 3 different cases. 
However, this cannot be true because ∂λt ∂θ θ θ is measurable with respect to F t−1 and instead the left hand side of the above equation is not F t−1 -measurable as it depends on y t . This concludes the proof of the Lemma.
Lemma A.6. Let the assumptions of Theorem 4.2 hold, then
Proof. By the mean value theorem and given the upper bounds in Lemma A.9, we obtain that
Therefore, l t − l t K e.a.s.
− −− → 0 by an application of Lemma 2.1 of Straumann and Mikosch (2006) since
This concludes the proof of the lemma.
A.3 Lemmas on the gamma function and the BNB pmf Lemma A.7 . Let X ∼ BN B(λ 1 , r, α) and Y ∼ BN B(λ 2 , r, α) with λ 1 ≥ λ 2 . Then X is stochastically greater than Y , X ≥ st Y ,
where F λ 1 and F λ 2 denote the cumulative distribution functions of X and Y , respectively.
Proof. The proof of this lemma is an immediate consequence of Theorem 4.2 of Wang (2011) since likelihood ratio ordering implies stochastic ordering.
Lemma A.8. Let x t be a random variable such that x t ≥x with probability 1 for some constantx > 0.
Furthermore, assume that E(x t ) < ∞, then E| log Γ(x t + c) − log Γ(x t )| < ∞, for any c ∈ R + .
Proof. First, we note that log Γ(x) is monotone increasing in x ∈ (2, ∞). Therefore, for any c > 0 and x > 2, we have that | log Γ(x + c) − log Γ(x)| ≤ (c + 1) log(x)
where the first inequality follows immediately from the well know recursive equation log Γ(x+1)−log Γ(x) = log(x), together with the monotonicity of the gamma function in (2, ∞). Finally, denoting with 1 1 1 A (x) the indicator function of a subset A ∈ R, we obtain that E log Γ(x t + c) − log Γ(x t )| ≤E log Γ(x t + c) − log Γ(x t ) 1 1 1 [x,2] (x t ) + E log Γ(x t + c) − log Γ(x t ) 1 1 1 (2,∞) (x t ) ≤ sup x∈ [x,2] (| log Γ(x + c)| + | log Γ(x)|)
+ (c + 1)E(x t + 2) < ∞,
(ii) Following similar steps as in (i), we obtain that ∂ log p(y|λ, r, α) ∂r ≤ψ(y + r) − ψ(r) + |ψ(α + r)| + |ψ(γλ + y + α + r)| + γλ r ψ(γλ + y + α + r) − ψ(γλ + y) + ψ(γλ + α) − ψ(γλ) ≤ y + 1 r + |ψ(α + r)| + γλ + y + α + r + 1 + (α + r + 1)γλ r(γλ + y) + α + 1 r ≤c r + a r (y + λ),
where the first inequality follows by standard differentiation together with the triangle inequality, the second by (20) and noticing that |ψ(z)| < z + 1 for z > 1, the third by taking the supremum over λ ∈ [c, ∞), y ∈ N and ξ ξ ξ ∈ Ξ. where the first inequality follows by standard differentiation together with the triangle inequality, the second by an application of (20) and the last by taking the supremum over λ ∈ [c, ∞) and ξ ξ ξ ∈ Ξ.
(iv) We obtain that ∂ 2 log p(y|λ, r, α) ∂λ 2 ≤γ 2 ψ 1 (γλ + y) − ψ 1 (γλ + y + α + r) + ψ 1 (γλ) − ψ 1 (γλ + α) ≤ γ 2 (α + r + 1) (γλ + y) 2 + α + 1 λ 2 ≤ 2α + 2 + r c 2 ≤ c λλ ,
where the first inequality follows by standard differentiation, the second by (20) and (21) together with the fact that ψ 1 (x), x > 0, is strictly positive and monotone decreasing and the last two inequality follow by taking the supremum over λ ∈ [c, ∞), ξ ξ ξ ∈ Ξ and y ∈ N.
(vi) We obtain that ∂ 2 log p(y|λ, r, α) ∂α 2 ≤ 1 + λ r 2 ψ 1 (γλ + α) − ψ 1 (γλ + α + y + r) + λ 2 r 2 ψ 1 (γλ) − ψ 1 (γλ + y) + ψ 1 (α + r) + ψ 1 (α) ≤ (r + λ) 2 (y + r + 1) r 2 (γλ + α) 2 + y + 1 r 2 γ 2 + 2ψ 1 (α) ≤ c αα + a αα y, where the first inequality follows by standard differentiation together with the triangle inequality, the second by (21) and the third by taking the supremum over λ ∈ [c, ∞) and ξ ξ ξ ∈ Ξ.
(vii) As before, we obtain ∂ 2 log p(y|λ, r, α) ∂λ∂r ≤γψ 1 (γλ + y + α + r) + γ 2 λ r ψ 1 (γλ + y) − ψ 1 (γλ + y + α + r) + ψ 1 (γλ) − ψ 1 (γλ + α) + γ r ψ(γλ + y + α + r) − ψ(γλ + y) + ψ(γλ + α) − ψ(γλ) ≤γψ 1 (α) + γ 2 λ(α + r + 1) r(γλ + y) 2 + 2(α + 1) rλ + γ(α + r + 1) r(γλ + y) ≤ c λr ,
where the first inequality follows by standard differentiation together with the triangle inequality, the second by (20) and (21) and the third by taking the supremum over λ ∈ [c, ∞), y ∈ N and ξ ξ ξ ∈ Ξ.
(viii) We have that ∂ 2 log p(y|λ, r, α) ∂λ∂α ≤γψ 1 (γλ + y + α + r) + γψ 1 (γλ + α) + γλ r ψ 1 (γλ + y) − ψ 1 (γλ + y + α + r) + ψ 1 (γλ) − ψ 1 (γλ + α) + 1 r ψ(γλ + y + α + r) − ψ(γλ + y) + ψ(γλ + α) − ψ(γλ) ≤2γψ 1 (α) + γλ(α + r + 1) r(γλ + y) 2 + 2(α + 1) rγλ + α + r + 1 r(γλ + y) ≤ c λα ,
(ix) As before, we obtain ∂ 2 log p(y|λ, r, α) ∂r∂α ≤ψ 1 (α + r) + γλ r ψ 1 (γλ + α) + r + (γ + 1)λ r ψ 1 (γλ + y + α + r) + λ r 2 ψ(γλ + y + α + r) − ψ(γλ + y) + ψ(γλ + α) − ψ(γλ) + γλ 2 r 2 ψ 1 (γλ + y) − ψ 1 (γλ + y + α + r) + ψ 1 (γλ) − ψ 1 (γλ + α) ≤ 2r + (2γ + 1)λ r ψ 1 (α) + λ(α + r + 1) r 2 (γλ + y) + 2(α + 1) r 2 γ + γλ 2 (α + r + 1) r 2 (γλ + y) 2 ≤c rα + a rα λ, where the first inequality follows by standard differentiation together with the triangle inequality, the second by (20) and (21) and the third by taking the supremum over λ ∈ [c, ∞), y ∈ N and ξ ξ ξ ∈ Ξ.
