Abstract. In the field of real world or simulation experiments, latin hypercube designs are very useful to approximate implicit given functions based on experimental designs of rectangular grid of points used e.g. for an efficient optimization of black-box experiments. The so called standard latin hypercube sampling is based on an idea of [8] to simulate correlated multivariate relationships based on uncorrelated variables. Hereby, the linear or rank correlations between the random variables can be reduced using a Cholesky decomposition of the covariance matrix. However, this algorithm requires that the number of samples is higher than the number of input variables to ensure a positive definite and non-singular covariance matrix. Furthermore, a rearrangement of the latin hypercubes so that they will have the same ordering to increase the multidimensional uniformity introduces an unwanted pseudo linear correlation of the simulated variables.
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In this paper, the new method of proper orthogonal decomposition methods in adaptive combination with re-sorting the rank-order of the original marginal distributions not only eliminates the drawbacks of the standard latin hypercube sampling, but also reduces the number of experimental designs necessary. In contrast to the standard latin hypercube sampling, the adaptive approach results in a further improvement of the independency and the multidimensional uniformity of the variables and shows an improved efficiency in comparison to optimization-based methods. Furthermore, a lower-rank approximation of the design matrix based on singular value decomposition ensures a positive definite and non-singular correlation matrix to reduce the correlation error in a stepwise manner during the adaptive procedure.
INTRODUCTION
Physical or computer experiments are widely used for the design and optimization of products and processes. In simulation experiments, rather than carrying out physical experiments, numerical models describing the performance of the product or the process are only implicitly given through numerical methods. When modelling complicated physical phenomena we are searching for a mathematical model
where the vector x consists of the n design (input) variables or factors and y defines a specific output variable (response). The function f (x) is defined within the design space D with the lower and upper bounds x l i , x u i of the variables. In general, efficient design exploration techniques, such as sensitivity analysis and optimization are based on surrogate (or meta) modelsỹ(x i ) of response values using evaluation points or the so-called designs. A design of experiments with N points and n variables is usually written as a N × n design matrix
where each row
represents a sample k and each column represents a variable i. Obviously, in a real world design of experiment, it is not possible to enlarge the necessary number of experimental designs n to obtain acceptable space-filling and independency of the simulated design space which is important for an accurate sensitivity analysis and for design space exploration. So one of the main aims in the field of experiments is therefore to obtain efficient designs of experiments. A commonly used stratified sampling technique is the latin hypercube sampling, especially if the number of design variables is greater than n = 5 and general nonlinearities of the model responses are possible. Numerous modifications have been proposed for latin hypercube sampling to minimize correlation error and to ensure the unidimensional uniformity. The pseudo linear correlations can be minimized by an internal optimization procedure using a column pairwise switch algorithm to increase uniformity or space-fillingness of a sampling plan. Several methods are proposed in the literature, e.g. [7, 13] use a simulated annealing and in [9] an enhanced stochastic evolutionary is presented. Commonly used optimization criteria are the maximization of the minimum distance (maximin metric) according to [13] introduced by [10, 5] and mean of the square of the pairwise correlations, proposed by [8] . A Matlab implementation of an optimization algorithm to construct these maximin latin hypercubes is given in [5] .
Other methods are developed to create small orthogonal or nearly-orthogonal latin hypercube matrices [12] , which are perfectly uniform in the multivariate space. These methods are applicable only for small sets of variables and design evaluations. In [2] a method is presented for calculating nearly orthogonal latin hypercubes and calculating the best space-filling designs which is computationally expensive. The method presented in [4] does not necessarily calculate the best space-filling designs but is applicable to high dimensional problems, preserving the integrity of the latin hypercube sampling estimator by increasing the statistical distance between designs using sequentially eliminating design evaluations that are near to each other in the multidimensional space. In [14] another method for reducing correlations of a latin hypercube using the Gram-Schmidt orthogonalization is proposed. An extended overview of space-filling designs can be found in [3] .
Because of the huge combinatorial effort of the assigned optimization problem, finding an optimized latin hypercube sampling is a very difficult and time-consuming task and restricted to a relative small number of variables. Otherwise, several decomposition methods of the covariance matrix exist to reduce the unwanted pseudo correlation of the variables in a high dimensional space, which can be enhanced to improve unidimensional uniformity and independency of the design points, as shown in the following.
STANDARD LATIN HYPERCUBE SAMPLING

Plain latin hypercube sampling
A plain Monte Carlo simulation can be used to create i = 1, ..., n nearly-uniformly distributed samples U The basic idea of [15] assumes that each sample out of N is unique with high probability. Of course, sorting these samples in ascending order gives random numbers too, and returns a row vector of u for every variable i = 1, ..., n containing a random permutation of the integers from k = 1, .., N . The permutation matrix π
ensures that the bins have their centers in the center of the latin hypercubes with
k with the same probability
gives N n hypercubes (bins) with the probability N −n . Hereby, all portions of the random variables' range are represented and therefore we obtain a univariate uniformity of the marginal distribution of the variables. Unfortunately, this procedure leads to an unwanted correlated sample matrix
especially for a small number of samples N . In some cases the maximal error of the correlation matrix of a plain latin hypercube sampling
can be larger than the maximal correlation error ρ UU of a plain Monte Carlo sampling.
Correlation transformation using factorization of the covariance matrix
According to [8] , the unwanted linear or rank correlations between the random variables can be eliminated using a Cholesky decomposition of the covariance matrix 
the covariance matrix of Y i is equal to the assigned correlation matrix
In the general case a variable transformation Z i (0; 1) ∼ Y i is to find so that the correlation matrix of all variables Z i represents the target correlation in terms of the identity matrix, thus
Inserting Eq. (2) and Eq. (3) in
and using the Cholesky factorization of the matrix of the pseudo correlations
we obtain
and furthermore
In the case of the non-singular lower triangle matrix L the transformation results in
and deals in this way numerically without correlation error. The back substitution of Eq. (1)
gives normalized, nearly-uniformly distributed variables U i . Finally, the uniform distributed variables X i ∼ U i with respect to the vectors of lower and upper bounds x l and x u are simply given by
whereby, the symbol • denotes the entrywise product. 
Rearrangement of the latin hypercubes
On the other hand, the linear transformation in Eq. (6) moves the sample points coordinates for all variables i > 1. And as a result the samples may be moved beyond the desired bounds and marginal distributions may be effected from the change of correlation, as shown in Fig. (1) and Fig. (2) . To solve this problem, in [8] a resorting of the design matrix Z according to the rank correlation of the exact marginal distributions of H
is presented. Whereby, the inner permutation matrix describes the rank-order sorting of the N samples of n variables of the design matrix Z and the outer permutation matrix describes the rank-order sorting of the sorted indices to create modified center-based latin hypercubes H with accurate marginal distributions to ensure univariate uniformity. Unfortunately, this rearrangement within the so-called standard latin hypercube sampling achieves the multidimensional uniformity but introduces an unwanted pseudo linear correlation of the simulated variables
again. But in summary, the maximal correlation error of the simulated variables
is significantly smaller than the maximal correlation error ρ HH of the first latin hypercube sampling.
LATIN HYPERCUBE SAMPLING BASED ON ADAPTIVE ORTHOGONAL DE-COMPOSITION
Adaptive rearrangement of the latin hypercubes
Particularly, in high-dimensional design spaces and with a reduced number of design evaluations n N the correlation error in Eq. (8) increases as a result of the rank-order sorting. Otherwise, the linear transformation in Eq. (6) achieves an exact correlation and maintain the uniformity of the first variable. So, an essential enhancement of the standard latin hypercube sampling is an adaptive rearrangement of the columns of the current given latin hypercube matrix H in each iteration step, as shown in Fig. (3) .
Iterative rearrangement of the columns of the latin hypercube matrix H, according to the rows number i and the columns number j of the maximal correlation error and the first column with accurate uniformity.
Orthogonal transformation using proper orthogonal decomposition
The Cholesky factorization Eq. (5) requires that the number of samples is greater than the number of input variables, thus N > n to ensure a positive definite pseudo correlation matrix. Otherwise, this kind of decomposition is not applicable. Eq. (5) can be replaced by principal component analysis, e.g. using the eigenvalue decomposition
whereby V denotes the matrix of the eigenvectors and Λ the diagonal matrix of the eigenvalues. Inserting the orthogonality condition V T V = I we obtain
and furthermore the spectral decomposition of the pseudo correlation matrix
which is a symmetric decomposition and can be used instead of Eq. (6) for the transformation of the design matrix
This transformation is recommended in case of a non-positive definite pseudo correlation matrix. However, in the next step, the case N ≤ n results in a singular correlation matrix within Eq. (9), again. Indeed, this is solvable using the Moore-Penrose pseudo inverse but this procedure would occur with the same order of error magnitude as using plain Monte Carlo simulation. The proper orthogonal decomposition, also known as Karhunen-Loève decomposition, may serve to ensure the correlation transformation in case of N < n within two steps, namely the order reduction of the design matrix by projecting high-dimensional data into a lower-dimensional space and orthogonal transformation of the sample covariance or correlation matrix to the basis of the largest eigenvalues. A bibliographical review and applications of the proper orthogonal decomposition is given in [11] . The discrete modelling of the proper orthogonal decomposition is achieved by the singular value decomposition. The singular value decomposition of the correlation matrix can be written as
where U is an n × n orthonormal matrix containing the left singular vectors of the correlation matrix; S is an n×n diagonal and semi-positive definite matrix with diagonal entries containing the singular values σ i and V is an n×n orthonormal matrix containing the right singular vectors. Since, the diagonal matrix S contains non-negative real numbers only, we obtain a non-negative definite transformation matrix in Eq. (6) using
There are several numerical methods for calculating the singular value decomposition, e.g. presented in [6] .
Low-rank approximation of the design matrix
Unfortunately, the application of Eq. (10) for the singular case N ≤ n results in a numerically singular transformation matrix US For the singular case we use any m < N < n column-reduced and row-reduced matrices to calculate an optimal rank m approximation of the data matrix Y as follow The initial error ρ HH of plain latin hypercube sampling of 0.323 is near the error of the Monte Carlo simulation ρ UU of 0.3228. The adaptive procedure converged continuously to an error of ρ XX = 0.0045 after 100 iterations. For comparison the errors of other methods are given in the Fig. (4) . In particular, optimized latin hypercube sampling 1 , according to the Matlab implementation of [5] , Matlab implementation lhsdesign, based on the Gram-Schmidt orthogonalization 2 , as proposed in [14] and standard latin hypercube sampling algorithm 3 , as shown in section (2) with rearrangement of the latin hypercubes, introduced in [8] .
Singular covariance matrix and low-rank approximation of the design matrix
For the singular case N < n of the simulation of i = 1, ..., n = 100 uniform distributed variables X verged continuously to an error of ρ XX = 0.277 after 100 iterations, as shown in Fig. (8) . The anthill plot Fig. (5) and the histograms Fig. (6) and Fig. (7) of the first and last simulated variable shows the applicability of the proposed method.
SUMMARY
The proposed method of proper orthogonal decomposition of the covariance matrix and lowrank approximation of the design matrix using the singular-value decomposition in combination with an enhanced adaptive rearrangement of the columns or variables of the latin hypercube de-sign matrix and an adaptive rank-order sample resorting of the variables is a fast an accurate alternative simulation procedure to sample uncorrelated variables with multidimensional uniformity. In contrast to the standard latin hypercube sampling, the Gram-Schmidt orthogonalization and a chosen optimization-based procedure we obtain a stable convergence of the correlation error to zero, even in high-dimensional problems. For the singular case, which means a smaller number of design evaluations as the number of variables, the propose method is more stable and efficient than other tested optimization-based methods or orthogonalization methods. This is very important for an efficient design of experiment in industrial applications of the variancebased sensitivity analysis and the metamodel-based optimization.
