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Abstract
We consider making outputs of the greedy algorithm for monotone submodular
function maximization differentiable w.r.t. parameters of objective functions. Due
to the non-continuous behavior of the algorithm, we must use some smoothing
methods. Our contribution is a theoretically guaranteed and widely applicable
smoothing framework based on randomization. We prove that our smoothed greedy
algorithm almost recovers original approximation guarantees in expectation for
the cases of cardinality and κ-extensible system constrains. We also show that
unbiased gradient estimators of any expected output-dependent quantities can be
efficiently obtained by sampling outputs. We confirm the utility and effectiveness
of our framework by applying it to sensitivity analysis of the greedy algorithm and
decision-focused learning of parameterized submodular models.
1 Introduction
Submodular function maximization has various applications, e.g., budget allocation, data summariza-
tion, and active learning. In many such applications, submodular functions are modeled with some
parameters. Formally, we consider the following parametric submodular maximization problem:
maximize
X⊆V
f(X,θ) subject to X ∈ I, (1)
where V is a set of n elements, f(·,θ) : 2V → R is a set function with continuous-valued parameter
vector θ ∈ Θ, and I ⊆ 2V is a set family consisting of all feasible solutions. As is often the case, we
assume f(·,θ) to be normalized, monotone, and submodular for any θ ∈ Θ (see, Section 1.2).
Once θ is fixed, we often use the greedy algorithm since it has strong theoretical guarantees and
delivers high empirical performances. However, if fixed θ deviates from true unknown θˆ, outputs of
the greedy algorithm can be poor solutions to the problem of maximizing f(·, θˆ). This naturally raises
the following questions. How do changes in θ values affect outputs of the greedy algorithm? Can we
learn θ from data so that the greedy algorithm outputs a good solution for maximizing f(·, θˆ)?
In the case of parametric continuous optimization, we can address those questions by differentiating
outputs of algorithms w.r.t. θ. Such methods have been studied in the field of sensitivity analysis
[41, 17], and those are recently used by decision-focused (or end-to-end) learning methods [13, 50],
which learn parameter values based on outputs of optimization algorithms. When it comes to the
greedy algorithm for submodular maximization, however, its outputs are non-differentiable since
continuous changes in θ values cause discrete changes in outputs. Therefore, we must use some
smoothing methods for utilizing the established methods based on differentiation of outputs.
Differentiable greedy algorithms for submodular maximization were first considered by Tschiatschek
et al. [45] for monotone and non-monotone cases. Their algorithm for the monotone case, which
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focuses on the cardinality constrains, is obtained by replacing argmax with softmax. They stated
that the (1− 1/e)-approximation [36] holds if the temperature of softmax is zero (i.e., equal to non-
differentiable argmax), but the differentiable algorithm, which is of our interest, was not theoretically
studied. Regarding differentiation, they used a heuristic method (see, Appendix C.1) to avoid
the exact computation of derivatives, which generally incurs exponential costs in n. Since then,
differentiable greedy submodular maximization has been an attractive subject: a similar method [40]
and applications [28, 38] have been studied. Nevertheless, how to smooth the greedy algorithm while
preserving its theoretical strengths and how to efficiently differentiate its outputs remain open.
Can we smooth the greedy algorithm for submodular maximization without losing its theoretical
guarantees and efficiently differentiate its outputs?
Our contribution is a theoretically guaranteed and widely applicable framework for smoothing the
greedy algorithm and differentiating its outputs. Below we detail what we present in this paper.
SMOOTHED GREEDY We develop SMOOTHED GREEDY by stochastically perturbing argmax of the
greedy algorithm. We prove that this perturbation does not spoil the original guarantees:
SMOOTHED GREEDY achieves almost (1 − 1/e)- and 1κ+1 -approximation guarantees in
expectation for the cases of cardinality and κ-extensible system constraints, respectively,
where a subtractive term depending on the perturbation strength affects the guarantees.
Gradient estimation Owing to perturbation, we can differentiate expected outputs of SMOOTHED
GREEDY; as with [45], however, the computation cost is exponential in n. To circumvent this,
we show how to compute unbiased gradient estimators of any expected output-dependent
quantities by sampling SMOOTHED GREEDY outputs. This enables us to efficiently estimate
derivatives of, e.g., expected objective values and probabilities that each v ∈ V is chosen.
Applications To demonstrate the utility and effectiveness of our framework, we instantiate it for
sensitivity analysis and decision-focused learning settings. When applied to sensitivity
analysis, it elucidates how SMOOTHED GREEDY can be affected by changes in θ values.
Results of decision-focused learning experiments suggest that our greedy-based approach
can be a simple and effective alternative to a recent continuous relaxation method [50].
1.1 Related work
Nemhauser et al. [36] proved the (1 − 1/e)-approximation guarantee of the greedy algorithm for
the cardinality constrained case, and this result is known to be optimal [35, 14]. Fisher et al. [16]
proved that the greedy algorithm achieves the 1κ+1 -approximation when (V, I) is an intersection of κ
matroids. Calinescu et al. [9] showed that this result holds for a more general class of (V, I) called
κ-systems, which includes κ-extensible systems.
Submodular functions with parameters appear in many scenarios including budget allocation [2], data
summarization [33], and active learning [49]. Deep submodular functions [11] provide a flexible
family of parameterized submodular functions that enjoy the advantages of neural networks (NNs).
Differentiable greedy submodular maximization algorithms were studied in [45, 40]. Their theoretical
results are more limited than ours as explained above. Moreover, those methods are not applicable to
our setting: while their methods differentiate some functions defined with subsets X1, X2, · · · ⊆ V
given as datasets, we aim to differentiate expected output-dependent quantities defined without such
subsets (see, Appendix C.1). Probably, the closest to our result is that of Wilder et al. [50], while
their approach is different from ours. They use a continuous relaxation (multilinear extension [9])
of f(·,θ) and differentiate its local optimum computed with the stochastic gradient ascent method
(SGA) [25], which achieves a 1/2-approximation. Although their method can be applied to matroid
constraints, their analysis focuses on the cardinality constrained case. Our method is also different
from submodular-function learning methods based on samples of (X, f(X,θ)) pairs [4, 42].
Differentiable end-to-end learning has been studied in other settings than submodular maximiza-
tion: submodular minimization [10], quadratic programming [3], mixed integer programming [15],
optimization on graphs [51], combinatorial linear optimization [39], and satisfiability instances [48].
Perturbation is often used as an effective smoothing method in many settings: linear contextual bandit
[29], linear optimization [6], and sampling from discrete distribution [22, 26, 31]. The design of
SMOOTHED GREEDY is related to the link between regularization and perturbation (see, e.g., [1]).
2
Algorithm 1 SMOOTHED GREEDY
1: S ← ∅
2: for k = 1, 2 . . . do
3: Uk = {u1, . . . , unk} ← {v /∈ S | S ∪ {v} ∈ I}
4: gk(θ) = (gk(u1,θ), . . . , gk(unk ,θ))← (fS(u1,θ), . . . , fS(unk ,θ))
5: pk(θ) = (pk(u1,θ), . . . , pk(unk ,θ))← argmaxp∈∆nk {〈gk(θ),p〉 − Ωk(p)}
6: sk ← u ∈ Uk with probability pk(u,θ)
7: S ← S ∪ {sk}
8: if S is maximal then return S
1.2 Notation and definition
For any set function f : 2V → R, we define fX(Y ) := f(X ∪ Y )− f(X). We say f is normalized
if f(∅) = 0, monotone if X ⊆ Y implies f(X) ≤ f(Y ), and submodular if fX(v) ≥ fY (v) for
all X ⊆ Y and v /∈ Y . In this paper, we assume the objective function f(·,θ) to be normalized,
monotone, and submodular for any possible parameter values θ ∈ Θ. Note that this is the case with
many submodular functions used in practice, e.g., weighted coverage functions with non-negative
weights θ, and probabilistic coverage functions with coverage probabilities θ.
We say (V, I) is a κ-extensible system [32] if the following three conditions hold: (1) ∅ ∈ I, (2)
X ⊆ Y ∈ I implies X ∈ I, and (3) for all X ∈ I and v /∈ X such that X ∪ {v} ∈ I , and for every
Y ⊇ X such that Y ∈ I, there exists Z ⊆ Y \X that satisfies |Z| ≤ κ and Y \Z ∪ {v} ∈ I. We say
X ∈ I is maximal if no Y ∈ I strictly includes X . As shown in [32], (V, I) is a matroid iff it is
a 1-extensible system, which includes the case of cardinality constraints as a special case, and the
intersection of κ matroids defined on a common ground set always forms a κ-extensible system. We
define K := maxX∈I |X|, which is so-called the rank of (V, I).
For any positive integer n, we let 0n and 1n be n-dimensional all-zero and all-one vectors, respectively.
For any finite set V and S ⊆ V , we let 1S ∈ R|V | denote the indicator vector of S; i.e., the entries
corresponding to S are 1 and the others are 0. Given any scalar- and vector-valued differentiable
function f : Rn → Rm, ∇xf(x) ∈ Rm×n denotes the gradient and Jacobian, respectively.
2 Smoothed greedy algorithm
We present SMOOTHED GREEDY and prove its approximation guarantees. In this section, we take
parameter θ to be fixed arbitrarily.
Algorithm 1 is the details of SMOOTHED GREEDY. In the k-th iteration, we compute marginal gains
fS(u,θ) of all addable elements u ∈ Uk := {v /∈ S | S ∪ {v} ∈ I}, which we index as u1, . . . , unk
for convenience (nk ≤ n). Let gk(θ) ∈ Rnk denote the marginal gain vector. We then solve
pk(θ) ∈ argmax
p∈∆nk
{〈gk(θ),p〉 − Ωk(p)}, (2)
where ∆nk := {x ∈ Rnk | x ≥ 0nk , 〈x,1nk〉 = 1} is the nk-dimensional probability simplex
and Ωk : Rnk → R is a strictly convex function; we call Ωk a regularization function. Note that
the strict convexity implies the uniqueness of pk(θ). We then choose an element, u ∈ Uk, with
probability pk(u,θ); let sk be the chosen element. The above procedure of choosing sk can be
seen as a stochastically perturbed version of argmax; without Ωk, it reduces to argmax of the
greedy algorithm. We make a remark about the notation pk(θ): since pk(θ) depends on fS(u,θ)
where S = {s1, . . . , sk−1}, it should be denoted by, e.g., pk(θ, s1, . . . , sk−1). We however omit
s1, . . . , sk−1 for simplicity; the dependence on s1, . . . , sk−1 will be clear from the context.
Let δ ≥ 0 be a constant such that, for every k, δ ≥ Ωk(p)−Ωk(q) holds for any p,q ∈ ∆nk . The δ
value affects the approximation guarantees as shown in Theorems 1 and 2; smaller δ values yield
better guarantees. Below we present examples of Ωk and their δ values.
Entropy function Let Ωk(p) = 
∑nk
i=1 p(ui) ln p(ui), where p(ui) denotes the i-th element of
p ∈ [0, 1]nk and  > 0. In this case, we have δ =  lnnk, and thus we can make the δ value arbitrarily
small by setting  at a sufficiently small value. Moreover, Steps 4–6 can be efficiently performed via
softmax sampling as with [45, 40]: pk(u,θ) ∝ exp(fS(u,θ)/) (see, Appendix B.1).
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Quadratic function We can use strongly convex quadratic functions as Ωk. For example, if
we let Ωk(p) = ‖p‖22, then δ = (1 − 1/nk2) ≤ . In this case, we need to solve quadratic
programming (QP) problems for k = 1, 2, . . . . If we use the same Ωk for every k, preconditioning
(e.g., decomposition of Hessian matrices) is effective. We can also use an efficient batch QP solver [3].
As above, the δ value is typically controllable, and we can use it as a hyper-parameter for balancing
the trade-off between the approximation guarantees and smoothness; how to set the δ value should
be discussed depending on applications (see, Section 4). We can also use other strictly convex
functions, such as the convex combination of the above two functions. When differentiating outputs
of SMOOTHED GREEDY, we need an additional assumption on Ωk (see, Assumption 2 in Section 3).
Below we show the approximation guarantees (see Appendix A for proofs). As is often the case with
analyses of the greedy algorithm, we begin by lower bounding the expected marginal increase.
Lemma 1. In any k-th step, conditioned on the (k−1)-th step (i.e., S = {s1, . . . , sk−1} is arbitrarily
fixed), we have E[fS(sk,θ)] ≥ fS(u,θ)− δ for any u ∈ Uk.
Lemma 1 enables us to utilize techniques used when analyzing the greedy algorithm. Let S ⊆ V and
O ⊆ V be an output of Algorithm 1 and a maximal optimal solution to problem (1), respectively. In
the cardinality constrained case, the following theorem holds.
Theorem 1. If I = {X ⊆ V | |X| ≤ K}, we have E[f(S,θ)] ≥ (1− 1/e)f(O,θ)− δK.
In the case of κ-extensible systems, we can prove the following theorem by extending the technique
of [9] to our stochastic SMOOTHED GREEDY and using Lemma 1.
Theorem 2. If (V, I) is a κ-extensible system with rankK, we have E[f(S,θ)] ≥ 1κ+1f(O,θ)−δK.
Proof sketch of Theorem 2. In [9], the approximation guarantee of the deterministic greedy algorithm
is proved as follows. For a sequence of subsets ∅ = S0 ⊆ S1 ⊆ · · · ⊆ S|S| = S obtained in
|S| steps of the greedy algorithm, we prove that we can construct a sequence of subsets O =
O0, O1 . . . , O|S| = S that satisfies Si ⊆ Oi ∈ I and κ · (f(Si) − f(Si−1)) ≥ f(Oi−1) − f(Oi)
for i = 1, . . . , |S|. The 1κ+1 -approximation is obtained by summing both sides of the inequality for
i = 1, . . . , |S|. In our proof, we show that such O0, O1 . . . can be constructed for each realization of
the randomness of SMOOTHED GREEDY, and we prove
κ · (E[f(Si)]− E[f(Si−1)] + δ) ≥ E[f(Oi−1)]− E[f(Oi)]
for i = 1, . . . ,K by using Lemma 1, where we must carefully deal with the fact that |S| is not always
equal to K. We obtain Theorem 2 by summing both sides of the inequality for i = 1, . . . ,K.
3 Gradient estimation
We discusses how to differentiate outputs of SMOOTHED GREEDY w.r.t. θ. In this section, we assume
that the following two differentiability conditions hold:
Assumption 1. For any X ⊆ V , we assume f(X,θ) to be differentiable w.r.t. θ.
Assumption 2. For any θ ∈ Θ and k ∈ {1, . . . ,K}, let pk(gk) be the maximizer, pk(θ), of (2)
regarded as a function of gk(θ). We assume pk(gk) to be differentiable w.r.t. gk.
Assumption 1 is inevitable; existing studies [45, 40, 50] are also based on this differentiability
condition. Examples of functions satisfying Assumption 1 include weighted coverage functions
(w.r.t. weights of covered vertices), probabilistic coverage functions [50], and deep submodular
functions with smooth activation functions [11]. At the end of this section, we discuss what occurs if
Assumption 1 does not hold and possible remedies for addressing such cases in practice.
Assumption 2 can be satisfied by appropriately designing Ωk. If Ωk is the entropy function, the i-th
entry of pk(gk) can be written as exp(
−1gk(ui,θ))/
∑
u∈Uk exp(
−1gk(u,θ)); hence pk(gk) is
differentiable w.r.t. gk. If we use strongly convex quadratic functions as Ωk, the differentiability
condition holds if the strict complementarity is satisfied at pk(θ) (see, [3]). In Appendix B.2, we
describe a sufficient condition for Ωk to satisfy Assumption 2.
We describe our approach to differentiating expected outputs. We first introduce the probability
distribution of SMOOTHED GREEDY outputs, which we call the output distribution for convenience;
4
this enables us to clearly describe our method. A similar notion is considered in [45], but our way of
using it is quite different (see, Appendix C.1).
Definition 1 (Output distribution). Let S≤K denote the set of sequences consisting of at most K
elements in V . For any fixed θ, we define p(θ) : S≤K → [0, 1] as the probability distribution function
of outputs of SMOOTHED GREEDY, i.e., S ∼ p(θ). We also let p(S,θ) denote the probability that
S ∈ S≤K is returned by SMOOTHED GREEDY.
For example, if V = {1, 2, 3} andK = 2, thenS≤K consists of (), (1), (2), (3), (1, 2), (2, 3), (1, 3),
(2, 1), (3, 2), and (3, 1). Note that for a sequence S = (s1, . . . , s|S|) constructed by SMOOTHED
GREEDY, where sk is chosen in the k-th step, we have p(S,θ) =
∏|S|
k=1 pk(sk,θ), where pk(sk,θ)
is the entry of pk(θ) corresponding to sk ∈ Uk.
We now aim to compute ∇θES∼p(θ)[Q(S)] = ΣS∈S≤KQ(S)∇θp(S,θ), where Q(S) is any scalar-
or vector-valued quantity; we present examples of Q(S) in Section 4. Since the size of S≤K is
exponential in K = O(n), it is usually impossible to directly compute the derivative in practice. We
overcome this issue by using the gradient estimator based on the score function method [43] (a.k.a.
the likelihood estimator [19] and REINFORCE [52]) as follows:
∇θES∼p(θ)[Q(S)] = ΣS∈S≤KQ(S)p(S,θ)∇θ ln p(S,θ) = ES∼p(θ)[Q(S)∇θ ln p(S,θ)].
From the above equality, we can compute an unbiased gradient estimator by sampling outputs of
SMOOTHED GREEDY (regarded as sequences) as follows:
1
N
N∑
j=1
Q(Sj)∇θ ln p(Sj ,θ) where Sj ∼ p(θ). (3)
The remaining problem is how to compute ∇θ ln p(S,θ) for sampled sequence S = (s1, . . . , s|S|).
Since ∇θ ln p(S,θ) = ∇θ ln
∏|S|
k=1 pk(sk,θ) =
∑|S|
k=1
1
pk(sk,θ)
∇θpk(sk,θ) holds, it suffices to
compute ∇θpk(sk,θ) for each k ∈ {1, . . . , |S|}. Remember that pk(sk,θ) is an entry of pk(θ),
which is computed by solving (2). From Assumptions 1 and 2, we can differentiate pk(θ) by using
the chain rule as ∇θpk(θ) = ∇gkpk(gk) · ∇θgk(θ); the row corresponding to sk is equal to∇θpk(sk,θ). In some cases, we can write pk analytically as a simple function of θ, which enables
us to directly compute∇θ ln p(Sj ,θ) in (3) via automatic differentiation [37, 5].
Other than the score function method, there are several major gradient estimation methods (see, [34]).
In Appendix C.2, we discuss why it is difficult to apply those methods to our setting.
Variance reduction In practice, the variance of gradient estimator (3) can be excessive, which
requires us to sample too many outputs of SMOOTHED GREEDY. Fortunately, there are various
methods for reducing the variance of such Monte Carlo gradient estimators [20, 46, 34]. A simple and
popular method is the following baseline correction [52]: we use Q(S)−β instead of Q(S), where β
is some coefficient. If β is a constant, the estimator remains unbiased since ES∼p(θ)[∇θ ln p(S,θ)] =
∇θES∼p(θ)[1] = 0. By optimizing β, we can reduce the variance. In practice, β has historically been
estimated with the running average of Q(·) values, which we use in the experiments.
Non-differentiable cases In some cases, f(X,θ) can be non-differentiable w.r.t. θ and Assump-
tion 1 does not hold. For example, deep submodular functions with non-smooth activation functions
are not differentiable. This harms the correctness of the above discussion because the chain rule,
∇θpk(θ) = ∇gkpk(gk)·∇θgk(θ), fails to hold [21]. This issue is also common with many machine
learning scenarios, e.g., training of NNs with ReLU activation functions. In practice, we often disre-
gard this issue and numerically compute derivatives since we hardly encounter such non-differentiable
corner cases. Recently, Kakade and Lee [27] addressed the problem and developed an automatic
subdifferentiation method for some non-differentiable cases; this result may enable our method to
deal with non-differentiable f(X,θ).
4 Applications
We show how our framework can be used for sensitivity analysis and decision-focused learning
settings. We also discuss possible other applications.
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4.1 Sensitivity analysis
In the field of parametric optimization, sensitivity analysis, which studies how and how much outputs
of algorithms can be affected by changes in parameter values, has been an important research
subject. This has been studied in many settings including continuous optimization [41, 17, 7] and
combinatorial optimization [23, 8, 18, 47] in various ways; the score function method is also used for
analyzing the sensitivity of discrete systems (e.g., querying systems) [30]. As explained below, by
using our gradient estimation method, we can analyze the sensitivity of SMOOTHED GREEDY, which
can become arbitrarily close to the greedy algorithm by controlling the δ value. To the best of our
knowledge, this provides the first sensitivity analysis method for greedy submodular maximization.
We analyze the sensitivity of the probability that each v ∈ V is included in an output of SMOOTHED
GREEDY, which can be expressed as ES∼p(θ)[1S ] = ΣS∈S≤K1Sp(S,θ). By settingQ(S) = 1S and
using the gradient estimation method in Section 3, we can estimate Jacobian matrix ∇θES∼p(θ)[1S ].
Here, given any θ values, the (v, j) entry of the Jacobian matrix represents how and how much the
infinitesimal increase in the j-th value of θ affects the probability that v is included in an output. In
Section 5.1, we experimentally show how this sensitivity analysis method works.
4.2 Decision-focused learning
We consider learning a predictive model m(·,w) that maps observed feature X to θ, where w is the
model parameter. Given training datasets (X1,θ1), . . . , (XM ,θM ), we train model m by optimizing
w values. Then, given test instance (Xˆ, θˆ), where θˆ is the true unknown parameter, the trained
model predicts θ = m(Xˆ,w), and we compute solution S (or, make a decision) by approximately
maximizing f(X,θ). Our utility is measured by f(S, θˆ). For example, in the case of influence
maximization on a network, θ represents link probabilities, which are predicted by a model (e.g.,
NNs) for some observed features, X. We activate some nodes in S (make a decision) to maximize
the influence spread measured by f(S, θˆ), where θˆ represents unknown true link probabilities.
With the decision-focused learning framework [13, 50], we train the predictive model in an attempt
to maximize the decision quality, f(S, θˆ). This approach is empirically more effective for the above
setting involving both prediction and optimization than the standard two-stage approach, which trains
the model with some predetermined loss function and then make a decision. By combining our
framework with the decision-focused learning approach, we can train the predictive model with
first-order methods in an attempt to maximize objective values achieved by SMOOTHED GREEDY.
Below we present a specific training procedure with stochastic first-order methods such as SGD.
We aim to minimize the empirical loss function expressed as − 1M
∑M
i=1 ES∼p(m(Xi,w))[f(S,θi)],
where p(·) is the output distribution. In each iteration, we sample a training dataset, (Xi,θi), and
compute θ = m(Xi,w) with the current w value. We then perform N trials of SMOOTHED GREEDY
to estimate the current loss function value, −ES∼p(θ)[f(S,θi)]. Next, we estimate the gradient by
using our method with Q(S) = f(S,θi). Specifically, for each j-th trial of SMOOTHED GREEDY,
we compute ∇θ ln p(Sj ,θ) as explained in Section 3 and estimate the gradient as follows:
−∇wES∼p(m(Xi,w))[f(S,θi)] ≈ −
1
N
N∑
j=1
f(Sj ,θi)∇θ ln p(Sj ,θ)|θ=m(Xi,w) · ∇wm(Xi,w),
where ∇wm(Xi,w) is obtained by differentiating predictive model m. If m is not differentiable,
the above chain rule fails to hold; this is not a serious matter in practice as discussed in Section 3.
We update w by using the above gradient estimator. When using mini-batch update methods, we
compute the above gradient estimator over a batch of datasets and update w. Note that the N trials of
SMOOTHED GREEDY, as well as the computation of ∇θ ln p(Sj ,θ), can be performed in parallel.
Experiments in Section 5.2 confirm the effectiveness of the above method.
In this setting, the δ value of Ωk should not be too small. This is because in the early stages of
training, SMOOTHED GREEDY with small δ values can overfit to outputs of the predictive model that
is not well trained. It can be effective to control the δ values depending on the stages of training.
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Figure 1: (a): Given θ values. Thick and thin edges have link probabilities 0.4 and 0.2, respectively.
(b)–(d): Sensitivity analysis results. Edge colors in (b), (c), and (d) indicate how the increase in the
corresponding θ entries can affect the probability of choosing v1, v2, and v3, respectively.
4.3 Other applications
Our framework has vast potential applications owing to its flexibility. For example, we can use it
for learning to maximize black-box submodular functions under (noisy) oracle models: we aim to
maximize unknown fˆ(·) by querying its values at some points S ⊆ V . To this end, we use some
parameterized submodular function (e.g., deep submodular functions) f(·,θ) and update θ by using
the gradient estimators with Q(S) = fˆ(S). Namely, akin to the decision-focused setting, we learn
f(·,θ) so that the greedy algorithm can maximize fˆ(·). We can also consider an online version of
this setting, where the fˆ(S) value in each step irrevocably affects our utility.
5 Experiments
We experimentally evaluate our method by applying it to sensitivity analysis and decision-focused
learning tasks. We use a 64-bit macOS machine with 1.6GHz Intel Core i5 CPUs and 16GB RAMs.
In all experiments, we use Ωk(p) = 
∑
u∈Uk p(u) ln p(u) with  = 0.2 as a regularization function.
We use bipartite influence maximization instances described as follows. Let V and T be sets of items
and targets, respectively, and θ ∈ [0, 1]V×T be link probabilities. We aim to maximize the expected
number of influenced targets, f(X,θ) =
∑
t∈T
(
1−∏v∈X(1− θv,t)), by choosing up to K items.
5.1 Sensitivity analysis
We perform sensitivity analysis on a synthetic instance with V = {v1, v2, v3}, T = {t1, t2, t3}, and
K = 2. Let θi,j denote the link probability that vi activates tj ; we set (θ1,1, θ1,2, θ1,3) = (0.4, 0.4, 0),
(θ2,1, θ2,2, θ2,3) = (0, 0.4, 0.2), and (θ3,1, θ3,2, θ3,3) = (0, 0, 0.2) as in Figure 1a. We analyze
the sensitivity of solutions obtained with SMOOTHED GREEDY by estimating ∇θES∼p(θ)[1S ] as
explained in Section 4.1. We let N = 100 and use the baseline correction to reduce the variance.
Figures 1b, 1c, and 1d illustrate how and how much the increase in each θi,j value can affect the
probability that v1, v2, and v3, respectively, are chosen. In this setting, the objective values of the three
maximal solutions, {v1, v2}, {v1, v3}, and {v2, v3}, are 1.24, 1.00, and 0.76, respectively. Therefore,
SMOOTHED GREEDY returns {v1, v2} or {v1, v3} with a high probability, which remains true even if
θ values slightly change. Consequently, the probability of choosing v1 is relatively insensitive (see,
Figure 1b). In contrast, the probabilities of choosing v2 and v3 are highly sensitive (see, Figures 1c
and 1d). For example, if θ2,3 increases, the probability that the algorithm returns {v1, v2} ({v1, v3})
increases (decreases), which means the probability of choosing v2 (v3) is positively (negatively)
affected by the increase in θ2,3. We can also see the that the opposite occurs if, e.g., θ3,3 increases.
5.2 Decision-focused learning
We evaluate the performance of our method via decision-focused learning experiments with Movie-
Lens 100K dataset [24], which contains 100, 000 ratings (1–5) of 1, 682 movies made by 943 users.
We set the link probabilities 0.02, 0.04, . . . , 0.1 according to the ratings, and those of unrated ones
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Table 1: Function values achieved with each method.
K = 5 K = 10 K = 20
Training Test Training Test Training Test
SG-1 26.3± 4.0 26.4± 4.4 46.0± 5.9 45.9± 6.5 69.7± 23.8 69.6± 24.1
SG-10 29.0± 3.7 28.1± 4.9 47.0± 12.1 46.1± 12.4 71.5± 28.0 70.6± 28.1
SG-100 33.6± 2.4 32.0± 3.8 54.3± 2.0 53.5± 4.2 82.6± 21.8 82.3± 21.7
VR-SG-1 28.4± 0.8 28.0± 2.4 50.3± 1.5 50.4± 2.8 86.7± 1.4 86.3± 3.6
VR-SG-10 35.2± 6.1 33.7± 6.2 57.9± 1.6 56.2± 3.4 90.8± 16.5 89.5± 16.7
VR-SG-100 36.8± 0.9 35.6± 2.2 59.9± 1.6 58.0± 2.9 96.8± 1.1 94.5± 2.6
Continuous 24.0± 4.5 23.2± 4.9 43.2± 6.1 42.3± 7.1 81.7± 6.8 81.3± 6.6
Two-stage 17.3± 1.2 17.3± 2.1 35.6± 0.9 35.6± 2.7 65.5± 4.0 64.8± 5.1
Random 17.5± 1.0 17.6± 2.2 33.8± 0.8 34.0± 2.7 64.0± 1.3 64.5± 2.6
are set at 0. We randomly sample 100 movies and 500 users, which form item set V and target set
T , respectively; we thus make 100 random (V, T ) pairs with link probabilities. Each movie v ∈ V
belongs to some of 19 genres, e.g., action and horror; we use the 19-dimensional indicator vector as a
movie feature. Each user t ∈ T has information of their age, sex, and occupation categorized into 21
types, e.g., writer and doctor; we concatenate them and use the resulting 24-dimensional vector as
a user feature. A feature of each (v, t) ∈ V × T is a concatenation of the 19- and 24-dimensional
vectors. As a result, each of the 100 random (V, T ) pairs has a feature, X, of form 100× 500× 43.
The predictive model, which outputs θv,t ∈ [0, 1] for each feature of (v, t) ∈ V × T , is a 2-layer NN
with a hidden layer of size 200 and ReLU activation functions; the outputs are clipped to [0, 1]. Since
the features are sparse and the model with default weight initialization outputs 0 too frequently, we
set initial linear-layer weights at random non-negative values drawn from [0, 0.01].
We split the 100 random instances into 80 training and 20 test instances; we train the predictive model
with (X1,θ1), . . . , (X80,θ80) and test the performance with (Xˆ1, θˆ1), . . . , (Xˆ20, θˆ20). We make
30 random training/test splits and calculate the results as means and standard deviations over the 30
random splits. Given 80 training datasets, we train the model by using Adam with learning rate 10−3
over mini-batches of size 20 and 5 epochs.1
We compare SG-N , VR-SG-N , Continuous, Two-stage, and Random. SG-N is our SMOOTHED
GREEDY with the gradient estimators, where N indicates the number of output samples; we let
N = 1, 10, and 100. VR-SG-N (Variance-reduced SG) uses the baseline correction method to reduce
the variance when estimating gradients (see, Section 3). Both SG-N and VR-SG-N use the greedy
algorithm when making decisions. Continuous [50] maximizes the continuous relaxation of the
objective function with SGA and differentiates a local optimum; we use their original implementation.
Two-stage trains the model by minimizing the mean square error and then maximizes the objective
function with SGA; the implementation is based on that of [50]. Continuous and Two-stage obtain
decisions S ⊆ V by choosing elements corresponding to top-K entries of solutions x ∈ [0, 1]n
computed by SGA. Random is a baseline method that outputs S ⊆ V uniformly at random.
Table 1 shows the objective function values (averages over the 80 training and 20 test instances)
achieved by each method for K = 5, 10, and 20. We see that our VR-SG-100 achieves the highest
objective values. Even if we use only one sample, SG-1 performs comparably to Continuous for
K = 5 and 10, and VR-SG-1 achieves higher objective values than Continuous for all K values.
Those results are consistent with their theoretical guarantees. Namely, while Continuous trains the
predictive model so that SGA, a 1/2-approximation algorithm, can achieve high objective values, our
methods train the model so that the (almost) (1−1/e)-approximation (smoothed) greedy algorithm can
achieve high objective values. We see that the variance reduction method is effective for improving
the performances of our method. The standard deviation of (VR-)SG becomes sometimes high; this is
because they are sometimes trapped in poor local optima and result in highly deviated objective values.
Considering this, the performance of our method seems to be further improved if it is combined with
modern NN training techniques for escaping from poor local optima.
1 We basically replicate the settings of budget allocation instances in [50], but we use the public MovieLens
dataset instead of the original one that is not open to the public; accordingly, some parts are slightly changed.
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Broader Impact
Submodular maximization is one of the most prevalent combinatorial optimization problems in
practice, which is often addressed with the greedy algorithm. On the other hand, many recent
advances in machine learning (ML) methods are based on continuous optimization; particularly, we
often train NNs with stochastic first-order methods. Our work brings solid benefits to the optimization
and ML communities by bridging the combinatorial greedy algorithm for submodular maximization
and continuous first-order optimization methods. We present examples of scenarios where our
framework is useful.
Reliability assessment Submodular maximization is sometimes used for making vital decisions:
allocation of large resources to advertising channels and placement of very costly sensors. In such
cases, after obtaining a solution with the greedy algorithm, to assess its reliability is important since
the parameters of submodular functions often have uncertainties. This is possible with the sensitivity
analysis method based on our framework (see, Sections 4.1 and 5.1). If we find that the solution is
reliable enough, we can take action according to the obtained solution; otherwise, we can balance the
trade-off between the objective value and robustness with robust submodular maximization methods.
Note that, since outputs of robust optimization algorithms can be too pessimistic, assessing the
reliability of solutions obtained by the greedy algorithm at first is an effective approach in practice.
End-to-end learning As shown in Sections 4.2, 4.3 and 5.2, the combination of our framework
and end-to-end learning approaches is very useful, particularly when the two-stage methods do not
work well due to e.g., shortages of training datasets and prior knowledge on models. When using our
framework for this purpose, its flexibility and simplicity can also be advantages. We need not consider
the multilinear extension of objective functions unlike [51]. We can customize the regularization
functions for improving empirical performances depending on applications. Furthermore, in some
cases where we use, e.g., the entropy regularization function, we can easily implement the gradient
estimation method by utilizing automatic differentiation packages such as PyTorch [37]. These
features of our framework will be beneficial to practitioners who address tasks involving parametric
submodular maximization.
In summary, the positive aspect of our work is that it can yield various useful techniques related to
parametric submodular maximization.
As a negative aspect, failures of systems that utilize our method may result in harmful consequences.
In particular, if our method is combined with NNs, to completely understand its behavior is difficult
due to the non-convexity of optimization problems for training NNs; this is a common issue with
modern machine learning methods that use NNs. How to avoid such failures (or poor local optima)
will be an important subject of study when using our method in practice. This, however, requires
highly instance-dependent discussions and goes beyond our scope; we leave it for future work.
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Appendix
A Proofs of approximation guarantees
In the following analysis, we let Sk denote the solution constructed in the k-th step of Algorithm 1;
we define S0 = ∅. For simplicity, we omit the fixed parameter, θ, in this section. The following
discussion holds as long as f(·,θ) is normalized, monotone, and submodular.
Lemma 1. In any k-th step, conditioned on the (k−1)-th step (i.e., S = {s1, . . . , sk−1} is arbitrarily
fixed), we have E[fS(sk,θ)] ≥ fS(u,θ)− δ for any u ∈ Uk.
Proof. From the rule of choosing sk, we have E[fS(sk)] = 〈gk,pk〉. Let 1u ∈ Rnk be the indicator
vector of u ∈ Uk. Since we have 〈gk,1u〉 = fS(u) and 1u ∈ ∆nk , we can obtain the inequality as
follows:
E[fS(sk)] = 〈gk,pk〉 = max
p∈∆nk
{〈gk,p〉 − Ωk(p)}+ Ωk(pk)
≥ 〈gk,1u〉 − (Ωk(1u)− Ωk(pk)) ≥ fS(u)− δ,
where the last inequality comes from δ ≥ Ωk(p)− Ωk(q) for any p,q ∈ ∆nk .
Theorem 1. If I = {X ⊆ V | |X| ≤ K}, we have E[f(S,θ)] ≥ (1− 1/e)f(O,θ)− δK.
Proof. For any k = 1, . . . ,K, conditioned on the realization of the (k − 1)-th step, from Lemma 1
and the submodularity, we obtain
E[fSk−1(sk)] ≥
1
K
∑
v∈O\Sk−1
fSk−1(v)− δ ≥
1
K
fSk−1(O)− δ.
By taking expectation over all possible realizations of the (k − 1)-th step and using the monotonicity,
we obtain
E[f(Sk)]− E[f(Sk−1)] ≥ 1
K
(f(O)− E[f(Sk−1)])− δ.
Therefore, by induction, we obtain
E[f(SK)] ≥
(
1−
(
1− 1
K
)K)
f(O)− δ
K−1∑
k=0
(
1− 1
K
)k
≥
(
1− 1
e
)
f(O)− δK,
where we used f(∅) = 0. Hence we obtain the theorem from E[f(S)] = E[f(SK)].
Theorem 2. If (V, I) is a κ-extensible system with rankK, we have E[f(S,θ)] ≥ 1κ+1f(O,θ)−δK.
Proof. For any realization of S0 ⊂ S1 ⊂ · · · ⊂ SK′ = S ∈ I, where K ′ ≤ K, we define
SK′+1, SK′+2, . . . , SK as SK′ . We thus construct a sequence of feasible solutions, S0, S1, . . . , SK ,
for any realization. Note that we have E[f(S)] = E[f(SK)] since S = SK for every realization.
We consider a random sequence of subsets O0, . . . , OK , where O0 = O. Our aim is to prove that we
can construct such a sequence satisfying the following condition: Si ⊆ Oi ∈ I (i = 0, . . . ,K − 1)
and SK = OK ∈ I for any realization, and
κ · (E[f(Si)]− E[f(Si−1)] + δ) ≥ E[f(Oi−1)]− E[f(Oi)] (A1)
for i = 1, . . . ,K.
In the case of i = 0, we have S0 = ∅ ⊆ O = O0 ∈ I, and (A1) is not required to hold in this case.
We now assume that all random quantities are conditioned on an arbitrary realization of the (k− 1)-th
step, where S0, . . . , Sk−1 and O0, . . . , Ok−1 satisfying Si ⊆ Oi ∈ I (i = 0, . . . , k− 1) are given. If
Sk−1 is maximal, we let Ok = Sk (= Sk−1 = Ok−1), which satisfies Sk = Ok ∈ I and
κ · (E[f(Sk)]− f(Sk−1) + δ) = κ · δ ≥ 0 = f(Ok−1)− E[f(Ok)].
If Sk−1 is not maximal, from the definition of κ-extensible systems, for any choice of sk /∈ Sk−1,
there exists Zk ⊆ Ok−1\Sk−1 such that Ok−1\Zk ∪ {sk} =: Ok ∈ I and |Zk| ≤ κ hold. Note that
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thus constructed Ok satisfies Sk ⊆ Ok ∈ I for any realization of the k-th step; moreover, if k = K,
we always have SK = OK ∈ I since SK is maximal in any realization. Considering expectation on
the realization of the k-th step, we obtain
f(Ok−1)− E[f(Ok)]
= f(Ok−1)− E[f(Ok−1\Zk)]
+ E[f(Ok−1\Zk)]− E[f(Ok)]
≤ E[fOk−1\Zk(Zk)] ∵ Ok−1\Zk ⊆ Ok and monotonicity
≤ E
[∑
v∈Zk
fSk−1(v)
]
∵ Sk−1 ⊆ Ok−1\Zk and submodularity
≤ κ · (E[fSk−1(sk)] + δ). ∵ Sk−1 ∪ Zk ⊆ Ok−1 ∈ I, Lemma 1, and |Zk| ≤ κ
= κ · (E[f(Sk)]− f(Sk−1) + δ)
Therefore, in any case we have
κ · (E[f(Sk)]− f(Sk−1) + δ) ≥ f(Ok−1)− E[f(Ok)].
By taking expectation on all realizations of the (k − 1)-th step, we obtain (A1) for i = k. For every
realization, O0, . . . , Ok constructed above satisfy Si ⊆ Oi ∈ I for i = 0, . . . , k; if k = K, Sk =
Ok ∈ I holds. This means that the assumption of induction for the next step holds. Consequently,
(A1) holds for i = 1, . . . ,K by induction. Summing both sides of (A1) for i = 1, . . . ,K, we obtain
κ · (E[f(SK)]− f(∅) + δK) ≥ E[f(O0)]− E[f(OK)].
Since we always have f(∅) = 0, O0 = O, and OK = SK for any realization, it holds that
E[f(SK)] ≥ 1
κ+ 1
f(O)− κ
κ+ 1
δK ≥ 1
κ+ 1
f(O)− δK.
Hence we obtain the theorem from E[f(S)] = E[f(SK)].
B Regularization functions
We first detail the case where the regularization function is given by the entropy function. We then
discuss how to design regularization functions that satisfy Assumption 2.
B.1 Entropy function
We consider using the following entropy function as a regularization function:
Ωk(p) = 
∑
u∈Uk
p(u) ln p(u),
where  > 0 is a constant that controls the perturbation strength. Note that we have Ωk(p)−Ωk(q) ≤
 · 0− ∑nki=1 1nk ln 1nk =  lnnk for any p,q ∈ ∆nk .
In this case, from the relationship between the entropy regularization and softmax, each iteration of
SMOOTHED GREEDY can be performed via softmax sampling. More precisely, from the Karush–
Kuhn–Tucker (KKT) condition of problem (2), maxp∈∆nk {〈gk,p〉 − Ωk(p)}, we have
(lnp+ 1nk)− gk + 1nkµ = 0nk and 1>nkp = 1, (A2)
where ln operates in an element-wise manner and µ ∈ R is a multiplier corresponding to the equality
constraint. Note that we need not take the inequality constraints, p ≥ 0nk , into account since the
entropy regularization forces every p(u) to be positive. Since Ωk is strictly convex and every feasible
solution satisfies the linear independence constraint qualification (LICQ), the maximizer, pk, is
characterized as the unique solution to the KKT equation system (A2). From (A2), we see that pk is
proportional to exp(gk/). Hence Steps 4–6 of Algorithm 1 can be substituted via softmax sampling:
pk(u,θ) ∝ exp(fSk−1(u,θ)/) for u ∈ Uk.
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We then consider computing ∇gkpk(gk). While this can be done by directly differentiating
pk(u,gk) ∝ exp(gk(u)/), we here see how to obtain it by applying the implicit function theo-
rem (see, e.g., [12]) to the KKT equation system (A2) as a warm-up for the next section. In this
case, the requirements for using the implicit function theorem are satisfied (see the next section). By
differentiating the KKT equation system (A2) w.r.t. gk, we obtain[
diag(pk)
−1 1nk
1>nk 0
] [∇gkpk∇gkµ
]
=
[
Ink
0>nk
]
,
where diag(pk) is a diagonal matrix whose diagonal entries are pk and Ink is the nk × nk identity
matrix. We can compute∇gkpk by solving the above equation as follows:[∇gkpk∇gkµ
]
=
[
diag(pk)
−1 1nk
1>nk 0
]−1 [
Ink
0>nk
]
=
[
−1(diag(pk)− pkp>k )
p>k
]
.
B.2 Regularization functions satisfying Assumption 2
For any differentiable Ωk, the KKT condition of problem (2) can be written as
∇pΩk(p)− gk − λ + 1nkµ = 0nk , λ p = 0nk , and 1>nkp = 1,
where λ ≥ 0nk consists of multipliers corresponding to the inequality constraints and  denotes
the element-wise product. Since every feasible point in ∆nk satisfies LICQ, if Ωk is strictly convex
on ∆nk , the optimal solution is uniquely characterized by the KKT condition. Let (p˜, λ˜, µ˜) be a
triplet satisfying the KKT condition, where p˜ = pk. If Ωk is twice-differentiable, the Hessian,
∇2pΩk(p˜), is positive definite, and the strict complementarity, λ˜ + p˜ > 0nk , holds, then∇gkpk can
be calculated from the KKT condition as detailed below (see, also [3]). Summarizing the above, a
sufficient condition for satisfying Assumption 2 can be written as follows:
1. Ωk is twice-differentiable,
2. ∇2pΩk(p) is positive definite for any p ∈ ∆nk (this implies the strict convexity), and
3. the strict complementarity holds at the unique optimum, pk.
In practice, given any twice-differentiable convex function, we can add to it the entropy function
multiplied by a small constant for obtaining Ωk that satisfies the above sufficient condition.
We explain how to compute ∇gkpk. Let U˜ be a subset of Uk such that p˜(u) = 0 iff u ∈ U˜ ; the
strict complementarity implies λ˜(u) = 0 iff u /∈ U˜ . We let x := (p,λU˜ , µ), where λU˜ is a |U˜ |-
dimensional vector consisting of entries of λ corresponding to U˜ . We define IU˜ as a nk × |U˜ | matrix
that has columns of Ink corresponding to U˜ . The KKT equation system can be rewritten as
H(x,gk) :=
∇pΩk(p)− gk − IU˜λU˜ + 1nkµ−I>
U˜
p
1>nkp− 1
 =
0nk0|U˜ |
0

at x˜ = (p˜, λ˜U˜ , µ˜), and its partial Jacobians at x˜ are
∇xH(x˜,gk) =
∇2pΩk(p˜) −IU˜ 1nk−I>
U˜ 0|U˜ |+1×|U˜ |+11>nk
 and ∇gkH(x˜,gk) =
 −Ink0|U˜ |×nk
0>nk
 .
Note that |U˜ | < nk always holds; otherwise p˜ = 0nk , which is an infeasible solution. Therefore,
[−IU˜ 1nk ] always has rank |U˜ |+ 1. From the positive definiteness of∇2pΩk(p˜), we have
det (∇xH(x˜,gk)) = det
(∇2pΩk(p˜)) det (−[−IU˜ 1nk ]>∇2pΩk(p˜)−1[−IU˜ 1nk ]) 6= 0,
where we used the Schur complement; hence ∇xH(x˜,gk) is non-singular. This guarantees that∇gkpk can be computed by using the implicit function theorem as follows:∇gkpk∇gk λ˜U˜∇gk µ˜
 = −∇xH(x˜,gk)−1∇gkH(x˜,gk).
A recent result by Stechlinski et al. [44] provides an extended version of the implicit function theorem,
which may enable us to deal with a wider class of Ωk; we leave discussion on this for future work.
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C Comparisons and discussions
We compare our method with the existing differentiable greedy algorithms in detail. We then discuss
other gradient estimation methods.
C.1 Comparisons with existing greedy methods
The existing studies [45, 40] consider a variant of the greedy algorithm whose argmax is replaced
with softmax. Their problem settings are different from ours: while we aim to differentiate the
expected value, ES∼p(θ)[Q(S)], the quantities they differentiate are some loss functions defined with
subsets X1, X2, . . . given as datasets. Furthermore, the differentiation methods are also completely
different. Below we describe the details.
Tschiatschek et al. [45] considers to differentiate the likelihood that measures how an output can be
close toX1, X2, . . . , which are some good solutions given as datasets. This requires us to differentiate
P (X) := Σσ∈Σ(X)P (σ,θ) for given X , where Σ(X) is the set of all permutations of elements in
X and P (σ,θ) is the probability that their algorithm returns a sequence σ ∈ S≤K . Since it is too
costly to compute the summation over Σ(X), they used the following heuristic approximation: if the
temperature of softmax is low, we replace the summation with P (σG,θ), where σG is obtained by
the greedy algorithm, and if the temperature is high, we let P (X) = |X|! × P (σR,θ), where σR
is a random permutation. As a result, the computed derivative has no theoretical guarantees. Note
that an unbiased estimator of the desired derivative can be computed with our method as follows:
given any X , we define Q(S,X) as a function that returns 1 if S and X consist of the same elements
and 0 otherwise, and we estimate ∇θES∼p(θ)[Q(S,X)]. Namely, our method, which is designed
for a more general setting, can compute the unbiased gradient estimators without using the heuristic
approximation.
Powers et al. [40] considers to differentiate some loss function L(X,p1(θ), . . . ,pK(θ)) that is
differentiable w.r.t. p1(θ), . . . ,pK(θ), where X is given as a training dataset. In their setting, pi(θ)
is the probability distribution vector of softmax and f(X,θ) is differentiable w.r.t. θ. Therefore,
once X is given, L(X,p1(θ), . . . ,pK(θ)) can readily be differentiated via automatic differentiation.
Namely, they focus on loss functions that can be readily differentiated; for example, we do not need
to deal withS≤K , whose size is exponential in K = O(n).
As described above, both methods are designed for differentiating specific functions defined with
subsets given as datasets. On the other hand, there are various settings, including sensitivity analysis
and decision-focused learning, where such subsets are not given as datasets. The existing methods
cannot be applied to such settings, which we are interested in.
C.2 Other gradient estimation approaches
The score-function gradient estimator is one of major Monte Carlo gradient estimators. Other than
that, the pathwise and measure-valued gradient estimators are widely used (see, [34] for a survey).
We discuss why it is difficult to apply these methods to our case. The pathwise gradient estimators
basically use derivatives of quantities inside the expectation. In our case, however, it is impossible to
differentiate the quantity, Q(S), w.r.t. S. When computing the measure-valued gradient estimators,
we decompose∇θp(θ) into p+(θ) and p−(θ) so that both p+(θ) and p−(θ) form some probability
distribution functions, where∇θp(θ) = cθ(p+(θ)− p−(θ)) must hold with some constant cθ . Then,
we can estimate the gradient by sampling from p+(θ) and p−(θ). Such a decomposition is possible
when p(θ) has well-known structures, e.g., Poisson and Gaussian. However, if p(θ) is the output
distribution, how to decompose p(θ) is non-trivial and seems to be very complicated.
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