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Abstract
With the advent of synchrophasors, a number of
measurement–based algorithms have been developed
to estimate system modes using ambient data. The
accuracy of these mode estimates depends on a number
of factors, such as selection of the system order and
data channels. To validate these mode estimates,
two methods are proposed in this paper based on
how well they agree with the observed data using
the estimated parametric system model and observed
data. In the proposed methods, the contribution of each
mode estimate is analyzed to obtain a combination of
system mode estimates to represent the model. The
methodology of the proposed methods are illustrated
using least–squares ARMA (LS–ARMA) method, which
gives a parametric system model estimates. Results
obtained by implementing the proposed methods on
measured and simulated data validate the effectiveness
of the proposed methods.
1. Introduction
Small–signal stability is of great significance for
maintaining reliable power systems operations. A
useful indicator of the margin of this stability is the
damping ratio of system modes [1]. With the advent
of phasor measurement units (PMU), a number of
measurement–based algorithms have been developed
to estimate system modes using ambient data that
can continuously monitor damping ratio of system
modes and provide critical information on the system
stability. Some of these mode–estimation algorithms
are described in [2–8]. The accuracy of these estimates
depend on a number of factors such as selection of the
input variables required by the algorithm, for example
model order selection for least squares auto–regressive
moving average (LS–ARMA) method, the data quality
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and observability of mode of interest in the selected
data channel, etc. Because of this, it becomes necessary
to analyze how well these mode estimates describe the
system, which can be done based on how well they agree
with observed data and thus can help with the proper
selection of data channels and input variables required
by mode estimation algorithms.
Some of the work describing the performance of
mode estimators are presented in [5, 9–12]. Papers
[9, 10] are based on the residual whiteness testing of
the prediction errors, [5] provides error bounds on the
estimates, and [11, 12] provides a confidence interval
of the estimates. In this paper, a different approach is
followed, based on which two methods are proposed
to validate these mode estimates by analyzing how
well an estimated parametric system model matches
with the observed data. These methods can be applied
to any mode–estimation algorithm that can provide
parametric estimates of a system model, for example
N4SID subspace methods that give estimates of the
state space representation of a system [13, 14]. In
the proposed methods, contribution of each mode is
analyzed to obtain a combination of mode estimates to
describe the model. Model validation is then carried out
using this combination of mode estimates.
The rest of the paper is organized as follows. Section
II provides background theory required to implement the
proposed methods. Section III discusses methodology
of the proposed methods, section IV provides results
for different cases validating the effectiveness of the
proposed methods, and section V concludes the paper.
2. Background Theory
This section briefly discusses the modeling of
power systems under ambient conditions, and the
non–paraemtric estimates of auto–covariance function
(ACVF) and spectral content of the PMU measurements.
The LS–ARMA method, which is used to illustrate the
proposed methods, is also briefly described here, the
details of which can be found in [15].
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2.1. ARMA model representation of power
systems
Under ambient noise conditions, power systems can
be represented by linear time-invariant (LTI) ARMA
models as shown in Figure 1, where the output
{y[k]}Nk=1 represent PMU measurements and input
{e[k]}Nk=1 represent an equivalent of the random load
variations that continuously drive the system [3]. The
random load variation is represented by a zero–mean
white noise with variance σ2.
C(q−1)
A(q−1)e(k) y(k)
Figure 1. Modeling of power systems under ambient
condition
The output measurement, y[k], of the model is given
by
y[k] =
C(q−1)
A(q−1)
e[k], (1)
where k is the discrete time index. C(q−1) and A(q−1)
are polynomials defined as
C(q−1) = c0 + c1q−1 + c2q−2 + ...+ cncq
−nc and
A(q−1) = 1 + a1q−1 + a2q−2 + ...+ anaq
−na ,
where q−1 is the unit delay operator such that
q−my[k] = y[k − m]. The estimates of the
electromechanical modes of a system are given by
sˆi =
1
∆T
log zˆi, (2)
where {zˆi}nai=1 are the roots of the estimated AR
polynomial, Aˆ(q−1), and ∆T is the sampling time
period.
2.2. Least–squares ARMA (LS–ARMA)
While any parametric estimation method can be used
that can provide estimates of an ARMA model, here a
LS–ARMA method is utilized to illustrate the proposed
validation methods. LS–ARMA consists of two stages
to estimate the ARMA model parameters [15]. In the
first stage, an ARMA model is approximated by an AR
model of higher order, nl, where estimates are obtained
by solving a linear least squares problem given by
Yα + y = 0, (3)
where
α =
[
α1 α2 · · · αnl
]T
,
y =
[
y[nl] y[nl + 1] · · · y[N ]
]T
and
Y =

y[nl − 1] y[nl − 2] · · · y(1)
y[nl − 2] y[nl − 3] · · · y(2)
... · · · · · · ...
y[N − 1] y[N − 2] · · · y(N − nl)
 .
The least squares solution of (3) is given by
αˆ = −Y†y, (4)
where † denoted pseudo–inverse of a matrix. Then, the
noise sequences {e[k]}Nk=nl+1 are estimated using
eˆ[k] = y[k] +
nl∑
i=1
αˆiy[k − i]. (5)
In the second stage, the coefficients of the AR and MA
polynomials are estimated by solving
y + Yθ = e, (6)
where
Y =

y[L] · · · y(L− na + 1) −eˆ[L] · · · −eˆ(L− nc + 1)
y[L+ 1] · · · y(L− na + 2) −eˆ[L+ 1] · · · −eˆ(L− nc + 2)
... · · · ... ... · · · ...
y[N − 1] · · · y(N − na) −eˆ[N − 1] · · · −eˆ(N − nc)
 ,
y =
[
y[L+ 1] y[L+ 2] · · · y[N ]]T ,
e =
[
e[L+ 1] e[L+ 2] · · · e[N ]]T
θ =
[
a1 · · · ana c1 · · · cnc
]T
,
and L > max(na, nc). The least squares solution of (6)
is given by
θˆ = −Y†y, (7)
where θˆ is the parametric estimate of the parameter
vector θ. The estimate of the input noise variance is
given by
σˆ2 =
1
N − L (y + Yθˆ)
T
(y + Yθˆ), (8)
where ‘T ’ indicates transpose operation.
2.3. Non–parametric estimates
A non-parametric spectral estimate is obtained by
using Welch’s periodogram, as described in [15], and
given by
φˆNP (ω) =
1
S
S∑
l=1
φˆl(ω), (9)
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where ω is the frequency in radians/sample,
φˆl(ω) =
1
MP
∣∣∣∣∣
M∑
k=1
yl[k]v[k]e
−iωk
∣∣∣∣∣
2
,
yl[k] = y((l − 1)M + k), for k = 1, 2, ...,M and l =
1, 2, ...S, denotes the lth data segments each of length
M . K is the number of overlapping samples between
the adjacent data segments and is usually chosen to be
M/2. v is the window vector of length M , and P is the
power of the window vector v given by
P =
1
M
M∑
k=1
|v[k]|2.
One should note that other non–parametric spectral
estimators could be used such as Blackman–Tukey
method [15].
The non–parametric estimate of the ACVF
sequences for lag l is given by [15]
RˆNP [l] =
1
N(l)
N∑
k=l+1
y[k]y[k − l], (10)
where N(l) = N for the biased ACVF estimate and
N(l) = N − l for the unbiased estimate. Because of
lower mean–squared error, the biased ACVF estimates
will be used.
For the proposed validation method to be useful, it is
important that the non–parametric spectral estimate has
adequate frequency resolution and small variance. Thus,
as is common with mode estimation algorithms, 10 to 20
minutes of data is used and the window size is chosen to
be at least 1 minute.
3. Proposed Methods
The proposed methods follow approach similar to
that used for validating the mode estimates obtained
using Prony analysis in which the contribution of
each mode is analyzed to obtain a combination of
mode estimates for which the reconstructed signal best
matches with the original signal [16]. Using a similar
approach, in the first proposed method, parametric and
non–parametric estimates of the spectral content of the
PMU measurements are compared to visually validate
the representation of a system by an estimated ARMA
model. In the second proposed method, parametric
and non–parametric estimates of the ACVF of the PMU
measurements are compared. While the non–parametric
estimates are direct functions of the observed data,
the parametric estimates are calculated using estimated
parametric system model. Therefore, comparing these
two estimates can give a fairly good idea about how
well these estimated system models agree with the
observed data, thereby helping validate estimates of
system modes [17]. Before getting into the methodology
of the proposed methods, some of the important steps
required for implementing the proposed methods are
explained in greater detail.
3.1. Calculation of the contribution of each
mode to the parametric estimates
In the proposed methods, the contribution of each
mode estimate to the spectral content and the ACVF
of the PMU measurements is analyzed individually, for
which a component corresponding to each of the mode
estimates is derived. For this, the parametric spectral
density estimate from the PMU measurements in the
z–domain, given by
φˆP (z) = σˆ
2 Cˆ(z)Cˆ
∗(1/z∗)
Aˆ(z)Aˆ∗(1/z∗)
=
∑nc
k=−nc γˆkz
−k∑na
k=−na λˆkz
−k ,
(11)
is decomposed into simple partial–fractions [18] given
by
φˆP (z) =
na∑
i=1
(
rˆ(i)
1− pˆ(i)z−1 +
rˆc(i)
1− 1pˆ(i)z−1
)
(12)
for na > nc, where the pole estimates {pˆ(i)}nai=1 may be
real or complex valued and lie inside the unit–circle in
the z–plane and those given by {1/pˆ(i)}nai=1 are the ones
reflected outside the unit–circle. The term rˆ(i) denotes
the residue estimate of the ith pole, pˆ(i), and rˆc(i) is the
residue estimate of that reflected outside the unit circle
and equal to −rˆ(i) [18].
The parametric ACVF estimate is obtained by taking
inverse z–transform of (12) [15] and given by
RˆP [l] = Z
−1
(
φˆP (z)
)
=
na∑
i=1
Z−1
(
rˆ(i)
1− pˆ(i)z−1 +
rˆc(i)
1− (pˆ(i))−1z−1
)
=
na∑
i=1
(
rˆ(i)(pˆ(i))
l
u[l]− rˆc(i)(pˆ(i))−lu[−l − 1]
)
,
where the inverse z–transform of the terms
corresponding to the pole estimates {pˆ(i)}nai=1 give
the ACVF estimates for the positive lags as its region
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of convergence (ROC) is outside the circle of radius
|pˆ(i)| and the pole estimates reflected outside the
unit circle contribute to the ACVF estimates for the
negative lags as their ROC is inside the circle of radius
|(pˆ(i))−1| [18]. The ACVF components corresponding
to the complex–conjugate pole estimates are combined
as follows,
rˆ(i)(pˆ(i))
l
+ rˆ∗(i)(pˆ∗(i))l
= rˆ(i)
(
dˆie
jωˆi
)l
+ rˆ∗(i)
(
dˆie
−jωˆi
)l
= 2dˆli × real(rˆ(i)ejlωˆi)
= 2|rˆ(i)|dˆli cos(lωˆi + βˆi),
where dˆi = |pˆ(i)|< 1, j =
√−1, ωˆi = 6 pˆ(i)
radians/sample and βˆi = 6 rˆ(i) radians. This gives
the contribution of each complex mode estimate to the
ACVF estimate, which is represented by a damped
sinusoid, and is given by
Rˆi[l] =
{
2|rˆ(i)|dˆli cos(lωˆi + βˆi) for l ≥ 0
2|rˆ(i)|dˆ−li cos(−lωˆi + βˆi) for l < 0
(13)
Similarly, the contribution of each ith real mode
estimate to the parametric ACVF estimate is given by
Rˆi[l] =
{
rˆ(i)(pˆ(i))
l for l ≥ 0
rˆ(i)(pˆ(i))
−l for l < 0.
(14)
The contribution of each mode to the parametric
estimate of the spectral density is derived by taking
discrete–time Fourier transform (DTFT) of the ACVF
sequences [15]. Using (14), the contribution of a real
mode to the parametric estimate of the spectral density
was derived, and is given by
φˆi(ω) =
∞∑
l=−∞
Rˆi[l]e
−jωl
=
∞∑
l=0
(
rˆ(i)(pˆ(i))
l
e−jωl
)
+
−1∑
l=−∞
(
rˆ(i)(pˆ(i))
−l
e−jωl
)
=
rˆ(i)
(
1− (pˆ(i))2
)
1− 2pˆ(i) cos(ω) + (pˆ(i))2 .
(15)
Similarly, using (13), the contribution of a complex
mode to the parametric estimate of the spectral density
was derived, and is given by
φˆi(ω) =
∞∑
l=0
(
2|rˆ(i)|dˆli cos(lωˆi + βˆi)e−jωl
)
+
−1∑
l=−∞
(
2|rˆ(i)|dˆ−li cos(−lωˆi + βˆi)e−jωl
)
=
|rˆ(i)|cos(βˆi)(1− dˆ2i ) + 2|rˆ(i)|dˆi sin(ω − ωˆi) sin(βˆi)
1− 2dˆi cos(ω − ωˆi) + dˆ2i
+
|rˆ(i)|cos(βˆi)(1− dˆ2i )− 2|rˆ(i)|dˆi sin(ω + ωˆi) sin(βˆi)
1− 2dˆi cos(ω + ωˆi) + dˆ2i
,
(16)
where the first part of the final form of the equation
gives the spectral estimate of a complex mode estimate
centered at its positive frequency, given by ωˆi, and the
second part gives the spectral estimate of the mode
estimate centered at its negative frequency, given by
−ωˆi.
Thus, a total of (ni + nr) components of the ACVF
estimates and spectral estimates are obtained, one for
each mode estimate, such that (2ni + nr) = na, where
ni is the number of complex pole estimates and nr is the
number of real pole estimates inside the unit circle.
3.2. Sorting of modes
Power systems are of very high order but system
dynamics are usually dominated by a modest number
of system modes. The model order is therefore
chosen large enough to capture the system dynamics,
and large enough to not introduce significant bias.
The challenge then becomes of how to rank these
mode estimates and thus identify the modes that
dominate the system dynamics. One possible metric
for ranking of the mode estimates would be Rˆi[0] for
all i’s since this corresponds to the variance of the
ith component. Another choice is pseudo–energy of
each of the mode estimates, which is basically their
contribution to the ACVF estimates as described in
[2]. Here, pseudo–energy is defined and then used
for ranking because it captures some information about
the initial component variance and also damping. This
pseudo–energy of each mode estimate is given by
the square root of the sum of the squared value of
the contribution of the mode estimate to the ACVF
estimates,
Eˆi =
√√√√ ∞∑
l=0
Rˆi[l]Rˆ∗i [l]. (17)
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Using (13) and (14), pseudo–energy of each ith mode
estimate is given by
Eˆi = rˆ(i)
√
1
1− pˆ2(i) for real mode
= |rˆ(i)|
√√√√2( 1
1− dˆ2i
+
cos(2βˆi)− dˆ2i cos(2ωˆi − 2βˆi)
1 + dˆ4i − 2dˆ2i cos(2ωˆi)
)
for complex mode.
(18)
3.3. Methodology of the proposed methods
Both proposed methods are multi–step process in
which one estimated mode is added in each step,
in the decreasing order of their “pseudo energy”,
to visually analyze the contribution of the mode to
the parametric estimates. If the fit between the
parametric and non–parametric estimates improves by
the addition of a mode estimate then that mode
estimate is kept, otherwise discarded. After all
the modes have been analyzed, a final combination
of the mode estimates is obtained to represent the
model. Now, if there is some issue with the data
quality or selection of the input variables required by
the mode–estimation algorithms, then the parametric
estimates, corresponding to the final combination of
estimated modes, and the non–parametric estimates will
not match that well. For such cases, the model validation
methods can be repeated with different data channels or
input variables until the match between the parametric
and non–parametric estimates is satisfactory. If the
match does not improve at all, which can happen for
situations such as when the damping ratio of all the
modes are high, then a more detailed analysis of the
PMU measurements might be required. To summarize,
the proposed methods can be carried out using the
following steps:
1. Calculate the non–parametric estimates of the
ACVF for l = 0 to L, where L gives the range of
lags, and the signal spectrum for frequency range
of interest using (9) and (10);
2. Obtain estimates of the ARMA model parameters,
and calculate system modes using (2);
3. Calculate the individual contribution of each of
the real and complex modes to the parametric
estimates of the spectral content and ACVF using
(13)–(16);
4. Calculate pseudo–energy of the modes using (18)
and sort them in the decreasing order of their
energy;
5. Start with ns = 1, where ns is the number of
selected modes having highest pseudo–energies,
and select the mode having the highest
pseudo–energy;
6. Add the contribution of the added mode to obtain
the parametric estimates of the spectral content
and the ACVF corresponding to the selected ns
modes (not including the discarded modes, if
any);
7. Match the parametric estimates with the
non–parametric estimates and discard the
added mode if the contribution of the mode to
the parametric estimates does not improve the fit
with the non–parametric estimates;
8. In the next and the following steps, increase ns by
1 and include the mode next in the order of the
pseudo–energy;
9. Repeat steps (6)–(8) until all estimated modes are
considered to obtain a combination of estimated
modes to represent the model;
10. After the final combination of system modes
is obtained, the model validation is carried
out by comparing the parametric estimates,
corresponding to the final combination of mode
estimates, with the the non–parametric estimates;
11. If the fit is not satisfactory, then repeat steps
(1)–(10) using either different data channels or
different input variables.
Some difference between the parametric and the
non-parametric estimates is expected as both are merely
estimates. As long as the difference is not large, the
comparison of the two estimates can give a fairly good
idea about the validity of the system representation by
the estimated ARMA model.
4. Results and Discussions
The proposed methods were implemented on both
simulated data and real world data. Simulated data were
generated using the minniWECC model, the details of
which can be found in [19]. Some of the dominant
modes of the model are NS–A, NS–B and E-W South
1 having frequencies 0.218, 0.372 and 0.510 Hz and
damping ratio (ζ) of 7.47%, 4.67% and 8.7093%
respectively. Also, real–world data was collected from
the WECC system in 2010. A data block of 20 minutes
was used to implement the methods.
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4.1. Results using simulated data
Frequency measurements were used for
implementing the proposed methods which were
obtained by taking time derivative of the difference
of the voltage angle at two different buses. Buses
were selected such that the mode of interest had good
observability. Data were generated at the rate of 30
samples/sec and were later decimated to 5 samples/sec
using approach given in [20] as the frequency of interest
usually ranges up to 2 Hz for modal analysis. A number
of Monte–Carlo trials were carried out for verifying the
effectiveness of the proposed methods. However, as the
methods are based on the visual validation, the results
for only a single trial are included. Results for most
trials were consistent with the set of results included
in this paper. For calculating non–parametric spectral
estimates, a one minute hamming window was selected.
For the first set of results, data channels were
selected such that NS–A, NS–B and ES–South 1 modes
had good observability. For case–1, input variables
na = 28, nc = 12 and nl = 70 were chosen to obtain a
good match between the parametric and non–parametric
estimates. Table 1 shows some of the mode estimates
and their normalized pseudo–energy (NPE) listed in the
descending order of NPE. Figure 2(a)-2(d) show the
results obtained using the first proposed method where
the spectral estimates of the signal is plotted in dB scale,
and Figure 3(a)-3(d) corresponds to the second method
based on ACVF. As explained earlier, the contribution of
each mode was analyzed by adding one mode at a time
as shown in Figure 2(a) and Figure 3(a) for ns = 1,
and Figure 2(b) and Figure 3(b) for ns = 2. Figure 2(d)
and Figure 3(d) takes into consideration all the estimated
modes for comparison with the results obtained for the
final combination shown in Figure 2(c) and Figure 3(c).
Table 1. Mode-estimates for case–1 and case–2
ranked by normalized pseudo–energy.
Case–1 Case–2
Freq (Hz) ζ (%) N. P. Energy Freq (Hz) ζ (%) N. P. Energy
0.372 3.629 1 0.369 7.523 1
0.501 7.470 0.3607 0.253 18.071 0.6591
0.217 9.440 0.2945 0.578 22.883 0.3754
0.692 7.939 0.1982 0.701 6.980 0.2125
0.792 8.303 0.0149 1.079 8.818 0.0016
0.931 11.960 0.0088 1.493 9.415 8.42E-04
1.540 9.578 5.73E-04 2.112 10.326 3.68E-04
1.854 5.598 4.84E-04 1.867 3.034 3.09E-04
1.218 3.944 2.78E-04
1.750 3.280 1.04E-04
As expected, adding selected modes helped improve
the fit between the parametric and non–parametric
estimates while the other modes had negligibly small
Frequency (Hz)
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φˆ
(ω
)
d
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-70 Non-parametric
Parametric
(a) ns = 1
Frequency (Hz)
0.5 1 1.5 2
φˆ
(ω
)
d
B
-100
-90
-80
-70 Non-parametric
Parametric
(b) ns = 2
Frequency (Hz)
0.5 1 1.5 2
φˆ
(ω
)
d
B
-100
-90
-80
-70 Non-parametric
Parametric
(c) ns = 10
Frequency (Hz)
0.5 1 1.5 2
φˆ
(ω
)
d
B
-100
-90
-80
-70 Non-parametric
Parametric
(d) ns = 14
Figure 2. Model validation results for case–1
illustrating the methodology of the proposed method
using spectral estimates.
contribution, based on which the final combination
of modes were obtained. This combination consisted
of the first four modes, shown in Table 1, for the
ACVF based method and first ten modes for the other
method. The contribution of other mode estimates were
negligible as can be seen by comparing Figure 3(c)
with Figure 3(d) and Figure 2(c) with Figure 2(d). The
final combination of modes based on spectral method
consisted of more modes as compared to that obtained
by ACVF method, this is because analyzing spectral
content, more specifically in log scale, helps evaluate
even a much smaller contribution to the parametric
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Figure 3. Model validation results for case–1
illustrating the methodology of the proposed method
using ACVF estimates.
estimates as can be seen in results. Figure 4 compares
the parametric and non–parametric spectral estimates
using the first four dominant modes having significant
pseudo–energy, and as seen choosing these modes
resulted in a good match up to a frequency range of
1 Hz. However, if a good match is needed upto
a frequency range of 2 Hz, then additional modes
need to be considered that contribute to the spectral
densities at higher frequency range. The fit between the
parametric and non–parametric estimates for the final
combination of the estimated modes were satisfactory,
thereby helping validate the estimated system model.
Frequency (Hz)
0.5 1 1.5 2
φˆ
(ω
)
d
B
-100
-90
-80
-70 Non-parametric
Parametric
Figure 4. Comparison of parametric and
non–parametric spectral estimates for case–1 using
four modes having highest energies.
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(a) ns = 3
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-80
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(b) ns = 8
Figure 5. Results for case–2 illustrating the effect of
choosing too small model order on the match between
the parametric and non–parametric estimates.
This result can also be verified comparing the estimates
of NS–A, NS–B and E–W South 1 modes with their true
values.
For case–2, the input variables chosen were na =
16, nc = 14 and nl = 40 to analyze the performance
of the proposed methods when the model order
selected was small. The parametric and non–parametric
estimates shown in Figure 5(a) and Figure 5(b) do not
have a good fit. The mode estimates obtained are
shown in Table 1 and the results correspond to the final
combination of the mode estimates which consisted of
the first three modes for ACVF methods and all eight
modes for the method using spectral estimates. In
addition to giving biased mode estimates, selection of
a reduced model order can also combine modes having
close frequencies and hence give inaccurate information
about the system modes.
The third case analyzes the performance of the
Page 3645
Lag(l)
0 50 100
Rˆ
[l
]
×10−8
-1
0
1
2 Parametric
Non-parametric
(a) Using the final combination of mode estimates
Frequency (Hz)
0.5 1 1.5 2
φˆ
(ω
)
d
B
-100
-90
-80
-70
Non-parametric
Parametric
(b) Using the final combination of mode estimates
Frequency (Hz)
0.5 1 1.5 2
φˆ
(ω
)
d
B
-100
-90
-80
-70
Non-parametric
Parametric
(c) ns = 1
Frequency (Hz)
0.5 1 1.5 2
φˆ
(ω
)
d
B
-100
-90
-80
-70
Non-parametric
Parametric
(d) ns = 2
Frequency (Hz)
0.5 1 1.5 2
φˆ
(ω
)
d
B
-100
-90
-80
-70
Non-parametric
Parametric
(e) ns = 3
Figure 6. Results for case–3 illustrating
mode–splitting due to over–fitting the data from an
excessively high model order.
Table 2. Mode-estimates for case–3 and case–4
ranked by normalized pseudo–energy.
Case–3 Case–4
Freq (Hz) ζ (%) N. P. Energy Freq (Hz) ζ (%) N. P. Energy
0.230 6.008 1 0.218 7.613 1
0.202 13.578 0.4351 0.376 4.278 0.0839
0.274 9.585 0.1580 0.255 43.699 0.0450
0.386 3.822 0.1289 0.710 7.871 0.0395
0.701 2.970 0.0327 0.509 10.492 0.0241
0.526 9.067 0.0327 0.942 4.844 0.0088
0.431 10.165 0.0258 0.882 6.897 0.0021
0.648 5.339 0.0230 1.652 8.785 0.0002
0.776 5.221 0.0167 1.988 5.557 5.88E-05
0.894 4.237 0.0074 1.753 2.826 5.54E-05
0.094 52.202 0.0069 1.460 6.761 4.53E-05
0.966 2.942 0.0060 1.1817 2.281 2.86E-05
proposed method when the model is over–fitted by
choosing a much higher model order. For this case,
channels with NS–A mode having high observability
were selected and the input variables chosen were na =
56, nc = 24 and nl = 100. From the results obtained
using the final combination of the mode estimates shown
in Figure 6(a) and Figure 6(b), it can be seen that the
parametric and non–parametric estimates had a good
fit. However, analyzing the contribution of the first
four modes by adding one mode at a time, as shown
in Figure 6(c)-6(e), the mode–splitting of the NS–A
mode was observed which is the result of over–fitting
of the data from an excessively high model order. This
result can also be verified by comparing the NS–A
estimates, shown in Table 2, with its true value. For
this data set, the input variables na = 28, nc = 20 and
nl = 60 resulted in a good fit between the parametric
and non–parametric estimates without over–fitting the
model. Some of the mode estimates for this fourth
case are given in Table 2 and the results are shown in
Figure 7(a) and Figure 7(b) which corresponds to the
final combination of the mode estimates. This final
combination consisted of the first six modes for the
ACVF method and eleven modes for the method based
on spectral estimates.
4.2. Results obtained using real PMU
measurements
Real–world data were collected from the WECC
system in 2010. Due to the confidentiality requirement,
limited information is included about the real–world
data. The data were pre–processed to remove any
outliers, interpolate the missing data and decimate the
data to 5 samples/sec. Figure 8(a) and 8(b) show
the results obtained for case–1 in which the input
variables selected were na = 10, nc = 6 and
nl = 35. These results correspond to the final
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Figure 7. Results for case–4 with parameters
selected that gives a good match between the
parametric and non–parametric estimates after
analyzing the contribution of each mode estimate.
combination of the estimated modes which included
all the mode estimates. As seen from the results,
the parametric and non–parametric estimates did not
have a good fit. Hence, the model validation method
was repeated using a different set of input variables,
na = 32, nc = 12 and nl = 55. With this new set
of input variables, the parametric and non–parametric
estimates matched closely as can be seen in Figure
8(c) and 8(d), thereby validating the representation of
the system by the new estimated ARMA model. For
case–2, the final combination of the mode estimates
consisted of the first nine modes using ACVF method
and twelve modes shown in Table 3, for the method
based on spectral estimates. Figure 9 compares the
parametric and non–parametric spectral estimates using
nine dominant modes having large pseudo–energy. For
this combination, the parametric and non–parametric
estimates had a good match for frequency upto 1.5 Hz,
however it did not give a good match for frequency range
from 1.5 to 2 Hz as the discarded modes contributed in
this frequency range.
5. Conclusion
The results obtained using simulated and real–world
data illustrated the effectiveness of the proposed
methods to validate the mode estimates, obtained
under ambient conditions, by comparing parametric and
non–parametric estimates of the ACVF and spectral
density obtained using parametric estimates of system
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Figure 8. Results obtained using real–world data
illustrating the effectiveness of the proposed methods
for practical applications.
model and observed data respectively. Based on
how well the parametric estimates match with the
non–parametric estimates, these methods can help
select data channel and input variables required by
mode–estimation algorithms. Besides, the proposed
methods can also help identify dominant modes of
the system based on the analysis of the contribution
of each estimated mode to the parametric estimates.
Future work will investigate defining metrics to
quantify goodness of fit between the parametric and
non-parametric estimates. Care must be taken in
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Figure 9. Comparison of parametric and
non–parametric spectral estimates using first nine
dominant modes.
Table 3. Mode estimates for the real–world data
Case-1 Case-2
Freq (Hz) ζ (%) N. P. Energy Freq (Hz) ζ (%) N. P. Energy
0.254 17.369 1.000 0.249 10.743 1
0.630 20.968 0.341 0.585 7.285 0.2950
1.035 18.985 0.154 0.419 22.547 0.1917
1.599 18.408 0.077 0.784 5.912 0.1247
1.927 15.157 0.022 1.053 6.249 0.0734
1.216 5.873 0.0652
0.885 7.635 0.0599
1.443 6.278 0.0428
1.715 5.001 0.0327
1.598 3.205 0.0177
0 100 0.0100
1.907 7.419 0.0078
defining such metrics since both are estimates, and the
validation comes from consistency between those two
estimates since they are formed from very different
underlying assumptions. Future work will also focus
on validation of the system model using estimated
parameters in the presence of forced oscillations and
illustrate the method using multiple channels.
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