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There is a growing concern for protection and conservation of coastal ecosystems, which re-
quire a proper understanding of ecosystem dynamics and the ability to detect and predict
changes in the ecosystem state. For this purpose, there is general agreement on the require-
ment of multidisciplinary and multiscale observing systems, due to the complex physical
and biogeochemical processes occurring in these environments at a wide range of time-space
scales.
In this sense, optical-based approaches arise as powerful tools since they allow to assess bio-
geochemical constituents at high temporal and spatial resolution. Moreover, the recent devel-
opment of cost-effective, hyperspectral, compact and low power optical sensors has broadened
their observational capabilities by allowing the assembly on a variety of platforms and by
reducing the operational costs. Among the different optical properties, the beam attenua-
tion coefficient presents numerous advantages due to the general availability and simplicity
of operation and data processing of the required instrumentation (i.e. transmissometers).
In this context, this thesis seeks to improve the capabilities for coastal waters monitoring
and assessment by developing new observational strategies based on high resolution beam
attenuation measurements. With this aim, the reliability of a recent commercially available
advanced-technology transmissometer (i.e. VIPER, TriOS GmbH) has been determined by
analyzing the instrument uncertainties and performance. Despite some issues related to the
thermal management of the LEDs and the contamination of ambient light, VIPER measure-
ments have been validated in the field by comparison with other transmissometers.
Then, to evaluate to what extent is possible to retrieve environmental information from
these measurements, attenuation data collected in the Mediterranean estuary of Alfacs Bay
have been analyzed against laboratory-derived biogeochemical variables. The analysis has
successfully used three major spectral features of the beam attenuation coefficient as quali-
tative proxies for the biogeochemical variables: coloured dissolved organic matter (CDOM),
Chlorophyll a (Chl-a) and total suspended matter (TSM), allowing the detection of changes
and patterns in these variables at high temporal and spatial resolution. Thereby, high-
frequency in situ beam attenuation measurements are proposed as cost-effective, rapid and
simple method to better understand the complex physical and biogeochemical interactions
in coastal environments.
Nevertheless, there are numerous factors affecting the attenuation signal, which restrict the
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capability of these measurements to quantitatively assess the biogeochemical constituents
and involve that complementary optical data are required. For this reason, an additional
approach has been investigated by including spectral absorption measurements collected in
situ with a dual spectrophotometer widely used by the scientific community. An inversion
model of attenuation and absorption data has been developed based on local material-specific
inherent optical properties to quantitatively estimate CDOM, Chl-a and mineral suspended
solids in optically complex waters. The advantages of this approach lie in the simple input
requirements, the avoidance of error amplification, full exploitation of the available spectral
information and the reasonably successful retrieval of constituent concentrations.
In summary, this thesis has proposed two complementary beam attenuation-based approaches
for complex coastal waters. On one hand, cost-effective and compact transmissometers allow
to determine the scales of variability in the in-water constituents, providing a comprehensive
overview of the biogeochemical processes. On the other hand, this information is highly
valuable to define the optimal sampling strategy to be adopted with more sophisticated




Existe la necesidad de desarrollar herramientas capaces de predecir y detectar cambios en el
estado de los ecosistemas costeros con el fin último de proteger y conservar dichos sistemas.
Para ello, es necesario el uso de sistemas de observación multidisciplinares y multiescala, dada
la complejidad de los procesos físico-biogeoquímicos y los numerosos cambios que se producen
a diversas escalas espacio-temporales. Uno de los métodos más efectivos y utilizados para
evaluar el estado biogeoquímico de las masas de agua a alta resolución espacio-temporal se
basa en la medición de sus propiedades ópticas. Entre las distintas propiedades ópticas, la
atenuación presenta numerosas ventajas, como por ejemplo la sencillez de uso y procesamiento
de los datos de los instrumentos utilizados (los transmisómetros).
En este contexto, el objetivo de esta tesis consiste en investigar nuevas técnicas de análisis
de aguas costeras utilizando datos de atenuación de la luz medidos in situ a alta resolución
espacio-temporal. En primer lugar, se ha determinado la fiabilidad de los datos recogidos
por un transmisómetro de última generación caracterizado por su bajo coste y fácil manejo
(VIPER, de TriOS GmbH). Los resultados aportan medidas fiables de atenuación en aguas
costeras, a pesar de que este análisis también muestra una serie de limitaciones relacionadas
con la gestión térmica de los LEDs y con la contaminación por luz ambiente.
Una vez caracterizado el instrumento, se ha analizado el tipo de información ambiental que se
puede extraer de estas medidas utilizando los datos recogidos en la bahía mediterránea de los
Alfacs y correlacionándolos con las variables biogeoquímicas obtenidas a partir de muestras
discretas de agua. El estudio se basa en la utilización de tres parámetros calculados a partir
del espectro de atenuación como indicadores de las tres principales variables biogeoquímicas
(la materia orgánica disuelta coloreada -CDOM-, la clorofila-a y la concentración de material
particulado). Esto ha permitido detectar cambios y patrones en dichas variables de una forma
rápida, sencilla y económica. Así, este método se propone como una herramienta eficaz para
entender las complejas interacciones físico-biogeoquímicas en las aguas costeras.
Sin embargo, la señal de atenuación se ve afectada por la influencia de numerosos factores,
lo que limita su capacidad para cuantificar los constituyentes biogeoquímicos e implica la
necesidad de recurrir a medidas ópticas adicionales para lograr este fin. Por esta razón, se
ha desarrollado otro método de observación que incluye, además de la atenuación, medidas
de absorción, ambas recogidas con un espectrofotómetro doble ampliamente utilizado por la
comunidad científica. Se ha desarrollado un modelo de inversión de los datos de atenuación
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y absorción basado en las propiedades ópticas inherentes específicas de cada constituyente,
que fueron obtenidas a partir de muestras de agua de la zona de estudio (el mar de Liguria).
Dicho modelo ha permitido cuantificar satisfactoriamente la concentración de CDOM, de
clorofila-a y de partículas inorgánicas en aguas ópticamente complejas, utilizando datos de
entrada muy sencillos y explotando toda la información espectral disponible.
En resumen, esta tesis presenta dos aproximaciones basadas en medidas de atenuación que
pueden considerarse complementarias. Por un lado, los transmisómetros de bajo coste y
fácil manejo permiten determinar las escalas de variabilidad de los principales componentes
biogeoquímicos para adquirir una idea global del funcionamiento del ecosistema. Por otro
lado, esta información es de gran utilidad a la hora de definir la estrategia de muestreo a
implementar con instrumentos más sofisticados que permitan cuantificar la concentración de
dichas variables en zonas más localizadas.
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Coastal ecosystems are globally threatened by anthropogenic impacts, which have increased
in the last decades as result of human expansion and climate change. These increasing pres-
sures have led to rapid rates of ecosystem degradation and habitat destruction, carrying
serious problems such as contamination and risk for human health. Given the great ecolog-
ical, economic and social importance of coastal ecosystems, different national policies and
international agreements and strategies have been established and implemented with the aim
of protecting these valuable ecosystems, managing their resources and ensuring their sustain-
able development. The first steps to accomplish it require (1) to understand the ecosystem
states, (2) to detect changes and perturbations in these states and (3) to understand the ef-
fects of these perturbations on coastal ecosystem, which is a big challenge due to the complex
dynamics of coastal environments. Furthermore, the high costs associated with instruments
acquisition and maintenance, logistics and qualified personnel expenses hamper the sustain-
able and long-term assessment of coastal waters. For this reason, there is an urgent need
to develop new techniques for monitoring and assessing complex coastal waters at the ap-
propriate time-space scales. These techniques should be also characterized by the use of
cost-effective, low power, compact and easy-to-handle instrumentation, to minimize the ob-
servational costs. In this sense, the use of optical-based approaches have proven to provide a
powerful tool, as they allow to resolve in-water variability at high temporal and spatial scales.
Furthermore, in situ optical sensors are ideally suited to be deployed on a variety of plat-
forms including moorings, AUVs and from ships which improve their operational capabilities.
Among the different optical properties, the beam attenuation coefficient presents distinct ad-
vantages due to the general availability and relatively simple operation and data processing
of the required instrumentation (i.e. transmissometers or beam attenuation meters). In fact,
these instruments have been in use for more than forty years and are the most commonly
employed measuring devices of Inherent Optical Properties (IOPs). They present a variety
of applications ranging from determinations of particulate matter, chlorophyll a -Chl-a- (as
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proxy for phytoplankton biomass) or particulate organic carbon -POC- concentrations to
particle size characteristics. However, various of the relationships found between the beam
attenuation coefficient and seawater constituents fail for optically complex waters (such as
coastal environments) and thus, they are restricted to clear oceanic waters. Bulk beam at-
tenuation coefficients measured in coastal environments respond to the combined scattering
and absorption action of a complex mixture of constituents, including phytoplankton and
associated biogenic detritus, mineral suspended particles and coloured dissolved organic ma-
terial. The multiple optical contributions affecting this signal restrict the capability of beam
attenuation measurements in deriving information about seawater compounds and, conse-
quently, involve that ancillary measurements are needed to separate bulk attenuation into
single constituent IOP. Nevertheless, studies based on the beam attenuation signal used, ex-
clusively, the particulate attenuation coefficient at one specific wavelength (commonly at 532,
555, 660 or 670 nm) or the particulate attenuation spectral slope, whereas the rest of the vis-
ible spectrum remains unexplored. The recent development of high-spectral (hyperspectral)
resolution transmissometers broadens the possibility to extract more extensive information
from these measurements, as occurred for other optical properties (e.g. particulate absorp-
tion or remote sensing reflectance). Furthermore, economically affordable, compact and low
power in situ sensors have emerged in recent years as result of advances in technology, which
improve considerably the ability to perform research, long term monitoring and sustained
operational programs in coastal ecosystems. In this context, this thesis seeks to explore,
firstly, the potential and limitations of inexpensive advanced-technology transmissometers
for coastal waters applications and, secondly, the full spectral information contained in the
beam attenuation coefficient as optical proxy for the major biogeochemical variables. Thus,
the general questions addressed in the framework of this thesis, are:
• How much information of biogeochemical constituents can be retrieved from in situ
spectral beam attenuation measurements in optically complex waters?
• Can optical transmissometers provide a potential tool to address the actual needs of
high resolution and cost-effective observing systems for optically complex waters?
To answer these questions, two different strategies have been adopted along this thesis.
Firstly, we focus on the potential of recently-developed advanced-technology transmissome-
ters. Secondly, the research is conducted by means of a widely used and validated dual
spectrophotometer (beam attenuation and absorption meters), due to the larger observa-





This thesis aims to investigate new observational approaches based on in situ measurements
of beam attenuation coefficient to fulfill the urgent demand for sustained and routine charac-
terization of coastal waters environments. With this purpose, we seek to explore and exploit
all the spectral information contained in the beam attenuation signal since it can provide
useful insights about biogeochemical constituents present in water.
Specific objectives:
• Objective 1 : To determine the reliability and limitations of beam attenuation mea-
surements collected in situ with a recently developed advanced-technology and cost-
effective transmissometer.
• Objective 2 : To develop and implement an observational strategy based on high
resolution, cost-effective and rapid beam attenuation measurements in order to better
understand the ranges of variability and the physical and biogeochemical interactions
in a complex coastal environment.
• Objective 3 : To derive quantitative estimates of the major in-water constituents by
including additional optical data beyond the spectral attenuation coefficient.
0.3 Thesis outline
In order to address the above listed objectives, the manuscript has been structured as follows:
Chapter 1 provides a theoretical background about optical oceanography, by describing
the concepts, the optically active water compounds, the measuring devices and the most
important applications of optical-based approaches. Special attention has been paid to the
Inherent Optical Properties (IOPs), since the beam attenuation coefficient (as an IOP) is
the focus of this thesis. At the beginning of this chapter, the importance of studying coastal
ecosystems is described.
Chapter 2 addresses the first specific objective, which seeks to analyze the practicality
and suitability of a new generation and still unexplored transmissometer, characterized by
being hyperspectral, cost-effective, compact and low power. With this purpose, the instru-
ment uncertainties and limitations were examined and the sensor performance was compared
with other widely used and validated transmissometers. This chapter has been published in:
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Ramírez-Pérez M, Röttgers R, Torrecilla E, Piera J. Cost-effective hyperspectral transmis-
someters for oceanographic applications: performance analysis. Sensors 2015; 15: 20967-
20989. doi:10.3390/s150920967.
Once the instrument uncertainties were characterized and the potential limitations were de-
fined, its application as optical tool for assessing complex coastal environments was tested.
This analysis is presented in Chapter 3, which addresses the second specific objective.
This chapter has been published in: Ramírez-Pérez M, Gonçalves-Araujo R, Wiegmann S,
Torrecilla E, Bardaji R, Röttgers R, Bracher A, Piera J. (2017) Towards Cost-Effective Op-
erational Monitoring Systems for Complex Waters: Analyzing Small-Scale Coastal Processes
with Optical Transmissometry. PLoS ONE 12(1): e0170706. doi:10.1371/journal.pone.0170706.
The numerous factors affecting the beam attenuation signal compromise the ability of optical
transmissometers to derive quantitative estimates of the optically active water compounds.
For this reason, in Chapter 4, additional spectral absorption data were included in the
analysis beyond the attenuation coefficient, due to the general availability of both optical
properties derived from a commonly used dual spectrophotometer. With both IOPs, an in-
version model was developed to estimate the concentration of the major in-water constituents
CDOM, Chl-a and inorganic particle concentrations. This chapter is in process to be pub-
lished in: Ramírez-Pérez M., Twardowski M., Trees C., Piera J., McKee D. (2017) Inversion
of in situ absorption and attenuation measurements to estimate constituent concentrations
in optically complex shelf seas. Journal of Geophysical Research: Oceans. In press.
Finally, Chapter 5 summarizes the results achieved in this thesis and points the direction




This chapter provides the theoretical framework of this thesis, including the conceptual
background of optical oceanography and related findings presented in the reviewed literature.
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1.1 Coastal environments: Importance and vulnerability
Coastal regions are defined to range from the continental shelf (to a depth of 200 m), the
intertidal areas and adjacent land within 100 km of the coastline (Martínez et al. 2007).
These environments are a valuable and finite resource, with high ecological, economic and
social importance.
From an ecological point of view, coastal ecosystems are among the most productive
systems in the world, with high ecological value (MEA 2005). They harbor a great biological
diversity and provide a wide array of habitats and essential sources for supporting life in the
ocean and the bordering land. In addition, shelf seas act as important interfaces for global
material cycles, since they are subject to a continuous influx of natural and anthropogenic
material from river systems and the atmosphere. Therefore, these ecosystems are of great
importance in terms of nutrient assimilation and carbon fixation, with an estimated uptake
rate of atmospheric CO2 ranging between 0.33 and 0.36 Pg C yr−1 (Tang et al. 2011).
From an economic point of view, these environments generate significant revenues derived
from a wide array of human activities such as fisheries, tourism, recreation, shipping, natural
resources (e.g. oil and gas) extraction, industry, infrastructures, agriculture and aquaculture,
etc. In particular, the mean annual value of goods and services from the world’s coastal
ecosystems is estimated to be greater than $25,000 billion per year. According to Costanza
et al. (1997) coastal ecosystems contribute 77% of global ecosystem-services value. Coastal
zones account for 90% of marine fisheries catch (MEA 2005).
From a social point of view, coastal ecosystems support 41% of total population (i.e.
2.385 million people) living within 100 kilometers of the coastline and 21 of the 33 world’s
megacities are found on the coast (Martínez et al. 2007). All these people depend directly
on the adjacent sea for livelihood and well-being.
Coastal ecosystems are vulnerable areas subjected to considerable pressures derived from the
multiple above mentioned human activities. As a result of human expansion and destruction
of natural habitats, coastal marine and estuarine ecosystems have experienced rapid rates of
degradation over the last 150 to 300 years. This habitat degradation carried, in many cases,
serious environmental and economic consequences, such as harmful algal blooms (HABs),
anoxia, accumulation of pollutants and toxins or over-exploited fisheries (Kennish 2002).
Added to this, the effects of climate change (such as sea level rise and ocean acidification)
and natural hazards are threatening the capability of coastal ecosystems to support goods
and valuable services (Malone et al. 2010).
For these reasons, understanding and monitoring coastal ecosystems is highly valued, not only
from a scientific point of view, but also due to its social and economic values. Since the 1960s,
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there has been an increasing concern over the impacts of the changes in coastal ecosystems as
result of human population growth and climate change. This has led to many national policies
and international conventions and agreements, aimed at the preservation, conservation and
sustainable use of coastal ecosystems. According to these conventions, there is a need for
adaptive, ecosystem-based approaches to sustainable development, which involves integrated,
multidisciplinary and multiscale coastal observing systems. In this context, some examples
of European interdisciplinary research programs are the coastal module of the global ocean
observing system (coastal GOOS), the Coastal Observing System for Northern and Arctic
Seas (COSYNA), the Global Earth Observations System of Systems (GEOSS) or the Marine
Geological and Biological Habitat Mapping (GEOHAB).
However, coastal environments are still little understood and insufficiently monitored, due to
their high dynamic behavior. They are complex natural systems that interact with terrestrial,
oceanic and atmospheric processes. These environments are affected by large variations in
water levels, controlled by offshore and wind-driven currents, waves, tides, storm surges, sea
level rise and inputs from stream flow and groundwater. In response to all these processes,
coastal ecosystems undergo continuous changes over a broad spectrum of time-space scales
(from hours to decades and from meters to thousands of kilometers) (Fig. 1.1). Continuous
and routine provision of data are therefore required in order to assess the states of marine
and estuarine ecosystems, detect changes in these states and evaluate their impacts.
Water-quality monitoring in aquatic ecosystems has historically consisted of collecting wa-
ter samples weekly or monthly for later laboratory analyses. Besides this kind of analyses
can take days or weeks to complete, they have high costs and involve logistic and tech-
nical constraints. These traditional techniques are therefore time-consuming and provide
low-frequency and delayed data. This hampers a timely response during events, limits the
ability to identify specific causes or actions, and may result in poorly quantified effects on
ecosystems. Technological advancements in commercial in situ sensors, data platforms, and
new techniques for data analysis provide an opportunity to monitor aquatic ecosystems on
the time scales in which changes occur. In addition, the availability of these data in real-time
enables the early trend detection, the mitigation of adverse effects and supplies valuable in-
formation in decisions making. Nevertheless, there exist numerous difficulties in obtaining
long-term and high-resolution consistent measurements, due to the elevated costs (including
the equipments, installation, operational and maintenance costs). For this reason, there is
also a demand for compact, inexpensive, stable and low power in situ sensors to facilitate
sustained monitoring.
In this sense, optical measurements offer a powerful tool since the water optical character-
istics are strongly related to biological, chemical and physical processes in the water. Thus,
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Figure 1.1: Schematic diagram with temporal and spatial scales of oceanic processes.
continuous in-situ measurements of water optical properties allow to determine changes in
the biological composition as well as in the concentration of optically active constituents in
coastal regions, monitor the water quality and identify the underlying causes of any changes
in the water characteristics (e.g. Moore et al. 2009). Moreover, recent advances in optical
sensor technology have enabled to develop miniaturized, low power and cost-effective instru-
mentation, which promote these sensors to be mounted on a variety of observing platforms
such as moorings, drifter buoys, and autonomous vehicles. All these advances have allowed
to analyze biogeochemical processes in aquatic environments at high temporal and spatial
resolution that were not possible before, such as sub-meter and sub-second scales.
1.2 Water as an optical medium
Understanding how light interacts with sea water is fundamental to many research fields
such as biological primary production, mixed-layer thermodynamics, photochemistry, lidar
bathymetry, ocean-color remote sensing, etc. For this reason, optics is one of the fastest
growing oceanographic research areas. Most of the variability in the optical properties of
the upper ocean is due to changes in the concentration and type of constituents present in
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the water, which in turn, are often of interest to ecologists and biogeochemists. Thereby,
the ability to derive information about the in-water constituents at wide range of space and
time scales based on the analysis of the optical properties motivates much of the research in
ocean optics.
1.2.1 Classification of natural waters
The optical complexity of natural waters differ greatly among different aquatic environments,
which exhibit broad variations in transparency, color and composition. These optical char-
acteristics affect the magnitude and spectral behavior of light penetrating into the water
column. In order to indicate the optical character of a water body in a generalized and
systematized way, different classification schemes have been proposed. Jerlov (1951) was
the first to establish an optical classification of marine waters based on transparency. He
recognized three basic types of oceanic water (I, II and III) and nine types of coastal wa-
ters (1 to 9), in order of decreasing transmittance. Pelevin & Rutkovskaya (1977) proposed
waters to be classified based on the diffuse attenuation coefficient at 500 nm, Kd(500). Ac-
cording to Smith & Baker (1978), the classification of oceanic waters (i.e. not significantly
influenced by terrigenous material or resuspended sediments) can be performed based on the
total chlorophyll-like pigment concentration. Kirk (1980) classified inland waters into type
G (“gelbstoff” or CDOM dominated), type T (“tripton” or inorganic particles), and type A
(algae-dominated). Prieur & Sathyentranath (1981) proposed a similar classification also for
open and coastal waters.
Figure 1.2: Example of waters dominated by different components: (top-left) CDOM-
dominated water (source: http://www.clarklittlephotography.com/); (top-right) domina-
tion of suspended sediments (source: http://www4.ncsu.edu/ elleitho/); (bottom-left) red
tide (source: http://www.whoi.edu/redtide/); (bottom-right) Pedinophyceae bloom (source:
https://www.flickr.com/photos/myfwc/6442818691).
The most widely used optical classification scheme is the one proposed by Morel & Prieur
(1977), which distinguish between two basic types of oceanic waters according to optically
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dominant constituents: case 1 and case 2 waters (Fig. 1.3). In case 1 waters phytoplankton
and their products dominate, whereas case 2 waters are influenced not just by phytoplankton
and related particles, but also by other substances, such as mineral particles and coloured
dissolved organic matter not associated with phytoplankton. Thus, Case 1 waters represent
the phytoplankton-dominant water environments, whereas Case 2 waters represent all other
possible cases. Case 1 waters are typical of the open ocean, away from coasts and river
mouths. Depending on the phytoplankton concentration, these types of waters range from
very clear (oligotrophic) to very turbid (eutrophic) waters, with Chlorophyll-a concentrations
from ∼ 0.02 mg · m−3 up to 5 − 20 mg · m−3, respectively. Meanwhile, case 2 waters are
found in coastal zones influenced by land drainage or sediment resuspension.
Figure 1.3: Diagrammatic representation of Case 1 and Case 2 waters. Source: Sathyendranath
(2000).
1.2.2 Optical properties of natural waters
When light reaches the water surface, it can either be reflected or enter the water. Light is
reflected when the critical angle of the light reaching the atmosphere/water interface is too
great. The amount of light reflected varies depending on the surface waves and on the incident
angle of the sun. Light that penetrates the water surface and propagates down into the water
is subject to different processes determined by the optical properties of the water body. The
optical properties of waters are conveniently divided in two groups: inherent and apparent
properties (Preisendorfer 1976). Inherent optical properties (IOPs) depend only upon the
medium (i.e. on the water composition and the optical characteristics of each individual
constituent) and therefore are independent of the ambient light field within the medium. IOPs
include the absorption, the scattering and the attenuation coefficients, the volume scattering
function and the single-scattering albedo. Apparent optical properties (AOPs) are those
properties that depend both on the medium (the IOPs) and on the geometrical distribution
of the ambient light field. Commonly used AOPs are the vector and scalar irradiances,
reflectance, the average cosines, and the various attenuation functions (K functions). The
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IOPs are easily defined but they can be difficult to measure (especially in situ), whereas the
AOPs are generally easier to measure, but difficult to interpret because of the environmental
effects. The link between the IOPs and the AOPs is given by the radiative transfer equation
(RTE) (Fig. 1.4). Surface waves, bottom characteristics, cloud cover and angle of the incident
radiance constitute the boundary conditions necessary for solution of the radiative transfer
equation. This thesis focus on the IOPs and thus, a detailed description about these optical
properties is provided below. Details about radiative transfer theory and equation, as well
as the different AOPs, can be found in Mobley (1994) and Kirk (1994).




- Definition of Inherent Optical Properties
Light penetrating into the water can either be transmitted (remain unaffected) or attenuated
due to the absorption (transformation into other forms of energy) and scattering (redirection)
processes that take place within the water. These IOPs can be easily defined by using
the schematic illustration shown in Fig. 1.5. This figure illustrates a collimated beam of
monochromatic light of wavelength λ and spectral radiant power φi(λ) penetrating into a
small volume (∆V ) of water of thickness ∆r. Some of the incident light is absorbed, φa(λ),
and some is scattered out of the beam at an angle ψ, φs(λ, ψ). φs(λ) represents the total power
that is scattered into all directions. The remaining power, φt(λ), is transmitted through the
volume with no changes in direction.
Figure 1.5: Geometry used to define the Inherent Optical Properties. Source: Mobley (1994).
The proportion of photons absorbed, ∆φa(λ)/φi(λ) (which correspond to the absorbance)








As represented in Fig 1.5, φs(λ, ψ)/φi(λ) is the fraction of incident flux scattered out of the
beam through an angle ψ into a solid angle ∆Ω centered on Ω. The proportion of scattered
power per unit distance and unit solid angle is known as volume scattering function
(VSF), β(ψ, λ).











Integrating β(ψ, λ) over all directions (solid angles) gives the spectral scattering coeffi-
cient, b(λ), which is the total scattered power, ∆φs(λ)/φi(λ), per unit incident irradiance




β(ψ, λ) sinψdψ[m−1] (1.3)
This integration is often divided into forward scattering, 0 ≤ ψ ≤ Π/2, and backward
scattering, Π/2 ≤ ψ ≤ Π, parts, being this last one the backscatter coefficient, bb(λ).
The beam attenuation coefficient, c(λ), is defined as the sum of the absorption and
scattering coefficients, and represents the total loss of radiant energy from the original beam.
c(λ) = a(λ) + b(λ)[m−1] (1.4)
Other commonly used IOP is the single scattering albedo, ω0(λ), which is the probability
that a photon will be scattered (rather than absorbed) in any given interaction:
ω0(λ) = b(λ)/c(λ)[unitless] (1.5)
Finally, the volume scattering phase function, β˜(ψ, λ), provides the angular distribution
of the scattered light and is defined by:
β˜(ψ, λ) = β(ψ, λ)/b(λ)[sr−1] (1.6)
The inherent optical properties are conservative in nature, which implies that bulk IOPs
can be expressed as the sum of the individual contributions by the different optically active
components present in the water column (Bukata et al. 1995). Thereby, as examples, the
absorption and attenuation coefficients can be written as:
a(λ) = Σni=1ai(λ)[m−1] (1.7)
c(λ) = Σmi=1ci(λ)[m−1] (1.8)
ai(λ) and ci(λ) represent the absorption and attenuation attributed to a particular component




1.2.3 Optically active constituents in water
The in-water constituents are traditionally divided into “dissolved” and “particulate” matter,
of inorganic and organic origins, living and non-living. The dissolved fraction is defined as
everything that passes through a filter paper of pore size 0.2 µm, whereas the fraction retained
on the filter comprises the particulate matter. The concentration and optical properties of
these constituents vary by many orders of magnitude in oceanic waters, which implies wide
variations in color from the deep blue of the open ocean to yellowish-brown in a turbid
estuary. The most important optically active constituents (OACs) of sea water are described
as follow.
a) Pure seawater: it consists of pure water plus various dissolved salts (predominantly
sodium, Na+, and chloride, Cl−, ions), with an average salinity about 35 PSU. The
water itself absorbs light, mainly in the red part of the spectrum (up to 600 nm)
and scatter light very weakly. The presence of salts increases the scattering by about
30% relative to pure water, whereas they have a negligible effect on absorption at
visible wavelengths. Nevertheless, they greatly increase the absorption at extremely
long (λ ≥ 0.1 nm) wavelengths and slightly at ultraviolet wavelengths (Mobley 1994).
b) Chromophoric dissolved organic matter (CDOM): it is also known as yellow sub-
stance or “gelbstoff”. It is the optically active fraction of the dissolved organic matter
contained in aquatic systems, which derive from autochthonous primary production and
river run-off of terrestrial organic matter. Concentrations are thus generally greatest in
inland and coastal waters than in open ocean. It consists mostly of various humic and
fulvic acids (Kirk 1983). This compound strongly absorbs light at ultraviolet and short
visible wavelengths (blue light) and very little in the red. The scattering is negligible.
CDOM is one of the major components controlling the amount of underwater UV light,
especially in lakes, rivers, estuaries and coastal environments.
c) Particulate organic matter: it can be divided into living (phytoplankton, bacteria and
viruses) and non-living (colloids and organic detritus) organic particles.
• Phytoplankton: phytoplankton are among the most significant live substances
that determine the optical and biological characteristics of open ocean and coastal
waters. They are microscopic plants exhibiting high diversity of size (from 2
µm (nanoplankton) to more than 2 cm (macroplankton)), shape, species, and
concentration. The principal phytoplankton taxonomic groups include diatoms,
dinoflagellates, coccolithophores and silicoflagellates. In coastal environments the
predominant taxonomic group may be the green algae, blue-green algae and brown
colored phytoflagellates (Kennish 2001). Phytoplankton are the most important
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biomass producers in aquatic ecosystems and constitute the basis for the food web
in the oceans. They are responsible for determining the optical properties of most
oceanic (case 1) waters. Their chlorophyll and related pigments strongly absorb
light in the red and blue wavelengths. Phytoplankton are also efficient scatterers
of light, especially at small scattering angles, influencing significantly the total
scattering properties of seawater. However, due to their relatively large size, they
contribute relatively little to the backscattering coefficient. Phytoplankton require
sunlight (as well as water and nutrients) for growth and reproduction, which is
most abundant near the sea surface. For this reason, most phytoplankton remain
in the upper part of the water column.
• Bacteria: living bacteria are microscopic unicellular organisms in the size range
0.2− 2 µm in diameter, occurring in number concentrations of 1011− 1013 m−3.
Bacteria are significant scatterers and absorbers of light, especially at blue wave-
lengths and in clear oceanic waters with low chlorophyll concentrations. Fur-
thermore, bacteria are likely the most important microorganisms contributing to
particulate backscatter (Morel & Ahn 1990, Stramski & Kiefer 1991).
• Viruses: virus particles are found in concentrations from 106 to 1015 particles·m−3
in eutrophic regions (Suttle et al. 1990). They would be considered dissolved
matter by the traditional definition due to their small size (20− 250 nm). These
particles do not contribute significantly to the total absorption and scattering
properties of natural waters, because they are inefficient absorbers and scatterers
on a per particle basis (Mobley 1994).
• Zooplankton: they are living organisms with sizes from tens of micrometers to two
centimeters. Even at large concentrations, these large particles tend to be missed
by optical instruments that randomly sample only a small volume of water.
• Colloids: these nonliving particles contribute significantly to backscattering (e.g.
Stramski & Kiefer 1991). They can be found in the size range 0.4 − 1.0 µm
in typical number concentrations of 1013 m−3, and colloids of size ≤ 0.1 µm in
abundances of 1015 m−3 (Wells & Goldberg 1991).
• Organic detritus: they are nonliving organic particles of different sizes derived
from phytoplankton death and zooplankton grazing. Absorption by organic de-
tritus is maximal at the shorter wavelengths. According to Stramski & Kiefer
(1991) the sub-micrometer, low-index-of-refraction, detrital particles are the ma-
jor backscatterers in the ocean.
d) Particulate inorganic matter: these particles are, generally, a consequence of river
discharge or seabed resuspension. They consist of finely ground quartz sand, feldspars,
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calcite, clay minerals (e.g. illites and micas), silt or trace metals in a wide range of sizes,
from much less than 1 µm to several tens of micrometers (Fig. 1.6). They significantly
contribute to the optical properties of the aquatic system, especially in turbid coastal
waters with high sediment load.
Figure 1.6: The size distribution of mineral particles transported by Amazon River. Source:
Gibbs (1977).
1.2.3.1 Characteristics of particles affecting their optical properties
The optical properties of the particulate fraction are determined by the following physical
characteristics: particle concentration, size, shape, composition (i.e. index of refraction) and,
in the case of non-spherical particles, the orientation of the particle in relation to the light
beam.
- Concentration: The first order source of variation in the magnitude of the absorption
and scattering coefficients is the total amount of constituents in the water. In fact, both
absorption and scattering are conservative properties and therefore their magnitude
vary linearly with the concentration of the absorbing/ scatter material. Thereby, the
component IOPs can be expressed as:
ai(λ) = Ci · a∗i (λ)[m−1] (1.9)
bi(λ) = Ci · b∗i (λ)[m−1] (1.10)
where Ci is the component concentration and a∗i (λ) and b∗i (λ) are the mass-specific ab-
sorption and scattering coefficients for the component i. The units on C vary depending
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upon normalization of the optical property. The mass-specific optical coefficients rep-
resent an optical cross-section per unit mass in units of m2 · g−1 and they vary with
the nature of the particles.
- Composition: it is manifested by the refractive index. The complex index of refraction
comprises real, n, and imaginary, k, parts:
m = n+ ik[dimensionless] (1.11)
The real part of the refractive index primarily determines scattering processes and is
controlled by the density and composition of the particle (i.e. relative amounts of
water, protein, calcite, quartz, etc.). The imaginary part governs absorption and, in
the case of phytoplankton, depends strongly on the structure of pigment molecules.
Living phytoplankton typically have low indices of refraction, in the range 1.01 to 1.09
relative to the index of refraction of pure seawater. Detritus and inorganic particles
generally have high indices, in the range of 1.15 to 1.20 relative to seawater (Jerlov
1976).
- Size: The size determines not only the optical properties of the particle, but also its
sedimentation rate, the encounter rate between particles, etc. In natural waters, the
size of the particles relevant to optics ranges within at least eight orders of magnitude,
from sub-micron particles (colloids and viruses) to centimeters (aggregates and zoo-
plankton) (Fig. 1.7). The particle size distribution, PSD, is a widely used parameter
to characterize marine particles, since it describes the relationship between particle
sizes and their concentrations (Bader 1970). Numerically, small particles are much
more abundant than larger particles and, consequently, the PSD in the ocean exhibits
a rapid decrease in particle concentration with increasing size. In fact, PSDs in marine
waters can be often well described by a power-law (Junge-like) distribution,
N(D) = N0(D/D0)ξ (1.12)
where N(D) is the number of particles with diameter D and D0 is a reference diameter
for which the number concentration is N0. The exponent of the PSD, ξ , typically
varies between 3 and 5 (e.g. Diehl & Haardt 1980, Morel 1973) and is linearly related
with the exponent of the particulate attenuation spectrum (Boss et al. 2001a, Diehl &
Haardt 1980).
- Shape: particles immersed in natural waters exhibit a wide range of shapes, from
spheres to complex shapes and inhomogeneous surfaces (Fig. 1.8). Most of the theo-
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Figure 1.7: Representative sizes of different in-water constituents. Source: Stramski et al.
(2004).
retical investigations on the IOPs of marine particles assume that particles are homo-
geneous spheres and there is a good agreement between theory and measurement for
such particles (Kerker 1969). However, only a limited number of studies have examined
the IOPs of non-spherical marine particles and results indicate a strong dependence of
optical properties, in particular scattering, on shape (Aas 1984, Voss & Fry 1984). Fur-
ther studies are therefore needed to evaluate the shape effects on IOPs in the context
of marine particles.
Figure 1.8: Examples of different shapes of marine particles: (left) phytoplankton particles




- Orientation: IOPs of non-spherical particles are strongly dependent on particle orien-
tation (e.g. Asano 1979) but data on orientation of particles found in natural marine
environments are roughly nonexistent. In most of the studies, a random particle ori-
entation is assumed, which is not appropriate under certain environmental conditions
(e.g. shear flows can result in alignment of particles with respect to the flow). Based on
Mie theory for homogeneous and spherical particles, it can be partially explained the
dependence of light scattering on particle size, shape and refractive index (e.g. Morel
& Bricaud 1986). For a given wavelength, scattering by polydisperse particles tends to
increase with average particle size and with the average real part of the refractive index.
Furthermore, the smaller the particles, the steeper the scattering spectral slope. Phy-
toplankton absorption is affected by particle size and shape since these characteristics
have a direct impact on the pigment package effect (which is explained below).
1.3 Inherent Optical Properties
1.3.1 Absorption properties
Pure seawater is blue because the selective absorption of red light and because of the
minimum absorption in the 400 − 500 nm range. It absorbs light strongly in the infrared,
where the scattering by water molecules is insignificant (Fig. 1.9). Different authors (e.g.
Buiteveld et al. 1994, Smith & Baker 1981, Sogandares & Fry 1997) have measured the
spectral absorption coefficient of pure water, obtaining a very good agreement in the NIR
region (λ > 600 nm) but larger inconsistencies at shorter wavelengths (Pope & Fry 1997).
The absorption by pure water usually is taken from Pope & Fry (1997), since they provide
the most reliable data for the wavelength region 380 to 700 nm (Fry 2000). The absorption
by water is dependent on temperature, with an effect less than 0.001 m−1/oC throughout the
visible region of the spectrum with the exception of wavelengths near 610 nm. Temperature
and salinity dependencies of the absorption and attenuation by pure seawater was examined
by Pegau et al. (1997).
The chromophoric dissolved organic matter, CDOM, absorbs light strongly in the
ultraviolet region and thus, is usually the principal constituent that controls the penetration
depth of radiation potentially harmful to organism. In coastal waters, where its concentration
is usually higher than in open ocean, CDOM absorption can extend well into the visible
region, often dominating the absorption by phytoplankton in the blue band of the spectrum
and determining the availability of photosynthetically available radiation (PAR) (Fig. 1.10).
The absorption by CDOM decreases exponentially with wavelength and is usually described
by the exponential function proposed by Bricaud et al. (1981):
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Figure 1.9: Pure water absorption spectrum taken from Pope & Fry (1997).
aCDOM (λ) = aCDOM (λ0) · exp[−SCDOM · (λ− λ0)] (1.13)
where aCDOM (λ) and aCDOM (λ0) are the absorption coefficients at wavelength λ and at
a reference wavelength λ0 (often chosen to be λ0 = 440 nm), and SCDOM is the spectral
slope. Both the amplitude and the spectral slope of aCDOM depend on the composition of
the dissolved organic matter present in the water, which in turn depends on the terrestrial
input, photooxidation, local microbial activity, etc. Values of SCDOM vary between 0.011
and 0.035 nm−1. The magnitude of CDOM absorption may vary greatly, with values at 355
nm, aCDOM (355), oscillating from less than 0.05 m−1, in oligotrophic waters, to more than 15
m−1 in rivers, lakes, and coastal regions (Blough & Vecchio 2002). The absorption coefficient
at 440 nm is commonly used as an indicator of the concentration of CDOM. Absorption and
fluorescence are the most significant optical properties of CDOM in natural waters, whereas
the scattering is considered to be insignificant.
Figure 1.10: Exemplary CDOM absorption spectra measured in Alfacs Bay (NW Mediter-
ranean) in June 2013.
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Phytoplankton cells are strong absorbers of visible light, due to their photosynthetic pig-
ments located in the chloroplasts. Pigments absorb light and transform the energy of sunlight
into chemical energy through the process of photosynthesis. There are three basic types of
photosynthetic pigments: the chlorophylls, the carotenoids and the biliproteins. Chlorophylls
and carotenoids are present in all algal species, whereas biliproteins are additionally present
in certain blue-green and red algae (Bukata et al. 1995). Chlorophylls are the main photo-
synthetic pigments in plants and include the chlorophylls (Chl) a, b, c and d. Chlorophylls
have two major absorption bands (in the blue and in the red), whereas the absorption in the
green is minimum. Chlorophylls -a and -b exhibit an absorption peak in the red region of the
spectrum (∼ 675 nm for chl-a and ∼ 650 nm for chl-b), and a stronger absorption band in
the blue wavelengths (∼ 440 nm for chl-a and ∼ 460 nm for chl-b). Meanwhile, chl-c absorbs
strongly in the blue region and exhibits a smaller absorption maxima at larger wavelengths
(∼ 580 and ∼ 630 nm). Carotenoids display absorption peaks mainly in the spectral region
between 450 nm to 550 nm. They include a-carotene, β − carotene, diadinoxanthin, fucox-
anthin, diatoxanthin, peridinin, etc. The biliprotein pigments are divided into three classes,
the phycoerythrins - phycoerythrocyanins, the phycocyanins, and the allophycocyanins. The
main absorption by biliproteins occur between 480− 600 nm (Fig. 1.11).
Figure 1.11: Absorption spectra of individual photosynthetic pigments in solvents. Pigment
abbreviations are: Chl a = monovinyl chlorophyll-a, Dv-Chla = divinyl chlorophyll-a, Chl b =
monovinyl chlorophyll-b, Dv-Chlb = divinyl chlorophyll-b, Chl c1,2 = chlorophyll c1+c2, Fuco =
fucoxanthin, 19−BF = 19′−butanoloxyfucoxanthin, 19HF = 19′−hexanoyloxyfucoxanthin,
Peri = peridinin, Diad = diadinoxanthin, Zea = zeaxanthin, Allox= alloxanthin, β − car = beta
carotene, α− car = alpha carotene (Source: ftp://misclab.umeoce.maine.edu).
Different species of phytoplankton contain specific pigment composition and in different pro-
portions, which determine their spectral absorption characteristics. The accessory pigments
(i.e. pigments that improve light energy absorption, but they are not a primary part of pho-
tosynthesis, such as biliproteins and caretonoids) are responsible for specific organism colors,
such as yellow, red, blue and brown. In this way, diatoms are usually yellow, yellow-brown due
to xanthophyll (fucoxanthin and diatoxanthin) carotenoids. Dinoflagellates contain peridinin
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carotenoid pigment, which determine the reddish color. Coccolithophorids are also yellow,
yellow-brown cells. They are distinguished by special calcium carbonate plates (called coc-
coliths) which confer a milky turquoise color on the seawater. Green algae have chl-a and
chl-b as dominant pigments.
Since chlorophyll occurs in all photosynthetic plants, its concentration is commonly used
as the optical measure of phytoplankton abundance. In practice, the term “chlorophyll
concentration” (in milligrams per cubic meter of water) refers to the sum of chl-a and the
related pigment pheophytin a. Chlorophyll concentrations oscillate from 0.01 mg · m−3 in
the clearest waters, to more than 100 mg · m−3 in eutrophic estuaries or lakes (Mobley
1994). Variations in the absorption properties of phytoplankton result from the combined
influences of the pigment composition and the so-called “pigment package effect”. The latter
is a major source of both inter- and intra-species variability, derived from the localized
distribution of the absorbing pigments within the phytoplankton cells. Thereby, pigments
are localized into small “packages” called chloroplasts, which are non randomly distributed
throughout the cell. The package effect depends on the cell size and on physiological state
(which, in turn, varies depending on environmental factors such as ambient light and nutrient
availability). In addition, phytoplankton have the ability to increase the amount of light
collectors (i.e. chlorophyll molecules) at low light conditions, which allow growth rates to be
higher than would otherwise be at such conditions. This physiological adaptation to ambient
light conditions is known as photoadaptation.
The absorption by non-pigmented particulate matter is characterized by increasing
exponentially with decreasing wavelength (Fig. 1.12). Thereby, the spectral shape is similar
to that of CDOM and the absorption coefficient can be fitted to the exponential model
(Roesler et al. 1989):
anpp(λ) = anpp(λ0) · exp[−Snpp · (λ− λ0)] (1.14)
where anpp(λ) and anpp(λ0) are the non-pigmented particulate absorption coefficients at wave-
length λ and a reference wavelength λ0 (often λ0 = 400 nm). Snpp is the absorption spectral
slope. Non-pigmented particulate matter includes non-living organic (such as detritus) and
inorganic particles (such as fine clay, silt particles, sand, iron and manganese hydroxides and
calcium carbonate (Bukata et al. 1995)).
1.3.2 Scattering properties
Scattering in natural waters is caused both by small scale ( λ) density fluctuations at-
tributable to random molecular motions and by large (> λ) organic and inorganic particles
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Figure 1.12: Exemplary mass-specific absorption spectra of non-algal particles. (Source: Estapa
et al. (2012)).
(Mobley 1994). These density fluctuations are associated with fluctuations in the index of
refraction, and the interaction of the radiation field with these inhomogeneities gives rise to
scattering. The presence of dissolved salts (salinity, S = 35−39 PSU) increase the scattering
coefficient of pure seawater about 30% respect to the pure water, because of the larger index
of refraction fluctuations resulting from random fluctuations in the concentrations of the var-
ious ions (Cl−, Na+, etc ). Because of the random orientation of water molecules, scattering
by water itself and its dissolved constituents is isotropic (i.e. the probability of forward and
backward scattering are equal). This molecular scattering is strongly wavelength dependent
(b v λ−4.3) (Fig. 1.13) and decreases as decreasing temperature. Scattering by pure sea-
water is important only in the very clearest natural waters, since scattering by particles is
much more efficient than molecular scattering. The water scattering contribution to total
backscattering (bb = 0.0015b+ 0.5bw) is most likely to be significant at blue wavelengths.
Figure 1.13: Scattering coefficient for pure seawater derived from Morel (1974).
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Coastal waters environments are typically characterized by a higher scattering than open
oceanic, oligotrophic waters, mainly due to the larger concentration of particles (organic
particulate matter, terrigenous particles, minerals and re-suspended sediments) (Kirk 1983).
In contrast to the volume scattering function of pure water (which is symmetric), the volume
scattering functions measured in natural waters are highly peaked in the forward direction
(Fig. 1.14). This is because scattering is dominated by diffraction from polydisperse particles
that are usually much larger than the wavelength of visible light. Scattering by refraction
and reflection from particle surfaces becomes important at large scattering angles (ψ > 15o,
where ψ is the scattering angle). Particles cause at least a four-order-of-magnitude increase
in scattering between ψ ≈ 90o and ψ ≈ 1o. Thus, the contribution of molecular scattering to
the total is completely negligible except at backscattered directions (ψ ≥ 90o) in the clearest
natural waters (Morel & Gentili 1991).
Regarding the spectral behavior of the scattering coefficient, particulate matter scatters
the shorter wavelengths more intensely than longer wavelengths (Morel 1973). For weakly
absorbing particles, the scattering is a smoothly varying function of wavelength, where the
slope of which is related to the particle size distribution and the magnitude is a function
of the concentration and the real index of refraction (Fig. 1.14). For strongly absorbing
particles such as phytoplankton, the scattering spectra exhibit minima near the absorption
peaks due to anomalous dispersion (Morel & Bricaud 1981, Van de Hulst 1957, Zaneveld &
Kitchen 1995). The light scattering behavior of spherical particles of any size is explained
in Mie (1908). Detailed measurements and explanation of the volume scattering function of
different natural waters can be found in Petzold (1972).
Figure 1.14: (left) Measured volume scattering functions from three natural waters with differ-
ent particle load (Petzold 1972) and the computed volume scattering function for pure sea water,
all at λ = 514 nm. Source: Mobley (1994). (right) Scattering cross sectionvs wavelength for two
different particle sizes. Source: Omar & Matjafri (2009).
1.3.3 Attenuation properties
The beam attenuation is decomposed to the attenuation by particles, dissolved material,
and the water itself. Most of the studies focused on the particulate attenuation, which is
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determined by measuring the water sample previously filtered through 0.2 µm nominal pore
size. The particulate attenuation, cp(λ), is observed to be a smoothly varying function of






where γ is the hyperbolic slope. Nevertheless, it is important to take into account that devi-
ations from its theoretical behavior -associated with absorbing particles- have been reported
by several authors (Bricaud & Morel 1986, Zaneveld & Kitchen 1995). While the magnitude
of the particulate attenuation is directly linked to the particulate matter concentration in
the ocean (e.g. Gardner et al. 1993, McCave 1983), its shape (i.e. spectral slope) is highly
correlated with the slope of the particle size distribution (e.g. Boss et al. 2001a).
1.3.3.1 Measurements of bulk and constituent-specific absorption and scattering
coefficients
In situ measurements of inherent optical properties provide information on the presence,
concentration and composition of the optically active constituents in water. Thereby, it is
possible to estimate variables such as chromophoric dissolved organic matter (CDOM), ni-
trate and total suspended matter concentration, organic carbon or chlorophyll-a based on
these measurements (e.g. Twardowski et al. 2005). However, this estimation is not straight-
forward since in situ (bulk) IOPs measurements provide a measure of the sum of the different
contributions of individual components present in water. Thus, it is necessary to partition
the bulk IOPs into constituent-specific optical properties. Because it is impossible to mea-
sure the IOPs of each individual constituent, they are grouped into operational components
based on the spectral similarity of their IOPs or on analytic definitions. In this way, ab-
sorption is operationally separated into dissolved and particulate components by means of
the nominal pore size of a filter (typically 0.2 µm to 0.7 µm, respectively). Thereby, the
absorption by dissolved material (i.e. CDOM) is determined by measuring the water sample
previously filtered through 0.2−µm pore size filters. The absorption by particulate material
is further separated into phytoplankton and non-algal particles (NAP), the division of which
is performed by means of the laboratory-based filter pad technique applied to discrete water
samples. The total particulate matter is chemically depigmented and scanned, and the dif-
ference between the total particulate absorption and the depigmented particle absorption is
the in vivo absorption by phytoplankton pigments (Ducha & Kubin 1976, Roesler & Perry
1995). The extraction of the pigments on the filter pad is performed with a strong polar
solvent such as methanol or with oxidation by bleach on the filter. The non-algal particulate
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matter comprises the non-pigmented portion of phytoplankton cells, bacteria and zooplank-
ton, detritus and mineralic and biogenic inorganic particles. In regions with high mineralic
particle concentrations, the partition of NAP absorption into organic and inorganic compo-
nents has proven difficult due to their spectral similarity within the visible range (Babin &
Stramski 2002, Stramski et al. 2001). On the other hand, measurements of the scattering
coefficient provide the scattering by particles since the dissolved fraction not contribute to
scattering (it does not contain particles). Unfortunately, there is not currently available any
technique to partition the particulate scattering into organic and inorganic components. The
scattering coefficient is commonly obtained by simply subtracting the absorption from the
beam attenuation coefficient (e.g. Babin et al. 2003).
1.4 Optical sensors: IOPs devices
In contrast to AOP devices, IOP sensors use a light source of defined intensity, angular
distribution, and spectral bandwidth (Roesler & Boss 2008). This, in turn, allows to derive
absolute coefficients and allows these instruments to be used at any time of day, without being
subject to variable cloud cover, surface conditions, ship shadows and other issues sometimes
associated with AOP measurements. IOP devices measure over relatively short pathlengths
and can resolve in-water variability at scales ranging down to a few centimeters (Twardowski
et al. 2005). With the exception of turbidity meters and transmissometers, most commercial
IOP devices were developed relatively recently.
1.4.1 Transmissometers
Transmissometers (or beam attenuation meters) are instruments relatively simple to build
and operate and generally do not require sophisticated data correction schemes (Gibbs 1974).
Therefore, they have been in use for more than forty years, since the early 1970s, when the
first commercial transmissometers became available (Bartz et al. 1978, Petzold & Austin
1968). These instruments are conceived to measure the intensity loss of a near-parallel light
beam along a defined path length in the water sample, as a consequence of light absorption
and scattering processes (Jerlov 1976). The drop in intensity is converted to the beam




where I0 and I are the light intensity at the source and at the receiver respectively, and r is
the instrument path length (in meters). In practice, it is difficult to determine I0 without a
separate reference detector. For this reason, the beam transmission is commonly calculated
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relative to a reference medium, which in oceanography is ultrapure water. Thus, I0 corre-
sponds to the light transmission through ultrapure water sample and c is the attenuation by
all water constituents except water itself.
Figure 1.15: Transmissometer design with a collimated optical system. Source: Pegau et al.
(2003).
Early transmissometer designs include that developed by Petzold & Austin (1968) which led
to the Martek transmissometer, and a design developed by Bartz et al. (1978) which later
became the SeaTech transmissometer. Both transmissometers measured in a single spectral
band (in the photopic band and at 660 nm, for the Martek and SeaTech, respectively). They
used different optical designs, with a cylindrically limited system in the case of Martek and
a collimated light in the case of SeaTech. In the collimated light source all the rays of light
in the beam are parallel whereas in a cylindrically limited system the measurement path is
traversed by all rays which can be drawn between the projector and receiver apertures (see
Austin & Petzold 1977). Transmissometers now exist that operate at single wavelengths,
multiple wavelengths, and hyperspectrally (Moore et al. 2009). Table 1.1 describes the most
currently used commercial transmissometers and their characteristics. Additionally, another
hyperspectral transmissometer has been recently developed by TriOS (GmbH.), which is the
focus of interest in this thesis due to its distinct characteristics such as cost-effectiveness,
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The underwater absorption meters are generally still based upon a transmittance measure-
ment. However, since the absorption coefficient is associated with losses due only to absorp-
tion processes, the conceptual framework behind these instruments is based on minimizing
measurement losses due to scattering. There are a few different design approaches of modern
absorption meters. The most common design for in situ measurements consists of a colli-
mated beam propagating through a fixed path surrounded by a reflective tube and impinging
upon a large area detector (Moore et al. 1992). The reflective tube and the wide area detector
serve to collect the transmitted light as well as light that is scattered by particles in the near
forward direction. Commercial instruments with this design include the multispectral ac-9
and the hyperspectral ac-s (from WET Labs) (Table 1.1). The Point Source Integrating
Cavity Absorption Meter (PSICAM) is another commercial absorption meter for laboratory
measurements. It was developed by Fry et al. (1992) and improved by Kirk (1997). It uses
an integrating cavity sphere which is filled with the water sample. The principle is based on
multiple reflection and scattering, and thus the extension of the path length. This inherently
provides a reduction of scattering effects on absorption because the light field is already dif-
fuse inside the cavity (e.g. Röttgers & Doerffer 2007). Finally, a very stable and accurate
absorption meter for laboratory measurements of CDOM absorption is the liquid waveguide
capillary cell (LWCC) (from WPI), which is a fiber optic cell that combine an increased
optical pathlength (50 – 500 cm) with small sample volumes (e.g. D’Sa et al. 1999). Other
commercial available absorption meters include the in situ spectrophotometer a-sphere (Hobi
Labs) or the hyperspectral integrating cavity absorption meter OSCAR (TriOS GmbH).
1.4.3 Scattering meters
Scattering sensors measure over certain spectral and angular regions of the VSF. Turbidity
sensors are among the most common optical sensors, and are widely available for ocean
based applications. These instruments generally measure the optical scattering around 90
degrees from the primary beam axis of propagation (Greenberg et al. 1992). Among the most
common commercial backscattering meters can be distinguished those developed by WET
Labs. The ECO BB-9 measures the optical backscattering at nine different wavelengths and
at a single angle (117 degrees). In contrast, the ECO-VSF measures the optical scattering at
three different angles in the backward direction (at 100, 125, and 150 degrees) and at a single
wavelength (470 nm, 530 nm, or 660 nm). In addition, the Particle Size Analyzer LISST (from
Sequoia Scientific Inc) measures the near-forward-scattering at 32 logarithmically spaced









The VIS-Photometer VIPER, from TriOS GmbH, is a recent commercially available trans-
missometer which presents distinct advantages such as cost-effectiveness, hyperspectral reso-
lution, easy-to-handle and low power consumption. These distinct characteristics have been
achieved by incorporating technologies such as micro-spectrometers as detectors and LEDs as
light source. The lack of previously published works related to this instrument involves that
the instrument uncertainties and the reliability of these measurements should be determined
before its deployment in oceanographic applications.
Thereby, the operation of this transmissometer is examined in the present chapter, by an-
alyzing experimental uncertainties related to the instrument stability, the effect of ambient
light and derived temperature and salinity correction factors. Results identify some issues
related to the thermal management of the LEDs and the contamination of ambient light. Fur-
thermore, the performance of VIPER is validated against other transmissometers through
simultaneous field measurements. It is demonstrated that VIPER provides a compact and
cost-effective alternative for beam attenuation measurements in coastal waters, but it re-
quires the consideration of several optimizations. Based on our measurements, several points
of interest for future users and sensor development are discussed.
This chapter corresponds to the published article: Ramírez-Pérez M, Röttgers R, Torrecilla E, Piera J.
Cost-Effective hyperspectral transmissometers for oceanographic applications: performance analysis. Sensors




As it was previously mentioned, optical data are a powerful tool for studying coastal ocean
ecology and dynamics, since they provide essential information about particulate concentra-
tion (Campbell & Spinrad 1987, Spinrad et al. 1983, Zaneveld 1973), particle size distribution
(Baker & Lavelle 1984, Boss et al. 2001a, Diehl & Haardt 1980) and composition (Astoreca
et al. 2012, Boss et al. 2007), primary production (Lee et al. 2011), and water column tur-
bidity (Gazzaz et al. 2013). Advances and progress in optical sensors technology, as well as
in ocean observing platforms have increased the quantity and variety of optical observations,
which have greatly extended their sampling capabilities in time and space. It consequently
involves a higher ability for better understanding and quantifying many physical, biologi-
cal, and chemical oceanographic processes (Dickey & Falkowski 2002). In the case of optical
transmissometers (or beam attenuation meters), which are the focus of this thesis due to their
general availability and simplicity of both operation and data processing, the technological
advances have resulted in high spectral resolution, cost-effective, low power and compact in-
strument characteristics. These instruments are conceived to measure the intensity loss of a
near-parallel light beam along a defined path length in the water sample, as a consequence of
light absorption and scattering processes (Jerlov 1976). Transmissometers typically include
a light source and a co-aligned photometer at the two ends of the optical path. The design is
theoretically simple but it requires the accurate and robust alignment of the light transmitter
and detector (Pegau et al. 2003).
Transmissometers with hyperspectral resolution allow to exploit all the spectral information
contained in the beam attenuation coefficient and to carry out spectral shape analysis. Addi-
tionally, the use of modern technologies in the lighting and detection systems has contributed
to the development of cost-effective and compact transmissometers. The use of light emitting
diodes (LEDs) as light sources offer numerous advantages compared to traditional alterna-
tives such as tungsten bulbs: increased lifetime, lower cost, reduced power consumption,
higher brightness, flexible configuration, smaller size, and a wider choice of spectral ranges
(Stojanovic & Karadaglic 2007, Yin et al. 2013). Furthermore, the LEDs output is stable for
different orientations in contrast to the traditional lamps, for which the effective output can
slightly vary depending on the position of the filaments relative to the collimation pinhole.
The use of a set of different LEDs to emulate the full visible light spectrum as well as
a miniature photodiode array detector has enabled the combination of these capabilities
(i.e. hyperspectral resolution, compact and low power) in the same transmissometer. This
property might be important for cost-effective and widespread use in monitoring campaigns.
However, the potential advantage of this setup remains to be explored since there are few
field studies that employ hyperspectral transmissometers with this novel LED configuration.
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An example of a transmissometer with these characteristics is the recently developed VIS-
photometer VIPER, from the German manufacturer TriOS GmbH. Because none bibliog-
raphy related to this instrument has been found, this chapter seeks to analyze the VIPER
performance by examining the instrument uncertainties and by comparison with other trans-
missometers.
2.2 Material and Procedures
2.2.1 Instrument description
Advances in core photonics and optical instrumentation have led to the development of sub-
mersible transmissometers that use LEDs as light source and photodiode arrays as detector
with hyperspectral resolution. One such commercially available model is the VIS-Photometer
VIPER from TriOS GmbH (Fig. 2.1).
Figure 2.1: Hyperspectral VIS-Photometer VIPER (TriOS GmbH), path length of 25 cm.
Due to the limited range of the LEDs emission spectrum, this instrument combines light from
five LEDs with different peak wavelengths to emulate a white-light spectral beam (Fig. 2.2).
The light beam is collimated with a lens system of three lenses and a pinhole, providing
a divergence angle of the beam of 1.33o (pers. comm. TriOS GmbH). The detector is a
CMOS array covering the spectral range of 360-750 nm with a spectral resolution of 1.88
nm/pixels and an effective optical resolution of 15 nm (defined by the FWHM). According to
the manufacturer, the detector optics provides a light acceptance angle of 0.8o (pers. comm.
TriOS GmbH). The path length of the VIPER instrument employed in this study is 25 cm,
with a manufacturer rating of suitable attenuation coefficients in the range between 0.04 m−1
and 9.2 m−1 (TriOS brochure 2014). VIPER has an open-path design, which avoids the use
of a flow tube and an external pump.
In addition, VIPER is light-weight and relatively easy to handle for field operations, since
the instrument has no internal memory or batteries.
2.2.1.1 Principles of operation
VIPER measurements are directly influenced by ambient light since this instrument does not
use a flow-tube to optically isolate the sample from the surrounding medium (Pegau et al.
2003). This influence cannot be compensated by using intensity modulation because of the
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Figure 2.2: Individual light emission spectra of the 5 LEDs used by VIPER. The emission
peak wavelengths, λp, are 365 nm, 400 nm, 430 nm, 600 nm and 600 nm for the LED 1 to LED
5, respectively. The dashed line represents the final emission spectrum (combination of the 5
LEDs).
employed type of detector. For this reason, two consecutive measurements of the intensity
signal, V, are required to correct for ambient light effects. A first signal, VD, is measured
with the light source switched on. A second signal, V darkD , is obtained with the light source
switched off. V darkD measures the light intensity induced by the ambient light alone. The
latter signal is subtracted from the first, thereby the dark current of the detector is removed
as well,
V (λ) = VD(λ)− V darkD (λ) (2.1)
V (λ) is the final light intensity measurement. The intensity counts are converted into phys-
ical units by normalizing by both the maximum number of bits, 216−1, and the maximum
integration time (IT), 8192 ms. Although the IT can be manually selected, typically it is
automatically adjusted by the instrument,
Φuncorr(λ) = [V (λ) · 8192]/[(216− 1) · IT ] (2.2)
Φuncorr(λ) is the spectrum converted to physical units. A temperature correction for the
LED output is then applied to obtain the calibrated spectrum, ΦT (λ),
ΦT (λ) = Φuncorr(λ)/corr_factor(λ) (2.3)
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where corr_factor(λ) is the correction factor for the LED temperature. Its wavelength
dependence was fitted to a quadratic function by the manufacturer:
corr_factor(λ) = 1 + c1(λ) · (TLED − Tref ) + c2(λ) · (TLED − Tref )2 (2.4)
where c1 and c2 are the wavelength-dependent coefficients provided by the manufacturer in a
calibration file; TLED is the temperature of the LEDs, which is measured by the instrument
with an internal temperature sensor, and Tref is the reference temperature recorded during
the calibration, 20oC in this case. The beam transmittance, T (λ), is calculated as the ratio
between the flux transmitted to the detector and the flux entering to the water at the source
window (Pegau et al. 2003). In practice, it is difficult to determine the absolute photon flux
without a separate reference detector. For this reason, the beam transmission is calculated
relative to a reference medium, Φref (λ) (ultrapure water for oceanography):
T (λ) = ΦT (λ)/Φref (λ) (2.5)
Thereby the attenuation by all water constituents except water itself, c(λ), is determined as:
c(λ) = − lnT (λ)/r (2.6)
where r is the instrument’s path length in meters and c(λ), the beam attenuation in m−1.
2.2.2 Uncertainty assessment of the measurement system
A proper instrument operation requires a prior knowledge about potential sources of uncer-
tainty. In the case of LED-based hyperspectral open-path transmissometers, uncertainties
may derive from different sources (Fig. 2.3).
Figure 2.3: Sources of uncertainties in LED-based hyperspectral open-path transmissometers:
1) Instrument stability; 2) Temperature and salinity dependence of attenuation by water; 3)
Effect of ambient light; 4) Temperature sensitivity of the detector and stray light effects.
1 .- A proper instrument operation demands that lighting and detection systems must be
stable over time. This stability depends directly on mechanical, electronic, electrical,
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thermal and optical characteristics of the instrument. The thermal management of the
LED light source is one of the most critical factors concerning this issue (Lee et al.,
2010; Del Lago et al., 2012). The performance of a LED is significantly dependent on
temperature, which implies a proper heat dissipation and temperature compensation for
a good reproducibility of operation. For compensation purposes, the LED temperature
is measured by an internal temperature sensor and used to correct the collected spectra
by means of correction coefficients provided in a calibration file (Eq. 2.4). Other optical
sensors, such as the absorption meter a-Sphere (Hobi Labs), employ a cost-intensive
system to regulate the temperature of the LEDs. In this case, the temperature of the
light source is set to a specific value by heating/cooling the system (HOBI Labs 2011).
2 .- c(λ) is calculated relative to a reference medium (i.e. pure water), which is assumed
to have constant optical properties. However, it is well known that c(λ) of pure water
depends on temperature and salinity, so these effects have to be corrected by including
them in wavelength-dependent correction factors (Pegau et al. 1997, Röttgers et al.
2014b, Sullivan et al. 2006). Temperature and salinity also induce changes in the real
part of the refractive index of both water and the glass material of the sensor’s optical
windows (i.e., light source and detector windows). For this reason, these correction
factors are specific for each instrument.
3 .- In open-path transmissometers, the ambient light field is assumed to remain constant
within the time period between light and dark measurements. In this way, the effect
of the ambient light is subtracted from the transmitted flux. This approach, however,
may have problems under high-frequency variability of the ambient light (Pegau et al.
2003) especially when dealing with emission light spectra that are not spectrally flat.
In these cases, the sensitivity to ambient light may result stronger and wavelength
dependent.
4 .- A well-calibrated hyperspectral array-based spectrometer requires a detailed charac-
terization of technical issues such as the temperature sensitivity and the spectral stray
light. The VIPER’s detector is a micro-spectrometer from Hamamatsu Photonics K.K.
The technical specifications of this model can be found in the corresponding datasheet







The stability of the VIPER output signal was analyzed in the laboratory. With this purpose,
measurements of light intensity were collected in air for one hour. Similarly to Sabbah
et al. (2010), the precision of the measurement was determined by calculating the standard
deviation within one-minute intervals (approximately 15 readings). The results obtained at
the peak wavelengths of the different LEDs are shown in Fig. 2.4. Typically, all light sources
require a warm-up period to reach a stable output, which was about 10 minutes in the case
of VIPER. After this period, the signal became more stable at all examined wavelengths,
leading to a minimum standard deviation of c(λ) of 0.02 m−1 at 700 nm and a maximum
value of 0.04 m−1 at 430 nm.
Figure 2.4: Stability of the VIPER output signal over one hour. Given is the standard deviation
of the attenuation coefficient for 15 consecutive measurements (one minute) collected in air.
2.3.1.2 Thermal management
The dependency of the fully corrected output signal on the temperature of the LEDs was
examined within the temperature range from 18oC to 35oC. With this aim, the instrument
was immersed in purified water at different water temperatures and after the warm-up period,
the transmitted light was recorded continuously for a couple of minutes. Data were corrected
for both, LED-temperature effects and water temperature dependencies (see details in Section
2.3.2.1). The variability in the corrected transmitted light with the operating temperature
of the LEDs was fitted with a simple linear regression model (Fig. 2.5a-e). In addition,
the standard deviation was calculated in order to quantify this effect (Fig. 2.5-f). The
results showed that, regardless of the LED-temperature correction (Eq. 2.3 and 2.4), the light
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intensity decreased with increasing operating temperature. This is the expected behavior
when the temperature dependence is not accurately corrected. In particular, these variations
were larger at LED 3 with the emission peak at 430 nm, where both the rate of change in
light intensity and the standard deviation were significantly higher (Fig. 2.5-c,f).
Figure 2.5: (a-e) Normalized transmitted light intensity as function of the operating tempera-
ture at the emission peak wavelengths of the five LEDs (i.e. 365 nm, 400 nm, 430 nm, 461 nm and
600 nm, respectively). The linear regression slope indicates the rate of change in the corrected
output signal with the temperature of the diode. (f) Standard deviation of the measured data
for the five LEDs.
To assess the effects of the observed fluctuations on the final beam attenuation coefficient, the
measurements were processed using the same reference spectrum with a LED-temperature
of 24oC (Fig. 2.6). The results showed that not only the magnitude but also the spectral
shape of the beam attenuation coefficient varied as a function of the LED-temperature. A
change of 0.17 m−1 was obtained for a LED-temperature increment of 17oC at 600 nm, which
implied an error of 0.01 m−1/oC. In addition, anomalous spectral features were observed
from 420−440 nm (LED 3, Fig. 2.2), characterized by negative values of the beam attenuation
when the LED-temperature of the sample was cooler than the reference and vice versa (blue
and red lines in Fig. 2.6, respectively).
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Figure 2.6: Corrected beam attenuation spectrum of purified water at different LED tem-
peratures. The attenuation spectra were calculated relative to a reference spectrum with a
LED-temperature of 24oC.
2.3.2 Instrument-Specific temperature and salinity correction factors
Laboratory experiments were carried out to determine the VIPER-specific temperature and
salinity correction factors for the pure water attenuation coefficient. They are used in a
correction procedure similar to that one employed by Pegau et al. (1997), and Sullivan et al.
(2006), for the AC-9, AC-S and PSICAM instruments, respectively. The temperature and
salinity dependence analysis was performed by using purified water (Milli-Q) at temperatures
between 10oC and 35oC and a concentrated NaCl solution of 200 g/kg, respectively. The
corresponding correction factors, ψiT and ψiS , represent the absolute change in water attenu-
ation coefficient with the variation in temperature and salinity, i.e. δc(λ)/δT and δc(λ)/δS
(units [m−1 oC−1] and [m−1 PSU−1], respectively). In addition, the results were compared
to model simulations of optical density in a cuvette based on Max & Chapados (2010). Ad-
ditional details about the experiments, model simulations and the obtained temperature and
salinity correction factors are provided in Ramírez-Pérez et al. (2015).
2.3.2.1 Temperature correction coefficients
VIPER-derived ψiT spectral values and those predicted by model simulations are given in
Fig 2.7-a. The spectral features for λ > 500 nm agree very well with previous studies
(Pegau et al. 1997, Röttgers et al. 2014b, Sullivan et al. 2006) and with the model (i.e.
two smaller peaks at 604 and 662 nm and a large one at 740 nm), mainly showing the
influence of temperature on the pure water light absorption. Spectral features induced by
temperature changes at shorter wavelengths (λ < 500 nm) are very small, and changes in
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the scattering coefficient here should not display any spectral signature, except a typical
exponential increase with deceasing wavelength (Röttgers et al. 2014b). Hence, the spectral
fluctuations observed in VIPER results at < 500 nm were considered to be induced by
the above mentioned poor temperature compensation at the LED 3 (see Section 2.3.1.2).
The small offset between VIPER measurements and model predictions was in the range
of the experimental errors. When ignoring the spectral features at shorter wavelengths, the
experimentally obtained ψiT can be well represented by the model results of the specific optical
setup. Thus, ψiT values predicted by the model are considered here as final temperature
correction factors (Fig. 2.7-b).
Figure 2.7: (a) Results from the temperature dependence analysis and the comparison with
model simulations based on the approach by Max & Chapados (2010)(red line). The blue line
corresponds to the average over the 20 experimental runs and the standard deviation is repre-
sented with dotted line. (b) Final VIPER-specific temperature correction coefficient for pure
water beam attenuation as a function of the wavelength.
2.3.2.2 Salinity correction coefficients
The effects of the concentration of ions on the water attenuation and the optical path trans-
mission were obtained both experimentally and computationally by using NaCl to represent
seawater (Fig. 2.8-a). The ψiS spectral values derived from both methods concurred for the
spectral region λ > 550 nm and show overall agreement with previous works (Röttgers et al.
2014b, Sullivan et al. 2006). The main spectral features were the small negative troughs at
598 and 660 nm and the deeper negative trough at 733 nm followed by the positive peak
at 757 nm. However, the noticeable trough at 540 nm displayed by VIPER results was not
observed by model simulations or other studies. This behavior might be caused by stray
light artifacts, whose analysis is outside the scope of the present work. Nevertheless, this
effect is considered as an instrument-specific spectral feature since it was observed in all
the experimental runs. The results for 360 − 500 nm showed an anomalous behavior that
varied along the different tests. Similar to the results of the temperature analysis, it was
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assumed that this behavior is related to the poor temperature compensation of the LED
3. Thus, these spectral features were discarded in the final ψiS spectrum, and instead the
model results were used here. Wavelength-independent differences between measured and
modeled ψiS were again smaller than the experimental error. For wavelengths > 500 nm the
obtained ψiS spectrum was finally adjusted to the level of the model results as depicted in
Figure 2.8-b. Small differences on the magnitude of the troughs are due to the difference in
optical resolution, which is 15 nm for VIPER and 1 nm for the model.
Figure 2.8: (a) Results from the salinity dependence analysis and comparison with model
simulations based on the Max & Chapados (2010) approach (red line). The blue line corresponds
to the average over 20 experimental runs and its standard deviation is represented by dotted
lines. (b) Final VIPER-specific ψiS spectrum for pure water beam attenuation as a function of
the wavelength (blue line) and comparison with model simulations (red line).
2.3.3 Ambient light effects
The instrument’s sensitivity to ambient light fluctuations was analyzed in the field under
different deployment conditions and different distances from the water surface. The study
was performed on two different areas: Lake Schaalsee in northern Germany and Alfacs Bay
in the NW Mediterranean coast (Spain). Sampling in Schaalsee was characterized by calm
wave conditions and performed with the instrument hanging from a floating buoy. On the
contrary, measurements in Alfacs Bay were conducted under rough sea surface conditions
and the instrument was deployed from a winch mounted on a small boat. The beam atten-
uation spectra measured under both deployment conditions showed spectral contamination
due to high-frequency variations in the ambient light (see Figs. 2.9 and 2.10). In both cases,
the intensity collected by the instrument along the water column was slightly modified by
waves focusing effects of sunlight occurring at periods of time shorter than the time interval
between “dark” and light measurements. The induced artifacts were observed at specific
wavelengths (500− 550 nm and ∼ 700 nm), at which the light intensity emitted by the LED
system has minima (Fig. 2.2). This causes that variations in ambient light conditions have a
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relatively large significant effect. The observed contamination also depends on the ambient
light intensity, and consequently, on the sampling depth and turbidity level. Figure 2.10
shows the beam attenuation and the corresponding environmental light conditions (spectra
measured with the light off) collected at different depths in a fixed station in Alfacs Bay.
The variations in ambient light had a significant influence close to the surface, but decreased
with water depth, being negligible at 3.7 m below the water surface.
Figure 2.9: Example of artifacts in the measurements at specific spectral regions due to ambient
light contamination during floating buoy deployment in Schaalsee Lake (Germany) in September
2014.
Figure 2.10: (a) Beam attenuation and (b) dark spectrum measured for several minutes at
different depths in Alfacs Bay (NW Mediterranean coast, Spain) in March 2014.
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2.3.4 Instrument performance during in situ measurements
The suitability of the VIPER transmissometer for coastal oceanographic applications was
evaluated by comparison with other in situ transmissometers widely used and validated by
the scientific community (AC-S, from WET Labs and LISST 100-X, from Sequoia Scientific).
AC-S is a double cuvette spectrophotometer to measure the absorption and attenuation
coefficients. It is a hyperspectral sensor (400 to 750 nm) with a spectral resolution of 5 nm,
a band pass of 14 − 18 nm and the attenuation channel has a receptor acceptance angle of
0.93o. It employs flow tubes, tungsten lamps as light source and broadband detectors. Light
of different wavelengths is analyzed by passing the collimated beam through a rotating, linear
variable interference filter onto the detector (WetLabs 2014). The LISST 100-X is designed
to measure volume scattering in near-forward direction at 32 different angles to determine
the particle size distribution. It also measures the beam transmission at 670 nm along a 5-cm
path length using a highly collimated, monochromatic and polarized light source, and the
detector’s acceptance angle is 0.0269o (Boss et al. 2009a). The comparison was performed
with the beam attenuation coefficients measured by (i) 25-cm path length VIPER, (ii) 25-cm
path length AC-S and (iii) 5-cm path length LISST 100-X. For this analysis, data collected
during two field campaigns at a fixed station in the shallow estuarine area of Alfacs Bay
(NW Mediterranean coast, Spain) were used. The dataset consisted of 24 hours time series
of vertical profiles from 0.5 m to 3.5 m (maximum depth) with 0.5 m depth intervals. At
each depth level, optical sensors were sampling continuously for five minutes.
2.3.4.1 VIPER vs AC-S
For the comparison of VIPER and AC-S, simultaneous measurements were collected from
6pm on March 24th to 6pm on March 25th 2014 in Alfacs Bay. For both instruments, recorded
data were corrected for temperature and salinity effects and were averaged over five minutes.
Due to the possibility that the presence of air bubbles in the path deteriorates the signal,
only spectra with a relative error lower than 0.1 at 400 nm were selected for the analysis,
which corresponded to about 60% of the total number of measurements. In general, good
overall agreement was found between both instruments, although at 600 nm the attenuation
coefficient was, on average, 4% higher for AC-S than for VIPER (Fig. 2.11-a). To evaluate
the statistical significance of the difference in the beam attenuation of both instruments, a
Student’s two-tailed t-test was applied. Based on these results, no significant differences were
found over the complete wavelength range investigated (p = 0.77 on average). Nevertheless,
the root mean square error (RMSE) between both instruments was calculated as a function
of the wavelength (Fig. 2.11-b). The maximum RMSE, 0.36 m−1, was obtained at 430 nm
strongly suggesting that artifacts associated with the thermal management of LED-430 nm
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are responsible for this behavior.
Figure 2.11: (a) Mean average and standard error of the spectral beam attenuation measured
by VIPER (blue) and by WET Labs AC-S (red) in Alfacs Bay, respectively. (b) Root mean
square error between VIPER and AC-S at different wavelengths for the analyzed data.
For a more detailed assessment of the different spectral shapes derived from both instruments,
the spectral slopes were compared. For this analysis, beam attenuation spectra were fitted to
a power law function c(λ) = A · λ−γ between 400 and 700 nm. The goodness of fit, R2, was
higher than 95% in all cases and the RMSE was of 0.036 and 0.034 for VIPER and AC-S,
respectively. VIPER and AC-S spectral slopes exhibited a good correlation (R2 = 0.8) and
the same temporal trend along the time series, although VIPER slopes were slightly steeper
than those from the AC-S (Fig. 2.12). The parameter γ varied between 0.43 and 0.75 for AC-
S, whereas for VIPER it varied from 0.48 to 0.79, i.e., values about 10% higher in the latter
case. However, the result from the t-test showed that these differences are not statistically
significant, with a p-value equal to 0.12.
Figure 2.12: (a) Comparison of beam attenuation slopes, γ, measured with VIPER (blue) and
AC-S (red) during vertical profiling at a fixed station in Alfacs Bay in March 2014. (b) Linear
correlation between the slopes derived from both instruments for the analyzed time series.
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2.3.4.2 VIPER vs LISST 100X
A second dataset of experimental measurements was obtained to compare the performance of
VIPER with LISST-100X. In this case, simultaneous measurements were collected from 9pm
on June 24th to 7pm on June 25th 2013 in Alfacs Bay, and were averaged over five minutes.
The beam attenuation at 670 nm exhibited the same temporal trend for both instruments,
although its magnitude differed significantly due to the strong difference in the acceptance
angle (0.8o vs 0.0269o) (Boss et al. 2009b) (Fig. 2.13-a). The ratio of VIPER to LISST beam
attenuation was on average 0.67, i.e., VIPER underestimated the beam attenuation by 33%
compared to LISST, due to the higher collection of near forward scattered light by VIPER
(Fig. 2.13-b). This ratio varied between 0.57 and 0.72 along the time series, as a consequence
of variations in the particle size distribution, that changes the volume scattering function
(Boss et al. 2009b). Despite the known effect of the acceptance angle in the absolute beam
attenuation coefficient, temporal variations are represented in the VIPER signal as good as
in the LISST one.
Figure 2.13: (a) Comparison of beam attenuation at 670 nm measured by VIPER (blue) and
by LISST-100X (red) during vertical profiling at a fixed station in Alfacs Bay in June 2013. (b)
Histogram with the frequency of occurrence of the ratio cV IPER/cLISST .
2.4 Discussion
The performance analysis of the newly-developed VIPER transmissometer allowed to define
the instrument limitations as well as to determine the suitability of this instrument for spe-
cific coastal applications. Firstly, our results suggested that the application range of the
VIPER 25-cm path length should be narrower than that one proposed by the manufacturer
(i.e., from 0.04 m−1 to 9.2 m−1). Regarding the lower bound, fluctuations of the light in-
tensity were of the order of 0.04 m−1 at the shortest wavelengths, which implies an error
of about 100% at these attenuation levels. These results were obtained after the warm-up
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period, which was found here to be around 10 min. Furthermore, according to Bugnolo
(1960), about 67% of the light will be multiply scattered along a path length of 25 cm at
c = 9.2 m−1. Therefore, the suitable upper bound should be lower. Secondly, contrary
to the proposal by Voss & Austin (1993), the acceptance angle of the VIPER’s detector is
smaller than the divergence of the beam source. This implies that part of the light exiting
the source is not collected by the receiver. However, this light could be partially scattered
by the suspended particles and redirected onto the detector. Thus, the real attenuation is
underestimated. This explains the differences on the magnitude obtained between VIPER
and both, the AC-S and LISST-100X instruments. In the first case, the AC-S beam atten-
uation coefficient was on average 4% higher than that obtained with VIPER. In the second
case, the average VIPER to LISST ratio amounted to 0.67, which was in good agreement to
the C-Star to LISST-100X ratio, CC−STAR/CLISST = 0.7, found by Boss et al. (2009a) (the
C-Star acceptance angle is 1.2o). Despite these differences on the magnitude of the beam
attenuation coefficient, we have demonstrated that VIPER provides reliable measurements
in coastal waters based on our comparison to results obtained with the other transmissome-
ters. Our validation was performed under field conditions with an attenuation range between
1.6 m−1 and 6 m−1. Although no statistically significant differences were found at any of
the analyzed wavelengths, the maximum error between VIPER and AC-S was obtained for
the spectral range 420-440 nm. An anomalous behavior at this spectral region was also ob-
served in the laboratory tests performed to determine the instrument-specific temperature
and salinity correction factors. We observed that the LED-temperature compensation was
poorly corrected at these wavelengths. The LED emitting light in this range has an emis-
sion peak at 430 nm (LED 3, see Fig. 2.2). In particular, this is a SMD (Surface Mounted
Design) LED with ball lens, located at the center of the LEDs array (pers. comm. TriOS
GmbH). The anomalous results in this spectral range suggest that this LED is overheated
due to its mounting configuration. Depending on their design and position, the LEDs are
heated up in a different rate, which is difficult to be accurately measured with a single in-
ternal temperature sensor. It is important to mention that these results were obtained in
the lab by sampling in a continuous mode. Therefore the use of a longer timer mode might
improve the LED-temperature compensation. In this way, the LED bulbs would heat up at
a lower rate having a longer time for temperature stabilization. In addition, some limiting
issues related to ambient light contamination were detected at specific deployment condi-
tions. They are a consequence of the open-path design of VIPER and the non-flat white
light spectrum emitted by the LEDs. Thus, specific spectral regions present higher sensi-
tivity to slight variations in the environmental conditions, which induce significant spectral
artifacts. However, the constant evolution in LEDs technology led to the development of
flat-white LEDs (e.g. Electrospell 2015). Therefore, the observed limitations could be signifi-
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cantly avoided in future instrument generations. The LED-temperature compensation could
be also improved by the integration of several internal temperature sensors to make possible
an accurate measurement of the temperature of each LED. In case that these corrections
would not be sufficient, an active temperature regulation system could be implemented to
set the LED at a reference temperature. Regarding the ambient light contamination, these
effects could be somewhat reduced by shielding the instrument from the ambient light. By
considering the recommendations and application limits analyzed in this study, we conclude
that the VIPER transmissometer is a potentially interesting tool for specific coastal appli-
cations due to the numerous advantages of his design. Furthermore, the distinct features of
this instrument allow it to be mounted on several oceanic observing platforms (e.g., gliders,
AUVs, mooring systems) for large-scale characterization of oceanic processes.
2.5 Conclusions
A performance analysis was carried out in order to examine the reliability of the beam attenu-
ation coefficient derived from a newly-developed cost-effective hyperspectral transmissometer
(i.e. the VIS-Photometer VIPER, TriOS GmbH). A distinct feature of this instrument is to
employ an array of different LEDs as light source to provide a full visible-light spectrum. In
addition, it uses a micro-spectrometer as detector, which makes it compact. The comparison
with other commercial transmissometers demonstrated that VIPER provides reliable beam
attenuation measurements in coastal waters applications. In addition to these overall satis-
factory results, some spectral artifacts were detected at wavelengths in the range 420-440 nm.
The origin of this behavior was related to a poor temperature compensation of one of the
integrated LEDs (λp = 430 nm). Ambient light contamination was also observed as a conse-
quence of the non-uniformity in the emitted light intensity, which causes that some spectral
regions are more sensitive to the environmental light. These results suggested that future
instrument developments should focus on the optimization of these issues. Additionally, a
second generation of this instrument should benefit from including a detector acceptance an-
gle equal or higher than the divergence of the beam source. However, with a prior knowledge
of the described limiting factors and recommendations of use, the VIPER instrument, as a
cost-effective and compact hyperspectral transmissometer, can be considered as a powerful





Application of cost-effective spectral beam
attenuation measurements to assess
changes and patterns in biogeochemical
variables in a coastal environment
In the previous chapter, the performance and limitations of an economically affordable and
advanced-technology transmissometer have been examined. At this point, we are therefore
prepared to use it in the field and thus, to investigate its suitability as optical tool for high
resolution characterization of coastal waters. Thereby, this chapter evaluates the potential
of this kind of transmissometers for assessing temporal and spatial patterns in the complex
estuarine waters of Alfacs Bay (NW Mediterranean) as a test site. In particular, the infor-
mation contained in the spectral beam attenuation coefficient is assessed and linked with
different biogeochemical variables. The attenuation at λ = 710 nm has been used as a proxy
for particle concentration, TSM, whereas a novel parameter has been adopted as an opti-
cal indicator for chlorophyll a (Chl-a) concentration, based on the local maximum of c(λ)
observed at the long-wavelength side of the red band Chl-a absorption peak. In addition,
since coloured dissolved organic matter (CDOM) has an important influence on the beam
attenuation spectral shape and complementary measurements of particle size distribution are
available, the beam attenuation spectral slope has been used to analyze the CDOM content.
Results have been successfully compared with optical and biogeochemical variables from lab-
oratory analysis of collocated water samples, and statistically significant correlations have
been found between the attenuation proxies and the biogeochemical variables TSM, Chl-a
and CDOM. This outcome depicts the potential of high-frequency beam attenuation mea-
surements as a simple, continuous and cost-effective approach for rapid detection of changes
and patterns in biogeochemical properties in complex coastal environments.
This chapter corresponds to the published article: Ramírez-Pérez M, Gonçalves-Araujo R, Wiegmann
S, et al. (2017) Towards Cost-Effective Operational Monitoring Systems for Complex Waters: Analyzing




Coastal environments are governed by complex physical and biogeochemical processes and
thus, undergo changes over a broad range of time-space scales. Continuous and routine
provision of data is therefore required to assess the states of coastal ecosystems, detect
changes in these states and evaluate their impacts (IOC-UNESCO 2012). The advancement
of sensor technology, data acquisition and storage capabilities occurred in the last three
decades, make possible to achieve these sampling requirements. An example of this advanced-
technology sensor has been introduced in the previous chapter, which showed the distinct
characteristics of the recent commercially available transmissometer VIPER (TriOS, GmbH.),
as a kind of LED-based hyperspectral and cost-effective beam attenuation meter. The next
step consists of evaluating to what extent these measurements allow to assess the state of
coastal ecosystems and detect patterns and changes in these states, by providing valuable
information about water composition.
Studies based on beam attenuation measurements have been restricted to the use of the par-
ticulate beam attenuation coefficient, cp, at one specific wavelength (commonly at 532, 555,
660 or 670 nm) or the cp spectral slope, in order to assess the particle concentration (Boss
et al. 2009b) or the particle size distribution (Boss et al. 2001a), respectively. The attenua-
tion coefficient at those wavelengths have been also related to the particulate organic carbon
(Loisel & Morel 1998, Oubelkheir et al. 2005) or to the chlorophyll concentration (Behren-
feld & Boss 2006, Green et al. 2003), but only in oceanic waters. In coastal waters, cp also
registers changes in inorganic, detrital, and heterotrophic particles, thus compromising its
correlation with chlorophyll a (Chl-a) concentration (Behrenfeld & Boss 2006). Nevertheless,
the correlation between both variables (i.e. cp and Chl-a) still needs to be further explored.
The recent development of high spectral resolution (hyperspectral) transmissometers broad-
ens the possibility to extract additional information from the spectral beam attenuation
signal, as it has been demonstrated for various optical properties, such as remote-sensing
reflectance (Louchard et al. 2002, Lubac et al. 2008), particulate absorption (Organelli et al.
2013, Torrecilla et al. 2011) and underwater radiance spectra (Taylor et al. 2013).
Thus, this chapter seeks to go one step further on the analysis of beam attenuation spectra, by
exploiting all its spectral information to assess the scales of variability in the major in-water
constituents.
The study is focused on the microtidal estuary of Alfacs Bay (Ebro Delta, NWMediterranean
coast), using it as a test site. This bay is an important shellfish production area commonly
affected by HABs events, which lead to significant economic losses (Berdalet et al. 2010). For
this reason, this area has been intensively monitored since 1990. Research efforts have focused
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on characterizing the hydrodynamics of this bay (Camp & Delgado 1987, Cerralbo et al. 2014,
Solé et al. 2009), its ecology (Garcés et al. 1997) and the coupling between physical and
biological processes (Llebot 2010). However, the use of optical-based approaches in this area
-which allow the assessment of fine-scaled temporal and spatial variability of water constituent
characteristics- is still very limited. Only Busch (2013) analyzed the phytoplankton dynamics
in this environment using radiometric measurements, which provided useful data only in day
time. One of the main conclusions of this author was that continuous observations in Alfacs
Bay are required to properly understand the rapid ecosystem dynamics.
3.2 Material and Methods
3.2.1 Study site
Alfacs Bay is located in the south of the Ebro River Delta (Spain), in the NW Mediterranean
Sea (Fig. 3.1). It is a shallow estuarine bay with 11 km length, 4 km width and a maximum
depth of 6.5 m. It is a semi-enclosed embayment separated from the open sea by a sand
barrier that leaves an opening of roughly 2.5 km width, allowing the exchange of water
with the open sea. The major physical forcings in the bay are wind and freshwater input,
whereas tidal forcing is negligible with a maximum range of 0.25 m (Llebot et al. 2013). The
freshwater discharge is derived mainly from the rice-fields irrigation channels, located in the
northern part of the Bay. These channels are open from April to October or November, with
an average flux rate of ca. 14.5 m3 ·s−1 (Camp, 1994). The freshwater inputs induce vertical
stratification, while only during strong wind events the water column is vertically mixed
(Camp & Delgado 1987). Heat fluxes in the ocean-atmosphere boundary layer in summer
periods contribute in addition to stratifying the water column (Cerralbo et al. 2015).
3.2.2 Field campaign
Two sampling strategies were adopted to analyze both temporal and spatial patterns in
Alfacs Bay in June 2013. The analysis of temporal patterns was conducted from the 24th
of June at 9:30 pm for 48 hours. This time series of vertical profiles was gathered from
0.5 m to 3 m depth at a fixed station located in the north-central part of the Bay (blue
circle in Fig. 3.1). At this station, simultaneous measurements of physical (wind and current
velocities and direction, and water temperature) and optical parameters (beam attenuation
and near-forward angular scattering) were conducted continuously with a vertical resolution
of 0.5 m. At each depth, instruments measured for 10 minutes. Thereby, each vertical profile
took approximately 1 hour. Water samples were collected every 6 hours at three different
depths (0.5 m, 1.5 m and 3 m) for later laboratory analysis of biogeochemical and optical
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Figure 3.1: Location map of Alfacs Bay in NW Mediterranean Sea. The red star indicates the
location of the weather station, whereas circles show the sampling stations for the analysis of
temporal (blue circle) and spatial (red circles) patterns. Map produced with Open Street Map.
parameters [Chl-a, total suspended matter (TSM), algal and non-algal particulate absorption
(aph and anap, respectively) and coloured dissolved organic matter (CDOM) absorption]. The
analysis of the spatial variability was undertaken on the 27th of June at seven stations along
the bay (red circles in Fig. 3.1). At each station, measurements of physical (temperature and
salinity) and optical parameters were made with a ship deployed profiling package and water
samples were collected at three different depths (0.5 m, 3 m and 0.5 m above the bottom).
Instruments measured for 5 minutes every 0.5 m along each depth profile.
3.2.2.1 Physical parameters
Wind data were obtained from the weather station nearby the coastline in Les Cases de
Alcanar, ca. 5 km south of Alfacs Bay (Fig 3.1). Three-dimensional current velocities
were measured with an upward-looking Acoustic Doppler Current Profiler (ADCP, 2MHz
Aquadopp, Nortek) moored at roughly 2 m depth since the maximum depth at this station
was 3.5 m. It was configured to record 10-min average data with vertical cells of about 25
cm. Water temperature and salinity were measured with the CTD48M (Sea&Sun Technology,
Germany). Unfortunately, a failure in the instrument caused the loss of the data correspond-
ing to the temporal analysis at the fixed sampling station. Temperature data provided by
the multiple-parameter system LISST (Sequoia Scientific Inc.) were used instead.
3.2.2.2 Optical measurements
Spectral beam attenuation coefficient was measured with the 25-cm path length VIPER
(TriOS GmbH., Germany). It is an open-path hyperspectral transmissometer which measures
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the beam attenuation, c(λ), in the spectral range from 360 nm to 750 nm, with an optical
resolution of 15 nm (defined by the FWHM) and an acceptance angle of 0.8o. VIPER
measurements were carefully performed (i.e. on the shadow side of the ship and under
calm sea surface conditions) to avoid ambient light contamination. c(λ) data were collected
continuously and averaged over 5 minutes. Milli-Q water references were subtracted and data
were corrected for temperature and salinity dependence of pure seawater to derive the total
non-water beam attenuation spectrum, cpg(λ) (Ramírez-Pérez et al. 2015). Measurements of
particle size distribution (PSD) from 1.25 µm to 250 µm were conducted with the LISST-
100X (Sequoia Scientific, Inc.). This instrument measures the near-forward scattering at 32
logarithmically spaced angles and the beam attenuation at 670 nm (Agrawal & Pottsmith
2000). This study focused only on the LISST scattering data to derive the particle size
distribution. The volume concentration, V (D), was obtained through inversion of the angular
forward scattering pattern using the manufacturer-provided inversion routine. The used
inversion algorithm is based on a kernel matrix derived from Mie theory of scattering by
spherical particles. Data from the outer and inner rings were excluded from further analysis
due to the instability observed in the smallest and largest size ranges (Jouon et al. 2008).
Then, the particle number distribution, N(D), was calculated from the equation:
N(D) = 6 · V (D)/Π ·D3 (3.1)
where D represents the diameter of a volume-equivalent sphere for the midpoint of each size
class. To obtain the PSD, the average number of particles in each size class was divided
by the width of the class, which is denoted as N ′(D). Finally, the PSD was fitted to the
power-law function (or Junge distribution) (Jonasz 1983):




where D0 is a reference diameter, N ′(D0) the differential number concentration at D0 and ξ
is the nondimensional PSD slope.
3.2.2.3 Laboratory analysis of water samples
- CDOM absorption measurements: absorbance spectra (240–600 nm) were acquired with
the Aqualog fluorescence spectrometer (HORIBA JobinYvon, Germany) directly after
sampling. Water samples were syringe-filtered with 0.2 µm Whatman Spartan filters
before analysis with 1 cm quartz cuvettes. Absorbance measurements were further
converted to absorption coefficient, which is used as a proxy for the CDOM content in a
given water sample. The Napierian absorption coefficient of CDOM at each wavelength
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(aλ) was obtained from the given equation:
aλ = (2.303 ·Aλ)/L[m−1] (3.3)
where Aλ is the absorbance at specific wavelength and L is the cuvette path length
in meters. More detailed information about the measurement protocol can be found
in Gonçalves-Araujo et al. (2015). CDOM absorption spectra, a(λ), were fitted to the
following exponential function (Jerlov 1976):
a(λ) = a(λ0) · e−S(λ−λ0) (3.4)
where S represents the spectral slope and a(λ0) , the absorption coefficient at a reference
wavelength λ0 (443 nm in this case). The function was fitted to the wavelength range
from 300 to 600 nm and extrapolated to 720 nm for later analysis of CDOM contribution
at longer wavelengths.
- Algal and non-algal particulate absorption (aph(λ) and anap(λ)): water samples were im-
mediately filtered through φ 47-mm GF/F filters (pore size 0.7 µm), shock-frozen in
liquid nitrogen and stored at −80oC until analysis in the laboratory at the Alfred-
Wegener-Institute. The partition of the particulate absorption, ap(λ), into phyto-
plankton, aph(λ), and non-algal absorption, anap(λ), was performed by the filter pad
technique following Ferrari & Tassan (1999). We used a Cary 4000 UV/VIS dual beam
spectrophotometer equipped with a 150-mm integrating sphere (Varian Inc., USA) as
described in Talyor et al. (2011). The measurement procedures and data analysis were
performed as detailed in Röttgers & Gehnke (2012). Phytoplankton absorption aph
was obtained as the difference between ap and anap.
- Chlorophyll a: water samples for phytoplankton pigments analysis were filtered imme-
diately after collection through φ 25-mm Whatman GF/F filters (pore size 0.7 µm).
Then, filters were shock-frozen in liquid nitrogen and stored at −80oC until analysis in
the laboratory at the Alfred-Wegener-Institute. The extracted pigments were analyzed
using the High Performance Liquid Chromatography (HPLC) technique following the
method of Barlow et al. (1997), with modification customized to our instruments as
detailed in Talyor et al. (2011). In this study, we use the Chl-a concentration as an
index of phytoplankton biomass and covarying materials (biogenic detritus).
- Total suspended matter concentration: TSM concentration was determined gravimetrically
following Röttgers et al. (2014a) to reject potential errors associated with salt retention
in the filters and loss of materials during washing and combustion (Röttgers et al. 2014a,
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Stavn et al. 2009). Thereby, four different volumes of each water sample (within the
range from 0.6 to 2.2 liters) were filtered immediately after collection through pre-
weighed Whatman GF/F filters (φ 47 mm). Afterwards, the gained mass of each filter
was determined by subtracting the weight of the filter from the final weight. A linear
regression analysis was performed for filtered volume versus the gained mass, and the
regression slope was taken as the TSM concentration value (Röttgers et al. 2014a).
3.2.2.4 Data and statistical analysis
This study explored the information contained in the beam attenuation spectrum as a proxy
for different biogeochemical properties. In particular, the analysis focused on three major
spectral features, which are described as follow (Fig. 3.2):
Figure 3.2: Representative total non-water beam attenuation spectrum measured in Alfacs Bay
in June 2013. Numbers 1-3 indicate the three spectral features used in this study as proxies for
biogeochemical variables: 1 = spectral slope of cpg(λ) for CDOM absorption, 2 = cpg(685) −
cpg(710) for Chl-a and 3=cpg(710) for TSM concentration.
- Spectral slope: it is the major spectral shape feature of the beam attenuation coefficient and
is related to the particle size distribution and CDOM content (Boss et al. 2001a). For
this reason and due to the lack of in situ CDOM absorption measurements, we used
the total non-water beam attenuation spectral slope to detect variations in CDOM.
This simplification was adopted because of the high CDOM content in Alfacs Bay
(Busch 2013) and the availability of additional particle size distribution measurements.
To compute this parameter, beam attenuation spectra were fitted to the power-law
function (Boss et al. 2001a):
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cpg(λ) = cpg(λr) · (λ/λr)−γ (3.5)
where λr is a reference wavelength (532 nm, in our case) and γ is the power-law slope.
The exponent was derived by non-linear least-squares regression, with a r2 > 0.98 in
all cases.
- Peak height associated with red band phytoplankton absorption peak: although c(λ) is
typically a smoothly varying function of wavelength (Boss et al. 2001b, Voss 1992),
deviations from its theoretical behavior -associated with absorbing particles- have been
reported by several authors (Bricaud & Morel 1986, Zaneveld & Kitchen 1995). Zan-
eveld & Kitchen (1995) observed step increases at the long-wavelength side of the
chlorophyll absorption peaks as result of anomalous diffraction and dispersion (Van de
Hulst 1957), which was called “absorption peak effects”. This local maximum is there-
fore expected to be related to the Chl-a content (in addition to other factors such as
the particle size distribution) (Zaneveld & Kitchen 1995). For this reason, the link be-
tween the local maximum of c(λ) and the Chl-a concentration was tested in this study,
since it can provide a first estimate of phytoplankton biomass and covarying materials.
Similarly to Davis et al. (1997), who estimated the Chl-a concentration based on the
red band absorption peak -a(676)- by subtracting a baseline, we computed the peak
height in the red band of the beam attenuation spectrum. However, here the local
maximum was found at 685 nm (approximately 10 nm past the absorption peak, in
agreement with Zaneveld & Kitchen (1995)). The attenuation at 710 nm was then sub-
tracted from this local peak as a base value to remove the effect of particle scattering.
This wavelength was empirically chosen based on providing the best results (based on
r2 and RMSE as compared to collocated Chl-a data determined by HPLC at discrete
samples). Thereby, the peak height was computed as cpg(685)-cpg(710), which was used
as a proxy for Chl-a concentration.
- cpg(710): At long visible wavelengths, the attenuation is assumed to be determined mostly
by their scattering properties and secondarily by the particulate absorption, whereas
CDOM absorption has a insignificant contribution (Hill et al. 2011, Neukermans et al.
2012). For this reason, the attenuation in the red part of the visible spectrum (i.e. 660
and 670 nm) has been commonly used as proxy for suspended particle concentration,
since it responds primarily to concentration and secondarily to size and nature of the
particles (Gernez et al. 2011). While this assumption can be considered true in open
waters, it could fail for complex coastal waters with high CDOM contents, which can
yield a non-negligible CDOM absorption at long wavelengths (∼ 700 nm). Nevertheless,
the exponential decrease of CDOM absorption with wavelength involves that the longer
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the wavelength, the smaller its contribution to the beam attenuation signal. For this
reason, this study used the beam attenuation in the NIR (concretely at 710 nm) as
proxy for TSM, where the CDOM absorption influence was minimum.
Variations in time and space of these optical parameters were analyzed by means of statisti-
cal techniques. In particular, the Kruskal-Wallis H-test was applied at 5% significance level
(α = 0.05) in order to identify temporal and spatial patterns in Alfacs Bay, given that data
were not normally distributed, as demonstrated by the Shapiro-Wilk test performed prior to
analysis. On the other hand, since both inputs were subject to errors, a model II linear re-
gression analysis was applied to investigate the relationships between optical parameters and
biogeochemical variables. Additionally, the correlations between them were examined using
non-parametric Spearman-r correlation coefficients and the associated errors were determined
by means of the root mean squared error (RMSE).
3.3 Results and Discussion
At first, the results from validating the above-mentioned beam attenuation-based proxies
with laboratory-measured biogeochemical variables are presented. Secondly, the temporal
and spatial variability and patterns of these optical and biogeochemical parameters in Alfacs
Bay are shown.
3.3.1 Validation of biogeochemical proxies
3.3.1.1 Attenuation at 710 nm vs. Total Suspended Matter concentration
The comparison between the total non-water beam attenuation coefficient and the particulate
and CDOM absorption at 710 nm (cpg(710), ap(710) and aCDOM (710), respectively) was
performed to determine the relative contribution of the two last components to the bulk
cpg(710) signal (Fig. 3.3-a). In all samples, ap(710) and aCDOM (710) represented a minor
fraction of cpg(710), since their values were two orders of magnitude lower than cpg(710).
cpg(710) oscillated from 0.96 to 4.66 m−1, whereas ap(710) and aCDOM (710) ranged from
0.0065 to 0.025 m−1 in our dataset. The insignificant CDOM contribution to the attenuation
signal at 710 nm, enabled to use cpg(710) as proxy for TSM. Then, a model II linear regression
analysis was applied to investigate the relationship between cpg(710) and TSM (Fig. 3.3-
b). The regression slope (± SD) was 0.224 ± 0.03 g · m−2, which agreed with previous
works (Boss et al. 2009b, Hill et al. 2011). In addition, although our slope was flatter, our
observations were within the confidence bounds of the relationship found by Neukermans
et al. (2012) for the C-Star attenuation meter (with an acceptance angle of 1.2o) (Fig. 3.3-b).
This disparity in the regression slope can be partly explained due to the different attenuation
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wavelength used in the relationship (670 and 710 nm in Neukermans et al. (2012) and in our
study, respectively). A significant correlation was observed between cpg(710) and TSM, with
r2 = 0.75 and RMSE = 0.49 m−1 (p < 0.001).
Figure 3.3: (a) Comparison of cpg(710), ap(710) and aCDOM (710) along all the samples used
in this study. (b) Scatter plot of TSM and the attenuation at 710 nm. Best fit ±90% confidence
intervals are shown in blue. Black solid and dashed lines represent the 90% prediction bounds of
the [TSM ]− cp(670) data of Neukermans et al. (2012)(for the C-Star).
3.3.1.2 cpg(685) peak height vs. Chl-a concentration
A relatively good linear correlation was found between the Chl-a concentration and the
non-water attenuation peak height at 685 nm, cpg(685) peak (r2 = 0.79, RMSE = 0.014
m−1, p < 0.001, Fig. 3.4-a). Thereby, it is reasonable to consider cpg(685) peak as a proxy
for tracking changes in Chl-a concentration. Since this peak was associated with the red-
band Chl-a absorption peak due to anomalous dispersion, the linear correlation between
cpg(685) peak and the laboratory-derived phytoplankton absorption at 676 nm, aph(676),
was examined (Fig 3.4-b). A significant linear correlation was also obtained in this case,
with r2 = 0.68 and RMSE = 0.014 m−1 (p < 0.01). In turn, the correlation between Chl-
a concentration and aph(676) was analyzed (r2 = 0.83; RMSE = 0.019 m−1; p < 0.001)
and compared to the power-law fit obtained by Bricaud et al. (1995). Our observations
were in agreement with the function predicted by those authors (Fig 3.4-c). According
to Bricaud et al. (1995), the relationship between aph(λ), and Chl-a varied as a result of
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changes in packaging effect and pigment composition. Our proxy is therefore suspected to
be affected not only by these factors but also by minor contributions associated with CDOM
and non-algal particles absorption, particle size distribution or Chl-a fluorescence, which
compromise the relationship found between Chl-a concentration and cpg(685) peak height.
For this reason, we recommend this approach as a qualitative proxy, since its capability
to provide quantitative estimates of Chl-a concentration should be further explored with a
more extensive dataset. The potential influence of Chl-a fluorescence, which could lead to
a decrease in the attenuation signal around 685 nm, was not evaluated here. Nevertheless,
we assumed a minor effect since Chl-a fluorescence from the light beam leads to an emission
into all directions, and therefore the amount of fluorescence into the direction of the beam
towards the detector can be considered insignificant.
Figure 3.4: Scatter plots of (a) Chl-a concentration and cpg(685) peak. (b) Phytoplankton
absorption at 676 nm, aph(676), and cpg(685) peak. (c) Chl-a concentration and aph(676).
The red line represents the power-law fit proposed by Bricaud et al. (1995). Blue lines are the
regression line ±90% confidence intervals.
3.3.1.3 Spectral slope of total non-water beam attenuation vs. aCDOM (443)
The evolution of the attenuation spectral slope, the particle size distribution slope and the
CDOM absorption at 443 nm was analyzed to evaluate the suitability of using cpg slope
as an indicator of CDOM content. Variations in cpg slope responded mainly to changes in
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aCDOM (443), since both parameters exhibited a fairly similar behavior although the magni-
tude of these variations differed. PSD slope, however, varied within a relatively narrow range
(from 3.43 to 4.24), playing a smaller role in the variations observed in cpg slope (Fig. 3.5-a).
Note that the PSD slope of the LISST and the VIPER-derived cpg slope are sensitive to
different particle range given the distinct scattering angles they collect, which can contribute
to the different behavior observed among both variables. In order to test whether these vari-
ations in cpg slope were associated with changes in the magnitude of aCDOM instead of in the
CDOM absorption spectral slope, SCDOM , the correlation between aCDOM (443) and SCDOM
was analyzed (p < 0.001). An inverse relationship was found between both variables, which
is consistent with the observations from Helms et al. (2008) (Fig. 3.5-b). In contrast, no
correlation was observed between SCDOM and cpg slope (p > 0.1). Finally, the relationship
between aCDOM (443) and cpg slope showed a significant correlation (p < 0.001), although the
coefficient of determination was not too strong (r2 = 0.5; RMSE = 0.93) (Fig. 3.5-c). This
correlation was due to the high CDOM content in Alfacs Bay. For future studies, however, it
is recommended to perform in situ measurements of 0.2 µm-filtered and unfiltered seawater
alternatively to determine CDOM absorption separately (e.g. Boss et al. 2001a).
Figure 3.5: (a) Evolution of beam attenuation spectral slope (cpg slope), PSD slope and CDOM
absorption at 443 nm (aCDOM (443)) along all samples. (b) Scatter plot of aCDOM (443) and
CDOM absorption spectral slope, SCDOM . (c) Scatter plot of cpg slope and aCDOM (443). The




The horizontal and vertical spatial variability of the environmental, optical and biogeochem-
ical parameters was analyzed based on vertical profiles measured at seven stations spread in
Alfacs Bay (Fig. 3.6-a). The vertical profiles of temperature and salinity showed a stratified
water column, with a fresher and warmer surface layer and an underlying cooler and saltier
water layer (Figs. 3.6-b,-c). The pycnocline was located at ∼ 3.5 m depth, consistent with
previous studies (Cerralbo et al. 2015, Llebot et al. 2013). The averaged temperature and
salinity gradients between surface and bottom were of ∆T = 1.33oC and ∆S = 1.84, with
maximal differences of 2.1oC and 2.7, respectively (found in the bay mouth).
Figure 3.6: Analysis of the spatial variability in Alfacs Bay. (a) Sampling stations for the analy-
sis of spatial patterns, with different colors according to its location: inner (green), central (blue),
outer (red) region of the Bay. Map produced with Ocean Data View (ODV) software (Schlitzer
2016). (b) Temperature and (c) salinity vertical profiles measured at the seven sampling stations
with colors according to Fig. 3.6-a.
The stratification of the water column determined the spatial variations observed in the op-
tical properties. Thereby, significant differences in the beam attenuation spectra as well as
in CDOM and phytoplankton absorption spectra were found between surface and bottom
water layers (i.e. z ≤ 3.5 m and > 3.5 m, respectively) (p < 0.01) (Fig. 3.7). Meanwhile,
no noticeable differences were detected in the non-algal particulate absorption, anap(λ) (not
shown). Waters below the pycnocline were characterized by a higher attenuation and phy-
toplankton absorption, whereas CDOM absorption was lower. The shape of the particle size
distribution was relatively homogeneous, although the PSD slope decreased slightly with
depth (Table 3.1) (p > 0.05).
The analysis of the spatial patterns based on cpg(λ) measurements was carried out by using
the above-mentioned attenuation spectral features -cpg(710), cpg(685) peak and cpg slope- and
their relationships with the underlying biogeochemistry. In general, surface waters presented
steeper cpg slopes and lower values of both cpg(685) peak and cpg(710). In contrast, cpg(λ)
measured below the pycnocline showed the opposite behavior, although their oscillations
were larger (Table 3.1, Fig. 3.8). Statistically significant differences (p < 0.01) between
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Figure 3.7: Optical properties measured at seven stations occupied in Alfacs Bay and over the
water column. (a) In situ measured total non-water beam attenuation spectra. (b) LISST-
derived size distribution for particle number. (c) CDOM absorption and (d) phytoplankton
absorption spectra. Blue and red lines indicate measurements performed above and below the
pycnocline, respectively.
surface and bottom layers were found in cpg(710) and cpg slope, which increased by 40% and
decreased by 27% with depth, respectively (Table 3.1, Fig. 3.9-a). The observed decrease
in the attenuation spectral slope with depth can be associated not only with a reduction in
CDOM contribution but also with resuspension events. Horizontally, except slight differences
detected in the bottom layer, no significant spatial patterns were observed along the different
bay regions, suggesting a horizontal homogeneity in cpg(λ) spectral features (Fig. 3.8).
On the other hand, the spatial variability observed in the biogeochemical parameters over
the sampled transects were in agreement with the total non-water beam attenuation proxies,
since noticeable differences were found between surface and bottom water layers for these
as well. While TSM and Chl-a increased with depth, CDOM absorption decreased (Table
3.1, Fig. 3.8). However, horizontal variations observed in the attenuation proxies were less
pronounced than those in the biogeochemical variables (Fig. 3.8).
Finally, the results from the laboratory-measured absorption spectra exhibited differences
in optical constituents contribution between surface and bottom layers, although the aver-
aged magnitude of the total absorption was very similar for both cases (0.82 and 0.84 m−1,
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Table 3.1: Mean and standard deviation of the non-water beam attenuation-based proxies and
biogeochemical variables for waters above and below the pycnocline (i.e. z ≤ 3.5 m and z > 3.5
m, respectively).
Z ≤ 3.5 m Z > 3.5 m
Mean SD Mean SD
cpg (710) (m−1) 2.12 0.16 3.53 0.55
cpg(685) peak height (m−1) 0.074 0.007 0.12 0.024
cpg slope 1.04 0.08 0.76 0.12
PSD slope 3.89 0.09 3.77 0.17
TSM (g ·m−3) 3.97 1.37 9.36 3.44
Chl-a (mg ·m−3) 5.28 1.44 9.47 3.73
aCDOM (443) (m−1) 0.38 0.09 0.19 0.08
Figure 3.8: Spatial distribution of proxies from non-water beam attenuation and biogeochemical
variables. Attenuation at 710 nm, cpg(710), vs. TSM at the (a) surface (z ≈ 0.5 m) and (b)
bottom (z ≈ 5 m) layers of Alfacs Bay. cpg(685) peak vs. Chl-a concentration at the (c) surface
and (d) bottom layers. cpg spectral slope vs. CDOM absorption at 443 nm at the (e) surface
and (f) bottom layers. Produced with Ocean Data View software (Schlitzer 2016).
respectively) (Fig. 3.9-a). The spatial variations found in these variables coincided with
those observed from the beam attenuation-based analysis. The ternary plot of the parti-
tioned absorption at each sampling station showed that surface waters were characterized
by a higher proportion of CDOM and lower phytoplankton absorption than the water below
the pycnocline, which presented larger particulate fraction (Fig. 3.9-b). These observations
are consistent with a previous study in the region (Busch 2013), that found similar vertical
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distribution of optically active constituents (i.e. Chl-a, TSM, and CDOM).
Figure 3.9: Analysis of partitioned absorption data. (a) Contribution of the major biogeochem-
ical variables to the total non-water absorption coefficient at 440 nm for the two different water
layers. (b) Ternary plot of the partitioned absorption coefficient at 440 nm (CDOM, phytoplank-
ton, and non-algal particles) measured at the different sampling stations in Alfacs Bay. Blue and
red circles correspond to water samples collected above and below the pycnocline, respectively.
3.3.3 Temporal variability
The 48 hours-time series of wind data showed a clear bimodal pattern with two dominant
directions, from southwest and northwest (Figs. 3.10-a, -b). NW winds blew for ca. 10− 12
hours during the nighttime (from 10 pm until 9:30 am, approximately) and shifted from
SE to SW during daytime. The velocities reached by southern winds were 5 m · s−1 on
average, with maximum values up to 8 m ·s−1 in the evening (8:30 pm). The strongest winds
blew from SW from 5 pm to 10 pm. The observed wind pattern responded to the typical
land breeze characterized by weak nocturnal winds (< 2 m · s−1) blowing from land, that
reverses the direction and increases the intensity during the daytime (sea breeze) (Llebot,
2010; Cerralbo et al., 2015). A similar behavior was observed in the surface current velocities,
indicating that the water circulation at the sampling station was driven by the prevailing
wind (Fig. 3.10-c). Thereby, surface water flowed in northward direction during daytime in
response to southern winds and southwards when the wind ceased during nighttime. This
pattern was observed within the first 2 m depth, though the velocity decreased with depth.
The effect of hydrodynamics on the water optical properties was analyzed for time and depth,
and no significant correlations (p > 0.05) between the optical properties and both the current
velocity and direction were found. Thereby, the differences in the optical parameters between
both prevailing flow regimes (i.e. southward and northward currents) were not statistically
significant (p > 0.05) (Fig. 3.11).
64
Chapter 3
Figure 3.10: Time series of physical forcings along 48 hours. (a) Wind speed and direction
measured in the weather station located in Alcanar. (b) Wind speed and direction (to) rep-
resented by arrows. Upward pointing arrow indicates the North. (c) Surface current velocity
and direction represented by arrows, measured at 0.5 m depth with the ADCP located in the
sampling station.
The surface current velocity (at 0.5 m depth) was 0.1 m · s−1 on average, with a maximum
value of 0.2 m · s−1, coinciding with SW winds episodes (Fig. 3.12-a). In relation to the
hydrographical variability, water temperature showed a marked diurnal cycle (day-night),
with an oscillation of 1.2oC. It ranged from 23.2oC (registered at 4 am) to 24.4oC, at 6
pm (Fig. 3.12-b). While no significant correlations were found between physical and optical
variables, the time series of cpg(710) and particle size distribution slope were characterized
by an increase in their magnitude at periods of maximum current velocities, in response to
the more intense northward currents (Figs. 3.12-a,c,f). In contrast, cpg(685) peak and cpg
spectral slope exhibited a bimodal pattern similar to that observed for the wind and current
data. Both parameters rose under weak southward current conditions, whereas the minimum
values concurred with the maximum current velocities flowing northwards (Figs. 3.12-a,d,e).
The temporal variations in biogeochemical properties showed similar patterns as those ob-
served based on cpg(λ) proxies (Fig. 3.13). The concentration of particulate matter increased
with current velocity within the time interval from 6 pm to 12 am, on June 25, in agree-
ment with cpg(710). Nevertheless, the magnitude of this increase differed, since cpg(710)
showed a rise of 20% with respect to the mean value, whereas a 40% increase was detected
for TSM concentration (Fig. 3.13-a). Apart from this, no similar patterns were observed
between both parameters along the time series, involving no significant correlation between
TSM and cpg(710) (p > 0.05). In contrast, significant correlations were found between Chl-a
concentration and cpg(685) peak (p < 0.05), as well as between CDOM absorption at 443 nm
and the attenuation spectral slope (p < 0.01). The bimodal pattern detected in the optical
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Figure 3.11: Optical measurements collected during profiling along 48 hours for the analysis
of temporal patterns in Alfacs Bay. (a) In situ measured total non-water beam attenuation
spectra. (b) LISST-derived size distribution for particle number. (c) CDOM absorption and
(d) phytoplankton absorption spectra. Blue and red lines indicate measurements performed
under the influence of southward and northward currents, respectively.
proxies was also observed within the bulk analyses of Chl-a and aCDOM (443). Both variables
increased their magnitude during southward current conditions (i.e. from 12 am to 12 pm,
approximately) (Figs. 3.13-b,c).
3.4 Conclusions
Continuous measurements of spectral beam attenuation coefficient collected in situ with an
advanced-technology transmissometer have been proven as a powerful tool to better under-
stand the existing interactions between physical and biogeochemical variables in the complex
estuarine waters of Alfacs Bay (NW Mediterranean). In particular, this approach allowed
the detection of qualitative changes in the major biogeochemical variables (i.e. Chl-a, TSM
and CDOM) at high temporal and spatial scales in this microtidal estuary. Spatial patterns
observed in the biogeochemical properties were driven by the vertical stratification of the wa-
ter column. Accordingly, surface and bottom water layers were characterized by a different
relative contribution of the major biogeochemical variables to the bulk beam attenuation.
Meanwhile, observations along the 48 hours time series revealed a coupling between physical
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Figure 3.12: Variations with time and depth in the attenuation-based proxies and PSD slope
along with the current velocity. (a) Temporal dataset of current velocity measured within the
first 2 m depth. Time series of vertical profiles of (b) water temperature, (c) cpg(710), (d)
cpg(685) peak, (e) cpg spectral slope and (e) LISST-derived PSD slope.
Figure 3.13: Variations with time and depth in biogeochemical variables. Time series of ver-
tical profiles of (a) suspended matter concentration, (b) Chl-a concentration and (c) CDOM
absorption at 443 nm.
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(meteorological and hydrodynamic conditions) and biogeochemical properties, since the pre-
vailing hydrodynamic regimes determined the variations in water composition. The temporal
and spatial patterns were obtained based on the spectral features of the total non-water beam
attenuation coefficient and validated with laboratory results of discrete water samples (i.e.
biogeochemical variables and partitioned absorption coefficients). Significant linear relation-
ships were found between the non-water beam attenuation proxies and the biogeochemical
variables. However, for future studies, it is highly recommended to include in situ beam at-
tenuation measurements of 0.2 µm-filtered seawater for better CDOM characterization. The
proposed proxies are subject to numerous uncertainties due to several factors affecting the
attenuation signal (CDOM absorption and particle characteristics such as size, shape, com-
position, etc., which determine their absorption and scattering properties), compromising
their ability to provide quantitative estimates. The collection of discrete water samples for
laboratory analysis of biogeochemical variables is therefore required for validation purposes.
Our results based on a high-frequency, low power (≤ 3W ), compact, versatile (adaptable
to different observing platforms) and cost-effective (∼ 10000 e) beam attenuation meter, as
well as on a simple and rapid data processing method, have demonstrated a capability to
improve the operational monitoring of coastal waters towards a better understanding of their
complex physical and biogeochemical interactions.
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Quantitative estimates of constituent
concentrations in optically complex waters
by means of inversion procedure of in situ
spectral attenuation and absorption
measurements
The previous chapter has demonstrated the potential of spectral beam attenuation measure-
ments to detect qualitative changes in the major non-water constituents in optically complex
waters. However, it is insufficient to retrieve quantitative estimates due to the numerous
factors determining the beam attenuation coefficient, including the absorption and scatter-
ing properties of the different water constituents. Consequently, additional measurements
are required to be able to retrieve more extensive and quantitative information about wa-
ter quality variables. For this reason, in the last chapter of this thesis, spectral absorption
measurements are included in the analysis in order to evaluate how improve our capability
to assess complex marine environments by combining both IOPs measurements.
In this context, a deconvolution approach is presented to use spectral absorption and attenu-
ation data to estimate the concentration of the major non-water compounds in complex shelf
sea waters. The inversion procedure requires knowledge of local material-specific inherent
optical properties (SIOPs) which are determined from natural samples using a bio-optical
model that differentiates between Case I and Case II waters and uses least squares linear
regression analysis to provide optimal SIOP values. A synthetic data set is used to demon-
strate that the approach is fundamentally consistent and to test the sensitivity to injection of
controlled levels of artificial noise into the input data. Self-consistency of the approach is fur-
ther demonstrated by application to field data collected in the Ligurian Sea, with chlorophyll
(Chl), mineral suspended solids (MSS) and coloured dissolved organic materials (CDOM)
retrieved with RMSE of 0.61 mg ·m−3 , 0.35 mg ·L−1 and 0.02 m−1 respectively. The utility
of the approach is finally demonstrated by application to depth profiles of in situ absorption
and attenuation data resulting in profiles of optically significant constituents with associated
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error bar estimates. The advantages of this procedure lie in the simple input requirements,
the avoidance of error amplification, full exploitation of the available spectral information
from both absorption and attenuation channels and the reasonably successful retrieval of
constituent concentrations in an optically complex shelf sea.
This chapter is in process to be published in: Ramírez-Pérez M., Twardowski M., Trees C., Piera J.,
McKee D. (2017) Inversion of in situ absorption and attenuation measurements to estimate constituent con-




There is great interest in characterizing water quality over a wide range of spatial and tem-
poral scales in shelf seas. It involves the quantification of the major constituents present in
the water which includes: phytoplankton and associated biogenic detritus (usually related
to chlorophyll a concentration, Chl), nonbiogenic suspended solids (often classed as mineral
suspended solids, MSS, but see below for discussion of limitations in this assumption) and
coloured dissolved organic material, CDOM (Kirk 1994).
As it was above mentioned, the potential to derive useful information about constituent char-
acteristics from measured inherent optical properties (IOPs) has been demonstrated in many
studies (e.g. Astoreca et al. 2012, Boss et al. 2001a, McKee & Cunningham 2006). However,
quantification of the major non-water constituent concentrations from these measurements
is still a challenging task because simple relationships vary locally with particle composition;
thus a generally accepted protocol does not yet exist (Brown et al. 2007). The most direct
method to address this issue is by means of the material-specific IOPs (SIOPs), since these
parameters provide a link between IOPs and concentrations of the materials in water. Whilst
this may seem straightforward, there is in fact a significant challenge in generating all of the
required SIOPs as this requires (a) a suitable bio-optical model to relate available optical
and biogeochemical measurements, and (b) ability to partition IOP data into constituent-
related components (e.g. McKee & Cunningham 2006). This is partly achieved by ancillary
measurements and laboratory analysis, such as filter pad spectrophotometry (to separate the
absorption by phytoplankton and by non-algal particulate material) and absorption measure-
ments of 0.2 µm filtered seawater (for deriving the absorption by CDOM). However, there
is not at present any technique to separate particulate scattering and non-algal particulate
absorption into biogenic and non-biogenic components. This has led some authors to de-
termine the SIOPs based on (1) multiple linear regression of total IOPs against constituent
concentrations (Brown et al. 2007, Strömbeck et al. 2003), (2) simple linear regression for
data sets partitioned by optically dominant constituent (McKee & Cunningham 2006) or (3)
laboratory analysis of phytoplankton cultures (Bricaud et al. 1983, Stramski & Morel 1990)
and purified suspended minerals (Babin & Stramski 2002; 2004). The linear regression anal-
ysis proposed by McKee & Cunningham (2006) allows calculation of representative SIOPs for
a specific location and is attractive as the method reduces the impact of systematic and ran-
dom errors (McKee et al., 2014). These authors used relationships between IOPs to identify
optically distinct water types dominated by different constituents (Chl or MSS) in the stud-
ied area, which application of regression analysis to partitioned IOPs and single constituent
concentrations. As there is not a simple one-to-one correspondence between observed IOPs
and relevant biogeochemical constituents, determination of local SIOPs inevitably involves
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pragmatic decisions on how to partition in situ data. It is important to highlight that the re-
gression analyses discussed above consider linear relationships between IOPs and constituent
concentration. This is a simplification which requires careful consideration. For example,
it is well known that the chlorophyll-specific phytoplankton absorption coefficient decreases
with increasing Chl concentration due to the pigment packaging effect (Bricaud et al. 1995).
However, it is proposed here that linear regression can be performed for the ranges of chloro-
phyll concentration values that are relevant for shelf seas as the effect of pigment packaging
will be relatively limited for these values. This obviously places a constraint over the general
applicability of such an approach, but this should be viewed as a pragmatic decision that
results from the need to deal with several competing requirements and the emphasis on using
deconvolution for optically complex shelf waters.
There are different approaches to invert in situ IOPs measurements without using SIOPs.
For example, Gallegos & Neale (2002) employed normalized absorption spectra in a matrix
inversion approach, while Schofield et al. (2004) developed a non-linear constrained regression
of bulk absorption spectra. However, these methods provide estimates of optical weights and
spectral slopes for the different constituents rather than values of concentrations. For these
reasons, the focus of this chapter is on developing a simple IOP inversion model based on
knowledge of local SIOPs. This model utilizes all the spectral information contained in in situ
absorption and attenuation data to retrieve the major non-water compound concentrations
in complex shelf sea areas. SIOPs are determined from a limited number of natural samples,
following an extended version of the McKee & Cunningham (2006) approach, and special
attention has been paid to the impact of different sources of uncertainties in the retrieval.
4.2 Theory
4.2.1 A linear spectral deconvolution model for inversion of in situ ac-9 data
The total absorption and scattering coefficients can be written as the sum of the correspond-
ing coefficients of individual components:
a(λ) = aph(λ) + abd(λ) + and(λ) + aCDOM (λ) + aw(λ) (4.1)
b(λ) = bph(λ) + bnd(λ) + bw(λ) (4.2)
where the subscripts represent: phytoplankton (ph), biogenic detritus (bd), nonbiogenic detri-
tus (nd), coloured dissolved organic material (CDOM) and water (w). This slightly awkward
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formulation is necessary in order to facilitate subsequent integration with measured param-
eters. In particular, biogenic detrital scattering is included in the phytoplankton scattering
term (bph) as it is currently not possible to separate these experimentally or numerically.
Equations 4.1 and 4.2 can be expressed as the product of SIOPs and constituent concentra-
tions:
a(λ) = a∗ph(λ) · Chl + a∗bd(λ) · Chl + a∗nd(λ) · TSSnd + a∗CDOM (λ) · CDOM + aw(λ) (4.3)
b(λ) = b∗ph(λ) · Chl + b∗nd(λ) · TSSnd + bw(λ) (4.4)
where the constituent concentrations are: chlorophyll (Chl), the nonbiogenic detrital compo-
nent of total suspended solids (TSSnd) and the absorption of CDOM at 440 nm. a∗CDOM (λ)
is actually the CDOM absorption spectrum normalized to the signal at 440 nm. It is assumed
(e.g., Morel 1988) that biogenic variables covary with Chl. In order to maximize the spectral
information content of both measurements, the scattering to absorption ratio is used:
b(λ)
a(λ) =
b∗ph(λ) · Chl + b∗nd(λ) · TSSnd + bw(λ)
a∗ph(λ) · Chl + a∗bd(λ) · Chl + a∗nd(λ) · TSSnd + a∗CDOM (λ) · CDOM + aw(λ)
(4.5)
The equation can be simplified, grouping terms to Chl, TSSnd, and CDOM , as follows:
[b(λ)a∗ph(λ)− a(λ)b∗ph(λ) + b(λ)a∗bd(λ)] · Chl + [b(λ)a∗nd(λ)− a(λ)b∗nd(λ)] · TSSnd+ (4.6)
+[b(λ)a∗CDOM (λ)] · CDOM = −b(λ)aw(λ) + a(λ)bw(λ)
The total absorption and scattering coefficients, a(λ) and b(λ), the SIOPs and the absorption
and scattering of pure water, aw(λ) and bw(λ), are all known. aw(λ) and bw(λ) are taken
from Pope & Fry (1997) and Morel (1974), respectively. These coefficients are also added to
the ac-9 measurements to obtain the total absorption and scattering coefficients, a(λ) and
b(λ). The chlorophyll, nonbiogenic detrital suspended sediments and CDOM concentrations
(Chl, TSSnd and CDOM respectively), are unknowns and are found by minimizing least
squares for n wavelengths, where n ≥ 3. In this case, the system is formed by 9 equations
(n = 9), corresponding to the nine available ac-9 wavebands. For oceanic waters (Case I
waters) where the optical properties are dominated by algae and covarying materials, the
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inversion model is reduced to two unknowns: Chl and CDOM.
4.2.2 Practical implementation of the spectral deconvolution model
In Case 1 waters it is assumed that the nonbiogenic detrital components of absorption and
scattering are negligible. Consequently, for Case 1 waters, non-algal particulate absorption,
anap(λ), measured using bleached filter pads is classed here as biogenic detrital absorption,
abd(λ), and is assumed to correlate with Chl (and is demonstrated as such later). The
corresponding SIOP, a∗bd(λ), can therefore be determined by simple linear regression. In Case
2 waters anap(λ) is assumed to have both biogenic and nonbiogenic components. However,
the biogenic component can be established from associated Chl and Case 1 estimates of
a∗bd(λ) and the nonbiogenic component of NAP absorption is then given by
and(λ) = anap(λ)− a∗bd(λ) · Chl (4.7)
A similar argument allows partitioning of the Case 2 particulate scattering coefficient, bp(λ),
into biogenic and nonbiogenic components using
bnd(λ) = bp(λ)− b∗ph(λ) · Chl (4.8)
where the chlorophyll-specific phytoplankton scattering coefficient, b∗ph(λ), is previously de-
termined for Case 1 waters using linear regression of bp(λ) against Chl, and includes con-
tributions for all biogenic particles found in Case 1 waters. Finally, it is necessary to relate
these two nonbiogenic detrital IOPs to the nonbiogenic detrital mass concentration, TSSnd.
Unfortunately this cannot be directly measured. In Case 1 waters, the total suspended solids
concentration, TSS, can be assumed to be biogenic in origin, while in Case 2 waters there
will also be a nonbiogenic component. Whilst combustion of filtered material to give min-
eral suspended solids, MSS, will remove the organic content, it will leave biogenic minerals
such as diatom frustules on the filter paper. In this case it is suggested that establishing a
relationship between TSS and Chl for Case 1 waters permits subsequent estimation of the
biogenic component of TSS for Case 2 waters using
TSSnd = TSS − TSS∗bd · Chl (4.9)
This partitioning approach has previously been successfully demonstrated for this data set
by Bengil et al. (2016), who used this data set to establish a bio-optical model for the Lig-
urian Sea, adopting full non-linear fits to maximize the range of compatibility. In this paper,
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however, it is necessary to limit the analysis to linear fits between IOPs and constituent
concentrations as the deconvolution model is solved as a system of linear equations. An ad-
vanced version, incorporating non-linear SIOP models is planned for the future, but requires
significantly more complex mathematical solving processes.
4.2.3 Propagation of measurement uncertainty
A key benefit of the proposed spectral deconvolution approach is the computational simplicity
of solving a system of linear equations. At the same time, there is a need to consider
how uncertainties in both IOPs and SIOPs propagate through the model and the system is
sufficiently complex that an analytical approach is unattractive. Under these circumstances it
is suggested that statistical bootstrapping is an efficient means of assessing the propagation of
errors. To do this it is necessary to establish uncertainty estimates for both IOPs and SIOPs,
taking care to consider both the magnitude and the nature (e.g. absolute vs fractional) of the
uncertainties. Once these are available, it is a simple matter of injecting randomly distributed
errors into observations and repeatedly solving the system of equations to build up statistical
distributions of constituents. The final outcome is a set of constituent concentrations that
are quantified as a best estimate (median) and associated uncertainty (standard deviation of
the bootstrap distribution). The ability to rapidly establish associated uncertainties in the
constituent concentrations is a particularly useful aspect of this approach.
4.3 Materials and Methods
4.3.1 Field data
Sampling was performed at 36 stations in the Ligurian Sea, off the northwest coast of Italy,
between 13th and 26th March 2009 on the RV Alliance during the BP09 cruise. Stations can
be classified in two different groups according to location: offshore and onshore with 12 and
24 stations, respectively (Fig. 4.1). The first group was characterized by deep (up to 2500 m)
oceanic waters where a spring bloom was occurring, whereas the second group belonged to
the shallow coastal region, ranging from quite clear to turbid waters, including some stations
within the plume of the River Arno. More detailed information about the study area can
be found in McKee et al.(2014). At each station, vertical profiles of spectral absorption and
attenuation coefficients were measured and water samples were collected simultaneously at
different depths for later laboratory analysis.
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Figure 4.1: (a) Study area marked within box and (b) location of offshore (circles) and onshore
(squares) stations for the BP09 cruise. (c) MODIS standard Chl from 18th March 2009 shows a
bloom in the central region of the Ligurian Sea, northwest of Corsica. The high intensity “bloom”
on the Italian coast is actually a sediment plume from the River Arno, which is clearly identified
from (d) MODIS nLw667 from the same date.
4.3.2 In situ optical measurements
Vertical profiles of the total non-water absorption and beam attenuation coefficients were
measured in situ with a WET Labs 25-cm-pathlength ac-9 instrument operating at 9 wave-
lengths across the visible – NIR (412, 440, 488, 510, 532, 555, 650, 676, and 715 nm, 10
nm FWHM) and data were averaged over 1-m depth intervals. AC-9 measurements were
calibrated during the cruise with ultrapure water (Milli-Q, Millipore) and the salinity and
temperature dependence of pure water were corrected in all samples (Pegau et al. 1997) using
data from a Seabird SBE 19 plus CTD. The proportional correction by Zaneveld et al. (1994)
was used to correct AC-9 absorption data for scattering collection errors. In situ backscatter-
ing measurements were made with a BB9 backscattering meter (WET Labs Inc.) operating
at 412, 440, 510, 532, 595, 660, 676, 715 nm. BB9 data were linearly interpolated where
necessary to match AC-9 wavelengths and were corrected for temperature, salinity and path
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length absorption effects in line with the manufacturer’s instructions. Total scattering b was
derived from c – a. Note the c measurement has an acceptance angle of 0.93 degrees, so these
c and b parameters do not include scattering in the 0 to 0.93 degree solid angle. The AC-9
and BB9 were deployed simultaneously, measuring IOPs from the surface to the maximum
depth possible in shallow stations or down to a maximum of 100 m for deeper stations.
4.3.3 Laboratory measurements
The absorption of all dissolved and suspended components minus water was measured using
a Point Source Integrating Cavity Absorption Meter (PSICAM) (Röttgers & Doerffer 2007,
Röttgers et al. 2005). This instrument has previously been extensively validated and has been
shown to provide high accuracy (±2%) absorption coefficients across a wide range of water
conditions. A 1 m liquid waveguide capillary cell (LWCC) with an Ocean Optics USB2000
mini-spectrometer was used to measure absorption by CDOM. This instrument is somewhat
faster to operate than the PSICAM and provides noise range of ±0.0001m−1 (95% Prediction
Interval) at 532 nm. In both cases, measurements were made against fresh Milli-Q references
and all samples were corrected for the effects of salinity and temperature on water absorp-
tion (Röttgers & Doerffer 2007). From this pair of measurements particulate absorption,
ap(λ), was derived by subtraction of CDOM absorption, aCDOM , from PSICAM non-water
absorption, aPSICAM . Total particulate absorption, ap(λ), was measured using the quanti-
tative filter pad method. Samples were placed directly in front of the optical windows of a
Shimadzu UV-2501 PC spectrophotometer. Absorption by phytoplankton, aph(λ), was de-
termined by bleaching samples, measuring the absorption of non-algal particles, anap(λ), and
subtracting this from ap(λ). Pathlength amplification factors and scattering offset corrections
were determined using a linear regression approach (Lefering et al. 2016) and corresponding
PSICAM ap(λ) data. The resulting filter pad corrections were subsequently applied to both
bleached and unbleached filter pad absorption spectra. Chlorophyll concentration was mea-
sured using standard HPLC measurements on samples filtered through GF/F filters, stored
in liquid nitrogen and transported to laboratories for later analysis. Chl data presented here
were collected by colleagues from Management Unit of the North Sea Mathematical Models
(MUMM). Triplicate HPLC samples were analyzed by the Marine Chemistry Laboratory of
the MUMM using a reversed phase, acetone-based method with a C18 column and a Jasco
FP-1520 fluorescence detector. In this chapter Chl refers to the chlorophyll a concentration
and does not include contributions from other pigments. Total suspended solids concentra-
tions (TSS) were obtained by colleagues from MUMM by filtering samples through pre-ashed,
rinsed and pre-weighed 47mm GF/F filters. Samples were rinsed with several aliquots of ul-
trapure water, taking care to rinse the edge of the filter to minimize salt retention. Filters




Having established a conceptual framework for the spectral deconvolution approach, the aim
of what follows is to demonstrate the feasibility of its parameterization and then to establish
theoretical and practical performance. The stages of model development are therefore:
1. Determine an appropriate water classification scheme for the Ligurian Sea data set to
support partitioning of IOPs and TSS.
2. Determine spectral SIOPs required for incorporation into Eq. 4.4. In the same process,
determine associated SIOP uncertainties for inclusion into bootstrapping.
3. Establish theoretical performance for the deconvolution approach using a synthetic data
set and bootstrapping to determine the effect of measurement uncertainty propagation.
4. Establish practical performance using the set of in situ IOPs and associated biogeo-
chemical data from the Ligurian Sea.
5. Demonstrate ability to convert AC-9 depth profiles into constituent concentration depth
profiles.
4.4.1 Water type classification
The Ligurian Sea data set consists of two geographically separated subsets. The offshore
data set was collected in deep oceanic waters that are assumed to be Case 1 optically. The
onshore data set crosses the continental shelf into coastal waters where the influence of
nonbiogenic material becomes significant and the water fits a Case 2 classification. Across
the entire data set Chl varied between 0.29 mg ·m−3 and 3.31 mg ·m−3, TSS varied from
0.13 mg · l−1 to 3.77 mg · l−1, and CDOM varied from 0.01 to 0.1 m−1 (at 440 nm). The
distinction in optical and biogeochemical properties between onshore and offshore waters is
illustrated in Fig. 4.2. Offshore stations show significantly lower particulate backscattering
ratios (Fig. 4.2-a) and also lower values of TSS:Chl, both reflecting the increased significance
of nonbiogenic particles for onshore stations. A best-fit linear regression forced through the
origin provides an estimate of TSS∗bd required for Eq. 4.9. Although there is significant
spread in the data, the dashed lines provide 95% confidence intervals for this value. The
question then is to what extent can this relationship be expected to work for the biogenic
component of the onshore particulate population? This will largely be determined by the
consistency of the phytoplankton population across the two subsets of data. Figure 4.3-a
shows 440 nm normalized phytoplankton absorption spectra for the entire data set. There
is remarkably little variability in the shape of these spectra, supporting the idea that the
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phytoplankton properties are relatively consistent across both subsets. In this case it seems
reasonable to assume that the broader biogenic properties are likely to be similarly consistent.
Based on this, it will be reasonable to determine chlorophyll specific absorption coefficients
for phytoplankton, a∗ph(λ), using the entire data set. Similarly, Figure 4.3-b shows 440
nm normalized CDOM absorption spectra for the entire data set, with very little obvious
difference in spectral structure across the data set. Based on this it is also reasonable to use
the entire data set to establish a single normalized CDOM absorption spectrum, a∗CDOM (λ).
Figure 4.2: (a) Particulate backscattering against particulate scattering at 532 nm and (b)
Chl against total suspended matter concentration (TSS) for all the stations from Ligurian Sea.
Offshore and onshore stations marked with green squares and red circles, respectively. Black solid
and dashed lines represent the best fit line forced through origin and ±95% confidence bounds.
Figure 4.3: (a) Phytoplankton absorption spectra normalized at 440 nm show very little spectral
variability across the entire data set. (b) 440 nm normalized CDOM spectra are also very
consistent across the entire data set.
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4.4.2 Determination of SIOPs and associated uncertainties
The set of material-specific absorption and scattering coefficients required to populate the
spectral deconvolution model (Eq. 4.6) was derived by linear least squares regression of
partitioned IOPs against associated constituent concentrations from surface water samples
(Fig. 4.4). Regressions were applied for each available wavelength and were forced through
the origin to avoid the complicating influence of statistical offsets. Following McKee et al.
(2009), the regression slopes were taken as the optimal SIOP values, and the 95% confidence
intervals in these slopes, CI95%, were considered to represent the uncertainty in each SIOP.
CI95% were calculated as 1.96σ and were included in the inversion procedure to quantify the
product uncertainties.
Figure 4.4: Material-specific IOPs with 95% confidence bounds obtained by linear regression:
(a) Chl-specific phytoplankton absorption – full data set, (b) CDOM absorption normalized at
the signal at 440 nm – full data set, (c) Chl-specific biogenic detrital absorption – offshore data
set, (d) Chl-specific phytoplankton scattering – offshore data set, (e) TSSnd-specific nonbiogenic
detrital absorption coefficient – onshore data set, and (f) TSSnd-specific nonbiogenic detrital
scattering coefficient – onshore data set.
As there does not appear to be significant variability in the spectral structure of aph(λ) or
aCDOM (λ) across the data set (Fig. 4.3), the corresponding SIOPs could be derived using
both the Case 1 and Case 2 parts of the data set (Figs. 4.4-a,b). Coefficients of determination
(R2) for a∗ph(λ) were 0.9 on average. 95% confidence intervals varied across the spectrum but
were generally narrow (maximum ∼ 0.01 m2mg−1) and represented less than fifteen percent
of the slope value for λ < 700 nm. This linearly derived single a∗ph(λ) spectrum can be
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justified by noting that Chl varied from 0.3 to 3.3 mgm−3 and that over this range the power
law function proposed by Bricaud et al. (1995) can reasonably be approximated with a linear
function. Linear regressions for a∗CDOM (λ) had an average R2 = 0.95 with CI95% < 5% of
corresponding signal for the majority of wavelengths.
Biogenic detrital absorption and chlorophyll– specific scattering SIOPs were derived using
data from offshore stations only, assuming that these were effectively Case 1 waters. Figures
4.4-c and 4.4-d show a∗bd(λ) and b∗ph(λ) respectively, obtained by regression of anap(λ) and
bp(λ) against Chl for the offshore data set. Coefficients of determination for a∗bd(λ) were >
0.85 for λ < 500 nm but decreased with increasing wavelength. This is a natural consequence
of the signal decreasing with wavelength. 95% confidence intervals for a∗bd(λ) were broadly
constant at approximately ±0.002 m2mg−1 across the spectrum. A small peak centered
on 676 nm indicates the presence of residual quantities of algal pigment due to imperfect
bleaching of filters. The b∗ph(λ) spectrum shows features associated with anomalous dispersion
around pigment absorption peaks. Coefficients of determination were > 0.93 across the
spectrum and CI95% were consistent across the spectrum at ±0.4 m2mg−1.
The nonbiogenic component of total suspended solids concentration (TSSnd) for onshore sta-
tions was obtained using Eq. 4.9 and the value of TSS∗bd obtained from Fig. 4.2-b. Similarly,
nonbiogenic components of detrital absorption, and(λ), and particulate scattering, bnd(λ),
were obtained for onshore stations using Eqs. 4.7 and 4.8 and biogenic SIOPs determined
for offshore stations. Nonbiogenic detrital SIOPs, a∗nd(λ) and b∗nd(λ), were obtained by corre-
lating associated IOPs with TSSnd. Figure 4.4-e shows the resulting a∗nd(λ) spectrum, with
the signal decreasing approximately exponentially with wavelength as expected, though there
is a small, broad feature around 480 nm that might be imperfect pigment bleaching or, alter-
natively an unknown mineral absorption feature. Despite the additional level of processing
required to reach this stage, the coefficient of determination gave an average R2 = 0.84 across
all wavelengths. CI95% values decreased with increasing wavelength with maximum values
of ∼ 0.01 m2g−1 in the blue. b∗nd(λ) was featureless and showed only a small decrease with
wavelength (Fig. 4.4-f). However this masks the fact that this set of regressions returned the
lowest coefficients of determination with average R2 > 0.75 across the spectrum. Normalized
nonbiogenic detrital scattering spectra showed a broader range of spectral variability than
any of the other IOPs in this data set. CI95% values were spectrally invariant however, with
an average value of ±0.15 m2g−1.
4.4.3 Spectral deconvolution model sensitivity analysis
The spectral deconvolution model represented by Eq. 4.6 is a system of linear equations
operating on spectrally dependent IOPs and SIOPs to retrieve three unknown constituent
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concentrations: Chl, TSSnd and CDOM . In the case of AC-9 data, there are nine available
spectral bands, providing an overdetermined system of equations that can nevertheless be
easily solved in Matlab (The Mathworks, Inc.) using the mldivide operator that provides a
least squares solution. This approach enables exploitation of all of the spectral information
provided by the AC-9 sensor combination. The aim of this sensitivity analysis is to establish
basic algorithm performance in the case of perfect input data and then to determine the
impact of measurement uncertainties (and other sources of variability). By its nature, this
is an open-ended problem so the analysis will be restricted to set ranges of constituent
concentrations and a single set of measurement uncertainty ranges.
Synthetic IOPs were generated based on SIOPs derived in the previous section and different
combinations of constituent concentrations according to Eqs. 4.3 and 4.4. The synthetic IOP
data set comprised 1000 absorption and scattering coefficient spectra modeled using log-
spaced constituent concentrations between the ranges shown in Table 4.1. AC-9 measurement
uncertainties were modeled as normally distributed random values with a standard deviation
σ = ±0.0025 m−1 corresponding to the manufacturer’s estimates of the instrument precision
(±0.005 m−1). These errors were assumed to be absolute in magnitude (consistent with
McKee et al. (2009)) and random with wavelength, so a separate error was generated for
each wavelength and measurement of absorption and attenuation. Uncertainties in SIOPs
were expressed as normally distributed random errors within the range ±5%. This arbitrary
value was selected as being broadly representative of the 95% confident intervals obtained
from linear regressions in the previous section. A relative error was selected for the SIOPs to
reflect the apparent dependence on signal observed in e.g. Fig. 4.4-a. Note, however, that this
is a simplification only used for this sensitivity analysis. For each combination of constituents,
1000 sets of IOPs with randomly generated errors were created and propagated through the
deconvolution model to produce distributions of constituent concentration estimates. The
median minus the input value was used to quantify the offset error while the spread in the
retrieved values was expressed as the standard deviation of the output distributions.
Table 4.1: Constituent concentration ranges used in the generation of the synthetic IOP data
set.
Constituent Min Max
Chl (mg ·m−3) 0.01 100
TSSnd (g ·m−3) 0.1 100
CDOM (m−1) 0.01 10
The magnitude of the offset error was typically of the order of 10−2-10−3 (relevant units
for each parameter) and only increased to significant levels when each constituent reached
the very highest end of the ranges outlined in Table 4.1. For the constituent concentration
ranges in the Ligurian Sea data set, the offset error can be assumed to be negligible. Fig. 4.5
82
Chapter 4
shows the spread and offset errors in retrieval of Chl for all combinations of constituent
concentrations for three different scenarios: (a and b) zero error in both IOPs and SIOPs,
(c and d) zero error in IOPs and 5% error in SIOPs, and (e and f) σ = ±0.0025 m−1 error
in IOPs and zero error in SIOPs. Retrieval of constituents when the input errors are zero
(Figs. 4.5-a,b) is effectively perfect for the synthetic data set. This is to be expected and
is merely confirmation that the Matlab mldivide operator is successfully dealing with the
overdetermined system of equations. Introducing relative errors into the SIOPs and absolute
errors into the IOPs impact differently on the distribution of retrieved Chl. The effect of
a 5% relative error in SIOPs results in a spread error distribution that effectively scales
with the magnitude of the constituent concentrations, though CDOM does not appear to
be particularly significant (Fig. 4.5-c). Introduction of the 5% SIOP error results in offset
errors in the distribution of output Chl values that increase as the concentration gets smaller
and, somewhat unexpectedly, are skewed towards underestimates (Fig. 4.5-d). The effect
of an absolute error in IOPs, on the other hand, is more evenly spread and potentially
more significant at low concentrations for both spread and offset errors (Fig. 4.5-e,f). The
salient point is that it is essential that both the magnitude and the nature (i.e. absolute
vs relative) of errors is established in order to understand their impact on this kind of
deconvolution approach. Combining both IOP and SIOP uncertainties leads to spread error
distributions for each constituent that broadly scale with the magnitude of the corresponding
constituent concentration (Fig. 4.6-a,-c and -e). Interestingly, the effect of combining IOP
and SIOP errors is for offset errors to be reasonably uniformly spread around the 1:1 line
and to become significant only at low concentrations of each constituent (Fig. 4.6-b,-d and
-f). Combining IOP and SIOP errors in the deconvolution method results minimum and
maximum spread (σ) and offset errors shown in Table 4.2. Both spread and offset errors are
maximal when associated input concentrations are highest. So although these are in some
cases large absolute values, in relative terms they are all less than 10% and in many cases
much less than 1%. On the other hand, the apparently small values of minimum spread errors
in Table 4.2 correspond to low input concentrations and actually represent significant relative
errors, up to almost an order magnitude in the case of Chl. Overall, it seems reasonable that
relative errors in constituent retrieval should increase as the contribution of that constituent
to the formation of the optical signals diminishes. The retrieval of Chl at low concentrations
appears to be significantly worse than for the other constituents. However, this really reflects
the fact that the simulations have been performed for concentration combinations where the
contribution of Chl to the formation of optical signals is almost insignificant: there is no
reason to expect that such small contributions can be efficiently resolved, and this level of
performance is therefore entirely within reason.
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Table 4.2: Minimum and maximum standard deviations (σ) and offset errors of the retrieved
variables obtained from the inversion of simulated IOPs.
Constituent Min σ Max σ Max Offset error
Chl (mg ·m−3) 0.08 5.02 0.47
TSSnd (g ·m−3) 0.047 9.32 0.68
CDOM (m−1) 0.0029 1.41 1.28
Figure 4.5: Chl standard deviation distributions for the synthetic IOP data set incorporating:
(a) zero error in both IOPs and SIOPs, (b) zero error in IOPs and 5% error in SIOPs, and (c)
σ = ±0.0025 m−1 error in IOPs and zero error in SIOPs.
4.4.4 Inversion of in situ IOPs at sample depths
The IOP inversion model was applied to in situ AC-9 measurements collected close to the sea
surface. Since the SIOPs were previously determined using the same surface water samples,
this analysis is not a rigorous test of model performance but does allow determination of how
well the single set of linearly derived SIOPs represents the optical properties of the data set.
As offshore and onshore stations were considered as Case I and Case II waters respectively, the
inversion procedure was implemented separately to both data subsets. For Case I waters,
the term related to TSSnd in Eq. 4.6 was neglected, leaving only Chl and CDOM as the
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Figure 4.6: Spread and offset error distributions for Chl (a and b), TSSnd (c and d), and
CDOM (e and f). Results for IOP inversions with σ = ±0.0025 m−1 error in IOPs and 5% error
in SIOPs.
model unknowns. The full set of terms in Eq. 4.6 was used in the inversion procedure
for Case II waters. The bootstrap method was used to estimate uncertainties in retrieved
biogeochemical variables by including random noise with σ = ±0.0025 m−1 for the IOPs,
using the observed 95% confidence intervals for the SIOPs and repeating each calculation
1000 times to build statistically sound distributions. Figs. 4.7 and 4.8 show the comparison of
retrieved and measured biogeochemical variables for Case I and II water types. The error bars
are standard deviations of the bootstrap distributions. For Case I waters (Fig. 4.7) modeled
Chl and CDOM were both distributed around the 1:1 line with RMSE of 0.58 mgm−3 and
0.008 m−1 respectively. In both cases, the error bars from bootstrapping were generally
insufficient to explain the deviation from 1:1 which suggests that either there has been an
underestimation in the magnitude of errors in the input IOPs or there is an as yet unknown
factor that needs to be accounted for in the inversion procedure. The agreement between
modeled and measured variables declined slightly (see RMSE values in Table 4.3) when
the inversion was applied to the optically complex onshore stations (Fig. 4.8). The model
tended to simultaneously overestimate Chl and underestimate TSSnd, while CDOM retrieval
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was generally closer to the 1:1 line but was also slightly overestimated as its concentration
increased. RMSE errors for the retrieval of Chl, TSSnd and CDOM using the in situ IOP
data set are given in Table 4.3. Note the increase in the magnitude of the Chl and CDOM
errors and introduction of systematic deviations from the 1:1 line moving from the Case
I to Case II model, presumably reflecting the influence of including the additional TSSnd
parameterization in the Case II version. The introduction of systematic errors for Case II
retrievals, where there appears to be some sort of mutual compensation in the recovery of
each parameter, requires particular further attenation and is discussed in more detail later.
Table 4.3: RMSE errors obtained from the inversion of in situ AC-9 measurements of offshore
and onshore stations from Ligurian Sea.
Constituent Case I (offshore) Case II (onshore)
Chl (mg ·m−3) 0.58 0.61
TSSnd (g ·m−3) − 0.35
CDOM (m−1) 0.008 0.02
Figure 4.7: Comparison of retrieved versus measured (a) Chl and (b) CDOM for offshore
stations (Case I waters model). The error bars are standard deviations of bootstrap distributions.
4.4.5 Deconvolution of vertical IOP profiles
The inversion model was applied to depth profiles of in situ AC-9 measurements collected at
the onshore stations. The retrieved vertical structures of Chl, TSSnd and CDOM with asso-
ciated uncertainties are shown in Figs. 4.9, 4.10 and 4.11. Results from laboratory analyses of
discrete water samples (including deep samples not previously used for SIOP generation) are
also presented for validation with the modeled constituent concentrations. Chl and CDOM
profiles are broadly consistent with measured values through the water column, though this
agreement generally declined for the shallower stations. Measured TSSnd data were only
available for surface waters, which therefore precludes the possibility of validating the verti-
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Figure 4.8: Comparison of retrieved versus measured (a) Chl, (b) TSSnd and (c) CDOM for
onshore stations (Case II waters model). The error bars are standard deviations of bootstrap
distributions.
cal distributions of this variable. It is interesting to note, however, that the shallower stations
show characteristic increases in TSSnd towards the sea bottom, consistent with resuspension
of sediment near the sea bed. Furthermore, deeper stations (close to or even over the shelf
edge) exhibited a homogeneous vertical distribution and consistently low values of TSSnd





Figure 4.9: Chl depth profiles from onshore stations in the Ligurian Sea retrieved from the inversion of AC-9 measurements. Retrieved values






Figure 4.10: TSSnd depth profiles from onshore stations in the Ligurian Sea retrieved from the inversion of AC-9 measurements. Retrieved values






Figure 4.11: CDOM depth profiles from onshore stations in the Ligurian Sea retrieved from the inversion of AC-9 measurements. Retrieved values





The spectral deconvolution approach developed here is built on a simple four component bio-
optical model (water, phytoplankton, mineral or nonbiogenic particles, and CDOM) that is
conceptually as close to a standard model for Case II as currently exists. The deconvolution
method seeks to exploit all of the spectral information that an AC-9 instrument is able to
provide and it has been shown that in the case of a perfect data set it is capable of returning
essentially perfect estimates of the required biogeochemical concentrations (Fig. 4.5-a). Of
course it is expected that real data sets will contain measurement uncertainties, and it has
been shown using a synthetic IOP data set that the effect of introducing such uncertainties
into the deconvolution process is primarily to introduce a spread error into the results, with
offset errors being found to be practically negligible in comparison. If the proposed bio-
optical model is a reasonable representation of the natural system, one might hope, therefore,
to observe retrieved biogeochemical constituents that have a spread centered on the 1:1 line
when plotted against real sample data. Indeed this is the case for the Case I data set (Fig. 4.7)
where both Chl and CDOM retrieved values are scattered around the 1:1 line. However, the
Case II retrievals (Fig. 4.8) deviate from this scenario and show trends towards over and
under-estimation for different parts of the data set. Given that the deconvolution approach
has been shown to perform well for an internally consistent synthetic data set, and to be
relatively tolerant to the effects of IOP and SIOP measurement uncertainties, at least in
terms of offset errors, the question that arises is: what is the source of these trends away
from the 1:1 line within the Case II data set? There are a number of factors that could
potentially influence the performance of the deconvolution approach.
The deconvolution approach was built upon an assumption that partial IOPs could be ex-
pressed as linear products of the relevant SIOPs and constituent concentrations (Eqs. 4.3
and 4.4). It is well known, however, that there are a variety of factors that may influence
such relationships in practice, with the phytoplankton pigment packaging effect perhaps be-
ing the best known (Bricaud et al. 1995). The model may therefore be insufficient in its
representation of such effects. This is true and a nonlinear version of the approach could be
developed but would have to incorporate more sophisticated solution methods. In fact this
is anticipated as an area for future research effort. However, the fact that the Case I results
are spread around the 1:1 line suggests that this might not be the missing factor as it would
be expected to influence both data sets. The influence of changes in pigment packaging on
SIOPs is most likely to be significant for data sets that extend from truly oligotrophic to
eutrophic waters and span a broader range of Chl concentrations than is the case here.
Quantification and propagation of measurement uncertainties of IOPs and SIOPs also may
not be optimal. In an earlier study (McKee et al. 2009) the range of measurement uncer-
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tainty for AC-9 particulate scattering was found to be significantly greater (∼ x4) than the
σ = ±0.0025 m−1 used here. Increasing this uncertainty estimate would increase the range of
the error bars for each constituent retrieval, but would not significantly affect the central po-
sition of the output distribution. Therefore it does not explain the systematic deviation from
1:1 observed for the Case II data set. The linear regression approach to deriving SIOPs has
previously been shown to mitigate the impact of individual uncertainties in IOPs and con-
stituent concentrations (McKee et al., 2014). Errors in measured constituent concentrations
have not been directly addressed above, but are surely a significant factor in determining the
spreads observed in Figs. 4.7 and 4.8. Again, however, it is unclear how this would generate
the systematic deviations observed for the Case II data set.
This then requires a more fundamental problem to be addressed. The underpinning bio-
optical model assumes three non-water components whose optical properties must be con-
sistent across the relevant data sets. This appears to be a reasonable proposition for both
the Chl and the CDOM components as (a) single linear regressions of aph(λ) vs Chl and
aCDOM (λ) vs aCDOM (440) provide high coefficients of determination, and (b) the retrieval
of both constituents in Case I waters is not biased from the 1:1 line. This leaves the non-
biogenic particulate material as a prime suspect. It was noted above that normalized non-
biogenic detrital scattering spectra showed a broader range of spectral variability than any
of the other IOPs. This data is shown in Fig. 4.12. It can be seen that whilst the b∗nd(λ)
spectrum (Fig. 4.4-f) does capture the most commonly occurring spectral dependency, there
is in fact a fairly wide range of spectral variability in this parameter that is not adequately
addressed by single SIOP spectrum. Considering the location of Case II stations and the
position of the Arno Plume (Figs. 4.1-b,d), it is possible that there are two (possibly more)
nonbiogenic particle types in this region perhaps corresponding to plume and benthic sedi-
ment populations. Failure to adequately parameterize this level of population complexity has
the potential to disrupt the retrieval of not only TSSnd, but also Chl and CDOM through
compensation effects.
4.6 Conclusions
The conceptual framework of a novel and simple spectral deconvolution approach has been
developed and shown to perform well in theory with idealized data and within quantifiable
boundaries for data subject to realistic measurement uncertainties. For both Case I and
Case II waters, the approach returns estimates of biogeochemical variables that are broadly
consistent with the RMSE predictions from the earlier analysis of synthetic data. However
the performance in Case II waters is marred by apparent tendencies to deviate from the 1:1
line that are inconsistent with the synthetic data set predictions. The most likely source of
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Figure 4.12: The nonbiogenic detrital scattering coefficient, bnd(λ), normalized at 440 nm shows
considerable spectral variability that is potentially due to mixing of variable concentrations of
two or more sub-populations.
unforeseen error is in the parameterization of the nonbiogenic particle population which in
this case is potentially influenced by the presence of material associated with the River Arno
plume as well as marine sediments. Whilst the overall model performance is encouraging
in terms of RMSE errors, and provides potentially valuable new capability for converting
IOP profiles into biogeochemical depth distributions, this study highlights the need to fully
capture all of the optically significant and distinct components in a given system. The
spectral deconvolution approach developed here could easily accommodate extension of the
simple four component model to include additional components. Adding further spectral
IOP information through e.g. moving from AC-9 to AC-S data (9 to 70+ wavelengths) could
potentially extend the capacity to resolve such additional components. However, the limit-
ing factor is likely to be ability to determine the SIOPs of additional components. The IOP
and constituent partitioning approach used in this study is less easily extended to include
resolution of additional components. Development of libraries of SIOPs for naturally occur-
ring sub-populations and generally developing a better understanding of the true variability
in SIOPs are both important future steps that would support further development of this
type of deconvolution approach, and facilitate transition from local as at present to global






The last chapter summarizes the major contributions of this thesis and describe potential
applications and the directions for future research.
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5.1 Summary of contributions
The overall aim of this thesis was to investigate new observational approaches based on in situ
measurements of beam attenuation coefficient to fulfill the urgent demand for sustained and
routine characterization of optically complex waters. With this purpose, this study explored
for the first time, the potential of advanced-technology transmissometers and exploited all
the information contained in the attenuation spectrum by means of two different approaches.
This thesis was conducted to address two general questions posed in Chapter 0, whose answers
are detailed as follow:
1. How much information of biogeochemical constituents can be retrieved from in situ
spectral beam attenuation measurements in optically complex waters?
It is well known that the magnitude of the beam attenuation coefficient at long visible
wavelengths responds to the concentration of particulate matter, whereas the spectral
slope is related to the particle size distribution slope and CDOM content. Furthermore,
we found that the attenuation peak at 685 nm -associated with red-band chlorophyll
absorption as result of anomalous dispersion- is highly correlated with the chl-a con-
centration. Thus, variations in particles and chl-a concentrations in an estuarine bay
were successfully detected based on spectral attenuation data. Given that CDOM was
the dominant water compound in this bay and complementary measurements of par-
ticle size distribution were available, the attenuation spectral slope was used to assess
variations in CDOM content. This last proxy should be considered with caution, due
to the inability to separate the contributions of CDOM and particulate attenuation
from the total non-water attenuation coefficient. Therefore, spectral beam attenuation
measurements have proven an effective tool to obtain an overview of changes and pat-
terns in the optically active constituents in complex waters, but it provided limited
information to retrieve more extensive and quantitative estimates. These capabilities
increased remarkably when including simultaneous measurements of the absorption co-
efficient. This allowed to satisfactorily and rapidly quantify the concentration of the
major non-water compounds (CDOM, chl-a and mineral suspended solids) as well as
to obtain the associated error bar estimates.
2. Can optical transmissometers provide a potential tool to address the actual needs of
high resolution and cost-effective observing systems for optically complex waters?
Advances in sensor technology have enabled to assess marine waters at time-spaces
scales which were not possible before and thus, to obtain previously unavailable envi-
ronmental information. For this reason, this kind of sensors offer a promising solution
to accomplish the current observational requirements for coastal environments. The
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results presented in this thesis depicted that the incorporation of advanced-technology
transmissometers in coastal observing platforms is worthwhile, because of the distinct
features of these devices and the useful biogeochemical information contained in the
attenuation spectrum. Nevertheless, as it was above mentioned, the combination of
these transmissometers with additional optical sensors (such as absorption meters) is
highly recommended in order to obtain more extensive and accurate environmental
information.
The work has yielded to three peer reviewed papers, which are the three main chapters of
this thesis. The goals set out at the beginning of this document were accomplished through
these three main Chapters.
5.1.1 Summary and contributions of Chapter 2: “Characterization of advanced-
technology transmissometers: performance and uncertainty analyses”:
• Recent advances in sensor technology has led to the development of a new generation of
optical transmissometers characterized by hyperspectral resolution, cost-effectiveness,
small size and low-power consumption. The operational capabilities of these devices
have therefore significantly improved, allowing their sustained and autonomous deploy-
ment aboard a variety of observing platforms. An example of this kind of sensors is
the recently commercially available VIS-Photometer VIPER (TriOS, GmbH), which is
the focus of this study.
• The distinct characteristics of these transmissometers have been achieved by using an
array of different LEDs as light source to provide a full visible-light spectrum and a
micro-spectrometer as detector. In the specific case of the first version of the VIPER
(TriOS, GmbH), this configuration was found to exhibit some limitations:
– The non-uniformity in the emitted light intensity and the open-path configuration
produced ambient light contamination under specific sea surface conditions.
– Spectral artifacts in the range 420 − 440 nm were frequently observed as result
of a poor temperature compensation of one of the integrated LEDs. It occurred
due to the specific mounting configuration of this LED (i.e. it is a SMD (Surface
Mounted Design) LED with ball lens) and the use of a single internal temperature
sensor.
– The detector acceptance angle is smaller than the divergence of the beam source
(0.8o and 1.33o, respectively), which implies that part of the light exiting the
source is not collected by the receiver.
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• Despite these limitations, VIPER provided reliable beam attenuation measurements in
coastal waters (with attenuation values higher than 1.6 m−1), as demonstrated from
the comparison with other transmissometers.
• The acquisition of high quality data is crucial to be able to obtain high quality re-
sults. For this reason, future versions of VIPER instrument should focus on solving
the observed limitations, in order to provide more accurate beam attenuation measure-
ments and extend its application to clearer waters. Furthermore, the development of a
detailed manual and a technical specification sheet would be also required.
5.1.2 Summary and contributions of Chapter 3: “Application of cost-
effective spectral beam attenuation measurements to assess changes and
patterns in biogeochemical variables in a coastal environment”:
• The spatial distribution and temporal variability of the major in-water constituents
(i.e. CDOM, Chl-a and suspended particles) were determined based on high-resolution
spectral beam attenuation measurements collected in situ with an advanced-technology
transmissometer in the estuarine waters of Alfacs Bay (NW Mediterranean).
• The combination of this optical measurement with physical (temperature and salinity)
and hydrodynamic variables (current velocity and direction) allowed a better under-
standing of the existing interactions between physical and biogeochemical processes in
Alfacs Bay.
• The analysis focused on three major spectral features of the beam attenuation coeffi-
cient (i.e. the spectral slope, the peak height observed at 685 nm and the attenuation
coefficient at 710 nm), which were successfully correlated with the three biogeochemical
variables (CDOM, Chl-a and total suspended matter concentrations, respectively).
• This approach allowed the qualitative detection of changes and patterns in the biogeo-
chemical variables, whereas it is insufficient to derive quantitative estimates due to the
numerous factors affecting the beam attenuation signal.
5.1.3 Summary and contributions of Chapter 4: “Quantitative estimates
of constituent concentrations in optically complex waters by means of
inversion procedure of in situ spectral attenuation and absorption mea-
surements”:
• Many coastal oceanographic applications such as water quality management require
the quantification of the major in-water constituents at wide range of time-space scales,
which involves that additional optical data beyond the beam attenuation are needed.
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• In order to quantitatively estimate the major in-water constituents, a novel and sim-
ple spectral deconvolution approach was developed using exclusively in situ spectral
attenuation and absorption measurements and local material-specific inherent optical
properties (SIOPs) as model inputs.
• The material-specific inherent optical properties were determined from natural samples
using a bio-optical model that differentiated between Case I and Case II waters and
used least squares linear regression analysis to provide optimal SIOP values.
• The inversion procedure consisted of a system of n linear equations (where n is the
number of wavelengths available in the absorption and attenuation meters), which
presented the advantage of avoidance of error amplification, as demonstrated from the
sensitivity analysis performed with synthetic data subject to realistic measurement
uncertainties.
• The model provided reasonably successful retrieval of constituent concentrations, al-
though deviations from 1:1 line were observed in the optically complex waters, which
probably derived from errors in the parameterization of the nonbiogenic particle pop-
ulation.
5.2 Applications and future research
This thesis presented two different beam attenuation-based approaches, which can be con-
sidered complementary. The use of cost-effective and compact transmissometers provides a
comprehensive overview of the heterogeneity -in terms of optically active constituents- of the
marine study area, allowing the determination of the time-space scales of variability of these
constituents and the better understanding of the physical and biogeochemical interactions.
This information is highly valuable to define the optimal sampling strategy (e.g. the location
of the sampling stations or the sampling frequency) which can be adopted for the second pro-
posed approach based on sophisticated and widely validated dual spectrophotometers. Using
these instruments, the inversion procedure of absorption and attenuation data is performed
to derive quantitative estimates of the major in-water constituents, which are greatly needed
for water quality managers and the oceanographic community.
In terms of future work, the following points describe some ideas to consider for further
investigations:
• The application of cost-effective and compact transmissometers for analyzing changes
in the concentration of optically active constituents in coastal regions requires com-
plementary measurements of 0.2 µm filtered seawater for proper CDOM characteri-
zation. Thereby, in the case of transmissometers with open-path configuration, the
99
Chapter 5
installation of a flow tube (with the corresponding cartridge filter and water pump)
is greatly needed. Otherwise, the development of optical transmissometers covering
the UV-visible spectral regions could be worthwhile, because of the particularly im-
portant contribution of CDOM absorption in the UV wavebands. Both methods seek
to separate CDOM absorption from the bulk attenuation in order not only to analyze
the CDOM content reliably, but also to derive useful information of the particle size
distribution from the particulate attenuation spectral slope.
• The correlation found between the attenuation 685nm-peak and the Chl-a concentration
in Alfacs Bay should be further explored due to the novelty and potential of this
proxy. Therefore, a more extensive dataset should be used, covering a wider range
of Chl concentrations and including different physiological states and composition of
phytoplankton, in order to determine the reliability of this approach.
• The improvement in the IOPs inversion model performance in optically complex wa-
ters requires a better characterization of the material-specific IOPs (SIOPs), that are
specific for each study area. With this purpose, it is necessary a better understanding
of the true variability in SIOPs and the development of libraries of SIOPs for naturally
occurring sub-populations. Furthermore, a nonlinear version of this approach could be
developed in order to account for the nonlinearity between some of the material-specific
IOPs and the corresponding constituent concentrations (e.g. the phytoplankton-specific
absorption coefficient).
• As future perspectives, it is expected that the rapid technological advances will lead
to considerably improved sensor features, including significant lower prizes and power
consumption and reduced sizes, which indeed will improve the capabilities of these
sensors. Furthermore, absorption meters with similar characteristics as the advanced
transmissometers will be also developed. In fact, the recently-developed OSCAR ab-
sorption meter (from TriOS GmbH) fulfills these specific characteristics. This therefore
allows to merge the two approaches presented here into one, since the estimation of the
major in-water constituents concentrations in complex waters could be carried out by
means of advanced-technology and cost-effective IOPs devices.
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