Indoor scene analysis is important for some applications, such as augmented reality. Specifically, we confine the indoor scene analysis problem to two aspects: reconstructing the geometry and understanding the observed element. Traditional analysis methods focusing on 2D RGB images are limited because of the lack of stereo measurements, and thus RGBD-based indoor scene analysis has received wide attention. However, geometric analysis and semantic analysis have been treated as two separate problems in most recent works, leaving scene analysis incomplete. In our work, we combine a deep network architecture with a 3D online reconstruction algorithm and propose a complete pipeline to simultaneously analyse the indoor scene from the geometric level and the semantic level. We take a live depth camera as input and consider the scene analysis as two steps. The first step estimates the camera pose and labels scene objects for a single view. The second step fuses the scene objects into an integrated map for a global view. Specifically, we first transfer the input frame to geometric maps and propose a structural constraint iterative closest point (SC-ICP) algorithm for camera tracking. Then, we propose a structural constraint recurrent neural network (SC-RNN) to generate a semantic map for each frame. Finally, the geometric maps and semantic maps from multiple viewpoints can be fused into a complete model according to the camera pose. Our method can improve the accuracy of camera pose estimation and significantly analyse 3D indoor scenes consisting of high-quality geometric details and rich semantic information. It is noteworthy that our method can meet real-time requirements with frame rates of ≈25 Hz.
I. INTRODUCTION
Indoor scene analysis aims to enable computers to understand the scene and humans, which is important for some interaction tasks, such as augmented reality or robot perception. Traditionally, 2D images are collected to analyse the underlying description, but complete and accurate analyses are limited due to a lack of stereo information. With the popularity of depth cameras, depth images have emerged as new data sources that measure reliable distance and make real-time 3D geometric scene reconstruction possible. Subsequently, indoor scene analysis based on RGBD images has received considerable attention. The comprehensive analysis
The associate editor coordinating the review of this manuscript and approving it for publication was Qiangqiang Yuan. of the scene needs to be understood from geometry, physics, function and other aspects. In our paper, we aim to analyse a scene by considering the geometric and semantic context of its contents. In other words, our indoor scene analysis method involves two primary research questions: ''How can we represent the geometric scene?'' and ''What kind of objects are included in the scene?''. The current approach generally treats the analysis of geometry and semantics as two separate questions. Both geometric modelling and semantic segmentation have made good progress. Real-time geometric analysis (i.e., online 3D reconstruction) estimates the camera motion trajectory and constructs a complete scene model. Current approaches have made great progress in terms of time [1] , [2] , quality [3] - [5] , and stability [6] , [7] . However, pure geometric reconstruction only analyses the geometric features of the scene but ignore the rich semantic information in the scene. It is worth mentioning that various methods for indoor scene semantic understanding based on 2D images have been proposed. These methods are analysed from many aspects, such as object detection [8] , [9] , object pose estimation [10] - [12] and semantic labelling [13] . To solve our indoor scene analysis problem, geometric analysis and semantic analysis cannot be regarded as two independent and unrelated problems. In fact, the combination of two aspects is particularly important for some interaction tasks, such as augmented reality and robot navigation.
In our work, we aim to simultaneously analyse the geometric and semantic knowledge. The goal is to reconstruct a highquality geometric model and label every observed element in an indoor scene with a live RGBD camera. In such a setting, the core issue is how to take advantage of the information from the RGB-D frames to improve reconstruction quality and segmentation accuracy and ensure a certain time efficiency. To analyse the scene from RGBD streams, we divide the entire process into two stages. In the first stage, we estimate the camera's trajectory and segment the semantic label for a single frame in the current view. In the second stage, we integrate a geometric map and a semantic map according to the camera pose for consecutive frames in a global view.
First, the problem existing in camera pose estimate is error accumulation, i.e., drift-inducing instabilities in globally consistent registration. Recently, several methods have addressed the problem of accumulated drift, such as the weighted iterative-closest-point (ICP) algorithm [14] , pose graph optimization [15] , colour feature-based local-to-global optimization [16] , and random forest prediction [17] . To construct a pairwise point cloud, current methods only consider distance measurement as a similarity evaluation and ignore the internal geometric structure correlation. By analysing the commonness of the indoor scene, we find that the scene is composed of many plane structural elements (e.g., ceilings, floors, walls and tables), which have a high probability of occurrence in data stream capture. Furthermore, object elements composed of various free-form curved surface structures are also distributed in the scene (e.g., chairs, cups and shoes), which can represent the geometric details [42] . The priori conditions can be used for identifying the camera motion. The problem existing in the semantic labelling method is that it does not take advantage of the relevant information between RGBD streams. Recent approaches [18] - [20] interpret semantic analysis results from individual RGB-D images into an integrated 3D model, and their information accumulation is only loosely coupled. Additionally, we should consider how to effectively fuse objects into an integrated map for RGBD streams.
In our work, we propose a real-time indoor scene analysis method integrating geometric modelling and semantic segmentation for RGBD streams. For a single view, we focus on the surface curvature property as a scene structure map to segment the structure primitives as planar regions or curved regions. The identified structure information can be combined with an iterative-closest point (ICP) algorithm, which can improve the accuracy of convergence. Then, we take an RGB and surface curvature map as input to a structural constraint recurrent neural network (SC-RNN), a network architecture that connects individual RGB-D frames and their context. The curvature map over the original depth image describes the structural properties inherent in the scene. Specifically, our SC-RNN consists of a series of recurrent units for each pixel in the input image. The recurrent unit records the structural context feature flow in time by a hidden state. To establish the correspondence of hidden states between frames, we use the curvature similarity search method instead of spatial location correspondence. In other words, we can generate a geometric map and semantic map for each frame using the above method. To form a complete 3D model, we fuse each map according to the camera pose for a global view.
In summary, our approach contains the following contributions:
• We improve the ICP algorithm incorporating geometric primitive correspondence relationships to improve the pose cumulative drift and increase stability in some lowtexture regions.
• We introduce a novel network architecture SC-RNN with a series of structural constraint recurrent units to take RGB and curvature images as input and segment semantic labels for a single view. The previous context correlation can be passed by the hidden state to the current view in a spatially consistent way.
• We propose a scene fusion method for the global view including two aspects: point cloud integration based on geometric structure features and label predictions probabilistically fused into a semantically annotated map.
We evaluated our approaches on several real indoor datasets with texture-less regions, large-scale ranges, or complex scene layouts. By combining geometric constraints with the geometric reconstruction framework, our algorithm handles these challenges well and generates a high-fidelity 3D model. We also apply our work to the semantic segmentation task on the RGBD scene dataset, and the experimental results demonstrate that our SC-RNN can provide semantically labelled 3D scenes from the RGB-D stream.
II. RELATED WORK
Our indoor analysis work is mostly related to 3D geometric reconstruction and semantic segmentation methods in the literature.
A. 3D SCENE GEOMETRIC RECONSTRUCTION
Dense 3D reconstruction for the real environment is the core technology to many applications ranging from robotics to augmented reality. In recent years, real-time localization and mapping have gained wide attention, and many related studies have been carried out. The input data that people need to think about is the three-dimensional measurement in the real world. Traditional image-based modelling [43] always collects sequences of RGB images, and the depth measurement is estimated by the correlation of image features. With the popularity of laser scanners and depth cameras, more real and reliable depth information can be collected directly by cameras, and the development of real-time dense localization and mapping from an RGBD camera will follow. To be able to fuse many continuously overlapping depth maps into a complete model, available registration algorithms are required.
1) CAMERA REGISTRATION
The registration issue needs to determine the camera's motion trajectory in real time. The traditional studies first establish the local correspondence between RGB images and use global optimization [21] , [22] such as bundle adjustment to minimize motion drift, which is critical for concurrent mapping and localization systems [23] , [24] . Real-time camera pose estimation based on depth images is inspired by early works on 3D shape registration. The classic algorithms are the iterative-closest-point (ICP) employed frame-frame variants based on point-to-point [44] or point-to-plane [45] . These methods compute a 6-DOF pose T t = T · T t−1 for each time t, i.e., estimate a transformation matrix T to the previous time t − 1, and concatenate the result to the previous estimation T t−1 . The efficient variants of the ICP algorithm have been used for online in-hand scanning and digitized 3D objects. However, with the continuous progress of scanning, the accumulation of drift is emerging, leading to the failure of camera tracking. To solve this issue, a frame-to-model based on [45] instead of frame-to-frame has been used in online 3D reconstruction [1] , [2] , [46] . The obvious advantage is the synthetic projection of the current reconstruction 3D model, thus reducing temporal tracking drift. Unfortunately, the error accumulation problem still exists over a long time. The ICP builds the initial data association from frame-toframe or frame-to-model depending only on distinctive geometric information, which would confuse scanning a large piece of the planar region, such as a wall or floor, because the planar point cloud cannot be discriminated when the camera moves along the plane. Therefore, the ICP minimization cost does not change, or it results in drift. In this case, colour features are introduced and improve the ICP framework, such as colour weighting [25] and edge feature weighting [26] . In addition, off-line global pose optimization [48] , [49] has been used to alleviate pose error accumulation problems. Recently, a real-time reconstruction algorithm with global consistency [16] was proposed. Reference [16] simultaneously incorporates global pose adjustment and model optimization and constructs a large-scale 3D model. Current camera tracking first determines pairwise point clouds according to sparse or dense features, such as color [50] , normal [6] , gradient [50] , and curvature [5] . In our work, we remove the redundancy by structural information.
2) GEOMETRIC STRUCTURE ANALYSIS
Earlier works used a plane to replace point features and reduced computational complexity. Recently, [52] solved the reconstruction problem by considering not only the 3D point reprojection errors but also the planar surface alignment errors. However, the system takes several minutes for plane extraction, and real-time efficiency cannot be achieved. Reference [53] focused on the detection and modelling of bounded planar regions ignoring non-planar regions. Reference [5] proposed a high-quality, curvature-aware local surface reconstruction method mainly for 3D objects. In addition, [7] , [27] - [29] proved the useful geometric structure for 3D scanning reconstruction. However, these methods only focused independently on data representations or camera tracking. Our work carries structural information through each step of the geometric reconstruction, constraining the camera pose estimate and completing the scene model.
B. SEMANTIC SEGMENTATION
In 2D, semantic segmentation is mainly aimed at labelling the category of each pixel in the image pixel by pixel. In 3D, voxel-by-voxel labelling of 3d volume data is required. Semantic segmentation can be used in virtual reality, robot navigation, automatic driving and medical image processing. The traditional conditional random fields (CRFs) model [30] identifies an object by analysing the context of the scene and was popular in early works. Muller and Behnke [57] applied the CRF model to the problem of RGBD semantic segmentation. First, a 2D semantic segmentation method based on a decision tree was designed, and then the 2D semantic labels were transferred into 3D space by the CRF model, thereby improving the segmentation results of RGBD. With the success of deep learning networks, especially convolutional neural networks (CNN), in the field of computer vision [31] - [33] , semantic segmentation has made new progress. The convolution layer is used to replace the original full connection layer, and the category labels corresponding to each pixel in the image are completed through deconvolution [34] . However, most approaches mainly focus on the semantic segmentation of a single image. To exploit the temporal relationship existing in the multi-view of a scene, recurrent neural networks (RNNs) [35] , [36] have been applied to semantic segmentation for video streams.
In contrast to these works, we fully account for incorporating geometric reconstruction and element segmentation. In our work, we first segment and parameterize plane regions and curved regions. Then, the geometric structure information is applied to camera tracking, and scene models are refined. We also take RGB images and curvature maps as input into our recurrent neural network architecture, extracting texture and geometric features of the scene. Finally, we generate a complete geometric model of the scene with semantic information for the RGB-D stream. 
III. OUR METHOD OVERVIEW
An overview of our method pipeline is presented in Figure 1 for indoor scene reconstruction. The algorithm details contain two steps. For a single view, each data map is reconstructed and segmented by several steps. Then, for a global view, we fuse the data maps into an integrated map. In the following, we summarize the key elements of our method. For more detail, see Sec.4, Sec.5.
1) DATA MAP PRE-PROCESSING
Taking the RGB-D data captured by the commodity depth camera as input, the raw depth image is always affected by noise, material properties or some artefacts. We first apply the bilateral filter algorithm to refine the depth data, and each input depth map can be transformed into a set of 3D points by the intrinsic parameters of the camera. For the underlying estimated surface, the geometric properties, such as normal and the main curvature, together with principal directions are calculated. Following [37] , the normal curvature of each vertex can be derived directly from the neighbour point without generating a mesh.
2) STRUCTURE PRIMITIVES SEGMENTATION
According to the curvature value obtained during the preprocessing procedure, the point cloud can be divided into two categories: a plane region formed by some points of an approximately normal vector and similar geometrical distance and a curved surface covering the complex object. First, we cluster the planar vertex to several initial planes by the RANSAC method, fitting the local plane equation by principal component analysis (PCA). Then, for those nonplane points with distinct geometric features but not in any plane, we define the local curved surface and fit the quadratic equation of the surface patch. Finally, with the incoming frame, the structure of the scene structure primitives needs to be updated constantly.
3) CAMERA POSE ESTIMATION
This step is the core of online reconstruction, and all previous data processing needs to participate at this moment. In this stage, the input depth map can be continuously registered with a global model formed by all of the previous frames and consequently, the camera pose (i.e., extrinsic, composed of rotation and translation) is quantified. The estimated accuracy determines the quality of the following surface reconstruction process, and the drift is inescapable due to the depth map being unaligned. In our work, we extend the iterative-closestpoint (ICP) framework and use the prior structure to limit the data association range of choice, thereby enhancing the pairwise correlation. Additionally, in the energy optimization phase, the error of data geometric attributes is merged, including the point-plane distance measurement, the angle of the normal vector and the measurement of surface structure difference. Unlike previous methods, our work integrates the context information of the scene geometry into the registration process, which can eliminate the influence of some redundant data and improve the drift caused by the unaligned depth map.
4) SEMANTIC SEGMENTATION WITH SC-RNN
According to the live camera pose, we can establish the connection between the front and back frames. The connection can be used in RNN to predict the label of each pixel in the image. Our SC-RNN consists of two parts: feature extraction and context connection. The first part involves a series of convolution, batch normalization and rectified linear units (ReLU). The second part consists of a recurrent unit (RU) corresponding to the pixels. We take the RGB image and curvature map as input, and the optimal date flow correspondence is established through structural constraints. For each frame in the RGBD stream, the spatial information is passed to the next frame via the hidden states of the SC-RNN for the entire video sequence.
5) SCENE CONSTRUCTION REFINEMENT
The global data are managed by a volume data structure that records voxels to model surface distance. With a valid camera pose, the properties of the input point, including position, normal, and the local surface equation, can be mapped into the volume. Geometric fusion projects each point in the input depth map into the associated voxel. If corresponding voxels are found, a new point is weight integrated, and the reconstruction model surface is updated. The original weight selection strategy does not consider the point structural consistency, and we use the point curvature value to define different weights. Additionally, semantic fusion interprets the output of RNN to a probability distribution over the scene labels. For each pixel, the label prediction is probabilistically fused into a semantically annotated map.
IV. SINGLE VIEW IMPLEMENTATION
As shown in Figure 2 and 3, we reconstruct the geometric model and segment semantic label, respectively. We now describe each stage in the scene analysis for a single view.
A. DATA MAP PRE-PROCESSING
In the process of data capture image noise results from the influence of ambient light, occlusion and material. We apply the bilateral filter to the raw depth image D t at time t and then transform it to the corresponding vertex map V t (u) = D t (u)K −1 (u t , 1) T ∈ R 3 , where u = (x, y) T ∈ R 2 is the pixel position and K is the camera internal parameter. In addition, a normal map N t and a curvature map C t are calculated by [27] .
For each point p ∈ V t and corresponding k neighbour point q i (i = 1, . . . , k) in the vertex map, the normal can be denoted as n p and n q i (i = 1, . . . , k). Given the normal vector n p = (n p x , n p y , n p z ) at p, we can build a local orthogonal coordinates system C{X, Y , Z}.
where θ 1 = arccos(n p z ), θ 2 = arctan(n p y /n p x ). Then transforming the q i , n q i to the C, we can get the projection map q * i (x, y, z), n * q i (n x , n y , n z ). We can estimate normal curvature κ i n of point p with an osculating circle passing through point q * i and n * q i . The principal curvature κ 1 , κ 2 and the principal directions θ can be estimated by neighbouring normal information: 
where θ is the included angle between the q * i and the X -axis in the local coordinates C. We can transfer the question to a leastsquares solution and solve a 3 × 3 linear system. The result is shown in Figure 4 . The curvature value of the plane region is approximately equal to zero, and in Figure 4(d) , the curvature map is black for some planar regions or no depth information regions. On some edges and surfaces, the curvature values reflect the corresponding changes.
B. STRUCTURE PRIMITIVES SEGMENTATION
Obviously, the basic structure in the scene has two characteristics: plane and curved surface, reflecting the surface bending degree at the position. This property is expressed mathematically using two principal curvatures. The two principal curvature points of the plane are approximately equal to zero; otherwise, they belong to the curved surface structure. According to this principle, we classify all the points V t and parameterize the local region of each point to form the structural equation.
1) PLANE STRUCTURE
We detect planes using random sample consensus connected component labelling. A plane structure map P(u) = m; m = 1, . . . , M ∈ N and M indicating the number of planar regions existing in the scene. Each plane is described as π = (π x , π y , π z , d), n π = (n π x , n π y , n π z ) T is the plane normal, and d is offset.
At initial frame t 0 , our segmentation starts by computing an initial efficiently parallel structural partition via GPU. First, we divide all planar points into blocks, and the block size can be defined as 30 × 30. The corresponding block plane equation is fitted by calculating the eigenvalue and eigenvector of the point sets; the eigenvector corresponding to the smallest eigenvalue is the normal vector of the plane. Then, for each planar point, the point-to-plane distance and the angle between the point normal and the plane normal are estimated. When both are below the respective thresholds (10 mm and 10 • in our method), the corresponding plane of the minimum metric is selected as the plane mark of that point. Finally, a partial scene is divided into a series of initial plane areas. Because of the depth discontinuity and deficiency, we remove the influence of the noise region through the area discrepancy. Finally, the regions separated by some object (e.g., the book on the table) (see Figure 5 (b)) can be merged. In addition, we need to distinguish between regions that are structurally similar but discontinuous such as the book and the table in Figure 5 (c). The distance mean square deviations between planes are used to separate the resemblance (see Figure 5 (d) ).
In the following frame t i (i = 1, 2, . . .), similar to Chen et al. [7] , there are two steps to performing plane labelling, identifying whether the point belongs to an existing plane or is part of a new plane region. For existing planes, the point is determined by the position distance and normal angle (4 mm and 5 • in our method); for new planes, we execute region growing methods due to the neighbour spatial and geometric relativity. The first step can rapidly cover a large unlabelled region, which can be merged into the same plane structure detected in the previous step. The second step can process a discrete distributed unlabelled depth map. As continuous frames are collected, the division of the plane structure will be more complete (see Figure 6 (a-d) ).
2) CURVED SURFACE STRUCTURE
After plane structure segmentation, the rest of the scattered area consider as some quadric surfaces. For each point p, we describe the curved surface structure by p = (e 1 , e 2 , κ 1 , κ 2 ), where e 1 , e 2 are the principal directions and κ 1 , κ 2 (κ 1 ≥ κ 2 ) is the corresponding principal curvatures respectively. An explicit quadratic surface [5] can be parameterized as:
To simplify operations, the quadric surface is fitted along the tangent plane of the principal directions and we can define a local quadric surface:
Finally, we denote all geometric primitives structure by G, and they are divided into plane representation = π 1 , π 2 , . . . , π M and curved surface representation = 1 , 2 , . . . , N : such that G = ∪ and ∩ = .
C. CAMERA POSE ESTIMATION
Camera tracking aims to estimate the 6DOF pose denoted by T = [R|t], where R ∈ SO 3 is the rotation matrix, and t ∈ R 3 is the translation vector. For the vertex map V t at time t and the accumulated model projection V M t−1 at previous time t − 1, we should establish a corresponding pairwise point cloud and optimize the relative transformation matrix T t→t−1 . The camera pose T t at time t can be described as
This framework only considers the similarity of the spatial position, and when the error accumulation is serious, it is easy to generate some unrelated pairwise point clouds, which leads to non-convergence, i.e., camera tracking failure. We consider the relevance of the structure of the scene in the ICP registration framework, and the main improvement is two-fold. Different optimization strategies are adopted for the point cloud of different structures when we construct the corresponding point pair. For the planar point sets that contain more stable information in the indoor scene, we extend the search area from one point to its eight-neighbour and use the point-plane geometric distance measurement. For the curved surface point, we measure the difference of the principal curvature. Unlike Zhang et al. [5] , we take different measures for different structures because the main curvature value in the plane region is close to zero, which cannot be used as the measurement standard. We also introduce a structural constraint term [42] into E(T t→t−1 ), which significantly enhances convergence speed and improves the pose drift. Now, we describe these innovations in detail [42] .
The 6DOF pose T 0 is initialized as identity matrix. At time t, for each point in the vertex map p i t = V t (u i ) at time t, we can calculate its geometric attribute {n i t , {π i t , i t }}, including normal n i t and parametric structure π i t ∈ or i ∈ . Then the input data should be transformed into model space:
In order to establish pair-wise point cloud, we should find out the most similarity point q * j in the eight-neighbor O(p i t−1 ) for the corresponding point p i t−1 = V t−1 (u i ) at time t − 1. We will minimizing a weighted sum of dissimilarity measures of vertex positions D v , normal D n , and structure D s .
Finally, the structural constraint point-to-plane error metric will described as weighted measurement from different structures respectively. The weight considers the typically reliable planar regions.
where π j t−1 is the plane normal, n j, *
|} is the maximum absolute principal curvature.
D. SEMANTIC SEGMENTATION WITH SC-RNN
The basis of our semantic segmentation framework contains two parts. The first part is applied to feature extraction for input frames. A classic encoder-decoder network for real time image segmentation is ENet [40] based on a fully convolutional network (FCN) [14] . ENet uses convolutional layers to acquire multi-level features and deconvolutional layers to increase the output resolution. Inspired by [40] , we design the first part of our network architecture to learn image expression. To record the information flow in the data sequence, the recurrent neural network (RNN) structure is suitable for processing sequence samples and is used as the second part of our network. Therefore, we design our network architecture named the structural constraint recurrent neural network (SC-RNN), as illustrated in Figure 3 . We take the RGB image and curvature map as input and process them independently with different encoder-decoder layers for the learning feature. The RGB image describes colour consistency, and the curvature map, instead of the depth map, describes geometric structure consistency. Combining the textural features with structural features, we join the 32D features separately from the RGB image and the curvature map and then generate 64D features by a concatenation layer. These features are used as the input of the recurrent layer to flow information across the data stream. Specifically, the recurrent layer is designed to generalize short-term memory to exploit the context correlation. In other words, the encoder-decoder layer applies a series of 2D convolutions on the spatial dimensions, and the recurrent layer applies a series of recurrent units on the time dimension.
For the sake of independence, we design recurrent unit based on the Long Short-Term Memory (LSTM) for each pixel location, i.e., the number of regression units corresponding to the image resolution. The inputs of regression units are the non-linear features X t from the 2D image and the hidden state h t−1 describing the contextual correlation. To establish the consistency of the corresponding positions of frames, we consider not only the position correspondence but also the constraint of local structural information. If the pixel position u m t corresponds to unit m at time t, we calculate the world coordinates W t (u m t ) according to the current camera pose. Then, we find the projection location u m t−1 of the world coordinates at time t − 1, i.e., W t−1 (u m t−1 ) ≈= W t (u m t ). Once the projection relation is determined, we can use the statistical state at time t − 1 to initialize the hidden state at time t,
where h i t−1 is i th hidden state in a 5×5 pixel window of a local projection around u m t−1 at time t − 1, κ 1,t−1 is the principal curvature of the corresponding position, κ 1,t is the principal curvature of u m t at time t, and Z is a constant to normalizing. If no frame association is established, h * t will be initialized with zeros.
Considering that the initial hidden layer state inherits from the previous frame, we ignore the forgetting gate to simplify parameters. At time t, forward propagation of a recurrent network can be described as:
where σ (·) indicates the sigmoid function, I is the identity vector, and W * , U * , b * are the shared parameters for all the units in the layer. Finally, a softmax function is applied to generate the semantic segmentation probability map. Our structural constraint recurrent unit performs weighted average of its neighborhood input in time via structural constraint, while the parameters are learned during network training. for each i ∈ I do 5: ((v i , n i ) = r ∩ local surface patch) 6 : 
V. GLOBAL VIEW IMPLEMENTATION
As shown in Figure 7 ,8, we will produce geometric and semantic model by fusion strategy for global scene.
A. GEOMETRIC FUSION
Following Curless [54] , multi-view input frames should be fused into a 3D volumetric grid represented by truncated signed distance function (TSDF). Each voxel in the volume stores the current truncated signed distance value S(v), weight W (v), and geometric structure representation G(v). For each voxel position v t at time t, converting it to the world coordinates v g t and projecting v g t to the camera coordinate. If the corresponding pixel u c t is found in the camera frustum, the sdf t difference is calculated. The voxel state will be update as: A key ingredient toward geometric analysis is generate high-quality model. In our work, we improve the raycasting algorithm and solve the surface intersection problem as calculating intersection points from light to local structural surface, see in Algorithm 1.
The intersection points I can be described as the ray r = v p + βd from projection location v p = (p x , p y , p z ) intersects with the local surface, d = (d x , d y , d z ) is the step. The plane structure can be recorded as n 1 x + n 2 y + n 3 z + b = 0 and the curved structure can be recorded as 1 2 κ 1 x 2 + 1 2 κ 2 y 2 −z = 0 as mentioned above. In mathematically, the intersection points equation can be calculated separately.
For each point in the model map, we can weight average a series of surface intersection point. As shown in Figure 9 , the rendering geometric model is smoother. 
B. SEMANTIC FUSION
For semantic analysis in single view, we also need to fused into a global semantic representation. As described above, each voxel in the volume stores the geometric measurements of the scene surface. In addition, we also store a probability distribution P(L v = l i ) like [37] , l i is the semantic label. The probability distribution vector is updated by the output P(O u = l i |I k ) of RNN, with u denoting pixel coordinates and I k is the k th frame. For each pixel, we update corresponding voxels in the volume by a probabilistically integrate strategy:
VI. EXPERIMENTAL RESULTS

1) EXPERIMENTAL STEP
In order to evaluate the performance of our algorithm, the geometric reconstruction and semantic segmentation established on the ScanNetV2 dataset [56] . This dataset provides 1513 real-world indoor scenes, containing RGBD frames, camera trajectories, 3D geometric models, and semantic annotations. In addition, we take RGBD frames and camera trajectories as input into our reconstruction framework and generate curvature map to construct our semantic segmentation training set. In our experiments, we used 1201 training scene, 312 test scenes, and 20 class in the NYv2 40 label set. We employed Enet architecture taking 640 × 480 RGB image and curvature map separately, and extracted two features of dimension 640 × 480 with 32 channels. Then the stacked 64 channels feature were transmitted into RNN. We used a Stochastic Gradient Descent (SGD) optimizer with momentum 0.9, learning rate 0.001, batch size 1 and sequence length 3. After 10k steps, the learning rate was divided by 10. Our network was implemented the communal library TensorFlow [55] and run on NVIDIA P6000 over 2 days for a total of 20k epochs.
2) PERFORMANCE
Our geometric reconstruction algorithm was implemented on a PC using the CUDA 8.0 architecture. For a single view, the total processing time was approximately 30 ms, including 2 ms data pre-processing, 6 ms structure segmentation, 8 ms camera tracking, 8 ms data integration and 5 ms model rendering. In other words, the performance of our geometric analysis was 30 fps. We also applied the semantic segmentation to single RGBD image with a testing time cost of 10ms. Combined with the geometric analysis mentioned above, the performance of our indoor scene analysis was approximately 25 fps, which meets the real-time requirement.
3) GEOMETRIC RECONSTRUCTION QUALITY
An important advantage of our geometric reconstruction is that we use a structure constraint to optimize the camera pose estimate. First, a structural pairwise point enhances the data association efficiency. To verify the effect, we randomly selected several scenes in the ScanNet dataset [56] and generated five sequences of depth maps with ground-truth camera pose. Each sequence contains 10 viewpoint angles ranging from 5 • to 20 • . We calculated the ground-truth correspondence to compare accuracy of our method with classic point-to-plane ICP. Figure 10 shows the maximal and average root mean squared error (RMSE). Considering the neighborhood structure correlation of the corresponding point search, our method can achieve a smaller error and establish a more reliable data association for registration. Next we quantitatively evaluated the trajectory estimation performance on the TUM RGBD [41] benchmark dataset. This benchmark provide several RGBD sequences covering small scenes and use a calibrated motion capture system to compute ground truth camera pose. We tested the absolute trajectory error (ATE) RMSE on fr1/dest, fr2/xyz, as shown in Figure 11 . Table 1 shows the evaluation results against state-ofthe-art real-time reconstruction methods (voxelhashing [2] , elasticfusion [15] , bundlefusion [16] , high-quality [58] ) on fr1/dest, fr2/xyz, fr3/office and fr3/nst. Our camera tracking outperformed most methods. Considering the influence of noise in the original depth data, [58] achieves better results in fr2/xyz, fr3/office than ours. But the fr3/nst only covers a flat wall, our structural constraints have certain advantages. Finally, our method improves the model quality using a structural context. As shown in Figure 12 , model completion compensates for missing data caused by occlusion in scene capture. Large-scale scene reconstruction results and local details are shown in Figure 13 , Figure 14 .
4) SEMANTIC SEGMENTATION RESULT
We applied structural constraint to the semantic segmentation process and used RGB image and curvature map as input to train our SC-RNN network. At test time, every element was labelled and integrated into a complete semantic mapping. Figure 15 shows the segmentation result. We quantitatively evaluated our results with per-voxel class accuracies, following the evaluations of previous work Scannet [56] , PointNet++ [59] and 3DMV [60] , as shown in Table 2 . Table 2 numerically compares the segmentation performance of our SC-RNN against other deep learning approaches. PointNet++ [59] take sparse point cloud as input, and 3DMV choose multi-view RGB image combined with 3D. Evaluation metric is per-category and mean IoU on voxels. In the category of ''avg'', our SC-RNN performs better than other approaches. The main reason is that our network takes full account of the correlation between data streams. Figure 16 displays some examples of segmentation results of our SC-RNN compared with RGB-based 3DMV. As we can see, our results are visually better in most cases. For example, we can separate out the whole table or chair from the scene while 3DMV cannot. Similar observations can be made for another scene model.
We also tested our method on the dataset introduced by [20] , and compared segmentation results of different network structures corresponding to different input data presented in Table 3 . Compared with color images, depth images contain spatial measurement information of scene geometry, and multiple features of geometry and texture can be used to improve segmentation accuracy. Our curvature map provides more structural information and is more convenient for recognition.
5) APPLICATION
As shown in Figure 17 , we constructed a scene space layout according to the semantic information. Some augmented reality applications, such as fusing virtual objects into real scenes or virtual reality applications, such as virtual rambles, become possible.
6) DISCUSSION
We demonstrated the geometric and semantic advantages of our indoor scene analysis method. High quality geometric and texture mapping is available in real time. But we can still have some improvements. In the geometric reconstruction, we interpreted the indoor scene as the plane and curved surface structures. However, there is no uniform quadratic equation that can represent the surface of each object in complex scenes. Therefore, it is impossible to repair the complex surface effectively in the process of model generation. In addition, semantic analysis results are better in clean indoor scenes. When the scene becomes complex, and the scope is large, real-time semantic analysis shows certain errors. 
VII. CONCLUSION
We propose a novel real-time indoor scene analysis method using the scene structure as a constraint to the geometric and semantic reconstruction. First, we calculate the geometric properties for each input RGBD frame and convert them into different plane structure primitives and curved surface structure primitives. With successive frames, the structure of the primitives is constantly improved, and the parameterized representation is more accurate. Applying this to the reconstructed frame can significantly reduce camera pose drift and improve reconstruction quality. We also take the RGB image and curvature map into SC-RNN and label the element in the scene. A more reliable antecedent correspondence is established through structural constraints. In particular, our method can robustly complete a partial model lacking raw depth information due to occlusion or a low depth-feature region. However, our method is unable to obtain reliable analysis results for large-scale complex indoor scenes. The quality of geometric reconstruction for small objects needs to be further improved. Moreover, using a multi-source data fusion RNN network structure might be better for completing the image segmentation work.
