In this paper, we first generalize the first order exponential Hanson-Antczak type 
Introduction
Zalmai [] introduced some multiparameter generalizations of the class of V-r-invex functions defined by Antczak [] , and then, using the new functions, proved a number of parametric sufficient efficiency results under various Hanson-Antczak types generalized (α, β, γ , ξ , ρ, θ )-V-invexity assumptions for the semiinfinite multiobjective fractional programming problems. Recently, Verma [, ] has investigated some results on the multiobjective fractional programming based on new -optimality conditions, and second-order ( , η, ρ, θ )-invexities for parameter-free -efficiency conditions. On the other hand, Verma [] established a class of results for multiobjective fractional subset programming problems as well. Now we consider the following semiinfinite multiobjective fractional programming problem based on the first order exponential type HA(α, β, γ , ξ , ρ, η, h(·, ·), θ )-V-invexity:
(P) Minimize ϕ(x) = ϕ  (x), . . . , ϕ p (x) = f  (x) g  (x) , . . . , f p (x) g p (x) subject to G j (x, t) , for all t ∈ T j , j ∈ q, H k (x, s) = , for all s ∈ S k , k ∈ r,
where p, q, and r are positive integers, X is a nonempty open convex subset of R n (ndimensional Euclidean space), for each j ∈ q ≡ {, , . . . , q} and k ∈ r, T j and S k are compact subsets of complete metric spaces, for each i ∈ p, f i and g i are real-valued functions defined on X, for each j ∈ q, G j (·, t) is a real-valued function defined on X, for all t ∈ T j , for each k ∈ r, H k (·, s) is a real-valued function defined on X, for all s ∈ S k , for each j ∈ q and k ∈ r, G j (x, ·) and H k (x, ·) are continuous real-valued functions defined, respectively, on T j and S k , for all x ∈ X, and for each i ∈ p, g i (x) >  for all x satisfying the constraints of (P).
Multiobjective programming problems of the form (P) but with a finite number of constraints (where the functions G j are independent of t, and the functions H k are independent of s), have been investigated for the past three decades. Several classes of static and dynamic optimization problems with multiple fractional objective functions have been studied leading to a number of sufficient efficiency and duality results currently available in the related literature. We observe that despite phenomenal research advances in several areas of multiobjective programming, the semiinfinite nonlinear multiobjective fractional programming problems have not received much attention in the general area of mathematical programming.
In this communication, we first present a generalization -the first order exponential type HA(α, β, γ , ξ , ρ, η, h(·, ·), θ )-V-invexities, and then formulate a number of parametric sufficient efficiency results for problem (P) under various generalized (α, β, γ , ξ , ρ, η, h(·, ·), θ )-invexity assumptions. A mathematical programming problem is generally categorized as the semiinfinite programming problem if it has a finite number of variables and infinitely many constraints, while problems of this type have been applied for the modeling and analysis of a wide range of theoretical as well as concrete, real-world problems. Furthermore, semiinfinite programming concepts and techniques have challenging applications in approximation theory, statistics, game theory, engineering design, boundary value problems, defect minimization for operator equations, geometry, random graphs, wavelet analysis, reliability testing, environmental protection planning, decision making under uncertainty, semidefinite programming, geometric programming, disjunctive programming, optimal control problems, robotics, and continuum mechanics. For more details, we refer the reader to [-] .
This communication begins with an introductory section, while in Section , we introduce the first order exponential type HA(α, β, γ , ξ , ρ, η, h(·, ·), θ )-V-invexities along with some auxiliary results which will be needed in the sequel. In Section , we discuss some sufficient efficiency conditions where we formulate and prove several sets of sufficiency criteria under a variety of the first order exponential type HA(α, β, γ , ξ , ρ, η, h(·, ·), θ )-Vinvexities that are placed on certain vector-valued functions whose entries consist of the individual as well as some combinations of the problem functions. Finally, Section  deals with several families of sufficient efficiency results under various first order exponential type HA(α, β, γ , ξ , η, h(·, ·), ρ, θ )-V-invexity hypotheses imposed on certain vector functions whose components are formed by considering different combinations of the problem functions, which is accomplished by applying a certain type of partitioning scheme.
As a matter of fact, all the parametric sufficient efficiency results established in this paper regarding problem (P) can easily be modified and restated for each one of the following seven special classes of nonlinear programming problems.
where F (assumed to be nonempty) is the feasible set of (P), that is,
where f i and g i , i ∈ p, are as defined in the description of (P),G j , j ∈ q, andH k , k ∈ r, are real-valued functions defined on X;
where G is the feasible set of (P), that is,
Preliminaries
In this section we first introduce the notion of the first order exponential type HA(α, β, γ , ξ , ρ, η, h(·, ·), θ )-V-invexities, and then recall some other related auxiliary results instrumental to the problem at hand.
Definition . Let f be a differentiable real-valued function defined on R n . Then f is said to be η-invex (invex with respect to η) at y if there exists a function η :
where ∇f (y) = (∂f (y)/∂y  , ∂f (y)/∂y  , . . . , ∂f (y)/∂y n ) is the gradient of f at y, and a, b denotes the inner product of the vectors a and b; f is said to be η-invex on R n if the above inequality holds for all x, y ∈ R n .
Hanson [] showed (based on the role of the function η) that for a nonlinear programming problem of the form
where the differentiable functions f , g i : R n → R, i ∈ m, are invex with respect to the function η : R n × R n → R n , the Karush-Kuhn-Tucker necessary optimality conditions are also
The following generalizations of the notions of invexity, pseudoinvexity, and quasiinvexity for vectorvalued functions were originally proposed in [] .
Definition . The function F is said to be (γ , η)-V-quasiinvex at x * if there exist func-
Recently, Antczak [] introduced the following variant of the class of V-invex functions.
This class of functions was considered in [] for establishing some sufficiency and duality results for a nonlinear programming problem with differentiable functions, and their nonsmooth analogues were discussed in [] . Recently, Zalmai [] introduced the Hanson-Antczak type generalized HA(α, β, γ , ξ , η, ρ, θ )-V-invexity, an exponential type framework, and then he applied to a set of problems on fractional programming. As a result, he further envisioned a vast array of interesting and significant classes of generalized convex functions. Now we present first order exponential type HA(α, β, γ , ξ , η, h(·, ·), ρ, θ )-V-invexities that generalize and encompass most of the existing notions available in the current literature. Let the function
for all x ∈ X (x = x * ) and i ∈ p,
where · is a norm on R n and
The function F is said to be (strictly)
We also noticed that, for the proofs of the sufficient efficiency theorems, sometimes it may be more appropriate to apply certain alternative but equivalent forms of the above definitions based on considering the contrapositive statements. For example, the exponential type HA (α, β, γ , ξ , η, ρ, h(·, ·) , θ )-V-quasiinvexity (when α(x, x * ) =  and β(x, x * ) = , for all x ∈ X) can be defined in the following equivalent way: The function F is an exponential type
where h :
Example . In this example, we note that the exponential type invexity notion does not reduce to Definition .. Furthermore to the best our knowledge, there is no such general notion is available in the current literature. The function F is said to be (strictly)
i ∈ p, and θ : X × X → R n such that, for all x ∈ X (x = x * ) and i ∈ p,
In the sequel, we shall also need a consistent notation for vector inequalities. Consider the multiobjective problem
where F i , i ∈ p, are real-valued functions defined on R n .
An element x • ∈ F is said to be an efficient (Pareto optimal, nondominated, noninferior) solution of (P * ) if there exists no x ∈ F such that F(x) ≤ F(x • ). In the area of multiobjective programming, there exist several versions of the notion of efficiency most of which are discussed in [, , , ]. However, throughout this paper, we shall deal exclusively with the efficient solutions of (P) in the sense defined above. For the purpose of comparison with the sufficient efficiency conditions that will be proposed and discussed in this paper, we next recall a set of necessary efficiency conditions for (P). 
where cone(V ) is the conic hull of the set V ⊂ R n (i.e., the smallest convex cone containing V ), span(V ) is the linear hull of V (i.e., the smallest subspace containing V ), 
Sufficient efficiency conditions
In this section, we present several sets of sufficiency results in which various generalized exponential type HA(α, β, γ , ξ , η, ρ, h(·, ·), θ )-V-invexity assumptions are imposed on certain vector functions whose components are the individual as well as some combinations of the problem functions. Let the function E i (·, λ, u) : X → R be defined, for fixed λ and u, on X by 
Assume, furthermore, that either one of the following two sets of conditions holds:
for all x ∈ F, where
Then x * is an efficient solution of (P).
Proof (a): In view of our assumptions in (i)-(iv), we have
Multiplying (.) by u * i and then summing over i ∈ p, summing (.) over m ∈ ν  , and summing (.) over m ∈ ν\ν  , and finally adding the resulting inequalities, we get
Now using (.) and (v), and noticing that σ (x, x * ) > , ϕ(x * ) = λ * ; x, x * ∈ F, and G j m (x * , t m ) = , for all m ∈ ν  , the above inequality reduces to
Sinceγ (x, x * ) > , even if we consider the both cases α(x, x * ) >  and α(x, x * ) < , it follows from the above inequality
Therefore, we conclude that x * is an efficient solution of (P).
(b): Let x be an arbitrary feasible solution of (P). From (.) we observe
We need to examine the two cases: α(x, x * ) >  and α(x, x * ) < . If we assume that α(x, x * ) >  and recall that γ (x, x * ) > , then the above inequality becomes
which implies that 
Since u * >  and ξ i (x, x * ) > , i ∈ p, the above inequality implies that
which in turn implies that
Since x ∈ F was arbitrary, we conclude from this inequality that x * is an efficient solution of (P). On the other hand, we arrive at the same conclusion if we assume that α(x, x * ) < .
Remark We observe that the proof for solutions of Theorem . can be achieved using the method of contradictions as well. (ii) (v
