Consider the incomplete character sums k∈K K χ(f (ξ k )), where f ∈ F q [x] and χ is a multiplicative character of F q . Excluding trivial cases we show in Section 2 that these sums are at most of the order of magnitude 
If γ is a primitive element of F q and ξ ∈ F q , ξ = 0, then ξ = γ l for some integer l with 0 ≤ l ≤ q − 2 and we say that l is the discrete logarithm (or index ) of ξ to the base γ, denoted by ind γ (ξ) = l. For many practical purposes it would be sufficient to have an easily computable function which represents ind γ (ξ) for almost all ξ = 0 or at least its rightmost bit, which is obviously 0 if ξ is a square in F q and 1 if ξ is a non-square in F q in the case of p > 2. To obtain a lower bound on the complexity of the discrete logarithm we investigate interpolating Boolean functions.
A Boolean function B can be represented as a multilinear polynomial over F 2 and the sparsity (or weight) spr(B) of B is the number of non-zero coefficients of B. In the special case when r = 1 and β 0 = 1, i.e. ξ k = k for 0 ≤ k < p, and p > 2, in Coppersmith and Shparlinski [ 
Shparlinski mentioned in [10, p. 145 ] that using a "symmetrization" trick one can replace p 1/4 (log 2 (p)) −1/2 by p 1/4 in (2) with a slightly worse constant. In Section 3 we extend the latter result to arbitrary r. The proof is based on the new estimate (1) for incomplete character sums.
2.
A bound for incomplete character sums. Let χ be a non-trivial multiplicative character of F q of order t, with the convention χ(0) = 0, and let f (x) ∈ F q [x] be a monic polynomial of positive degree that is not a tth power of a polynomial. Let v be the number of distinct roots of f (x) in its splitting field over F q . First we recall Weil's bound for complete character sums.
Proof. Lidl and Niederreiter [4, Theorem 5 .41].
Now we prove a new bound for incomplete character sums.
Proof. We modify the method used in Niederreiter and Shparlinski [7] . (See also Gutierrez, Niederreiter, and Shparlinski [3] , Niederreiter and Shparlinski [6] , and Niederreiter and Winterhof [8] .) For any integer 
where
Using the Cauchy-Schwarz inequality we obtain 
is not a tth power and has at most 2v distinct zeros. Hence,
by Lemma 1. Choosing M = p 1/2 we get
and the assertion by (3).
Proof. Since otherwise the bound is trivial we may assume that either r = 1 and K ≥ 4.84p 1/2 or r ≥ 2 and K ≥ 3 1/r v 1/r p 1/2 . Then Theorem 1 yields for r = 1,
and for r ≥ 2,
which completes the proof. 
Remarks. 1. The standard method of Pólya and Vinogradov yields
For r = 1 Theorem 1 and (6) coincide.
Interpolation by Boolean functions.
In this section we give lower bounds for the sparsity and the degree of a Boolean function representing the rightmost bit of the discrete logarithm for almost all non-zero elements of F q . 
where (U 11 , . . . , U 1,s−a , . . . , U r1 , . . . , U r,s− (U 11 , . . . , U 1,s−a , . . . , U r1 , . . . , U r,s−a ) with c m ∈ F 2 for m ∈ M, which vanishes identically.
Let χ be the quadratic character of F q . By the condition of the theorem we have Hence, for r = 1 Corollary 1 yields
and thus
For r ≥ 2 Corollary 1 yields
Hence,
which yields the assertion. 
