Starting from a factorization theorem in Soft-Collinear Effective Theory, the thrust distribution in e + e − collisions is calculated including resummation of the next-to-next-tonext-to leading logarithms. This is a significant improvement over previous calculations which were only valid to next-to-leading logarithmic order. The fixed-order expansion of the resummed result approaches the exact fixed-order distribution towards the kinematic endpoint. This close agreement provides a verification of both the effective field theory expression and recently completed next-to-next-to-leading fixed-order event shapes. The resummed distribution is then matched to fixed order, resulting in a distribution valid over a large range of thrust. A fit to aleph and opal data from lep 1 and lep 2 produces α s (m Z ) = 0.1172 ± 0.0010 ± 0.0008 ± 0.0012 ± 0.0012, where the uncertainties are respectively statistical, systematic, hadronic, and perturbative. This is one of the world's most precise extractions of α s to date.
Introduction
Lepton colliders, such as the Large Electron-Positron collider lep which ran from 1989-2000 at cern, provide an optimal environment for precision studies in high energy physics. Lacking the complications of strongly interacting initial states, which plague hadron colliders, lep has been able to provide extremely accurate measurements of standard model quantities such as the Z-boson mass, and its results tightly constrain beyond-the-standard model physics. The precision lep data is also used for QCD studies, for example to determine the strong coupling constant α s . With the variation of α s known to 4-loops, one should be able to confirm in great detail the running of the coupling, or use it to establish a discrepancy which might indicate new physics. Even at fixed center-of-mass energy, differential distributions for event shapes, such as thrust probe several energy scales and are extremely sensitive to the running coupling. Moreover, event shape variables are designed to be infrared safe, so that they can be calculated in perturbation theory and so the theoretical predictions should be correspondingly clean. Nevertheless, extractions of α s from event shapes at lep have until now been limited by theoretical uncertainty from unknown higher order terms in the perturbative expansion.
One difficulty in achieving an accurate theoretical prediction from QCD has been the complexity of the relevant fixed-order calculations. Indeed, while the next-to-leading-order (NLO) results for event shapes have been known since 1980 [1] , the relevant next-to-nextto-leading order (NNLO) calculations were completed only in 2007 [2, 3] . In addition to the loop integrals, the subtraction of soft and collinear divergencies in the real emission diagrams presented a major complication. In fact, this is the first calculation where a subtraction scheme has been successfully implemented at NNLO [4] . However, even with these new results at hand, the corresponding extraction of α s continues to be limited by perturbative uncertainty. The result of [5] was α s (m Z ) = 0.1240 ± 0.0033, with a perturbative uncertainty of 0.0029. This NNLO result for the strong coupling constant comes out lower than at NLO, but 2σ higher than the PDG average α s (m Z ) = 0.1176 ± 0.0020 [6] . Actually, the most precise values of α s are currently determined not from lep but at low energies using lattice simulations [7] and τ -decays [8] . An extensive review of α s determinations is given in [9] , new determinations since its publication include [10, 11] .
To further reduce the theoretical uncertainty of event shape calculations, it is important to resum the dominant perturbative contributions to all orders in α s . To see this, consider thrust, which is defined as
where the sum is over all momentum 3-vectors p i in the event, and the maximum is over all unit 3-vectors n. In the endpoint region, T → 1 or τ = (1 − T ) → 0, no fixed-order calculation could possibly describe the full distribution due to the appearance of large logarithms. For example, at leading order in perturbation theory the thrust distribution has the form
where the ellipsis denotes terms that are regular in the limit τ → 0. Upon integration over the endpoint region, one finds
Double logarithmic terms of the form α n s ln 2n τ arise from regions of phase space where the quarks or gluons are soft or collinear. For small enough τ , higher order terms are just as important as lower order ones and the standard perturbative expansion breaks down. Resummation refers to summing a series of contributions of the form α n s ln m τ for the integral R(τ ) or α n s (ln m−1 τ )/τ for the differential distribution. Leading logarithmic (LL) accuracy is achieved by summing the tower of logarithms with m = 2n, next-to-leading logarithmic accuracy (NLL) also sums the terms with m = 2n − 1. Resummation at N k LL accuracy, provides all logarithmic terms with 2n ≥ m ≥ 2n − 2k + 1, as detailed in Section 2.
The first resummation of event shapes was done by Catani, Trentadue, Turnock and Webber (CTTW) in [12] . Their approach was to define jet functions J C (p 2 ) as the probability for finding a jet of invariant mass p 2 in the event. These can be calculated to NLL by summing probabilities for successive emissions using the Alterelli-Parisi splitting functions. Each term in the series that is resummed corresponds to an additional semi-classical radiation. The splitting functions only account for collinear emissions; to include soft emission, it is common either to impose some kind of angular ordering constraint to simulate soft coherence effects, or to use more sophisticated probability functions, such as Catani-Seymour dipoles [13] . Except for [14] , none of these approaches has led to a resummation for event shapes beyond NLL.
The approach to resummation of event shapes [15] based on Soft-Collinear Effective Theory (SCET) [16, 17, 18] contrasts sharply with the semi-classical CTTW treatment. The most important conceptual difference is that effective field theory works with amplitudes, at the operator level, instead of probabilities at the level of a differential cross-section. Consequently, the resummation comes not from the exponentially decreasing probability for multiple emissions, but from a solution to renormalization group (RG) equations.
The starting point for the effective field theory approach is the factorization formula for thrust in the 2-jet region, 1 σ 0 dσ 2 dτ = H(Q 2 , µ) dp 2 L dp
where H(Q 2 , µ) is the hard function, J(p 2 , µ) the jet function, and S T (k, µ) is the soft function for thrust. Q refers to the center-of-mass energy of the collision, µ is an arbitrary renormalization scale, and the born-level cross section σ 0 appears for normalization. A similar factorization formula was derived to study top quark jets in [19] , and then transformed into this form to study event shapes in [15] . Factorization properties of event shape variables were also studied in [20, 21] . The expression (4) is valid to all orders in perturbation theory up to terms which are power suppressed in the two-jet region τ → 0,
The key to the factorization theorem is that near maximum thrust, τ reduces to the sum of hemisphere masses
where the two hemispheres are defined by the thrust axis n. Here, p
is the invariant mass of the energetic particles in the left (right) jet and kQ is the increase of the invariant mass on the two sides due to soft emissions. A more detailed interpretation of this formula can be found in [15, 19, 22] .
The factorization theorem (4) makes it evident that the thrust distribution involves three different scales in the endpoint region. First of all, there are virtual effects arising in the production of the quark anti-quark pair at the hard scale µ h ∼ Q which are encoded in the hard function H(Q 2 , µ). A second relevant scale is associated with the invariant mass of the two back-to-back jets,
In addition to these two external scales, a third, lower seesaw scale is encoded in the soft function µ s ∼ k ∼ τ Q ∼ µ 2 j /µ h . The effective theory treatment separates the effects associated with these three scales and makes transparent that a larger range of scales, and consequently a larger range of α s (µ) is being probed than is evident in either the fixed-order calculation or in the traditional NLL resummation. Large logarithms are avoided using RG evolution in the effective theory. Each of the three functions H, J and S is evaluated at its characteristic scale, and then evolved to a common scale µ. Solving the differential RG equations resums logarithms of the scale ratios.
In Section 2, we provide the definitions of H, J and S in SCET. These functions can be calculated directly in SCET, or one can rewrite them in terms of matrix elements of QCD operators. For practical calculations, the definitions in QCD are often more suitable since the QCD Feynman rules are simpler. The hard and jet function appear in other processes and are known to two-loop order [23, 24, 25] . Their RG-equations have been solved in closed form and the relevant anomalous dimensions are known at three-loop order [26] . With the hard and jet functions known, the only missing ingredient to resum the thrust distribution to next-to-nextto-next-to-leading logarithmic (N 3 LL) accuracy is the soft function S. Its one-loop expression was given in [15] and in Section 3 we determine soft function to two loops. Its logarithmic part is obtained using RG invariance of the thrust distribution and the remaining constant piece by a numerical procedure. After plugging the solutions back into the factorization theorem (4), we obtain the result for the resummed distribution valid to N 3 LL. Next, we expand the effective theory result to fixed order in α s . The logarithmically enhanced terms which are determined in the effective theory dominate the thrust distribution. This is especially pronounced at NNLO: color structure by color structure, we find that the logarithmic terms are an excellent approximation of the full fixed-order result. This close agreement also provides an independent check on the NNLO calculation. After comparing the full fixed-order result to the logarithmic terms, we add the small difference between the two to our resummed result. By this matching procedure, we obtain a resummed result which is also correct to NNLO in fixed-order perturbation theory.
In Section 4, we fit the resummed matched calculation to aleph and opal data. We find a relatively small perturbative uncertainty on α s compared to previous event shape fits of the same lep data. In fact, the final statistical, systematic, perturbative and hadronization uncertainties end up being quite similar, all around 1%. At this point, we have the least handle on hadronization effects, and these and other power corrections are explored in Section 5. The conclusion contains a brief discussion of how the various uncertainties might be further reduced.
Resummation of thrust in effective field theory
The large logarithms in the thrust distribution dominate near the endpoint, τ → 0. This region of phase space corresponds to configurations with two back-to-back light jets. In this situation, the vector and axial-vector currents relevant to the production of the qq-pair are mapped onto the two-jet operators in SCET [27] O 2 =χnΓχ n ,
where Γ = γ µ or Γ = γ µ γ 5 for vector or axial-vector currents respectively. Here, n is a lightlike 4-vector aligned with the thrust axis and the composite fields χ n and χn are the collinear quark fields in the n-andn-directions, multiplied by light-like Wilson lines [28] . The first step in the effective field theory calculation is matching to full QCD. This is done by calculating matrix elements in SCET and in QCD and adjusting the Wilson coefficients in the effective theory so that the matrix elements agree. Performing the matching on-shell, one finds that the relevant matching coefficient for the vector operator is given by the on-shell vector quark form factor. In a scheme with an anti-commuting γ 5 , the Wilson coefficients of the vector and axial-vector operators are identical. Neglecting electro-weak corrections, the use of such a scheme is consistent in the endpoint region τ → 0. In this region, the two energetic quarks produced directly by the current always appear in the final state, so that the γ 5 matrices from the axial currents always appear in a single trace formed by the cut fermion loop.
After normalizing to the tree-level cross section, the hard function H(Q, µ) is given by the absolute value squared of the time-like on-shell form factor. Using the known two-loop result for the on-shell QCD form factor [29, 30, 31, 32] , the hard function at two loops was derived in [24] . It satisfies the RG equation [26] 
whose solution can be written as
Here,
and
The function A Γ (ν, µ) is defined as A H (ν, µ), but with γ H replaced by Γ cusp . The solutions of the RG equations for the jet and soft function given below involve functions A J (ν, µ), A S (ν, µ) which are obtained from (11) by substituting γ J , γ S for γ H . It is straightforward to expand S(ν, µ) and A H (ν, µ) perturbatively in α s (ν) and α s (µ) given the expansions of Γ cusp (α) and γ H (α). The explicit expansions can be found in [24] .
In SCET the jet function is given by the imaginary part of the collinear quark propagator,
and thus vanishes for p 2 < 0. The jet function was calculated at one loop in [33] and at two loops in [23] . To evaluate the function perturbatively, it is convenient to rewrite the collinear quark propagator in terms of QCD fields. One finds that the jet function is obtained from the quark propagator in light-cone gauge. The jet function satisfies a RG equation which is non-local in p 2 [23] ,
From the divergent part of the form factor at three loops [32] and the NNLO Altarelli-Parisi splitting functions [34] the jet anomalous dimension γ J was derived at three loops in [24] and is given in Appendix A. Although the RG equation is non-local in p 2 , it is local in µ and can be solved using Laplace transform techniques. The result is [24] 
where
The function j(L, µ) is the Laplace transform of the jet function. Its definition and explicit form are given in Appendix B. To any given order in perturbation theory, j(L, µ) is a polynomial in the variable L so that the derivatives with respect to η j in (14) can be performed explicitly. The thrust soft function is defined as a matrix element of Wilson lines along the directions of the energetic quarks,
This Wilson line describes the Eikonal interactions of soft gluons with the fast moving quark, and p Xn (p Xn ) is the sum of the momenta of the soft particles in the n-hemisphere (nhemisphere). The variable k measures the change in the invariant mass due to soft emissions from the two jets. At the leading power, the mass in the n-hemisphere is given by
where p n denotes the total collinear momentum in the hemisphere. Note that the soft function vanishes for negative argument. Like the jet function, the soft function can be calculated order-by-order in perturbation theory. The one-loop soft function was derived in [15] from results of [35] ; it was also calculated directly in SCET [22] . The two-loop soft function will be determined below.
The factorization theorem (4) and the fact that the thrust distribution is independent of the renormalization scale µ implies that the soft function fulfills the RG equation
and that, to all orders,
This relation was checked to one loop in [15] (with a different convention for γ H ), and here we use it to determine the two-and three-loop soft anomalous dimensions. Similar to (14) , the solution for the soft function is
with
The convolution integrals in (4) can be done analytically once the solutions (14) and (20) are put back into the factorization theorem. The thrust distribution becomes
Using the relations,
the expression (21) simplifies to 
with η = 4A Γ (µ j , µ s ). From this final result we can read off the canonical relations among the hard, jet, and soft matching scales and the physical scales Q and p ∼ √ τ Q:
Note that the arbitrary reference scale µ has dropped out completely. For the α s fits, we need the differential thrust distribution integrated over each bin. The integral of the thrust distribution can be evaluated analytically, since the derivatives with respect to η in (24) commute with the integration over τ . The resulting expression is
Note that the integral is performed for fixed µ j and µ s , that is, before setting them to their canonical τ -dependent values. In this way, large logarithms are removed in the observable of interest, not for some intermediate expression.
Different definitions of logarithmic accuracy are commonly used in the literature. Before proceeding further, we now show which logarithms are included at a given order in our calculation. We use renormalization-group improved perturbation theory, in which logarithms of scales are eliminated in favor of coupling constants at different scales which are counted as small parameters of the same order
The expansion of the Sudakov exponent (10) then takes the form
where r = α s (µ)/α s (ν). The explicit expressions for the functions f 1 to f 4 needed for our calculation are given in [24] . The leading-order term α 0 s in renormalization group improved perturbation theory involves the functions f 1 and f 2 , which depend on the one and two-loop cusp anomalous dimension. To make contact with the literature, we can expand α s (µ) around fixed coupling α s ≡ α s (ν). The result takes the form
with L = ln(µ/ν). LL resummations include only g 1 , NLL also g 2 and so forth. When rewriting (28) in the form (29), the expansion of f i contributes to the functions g j with j ≥ i so that there is a one-to-one correspondence between the order in renormalization group improved perturbation theory and the standard logarithmic accuracy. Note that the higher order terms to (28) and (29) are suppressed by explicit factors of α s . The missing pieces in the integral R 2 (τ ) at N 3 LL are suppressed by α 3 s so that the missing logarithms are
τ for the default scale choice. In particular, at order α 3 the N 3 LL result includes everything except for the constant term in R 2 (τ ) which does not contribute to the thrust distribution.
In Table 1 , we list the ingredients to obtain (26) to a given accuracy. The necessary anomalous dimensions and the results for the functions H, j and s T are provided in Appendix A. Everything in the table except for the four-loop cusp anomalous dimension and the constant part of the two-loop soft function are known. We estimate the former using the Padé approximation Γ 4 = Γ 2 3 /Γ 2 [36] and determine the latter numerically in the next section. Rather than specifying both the accuracy of the resummation and the order to which we match to the fixed order result, will will in the following simply refer to the definitions of 1 st , 2 nd , 3 rd and 4 th order as given in Table 1 . Note that the difference between 3 rd and 4 th order, as we have defined them, is only the inclusion of NNLO matching corrections, but the logarithmic accuracy stays the same.
Resummation vs. fixed order
In this section, we compare the resummed expression, valid in the endpoint region τ → 0 to the fixed-order expression, which is valid away from the endpoint. The resummed expression, when expanded to fixed order, must reproduce the τ = 0 singularities of the fixed-order calculation. This observation can be used to extract numerically the constant part of the two-loop soft function. Then, by including the difference between the expanded resummed expression and the fixed-order expression, we derive the final matched distribution.
The fixed-order thrust distribution has been calculated to leading order analytically and to NLO and NNLO numerically. For the scale choice µ = Q, the result is usually written in the form 1
where we have suppressed the argument of the coupling constant, α s ≡ α s (Q). Throughout the following analysis, we use an analytical form for A(τ ), a numerical calculation of B(τ ) using the program event2 [37] with 10 10 events and a numerical calculation of C(τ ) that was generously provided by the authors of [2] . A value of y 0 = 10 −5 for the infrared cut-off was used in the calculation of the NNLO histograms, see [38] .
The resummed differential thrust distribution in the effective theory is given in Eq. (24) . To compare with fixed-order results (30), we set all scales equal µ h = µ j = µ s = Q. Doing so switches off the resummation: all evolution factors, such as S(µ h , µ j ) and A H (µ h , µ s ), vanish in the limit of equal scales. Before taking the limit η = 4A Γ (µ j , µ s ) → 0, we expand the kernel in (24) using the relation
and evaluate the derivatives with respect to η using the explicit expressions for j and s. The result is a sum of distributions
The coefficients D δ , D A D B and D C are given in Appendix C. Away from τ = 0, the δ-function terms can be dropped and the plus-distributions reduce to their argument functions,
Since the effective field theory resums the large logarithms of the fixedorder distribution, there should not be any 1/τ singularities in A, B, or C which are not reproduced in D A , D B and D C respectively. This was shown analytically for the A function in [15] . It is demonstrated numerically for A, B and C in Figure 1 . In fact, the figure shows that even at moderate τ , the thrust distribution is dominated by the singular terms. Note that the lowest three bins of the numerical result for C are above the effective theory prediction. This is due to numerical difficulties in the fixed-order code used to evaluate C and will be explored in more detail below. The SCET expression (24) for the thrust distribution is valid as τ → 0, that is, in the 2-jet region. One could perform resummation also for terms which are power suppressed in this limit, by including operators with additional fields or derivatives into the effective theory [39, 40] . However, since these terms are power suppressed it is sufficient to include them at fixed order. To do so, we simply subtract the singular terms from the fixed-order expression. The remainder is
Including the matching contribution, the thrust distribution becomes
With the inclusion of r(τ ), our result not only resums the thrust distribution to N 3 LL, but is is also correct to NNLO in fixed-order perturbation theory. Now let us turn to the two-loop soft function. Its RG equation together with the anomalous dimensions determine the logarithmic part of s T , but the constant part
cannot be obtained in this way. We will determine the constant from the requirement that the integral over the thrust distribution reproduces the total hadronic cross section Plugging (32) and (33) into (34) we find
where 317.5 comes from setting n f = 5 in D δ (see Appendix C). Since we know separately the color structures for B (numerically) and D B (analytically), as shown in Figure 2 , we can perform this integral numerically and then extract c S 2 by comparing to (36) . Although the difference B(τ ) − D B (τ ) is integrable as τ → 0 both of these functions are separately divergent. To have numerically stable results, we impose an infrared cutoff τ 0 on the integral and interpolate to τ 0 = 0. We do this in discrete steps by dropping the lowest bins in the B(τ ) distribution which was generated with the event2 program. The convergence and interpolation are shown in Figure 3 . We find
These constants were explored previously in [12] . Lacking the form of the divergences near τ = 0, these authors had to fit for the shape of the curve as well as the constants, leading to results with much poorer accuracy. A comparison with the results of [12] is given Appendix C. We now have all the necessary perturbative input at hand to evaluate the thrust distribution and to extract α s . Before doing so, we compare the recent NNLO fixed-order results in detail to the singular terms predicted using the effective theory. In Figure 4 the contribution of the six color structures which appear at α 
Contributions of different color structures to the three-loop coefficients of the thrust distribution. The plots show a comparison of our result for the singular terms encoded in D C (blue lines) with the numerical evaluation of the full coefficient C (red histograms) [38] . The light-red areas are an estimate of the statistical uncertainty.
good approximation to the full result (red lines) for each color structure. What is surprising is that they seem to agree well almost everywhere. One consequence of this is that the matching to the NNLO fixed-order distributions will have a small effect. The dominance of the logarithmically enhanced terms, even at moderate τ , strongly suggests that resummation would indeed lead to a significant improvement in perturbative accuracy. The close agreement also provides a verification of the fixed-order result. Because the same numerical code is used for many other NNLO observables, such an independent check is certainly welcome. As we observed earlier, the lowest three bins of the NNLO fixed-order result of [38] are higher than the singular terms obtained with the effective theory, see Figure 1 . The excess at small τ seen in Figure 1 is barely noticeable in Figure 4 , because we have multiplied the distributions by τ which de-emphasizes the small-τ region. To analyze this region in detail, we plot the distribution as a function of ln τ in Figure 5 . For very small τ , the full result should reduce to the singular terms derived in the effective theory. However, this region is [38] . The dotted, dashed and solid lines correspond to an infrared cut-off y 0 = 10 −5 ,10 −6 and 10 −7 , see [38] . The light-red areas are an estimate of the statistical uncertainty.
very challenging for the numerical integration. The numerical results are shown in red in Figure 5 and the light-red bands are the statistical uncertainty from the numerical NNLO calculation. The three red lines correspond to different values of an infrared cutoff, which is imposed when generating events [38] . The agreement is good, except for the two leading color structures. The authors of [38] are aware of the problem [41] . For the extraction of α s , the region of very small τ will not be used, so these numerical difficulties are not critical for present purposes. 
α s extraction and error analysis
In this section we now use our result for the thrust distribution to determine α s , using lep data from aleph [42] and opal [43] . Before performing the fit, let us compare the perturbative expansion with and without resummation. The result at Q = 91.2 GeV is shown in Figure 6 side-by-side with the fixed-order expression. We use the same value α s (m Z ) = 0.1168 for both plots and have set the scales µ h , µ j and µ s to their canonical values (25) . For reference, we also show the aleph and opal data. The curves for the fixed-order calculation correspond to the standard LO, NLO, NNLO series; for the effective field theory calculation, the orders are defined in Table 1 . It is quite striking how much faster the resummed distribution converges. In fact, it is hard to even distinguish the higher order curves after resummation, except in the region of very small τ , where the distribution peaks. The peak region is affected by nonperturbative effects, as will be discussed in the next section, but it will not be used in the extraction of α s . The region relevant for the α s extraction is shown in the lower two plots. The value of α s (m Z ) = 0.1168 we use in the plots corresponds to the best fit value in the range 0.1 < τ < 0.24 for the aleph data set. However, the plot makes it evident that the extracted α s value will not change much beyond first order. A fit to the NNLO fixed-order prediction gives α s (m Z ) = 0.1275. The aleph and opal collaborations have published analyses of the lep 1 and higher energy lep 2 thrust distributions. To fit α s we calculate the thrust distribution integrated over each bin measured in the experiments. The resummed contribution in a given bin is obtained as R 2 (τ R ) − R 2 (τ L ) using Eq. (26) for the bin with τ L < τ < τ R . For the matching contribution, we integrate analytically the D A (τ ), D B (τ ) and D C (τ ) functions and subtract them from the analytic integral of A(τ ) and the appropriately binned numerical distributions B(τ ) and C(τ ).
A problem we encounter when trying to extract α s is that the experiments have published statistical, systematic, and hadronization uncertainties for each bin, but have not made the bin-by-bin correlations public. Without this information, we proceed with a conservative approach to error estimates: to extract the default value of α s , we perform a χ 2 -fit to the data including only statistical uncertainties. We then use the systematic and hadronization errors on α s obtained in previous fits to aleph [5] and opal [43] data. In these papers fits to α s were performed which included the correlation information. To be able to use their values, we perform our fits using exactly the same fit ranges as used in these papers. This is not entirely optimal, since the experimental systematic error will depend somewhat on the theoretical model used in the fit. Our resummed calculation is valid in a wider range of τ than the predictions used in [5, 43] , so one could use data closer to the peak, where the statistics are higher and resummation is more important. In a future analysis, the fit range could be optimized to minimize the total error after folding in the proper correlations.
In Figure 7 , we plot the relative statistical and total experimental uncertainty as a function of τ and compare to the best fit result. We find that the extracted value is fairly insensitive to the fit range. In fact, going from the standard range (solid line) to the larger region (dashed lines) changes the best-fit value of α s (m Z ) by less than 0.3%, from 0.1168 to 0.1171. Next, we consider the perturbative theoretical uncertainty. In the effective field theory analysis, four scales appear: the hard scale µ h ∼ Q, the jet scale µ j ∼ √ τ Q, the soft scale µ s ∼ τ Q, and the scale µ m at which the matching corrections are added. In the matching corrections the physics associated with the hard, jet and soft scales has not been factorized, so it is not obvious which value of µ m should be chosen. We follow standard fixed-order practice and choose µ m = Q as the default value. Our result is independent of these scales to the order of the calculation: the change in the result due to scale variation can thus be used to estimate the size of unknown higher order terms, of O(α 4 s ) for our final result. We show the results of varying each of the four scales up and down by a factor of 2 in the first four panels of Figure 8 . The results converge nicely, with the dominant uncertainty coming from the soft scale variation. This is expected, as the soft scale probes the lowest energies and therefore the largest values of α s . In fact, it is a critical advantage of the effective theory that the soft scale can be probed explicitly -the fixed-order calculation has access to only one scale and assuming µ ∼ Q may therefore underestimate the perturbative uncertainty. From the first panel in Figure 8 it is clear that the extraction of α s is almost completely insensitive to the scale at which the fixed order calculation comes in. Again, this is in contrast to a pure fixed-order result. The matching scale variation is so small because the matching correction itself is small, as we saw in Figures 1, 2, 4 , and 5. Figure 8 shows the effect of varying the jet and soft scales separately by factors of two:
While a factor of two may seem reasonable for a fixed order calculation (although as we have already observed, the thrust distribution probes scales τ Q ≪ Q), from the effective field theory point of view it makes little sense to vary the soft and jet scales separately. In doing so, one can easily have µ j < µ s or µ h < µ j which is completely unphysical. Instead, for the error analysis we will use two coordinated variations. First, a correlated variation holding µ j /µ s fixed:
This probes the upper and lower limits on µ j and µ s , but avoids the unphysical region. Second, an anti-correlated variation, holding µ 2 j /(Qµ s ) fixed:
This is independent from the correlated mode but again avoids having µ j < µ s . The uncertainty resulting from these two variations is shown in the last two panels of Figure 8 . To estimate the total perturbative uncertainty on the extracted value of α s , we use the uncertainty band technique proposed in [44] and adopted both by aleph [42] and opal [43] as well as in the recent fit of NNLO results to aleph data [5] . The result is shown in Figure 9 . In short, the theoretical uncertainty is determined as follows: one first calculates α s (m Z ) using a least-squares fit to the data with all scales at their canonical values and without including any theoretical uncertainty in the χ 2 -function. Then each scale is varied separately, holding α s (m Z ) fixed to its best-fit value. These produce the curves in Figure 9 . Next, the uncertainty band, the yellow region in Figure 9 , is defined as the envelope of all these variations. Table 2 : Best fit to aleph data. The row labeled (Padé × 2) is an alternative measure of perturbative uncertainty as described in the text. It is not combined into the total error. The rows labeled pythia and ariadne give the value of α s after correcting for hadronization and quark masses using pythia or ariadne.
determined which allow the prediction to remain within the uncertainty band. An important feature of this approach is that the data enters only in the determination of the best fit α s and the fit region; the perturbative uncertainty is determined purely from within the theoretical calculation. Separating the theoretical and experimental errors in this way makes it much easier to average α s results obtained from different data sets, since they suffer from the same theoretical uncertainty. The purpose of scale variations is to estimate the effect that a higher order perturbative calculation would have on a distribution. This is justified by arguing that any scale variation can be compensated by terms at one order higher in α s , thus it should give a reasonable estimate of these higher order terms. However, as we have seen, the amount by which we vary the scales is arbitrary, and the traditional factor of 2 in the variation is both problematic for the jet and soft scales and seems to overestimate the uncertainty. The distribution determined by the effective theory at one higher order depends on only a handful of numbers: the betafunction coefficient β 4 , the anomalous dimensions Γ 4 , γ Table 3 : Best fit to opal data.
variations. Even for c = 2, the fifth order coefficients come out quite large, for example, Γ 4 ≈ ±2 × 10 4 and β 4 ≈ ±3 × 10 5 . Nevertheless, the uncertainty is still significantly smaller than what we found using scale variation. We find that Padé × 2 gives δα s (m Z ) ∼ 0.0003 in contrast to errors around δα s (m Z ) ∼ 0.0012 from the scale variations. Although the higher order constants are unknown, one might try to estimate them in more sophisticated ways, for example, by computing the dominant diagrams. In the end, we will not use this new method for the final error estimates, but we present the resulting uncertainties in Tables 2 and 3 for completeness. They include a scale variation in the matching correction because this is independent of the resummed distribution.
For each of the energies in the aleph and opal data sets, we perform a least-squares fit using the experimental statistical errors. The statistical uncertainty on α s is calculated from the variation in χ 2 , the perturbative uncertainty is calculated using the uncertainty band (with scale variations), and systematic uncertainties are taken from [5] and [43] , as discussed above. We include the non-perturbative hadronization uncertainties from these papers, but do not include the corresponding hadronization corrections. We will discuss hadronization and other power-suppressed effects in detail in the next section. The fit results are given in Tables 2 and 3 .
To combine the results from different energies, we compute a weighted average,ᾱ s =
s . The weights w i are determined by minimizing the uncertaintyσ 2 = ij w i w j cov(i, j). Given that we don't know the exact correlations, we set
That is, we assume uncorrelated statistical errors and 100% correlation for the systematic, hadronic and perturbative uncertainties at different energies. Because the correlated uncertainties are dominant, naively minimizing the uncertainty can in some cases be lead to negative weights. This happens when combining the OPAL results in the above way. We eliminate these solutions by imposing w i > 0, after which the best value from OPAL is obtained by assigning 100% weight to the highest energy measurement which has the smallest systematic uncertainty. The result obtained after combining aleph and opal results individually is given in the last column in Tables 2 and 3 . Finally, we combine the aleph and opal results to an overall average. In this case, we assume that the systematic uncertainties are completely correlated between the individual energy results from each experiment, but neglect the correlations between the systematical uncertainties among the two experiments. For the hadronization and perturbative error, we assume 100% correlation. Proceeding in this way, we find α s (m Z ) = 0.1172 ± 0.0010(stat) ± 0.0008(sys) ± 0.0012(had) ± 0.0012(pert) = 0.1172 ± 0.0022 .
This result is close to the PDG world average α s (m Z ) = 0.1176 ± 0.0020 and has similar uncertainties. Our calculation does not include hadronization corrections and neglects quark masses. If we estimate their effect using pythia, the central value shifts to α s (m Z ) = 0.1150, while correcting with ariadne gives α s (m Z ) = 0.1168. We observe that the difference we find between pythia and ariadne is larger than the hadronization uncertainty in our average, which is based on aleph and opal studies. Correcting our higher order perturbative result with a tuned leading-order Monte Carlo shower is problematic, so this difference should be interpreted with caution. Various issues associated with hadronization corrections will be discussed in detail in the next section.
It is interesting to repeat the fit order by order. This is done in Table 4 and displayed graphically in Figure 10 . The figure shows that the results found at different energies are consistent and illustrates the reduction of the uncertainty when including higher order terms. Table 4 : Best fit values and uncertainties at different orders, as defined in Table 1 .
Non-perturbative effects and quark mass corrections
Let us now turn to two power suppressed effects which we have so far neglected in our analysis. The first is hadronization: the effective theory calculation corresponds to a parton-level distribution, while the experiment measures hadrons. Secondly, we have neglected quark masses in our calculation. Because thrust is an infrared-safe observable, both corrections are expected to be small, however they may not be negligible. Most of the previous determinations of α s have used Monte Carlo event generators to correct the parton-level predictions for hadronization effects and estimate the hadronic uncertainty by comparing the output of different generators. In particular, aleph [42] , opal [43] and the recent NNLO analysis [5] all use pythia to obtain their default hadronization corrections and then compare to herwig and ariadne to obtain the associated uncertainty. It turns out that the largest differences generally occur between pythia and ariadne [43] , even though ariadne uses pythia to calculate hadronization.
We include in Tables 2 and 3 the best fit values of α s obtained after correcting the data binby-bin for hadronization and b-and c-quark masses using pythia v.6.409 [45] , with default parameters, and with ariadne v.4.12 [46] , using the aleph tune. Correcting with ariadne has quite a small effect on the values of α s . Moreover, ariadne always gives a larger value of α s than pythia. If the central values are taken after the ariadne corrections, they agree quite closely with a fit to the parton level distributions, that is, without any hadronization. In addition, we also used the new sherpa dipole shower [47] for hadronization and find results similar to ariadne.
Relying on the Monte-Carlo generators for hadronization is clearly not ideal, since they have been tuned to the same lep data we are trying to reproduce! The situation is especially problematic when trying to correct our resummed distribution. The Monte Carlo generators are all based on the parton-shower approximation, which only sums the leading Sudakov double logarithms and part of the next-to-leading logarithms. In contrast, our distribution is correct to N 3 LL and to NNLO in fixed-order perturbation theory. By tuning to data, part of the missing higher order perturbative corrections get absorbed into the hadronization model. An obvious way to avoid this problem would be to include the higher order corrections into the Monte Carlo codes, but needless to say, no such generator yet exists (although, see [39, 40] for an approach to improving generators based on the same effective field theory ideas we are using).
As shown in Figure 12 pythia agrees with the aleph data better than our 4th order resummed and matched theoretical calculation. How is this possible in a leading-log shower with leading-order matrix elements? The answer is that part of what is being tuned to data in the Monte Carlo program is not just the hadronization model but also some kind of unfaithful imitation of subleading-log resummation. This is demonstrated in Figure 12 , where pythia is run at the parton and hadron level and compared to the 1st order and 4th order resummed matched distributions in the effective field theory. Even at the parton level, pythia agrees more with the 4th order than the 1st order. Moreover, the hadronization corrections provide something like a shift in the distribution, but cannot explain the structure of the peak region, which really should be determined by subleading order resummation. To demonstrate the danger of trusting a tuned Monte Carlo generator, we run the same event generator at Q = 1 TeV, and compare again to the theoretical calculations, see Figure 12 . Now pythia looks like the leading-order event generator that it is, and the hadronization corrections are small, but pythia undershoots the more accurate 4th order theoretical prediction. At high energy the difference will be more difficult to absorb into non-perturbative effects since hadronization corrections are small. One consequence is that these Monte Carlo generators may be underestimating backgrounds at an ILC by 30%, and perhaps by a similar magnitude at the LHC as well.
An alternative to correcting the theoretical distribution with a Monte-Carlo transfer matrix is to include explicitly a theoretical model of non-perturbative corrections and then use data to determine its parameters. The non-perturbative effects are suppressed by the center-ofmass energy and will scale as a power of Λ NP /Q, with Λ NP ∼ 1 GeV a scale characteristic of strong-interaction effects. The effective theory analysis shows that since scales lower than Q appear in the perturbative expansion, there will in fact be power corrections suppressed by the lowest scale, in this case the soft scale τ Q which will go as a power of Λ NP /(τ Q). For completely inclusive processes first order power corrections are absent, but one should not expect the leading power to be absent for thrust.
The non-perturbative effects will be most important in the soft region for small τ . The corrections can be parameterized by a non-perturbative shape function which is convoluted with the perturbative soft function [48, 49] 
Then one can parametrize S NP (k) with a few-parameter family of distributions [50] . For example, a common model is S NP (k) = δ(k −Λ NP ), which leads to an overall shift in the thrust distribution. Figure 11 shows the result of a simultaneous fit to Λ NP and α s for the opal data. From this rough analysis one can see that the fit to lep data has trouble distinguishing the effect of raising the shift parameter from increasing the coupling -both variations increase the theoretical prediction in all bins where the fit to data is performed. Much of the evidence for a shift in event shape distributions has come from comparisons to data of calculations done at NLO or with resummation at NLL [51] . It would be very interesting to reconsider these analyses including information from NNLO and with N 3 LL resummation. To extract the soft shape function a detailed analysis, including lower energy data, should be performed. At lower energies the effect of the power corrections will be more pronounced so that the parameters of the shape function can be determined and then used in the extraction of α s from higher energy data. The high statistics jade data with energies from Q = 22 − 44 GeV might be particularly suitable for such an analysis [52] .
In our Monte-Carlo studies, we find that quark-mass effects at lep 1 are of order 1%. They tend to increase α s , while hadronization effects lower the central value. In fixed-order perturbation theory, the quark-mass effects have been evaluated at NLO [53, 54, 55, 56] . Using the factorization theorem for the production of massive quark jets [19] and the recent two-loop result for the massive jet-function [57] , it is would be possible to perform the resummation also for the b-quark contribution. Since the quark mass corrections are small in the region where we extract α s , a fixed-order treatment might be sufficient. Additional issues involved in Figure 12 : Comparison between theoretical predictions in effective field theory at first order and fourth order, as defined in table 1, and pythia at the parton and hadron level. aleph data is included in the first panel.
matching the perturbative soft and non-perturbative shape functions were discussed recently in [58] .
Since neither Monte-Carlo hadronization corrections nor a simple non-perturbative shift model are satisfactory, we conclude that the best option at this point is to fit the partonlevel distribution. To estimate the hadronization uncertainties, we simply lift the errors from previous studies of the aleph and opal data. Numerically this is essentially equivalent to using ariadne to calculate the hadronization and quark-mass corrections and the difference to pythia as an estimate of the resulting uncertainty, as can be seen in Tables 2 and 3 . With the increased perturbative precision of our result, it would be important to get better control over hadronization effects and to have a more reliable way to assess the associated uncertainty. As we discussed above, this can be achieved with a dedicated shape-function analysis involving also lower energy data.
Conclusions
We have resummed the leading logarithmic corrections to the thrust distribution to N 3 LL. Our calculation is based on an all-order factorization theorem for the thrust distribution in the two-jet region T → 1. The traditional method for resummation of event shapes is limited to NLL. The present paper goes beyond this not only by one but by two orders in logarithmic accuracy.
The factorization theorem, obtained using Soft-Collinear Effective Theory, separates the contributions associated with different energy scales in a transparent way. Those associated with higher energy scales are absorbed into Wilson coefficients. Solving the renormalizationgroup equations resums large perturbative logarithms of scale ratios. An advantage of the effective theory treatment is that the factorization theorem is derived at the operator level. The different building blocks in the factorization theorem are given by operator matrix elements and appear in a variety of other processes. With the exception of the two-loop constant in the soft function, all the necessary ingredients to the factorization theorem were known to N 3 LL accuracy from resummations of other processes. We have determined the missing two-loop constant numerically using effective field theory and an NLO fixed-order event generator.
Comparing to fixed-order results, we found that the logarithmically enhanced pieces, determined by a few constants in the effective theory, amount to the bulk of the fixed-order results, even away from the endpoint T → 1. Of particular interest is the comparison at NNLO. The necessary fixed-order calculation has been completed only recently and so far not been independently checked. The close agreement with the logarithmic contributions we derive provides a non-trivial check on both calculations. Once matched to the full fixed-order result, our result is valid not only to N 3 LL accuracy, but also to NNLO in fixed-order perturbation theory. Matching improves our result away from the endpoint region, but numerically the matching corrections are small, in particular at NNLO.
Our result is the most precise calculation of an event shape to date, and we have used it to perform a precision determination of α s using aleph and opal data. Our final combined result is α s (m Z ) = 0.1172 ± 0.0010(stat) ± 0.0008(sys) ± 0.0012(had) ± 0.0012(pert) = 0.1172 ± 0.0022 .
Unfortunately, we had to combine different data sets with the conservative assumption that systematic errors are completely correlated. We also had to use the fit regions selected by the experiments which are not optimized to our higher order calculation. An improved error analysis would involve information from the collaborations about correlations which is not publicly available.
With the resummed calculation, the perturbative uncertainty is finally smaller than the other uncertainties at each energy, in contrast to earlier results where the perturbative error was dominant. With the reduction in perturbative uncertainty, the hadronization error has become a relatively large contribution to the total error. To reduce it, one could parameterize the non-perturbative effects with a shape function, and then extract this shape function from data at lep and lower energy experiments. In addition, one could account explicitly for quark mass effects which should help reduce the systematic errors.
Even though the perturbative error is greatly reduced by including resummation, the technique used to estimate this error may be unduly conservative. We have followed the standard procedure and used a collection of scale variations to estimate terms higher order in α s . An alternative method, which we have suggested here, is to attempt a more sophisticated guess at the effects that a higher order calculation might have. At one higher order the resummed distribution is known up to a handful of numbers, such as higher-loop anomalous dimensions. So we can extrapolate an approximation to these numbers and use that directly. This procedure results in smaller and perhaps more realistic perturbative errors, although we have not used the errors derived this way for the final results.
The effective theory can also be used to study other event shapes. For example, heavyand light-jet masses can be obtained with minimal modifications from the formulae given here [15, 19] . These observables involve the same hard and jet functions as (4) and the necessary soft function can be determined in the same way as we did here for thrust. The factorization theorem for a wider class of event shapes, including jet-broadening and the Cparameter was derived recently [59] . Its form is the same as (4), except that it involves different jet-functions which depend on the variable under consideration. To reach the same accuracy we have achieved here, additional perturbative calculations will thus be necessary.
We could also try to use the same techniques to calculate precision observables in a hadronic environment. Many of the necessary ingredients have already been understood from the threshold resummation for inclusive processes such as deep-inelastic scattering and DrellYan production. Despite the complication of hadronic initial states, a precision calculation of jet-observables relevant for the LHC seems feasible. Considering the discrepancy we found between pythia and the fourth-order effective theory prediction for the thrust distribution at 1 TeV (see Figure 12) , having a systematically improvable way to perform resummations might be vital for the LHC. In addition, given the size of the logarithmic corrections found here, it is likely that many fixed-order calculations can be improved using methods of effective field theory.
where we have written β 0 and β 1 in terms of the Casimir invariants C F = 4 3 , C A = 3 and
, but have evaluated β 2 and β 3 for N = 3 colors. The RG equation (44) has a solution in terms of L = ln
It is also useful sometimes to work with perturbative expansion of α s (µ) in terms of α s at a fixed renormalization scale, µ R :
We write the perturbative expansion of the anomalous dimensions as
The exact anomalous dimensions are known to α 3 s . The anomalous dimensions for the hard function are
For the jet function 
For the soft function 
C Singular terms in the thrust distribution
The fixed-order distributions can be written in terms of delta functions and plus distributions.
The delta-function terms are known to α Table 5 : Numerical values for the expansion coefficients of R(τ ) as defined in (68).
+ 19π
third order result for the quantity R(τ ), which is is often written in the form
We normalize here to the total hadronic cross section σ had given in (36) instead of the Born cross section σ 0 . Our result provides the normalization of R(τ ) to second order 
and determines all logarithmic terms up to α 3 s : 
The numerical values of the above coefficients are listed in Table 5 . The NLL coefficients up to O(α 3 s ) were given in [12] and we completely agree with their results. In the same reference the remaining α 2 s coefficients were determined using a fit to the numerical fixed order result with the result C 1 = 34 ± 22 and G 21 = 30 ± 10. Our analytical result agrees with the extracted value of G 21 , but our value of C 1 is about a factor of two larger. This disagreement is perhaps not that surprising, given that [12] had to extract C 2 and G 21 numerically using a simultaneous fit to both quantities at small τ , where the result is dominated by the contribution from the logarithmic term proportional to G 21 . Since we have the analytical result for G 21 , we are able to extract C 2 with much higher precision.
