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INTRODUCCION. 
La teo·rí'a de los servosistemas lineales contí'nuos (analÓgicos) expli-
ca cómo a partir de la diferencia entre la respuesta del proceso (salida s(t)) y 
el estÍmulo (entrada e(t)) el sistema de control elabora una señal u{t), que mo 
difica el comportamiento del proceso en el sentido de optimizar un criterio. 
t[t) l{t) SISTEMA CONTROL 
ANALO(iiCO 
Fig. l. 
u(t) 
PROCESO 
s(t) 
La teorí'a clásica de los servos lineales que tratan señales contÍnuas 
se basa en la transformada de Laplace, es decir, en la correspondencia exis-
tente entre los polos de la transmitancia situados en el plano de la variable -
compleja p y la soluciÓn de la ecuación diferencial lineal que representa al 
sistema en bucle cerrado. 
La síntesis del sistema de control se lleva a cabo; 12) fijando a 
priori una estructura (p. ej. una célula de avance de fase + amplificador); 
22) variando los parámetros de la célula Y la ga~ia hasta obtener por tanteo 
una optimizaciÓn de un criterio que consiste esencialmente en la estabilidad 
más un compromiso entre precisiÓn en régimen permanente y rapidez en régi-
/ 
men transitorio sin sobretensiones peligrosas. Es costumbre visualizar este -
criterio por un contorno a 2, 3 db en el plano de Black o un juego de márge--
nes de ganancia y fase en el de Nyquist. 
Estos apuntes tratan de los sistemas de control con informaciÓn 
en instantes discretos, cuyo organigrama más simple y general es el de la 
figura 2. 
El sistema de control elabora una sucesiÓn de valores u que, des--
n 
pués de ser convertida en la sefial contÍnua u{t); actúa sobre el proceso en la 
forma indicada más arriba. Para estudiar este aspecto hÍbrido de la cuestiÓn 
es necesaria una teoría matemática, semejante en gran parte a la anterior, 
. 
.--------, 1 
Jf} 
. -- ·~~ ,:: /(""A é(t) / [~n] _l S. CONTROL ¡run] ! / 
NUMERICO 
1 ... 
1 
L..~- ___ J 
Fig. Z. 
si bien ahora la correspondencia se establecerá, por lo que respecta a la re-
laciÓn entre señales discretas, entre los polos situados en el plano de la va--
riable compleja z y la soluciÓn de una ecuaciÓn lineal recurrente o en dife -
rencias. 
La teoria que aquí' presentamos es la teoria transformacional en la 
variable compleja z = e Tp' siendo p la variable de Laplace. Nos limitare-
mos al caso de sistemas: 
- lineales 
- deterministas 
- a modulación de amplitud o puramente num~ricos. 
con tratamiento de la informaciÓn a una sola cadencia constan 
te. 
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I.- ANALISIS DE SEi'tALES MUESTREADAS, 
1.- Modelos. matemáticos de la sei'íal muestreada. 
Sea una señal f(t) cualquiera representada en la fig. 3. Consi,dere- -
1 
mos Únicamente los valores de esta señal en instantes O, T, 2T, . • . • . La op~ 
f{sica que . , rac1on 
por f.------T 
consiste en tomar estas muestras se simboliza en general 
donde T significa el tiempo que el interruptor permane-
ce abierto o lo que es igual el periodo de clausura del mismo. En adelante 
se supone: 
f(t) 
a).- T constante. 
b),- Todos los interruptores {muestreadores) de cualquier sistema -
considerado son perfectamente sÍncronos. 
e).- La operaciÓn de muestreo es instantánea y exacta (es decir, no 
hay retardos ni errores de cuantificaciÓn u otros). 
t· 
~(~ / [~(V\T)] 
T 
Fig. 3. 
Independientemente de la técnica de obtenciÓn de las muestras (idealizada por 
el interruptor) se puede representar el contenido en información de la señal 
muestreada por la sucesiÓn de nÚmeros (f(nT)J 
[f(nT)J = [r(o), f(T), f(2T),....... f(nT),....... J (l. 1.) 
He aquÍ algunas de las razones que han justificado la introducciÓn de una 
teorÍa de manipulaciÓn de señales muestreadas o numéricas: 
- gran número de aparatos de medida por su misma definiciÓn discre 
tizan en el tiempo el tratamiento de las señales. Ejemplos: radar 
de impulso e, volt(metro digit a.l. 
2 -
- a menuclo ae utiliza un aolo apa:rato ele medicla multiplexando sef!.alea 
diferentes, lo que supone en definitiva tratar de manera periÓdica 
cada una de las señales. 
Es sobre todo el uso creciente de los calculadores numéricos en cadenas 
de control y regulaciÓn lo que ha dado mayor inter,és a esta teoría y a las -
técnicas que de ella se derivan, así como a las técnicas basadas en el conce_E 
to de espacio de estado, que no abordamos en estos apuntes. El funcionamie_E: 
to de un calculador numérico es secuencial y las señales que procesa son 
secuencias de paquetes de dÍgitos binarios. 
SISTEMA OE PROCESO HUMERICO 
.r-- -- ---- -- - - - - - - - - ... - -- --.-a --1 
l mT 111T -...T 1 lt'IT 
1 11 (41-1)1 11 11 l JL· 
"'V t V V 1 V s(t) 
~--J4,2, ••• o] ... (o1oo)(oo10).. [ ••• ;J ... ] A 
1 t 
,_./.--+-1 .............. --l 1
T 1 
1 
e CALCULADOR ¡_:...,__,.....¡ CONVERSION WUMERICO ~-
ANAL04ICA 
L--------------------------~ 
$(t) SI!CUiiNCIAS DE IJITS 
CALCULADOR 
SECUENCIAS 
DE BITS s(t) e o A 1 .. 
b) 
e) 
CA O 
[tcnr)J ~(t). /--~--1 SISTEMA DE 
PROCESO NUMERlCO 
H 
[s(nT)] CONVfRSION 
1 ., 1 NUMERICQ, 
S(t) 
ANALOCiciCA 
~- -p---' - , - S p N . ., / H 1-· -t~s __ ~(t) -"' [~(nT)]~ 1 ~s(nT)] -i 
1 
(t) 
. T • J) . T 
Fig. 4. 
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En la figura 4-a se representan para t = nT las sucesivas transforma-
c:iontu qUtl éxp¡e:rimenta una 11eñal f(t) c:uan4o es muestreada, c;odiíicada ((;), -
procesada, decodificada (DC) y reconvertida de nuevo en señal analÓgica. (P~ 
ra fijar ideas se ha supuesto en este caso que el calculador trata paquetes -
de 4 bits). En realidad es más correcto el esquema de la figura 4-b· donde -
se destacan los Órganos de entrada/salida llamados conversores analÓgico-di-
gital (CAD) y digital-analÓgico (CDA). 
La figura 4-c hace abstracciÓn de los procesos de codificaciÓn y deco-
dificaciÓn; 4-d es lo mismo que 4-c con un interruptor a la salida de SPN. -
Este interruptor es superfluo y redundante pero se hace figurar a menudo en 
los esquemas para resaltar el hecho de que en ese punto la información es -
numérica. Cualquiera de estos dos esquemas tiene la ventaja de que es apro 
ximadamente válido para los dos modelos matemáticos de una señal muestrea 
da. 
Ya hemos considerado el primer modelo: una sucesiÓn ordenada [f(nT)] 
de valores numéricos. 
El segundo modelo precede historicamente al anterior. Supone la señal 
muestreada como el resultado de un proceso de modulaciÓn de la señal con -
'tínua por un tren de impulsos (ver fig. 5). Idealmente consideramos que en-
los impulsos, de área unidad, A._¡.. O por lo que 
n= + " 
f *(t) = f(t) óT(t) = f(t) l: ó (t - nT) (l. 2) 
n=- " 
+ " 
= ¿ f(nT) o (t - nT) 
n=-" 
donde o es la distribuc-iÓn de Dirac. 
f * (t) es una señal analÓgica que vale cero en todo momento excepto en los -
instantes de muestreo donde es un impulso de superficie f(nT), en el lÍmite 
un impulso de altura f(nT). Al ser f* (t) analÓgica admite la aplicaciÓn de la 
transformación de Laplace, (escrita F * (p) ) , lo que no deja de· ser bastan-
te ficticio. 
Por lo demás, si suponemos cierto que en la fig. 4 las operaciones de 
codificaciÓn y decodificaciÓn se efectuan con resoluciÓn infinita, es cierto 
también que matemáticamente es lo mismo considerar un valor numérico 4 -
que un impulso de altura 4. Desde el punto de vista de la informaciÓn cont~ 
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nida., ambos modelos [ f(nT) J y f * (t) son idénticos. Por lo tanto en lo que 
{(t) 
~~----------------~t 
~T (t) 
j_ 
A. 
rft)J 
--- .... -. --. ----- .. --·--
T· 1TI 3TI 1 ...¡~ 
1 1 1 1 1 )\ , r 1 • 1 1 / -,, l. 1 1 
1 ,' ' 1 1 1 
1 ,... 1 
/1 1 1 'll'' -, 
T 1T 
Fig. 5. 
sigue de texto escribiremos siempre [f(nT) J 
bien en los gráficos la representaciÓn de un 
- 't 
.-t 
o [fn) para abreviar, si 
valor numérico se hará por me-
dio de un punto o de un trazo vertical de altura proporcional. 
El modelo analÓgico permite sin embargo deducir y enunciar alguna 
propiedad frecuencial importante, como el teorema de Shannon, que no de-
mostraremos. Aunque decididos por el modelo numérico y por tanto la trans 
formada en z, es preciso reconocer que en algun caso, puede ser práctico 
utilizar F* (p) (ver apartado 12). 
2.- Conversi-ón de una señal muestreada en señal cont{nua-
(Extra p ol·a dores} . 
Es intuitivo que se pierde una cantidad de informaciÓn al muestrear 
una sei'ial, puesto que sólo se conocen los valores de ésta en determinados 
instantes. Estas muestras puederi c:orresponder a un nÚmero infinito de señales 
(fig. 6), Supongamos que estamos interesados en reconstituir lo más aproxim~ 
damente posible una señal original a partir de las muestras. Se quiere reali -
zar esta operaciÓn en "tiempo real", lo que significa que la reconstituciÓn 
sÓl~ ·.puede hacerse a base de las muestras ya recibidas; éste es un proceso -
·. 
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1 \ 
1 \ 1\ 
1 
• 1 1 
1 1 1 1 
.,_--.&----1---"'----L___ - -. --~ . 
3 4 S 6 1 
Fig. 6. 
de extrapolaciÓn, válido para un solo intervalo 
~~t) / ·_ (l(,.nT)] 
1 
T 
EXTRAPOLADOR 
( RECONSTITUCION) DE j(t) 
Fig. 7. 
T{T 
~i(t) 
(f(nT)J-f1(t) = F [f(nT), f(·(n- l)T), .•• f((n-m)T),t J 
nT < t S, (n + 1) T (2. l.) 
A la llegada de cada nuevo valor f(nT) el extrapolador define (por 
medio de la funciÓn F) la señal contí'nua para el intervalo siguiente. El pará-
metro m define el orden del extrapolador. Este es tanto más fino cuanto -
que m es mayor, pero al tiempo crece su complicación. Por otra parte 
escoger un extrapolador n otro está. ligado al tipo de señal de entrada. 
El extrapolador de orden cero (m = O) es el más simple y el más~ 
utilizado. Se define as{: 
(f(nT) J~ f]_(t) = f(nT) para nT ~ t ~ (n + 1) T (2. 2.) 
También se llama bloqueador (en inglés holder) porque mantiene el 
valor de la señal dúrante un intervalo (se anota H ) . Ver fig. 8. 
o 
La funciÓn de transferencia de H es la respuesta del mismo a un 
o 
- 6 -
1 1 ' ' 1 1 1 1 
1 1 1 t ' 1 1 
Fig. 8. 
impulso unitario en t = O~· Es decir 
i 1---1~----- (a) 
o 
-1 
r: 
1 
'------ -----(b) 
Aplicando la propiedad de linealidad de la transformada de Laplace a 
las señales (a) y (b) que componen dicha respuesta y el teorema del retardo: 
-T~ 
1 - e 
H (p) = p 
. o (Z. 3.) 
El bloquedor ~reconstruye exactamente una señal en escalan, (f(t) = 
= K, .C (f(t)) = ~ ), ampliamente utilizada en teoría de control. 
Un extrapolador de orden 1 elabora Un.a salida contíÍlua a partir de 
las muestras del instante presente Y. del anterior, de acuerdo con la trans--
formación: 
· (f(nT)] f
1
{t) = f{nT) + f(nT) - f(~ - l) T) {t - nT) 
.. 
para nT !. t < {n + 1) T 
, 
,. 
Fig. 9. 
. t 
{Z. 4.) 
.. 7 -
La salida entre los iniStantes nT y (n + 1 )T e1 una :recta cuya pendie,e 
te e1tá definida por los va.lo:rcu en (:n. • l)T y nT. La transmitancia H1(p) ea 
la respuesta a un impulso unitario en t. = O. ·Véase fig. 10 • 
~ 
Hl(p) = 
1 +Tp 
2 Tp 
.,Y , 
2T 
Fig. 10. 
-'11:> 2 (1 - e ) · (2. 5.) 
Es fácil hallar esta transformada aplicando las mismas propiedades 
que para H • Puede comprobarse que tal dispositivo reconstruye .exactamen -
o 
te una señal en rampa (f( t) = Kt, i;.. ( f{t)J) = ~ ) lo que resalta la intima 
p 
relaciÓn entre una señal contÍnuma de orden m( si llamamos asÍ a aquella 
1 m + 1 cuya tranilformada de Laplace es de la forma K p ) y un extrapola--
dor polinÓmico del mismo orden. Esta reconstrucciÓn es exacta, si se supo-
nen todas las condiciones iniciales nulas, para t )_mT. Véase fig. 11. 
{"(t) 
' 1 _, __ !_ .... t 
Fig. ll. 
Volviendo a la fig. 7., ·donde parece que no tiene sentido muestrear -
para extrapolar inmediatamente, con la lÓgica pérdida de información, , supo~ 
gase que el interruptor representa un aparato de m·edida con el cual nos ve-
mos obligados a multiplexar f{t) y otras señales que no aparecen en el esqu~ 
· · ·rrta por pertenecer a otras cadenas, Más adelante veremos otras aplicaciones 
. .r 
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del ext:rapolador, especificas de un sistema de control. 
Observación importante. 
En adelante utilizamos por brevedad las palabra~ extrapolador y bloque~ 
dor como tales y como sinÓnimos de com,rersor digital-analÓgico, si bien esto 
no es del todo correcto. 
3.- DefiniciÓn de la transformada en z. 
La transformada en z de una secuencia de valores [ f(nT)J es, por 
definiciÓn 
DG 
F(z) " r{í (nT)) 
n=O 
6. ¿ f(nT) -n z (3.1.) 
Esta definiciÓn es válida en el dominio de convergencia de la serie. -
El sí'mbolo z se utiliza. para simbolizar la acciÓn de transformar la secueE 
cia temporal (f(nT) J . A menudo se emplea también para expresar la acciÓn 
de transformar una secuencia (f(nT)) cuyo original f(t) tiene una transfor -
mada de Laplace F(p). AsÍ, p. ej., e·sc~ibi~emos ¡[F(p)). Es evidente que en 
las condiciones enunciadas d (F(p) J = y( f(nT)) . , 
Por la definiciÓn (3. l.) F(z) es una funciÓn generatriz, donde z (más 
-1 . 
exactamente z ) es un operador cuyo exponente indica el rango de cada uno 
de los valores de la secuencia numéri-ca. 
SupÓngase la secuencia siguiente: 
(f(nT)J = (o. 1, 4, o, o, 3, z, ....•..•. ) 
su transformada en " sera: z, si existe, 
F(z) -1 -Z -5 -6 = z + 4z + 3z + Zz + .. ' ....... . 
Tome~os ahora el modelo impulsional analÓgico (l. z. ). Admitimos 
que f(t), de la cual se obtiene f *(t), es transformable por Laplace, por lo 
que· es nula para t < O y vale para t >...O 
I>Q 
f *(t) = ¿ f(nT) '0 {t - nT) (3. z.) 
n=O 
I>Q DG 
J:;(f'-it(t) =·· F* (p) = .C ¿ í(nT) &(t-nT) = ¿ 
n=O n=O 
f(nT) J; [ó(t-nT)) = 
GoO 
I 
n=O 
- 9 -
í(nT) -n'l'p e " 
Las expresiones {3. l.) y {3. 3.) coinciden cuando 
Tp 
e = z 
Es decir 
F(z) = F *(p) 
Tp - z e -
~ 
(3. 3.) 
(3.4.) 
( 3. 5. ) 
La definiciÓn (3. l.) se postula. Las expresiones (3. 3.) y (3. 5.) per 
miten enrraizar con el aspecto frecuencial de los sistemas, a través de la 
correspondencia (3. 4.) entre los espacios de las variables compiejas z y p. 
Im 
3rr 
3ANOA i 
• 
n )( (O(,w) 
•HDA 0 o ~EAL 
-n 
~NDA 2 
-Jn 
(a) PlANO l»E ·p. 
Fig. 12. (suponemos T = 1) 
Im 
( b) PLANO o e il 
O( 
e 
REAL 
Un punto cualquiera ( «, w) del plano de p se. transforma por (3. 4.) en 
un punto de mÓdulo e« y argumento w en el plano de z, como indica la 
fig. 1 Z. b. Es fácil de comprobar que las rectas paralelas al eje imaginario 
en p se transforman en circunferencias de radio e « sobre el plario de Z.. -
Las rectas paralelas. al eje real en rectas que pasan por el origen de z. En 
suma, el plano z muestra la periodicidad de eTp ya que el punto represen-
tativo de, z es el mismo cada. vez que el argumento aumenta en Z 1t radianes. 
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El plano z debe ser considerado como una infinidad de planas superpuestos, 
(t::omo una auperfiele de l'Uemann) cada uno de lo• euale1' •e·r!a h. tranator .. -
maciÓn de una de las bandas de la fig. 12. a. 
Interesa observar que, en particular, el eje imaginario de p ( e;( = O) 
se transforma en la circunferencia_ de radio unidad en z. El semiplano izquie_E 
do de p ( « < O) se corresponde c.on dicho círculo y el semiplano derecho 
( « > O) con el exterior del mismo. 
4 . - R e 1 a e i Ó n en t r e F ( z ) y (f ( n T )) 
4. l.- TransformaciÓn directa: f(nT) F(z). 
Consiste simplemente (cuando se sabe o se puede) en sumar la serie 
obtenida a partir de la secuencia [hnT)} según la expresiÓn (3. l.). He aquÍ 
unos ejemplos elementales. 
a).- Sea la secuencia cuyo término general es f(nT) 
" 
F(z) = ~ 
n=o 
n -n 
a z = 
Q() 
-1 n 1 ~ (az ) = _1 
n=o 1 - az 
n 
= a 
( 4. l.) 
Esta serie es sumable si 1 az - 1 1 < l. Dicho con otras palabras; la 
transformada F(z), 
. " . ( n) c1a numer1ca a 
cuya expresiÓn acaba de obtener, 
en un dominio . 1 z 1 > 1 a 1 
representa a la secuen-
b).-:- Consideremos la secuencia ( 1) . Corresponde al caso anterior 
con a = 1 o escalÓn unidad muestreado. 
Por tanto 
F(z) = 
e).- (f(nT) J = 1, 
1 z 
1 -1 - z z - 1 
-bT 
e 
-2bT 
e ' • • • • • = 
-bT Corresponde al primer caso con a = e 
F{z) = 1 
1 -
-bT -1 
e z 
( 4. 2.) 
(e -bnTJ 
OBSER VACION: En los apartados b) y e) se define de igual forma el dominio 
de convergencia. Es de notar el peligro que existe de manipular transforma-
das para valores de z fuera del dominio de validez. Se olvida este rigor -
- 11-
tanto más cuanto que las otras especializadas no hacen el menor hincapie en 
dlo y en pl\:rticula:r la.i!i tablas de transformadas no indican para. nada dicho 
dominio. En los ejemplos a), b} y e) el dominio de validez es el exterior del -
circuito centrado en el or{gen que comprende el pQlo de F(z). 
4 • 2 • - T r a n s f o r m a e i Ó n ·in v e r s a : F ( z ) - (f ( n T ) J o f ( n T ). 
4.2.1.- Desarrollo en serie de potencias enteras 
-1 de z 
Muy a menudo el calculador se interesa sólo por los primeros términos 
de la sucesiÓn de muestras que resultan de la inversiÓn. Esto ocurre en parti-
cular cuando se estudian la respuesta transitoria y el error en circuitos de 
control. 
Las transformadas en z que se encuentran en .la práctica son casi siem-
pre de la forma de fracciones racionales, o sea cocientes de polinomios en z 
-1 "' o en z • As1 
b o + blz 
-1 
+ b 2z 
-2 + b z -q + .•••• 
F(z) = 
-1 -2 +a z-p 
( 4. 3.) 
a
0 
+ a 1 z + a 2z + .•••• p 
puede ser desarrollada en serie de potencias ·de z -l por el senCillo expediente 
de una divisiÓn de los polinomios numerador y denominador. Efectuada numéri-
camente se obtiene 
( fo, 
F(z) -1 = f
0 
+f1z 
........ 
-2 
+ f 2z + 
Se identifica esta serie con la transformada en z 
fl, íz .•.•• · •••• fn. , • • • • J 
Ejemplo:. Tomemos F(z) = 1 
-1 1 
- z 
Por divisi.Ón: · 
( 4. 4.) 
de la sucesiÓn 
1 . -1 -2 -3 -n 
. -1 = 1 + 1 • z + 1 • z + 1 . z + . • . 1 • z + ... 
1 - z 
( 4. 5.) 
que corresponde al caso estudiado en el apartado b) del párrafo 4. l. 
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4.2.2.- Obtf;)nción del!Jtérmino _generª-1 f.(nT). 
Enunciemos primero un teorema de Cauchy correspondiente al cálculo 
de u.na integral a lo largo de un contorno en el plano complejo. 
Sea la integral I definida por 
1 
I = l•K dz 
r 
( 4. 6.) 
Si r es un contorno cerrado que rodea el origen del plano de la varia 
ble compleja z, I toma los siguientes valores: 
I = 1 si K = - 1 
( 4. 7.) 
I = O si K =F - 1 
Este teorema permite, definiendo adecuadamente fJ ; encontrar el tér-
mino general f(nT), · utilizando. la expresiÓn 
1 
f(nT) = 2 1tj 1 n- 1 r z F(z) dz ( 4. 8.) 
donde r es un contorno cerrado cualquiera en torno del origen con la condi--
ciÓn de que rodee todos los polos de la función F(z), a fin de que la serie -
que define F(z) {segÚn 3. l.) tenga sentido. Comprobación de ( 4. 8. ): 
De acuerdo con ( 4. 6.) y ( 4. 7.) todos los términos del desarrollo 
1 1 n-1 rF(z) z dz = 1 (m=" ) n 1 -m z - I f(mT) z r m=o dz = 1 2 1t j 21t j 
1 
= 21t j 1 m=o -.o ¿ f(mT) zn-m-l dz 
se anulan salvo aquel que corresponde a m = n (n - m - 1 = - 1), para el -
que la integral vale f(nT), que es un coeficiente puramente numérico. 
r 
La forma ·práctica de evaluar la integral ( 4. 8.) es· por el método de 
los res{duos. En efecto, tal valor viene determinado sÓlo por las singularida 
"des de la funciÓn subintegral comprendidas en el contorno, r . Resulta vent~ 
joso desarrollar la funciÓn F(z) en fracciones parciales y calcular la trans--
formaciÓn término a término por el método de los residuos: 
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. ( n-1 J f(nT) = ¡ residuos F(z) z (4.9.) 
respecto polos de F(z) 
recordando que .el resÍduo: de una "funciÓn racional en un polo ex: de la misma 
es igual al numerador A de la fracción A 'en el desarrollo de dicha -
funciÓn en fracciones simples. 
Ejemplo: F(z)- = az 
zz - bz 
residuo en z = b. 
1 f(nT) = 
a 
z 
bn-1 
1 
residuo en z = -b • 
a 
z 
( -b}n-1 
Por tanto 
z - « 
n-1 
az . z 
{z - b)(z + b) 
f(nT) = a z 
(b n-1 + ( _ b)n-1) 
4.3.- Tablas. 
dz 
La manera habitual de calcular transformadas directas e inversas es 
la de referirse a unas tablas de correspondencia, tales como las que se en-
cuentran al final de estos apuntes. Para ello es preciso manipular las funcio 
nes por los distintos artificios matemáticos conocidos (descomposiciÓn en 
fracciones simples y otros) y aplicar algunas propiedades de la transforma--
ciÓn en z {teorema del retardo, linealidad .•• ) con objeto de encontrar expre-
siones que figuren en dichas tablas. 
5.- Algunas propiedades utiles de la transformaciÓn en z. 
5. l.- Linea 1 id a d. 
Supongamos dos (o más) secuencias de muestras ( fn J y (gn J y dos 
(o más) constantes a y b. La propiedad de linealidad se expresa así 
·ya (rn] + b (gn) ) = a F(z) + b G(z} ( s. l.) 
- 14 -
lo que se obtiene fácilmente de la definiciÓn (3. l.). 
Eje m p 1 o. ,... : Hallar y 5nT (nT + 1)); T periodo d.e muestreo. 
Tenemos que 5nT{nT + 1) = 5n2 T 2 + 5nT 
Por las tablas sabemos que . 
2 2 z 
"t(n T ) = T z (z + 1) 
·~ · (z - 1) 3 
¡(nT) = 
Tz 
(z _ 1)2 
Y por (5. 1. ): 
2 2 
-y5nT {nT + 1) = 5 J(n T ) + 5 J(nT) = 5 
2 
T z (z + 1} + 5 Tz = 3 2 
= 
. (z - 1) {z - 1) 
5 T z (T + 1) z + (T - 1) 
{z - 1 )3 
5.2.- Teorema de retardo. (válido cuando las condiciones inicia 
les son nulas). 
Se enuncia así': 
r [f(n - K) T J = z -K F(z) · ( 5. 2.) 
Demostración: 
¡-[f(n- K}T] ~ ~ f z -n = fj<'~ -o+. yí1 · . z-l + ••••• • •••••••• + . n-K - -
n=o · . 
-K • -(k+l} . . -K . . -1 -Z 
f z + r1 z .. +· • . •. • • . • • = z (.f· . +f1z + f2z + ••••••• o . o ) = 
-K 
= z . 
1>0 
¿ 
i=o 
-i -K f.z = z F(z) 
1 
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(Hemos supuesto que no existen datos numéricos para Índices negativos~ es -
deeir, para n - K < O). 
Ejemplo: 
Se consideran las dos secuenciás ( fn J y ( gn) de la fig. 13. La 
primera es una secuencia exponencial (ínJ = 1, e -T, e - 2T, • • • • • • • y la 
stgunda es la. misma secuencia anterior ret~rdada. dos perÍodos, (gn) = 
-T -2T 
= O, O, 1, e , e , • • • • • • • • • • (observe se que los dos primeros datos 
de [ gn] deben ser nulos porque no existen muestras f -Z' f_1 que retardar. 
Por el teorema (5. 2.) y por las tablas concluimos 
i J~----"'?~2 
1 
---~---
' ;f1 1 "?~3¡ 
' 1 -- _J 1 ;f2 ~-----y~4 
1 1 l.f - -l- ----<> 
• 1 r 3 1 1 Ss 
: 1 : 1 f4 
1o 1' 1 , 1 ~ 1 1 
·o 1 2 3 4 S t/T 
1 
Fig. 13. 
que 
-2 1 -2 z G(z) = z F(z) = z = 
. -T 
-T 
z - e z(z - e ) 
Este teorema, utilizado en sentido inverso, permite encontrar a menJ: 
do, con ayuda de· las tablas, el original de algunas funciones en z. Es un 
teorema de gran importancia práctica. 
5.2.1.- Teorema generalizado del retardo. (condicio-
. ne s iniciales no nulas) 
Si suponemos ahora que f -K' fl-K' ••• • • • • • f _1 son no nulos 
y[r(n - K) T] = z -KF(z) +·' 
K 
I 
m = 1 
f zm-K 
-m 
( 5. 3.) 
·:~ ~·~ 
.:...~· 
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5.2.2.- Teorema del a~elanto. 
De forma similar se deduce el siguiente teorema: 
O" [f(n + K} T J = zK. F(z} • 
K-1 
¿ 
m= O 
f 
m 
K-m 
z 
En efecto, aplicando como siempre la definiciÓn (3. l.): 
o -1 
{ 5. 4.) 
r·[f J ~ 0<1 n +K - ¿ 
f -n 
n +Kz = fK z + fK +1 z + o •••••.••••••••••••• 
n=o 
K -1 -Z f 
- . (f + f z + f z + • • • • · • • K 1 
- z o 1 z -
-{K-1) + f 
z K -K ) z + . • • • • • • -
K -1 -(K-1) 
- z {f
0 
+ f 1 z + . • • • • • + fK-l z ) = 
K K K-1 
= z F( z) - { z f 
0 
+ f1 z + • • • • • • • . • • • • • + fK -l z) 
5.3.- Valor inicial f de la secuencia temporal. 
. o 
En el desarrollo de la expresiÓn {3. l.) 
F{z) = f( o)+f(T) -1 z + • • • • • • • • • • + f{nT) -n z + ••• 
vemos que para z___. oo F(z). • f{o). Es decir 
f(o) = lim F(z} 
z-eo 
Ejemplo: 
Aplicación a la secuencia ( fn) de la fig. 13. 
f(o) = lim 
z-Qcl 
z 
Z 
-T = 1 
- e 
{ 5. s.) 
{5.6.) 
5.4.- Valor final f 00 de la secuencia temporal. 
Enunciado del teorema: 
,. 
= 
f = 
" 
DemostraciÓn.-
lim 
z=1 
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-1 ( 1 - z ) F{z) 
Definamos la siguiente expresiÓn: 
'(5.7.) 
EN (z) = 
N 
¿ f(nT) -n z -1 z 
N-1. 
¿ f(nT)z -n (5. 8.) 
n=o n=o 
Es evidente que 
EN (z) = f(NT) 
z=l 
Si N aumenta indefinidamente, las dos sumas de {5. 8) ·tienden a 
F(z) porque en el 1Únite N y N - 1 tienden al mismo valor. Por tanto 
f{ DO) ~ lim f(NT) = Lim EN (z) -1 -1 = Lim (F(z) - z F(z)) = lim (1- z )F(z) 
N-+80 · N-IXl , z=l z - 1 z=l 
f I)Q es el valor final de la secuencia f(nT) cuya transformada en z es F(z). 
Este teorema sÓlo da el valor final cuando tal valor existe, es decir cuando 
la transformada en z está correctamente definida. 
Ejemplos.-
z a).~ Tomamos de nuevo F(z) = -T dei párrafo 5. 2. 
f"= lim 
z---.1 
1 
b).- Sea F(z) = . -1 
1 - az 
La fÓrmula (5. 7.) nos da 
z - e 
-1 z = o (1 - z. ) -T 
z - e 
del párrafo 4. l. 
ÍM = lim -1 1 (1 - z ) -1 
1 - az 
= o si a =/= 1 
z-1 
= 1 si a - 1 
~ 
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¿son completamente ciertos estos resultados? Veamos que no. Sabemos que -
el original .de . esta F(z) es 
[f{nT) J = (an) 
Es decir: 
Si 1 a 1 < 1 
si a 1 
si ra 1 > 1 
= 1, a; 
I 
2 
a ' • • • • • , 
. f 80 = O 
fiKI = 1 
1 fiol-+~ 
n 
a , . • • • 
si a =· -1 f .. no tiene lí'niite; la secuencia es 
1, -1, 1, -1, .•••••. 
Resumiendo, este Último ejemplo muestra la precauciÓn con que hay -
que utiliza.r la fÓrmula (5. 7. ), que conduce a un valor correcto sÓlo en los -
casos en que la secuencia temporal original tiene un lí'mite definido. 
Realmente, en el caso actual, z = 1 pertenece al dominio de validez -
de F(z) cuando 1 a 1 <l. Cuando 1 a 1 = 1 
que limita el domino de validez. 
z = 1 pertenece a la zona delicada 
La discusiÓn anterior permite echar una primera mirada a las formas 
propias de una señal. 
6. _Formas propias de una señal. 
En la niayorí'a de los casos, como. se ha dich~, F(z) se presenta bajo 
la forma de una· fracciÓn racional. La funciÓn· pued~ descomponerse entonces 
en fracciones elementales según 
. K 
F(z) = ¿ 
i = 1 
b 
i 
-1 1 -·a z i 
( 6. l.) 
donde K es el grado del denominador de F(z) y a. las raí'ces del mismo. -
1 
Nos situamos por sencillez, ·ya que se trata de una exposiciÓn cualitativa, 
en el caso de raí'ces no mÚltiples; a. son los polos de F{z). Escribiremos en 
1 
funciÓn de z -l porque, coino hemos dicho anteriormente, este operador tiene 
más sentido f(sico que la propia variable z; · sin embargo razonamos siempre 
en el plano z. 
Sea f(nT) la respuesta temporal relativa al término i-esimo de ( 6. l.). 
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A causa de la linealidad puede escribirse 
K· 
f(nT) = · ¿ i(nT) 
i=l 
( 6. z.) 
Ya hemos visto en el párrafo 4. l. y en el ejemplo b} del párrafo 
5.4. que 
i f (nT) = b ·( n . . a) 1 . 1 
Según el valor de los a. es posible discutir la forma de las señales -
• 1 . . 
elementales f(nT), llamadas formas propias de ( f(nT) J . 
Pueden presenta~se dos óasos 
1Q),- a. real 
1 
Hemos visto en el párrafo 5. 4. que 
si 1 a. 1 ( 1 la señal tiende a cero cuando n -oo 
1 
si l.ai 1 > 1 11 DO 11 
si a.· > o la señal está. compuesta de elementos positivos 1 
si a. < o la sucesiÓn es alternativa 1 
2Q}. - a. imaginario 
1 
Dado que a. son las raíces de un polin'omio con coeficientes reales, -
1 
· se les puede asociar siempre sus raíces conju~adas. 
es 
Sean 
a -
. -
1 
b. = 
1 
1 a. 1 ej ~ i 
1 
1 b. 1 ej'Pi 
1 . 
una raiz 
el coeficiente correspondiente a su fracciÓn 
simple. 
Tenemos que la parte de señal resultante de ambas raí'ces conjugadas 
i ~ f (nT) + f (nT) = 1 bi .1 1 ai 1 n j(niP. +'1'~.)+ e 1 1 
+ 1 bi 1 1 a. 1 n 
. 1 
-j(n 1.1'. · V.) 
e 1 + 1 = 
= 2 1 b. 1 1 a. f n cos (n tp .' + W.) 
1 1 . 1 1 
1 
1 
1 
1 
NJ E 
H
 
,
 
,
 
\ \ ' 
1 
1 
r"" _
_
_
_
_
_
 
_
 
1 
1 
1 
.
 
·
.
-
·
 
.:'-' 
-i' 
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Se ve que si 1 a. 1 < 1 la señal tiene por envolvente una sinusoide 
. 1 • 
amortiguada, mientras que si J ai 1 > 1 la envolvente es una sin:usoide diver- -
gente. 
Los resultados de esta discusiÓn se representan en la figura 14 y 
muestran el papel fundamental que juegan los polos sobre la forma de· la se-
:ñal y en particular la influencia de ·su posiciÓn respecto al cÍrculo de radio 
unidad· para su comportamiento asintÓtico. 
- Si los polos es tan en el circulo unitario f( D<J )---.o 
- Los polos del exterior conducen a una señal divergente. 
- Acerca de los polos exactamente situados sobre la cilr.cunferencia 
unitaria es mejor no decir nada ya que, de todas formas, en la 
·práctica la palabra "exactamente" no tiene sentido. 
Observaciones. 
En relaciÓn con el apartado 5 es interesante verificar que todas las 
propiedades enunciadas son semejantes a otras definidas en el plano de la 
variable compleja p. 
En cuanto al apartado 6, referente a las formas de las señales comp~ 
nentes elementales, se destaca ya la semejanza cualitativa entre el semiplano 
izquierdo en p y el círculo unitario. 
7.- RelaciÓn entre F(z) y F(p). 
Sea f(t) una señal de transformada de Laplace F(p). Sea (f(nT)) la -
se:ñal resultante de muestrear f(t) con periodo T •. y F(z) su transformada en 
. z. La relaciÓn que existe entre ambas transformadas es: 
F(z) = 1 r 
+ j 1)() 
F(p) 
27tj 1 -
-00 
· y la forma práctica de evaluarla 
F(z) = 
'. . , 
Demostrac1on. -
¿ 
respecto 
polos dé 
F(p) 
De la relaciÓn clásica 
residuos [ F(p) 
1 
Tp 
e 
.-1 
z 
{7 _ r}. ) 
1 - >p z -1 ) (7 .. z) 
......... 
' 
--
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1 í(t) = .C ... ¡ (F(p)) = 27tj 
e +j 
.J .. F(p) otp dp 
C-JOCI 
(1. 3.) 
donde e se escoge de forma que todos los polos de F(p) queden a la izquier 
da de la lí'nea de integraciÓn, obtenemos el valor de una muestra en un instan 
te n-ésimo sin más que hacer en (7. 3.) t = nT 
c+joo 
J . F(p} f(nT) = e -JDO 
n 
e Tp dp 
y llevando este valor numérico a la definiciÓn (3. l.) 
00 
F(z) = I 
n=o 
f(nT) -n z = 
00' [ 
n:o _l 
{7. 5.) 
J
C+ j oo 
F(p) 
e- jeoo 
Suponemos que la suma converge. Entonces 
F(z) = f
e+ j 1110 
1 2~j . F(p) 
C-J.c! l 00 nTp n 1 I e . z-. . dp n=o 
(7. 4.) 
en Tp 
dp l 
(7. 6.) 
-n 
z 
Conocemos el~.valor de la .suma. subintegral por el ejemplo e) del párrafo 
4. l.: 
00 1 
n Tp -n = Tp .. ¡ 
e z 1 - e z 
con 1 e Tp z -ll < 1 (7. 7. ) ¿ 
n=o 
lo que demuestra la expresión {7. l.) 
OBSERVACION.-
Es importante advertir que no se puede sustituir en (7. l.) z por 
T . 
p P · f ·' f ·bl · Tu d d e • ara no· caer en con us1on es pre er1 e suponer que z = e • on e 
u toma también sus valores en el plano complejo de p, tales que satisfagan -
la condiciÓn (7. 7.). Es decir: 
1 e Tp e-Tu 1 < 1 ----+ 1 e Tu l > e Tp ]---+Re(u) > Re (p) (7. 8.) 
El segundo miembro de la condiciÓn (7. s.) se refiere a la parte 
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real de los puntos p comprendidos por el contorno de integración. 
Ver figura 1 s . Imp 
.,. ..... --- :J 
," -..; .-!// " --,~2 
1 " ' 
1 Polos d< ' 
1 F(p) " \ 1 ~ \ 
f /\ )(X \ 
~ \ \ 
\ )(. o e;, · l 
\ · /.Polos·. de 1 
\ )( "· .· i 1 
\ 
X Tp-Tv.. 1 
1 
\ '){ 1- e e 1 
'RaAL. 
' 
.)( / 
' 
/ 
' 
·l( 
' 
1(. ,/ 
' 
/ 
-
.·..,.,.. 
- --· 
Fig. 15. 
Singularidades de 1 
1 - eTp e -'I'u 
eTp e -Tu 
. = 1 Tp ::: Tu + 2K7tj 
(7.9.) 2K 1t j p = u+ T 
Las infinitas ·singularidades de 1/1 Tp -Tu -e e 
, . 
estan a la derecha de e y -
las de F{p) a la izquierda. Para aplicar .el método de los res{duos puede esc_2 
gerse uno de los dos contornos cerrados r 1 ,, o 11 de la fig. 15, cerciorá.!! 
dose de que la contribuciÓn de los puntos del contorno al valor de la integral 
es nula. 
Si escogemos r1 el nÚme;ro de res{duos es finito y su suma (7 • 2~) 
expresa el valor de la integral (7. l.). 
Si escogemos f'2 el nÚmero de res{duos es Infinito y su suma vale 
1 
F* (p) = T 
00 
I: F(p + 
K=-oo 
2K7t 
T j) (7.10.) 
En la expresiÓn (7. 10) no aparece explícitamente la variable z, aun-. 
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que es evidente que F *(p) con p = + .ien(z) debe representar lo mismo 
que i'(•), En otras pala.ln•a• F * (p) l'ílPI'•Ienta la transformada ele (f(nT) J en 
el plano de p. 
8.- L{mite inferior de la cadencia de muestreo. 
No entramos mucho en los detalles sino que nos limitamos en este 
apartado a describir sin rigor las caracter{sticas armÓnicas de una señal 
muestreada de forma ideal. 
Haciendo p = jw en (7. 10.) 
F* (jw) = 1 T 
00 
¿ F(j ( w + 
k=- 00 
ZK 1t 
T 
cuyo mÓdulo representamos en la fig. 16. b, 
(a) 
{b) 
--
(e) 
1 F(jw )1 
w 
IF*(¡-.v) l 
-~'! 
T ~(jw)l 
' , 
, 
, 
.,
- 1 , ... , 
1 1 ", , 
, 1 ... ,. 
, 1 ..... ,. 
._,, ' /-- ... _ 
.--- 1 
-20 
"T 
' 
o 
' 
' 
' 
' 
,, ,.,, 
' , 1 ' 
...... ,' 1 ' 
... ... 1 ' 
_ ...... >~ 1 ' 
........ ........ ..... 
gn. 
T 
Fig. 16. 
)) (8. l.) 
, .... r, 
, 1 
/ 1 
/ 1 
/ 1 
"' 1 1 
1 
U.l 
.... 
-
1 .... 
1 .... 
---
\4,1 
El espectro de la señal muestreada es teÓricamente infinito y 
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F* (jw ), como se podí'a esperar, muy diferente de F(jw ). 
Ea ÚUl agvertir que en la l'e~Ll:I.Cl&d las c:oaas no oc:uaoren como en 
la íig. 16. b. Sea por ejemplo que el muestreo no fi'S perfecto (supongamos 
la modulaciÓn de fig. 5. donde los impulsos son de anchura ~ finita); en este 
caso los espectros auxiliares constituyentes de la señal tienen amplitudes de--
crecientes con la frecuencia (fig. 16 e). 
Supongamos que el espectro de la señal cont(nua sea limitado. En 
1~ figura 16 b vemos que si la banda de F(jw) se encuentra comprendida entre 
-1t /T y 1t /T el muestreo conduce a una repeticiÓn sin deformaciÓn del 
espectro de la señal contí'nua. En otras palabras, no se produce solapamiento 
de los espectros auxiliares contiguos. Un filtro 
tral rectangular (amplitud unidad, banda - W = 
e 
ideal de caracterÍstica 
- ....!._- + w ) situado T e 
espec-
detrás 
de la señ.al muestreada /permitirí'a recobrar todo el contenido de informaciÓn -
de la señal contínua. 
El teorema de Shannon, importante para una estimación de la fre- -
cuencia conveniente de muestreo dice lo siguiente: 
"Si una señal contínua tiene un ·espectro limitado en la banda de 
frecuencia ( -f, + f) un muestreo de perÍodo inferior a 1/2! no altera el conte~ 
nido de informaciÓn de la señal contí'nua". 
Este teorema que tiene sobre todo utilidad de aproximaciÓn, para 
escoger la frecuencia de multiplexado en casos como el discutido en la fig. 5, 
condiciona la cadencia de los demás muestreadores sí'ncronos en una cadena -
de control en bucle cerrado, donde ya la finalidad primordial no es tanto el -
transmitir una informaciÓn como el conseguir un funcionamiento satisfactorio 
según un determinado criterio (estabilidad, rapidez, errores, ·etc •••• ). 
De todas formas, así' como no existen señales cuyo espect~o pueda 
llamarse limitado en una zona adecuada de frecuencias, tampQ"coes realizable -
el filtro ideal rectangular con lo que resulta el he.cho de que es inevitable la 
pérdida d~ informaciÓn. La teorí'a y la práctica de los sistemas muestreados 
de control demuestran que éstos marchan perfectamente con filtros del tipo 
extrapolador polinÓmico, . entre los cuales los. más sencillos son los de orden 
O y de orden l. Véase su caracterí'stica de amplitud espectral e~ la fig. 17. 
En conclusiÓn, el teorema de Shannon nos da el orden aproximado 
del lí'mite inferior de frecuencia de muestreo. Es evidente que no existe lÍmi 
te superior. 
}H.I jw)l 
9. - Cuadro " resumen. 
'T 
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Fig. 17. 
w 
El organigrama de la fig. 18 resume los principales resultados de 
este capí'tulo. La direcciÓn de las flechas indica en qué sentido se verifican 
las relaciones del cuadro. En particular se ve que el paso del dominio contÍ-
nuo al discreto es . . t . ' irrevers1ble. Cid . - Pd.~ 
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II.- TransmisiÓn de la señal en sistemas muestrea-
dos. 
En el capítulo precedente se ha estudiado la señal y las distintas -
transformaciones matemáticas que describen su comportamiento antes y des- -
pués de la operaciÓn de muestreo. · 
En este cap(tulo se estudiará la. transmisiÓn de la señal a través 
de un elemento lineal. Cuando se interconectan varios de estos elementos se -
constituye un sistema donde puede h~_ber uno o varios muestreadores. Las 
reglas de combinaciÓn de tales elementos para encontrar la descripciÓn de la 
señal en un punto cualquiera se complican. En este cap(tulo nos interesarnos 
fundamentalmente por el comportamiento del sistema en los instantes de 
muestreo. 
10.- Transmitancia en z. (o funciÓn de transferencia). 
Se recuerda que la transmitancia de todo elemento expresa (a través 
de un determinado operador) la relación entre una señal de entrada y la se- -
ñal de salida correspondiente. Para un elemento lineal dicha relaciÓn es inde-
pendiente de la señal de entrada. 
Por lo que se refiere a la transmisiÓn de datos a través de una red 
pueden distinguirse, segÚn la naturaleza de las señales de entrada y salida, 
cuatro tipos de situaciones, ilustradas. en la fig. 19, correspondientes a los 
cuatro tipos de conversiones siguientes: 
a).- ConversiÓn analÓgica-analqgica(A -A) 
b).-
e).-
d).-
11 
11 
11 
numé rica-numéric,a(N ~N) 
numérica-analÓgica(N ~A) 
analÓgica-numérica(A·--.N) 
Es muy sabido que si el elemento es lineal y de parámetros invarian 
tes con el tiempo es posible describir las caracter(sticas de transmisiÓn en -
el caso (A A) por medio de una funciÓn de transferencia en p. 
En los sistemas muestreados aparecen casos de los tipos b), e) y -
d). SÓlo en la conversiÓn numérica-numérica (calculadores digitales o circui--
tos secuenciales) puede definirse una funciÓn de transferencia en z. Más ade--
lante ampliaremos esta nociÓn. 
Sea el caso de la fig. 19. b). Si el elemento opera sobre la secuen--
cia de entrada len) en forma lineal, se puede mostrar que tal elemento queda 
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a)•~ e , S(t) e(t) s(t) lA-Al ... .. 1 ' ll<'t < t 
[en] [s,] 
b) ~t [e,] 1 N - N 1 [ s,." ] • • • • • .. • • t 
• • • • 
Cen] · , s( t) 
e)~ [en] [N~ Al s(t) ... ., 
•• t 1 '\. ... t \: 
. .. 
el) 
e(tk [sn] 
e(t) ¡A- N 1 [s;J t· .... • t 
... t 
• 
• • 
Fi g. 19. 
descrito enteramente por medio de una funciÓn de transferencia: 
G( )~ -r (S nJ = ~ 
· z- y (en] E(z) . (10. l.) 
Consideremos de nuevo el elemento 19. a). Hemos supuesto ~e ~e -
túa sobre la señal de ent~ada e(t) en forma descrita en términos de la ~cua.:.-
ciÓn diferencial lineal de coeficientes constantes: 
a 
n 
dn s(t) 
dtn 
+ a 1 n-
dn-1 s (t) 
+ .•. + a s(t) = b 
o m 
+- b 0 • e( t) 
m d e(t) 
+ .••••• + 
dtm 
(10.2.) 
Si aplicamos la transformada de Laplace a esta ecuaciÓn, suponien -
do nulos todos los valores iniciales, obtenemos 
( n n-1 a p +a 1 p +••••+ n n- a ) S(p) = (b pm + b pm-l + • • • • • • • + o m m-1 
(10.3.) 
+ b ) E(p) 
.o 
:' !1 
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y podemos definir la funciÓn de transferencia G(p) como 
b m m-1 ~ b. mp + b 1P +···· + b 
E(p) = G(p) = 
m- · o 
n n-1 
a p + an -lP i-•••• + a n o 
( 1 o. 4.) 
Volvamos de nuevo nuestra atenciÓn al caso (N___.N}. Suponemos 
que el ·elemento actúa sobre la secuencia de datos (enJ en forma descrita 
an términos de la ecuaciÓn recurrente lineal, de coeficientes constantes 
a 
o 
S 
n 
+as 1 + .•••• +a s 1 n- p n-p = b e o n 
siempre con a f. O ( 1 O. 5.} 
o 
+be 1 + . 1 n-
..... + b e q n-q 
Por diversas causas (entre otras para ser coherentes con la expre -
sión (4. 3.) y por facilidad de programaciÓn) se denom:ilaan los coeficientes 
a ~ a 1, etc, . • • • • y no a , a 1, . • • • • • Los diferentes s son los nÚmeros -o n n-
que elabora para ~alida en los instantes indicados por el ·sub{ndice (n quiere -
decir nT}, para todo valor de n, y los diferentes e los nÚmeros que recibe 
el elemento en los instantes correspondientes. 
La relaciÓn lineal (10. 5.) puede interpretarse como una fÓrmula 
por la cual el nÚmero que sale cada T segundos ( s } se calcula formando 
n 
las sumas ponderadas de un grupo definido de números de entrada y de salida. 
Estrictamente este cálculo se realiza guardando en memoria los p - 1 núme--
ros de salida precedentes y los q nÚmeros de entrada y operando con ellos 
y los parámetros conocidos 
la expresiÓn (10. 5.). 
a ' o 
a 1. · • • . • • ••• , b 0 , b1, • • • • • • de acuerdo con -
Corno n es variable cada s · . {i = O, 1, ..•. p} representa una se-
n-1· 
cuencia. Si aplicarnos en ( 1 O. 5)la transformada en z y la fÓrmula ( 5. Z.}, sup~ 
niendo nulos los valores iniciales, obtenemos 
-1 (a
0 
+ a 1 z + 
-2 
a z -p) S{z) 
p 
-1 -2 
= (b 
0 
+ b1z + b 2z + .••• + a z + 2 .•.• + 
+ b z -q) E(z) 
q 
y definimos la funciÓn de transferencia en z como 
(10.6.) 
··'--~ 
·""-, 
'-, 
'•,, 
\ 
• 
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b -1 . -2 . 
ú(=) tJ. S(l!'l) .. ó + bl.z + bzz + .. • • + b z -q 
• E(z) - -l ' . . . . . 9, . 
ao· + alz + a z-:-2 + ""P (lO. 7 •) 
.. 2 ····+·az p 
Es fácil de comprobar que la transmitancia ( 1 O. 7.) obedece a la 
regla multiplicativa siguiente: la transmitancia total de varios elementos 
(N N} de transmitaricias G 1 (z}, G 2(z), etc ••••• , puestos en serie, es 
G( z) = G 1 ( z) . G 2 ( z) • • • • (10.8.) 
AtenciÓn.- La fÓrmula (lO. 8.) es válida sólo cuando las secuencias 
son smcronas, lo que quiere decir que los valores de igual subÍndice apare- -
ren siinultán~amente en la cadena. 
Es importante observar que, dado su funcionamiento intrÍnsecamente 
discreto, es imposible definir una transmitancia en p del elemento (N-N) 
o dicho en otras palabras el elemento no admite ni emite señal más que en 
instantes periÓdicos determinados. 
11.- AmpliaciÓn de la idea de transmitancia en z. 
Hemos visto anteriormente que el sÍmbolo '-----T se utiliza 
correctamente a continuaciÓn de una señal analÓgica contínua para indicar 
que ésta es. transformada en una secuencia numérica o impulsional. Una se- -
. cuencia numérica puede atacar a un elemento puramente numérico (N N) y 
el resultado es otra secuencia numérica de salida o puede atacar a un elernen 
to contÍnuo lineal (del cual puede definirse una funciÓn de transferencia en p 
y el resultado es una onda contínua (caso N A) un ejemplo: cualquier 
extrapolador. Sea la figura 20. Todos los elementos que en ella apar~cen son 
lineales, analÓgicos y poseen su corresportdien:te transmitancia en p. En el 
punto 3 de cada uno de los casos la señal es ya discreta y de ella puede defi-
nirse una transmitancia en z del sistema entre .los puntos 1 .Y 3 de las figs. -
20(a) y 20(b), para lo cual utilizamos la transformada en t. en p. 
A 
G(z)31 = S(z) E(z) (11.1.) 
La diferencia entre (10.1) y (11.1.} es que el segundo caso S(z) 
es la transformada en z de una señal contÍnua discretizada por un muestrea 
dor mientras que en elprimero la señal eraintrínsecamente discreta. 
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Para hallar G(z) 31 en fig. 20 (a): 
:;unto 2: S(p) = F(p) E* (p) k= 00 
* punto 3: s* (p) = ( F(p) • E* (p) J ~ + E F(p + 2k7t * 2k7t j) = T j) • E(p + T 
k=-~ 
00 
(11.2.) 
1 ¿ F(p + 2k1t j) E* (p) = F* (p) . E*(p) --T T 
k=-00 
de acuerdo c.on la ecuaciÓn (7.10.). Haciendo eTp = z, obtenemos 
S(z) F(z) E(z) (11.3.) 
por lo que 
G(z)31 = F(z). ( 11. 4. ) 
Esto quiere decir que, si nos desinteresamos definitivamente m los-
puntos 1 y 3 de lo que ocurre .entre los instantes de muestreo, la fig. 20(a) -
puede sustituirse por la fig. 21. 
(a) e(t; / [etl\ F ( p) 1 ;e~ / (sn] 
~b) e(t) ~[e.,] 1 j 1 . 1 ~ [sn] 
.,__.., •• F1(p) • • F2,p) •• 1 ~ . . 3 
(x:) elt) i • 1 F (p) ¡.s~t}/ fr¡ 
Fig. 20 
.- ... 
• 31 • 
el;!J / [ef] .. 1 F(t) 1 ,_rs;J 
Fig. 21. 
donde 
F(z) = r LF(p)) (11.5.) 
Res.ulta muy claro que, si bien las transmitancias definidas en 
(10.1) y (11.1.) representan ambas la correspondencia entre dos sucesiones -
numéricas, el funcionamiento interno de los elementos de transformaciÓn es co 
comple.tamente distinto. La fig. 21 y otras que seguirán esquematizan un abu.;. 
so de notaciÓn corrientemente admitido. 
En la fig. 20 (b): 
, 
G(z)31 = r (Fl(p) . F 2(p) J 
Ejemplo t{pico (fig. 22). 
• / [~.] 1 1" >'• (p) j• ! Fz(pJj sl~l / ~[\"] 
G(z)31 = cr{Ho(p) . F 2(p) J 
[ -Tp 
o F 2(p)] 
1 - e 
=y p 
_ t F 2(p) 1 y{ -Tp 
- J' p - e F ;(p) l 
_ [ F z{P) ] -l [ F (p) ] -~ p -z y ~ 
1 [ F 2 (p) ] 
= ( 1 - z- >-¡- p . 
de acuerdo con (2.3.) y (5.2.). 
(11.6.) 
(11.7.) 
En la fig o · 20( e) G( z ) 31 no existe; S( z ) =' j"[F(p) E(p) ) o 
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Otros casos sencillos.-
Efi la fil"ra n, O(•) 42 • r [:r1(p)] • ~F 2()o)) • F 1(,•) • F 2(z) 
(11.8.) 
~~·~--
Fig. 22. 
En la. figura 23, 
F( z) 31 = ~ [ F 1(p) J + ¡- [F2(p)) = F 1( z) + F 2(z.) (11.9.) 
,..___/ :_____. 
- -3 t 
Fig. 23. 
El caso de la fig. 24(a) es más sutil pero, dado que 
T [ E(p) - S(p)] =. E(z) - S(z), 
la fig. 24(a) y 24(b) son equivalentes. 
(b)..! / ~· : 1 F(p) 1 /,J 
,_. 
Fig. 24. 
i 
1 
: 1¡ 
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Entonces 
S(z) = F(z). ~(Z) = F(z) [E(Z)- S(z,)J 
~ 
E(Z) 
F(z) 
1 + F(z) (11.10.) 
Este resultado es muy importante. Significa que el sistema contÍnuo 
muestreado con retorno de la fig. 24 (a) puede sustituirse (si nos interesamos 
por su comportamiento sÓlo 
estrictamente numérico con 
en los instantes O, T, 2T, ••••• ) por el sistema 
retorno de la figura 25, donde F( z) = d [ F(p)] 
. [en] ·.. .· [Sn] ~ ~ F(l) '· .... , • . 
Fig. 25. 
Esto nos lleva a considerar en el siguiente apartado· un tema habitual 
en todas las obras que tratan de sistemas hÍbridos. 
12.- Modelo matemático en z del comportamiento discreto 
e n 1 o s s i s te m a s h Íb r id o s • 
En un sistema hÍbrido la señal sufre transformaciones y aparece 
en unos puntos en forma discreta o discretizada y en otros en forma contÍ- -
nua. Hemos visto ya unos ejemplos sencillos de los modelos que resultan 
cuando uno está interesado solamente en describir lo que ocurre en los mo- -
mentos sÍncronos de muestreo. En sistemas más complejos es fácil equivoca.! 
se. Por ello, antes de pasar al modelo total en Z' es conveniente trabajar 
con transformadas en el. plano de p. (En la práctica se mezclan a menudo 
dentro del mismo esquema y arbitrariamente (cuando los elementos no son 
(N N) transformadas en p y en z.). 
Para ver la forma de trabajar, estudiamos el ejemplo de la figura 
26. 
Lo primero que descubrimos es que es imposible definir una trans 
mitancia en z del sistema entre 1 y 4, porque en 1 la señal es contÍnua. 
Se puede buscar sin embargo S(z ). 
¡-· 
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p(t) 
~ (t) l{t) [sn] 
1 
Fig. 26 
S(p) = F{p) [E (p) + H(p) G *(p) e*(p) J 
de acuerdo con (11.2.) 
S(p) = F(p) [ E(p) - S(p) + H(p) • G* (p) (E* (p) - S* (p) J J 
S(p) [1 + F(p)) = F(p) E(p) + F(p) H(p) G*(p) E*(p) - F(p) H(p) G* (p) S*(p) 
Para abreviar escribimos en adelante S por S(p), E* por E* (p) ... 
y llamamos K = F/1 + F 
S = KE + KHG*E.¡. • KHG* s* 
En el punto 4: 
.ff · = (KEf + {KHG* E*)* - (KHG*s*) * 
= (KE)* + (KH)*G*E* - (KH}Jt G*S* 
s* = 
(KE)* + (K H)*G* E* . 
1 + (KH)* G'* 
en el plano de p. Haciendo e Tp = z, se tiene 
S( z) = J(K E) .+ ~K H) G(.z) E(.z) 
1 + d(K H} G('Z) 
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Se podrÍan estudiar otros ejemplos· más complicados pero la forma de ac-
tuar es siempre la misma. La regla de oro es: Entre dos puntos sucesivos donde 
la señal es numérica se define una transmitancia en *y la transformada en *es 
lineal. La transmitancia en * se compone normalmente con las transmitancias en-
p del resto del sistema, de acuerdo con las reglas clásicas. Al final se efectúa la 
transformaciÓn en z de la señal o señales deseadas. 
La utilizaciÓn de los diagramas. de flujo (flow graphs) facilita en 
muchos casos la representación discretizada del sistema. Por brevedad no de-
sarrollamos este tema, en cierto modo secundario, que viene abundantemente 
tratado en varios libros americanos. 
13.- ·Ecuaciones r e e u r r e n.t e s en un sistema , . numer1co. 
Porque es una nociÓn fundamental. conviene insistir mucho en que, 
aunque por comodidad. se estudian los sistemas en espacios complejos por 
métodos operacionales, estos sistemas funcionan en el tiempo y su comporta--
miento se describe por ecuaciones temporales. Es Útil recordarse uno a sÍ 
·mismo de vez en cuando que los modelos transformacionales (p. ej. la trans-
mitancia en p) son válidos bajo ciertas condiciones. 
En el caso de la transmitancia en z, ocurre algo parecido. A sÍ en -
el apartado 10 quedaba definida por la expresiÓn (10. 7.) a partir de la ecua--
ciÓn recurrente (10. 5. ), sujeto a 'la restricci-Ón de condiciones iniciales nulas. 
Tomemos de nuevo la ec:uaciÓn {10. 5.) suponiendo ahora que las 
condiciones iniciales no. son nulas, es decir: 
S.(~.T), S(-2T), •••... s(-pT).} 
e(-T),. e(-2T), ••••. e(-qT) 
no todos =/= O (13 .. 1.) 
~i aplicamos en {lO. 5.) la trall.sformada e.n z y la fÓrmula (5. 3. }, 
agrupando términos en forma conveniente 
Obtenemos 
. -1 . ' .. -2 . . . .. . . .. p : . ' .. ·. '. : ·if· (a + a1 z + a 2 z. . + .••• • + a z- ) S( z) •+ (z) o. . . . ·p ... ·· . .. . . 
-1 
= (b
0 
+ b1z + .•• + 
. +h .. .,~ _q> E( zJ. + t:<:~> 
q ' . ... . ·, .. -~:.····:·· 
(13.2.) 
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con K 
p 
m-K el( z) = ¿ a K l: e(-mT)z, (13.3.) 
K=l m=l 
q K 
c;(z) = I: m-K (13. 4.) bK I: e(-mT) ' 
K=l m~l 
donde (13. 3.) y (13. 4.) representan polinomios de correcciÓn debidos a unas -
O. I. no nulas. 
S(z) = G(z) E(z) + 
a 
o 
dz) - cf'Cz ~) (13.5.) ::1 -p 
+.a1 z + ..•. +.apz 
En resumidas cuentas: el comportamiento del elemento se describe 
por la ecuaciÓn recurrente (lO. 5.) más las condiciones iniciales (13. l.) o 
por la transformada en z de la secuencia de salida cuya expresiÓn es 
(13. 5. ). En estas condiciones el concepto de transmitancia es inaplicable y 
errÓneo (exactamente igual que en ·sistemas cont{nuos ) . 
Eje m p 1 o. - Sea un elemento descrito por la ec. recurrente 
s - s 1 + s 2 = e + O, 5 e 1 n n- n- n n-
Aplicando (10. 5. ), (13. 3. ), {13. 4.) y (13. 5.) obtenemos 
j' (.z) 
G(z:) = 
.. -1 
1 + o, 5 z 
-1 -2 1 - z' + z, 
-1 
= -s( -T). + s(-T) 'z + s( -2T) 
l; ( z) = O, 5 e(-T) 
(13. 6.) 
S(z) = 1 + O, 5 z· -l 
1 - -1 -2 
• E(z) + O, 5 e{_;T) +. s(-T) - e(-2T) - s(-T) z -l 
. . 1 -1 . -2 
- z + z 
- z + z 
e(-T), s(-T) y s(-2T) son valores numéricos no todos nulos, condiciones ini -
• ciales que deben estar registradas en la memoria del elemento digital. 
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Físicamente es claro: de la ecuaciÓn (13. 6.) obtenemos 
s = e + O, S e 1 + s 1 - s 2 n n n- n- n-
que en el instante inicial (n = O) vale: 
s = e + O, 5 . e(-T) + s(-T) - s(-2T) 
o o 
El elemento necesita conocer los valores e( -T), s( -T), s( -2T) para, 
junto con la entrada en el instante t = O, calcular la salida. Es evidente que 
el resultado es completamente distinto segÚn los valores de las condiciones 
iniciales (caso particular C.I. = O). 
13. l.- Ecuaciones en diferencias. 
Otra forma de .presentar la ecuaciÓn descriptiva de un elemento 
numérico .utiliza los sucesivos incrementos de la señal: 
Ejemplo: 
f - f 6 n- n+1 f n 
6 2 f =A ( 6f )=6f 1 n n n+ t,. f = n 
= f -2f + f 
n+ 2 n +1 . n 
3 
t,. f = f - 3f . + 3f - f 
n .n + 3 n + 2 · n + 1 n 
....................... • ................. ·~· .-............... . 
{j, 2 S 
n 
2 
+ 6 s + s = 6 e + 2, 56 e 
n n n · n 
+ 1, S e 
n 
(13.7.) 
(13. 8.) 
(13.9.). 
(13.10.) 
Desarrollamos esta ecuaciÓn utilizando {13. 7. ), (13. 8. ), (13. 9.) 
{s · 
2 
- 2s 1 + s ) + {s · 1.- s ) + s = {e 2 - 2e 1 + e ) + n+ n+ . n n+ n · n n+ n+ n 
+ 2, S (e -·e ) + 1, S e 
· n+l n n 
que se simplifica 
sn + 2 - sn + 1 + 8 n = en +2 + O, 5 en + 1 (13.11.) 
.... 1 ··,,,, 
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La ecuación ( 13. 11.) representa exactamente el mismo elemento que 
(13. 6. ). Por lo tanto (13. 6.) y (13.10.) seR toJ~mªs ~qq~v~l~ftt~s; aun,f:luo la • 
primera se utiliza mucho inás a menudo. 
Es fácil .de demostrar, acogiéndose al teorema (5. 4. )que: 
}' [ ~ f n) = ( .z - 1) F(z ) -. 'z f( O) (13. 12.) 
•[ 2 ) 2 . . r ~. fn. = (z - 1) F(z) - z(z - .1) f(O} - ·z L\f(O) (13.13.) 
[ K i. J - (. K . r ~ n - z - 1) F(' i - ~z K-1 2. 
i=o 
(z - 1)K- 1-il~flo> (13.14.) 
o 
con b. f(O) = f(O) (13~15.) 
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III.- ANALISIS DE LOS SISTE_M_!\S }v{U.EST.REA-
DOS LINEALES. 
En el capÍtulo anterior se han sentado las bases para describi:J; 
matemáticamente la señal en distint~s puntos del sistema. En el presente se 
analizará si esa señal es "conveniente". Al decir que una cosa es conveniente 
hay que decir para qué y esto depende de muchos factores, algunos subjeti-
vos. Sin embargo existe al menos una condiciÓn primordial e inevitable en 
todo sistema, su estabilidad, que, en Último análisis es condiciÓn ligada a la 
conservaciÓn del mismo. Existe una infinidad de ejemplos en cualquier clase 
de sistemas, sean eléctricos y mecánicos corno los que aquÍ se tratan, sean 
sociales, econÓmicos o humanos. La situaciÓn de inestabilidad es .siempre la 
misma: un estado (una señal) del sistema que crece de forma incontrolable y 
destruye una parte de dicho sistema o al menos altera esencialmente su com-
portamiento. 
El problema de la estabilidad es siempre el problema clave en el 
estudio de los sistemas generales, hasta el punto de que sÓlo se resuelve pa-
ra cada caso particular. Es un problema filosÓfico que se convierte en técni -
co Únicamente cuando se es capaz de precisar con criterios numéricos el lÍ- -
mite entre las zonas de inestabilidad y estabilidad. 
- Este es el caso de los 
sistemas lineales que, como ya se ha dicho, es una aproximaciÓn ideal de la 
realidad. Es el Único caso (no deja de ser un caso particular) donde pueden -
extraerse, corno veremos consecuencias generales aplicables a todos los siste 
mas lineales. 
En este capÍtulo se verán algunos criterios importantes sobre la es-
tabilidad de los si&ternas pulsados lineales y consideraciones acerca de los 
regÍmenes permanente y transitorio de las sefiales de respuestas en los siste-
mas estables. Dicho con palabras más claras: se analiza primero si el siste -
ma es estable y si lo es, se investiga, en funciÓn de la parte de la zona de 
estabilidad en -que se encuentra, de qué forma se comporta en el transcurso 
del tiempo. Lo interesante en los sistemas lineales es que este estudio se. 
realiza cornÓdamente sobre el plano de una variable compleja. 
14.- Estabilidad. 
14. l.- DefiniciÓn y condiciones de estabilidad. 
Un sistema lineal es estable cuando la respuesta a una entrada fini-
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ta es también finita. Para los sistemas pulsados este criterio enuncia que ~ 
sistema eíl estable si la auceaión de i.rnpl:llsos (Ó nÚmeros) ·a la salida es de -
valores finitos cuando la. sucesiÓn. de entrada es de valores finitos. Esto deja 
subsistir la posibilidad de qué si la salida~ es una. señal continua muestreada -
pueda. diverger mientras que las muestras que de ella se obtienen ·son de valor 
finito y limitado. Véase, p. ej., la figura 27. donde la oscilación crece sin 
lí'mites con pasadas por cero casualmente sincronizadas con el muestreador. 
~(t) 
r-tfT -J¿~~~~Jts-1·~-·ts~·~------. .. - . . 
Fig. 27. 
Este es un fenÓmeno raro que sÓlo se produce en teorí'a si el perio-
do de la oscilaciÓn oculta es exactamente igual y está en fase con el de mue~ 
treo de la sefial. Dejamos de lado esta eventualidad y nos atenemos al enun- -
ciado de la estabilidad propuesto más arriba. 
Sea la fig. 28 que representa para nosotros un sistema (N .,. N) o 
un sis.tema (N: A) cuya salida está discretizada por un muestreador. -
Suponemos, ya que no influye sobre la estabilidad, que las C. I. son nulas •.. 
Fig. 28. 
Si la transmitancia en 21 es G(.Z) se tiene por definiciÓn 
G(z'.) = 
QQ 
I 
K= O 
g(KT) z-K (14.1.) 
i.';' 
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donde ¡(KT) es el valor numérico K·édtno de la ae~uencia. respuesta del lis .. 
tema a un impulso unitario en t = O •. · Por. aplicaciÓn de la propiedad de linea-
lidad se puede obtener fácÚmente el término general de la respuesta del siste 
ma a la secuencia de entrada (en) 
CXI 
g(KT) • e ((n- K)T] (14.2.) s(nT) = ¿ 
K= o 
Dado que suponemos [en) constituida por valores finitos 
max le( (n - K) T) 1 = M < oo ( 14. 3.) 
donde M es un nÚmero positivo cualquiera. Para que el sistema sea estable 
de acuerdo con el enunciado anterior,· [ sn) ·debe. estar constituida de valores 
finitos para todo n, es decir 
pero 
00 
1 s(nT) 1 = ¿ 
K=o 
1 s(nT) 1 < oo 
g(KT) . e( (n - K)T) 1 ( 
~ M 
CXI 
¿ 
K=o 
1 g(KT) 1 
( 14. 4.) 
CXI 
¿ 1 g(KT) 1 • 1 e((n- K)T) 1 
K= o 
(14.5.) 
de lo que resulta que se satisface la condiciÓn (14. 4. ). Si 
CXI 
¿ 1 g(KT) 1 < oo (14.6.) 
K= o 
Se puede demostrar que la condiciÓn (14. 6.) es necesaria y suficien-
te para asegurar la estabilidad del sistema. Sin embargo, aunque riguroso, 
(14. 6.) no es un criterio de uso práctico. Interesa encontrar criterios referí-
dos a la transmitancia o a las transformadas de las sefiales. 
Busquemos la condiciÓn necesaria que ha de satisfacer la transmitan 
cia G(z) cuando el sistema es estable. La relaciÓn 
e; 1 g(KT) 1 1 z -K 1 < oo (14.7.) 
K=o 
'· 
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se satisfará, a causa de (14. 6. ), · en .el dominio 1 z -ll ( 1 o, lo que ea igual, 
en 1 z· 1 ) 1, es decir en el exterie:r c;l¡¡ c(r~i!Ule de radio unidad y centro en el 
origen del plano de la variable compleja z. 
Por consiguiente se satisface la desigualdad siguiente 
CX) 
¿ 
K= o 
-K g(KT) z ~ 
0<1 ~~o 1 g(KT) j. j .z-K 1 
Resulta de (14.7.) y (14.8.) que, para lz 1 ).1: 
CX) 
¿ 
K= o 
g(KT) . . -K z (0<1 
{14. 8.) 
(14.9.) 
La condiciÓn (14. 9.) exige que para que un sistema de transmitancia 
G(.z) sea estable, G(:z) debe estar determinada analiticamente en todos los puE: 
tos fuera del circulo unitario del plano z • 
Razonemos ahora sobre la inestabilidad. Para ello consideramos un 
sistema descrito por una funciÓn de transferencia en :z que ~~ene polos situ~ 
dos al exterior del c(rculo unitario y busquemos la condiciÓn de inestabilidad. 
Para este sistema, debe existir al menos un valor de ·z tal que 1 z -l J (: 1 
o 1 .t 1 ~ 1 para el cual 
Asimismo 
0<1 
¿ 1 g(KT) 1 ) 
K= o 
CX) 
¿ 
K=o 
00 
¿ 
K= o 
{ 
g(KT) 'z -K = oo 
-K ! g{KT) 1 • 1 .· z 1 ) 
(14.11.) 
{14.10.) 
CX) 
g(KT) -K 
,z = CX) I: 
K= o 
La desigualdad eritre el primero y Último términos de ( 14. 11.) satis-
face a la condiciÓn de inestabilidad (14. 6. ). 
Resumimos los resultados importantes como conclusiÓn del p.partado 
14. l.: 
Un sistema. pulsado estab~e tiene una transmitancia G{z) que no con-
tiene polos ni otras singularidades situadas al exterior del c(rculo unitario del 
plano z. 
Un· sistema pulsado inestable tiene una transmitancia G(z) gue contie-
ne uno o varios polos u otras singularid~des al· exterior del c(rculo unitario 
f'ig. 2~. 
---------------------------------------------------------------------------------------------------------------------------------------~ 
._,. ··---.--,~~~~----:----:---------
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Eje m p 1 o. - TÓmese el caso corriente de un sistema cuya transml 
tanc:ia tiene la forma de (10.7,), c::onsidérese .excitado por una secuencia cual-
quiera de entrada de valores finitos y razÓnese exactamente como en el apar-
tado 6, sustit~yendo all{ F(z) por G(z ) •. 
Im 
rzzz;a es+.-bl~ 
l ¡: \nes ta ble 
-1 i. Re 
PLANO DE¡,. 
Fig. 29. 
14. 2.- Algunos criterios de estabilidad. 
14.2.1.- Criterios algebráicos. 
Estos criteriós se aplican directamente al denominador de la funciÓn 
de transferencia. Basados en propiedades de los polinomios determinan de fo_E 
ma absoluta si el sistema es o no estable y no proporcionan otra clase de in-
formaciÓn sobre el comportamiento del mismo. Tienen la ventaja de que no 
hacen necesario el conocimiento de las· raices d~ la ecuaciÓn caracter{stica, 
pero en cambio pueden inducir a error si los coeficientes de la ecuaciÓn no 
son conocidos con precisiÓn o son susceptibles de v-a~iaciones. 
En general estos criterios se utilizan muy poco, al menos en teor{a 
de control. 
a).- Criterio de Jury. 
Sea la ecuaciÓn algebráica 
D(y) 2 = A + A • y + A2 y + .. • •. • • • • • • • 
o 1 
+A • yn ·= O 
n 
An > o 
(14.12.) 
1 
1 
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que suponernos corresponde al denominador de la función de transferencia 
G(z.). En este ·caso y =- Zr 
El criterio establece las condiciones para que los mÓdulos de las 
raíces de (14. 12.) sean inferiores a l. Se divide en dos partes: 
donde 
a. 1). -
Formar el cuadro siguiente: 
o 1 2 
-- ---' n-1 n 
.Y y y y y 
A Al A2 A n-1 A o n 
----
A A 
n-1 A n-2 Al A n o 
B Bl B2 B n-1. o 
----
B 
n-1 B n-2 B n-3 B o 
e el e2 e o n~2 
e e 
n-3 e n-4 e n .. z· o . 
1--
---1- --- - --t-- -. t---1---
S sl s2 s3 o 
s3 s2 s1 S o 
R R1 R2 o 
'A A IBo B n..:1-K .o n-K 
B = 
lA ' 
e = 
.. K 
AK K 1 Bn-1 BK n 
e e 1 s 53 o n-2-K o 
D = 1 , •.•••• ,Ro= K 
en-2 eK 5 3 S o 
a. 2). ~ Verificar las condiciones siguientes: 
1) D(1) > O 
2) D(-1) }.>O 
<o 
si n par 
si n impar 
¡s . s 
o 1 
, R = 
2 ¡s3 52 
~ 
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3) 1 Ael < An 
1 B 1 > o ¡s n-11 
¡col_> ¡cn-11 
................ 
n -!- 1) IR 1 > 
o 
IR2 1 
Si todas son satisfechas el sistema es estable. 
Eje m p 1 o.- Sea un sistema cuya transniitancia total en z es 
G(Z') = K (z + O, 5) 
3 
z - z + K(z + O, 5) 
Tenemos D{z) = O, 5 K + (K - 1) z ·+ 'z 3 = O 
Cuadro: 
. 
zo 
. 1 
z z2 z3 
O, 5K K - 1 o 1 
1 o K - 1 O, 5K 
O, 25K2 -1 O, 5K(K-1) 1 - K 
·condiciones de estabilidad: 
(1) 
(2) 
( 3) 
( 4) 
D( 1} = 1, 5 K > O l_ K ) O 
D(-1) =- 0,5 K< oJ 
¡o, 5 Kl < 1 K < 2 
2 JO, 25 K - 1 1 > jl - K 1 
De las condiciones ( l) a (3) deducimos que, para que el sistema en 
cuestiÓn sea estable, el parámetro K tiene que valer O < K < 2. La condi-
ciÓn ( 4) disminuye aún el margen de valores Útiles de K. En la fig. 30 se ve 
·gráficamente que K debe valer O < K < K1 donde K1 es la soluciÓn de 
-(0, 25 K~ - 1) = - (1 - K1) ,. K1 = 2( lf3 - 1) 
r - 46 -
K 
Fig. 30. 
b) Criterio de Routh modificado. 
El criterio de Routh, muy conocido en matemáticas, permite d~ter­
minar los signos de las partes reales de las raíces de un polinomio racional. 
Este criterio se utiliza directamente para la bÚsqueda de la condiciÓn de esta-
bilidad de un sistema lineal contÍnuo aplicándolo a la ecuaciÓn c;aracterística. -
La presencia o ausencia de raíces con partes reales positivas es una indica- -
ciÓn· de inestabilidad o estabilidad. 
Consideremos de nuevo la ecuación caracterÍstica, 
D(y) = A 
n 
n 
y 
n-1 
+ A y + .••• + A 1 y + A n-1 o 
donde y :: p para los sistemas contÚmos analÓgicos. 
Se construye la siguiente tabla triangular: 
(14.12.) 
tes de la ecuación (14. 12.) en la forma indicada. El resto de las filas se com 
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pone con arreglo al siguiente esquema: 
B = 
A 
n-1 A -A n-2 n A · n-3 
B = 2 
A A -A A 
n-1 n-4 n n-5 
l 
e = 1 
A 
n-1 
B A -A B 
1 n-3 n-1 2 
B1 
etc, .. o •••••• 
e = 2 
A 
n-1 
B A -A B 
1 n- 5 n-1 3 
B1 
' .... 
J ••••••• 
El criterio de Routh dice: El nÚmero de raíces inestables es igual 
al nÚmero de cambios de signo en la primera columna de la tabla. 
·Ejemplos y algunas particularidades de este criterio pueden encon-
trarse en todos los libros de teorí'a de servosistemas clásicos. Pero en el ca 
so de sistemas pulsados el criterio es inaplicable en su forma original porque 
el hecho de que una ecuaciÓn polinÓmicá en z. tenga o no tenga raices con par-
te real positiva no dice nada sobre la estabilidad del sistema. Es posible, no 
obstante, aplicar a la ecuaciÓn caracterí'stica en z una transformaciÓn que ha-
ga corresponder a la regiÓn exterior al cí'rculo unitario en el plano de el -
semiplano derecho de· un plano auxiliar y a la región del cí'rculo el semiplano 
izquierdo de esta nueva variable. Dos transformaciones bilineales son posibles: 
A. = 
z + 1 A. + 1 
z = (14.13.) 
z - 1 A. 
- 1 
z 
- 1 1 + UJ 
= z = f14.14.) 
·z + 1 1 - w 
Si suponemos que nos quedamos con la primera, vamos a buscar -
la relaciÓn entre los planos de z y de A. • Llamamos 
z=x+jy 
A.=u+jv 
llevando (14.15) a ((14.13), tenemos 
2 - 2 
A. = (x + y ) - 1 
. 2 2 
(x - 1 ) + y 
- j 2y 2 2 (x - 1) + y 
(14. 15.) 
(14. 16.) 
(14.17.) 
Por la definición de x e y en (14.15.) se ve que (x2 + y 2) es el' 
• 
~~,. 
.• , 
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cuadrado del mÓdulo de z entonces, para todos los valores de z cuyo mÓdu-
lo es superior ·a la unidad, la parte re_al de A. es positiva y para todos los va-· 
lores de z:.. cuyor,mÓdulo es inferior a la unidad, la parte real de A. es negati-
va. Las partes rayadas de la figura 31, expresan la correspondencia global en-
tre los planos de las variables z y A. • El criterio de Routh es aplicable a 
Im 
PlANO Df -i . PLANO DE A 
-i i . 'Rt RCl 
.. -
Fig. 31. 
la ecuaciÓ_n característica después de transformaciÓn en A • 
EJemplo. - Sea 
G(z) = 
· z. ~\i -. o, s· 'z .,;, 1 ) 
. . -1 -z 
1 - 1, 6 z. + O, 48 z 
o lo que es igual 
z. - O, S. 
G((z) = , z _ l, 6 ~ · + O, 48 z 
Aplicando la transformaciÓn (14. 13.) a la ecuaciÓn caracterÍstica -
z 6 . z. - 1' z . + o' . 48 = o' 
O, lZ x2 
1, 6 A + 1 
1\ - 1 +O, 48 = O 
1, 04 A - 3, 08 = O 
El criterio de Routh da la· ·tabla 
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:\2 o, 12 -3,08 
A.l 
-1,04 
A. o 
-3,08 
donde se observa un cambio de signo de O, 12 a -1, 04, luego una raiz inesta-
ble. En efecto, las soluciones de la ecuaciÓn caracterÍstica en z son O, 4 ·y 1, 2, 
ésta Última inestable. 
El criterio de Routh puede ser de aplicaciÓn fastidiosa si la' ecua--
ciÓn caracterÍstica es de un orden elevado por el nÚmero de condiciones, so--
bre todo si varios coeficientes están por determinar (caso de sÍntesis). En -
cambio si los coeficientes de la ecuaciÓn caracterÍstica son todos numéricos -
el rriétodo puede ser Útil corno verificaciÓn, mucho más si aprovechando su 
mecánica sistemática se ha programado en calculador digital. 
14.2.2.- Criterios .., . geometr1cos. 
Prácticamente toda la teoría que se ha desarrollado hasta el mo- -
mento en las páginas anteriores no se refiere (salvo aplicaciones accidentales) 
a sistemas con bucle. Es aplicable por tanto a todo sistema que propaga una 
señal, siempre que se satisfagan las condiciones establecidas en el contexto. 
Los criterios geométricos de estabilidad son especÍficos en cambio 
de los sistemas de control o sistemas con retorno. Entre ellos existe un cri-
terio de Nyquist generalizado a los sistemas de muestreo que es demasiado 
complicado para que consideremos interesante incluirlo aquÍ. 
La representaciÓn geométrica del lugar de. raíces o de Evans, que 
describe en el plano de la variable compleja el mapa de los polos de la tran~ 
mitancia total del sistema en bucle cerrado, proporciona el criterio eficaz por 
excelencia. El lugar de raíces, que se utiliza mucho en el estudio de los ser-
vos contÍnuos clásicos, es sobre todo la herramienta básica en el análisis 
y en la síntesis de sistemas pulsados. Una de las razones principales de su -
éxito en la síntesis de correctores numéricos es que, siendo la transmitancia 
del corrector una ecuaciÓn numérica, puede uno permitirse el lujo de situar -
exactamente una singularidad donde más convenga. 
ConsÚltese el anexo nQ 2, donde se encuentra una descripciÓn prolija del lu- -
gar de Evans, con un ejemplo de aplicaciÓn a sistemas pulsados. 
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15.- R~gimen permanente; error en la respuesta a entra-
das-tipo. 
Del régimen permanente nos interesa en general la precisiÓn, es -
decir cuánto vale el error o diferencia entre el resultado deseado y el result..§: 
do obtenido. Hablamos de sistemas· con bucle. 
Es costumbre en la teoría de servosistemas de referirse para el -
estudio del comportamiento de los mismos a entradas muy conocidas, como -
entradas en e~calÓn, en rampa, sinusoidales, etc •.• 
Consideramos sistemas de retorno unitario como el representado -
en la fig. 25, suponiendo que F(z} o G(z) (como se quiera llamar) son de la-
clase particular más extendida, la de {raciones racionales en z o z -l 
[en] + fEnJ~ N(~) 
(~-i) K D(~) 
[S,.] 
G(z) = N(z) 
K ( . (.z - 1) D z j 
Fig. 32. 
donde N(.z.) y. D(.z) son polinomios que no tienen la 
raíz z = l. El denominador de G(z) puede tener la 
raíz z = 1 ninguna vez, 1 vez, dos veces, etc..... lo que viene resaltado -
K 
por el factor ( z - 1) (K = O, 1, 2, ••••• ) que juega un papel fundamental 
en la precisión final del sistema. 
En efecto, si hallamos la transformada en z de la secuencia de -
valores del error: 
1 
= --. 1 + F(z) - 1 + 
E (z) = 
K 
1 (z - 1) D(z) 
N(z) = 
K (z - 1) D(z.) 
(z - l)K D(z.) -+ N(z) 
(15.1.) 
K {:Z: : 1} D~_) 
. E(z) (15.2.) 
( z - 1 )K D{ z) + N(z): 
r---· 
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La expresiÓn (15. 2.) muestra claramente cómo el error va ligado 
no •o1arnente a h. tra.nlnl'tita.néia del aiatetna aino también al tipo de entrada. 
Dado que en servosistemas se utilizan mucho entradas en escalÓn (suponemos 
por simplicidad de amplitud unidad) [ 1] , en rampa [ nT] , en aceleraciÓn -
2 [ nT ] , etc..... cuyas transformadas son 
z TZ T 2z (z' + 1) 
. 3 (z - 1) z - 1 ·, {z - 1) 2 
' ...... ' 
de ahÍ el interés de destacar en G(z) el factor (z - l)K. Lo que hacernos es 
considerar fijos en G( z) los polinomios N(z) y D(z) y ver qué pasa con el 
error para cada una de las entradas-tipo, al variar K. El resultado es la 
tabla siguiente que da el error final del sistema para cada entrada y cada K. 
€ {t>O) 
(en) E(z) K= o K=l K=2 K=3 
-
f-t1 'r ••• 
___J 
D(l} 
o o o 
z 
~ - 1 N(l) + D{l) 
• 
[nT] 1' • 
• 
• 
Tz 
00 _Q.Ql o o 2 T N{l) ( z - 1) 
[nT] 2 • 
• 
• 
2 
2T 2 . D(l) T z {z + 1} t>O t>O o 
3 N(l) 
( Z· - 1) 
Esta tabla se obtiene fácilmente por aplicaciÓn del teorema ( 5. 7. ) 
del valor final. 
-1 -1 
E (oc) = lim ( 1 - Z ) • E ( Z) = lim . (1 - Z ) 
z = 1 z· = 1 
~. K Jz. :_jJ __ .Q['zj E(z) = 
(z \_ l)KD(z) +N(z) 
(15.3.) 
= lirn 
= 1 
z - 1 
z 
(z ~ l)K D(z) 'fE(z) 
( z - 1) D( z) + N( z). 
,·.: 
...... , -""·-------cc;:-r---~0""'"'~~-~---------...... ---------~~~~~~ 
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Ejemplo. - Supongamos 
. K = 2. Aplicando (15. 3. ): 
[en]= [nT] • E(z) Tz 2 (z - 1) 
e ( oo) = lim 
= 1 
z - 1 
z 
= lirn ( z - 1} . 
= 1 
. 2 . (z - 1) D(z} Tz 
2 . {z - 1). D(z) + N(z-.) (z - 1)2 
D(z) . T 
=.0 
2 (z - 1) D(z·) · + N(z.) 
La conclusiÓn es importante: Un sistema funciona sin error final 
cuando su transmitancia en z tiene polo~S z = 1 cuya multiplicidad K es -
la misma gue la de los polos z·. = 1 de -la señal de entrada. 
Por semejanza con el caso contí'nuo, donde un polo p = O represe_E 
ta una integraciÓn, se dice que un polo z = 1 ·es una integraciÓn numérica. 
· En algunos libros se habla de coeficientes generalizados de error -
respecto a entradas ·cuyo modelo matemático es un polinomio. La cuestiÓn no 
nos parece de interés práctico suficiente para_ incluirla aquí'. 
16.- Régimen transitorio. 
Un estudio del régime~ transitorio sÓlo puede hacerse en los casos 
particulares porque depende siempre del sistema, de la entrada y de las con-
dicione s iniciales. 
No obstante damos u:r;1a breve idea enumerativa y simplificada de 
Jos factores que intervienen en un e_studio de esta clase. 
Sea la respuesta de nuestro sistema a un estí'mulo [e J expresada 
n 
por la ecuaciÓn (13. 5. ): 
S(Z} = ~ B(z) E(z) + 
I{z) 
B(.z) (16. l.} 
dondeA(z) y B(z) son numerador y d~nominador respectivamente de la transmi-
_tancia total- del sistema, E( z} la transformada de la secuencia de entrada e 
I('z) el polinomio correspondiente a las condiciones iniciales. 
Consideramos estable nuestro sistema . Sabemos (ver apartado 6) 
que la forma de la respuesta depende de la situaciÓn de los polos en el cí'rcu-
lo de radio unidad y también del residuo b.. En la figura 14 no puede hacerse 
1 
una estimación del residuo pero es evidente que la importancia de un polo si-
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tuado cerca de la circunferencia unitaria es tanto mayor cuanto mayor es el 
residuo correspondiente. 
Por simplicidad suponcm.o11 q,ue en la ecuaciÓn ( 16. l.) los polos de 
E( z) y las raÍces de B(z) son distintos y que todos los polos que allÍ apare -
cen son simples. Entonce.s puede descomponerse de la forma siguiente: 
p .e . m 
i r. S( .) = í: + ¿ (16.2.) 
1 .' .. -1 -1 
- p. z 1 - p z i=l 1 j=l . J . 
donde p es el nÚmero de raices de B( z) y m el número de polos de 
E( ). La respuesta temporal es la transformada inversa de (16. 2.) fácilmente 
obtenida a partir de las tablas, conocidos .l. , p!, r ., p~. Resumiendo: 
1 1 J J 
lQ.- Los polos de E(z) (2a. suma en la ecuacion (16. 2.) determi -
nan la ~aturaleza del régimen· permanente o respuesta forzada; los residuos 
r. relativos a estos polos vienen determinados por los coeficientes de A( z), 
J 
B(z) y E(z). 
ZQ.- Los ceros B( z) (polos de la transmitancia, 1 a. suma de la 
ecuaciÓn ( 16. Z.) determinan la naturaleza del régjmen transitorio; los resÍduos 
.f. relativos a estos polos dependen de los coeficientes de A(z), B(z·), E(z) e 
1 
I( z). 
Observa e i ó n. - El hecho de que las condiciones iniciales influyen sÓlo so--
bre la forma de régimen transitorio; ·puede utilizarse para mejorar este Últi--
mo. (Existe un método, llamado de inicialización de correctores numéricos basa 
do en este extremo) 
IV . -
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SINTESIS DE SISTEMAS NUMERICOS 
DE CONTROL. 
l 7 . - P r. o b 1 e m a g e n e r a 1 d e 1 a s { n t e s i s . 
Todo empieza cuando se tiene un proceso cuyo comportamiento, por -
unas razones ·o por otras, debe estár siempre dentro de unas especificacio-
nes. Debido a las perturbaciones, muy a menudo de caracter aleatorio, el -
proceso puede comportarse de forma peligrosa o antieconÓmica. Entonces se 
comprende la necesidad de ejercer una acciÓn que contrarreste el efecto de-
la perturbaciÓn y lleve el sistema a los cauces deseados. Se quiere natural-
mente que esta acciÓn se ejerza a la vista de la desviaciÓn del comportamie_!! 
to, es decir en todo momento o lo que es. igual. en bucle cerrado. 
lL 
"PROCESO 
PERTURBACIONES { DETERMINSTAS 
AlEATORlAS 
:· 
S 
Fig. 33. 
En la figura 33 .s representa esquemáticamente el comportamien-
to y u la acciÓn que hay que ejercer. 
En general, u, s y las perturbaciones son vectores de varias di- -
mensiones. En este texto no consideramos más que sefiales de una dimensión 
y de caracter determinista. 
Las especificaciones sobre el comportamiento del proceso suelen -
ser de dos tipos: 
- generales (estabilidad; una determinada tolerancia en el error final; 
·alguna limitación en las sobretensiones del re gimen transitorio). 
- particulares (p. ej. exigencia de un tiempo m{nimo de respuesta 
para una entrada dada, etc ••••• ) 
Habitualmente se representan por un criterio o funciÓn de coste. 
Lo primero· con que debe contar el ingeniero que diseña un sistema 
de control es con un modelo matemático "adecuado" del proceso a gobernar. 
Cuando se dice "adecuado" se quiere significar que este modelo debe represe_!! 
tar suficientemente, y con exclusiÓn de otros detalles, aquellas funciones del 
t 
'i-~ . 
";: ' ~ 
. .. ,.,·. 
'- r 
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proceso que son determinantes para su control. De pasada diremos que encon-
trar el modelo matem,tico de un proceso complejo es la parte más pesada, 
más importante y más difÍcil en un tratamiento integrado. Las técnicas teóri -
ca-experimentales que se emplean pa:ra ello se llaman técnicas de identifica--
ciÓn y puede decirse que se están desarrollando actualmente. 
Una vez se cuenta con el ínodel~ matemático del proceso (en nues-
tro caso suponemos que no habrá problema 'Y que conoceremos la ecuación di-
ferencial o la transmitancia en p) comienza el trabajo de síntesis del sistema 
de mando. 
? 
tCt) ~ [fn) 
-
r~n] SISTEMA DE MANDO 
, 
NUMERICO 
Fig. 34. 
E$+r.ap_olador 
u. (t) 
H(p) 
O~CiANOS DE ACCJON 
+ PROCE~O 
Suponiendo el esquema general de la fig. 34. el camino que hay 
que recorrer es el siguiente: 
12. - Anteproyecto sobre el papel• Aplicando las técnicas de trans-
formada en st se busca la tram~mitancia en z del sistema de mando que -
produCirá en todo momento la secuencia [un J adecuada. De esta transmitancia 
se deduce la ecuaciÓn recurrente que va a· se programada. 
ZQ. - Se realiza un~ si~ilaciÓn numt!rica o híbrida del sistema in -
tegrado para ver si el comportamiento teÓrico es satisfactorio. Si no es así -
se vuelve al· paso primero. 
3Q. - ExperimentaciÓn, ensayos reales. Si algo no va bien se vuelve 
al paso prime ro. 
En el resto del capÍtulo tratamos sÓlo el primer paso. 
18.- Reglas importantes en la síntesis en z. 
Sea la fig. 3 5 el modelo discretizado ·de la íig. 34. 
~-· .. 
~ 
. "" 
[én] 
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? 
A (~) 
e (~) 
[Un] 
Fig. 35. 
PERTURBACION 
N(~) 
DTi> 
[Sn] 
' 
' 
N((z) y D(z) son conocidos. Se buscan A(z) y B(z). 
La transmitancia en bucle abierto es 
A[z) . N(z) 
B(z) . D(z) 
con objeto de reducir en lo posible la traismitancia se intentará anular la 
mayor cantidad de ceros y de polos del proceso. Si fuera posible se haría 
A = D • A 1 
(18.1.) 
B = N . B 1 
donde A' y B' son polinomios en z o en z -l. Desgraciadamente no hay posibi-
lidad de hacer ( 18. l.) entre otras razones porque N(z)/D{z) ·es solamente 
un ~odelo matemático aproximado. Lo que ocurre entonces es que, por ejem-
plo, si (x) representa en la fig. 36 una singularidad del proceso y(O) un cero 
del sistema de mando que intenta compensarlo, los siguientes casos son posi-
bles: 
U?.- La singularidad es estable. El cero no cambia la situaciÓn 
más que en el sentido de producir un transitorio de menor amplitud (rest'duo 
de pequeño valor). 
ZQ. - La singularidad es inestable •. El resultado es que el sistema 
diverge de todas formas, aunque comience con menor amplitud. 
3Q.- Si la singularidad estuviera "exactamente" situada en la cir--
cunferencia unitaria es compensable por un cero en el interior. En la reali- -
dad la singularidad estará un poco dentro o un poco fuera del cÍrculo. 
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El sÍmbolo o. representa ·el polo resultado de la interacciÓn singu-
laridad proceso/cero sistema de mando 
Im 
R~ 
PLANO DEi-
Fig. 36. 
El resultado de esta discusiÓn es que sÓlo pueden compensarse los 
polos estables. 
Si escribirnos 
b o+ bl z 
-1 -q 
U{z) A(z) + ....••..•••. + b z 
e (z ) = = B( z, 
-1 (18.2.) 
ao + al z + •••••••••••• + a 
.-P 
z p 
la condiciÓn de realizabilidad en tiempo real (relacionado con la recurrencias 
de las secuencias [u J y [e J es que a =/= O. Si a = O el sistema serÍa 
n n o-.- o 
anticipativo, es decir en el instante nT elaboraría u(nT) calculado a partir de 
e:((n + l)T), lo qüe es imposible. Razonando sobre una transrnitancia con poli--
-1 
nornios en z y noz , tal corno en (18.3.) 
r r-1 
+ B B z + Bl z. + .•••.••.. ü(zL = __ o .. r (18.3.) 
e (z) A z § A
1 
z 
.s-1 
+ .••. • • . . • + A + 
o S 
el sistema es realiz;able si s ~ r. Esta es exactamente la misma condiciÓn, 
expresada con otras palabras. 
En vistas a estudiar el error en regirnen permanente es conveniente 
hacer un estudio en la lÍnea del apartado 15 para introducir en B(z ) el nÚmero 
deseado de raíces z = 1, si se trabaja con entradas -tipo. 
Nada más puede decirse corno regla general. El resto, por ejemplo 
todo lo que sigue en el capítulo, es, con ligeras variantes, aplicaciÓn particular. 
F 1-• 
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19.- $is..1_emas de control que minimizan el tiempo de res-
puesta del proceso. 
Se quiere que en el sistema de la fig. 35 la, secuencia de valores 
del error sea nula a partir de un tiempo finito y mÍnimo, para una entrada 
y una perturbaciÓn dadas. Llamando. por conveniencia x:: Z -l y conocidas las 
transformadas en x de la señal de entrada R(x)/L{x) y del error P(x)/Q(x), 
tenemos el esquema de la figura 37 
RlX} 
l. l'X) [én] 
? 
A (X) 
-B(x) 
[un] 
Fig. 37. 
N (X) 
0'2 ()(.} 
p(~) 
Q ()C.) 
~ 1 fsn] 
D1 (X) 
Se supone que n1(x) representa los polos de la parte del proceso 
que es afectada por la perturbación. 
e = 
R 
.L 
No escribimos el argumento x a partir de este momento. 
B D D 
1 2 
B D 1 D 2 + AN 
p 
Q 
2 
B D 
2 
B D 1D 2 + AN 
+ e x + ••••••••• • 
. 2 
= e +e x 
o 1 + 
(19.1.) 
Hacemos la suposiciÓn de que n 2 y Q no tienen raices estables· 
comunes. Tampoco n 1 y n 2 con L. Para que la secuencia del error se anule 
. a partir de un detel:'minado instante es necesario que € (x) sea un polinomio. 
Para que el tiempo sea mÍnimo es necesario que el grado de este polinomio 
.-. 
sea m1n1mo. 
Ún polinomio puede escribirse de la forma 
+ (19.2.) x=x X 
x+ comprende las raÍces estables ( 1 x. 1 ~ 1) 
1 
-
comprende las raÍces inestables ( 1 xi 1 < X 1) 
-------------------------------------------------------------------------------- ~ 
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Suponemos L-, Q = 1 
e• d~ci.r, entrada. y pertu'tba<::iÓn l!lon allti!Lbles. 
Hacemos 
A = D + A' 
2 
B = QLN+ B' 
(19. 3.) 
Sustituyendo (19.2.) a (19.5.) en (19.1.) nos queda: 
QB'D n-
€-R 12 p 
- QLB' D D - + A 1N- -
1 2 
LB'D 
. 2 
QLB'D-D. + A'N-
2 1 
(19.6.) 
= 
(19.4.) 
(19.5.) 
(RQD 1 - PL)D; B' 
QLB' D1DZ + A 'N-
En la expresiÓn (19. 6.) nos falta por determinar A' .Y B'. Si hace-
m os 
- - + B' QLD1D 2 +N A':: (RQD1 - PL) (19.7.) 
la expresiÓn (19. 6.) se convierte en: 
e: = (RQD 1 - PL) • D2 B' (19.8.) 
que es un polinomio, lo cual corresponde a un tiempo finito de respuesta. Hay 
infinitos polinomios A' y B' que satisfacen la identidad ( 19. 7.) pero sÓlo hay 
una soluciÓn que haga mÍnimo el grado del polinomio e: de (19. 8. ): es el polino--
mio B' de grado· mÍnimo que satisface (19. 7. ). 
Una vez encontrados A y B es preciso comprobar que· A/B es reali-
zable. 
Eje m p 1 o. - Sea el sistema de la fig. 37 excitado por una entrada 
[e ] = [ 1] , 1 E(x) = 1.- X el cual no está sujeto a perturbaciones 
n 
(P = O, Q • 1). Suponemos estables las raíces de N(x) y D(x). 
Aplicando {19.1.): 
1 
E {x) = - BD BD+AN 
Suponemos que D(x) no contiene (1- x). Aplicando (19.4.) y ~19.5.) 
J. 
f 
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A = D . A' 
B = (1 - x) NB' 
Entonces 
E (x) = B' (1 - x) B' + A' (19.9.) 
Aplicando (19. 7. ): 
( 1 - x) B 1 + A 1 = 1 
El polinomio B' de grado mÍnimo que satisface esta ecuaciÓn es una constante. 
Por ejemplo B' =l. Entonces A'= x. Sustituyendo en (19.9.): 
8 (x) = B' ( 1 - x) B' + A 1 = 
1 
= 1 (19.10) 1 - X +X 
[ 8 n] = [1, O, O, O, •••••• J 
El resultado expresado por (19.10.) es que el error se anula a par-
tir del segundo instante. 
Veamos qué hubiera pasado si la entrada en vez de [e ] = 1 hubie 
n 
1 Tx C d 1 . ra sido [e ]= [nT] , E(x) = 
1 - X 1 - X 
. onservan o e s1.stema 
n . 
AjB· encontrado, tendrÍamos 
E (x) = Tx = T [ x + 1 - X 
2 3 
X +X + ...... J 
Es decir, ·para la entrada [e J = [nT] el mismo sistema que antes anulaba el 
. n 
error en un tiempo finito, produce ahora un error permanente. En otras pala--
bras, falta una integraciÓn. Repetiendo el proceso de sÍntesis: 
8 (x) = Tx 2 . 
(1 - x) 
B = (1 
BD 
BD + AN 
2 
x) NB' 
A= D. A' 
e (x) = B' T X 2 (1 - x) B' + A' 
B' = 1 
.l 
:-. 
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A' = 2x 2 X 
€ (x) = Tx [€ n J = [ O, T, O, O, •••• J 
20.- SÍntesis por el método de los polos dominantes. 
Este· apartado lo traducimos casi literalmente del libro citado de 
Sevely, el cual lo toma a su vez de un artículo de Zdan en l. 961 Digital 
Computer for Stabilizing Control SystemsConventión. 
Polos dominantes son aquellos que por estar más cerca de la zo-
na de inestabilidad y por la magnitud de su resÍduo priman sobre todos los -
demás y determinan en un gran porcentaje el comportamiento del sistema. 
AquÍ se expone un método interesante que consiste en hacer la 
srntesis de un corrector numérico tal que la transmitancia en bucle cerrado 
del sistema S(z )/E(z) tenga la expresiÓn más sencilla satisfaciendo a las 
especificaciones. 
Para ello, después de haber escogido un perÍodo de muestreo co~ 
patible con las constantes de tiempo (Shannon) y con las posibilidades del cal 
culador, se fija un coeficiente de amortiguamiento susceptible de asegurar 
un re gimen transitorio satisfactorio (p. ej. ~ = O, 7). Esto es lo mismo que 
fijar un par de polos dominantes para K(z) = S(z)/:E:(z'). Se pide a los ceros 
y polos de D( z \ que anulen los polos y los ceros estables de G(z ). (Para evi_ 
tar confusiones fijarse. en la notación empleada en la figura 38, que no es 
homogénea con lo anterior). 
1 + A z 
1 
~ ( P) : 
o(.¡.} [un] 
1 
H0104 p 
CALCULADOR SERVOMOTOR 
Fig. 38. 
Además D{z ~ deberá contener un factor de la forma 
-1 -1 . / / 1 + B
1
z cal que las ra1ces de 1 + D( z ~ . G( z) = O comporten -
el par de polos donünantes que nos hemos fijado. n1ás, 
polos que se tratará de que sean secundarios ( 1 z! < 
eventualmente, otros 
O, 1). Por Último 
~ 
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D(:z) deberá poseer tantos polos en z = 1 como sea necesario para anular 
los errores de posiciÓn, velocidad, aceleraciÓn;..... (ver en apartado 15 
las sucesivas entradas-tipo) en régimen permanente, as( como una ganancia 
ajustable Kd. 
En el dibujo }l(P) es la transmitancia entre el timÓn y la acelera-
ciÓn angular. Suponemos ¡¡(p) = }lCOnstante. 
G(p) = H (p) 
o 
ll l -0, OSp 
-
__ -_..;..e ___ _ 
-}l 
- 3 
p (1 + o, 04p) 
(20. l.) 2 p (1 + 0,04p) 
Se calcula: 
G(z) -4 = 3, 92 • 1 o }l 
-1 . . -1 . .· . -1 
:z ( 1 + 2, 7 8. z )( 1 + o. 2 z ) 
(i .., ··z-1) 2 (1 - O, 286 z-l) 
(20. 2.) 
El lugar de raí"ces del sistema, si D(z.) fuera una s~mple ganancia 
Kd, seria el representado en la fig. 39. 
lrn 
1. 1<~ 
'PLANO lE~ 
Fig. 39. 
El sistema es siempre inestable. Se desea corregirlo de forma 
que satisfaga a las siguientes especificaciones: 
1 Q;- Error permanente nulo en respuesta a entradas en escalÓn -
de posiciÓn ·y de velocidad ( 1 y t a partir de t = O). 
2Q., -.Frecuencia propia amortiguada del sistema = 1 .Hz. 
3Q. - Coeficiente de amortiguamiento ~ = O, 7 
(se recuerda que en un sistema contí"nuo analÓgico de ecuaciÓn caracterÍstica 
y" + 2 t, w . y'· + w 2 y = O, la pulsación propia amortiguada es UJ = UJ q 
·· n n p n~ .. -l; 
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Cálculo de D(z ). -
Por el análisis hecho al principio de este apartado vemos que D("z). 
debe ser de la forma 
D(z) = Kd . (1 - ,0, 286 z-J(l + AIZ -l) 
-1 -1 (l+0,2z ){l+B1 z) 
(20. 3.) 
D(:Z) no necesita tener polos en z = 1 porque G(z) lleva ya los dos necesarios 
para anular el error en respuesta a una entrada en velocidad. La transmitan- -
cia en bucle abierto queda: 
1 .-1 
z -1 (1 + 2,78 z- )(1+ Al ·z ) 
Dí z ) • G( z) = K (1 - z -1) 2 ( 1 + Bl ~. -1) (20. 4.) 
-4 
donde K = K d . 3, 92 • 1 O • ll . 
y la ecuaciÓn caracterÍstica 
1 + D( .z · • G(z '1 = 1 + {K + B 1 - 2) 
-1 
z + ( 1 + 2, 7 8 K - 2 B
1 
+ K A
1
) -2 z + 
-3 
+ (B1 + 2, 7 8 K A 1) z 
(20. 5.) 
Cálculo de las 
, 
ra1ces z 
1 y _z 1 correspondientes a los 
polos dominantes. 
Tenernos w = 27t . f = 2 7t 
p p 
C: = s en 'Y = O, 7 
ex = C: w = CJJ = 2 1t porque 'Y = 45Q 
n p 
1 
. j- - CXT _ -0, OS • 27t _ O 731 z-e -e -, 
Arg z =wT = 27t. 0,05 correspondiente a 18Q 
por lo que O 731 1 = , L.ill =o, 696 + j 0,225 
zl = 0,731 ~Q = O, 696 - j O, 225 
Si se toma por valor de la tercera raiz de (20. 5,) z 3 = O, 1 por 
·,. 
\ 
'-
' 1 
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wp=wnR 
- o<.:-~w,_. o PLANO DE P 
Fig. 40. 
ejemplo, se tiene que identificar 
-1 - -1 -1 (l- z l z )(l- z
1
z )(l- z 3 z ) = 
-1 1 + (K + B1 - 2) z + 
de donde se deducen 
y D(.z) queda asÍ: 
D(z) = O, 173 K 
Go 
A
1 
= - O, 81 
B 1 = O, 737 
K= 0,173 
(l- 0,28C z- 1) (l- 0,81 z- 1) 
(1 + 0,2 z.:. 1 ) (l +0,337 z- 1) 
(20. 6.) 
(20.7.) 
KGo es la ganancia correspondiente a G( Z) para un determinado valor de la 
masa del ingenio (la fig. 38 corresponde a la estabilizaciÓn de un ingenio es -
pacial). A medida que se consume el combustible disminuye el momento de 
inercia y KG crece. · 
La transmitancia en z en bucle abierto es 
D(z). G(z} = 0,173 
K 
G 
KGo 
1 -1 -1 
z- {1 + 2, 78z )(1 - O, 81 z ) (20. 8.) 
-1 2 -1 (1 - 'Z ) ' (1 + o, 337 z ) 
La fig. 41 representa el lugar de las raÍces del sistema corregido. 
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Im 
-K~o 
-0.331 
" 
'Re 
PLANO DE r 
Fig. 41. 
El margen de ganancia correspondiente a KGo es del orden de 3. -
El margen de fase del orden de 402. (No se olvide que, en el caso de la 
fig. 38., la salida del proceso es contÍnua). 
La ecuaciÓn recurrente que traduce el comportamiento del calcula-
dor, deducida de D(z) = U(z.)/e(z) en {20.7.) es 
u = 
n 
o, 173 
KGo 
[E· - ·1, 096 E l + 0, 2316 e: 2 ] -0, 537 u l- 0, 0674 u 2 n n- n- n- n-
(20. 9.) 
- 66 -
A N E X O I 
Ideas elementales sobre la . . " organ1zac1on de los 
calculadores , . numer1cos. 
l.- Esquema funcional. 
Un calculador numérico consta esquemáticamente de una unidad de 
cálculo donde se ejecutan las operaciones; una memoria para ahnacenamiento 
de la informaciÓn; un Órgano de entrada/ salida, que consiste en general en 
uno o varios canales por donde transcurre la informaciÓn proveniente o con 
destin~ a distintas unidades periféricas multiplexadas; y por Último, lo que 
llamaremos, sin entrar en mas detalles, una unidad de gestiÓn, que disp~ne 
en todo momento la utilizaciÓn de las demás imidades. 
u. c. MEMORIA 
'f/s 
Q: U. PERIFeRICAS 
DISCO 
Fig. 
TELETIPO 
La idea importante en nuestro contexto es que el ordenador ejecuta 
los cálculos de forma secuencial, es. decir uno después de otro y que jamás 
puede hacer dos cálculos. simultáneamente. En la :r::nemoria se almacenan las 
instrucciones (programa) y datos numéricos que, por intermedio de un. veh{cu-
lo externo (tarjetas perforadas, cinta u otros) se han introducido previamente. 
La unidad de control decide y organiza la: ejecuciÓn de la primera instrucciÓn 
··del programa, que tiene lugar en U. C. SÓlo una vez terminado este cálculo, -
cuyo. resultado quedará almacenado en general en alguna posiciÓn de la memo-
1 
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ria o en un registro de U. C., la unidad de control organiza la ejecuciÓn de 
la. se~panda. instruGGiÓn, y a.sí suGesivamente. 
Así, si se quiere calcular y =. ax2 + bx + e para valores conocí- -
dos de a, b, e, x, la secuencia de cálculo podrÍa ser: 
12 Y¡ =· ax 
2Q y = y X 2 1 
32 y3 = bx 
42 Y4 = Yz + Y3 
52 Y =y +c=y 
. 5 4 
En control de proceso esto puede aparecer como un serio handicap 
en. comparaciÓn con los sistemas analÓgicos, donde la información contÍnua es 
tratada simultáneamente; en cuyo caso, sin embargo, cada sistema de mando 
supone un material que, por decirlo asÍ, no sirve para otra tarea.· Esto 
representa una gran falta de flexibilidad y en términos econÓmicos puede resul 
tar una mala inversiÓn. 
Debido a su funcionamiento secuencial es siempre el mismo calcu-
lador numérico el que ejecuta todas las operaciones. Para cambiar la tarea -
sólo hace falta cambiar el programa contenido en la memoria. Del mejor co--
nocimiento del proseso por la experiencia se deriva siempre una mejora del 
programa, es decir, una elevaciÓn del rendimiento~ 
Actualmente los calculadores tienen un ciclo de lectura de alrededor 
de 1 ).l. s. Una operación puede ser efectuada en cualquier caso en menos de 
10 ).l. s. SupÓngase, p. ej. un missile de alcance de unos 30 Kms teleguiado 
(ordenes a cadenda de 10 por seg.) en persecuciÓn de objetivo. El perÍodo 
de muestreo es 1/10 seg., por lo que si suponemos 10-S ~eg. el tiempo de 
una operación elemental, el calculador puede efectuar 104 operaciones elemen-
tales entre dos instantes de muestreo. 
Esta enorme velocidad de cálculo permite que un calculador pueda 
controlar varios procesos simples simultáneamente o lo qué es lo mismo un -
proceso complejo. Lo que, unido a la considerable reducciÓn de precio y de -
dimensiones, impone irreversiblemente el uso de ordenadores en control de 
todo tipo de procesos industriales y más generalmente en el control en tiempo 
real de sistemas cualesquiera. 
- 68 -
2,- Calculado:r;es en ''ti_empo rea,l" 
Se dice que un calculador trabaja en "tiempo real" cuando trata ,. 
Ios datos a medida que éstos var{an con el tiempo. 
En relaciÓn con un ordenador universal o cient{fico un ordenador -
para "tiempo real" tiene las siguientes diferencias especiales: 
a).- Organos de entrada y salida importantes 
Para control de procesos: 
-·codificadores o convertidores analÓgico-digitales; miden la 
magnitud f{sica y la traducen en forma tratable por el 
ordenador (sucesiÓn de d{gitos binarios) 
- decodificadores o convertidores d{gito-analÓgicos; efectÚan 
la operaciÓn inversa, a- la salida del ordenador. 
Resumiendo, un ordenador para control de procesos es, en cierto-
modo, un elemento h{brido. 
b).- Sistema de tratamiento de interrupciones. 
Una interrupciÓn es una señal que, en el momento de presen-
tarse a la entrada del ordenado_r, y después de ser c.onvenientemente evaluada, 
puede interrumpir la ejecuciÓn del programa en curso y desencadenar la ejec~ 
ción de otro programa almacenado en la memoria. 
Imag{nese una planta industrial, donde el sobrepasar una determin~ 
da temperatura en una instalaciÓn debe desencadenar un programa de ejecuciÓn 
de medidas de seguridad. 
Otro ejemplo es un sistema de control por muestreo. El ordenador 
que controla el proceso efectúa en los tiempos sobrantes otras tareas (p. ej. 
la nÓmina del personal) pero, transcurrido el per{odo T y coincidiendo con-
la señal env{ada por un reloj, debe tratar una nueva cifra del proceso, que 
es su tarea principal. 
Con .esto hemos querido dar una idea del significado de las señales 
de interrupciÓn. Naturalmente las cosas se complican mucho en los casos 
de procesos complejos, para los que hay que montar un complejo sistema 
de programación de tratamiento jerarquizado de las interrupciones previstas. 
\ 
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A N E X O II 
El lugar de las raices {lugar de Evans) 
l.- Estudio de los sistemas a partir de sus polos y ce-
ros. 
---
Existen dos técnicas para el estudio de las funciones de transferen 
cia: el método armÓnico o frecuencial, que consiste en trabajar sobre los lu--
gares de transferencia, y que suponemos conocido del lector, y el método de 
polos y ceros. Digamos unas palabras acerca del fundamento de la técnica 
de polos y ceros. 
Consideremos un sistema lineal contÍnuo cuya F. T • (FunciÓn de 
transferencia, o transmitancia) sea: 
F(p) ::: k l::!.(p} D(p) 
.. m 1 + a 1- p + ... + amp 
"'K n 1 + bl p + .. ; + b p 
. n 
K ::: F(O) ·es la ganancia estática. 
Supondremos que, como es normal, m.$.. n. 
(l. l.) 
Si llamamos zl, z 2' • • • • • ' z a las raíces de N(p) ::: O (ceros de m 
F{p)), y p
1
, p2~ ••••• pn a las de D(p) "' O (polos de F(p)), (l.l.)se podrá es--
cribir en la forma: 
m 
(p - z 1 )(p - z 2) •.. • (p - z m) = k 7t: (p - z.) 1 i= 1 (l. 2.) F(p) = k (p - p 1)(p - P 2) · • • (p ..; pm) n (p - pj) 7t: 
j=l 
donde k es una constante sin significado fÍsico relacionada con la ganancia -
,__ estática K por: 
m 
(-z) (-z) ·••••••••• (-zm') 7t: ( -z.) i= 1 1 (l. 3.) 1 2 . = k K= k 
(-pl) (-p2) • • • • • • • • • • (-pn) . n (-p.) ~ j=l J 
Suponiendo que no hay polos de orden superior a la unidad, {1.2.) 
se podrá descomponer en la forma: 
F(p) "' p - P1 
A2 
+ + .••• + 
P - P2 
A 
n 
p - pn 
n 
::: ¿ 
i- 1 
A. 
1 
p - p. 
1 
(l. 4.) 
Para una entrada impulsional (impulso de Dirac, E(p) = 1), la res-
"' ( ) -1 ( ,. -1 .. puesta sera s t = .C F p) E(p) = 6... F(p). A la vista de la expresion de 
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F(p) dada por (l. 4. ), podemos decir que la respuesta impulsional tendrá: 
c.t 
- términos de la forma A.e 1 
1 
corre·spondientes a los polos rea -
les p = c. 
1 
ct. t 
- términos de la forma A. e 1 
1 
sen( ¡3it + 
j 13 .• 
IP ) ' correspondientes a 
los polos complejos conjugados p. = ct. ± 
1 1 1 
El sistema será estable si todos los c. y los oc. son negativos, 
1 1 
pues de esta manera todas las exponenciales serán decrecientes, y todas las -
sinusoides amortiguadas. Si hay algÚn c. o algÚn oc. positivo, el sistema será 
1 1 
inestable. 
Esto equivale a decir que la condiciÓn de estabilidad es que todos 
los polos de la F. T. del sistema tengan parte real negativa, es decir, que 
están situados en el semiplano de la izquierda del eje imaginario. 
En el caso de que la F. T. tuviera un polo mÚltiple de orden q, 
aparecerÍan en la respuesta impulsional términos de la forma: A. 
11 
q-1 c. t 
t e 1 + 
q-Z e t 
+ A. t e i + ..... ; todos ellos tienden a cero 1z para t .. oo si c. < O, por 1 
lo que la condiciÓn de estabilidad sigue siendo la anteriormente enunciada. 
Los polos determinan, pues, la estabilidad del sistema. Sin emba_E 
go, no bastan para caracterizar totalmente al sistema: su comportamiento de-
pende también de los residuos o coeficientes de las exponenciales (A.), que 
1 
están relacionados con los ceros. 
En cuanto a los sistemas muestreados, la condiciÓn de estabilidad 
es que todos los polos de la F. T. en z estén dentro del cÍrculo de radio 
unidad en el plano de la variable compleja z. 
A sÍ, pues, tanto en. los sistemas continuos como en los muestrea--
dos, la situaciÓn de los polos y los ceros en el plano complejo caracteriza 
al sistema. 
En el estudio de servosistemas, el método armÓnico o frecuencial 
conduce a las técnicas de Nyquist y de Black; el de polos y ceros da origen a 
la técnica del lugar de Evans. 
Por otra parte, ambos métodos son teÓricamente equivalentes desde 
el punto de vista de la teoría de funciones analÍticas: el método armÓnico con-
siste en caracterizar, segÚn el teorema de Cauchy, ; la funciÓn analÍtica F(p) -
por los valores que toma cuando p describe una c'urva cerrada en el plano 
\ 
complejo (el eje imaginario, cerrándose en el infinito~; el método de polos y 
\ 
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ceros consiste en caracterizar, según el teorema de Liouville, F(p) por sus 
puntos aing~lares y lo& correspondientes resi'duos. En el caso de las funcio-
nes de transferencia normales, que son funciones anal(ticas muy simples, 
ambos métodos de ~studiar F(p) son matemáticamente equivalentes. 
,,'·· 
El método armÓnico tiene la ventaja de ap~yaz:se · en el concepto -
fÍsico de respuesta a frecuencias, por lo que puede aplicarse a sistemas cuyo 
modelo matemático se desconoce, mediante. ensayos experimentales. El método 
de polos y ceros (y, por tanto, la técnica del lugar de Evans para servosis--
temas), sÓlo puede aplicarse cuando se conoce el modelo matemático del siste 
ma. 
En los servosistemas de muestreo siempre se c·(moce el modelo 
matemático. En ellos resulta de gran dificultad la extensiÓn de los métodos 
armÓnicos. .Además, en un sistema de control numérico es fácil situar los P.2 
los y los ceros donde más convenga. Por estar· razones, en tales sistemas 
siempre se utiliza el lugar de Evans. 
2.- El lugar de Evans. 
Consideremos ya el caso de un servosistema lineal, en general 
con bucle no unitario (fig. 1). 
!(t) 1 kG ~ tp) S(t) 
t{HH(p} 
Fig. l. 
Si ·kGG(p) es la función transferencia en bucle abierto (F.T.B.A.), 
y ~H(p) es la F. T. del bucle, la funciÓn de transferencia en bucle cerrado 
(F.T.B.C.) será: 
F(p) = 
KG G(p) 
(2..1.) 1 + KGKHG(p) H(p) 
La estabilidad del sistema vendrá determinada por la posiciÓn de -
los polos de F(p). Pero los polos de F(p) no son sino. las ra(ces de 
1 + kG(p) H(p) = O (Z. Z.) 
llarrtaua ecuaciÓ11 caracter(stica del servosistema. Para abreviar, hemos he- -
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cho kGkH = k ( *); 
Ci(p) y H(p) serán,. en general, fracciones racionales en p, con gr_! 
do del denominador mayor o igual al del numerador 
G(p) = 
NG(p) 
DG(p) 
y (2. 2.) se podrá escribir: 
H(p) = 
. NH(p) 
DH(p) 
DG{p) DH{p) + kNG(p) NH(p) = O 
(2. 3.) 
(2. 4.) 
El grado de esta ecuaciÓn dependerá dEJ DG(p) y DH(p). Si llama- -
mos n = nG + nH a dicho grado,. la ecuaciÓn tendrá n ratees, que serán los 
n polos de F(p). La posiciÓn de estos polos dependerá del valor de k, pudien-
do así' ocurrir que el sistema sea estable para determinados valores de k e 
inestable para otros. 
Cuando k varia de cero a infinito, los n polos de F. T. B. C. -
(ratees de (2. 2.) Ó (2. 4.) ) se mueven sobre el plano complejo describiendq. -
un lugar geométrico de n ramas. Este lugar geométrico recibe el nombre -
"' de lugar de ra1ces o lugar de Evans. 
Cada punto de cada una de las n ramas del lugar de Evans co- -
rresponderá a un valor determinado de k, por lo que el lugar de Evans podrá 
graduarse en valores de k, y deducir d~ él para qué valores de k F(p) tiene -
algÚn polo situad·o a la derecha del eje imaginario, siendo inestable, y para -
qué ·valores de k todos .los polos de F(p) están en el semiplano de la izquierda, 
siendo el sistema estable. 
Además, el lugar de Evans contiene también los ceros de F(p), 
por lo que nos da toda la información sobre el sistema. Para ver que efectiva 
mente es as(, sustituyamos en (2. l.) G(p) = NG/DG, y H(p) = NH/DH: 
( *) Obsérvese que kG ·y kH son las constantes sin significado fí'sico de que 
hablábamos en el apartado anterior. Sus relaciones con las respectivas ganan-
cias estáticas K0 y KH vendrán dadas por (1. 3. ). 
.L 
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k ~ 
kG NG. DH G DG 
F(p) = = 
DG DH + kNG NH NG NH 
1 + k 
DG DH 
j 
Esta expresiÓn nos indica que .los ceros de F{p) coinciden con las 
raÍces de NG(p) = O y DH(p) = O {es decir, con los ceros de la F. T. B.A., y 
con los polos de la F.T. del bucle). Ahora bien, si atendemos a la ecuaciÓn 
caracter(stica en su forma (2. 4. ), vemos que todas las ra(ces de NG = O 
coinciden con algunas de las ra(ces de (2 .. 4.) para el valor de k = 00 ; análo~ 
mente, todas las raÍ"ces de DH = O están comprendidas entre las que tiene 
(2. 4.) para el valor k = O. Luego, en definitiva, todos los ceros de F(p) es--
tán comprendidos en el lugar de Evans. 
· .. 
3. EjemploS::onsideremos el servosistema de posiciÓn angular con b\lcle unita -
río esquematizado en la figura 2. 
e i S ,. 
Jp'~+ 
Fig. 2. 
Un par de correcciÓn proporcional al error, C{t) = re: (t) se aplica 
al árbol de salida, caracterizado por una inercia, J, y un rozamiento visco -
so, f. La ecuaciÓn diferencial del sistema será: 
e= ér = J +f 
y la F. T. B. A. : 
kG{p) = c:t-\ - r = ~- 2 
€ (p) Jp + fp 
d S 
d t 
k 
1 
p(p + --;¡;-) 
(3.1.) 
habiendo hecho: 
T = J f 
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k = r J 
La F. T. B. C. (bucle unitario, kHH(p).=: 1), 
F(p) = kG(p) _ k 
1 + k G{p) - p Z + --} + k 
(3.Z.) 
; 
sera: 
(3. 3.) 
Se trata, pues, de un sistema de segundo orden, con dos polos y 
sin ceros. 
La ecuaciÓn característica es: 
, 
cuyas ra1ces, 
P 1,z 
serán los polos de F(p). 
1 
a) Si k< - 2 4T 
- l /T. A medida que k 
1 
respecto al punto (- T' 
P1,Z-
b) Cuando k = 
1/ZT ._ 
z 
p + p Tr+k=O 
___ 1 __ ± 
ZT 
1 
z ~ :z -4 k 
(3. 4.) 
{3. 5.) 
, los polos son- reales. Para k = O, p
1 
= O y Pz = -
aumenta, p1 y Pz se acercan,manteniéndose simétricos 
O). 
1 
Z , los dos polos. se confunden en un polo doble: 
4T 
e) si k > 1/4T2 los polos son comp~ejos conjugados: 
con parte real - 1 ZT 
P 1,z-
1 
ZT 
1 +·-
-J z 
independiente de k. 
~4k- 1 Tz 
De acuerdo con estas consideraciones, el lugar de Evans es lo re- -
presentado con trazo grueso en la figura 3. 
Vernos que, siempre que k > O, Re [ p1 ] < O y Re [ Pz ] < O; lue 
go el sistema s·erá estable para cualquier valor de k > O. Para k = O, 
Re [p1 j= O, y el sistema será oscilante. 
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f(~_,ct) • Jm[~] 
-+ l~ 1 D R,[P] 2T . 
k- t • ( - 4TZ) ) ((i~co 
11 
~ (R .. QC) 
Fig .. 3. 
·Podernos dar una significaciÓn más amplia a este ejemplo utilizando 
las variables reducidas w (pulsación propia ·no amortiguada) y l; {factor de -
.. n ,¡ . . 
amortiguaniiento) (Ver Gille, 170) (*), con lo que la F.T.B.C. (3.3.) se es-
cribirá: 
r' 
k ·: 2 '1 , 
F(p) = 2 . 2 Cw P + w n 
p + n 
estando w y C relacionadas con k y · T por: 
n 
wn =Yk . ' = ----=-1 __ 
2T Yk 
Podernos ·comprobar que: 
a) Los polos son reales siempre que C > l.:p.ara valores de k muy 
pequeños, C es muy grande. 
b) En el polo doble el amortiguamiento es cr{tico ( C = 1). 
e) Cuando los polos son complejos, 
Pl 2 = -· e · · + · · .'· . r --------:-z 
, . wn _ J wn .. ~ 1 - z;; 
( *) Siempre que hagamos referencia a "Gille", debe entenderse que se trata 
del libro "Teor{a y cálculo de los servosistemas", De Gille, Decaulne y Pele-
. ·grin, en su ediéión espafiola (Paraninfo, l. 967) • 
. . ' 
\ 
;.._,,.,.. 
,: " e-' '•·"••r.~.·, .... "-'·~· ,.,,. 
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Jm (p] 
p, 
.O Re ( p] 
(5=•) ... ('S=ól 
Fig. 4. 
p2 
el amártiguamiento es inferior a la unidad. 
Es interesante observar que, dada una posiciÓn de p
1 
y p
2
, w y (, 
. 1 n 
quedan determinadas muy fácilmente. Supongamos que la situación de dichos -
polos e.s la representada con cuadrados (a~{ suelen representarse los polos de 
la F.T.B.C., para distinguirlos de los de la F.T.B.A.) en la figura 4. Puede 
verse que se verifica: 
OP1 = OP2 = ~ ( ¡;; w n)Z + (w n ~1 - ¡;;Z)Z = 
sen '1' = --. 
= ' w n 
Ul 
n 
La· respuesta más rápida del sistema a un escalón se consigue para 
(, = O, 7 lo cual corresponde '1' = 45Q. 
Si la parte imaginaria es muy grande, C:--..o ( '1'-o), el sistema 
está muy poco amortiguado, y tiende a comportarse como un sistema de seguE 
do orden oscilante. 
4.- CondiciÓn de mÓdulo y condición de fase. 
En general, la ecuación caracter{stica es: 
1 + kG(p) H(p) = O, 
con k = kG kH. Escribamosla de esta otra forma 
G(p) H(p) = 1 
k 
(2. 2.) 
( 4. l.) 
1 
k es un número· real negativo, cuya fase será 1t , ó 1t + 2 A 1t 
entero. Descomponiendo (4. l.) en mÓdulo y en fase, tendremos: 
, con A 
t¡~ 
i 
,,¡ .. 
,.,. .. , 
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1 
1 Ci(p) .H(p) 1 ~~ aJ'g [ O(p) H(p) J. = 1t + 2 "1t 
::> bic.n, si G(p) y H(p) se escriben segÚn (2. 3.). 
·[· NG(p) NH(p) J~ _L 
. DG(p) DH(p) - k 
arg 
í NG(p) NH(p) ] l DG(p) DH(p) = 1t +·z A 7t 
Vamos a emplear la siguiente no.tación: 
inG : nÚmero de ceros de G(p) 
nG. : nÚmero de polos de
1 
G(p) 
mH : nÚmero de ceros de H{p) 
(~G ·>.- mG) 
nH. : nÚmero de polos de H{p) (n ~ m ) H H 
( 4. z.) 
( 4. 3.) 
m =: mG + mH: nÚmero total de ceros del prod.ucto G(p) H(p) 
n = nG . + nH : nÚmero total d.e polos del prod~cto G(p) H(p) (n ~ m} 
zl' z2, ••. z· 
m 
Ceros de. G(p) ó de H(p) (ceros del producto 
G(p) H(p)) 
p 1, Pz• •••••• p n : polos de ·a(p) Ó de H(p) (polos del producto G(p) • 
. H(p)) 
Entonces, ( 4. 2.) y (4. 3.) se .podrán escribir, respectivamente: 
(p - z1) (p - zz) •• • .(p - zm) 
(p- pl) (p- Pz) •••• (p- pn) 
1 
=-k 
a r g ( p - z 1) + a r g (p - z 2) + •• ~. ~ arg (p - p 1) -arg(p - p 2) 
...... = 1t + 2 Alt 
( 4. 4.) 
- ..... . 
( 4. s.) 
Todo punto que pertenezca al lugar de Evans deberá satisfacer estas 
ecuaciones, llamadas, respectivamente, condición de mÓdulo y condiciÓn de .. 
fase. 
( 4. 5.) es independiente de k, por lo que todo punto perteneciente al 
¡ 
., 
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1 ugar de Evans deberá satisfacerla. De este modo, podemos decir que la con-
didÓñ dé !ase ñOíl flh,•ve pai"&\ tJ:azrn• el lugat', y la clé mÓdulo para graduado 
c:n valores de ~. 
Geométricamente, si M es un punto del lugar de Evans, es decir, -
s1 es un polo de F(p) {F. T. B. C.) co:rrespondiente a un determinado valor de 
k, k = k 1, deberá ser: 
1~11~1··· 
lpl MIIPzMI· .. 
- -arg z1M + arg z 2 M + 
= 1t + 
(ver fig. 5.) 
M 
'J( 1 \ 
12 
Fig. 5. 
1 
kl 
·- _..-.:.:. ,. -arg p1 M -argpl~ - •.•••• 
';·:· 
Z "- 1t 
j "'·(p) 
x, 1 .-ReCr) 
5.- Reglas geométricas de trazado· aproximado del lugar de 
Evans. 
'.:: Regla l.- El lugar de Evans es simétrico respecto al eje real; pun-
tos o segmentos del eje t'eal pueden constituir parte del lugar • 
. Esto se deduce inmediatamente al considerar que las ra(ces de la 
ecuaciÓn caracterÍstica son números reales o complejos conjugado!~. 
i 
bir: 
mr- + 
'-' 
1 
Regla· Z. - El lugar de< Evans tiene n ramas. \ 
,En efecto, .recordemos que la ecuación caracter{stica se1l puede escri ( .. ~ ~ ·,. 
' (2.\3.) 
\ 
DG(p) DH{p) + kNG(p). NH(p) = O 
Ei grado de DG(p) DH(p) es nG + nH = 
mH = M; al suponer n. ~ m, (Z. 3.) tendrá 
1 
\\ 
n; el de NG(p) , (p) es 
n raÍces que, 211 variar k, 
se moverán en el plano complejo, describiendo n ramas. \ 
l 
l. 
\ 
t 
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' Regla 3. - Lo a punto a de p a :r ti da de 1 as n ramas 
son los n p_q_]._º_l;_ «i e G { p )_ H ( p) • 
En efecto, las ramas partirán de los puntos correspondientes a k = O. 
Pero, segÚn {Z. 3. ), estos puntos son las raí'ces de DG(p) DH(p) = O, es de--
cir, los polos de G(p) H(p). 
Regla 4. - Lo s puntos de 11 e g a da (puntos de 1 1 u g a r de 
Evans correspondientes a k =oo) son los m ceros de 
G(p) H(p). Las n-m ramas restantes tienden al infinito se-
gÚn n-m direcciones asintÓticas. 
En efecto, cuando k-.. oo , la ecuaciÓn caracterí'stica (2. 3.) queda: 
NG (p) NH (p) = O 
cuyas raí'ces son los m ceros de G(p) H(p). 
Regla 5.- A s fn t o t as. 
Las n-m asíntotas vienen dadas por las ecuaciones: 
n m 
¿ p. - ¿ z. 
J 1 
n - m 
) ;:: 1t + 2X 1t 
m~" n-
(A =:= o. 1, •• m-n-1) arg (p 
(5.1.) 
Es decir, todas ellas cortan al eje real en un punto de abcisa 
r -----:--(~:-:p2 + • • •) -{zl + Zz + ••m 
13 n - m (5.2.) 
y las direcciones asintoticas son: 
L (ox, ot::. ) = n + 2 Án l 
m- n 
(~.3.) 
Brcj(p-~)':p: (o'J(,•A) 
J f ·· ... ,=Re[p] 
P"ig. 6. 
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Para demostrarlo, vatnos a ver que_ el lugar de Evans, que está 
. . :. , ;_ .. 
determinado por la Gondicion de fase: 
arg [G(p) H(p)] = 1t+ ZA. 1t • (S. 4.) 
se comporta, cuando p tiende a ~nfinito, como una de las rectas (S. l.). Es 
decir, habrá que demostrar que: 
lim [ arg 
P.-,.oo 
n m 
r p.- r z. 
J 1 ) G(p) H(p) J = (m - n) arg (p - n _ m 
(S. S.) 
Expresemos G(p) H(p) en funciÓn de sus polos y ceros; desarrolle 
mos los produ~tos; y dividamos denominador entre numerador: 
m m-1 m 
z. + .•. .(p- zl)(p- zz) .•• (p- z.m) = p -. p ¿ 
1 
= 
n-1 n G(p) H(p) = . (p - pl)(p - Pz) .•• (p - pn) n p 
- p ¿ p. + .•• J 
1 
n-m m 
p ·+ ( r ·z. -
1 
n 
r ) n-m-1 p. p + ... 
J 
Si consideramos que, .·cuando p ·es muy grande, el denominador es - · 
tá suficientemente bien representado por .las dos potencias de mayor exponente 
( n-m m p + ( ¿ 
· .,.n· .. r 
.. · n-m-1 
zi - • l: p j)p , podemos sustituirlo por 
n m 
(p -
r P. - r z. 
. J 1 
n-m 
)n-m , 
pues, en efecto, .los dos primeros términos del desarrollo de este binomio 
son: 
n-m 
p - ( 
Entonces: 
n 
¿ p. -
J 
m 
¿ zi) pn-m-1 
( n m tn-n 
lim [G(p) H(p)]= lim 1 = lim(p-
r p.- r z.) 
J 1) 
n-m n. m p ~00 p~ .Qo fP· - ¿ Z~· 
- J 1 ( .. ,_. . . . ) p- .. n-m 
.n-m 
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Teniendo. ahora en cuenta que li:tn arg u = arg lim U; y que 
lim arg (~· ) =!! a.r; (p .. ), poch•emos &l!lcribir: 
lim 
P-";>DO 
arg [G{p H(p) ]= lim arg (p -
p~DO 
n m 
:E Pi - ¿ zi )m-n = 
n-m 
n m 
¿ p. - i: z. 
= (m - n) lim arg(p -
p~ DO 
J -1 ) 
n - m 
con lo cual queda demostrado ( 5. S.). 
Regla 6.- Ramas sobre el eje real. 
La condiciÓn necesaria y_ suficj.~J!te_pª-l,'a que un 'ºunto M del eje 
real pertenezca al lugar de Evans es que el nÚmero total de ceros y polos 
reales situados a la derecha de M sea un nÚmero impar. 
En efecto, la condiciÓn necesaria y suficiente para que M pertenez-
ca al lugar de Evans es que cumpla la condiciÓn de fase: 
~ . -3>- -----;;> _, 
arg z 1 M + arg z 2M + . . . - arg p1M - arg p 2M - ••• = n (1 + 2A. ) 
Si M está sobre el eje real, los ceros o polos complejos conjugados 
no intervienen en la condiciÓn de fase, pues la suma de los argumentos de 
cada par es 2 1t • Tampoco intervienen los situados a la izquierda de M, que 
dan argumento nulo. SÓlo intervienen los "que es~án a la derecha de M, sobre 
el eje real; cada uno de ellos da un argumento 7t .• 
Por consiguiente, la condiciÓn de fase 7t (ncD - npD) = 1t ( 1 + 2A. ) 
es decir: 
n cD - n pD = 1 + 2 A. 
Fig. 7. 
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. , . . . 
siendo n el nut;nero de ceros a la derecha de M, y np. n· el de polos. CD ·.·. · · .· .. 
La c:o~di<:iÓn; para que M (real).. pertene~ca. al luga.2: él" Evana q\led.a, 
pues, reducida a que nCD - nPD ~ea impar,. o, lo que es lo mismo, a que lo 
SER nCD + n:J;>D' 
Regla 7.- Puntos de separaciÓn del eje real. 
Son aquellos en que dos polos. reales de la F. T. B. C. se confunden 
en uno solo, para un valor crÍtico de k, k .= k( C( ), separándose y constituyen-
do un modo oscilatorio para k > k{«) {si el punto está entre dos polos de 
' .· r·' 
G(p) H(p), o para k < k ( «} ( si está· entre dos ceros) (fig. 8.). 
1 k•o 
': ' 
Fig. 8. 
Puede dtlcularse la posiciÓn de estos puntos por la fÓrmula: 
___;,,..;;...._ + 
« - zl 
l + - ~1 + 1 
« - z 2 • • • - . oc - p 1 oc - Pz 
+ ( 5. 6.) 
ecuaciÓn de. grado m{n - 1) en oc , que, en general, habrá de resolverse por 
tanteo. 
Demostración: 
. La .'ecuaciÓn· característica para p = O' (real) es: 
·¡ + kG(O'} H(O') = O 
o bien: 
,0:.: 
1 - -
DG(.O'} . DH(O') 
( 5. 7. ) k = - G( O') • H(O') -. . NG(O') . NH(O') 
Es decir, puede considerarse k como una función racional de C5 , 
k = f( O"). Los intervalos de O' para los .cuales esta funciÓn tiene existencia es-
tán determinados por la regla 6. Dado ~n intervalo donde exista k = f(a ) (es 
decir, .una rama 'del lugar de· Evans sobre el eje real), para cada valor de 
k hab~á un valor de O' (si .el intervalo está comprendido entre un cero y un 
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polo), o dos valores de C1 (si el intervalo. está comprendido entre dos ceros o 
dos polos) que satisfagan { 5. 7.), es decir. que sean raÍces reales de la ecua-
c.iÓn caracterfstica. En el segundo de los casos, sj para un determinado valor 
de k dos de estas raíces se confunden en una sola, (J = C( , este valor de -
k deberá ser un máximo o un mÍnimo en el intervalo, por lo que: 
dk J da . 
(J=C( 
= o 
Esta es la condiciÓ~ que nos conducirá a demostrar (5. 6. ). 
Pero antes, aclaremos estas ideas con un ejemplo: 
(5. 8.) 
Supongamos una distribuciÓn de polos y ceros reales de G(p) . H{p) 
corno la dibujada: 
. Jw 
Ps p.lt i'2. p3 i, ~ 
R•o ka o k•oo k•o ksoo R•IO 6' 
Fig. 9. 
Según las reglas 3 y 4, l.os polos son puntos del lugar de Evans, 
correspondientes a k = O; los ceros corresponde a k = oo • SegÚn la regla 6, 
las ramas sobre el eje real son las dibujadas con trazo grueso. Las flechas 
indican el sentido en que se mueven los polos de la F. T, B. C. al variar k 
de cero a infinito. 
SegÚn la regla 3, para k = O, el lugar de Evans debe partir de un -
polo de G(p) H(p). Se comprende entonces que, entre z 3 y z 4 deba existir un 
punto de separaciÓn « 2, de manera que para k < k ( ct: 2) los polos de la 
F. T. B. C. sean complejos conjugados, y para k> k (<X' 2) sean reales. 
Análogamente, según la regla 4, para k = oo el lugar de Evans debe 
terminar en un cero de G(p) H(p) o en el infinito. Luego debe haber entre 
p
2 
y p
3 
otro punto de separaciÓn <X' 1 de ~anera que para k < k ( <X'1) los po--
los de la F. T. B. C. que han salido de Pz y p 3 sean reales, y para k > k ( a1) 
sean complejos conjugados. 
Conociendo los intervalos de existencia· de ( 5. 7.) para e1 real, que -
·son (pl zl), (Pz p3), {pl zl)' (z2 p4), (z3 z4), (p5 ), y sabiendo los valores 
de k en los extremos de esos intervalos, podemos hacer una representaciÓn 
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::;ráHca aproximada de k = f( ). {ver figura· 10). 
.1 
1 
1 
--- -·-1 
1 
1 
1 
k 
-- R("a) 
--1--\--~--- k(otz) 
1 
~=o 
)1( é l. $ M" Q ~ J 'lff Q 1 .. ó' 
P.= oo k:o ~=- al• 0 • tt=o Jt•oo Jl=o 
Fig. 10. 
En ella se aprecia claramente que 
~J =o, y ~6 r(- ct 
U- 1 
dk] . =o 
do- j 6 = ct2 
Pues bien, veamos cómo la condiciÓn (5. 8.) nos lleva a la ecuaciÓn 
en o::(5.6.). 
Sustituyendo en { 5. 8.) el valor de k dado por ( 5. 7.) y operando, re-
sulta: 
NG(o-) NH(6) : 6 r DG(6) DH(o-BJ
6 
"'' - DG(o-) DH(o-) d~ [. 
NG(6) NH(; )l J 
o, . lo que es igual: 
d 
dc:J rNG(6) NH{6 ~ l 
NG(c:J) NH(c:J) J 
c:J=ct 
( 5. 9) 
= 
= o 
c:J=ct 
d 
dc:J 
DG 
[ (DG( c5) DH(c:J ~] 
( c:J) DH (o-) 
O"= C{ 
En la práctica, ( 5. 9.) ya nos sirve para obtener la ecuaciÓn en ct 
basta sustituir NG, NH, D G' DH. Pero vamos a desarrollar esta expresiÓn -
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para obtener ( 5. 6.). 
. ' j 
y 
y que 
Tengamos ,en cuenta que: ¡ 
dT [ N~(cr) NH(cr ~ · 
NG( cr) NH( cr) 
~~ [nG( O") DH(cr)] _ 
D (cr ) D ( cr ) -G·· · H 
d 
dO' 
. d. 
dcJ 
.ln ING(<r) NH(<r >] 
in. [nG(cr) DH( cr)J 
NG(crd NH(cr) ~ ( cr ,-: ,zi)( cr ;-' z 2) ••• ; l~ I!'G(<1)NH(<1)J = in( O"- z1) + 
'-
·, .. 
+ . in ( cr - z2) +. · .•.... 
DG(cr) DH(cr):: ( cr- p 1)( cr- ~2) ••• ; in DG(cr )DH[ cr) = ln·<J-P1) + 
'-
. + ir). (cr - p 2) + • • • • • • 
Sustituyendo eil (5.9.), 
d [.en (<1- z1)+ ···J] _ = d~ [in( <Y- p1)+ .•• _jl cr-~ 'jcr=~ dO' 
de donde se obtiene,. finalmente, la ecuaciÓn (5.6.): 
1 + 
« - zl 
1 
+ • • • -
1 1 
____ ......, + ..•.. 
el- P¡ oc - Pz oc - z2 
A tí'tulo de indicaciÓn observamos· que esta ecuaciÓn se puede obtener 
también aplicando .la condiciÓn de fase a un punto de abscisa muy prÓximo al 
eje real. 
Regla 8. - In te r s e e e ion e s .e o n e 1 e j e imagina r i o . 
Inte~esa a veces averiguar si el lugar de Evans corta el eje imagi-
nario, en .qué puntos y para qué valores de k. Este problema se resuelve ha-
• 
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ciendo p = jtu en la ecuaciÓn cara"terí'stica: 
DG {jtu) DH{jtu) +kNG(jtu) NH(jtu) =O, 
ecuaciÓn en k y tu que, descompuesta. en parte real e imaginaria, da origen a 
rJ..o .S~ 
Re l DG(j tu) DH(jtu} + kNG(jtu) NH(jtu)J = O 
Im[DG(jtu} DH(jtu} +kNG(jtu).NH(jtu}J =O 
Si estas ecuaciones son compatibles, hay corte con el eje imagina -
rio, y se podrán obtener de ellas los posibles valores de k y tu 
Regla 9. - A n g u 1 o d e s a 1 id a . · 
Llamaremos as{ al ángulo (medido respecto al eje real) con que el 
lugar sale de un polo pk. Coincidirá con la pendiente de la tangente en este 
polo. puede calcularse por la fÓrmula: 
m 
t.p 1 = 7t + r arg(pu. - z.) sa ~ 1 
i=l 
n 
¿ arg {pk - pj) 
j=l 
jfk 
(5.10.) 
En efecto, expresemos la condiciÓn de fase para un punto infinita- -
, . 
mente proxuno a pk: 
m n 
l: arg (pk - z.) -
. 1• 1 1= 
_r arg (pk - zi) - lim arg(p - pk) = 1t + 2 A. 7t 
j=l p-+ pk 
jfk 
lim arg (p - pk) = cp sal; 
p~ pk 
Sustituyendo y despejando cp sal: 
lf> sal -
m 
¿ arg(pk - zi} -
i=l 
n m 
¿ arg {p -p.) -7t- 2A. 1t= 7t+ ¿ arg(p -z.)-
·¡ k J '1 k 1 J= . 1= 
jfk 
¿ 
j:.:l 
jfk 
arg(pk - pj) 
>·· 
para ( "A = - 1) 
P~~: 
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/ 
/ 
/ , 
Fig. 11. 
Regla 1 O. - A n g u 1 o d e 11 e g a da . 
Llamamos así al ángulo (también medido con relación al eje real) 
con que el lugar llega a un cero. Coincide con la pendiente en ese cero, y 
viene dado por: 
n m 
r arg{zk - p.) -
. 1 J J= 
r. arg (zk - z.) 
. 1 1 1= 
(5.11.) tp = +11: + Ji 
if=k 
La demostración, es análoga a la anterior. 
Caso particular de bucle unitario. 
Estas reglas se aplican al caso .de que el bucle sea unitario sin 
·más que tener ,en cuenta que kH{p) = l. Entonces, m representará el nÚmero 
de ceros de G(p) {puesto que mH = 0), y n el nÚmero de polos de G(p) (pues-
to que nH = 0), y como kH = 1, k = kG. 
6.- Ejemplos de trazado del lugar de Evans. 
6. l. - S e r v o s .i s te m a de s e g un do o r den e o n bu e 1 e no 
unitario. 
Sea la F. T. B. A. : 
kG 
kG G(p) = (6. 11.) p (p .+ 1) 
y la F. T. del bucle: 
kH 
(6.,12.) kH H(p) = O, 5 p + 1 
La ecuaciÓn caracterÍstica en la forma (Z. 4.) será: 
p(p + 1) (0, 5 p + 1) + k ~ O (k = kGkH) (6.13.) 
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e A'A 1 j:{(a 
p { p -t1) 
-
-
1( H -
O'S p+i 
Fig. 12. 
Apliquemos las reglas dadas anteriormente, teniendo en cuenta que: 
n = n + n G H = 3 m= mG + mH = o 
Regla 2.- NÚmero de ramas : n = 3 
Regla 3.- Puntos de partida: Polos de· G(p) y H(p) (p1 = O, p 2 = -1, 
p = -2) 3 
Regla 4.- Puntos de llegada: Ceros de G(p) y· H(p) {no hay) 
Habrá ri-m = 3 direcciones asintÓticas. 
Regla 5.- Asintcitas: 
Direcciones: (Ox, ot:. ) = 
.. ~ "~ ~ t 
-2. -1 o 
Fig. 
Intersección eje real: 
-1 
~= 
1t +2A 1t 
-3 
13. 
- 2 
-1 = 3 
f
A-
A= 1; 
lA= 
O; (Ox, Ob. ) = 7r. /3 
(Ox, Ob. ) = 7r. 
2; (Ox, ot:.) = -sn /3 
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Regla 6.- Ramas sobre el eje real: 
Interval9s [O, - 1 ] y [ - 2, 1:10 J 
Regla 7.- Puntos de separaciÓn del eje real. Se obtendrán resolvien 
do ( 5. 6.) que, en nuestro caso, es: 
0=-1-+ 1 + 1 
C( C(+l C(+2 
Operando, obtenernos las dos raíces: G(l = -0, 42;.x 2 = - · 1, 58. Ahora 
bien, de las dos, la segunda no tiene realidad fÍsica, ya que en ese punto 
no hay rama sobre el eje real (Correspondería a k < O, ver 8. ). 
En el puil.to de separaciÓn oc 1 = -0, 42, k = O, 182. 
Regla 8.- IntersecciÓn con el eje imaginario. 
Haciendo p = jw en(6.2.3.): 
jw (j w + 1) (O, 5 j w + 1) + k = O 
Desarrollando, y separando parte real e iinaginaria, se obtienen 
las ecuaciones: 
2 k + 1, 5 Ul = Q 
3 
Ul - o, 5 w = o 
que, aparte la soluciÓn nula w= O, k = O, tienen las soluciones: 
Ul. ,;, + 1{ 2 • k = 3; Ul = -1f2 ' k = 3 
De acuerdo con estos resultados, el lugar de Evans tendrá la forma 
dibujada en la figura 14. 
Se puede hallar la ecuaciÓn de la curva que describen las dos ramas 
para k > O, 182. Basta para ello hacer p = CJ + jw en la ecuación característi. 
ca, separar parte real e imaginaria, y eliminar k. Se obtiene así la ecuación 
en coordenadas cartesianas: 
2 2 
3( () + 1) - w - 1 = o, 
que representa una hipérbola, de la cual· sÓlo aparece en el lugar de Evans 
la rama corresportdiente a k > O. 
Para k < 3 el sistema será estable. Para la ganancia crÍtica k = 3 
:~i 
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( k.z.o) (k•o\ 
• " {\ , 1 ,.. 4 . ;t . • 
-2. -i -0'42. o . é 
Fig. 14. 
aparece un modo oscilatorio no amortiguado, y para k ) 3 el sistema es ines-
table. Los sistemas con· este tipo de estabilidad se llaman sistemas regulares. 
Obsérvese que, por lo que respecta a la estabilidad, este sistema -
es equivalente. a otro de bucle unitario qüe tenga como F. T. B. A.: 
·~ 
kG. kH 
p(p + 1) (0, 5p + 1) 
Fig~ 15. 
En efecto ambos tienen la misma ecuación característica ( 6. l. 3. ), y, 
por tanto, el mismo lugar de Evans. La diferencia, en el plano complejo, 
entre uno y otro radica en los ceros de la F. T. B. C. y por tanto en los resí--
duos: mientras que en el sistema de bucle no unitario estos ceros coinciden 
con los ceros de G(p) y los polos de H(p), en el bucle unitario coinciden con 
los ceros de G(p) y los ceros de H(p). Es facil de comprobar que en uno y 
otro caso las expresiones de la F.T.B.C. vienen dadas por (6.14.),Y (6.15.) 
\ 
\ 
(1 
1 
l j 
' 
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k N DH G G 
F.T.B.C.N.U. = DG DH+ kGkH NGNH (6.14.) 
F.T.B.C.U. 
kG l<H NG NH 
- DG DH + kG~ NGNH (6.15.) 
6.2.- Servosistema de tercer orden, con una integra-
ciÓn, polos complejos y bucle unitario. 
Sea la F. T .·B.A.: 
k 
k G(p) ~ p [ (p + !} z + 4 J (6.2.1.) 
La ecuaciÓn característica .. sera: 
p [(p + 1)2 + 4]+k=O (6.2.2.) 
~,L. ___ _ 
Fig. 16. 
Regla 2.- NÚmero de ramas: n = 3 
Regla 3.- Puntos de partida: polos de G(p) (p1 =_ O, p 2 = -1 + 2j, 
P = -1 -2j). 3 . 
Regla 4.- Puntos de llegada: ceros de G(p) (no hay) 
n - m = 3 direcciones asintÓticas. 
Regla 5.- AsÍntotas: 
Direcciones: ( Ox, O ll ) = 1t + 2A. 1t 
J ~~o; (Ox, Oll) ~ -~/3 
m- n ! hi; ( Ox, o ll ) ~ - " 
A. =2; (Ox, oll) = -571:/3 
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Intersecciones eje real: 
o - 1 + 2j - 1 - 2j 
J3 - -
- 3 -
:r-
-1 
Fig. 17. 
1 
1 
1 
:k 
Regla 6. - Ramas sobre el eje real: 
Intervalo [O, - oo ] 
2 ' 3 =- 0,66 
(j 
Regla 7.- Puntos de separaciÓn :del eje real: 
Vendr~an dados por las ra(ces reales de 
o = 1 
<X + 
1 
C( + 1 - Zj + 
que como se puede comprobar, no hay. 
1 
C( +1 + 2j 
Regla 8~- Intersecciones con el eje imaginario. 
Se obtienen haciendo p = j w en { 6. 2. 2.), y separando parte real e -
imaginaria. Las solu::iones son: k = 10, w = ± l[s. 
- 7( - ( 
Regla 9.- Angulas de salidat de Pz-Y...-E3 : 
Aplicando la fÓrmula (5. 10) al polo p 2 : 
q> = 1t - arg (p - p ) - arg (p - p ) = 
sal · 2 1 2 3 
1t 
2 + arctg 
1 
2 ) -
1t 
--=-2 
. Análogamente, para el P3 : 
arctg 1 2 ::: 26, 6 Q 
(j) sal = 1t - arg (p - p ) - arg (p - p ) = 7t -( 3 1 3 z 
37t 
z 
1 
i arctg z) -
1 
= arctg Z ::: 26, 6Q 
'" 
37t 
2 
=:e 
1 : 1 '.:~ ' 
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'fr•l 
-i 1 '• 
Pa 
p2 
-· 
p3 
Fig. 18. 
De acuerdo con estos resultados, el lugar de Evans de este servosis 
tema tendrá la forma representada. Es estable para k < 10. 
6.3.- Servosistema pulsado P.e segundo a>rden. 
Sea la F. T. B. A. : 
z + 2 
k G(~) = k z. {z - 1) (6.3.1.) 
• 94 
-~-1 k~(~)-tf 
Fig. 
La ecuaciÓn caracteristica "' sera: 
z ( z - 1) + k( z + 2) = o 
Regla 2.- NÚmero de ramas: n = 2. 
Regla 3. - Puntos de partida: p 1 = O, . p 2 = 1 
Regl,i¡L 4.- Puntos de llegada: z 1;~=-2. 
n - m = 2 - 1 = 1 direcciÓn asintÓtica 
Regla 5. - A sintota: 
· (Ox, Oó. ) = 7t+2A.n 
m- n 
Regla 6. - Ramas sobre el eje r'eal: 
Intervalos [0, 1 J y [-2, - oo J 
_ n + 2A.n 
-1 
(6. 3. 2.) 
- - 1t 
Regla 7.- Puntos de ;;eparaciÓn del eje real. Se obtendrán de: 
1 1 1 
= -- ,+ ---=---
ct+2 ~· ct-1 
Resolviendo esta ecuaciÓn de segundo grado, se obtienen las raices: 
ct 1 . :::: + O, 45; ct2 :::: -4, 45 . Los correspondientes valores de k resultan 
s e r : k ( ct 1) :::: O, 12 '· ~ ( ct 2) :::: 1 O • 
Regla 8.- Intersecciones con el eje imaginario. Haciendo z = jy en 
( 6. 3. 2. ) resultan: Ul = ± r 2, k = l. 
(Debido a que en los sistemas muestreados la condiciÓn de estabilidad 
es que los polos estén dentro del circulo de radio unidad, estas intersecciones 
no tienen tanto interés como en los sistemas contiÍ:mos, cuya condiciÓn de esta 
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bilidad era que los polos estuvieran en el semiplano izquierdo. 
( R:4o) 
-2'"45l -2. 
Fig. 19. 
La ecuaciÓn del lugar para O, 12 < k < 10 puede encontrarse sustitu-
yendo z = x + jy , en la ecuaciÓn característica, separando parte real e ima 
ginaria, y eliminando k. El resultado es: 
2 2 
X + y + 4x 2 = o. 
circunferencia de centro z = -2 y radio R == 2, 45. 
El lúnite de k por encima del cual el sistema es inestable será -
el correspondiente a los puntos A y B, a partir de los cuales los polos de la 
F. T. B. C. están fuera .del círculo de radio unidad. 
Puede hallarse algébricamente o geométricamente. 
a) Procedimiento algébrico 
-Primero se determinan los puntos A y B de intersecciÓn de la -
. . 2 2 . . 2 2 
e1rcunferenc1a x + y = 1 con el lugar : x + y + 4x - 2 = O; El resultado 
es: 
X::= 0,25 y == ± O, 97 
Luego despejamos k en la ecuaciÓn caracterÍstica: 
k = ... z (z "' 1) 
Z+ 2 (6.3.3.) 
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y sustituimos z = O, 25 + O, 97 j, Ó bien, z = O, 25 - O, 97 j. De esta manera, -
se obtiene k 1:1!. O, 5. 
Este procedimiento es muy laborioso. Por ello, y dado que en la 
práctica no se necesita mucha precisiÓn, es preferible emplear \.in método 
geométrico. j 
b) Método geométrico. 
- Tomando mÓdulos en (6. 3. 3. ), resulta: 
Para el punto A, 
-1 OA 1 = 1; 
k = 
~ ~ 
IoM! I1MI 
I-2MI 
k= IOiL fiAI 
1- 2A1 
--1-2A j = R = 2, 4 5 
...;..:p 
Midiendo la distancia ente 1 y A, j1A 1 
k = 
1 • 1,:25 
2,45 = o, 51 
= 1, 25. 
7.- Aplicaciones a la estabilidad y la compensaciÓn. 
7.1.- Estabilidad. 
Sabemos que un sistema cont{nuo es estable siempre que todos los 
polos de su F. T. tengan parte real negati"va, es <l:~ecir, estén situados en el 
semiplano izquierdo, y que en caso c·ontrario es inestable. Se comprende 
entonces que la simple inspecciÓn del lugar de Evans nos permita sacar concl~ 
siones sobre la estabilidad del sistema y (si está graduado en k y w ) averiguar 
los valores cr(ticos de k y las frecuencias de bombeo correspondientes. 
En el cuadro se muestran distintos casos de sistemas continuos y 
su estabilidad,. compaTándose las técnicas de Evans y de Nyquist. 
El sistema de segu.ndo orden con bucle unitario y F. T. B. A. 
k k G(p) = p(p + a) 
es, como puede observarse, estable para cualquier valor de k. Sin embargo, 
lo frecuente es que al es_cribir esta F. T.B.A. hayamos despreciado. cierto 
retardos parásitos que, caso de ser considerados, dar{an lugar a que el or- -
den del sistema fuese mayor, dándose el fenómeno de bombeo, siempre pre--
.'~ 
.... 
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sente en la realidad. Esto muestra que los retardos parásitos tienden a inest~ 
bilizar el sistema. As{, si consideramos un factor adicional 1 /p + a', a causa 
del polo suplementario p = -a', las as;Íntotas del lugar de Evans, en lugar 
k k k 
p(p ~ a) p(p ~.a) (p ~ a') p(p ~ a) (p ~ a 1)(p ~ a") 
Fig. 20 
d . al . l. + 7t • .d d , e ser vertlc .es, ·se 1nc 1nan a - - 3-; s1 cons1 eramos otro retar o mas, 
se inclinar;Ían a ~ : , tendiendo el sistema cada vez más a la ines.tabilidad. 
Generalmente, se establece un margeri de seguridad, bien sea abso-
. '!' 
luto o relativo (Ver Gille, p. 27 5). El lugar de Evans se presta muy bien pa-
ra determinar la ganancia máxima k por encima de la cual los polos domina_!!. 
tes (los más cercanos al eje imaginario) se sitúan fuera del margen de estabi 
' ' 
lidad. 
Por ejemplo, consideremos el servosistema estudiado en ( ~- l.). 
l rnpongamos un margen de seguridad relativo de 'f > 30Q (esto equivale a decir 
que el factor de amortiguamiento de los polos dominantes, e = sen 'I' • debe--
rá ser superior a O, 5). Si trazamos rectas a partir del origen que formen 
ángulos de 30Q con el eje imaginario, su: intersecciÓn con el lugar de Evans 
nos determinará los polos dominantes. Ef valor lÚnite de k puede obtenerse -
bien algébricamente (se halla el punto intersecciÓn de la recta y el lugar de 
Evans, y se sustituye en el valor de k despejado de la ecuación caracter;Ís-
tica), o, lo que es má~ cómodo, geométricamente: se miden 1 01; 1 = O, 7 
1 --71 1 = o·, 9; 
- 'pl --1 -Z, p1 1 = 1, 8, y se sustituyen en 
1 kl = 
¡o-;1¡ ~ 1 -1, p~ l-~z 1 
2 
obten1do de la ecuaciÓn característica (6. l. 3. ). Resulta as{ k::: O, 57. 
De manera análoga se puede tratar la estabilidad de los sistemas 
ri1uestreados. 
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l<'=o·s:t 
-2 
Fig. Zl 
7. z. - C o m p en s a e i Ó n p o r e o n t ro 1 de r i vado o a van e e d e 
fase. 
La compensaciÓn por control derivado consiste en contrarrestar el 
efecto inestabilizador de los retardos parásitos añadiendo a G(p) ó H(p) uno o 
varios ceros suplementarios reales y negativos, es decir, introduciendo facto-
res derivados de la forma 
p +a (a> O) 
En efecto, de esta manera se aumenta el ángulo que las asÍntotas 
forman con el eje real. A sÍ, si n - m = 4, las asíÍltotas tienen una inclina- -
ciÓn de 2: ~ ; si introducimos un factor derivado, n - m = 3, y las asÍntotas 
1t 
se inclinan a !. 3 ; . con otro factor más conseguirí'amos así'ntotas verticales. 
Como consecuencia, el bombeo tiene lugar para valores de k y w. mayores, o 
incluso, desparece. 
Realmente , junto .con el factor derivado se introduce siempre un 
retardo parásito, y, en lugar de multiplicar por p + a, se multiplica por 
p + a/p + b {b > a > 0), no modificándose las direcciones asintÓticas, pero -
si su corte en el eje real, l3 • La compensaciÓn se llama entonces por avan--
ce de fase. 
Si la constante de tiempo parásita 1/b ·es pequeña, la compensaciÓn 
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por avance de fase tiene el mismo efecto de retardar el bombeo que el factor 
d. e r! va. do. 
Como ejemplo, hemos representado el lugar de Evans del servosis -
tema tratado en {6. l.), compe;nsado por 
p +o, 5 
p + . 10 
Compárese con el lugar de Evans antes de compensar. 
{Un ejemplo, muy parecido a este, estudiado por los métodos clási-
cos de lugares de transferencia, puede verse en Gille, pág. 442). 
~.; 
-tt -s·e 
.-z -t -ds lo 
Fig. 22. 
7.3.- CompensaciÓn por control integral (Gille, p. 
4 4 3). 
La compensaCiÓn por control integral en sentido estricto consiste 
en introducir un polo. suplementario en el origen (una integraciÓn), p = O, pa-
ra suprimir el error de posiciÓn (o dos integraciones para suprimir el error 
·de arrastre). 
En la práctica se utiliza el control integral subcompensado, que con 
siste en introducir un factor 
1 
' 1 
1 
-o· 
,,. 
L 
1 
' 
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~ 
~ 
Fig . .za 
'"'' 
(1 
p .,_ a 
p .,. b a > b >O 
es decir un cero y un polo reales 
y 'negativos situados muy cerca 
del origen en relaciÓn a los otros 
modos del sistema. 
En la figura se muestra 
el efecto de añadir al sistema 
tratado en ( 6. 2.) un factor 
p + o, 1 
p + o. 01 
Como se puede observar, 
el efecto sobre el lugar de 
Evans es muy pequeño. Sin 
embargo, ahora la k no signi-
fica lo mismo: gracias a la 
introducciÓn del cero·p =-0, 1 
y del polo p = -0, 01 un mismo 
valor de k corresponde a una 
ganancia en bucle abierto k 
que es la primitiva multiplica-
da por 0,1/0,01 = 10. Por 
ello, en primera aproximaciÓn, 
la constante de arrastre se ha 
multiplicado por 1 O. 
f-., - -· 
Cuadro comparativo sobre la Estabilidad de algunos servosistemas cont(nuos. 
kG(p) H(p) 1 Lugar de E van s 
i"' 
k 1 • 1 
p(p ~ a) 1 1 1 
()" 
• -¡ - or •a 
k 
p(p ~ a)(p ~ b) 
~----------------------------------------------------------------------------------------------
1 
Lugar de Nyquist J 
1 1 1 
-Í~ 
J 
ll<llc 
Estabilidad 
Estable para 
cualquie.r va-
lor de k . 
Estable para 
k < k 
e 
{Sistema Regu-
lar). 
·. ~~";j 
1 ..... 
o 
"-
~----------------------------------------------------------------------------------------------------------------------~ 
r---_-
k(,.., l e\ 
__ ,._ '·------~~--~------
p(p J a)(p~b)(p-!-cXp-d) 
-b -.¡¡ -e 
(b>a>e>O) 
k 
2 p .¡. ap .¡. b 
2 p (p .¡. e) 
-e 
k 
z 
P (p ~ a) 
--
JtN 
jw 
rr 
]" 
(R=Rt)" 
--1 
abierto, por tener -
un polo, p=-d, en el 
se m iplano derecho. 
Estable en lazo -
cerrado para k 1< k< 
< k 2 . (Sistema A -
E;stabilidad Condicio 
nal. · 
Estable para 
k) k 
e 
(Sistema ParadÓjico) 
Inestable para cual.:. 
quier valor de k. 
~ 
o 
~ 
.. 
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8.- Observaciones finales. 
8. l.. k< o 
En el desarrollo de la teoría del lugar de las raíces se ha c.onsidera 
do que k es siempre mayor que. cero. Aunque no es un caso nada corriente, 
no presentaría dificultad el estudiar· lo que ocurre cuando k< O. 
Entonces las reglas ( 4. 2. ). y ( 4. 3._) se convierten en las siguientes: 
j G(p) . H(p) 1 (8.1.) = lkl 
arg [ G(p) . H(p) ] = 2 A 1t (8. z.) 
Vernos que sólo cambia la condiciÓn de fase, lo cu:'1.l nos indica 
que, de las reglas enunciadas en el apartado 5., se verán afectadas Única- -
mente aquellas que se han deducido a partir de dicha condición. Dejarnos al -
. . 1 . 
cuidado del lector el enunciar dichas reglas. 
8.-2.·~ Lugar de raÍces re'specto de otros parámetros. 
La ecuaciÓn caracterÍstica (2. z.) del sistema es lineal respecto de -
r 
k y es justarnente esto lo que ha permitido pararnetrizar fácilmente el lugar y 
"· 
extraer de él consecuencias importantes, referentes sobre todo a la estabilidad, 
márgenes de funcionamiento satisfactorio,· etc •••. o dicho en otros términos,-
referentes a la sensibilidad del sistema en lo que concierne a k. 
Es interesante siempre conpcer ·la sensibilidad del sistema en rela-
ciÓn con otros parámetros, para prever sorpresas desagradables en el funcio-
namiento, debido a variaciones inesperadas de los mismos. ImagÍnese el caso 
sencillo de una célula de adelanto de fase, constituida de elementos con una -
cierta tolerancia y posibles y mal conoci~as variaciones debidas a muchas ca~ 
sas. Existen formas matemáticas de realizar un estudio de la sensibilidad, 
pero una muy cÓmoda en los sistemas de control puede ser el lugar de raÍces, 
1 . 
en los casos en que la ecuaciÓn característica depende linealmente del pará- -
metro en estudio. 
AsÍ, por ejemplo, si tenemos,. un sistema cuya F. T. B. A. es 
G(p+ b) 
p(p + « )(p + a} 
y 5uponernos determinado por medio del lugar de raíces uin valor de G :: G 
. \ o 
1 
\ 
\ 
\ 
....1._ 
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tal que su Í';lncionamiento sea conveniente, podr{amos p«reguntarnos qué ocurri-
ría al variar el parámetro x . 
Tenemos que 
F.T.B.C. = 
G (p + b) 
o 
p(p + 1 oc )(p + a) + G (p + b) 
o 
( 8. 3.) 
G , C( , a y b son conocidos y por tanto lo son las ra{ces. Ahora -o 
si C( varía, digamos 1::!. OC , las raÍces describirán una trayectoria (parametri-
zable en b.IX ) que puede llevar el sistema a comportarse de forma no conve 
niente. 
El estudio y aplicación del lugar de raíces se llevaría a cabo sobre 
la nueva ecuación característica, (llamando C( = « + 
o 
!::.«. ) : 
p(p + C( )(p + a) + G (p + b) + 1::!. oc • p(p + a) = O 
o o ~ 
....... -....._ ______ ,..... 
/ 
o A(p) + 6 oc • B(p) = o (8.4.) 
donde {8. 4.) es lo mismo que (2. 4.) aunque con un significado diferente. En -
r; 
este caso A(p), que da los puntos de partida, no es otra cosa que el conjunto 
de raÍce's del sistema tal como lo hab{amos deseado. B(p) es un polinomio 
que no tiene nada que ver con los ceros del sistema • 
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A N E X O III 
DefiniciÓn de la transformada en (z, m). 
Hemos visto cómo, cuando se muestrea una señal, se pierde la in--
formaciÓn de la misma entre los instantes de muestreo. La transformada en -
z está definida para la señal en los· instantes de muestreo. 
La. transformada en (z, m) es un artificio matemático que permite -
recobrar los valores de la señal en cualquier mol'l'l:ento entre dos instantes de 
ic:uestreo. 
Damos solamente la definiciÓn. 
r 
s(tJ 0 [ s(nTJ) 
T 
__.., 'RETA'RDo a T 
o~Ak A 
® 
[s(( n-A)r)] 
;1 
Si suponemos un retardo b,.T, se tiene después de o· : 
¡{s((n -l;)T~ ~ DO ¿ s({n -!:,.)T). z-n=s(z,b,.) 
n=o 
Se ve que S(z, !:,. ) permite recobrar s{t) haciendo variar !:,. entre O y 
l. Es costumbre escribir: 
!:,. = 1 - m 
donde m tiene la ventaja de variar en el mismo sentido que el tiempo. Va-
riando m entre O y 1 se obtiene el valor de la señal entre los instantes -
(n - l)T y nT. 
Se tiene entonces la transformada en z modificada que es una funciÓn 
de dos variables: una compleja z, d>tra real m comprendida entre O y l. Pue-
de definirse directamente por la fÓrmula. 
DO 
,-· 
~ {s(t)) = 
n=o 
¿ s( (n - 1 + m): T) -n . z 
Se calculan, también las correspondencias entre transformada en -
(z, m) 'y la.s transformadas en z y en p, pero ya puede verse por las tablas 
. 
- 106 -
que son muy complicadas. La transformada en (z, m), aunque se describe en 
todos los libros de sistemas muestreados, se utiliza rara vez . 
• 
A N E X O 4. 
TABLAS DE TRANSFORMADAS EN Z Y EN (Z, m) 
No. G{~) 
---
·- -----------
0.01 e-Ir. d(t- kT) 
0.0~ 1. 3(1) 
--
-
1.01 ~ u(l) 
·' 
--
1.02 l .!_ 
'_,2 
_, _____ 
: 1 jl.,, 1.0.1 1 ;; 
21 
1.01 1 ~ 1 L,, 
~1 
-
l. OS 
s-t- ~ ·~ .!.,l k! 
--
-
2.01 1 a liT 
•- 1!/T) In n 
---
2.021-1- 1 1-at 
•+n 
-
2.031-1- 1 ¡1-al (.< +n)' 
-
1 1 ~Col 2.041 (--) 
• +a' 
-
2.05 1 
1 
¡t< 1 
(l 
(• +a kj 1-al 
n 3.011~ ) -,-al 
--
a 1 1 -,-al 3.021~ t---
a 
o(IJ 
z-l 
1 or ro 
_z_ 
l - 1 
_n__ 
(z- ()1 
T•zlz + 12 
2(z --: 1)3 
1'•zfz! + 4z + 1) 
O(z- l)C 
G(z) 
lim ~ ~ (-2_.__) 
a--+0 kl aat ' - ,-ar 
_,_ 
z-a 
__ ,__ 
z- e-or 
Tz.-•T 
(z - ,-aT)l 
'f.;; 
T• •t•Tt T••· ar1 + · ~-""""'""-- --
--- -(P=; • -· r 
z:m-l-1-
o 
_1_ 
l- 1 
~+-T­
z- 1 (z- 1)1 
G(z,m) 
T• [ m' 2m + 1 2 J 
- -+--+--2 z-1 (z-1)' (:-l)l 
T• [ m' 3m' + :Jm -1- 1 llm + 11 + fi J 
- -+ +-- --r. z - 1 (z - Jl' ' ( z - 1 JI (z - 1)1 
lim ~~( ,-amr ) 
a-->0 kl aal z - .-ar 
~ 
z-a 
~:-n"'r 
z- f-dr 
r.-amr(,-nr + m(z- ,-al)! 
(z _ < aT)I 
~e~+ (2m + 1),-ar + z,-2oT J 
2 z - ,-ar (z - ,-oT)' (z - ,-ar¡• 
{-lll al e~) 
kl aal 1 - .-ar 
1 .-... r 
;-=-¡-~ 
T mT- 1/a 1 -a ... 7' 
-+ +--(1 - 1)1 1 - 1 a(z - .-ar¡ 
o. G(a) g(l) G(1) G(:,m) 
3 __.!_ '( 2 2 2 ) -..!.!!.._ + (aT - 2)f• --•- _ z ~+ ft(m + 1/2)- T/a 
- P - -e + - - - ..... 
.. (. +•> 21 11 •' a• (1- 1)' 2a(• - 1)• + a•(•- 1) a'(z - ·-•T) (1 - 1)' <•- 1)1 
ftm•/2 ~ T"'/a ± 1/"' .-... r + -1 - l a1(z - .-•T) 
• 
a 1 [ • 1:11: -1) (-I)HI 1 ~ 1-...r .a . i!• [ ... r. J 
- tt - - , ••• + , • .., - ... 
--- - hm-; .. +•(• ±11} 1:1 11 a• · a• . 1 ..;. ,-.r1-• a• • - ,-.r + 1:! z-o ~ (z + a)(z - •"•) 
1:1 "'] . .-•• + (-1)•-•-c + c-1¡•- t (-1)•••-
al al . al 
fl . ~ [ t ] +- lim-1:1 z-o cl.~:l <• + ca)(1 - .r.,-•¡ 
-
1 ~ eioto~Df nin .... r 1 sin mwoT ±sin (1 - mlc.x~T 
•'±w •'- 2• cos..,T ± 1 ,, - 21 cos ..,r ± 1 
4 
-
! 
--·-
z(a- cos woT) ltflft -r- Cfr.! (1 - miWI)T 
•'±w 
COII foiDI 
•• - 2• cos c.I'Jf + 1 •'- 2zcoswoT + 1 
4 
-
J --!!!.__ einhto~D~ z s.inh ..,r 1 ainh ......,r ± sinh (1 - ml...,T 
•'- wl' z'- 2zcoshwoT± 1 •'- 2teoeh woT + l . 
4 
-
1 ----L_ z(:- cMh""'TI • coeh ....... r- ro!h (1 - mlc.x~T 
•'-wo' 
coshto~Df 
z1 - 2: cosh woT + 1 •'- 2z coeh ..,r + 1 
4 
-
i .... · z(z --cooh ..,.f) ' 
IC06h m....T- cosh (1 - mi""'T 1 
coobc.d- 1 ---
-.-t r<·•- wo') •• - 2• coeh ..... r ± 1 '-1 ,, - 2• c08h ..,r ± 1 4 
-
..... 
' 
:(:- coswo!} t 1 coem....T- C08 (1 - mlwoT 
1 1-COIIfoiDI --- ,_,-
•<•· + &Jt') '- 1 a1- 2z C08woT ± l •'- 2zcoewoT + l 
4 
-
wo'(l±a) az o¡t- a: IICC 8 C08 (wof ± 8) . _,._ 
a - oeee 8 coe (wol + 9) ---
•(•' ±wo') 1-1 •' - 2• coe woT + l a-1 .. , 4 
where 8 - tan·•!!!!. asec8JHoe ('"""'T ± 8)- ro., rtt- ml""'T ± 8)) -
•• - 2• COII ""'T + 1 11 
-
,_,. 
....... - .-•• 
1 
' 
.-.... r ,-~~~ .. r 
~----
-----(1 ± o)(l + fl) z- .-.r z- .-•r 1- .-.r •- ,-•r ll 
-
1~- nll• ±e) (e - a).-•• + (6 - e)e-•• (e-,.¡, ±(h- r.)r le - fll.-• .. r lb - cl.-h•T (1 + a)(1 + 6) 1 - .-.r t - .-~r 1 - ,-.r + 1 - .-~r &. 
-
a 
,., 
, d 
-'-+ b1 , - IU t ,,-•• r ",-, .. r 
•<• + 11)(1 + 11) 1 + --.-•• - -- .-•· -+ -a-b ca-6 1 - 1 (o - b)(r - .-•T) (a - b)(r - .-•T) 1 - 1 (o - 6)(1 - .-•r¡ (o - 6)(• - ·-•r¡ 
a .04 nll(• +el ~ e+~ ,-•• + nt& - el .-f¡• rr + hlr - nlr nfh- r\1 e brr - .,~,-... r 11tt. _ ,1,-•~r 
1(1 + a)(t + 6) a-11 a-6 ¡:-j In - hHr- ,-ory + (11 - b)(r- ,-AT) ~ + (n - b)(r - .-~r¡ + (11- 6)(r- .-.r¡ 
05 .... ~ "' a• ar.r, _ !!..±.1l! _ 6'z ,r,r n6rnf- fa + 11} /)t~-··T a&l - (111- 6) - --· ,-•• + -- .-•• <• - 1)' + ' ~ 1 - (a - 6)(• - .-•ry t'(t + a)(l + 6) a-6 a-6 <•- 1)' 
·-· 
fa - b)(a - ,-•ry a 
-·- + ,.,, ~~~-hoT ' 
(a ..... 6)(r - ,-AT) + (4 - 6){1 .,.. e-:-AT) 
D8 111/tt(~ ±e) 6'(e- a) 11bcTz + ab- eln ~ blr _· hile- nlr nltrT a6!1 ± ern'7"l - efn 4- ~~ 11~1 + {ab- e(a + 6)] - e-•• 
-+ 11(• + a)(t ± 6) a-11 (1 - 1)1 1 - 1 (a - 6){r - C"T) (z.,.. 1)' r- 1 a 
_ atlb - ~~ ,-u . 11'lb- eb btl r. - ,,,-... r "'lb - ~~.-~ .. r 
11.-6 - (11 - b}(t - .-Ary - (11 - b)(z - ····ry - (11 - b)(t - f -~T) 
~1 1 
,..,, ,-u ,-... 
1 + l 1- .. ,..r ,-, .. r 
C• + a)(t + 6)(t +e) + . + (6- n)(e- a)(r- ,-•ry +(ti - b)(c- 6)(r - ,-'rl (6 - a)(c - a) (a -&)(e - 6) (a - ~ -e) (/) - a)(c - n)(r - ,-•ry (a - b)(e - b)(r - .~AT) 8. 
+ t -... r + f (a - c)(6 - e)(r - ,-.ry (a - e)(6 - e)(r - ,-.r¡ 
n •+" (ti - 11) . - {d - 6) Ctl - a)r + . (rl - b)z (rf - ttle-... r (tf - hl• -•~r ,-•• + ,-u 
lb- n)(e - ttHr- e •T) + (4 - b)(c- b)(r- ,-•r¡ (J+ 11)(1 ± 11)(• +e) (6 - n)(c - 11) (a - &)(e - &) (6 - a)(c- a)(r - ,-•T) (11 - b)(e - b)(r - ,-•r¡ 11. 
± ftl- e) ,-.1 + ftl--~)t frl ~ e~e-... r 
_ (a - e)(b - e) ·. (a -:- cHb __ e)(r - ,-.r¡ + (a - el(b - e)(r - ,-,r¡ 
)3 ll&e 1 &e tfl • r &<-r 1 ~~c.-... r 
•<• + a)(t + 6)(• +e) - .-··- .-1 --- (b - a)(c - a)(r - ,-.r¡ ;=-¡-(6 - a)(e - 11) (e - 6)(a - 6) 1-l (6 - a)(e - a)(r - ,-•r¡ 11.' 
"" 
MI 
""' 
Mo-A"T ""1!'-..... r 
- .-d 
- fe - 6)(11- 6)(r- ,-&r¡ - (a - c)(6- e) (t- ,-r1) - (r.- 6)(a - 6)(z - .-•T) - (n- ellb- cl:r-·e·•ry (11- e)(6- e) 
)f tibe(~ ..L. rll ti bcltl- al _ 1 r.R(tl - h) -& tlz bcfrl- nlr , &tltf- n)e:-• .. T· 
t(r ± a)(• + 6)(• ± el - • • - . e r ;::-¡ - (6 - a)(e - a)(z - ,-.ry --- (6 - al( e - a"1tr'- • •r¡ (b - a)(e - a) (e - b)(a - 6) 
' - 1 
e.' 
n6fd- e\ tll(d- 6)1 n~fd- elz mtii - 61.-• ... r nh1<l - ,,,-,.r 
- •""!"" - (e - b)(n - 6)(r - .-•r¡ - (a - e)(b - e){r - ,-,r, - - (a- ellb- e) (z- c•T) (a - c)(b- e) (e- b)(a- 6)(1- e-hT) 
15 
(tJh'-1: b'c' ~ _ (be ±en ± nh)r + blt!z n~T + ahcrnT- fbr ±en ± nhl 
w'(• + 11)(1 ± 6)(1 + e) nAct - (be + CtJ + ab) + (6 _ a)(c _a) .-•• (r - 1)1 1 - 1 (b - a)(c - a)(r - ,-•ry (1- 1)' ' - 1 11. 
+ etnt .-•• + atbl ,-e~ + e'n'z + . n'h'r h'c~-... r t'-1'•-A .. r 
(e - 6)(a - 6) (a - c)(6 - e) (e- b)(n- 6}(r- ,-•ry (a - c)(6- e)(z - ,-rr + (b - t1)(e - a)(1- ,-•T) ±(e - b)(a - b)(r - ,-~r¡ 
n'b~- ... r 
+ (1! - eJ(b - c){t - ,-.ry 
~~-
-
-
il""-' ['(¡._t - r)(c¡ - P) + 
.r.--~J.a91U 
(p_t - rh(q - u) 
uhqu]-
JU•-• - r)(q - u) U....• - r)J(c¡ - u) c¡-u a(q-u) 
-- -
··-'' -- - ··-· ( ¡9¡D .¡- (, + J.IIIU){CJ ',.1•-'J.alj¡U r(ql: - pt)lqu ,q¡u qz Pi:}&'tJI 
(J._t - I)¡(CJ - 11) , 1 - 1 ¡;(J - 8) ut-• - r),(CJ - 11) + 1 - 1 1(1 - r) n-• ,(e¡- ll) + [(q +u) u+ qu) - Jll¡U 1(u + r)(t¡ + 1)1t 
.&'"'1-~lp -;¡- .¡¡ (z - J,wu}qu +- J.q¡u r1u r[lq :¡: 11)11 :¡: qu] - -;¡¡¡- . tD &l'll"l 110' L 
{ &1.&•-• - r)(lj - 11) + 
,,1"'e-• .&•-•J.(II ;¡)qu 
u•-~ ~ r}a(c¡ ..... u) . } 1(,¡._t - r)(t - 11) + . CJ -11 
(q u);¡q + [(q U)J,W + l)(u - ól)qu + '.&•-•J(11 ~}iíi ,._., (11 - :IJqll + 
Ut-' - r)1(q - u) + 1 - r U•-' - r)&(c¡ - o) + C.&1-• - r)s(q - 11) + 1 - r &(lj- P) ,(q- 11) a(o + r)(q + r)t 
"'"~-•(:~' q¡,u -¡- r[{q - u)~+ (u :~)qu] llól t¡)1u --;r- ··-·(e¡ u);¡c¡+ (11 :l)ljP + n-' {:1 - t¡}ID + :1 {:1+ 'J'Il" LO" L 
~ 
[ 1(.&._t - l)(lj - D) &U•-• - r)(c¡ - o) + t¡-11 
.I""Q-I (,¡o_IJ.Ijll + ,._., __ + l,¡o_IJ.Ijll qu . 
Ú•-' - r)s(CJ- o) "1l (.&,_, - r)1(c¡ - o) 1 - r f.t•-• - t)s(c¡ - o) + (.¡,_, - rh(q - o) 1 - 1 
··-· (q 
1(q - o) + 1 a(t - o) _ ¡(11 + t)(c¡ + •>• 
qv + Q;wu ~ ¡}(q J+ -- u)q ~ qu ••- 1o 1 90' U)q ,~ .. ,_~u 1 r[(q o)q + qu] r1u - -,- lj&U L 
.&--· [ 1u,._•- r) 
.&•-'J.lU- ól}(t¡ o) t 
.&"-'-. ] .&t-'- • &Ú•-' ..- •) _ .r•-' - r + .&t-' - r 
••-'1(11- ól){lj- 11)- ··-'('- q) + lt-•(t- :~) ¡(11 + t)(c¡ + t) 90"1. (:1-lj}- (U ~n~~ D)J,W - .l'"t-l(lj- ;¡) '.&•-'J.(U - :~}(q - 11) 1(:1 - q) z(q - :~) (t + IJ&l'l .. , 
[ &Í.t•-'- r) .&•-' - r ] + .rt-' - r &U•-' - r) + .&•-' - r .&•-' - r 
••-•l(lj - 11) + ,._, - ,._, ¡(11 + t)(f + t) to' 
.&--• ,¡u..,•J,IIj u)+ 1 liJ II}J,W ~ '.t•-•J,(Ij - 11) -,- ---,- alll IIJ L 
['(.&._a-r) .t•-"-'] 1-• 1(1-•l &Ú•-· - 1) + ~ + a(l - r) ,._.(z + JO) + z - JO ¡(D + t)&t ro· t. , ... _. ---- ----+--
r(z + J.D) ---¡¡-:--J.•-'J.Il Z- J.WII Z- J,WU "'U 1.&•-•J.u rz . ,rz 
[ el.&•-•- z) .&•-•-. ] 1-' &u•-' - r) + .&•-1 - ' _ 1 - • 
··-•1(9 - 11)11 + ,._tq - • ¡{D + t)t 
.!••-· + lCJ- !J)J,WU + -9- -ro· t. 
.t•-•llj ll)J,U 9 '.&•-•J.(Ij u)u ---¡q- --;q (q + 1)111 
[BUoJ-7) .t•-•-1] 1-1 •u•-'- •> .&.•-'-' 1-• 
,._•(JO + 1) - 1 ¡(D + t)t J(}',t 
"'""-' .t•-'J.I' +J.'"'"+,. --.- '.&•-'J.*' ----- -.-~~-
' 
J 
-
u•-' - l}(ól - 9)(;¡ - D) + 
,¡-....,t(:l - p)ílj&ll 
u•-• - r)(:l - q)(ól - 11) + 
r{;¡ - p)¡q1o . 
(.19_t- r)(l¡ - D){lj - :1) + (;¡.._t- J)(O- ói){D- lj~ + 
--:M":•tq ~ P)alls~ .&,.._,¡p PJa~~ 
tu-• - 1)(~ - 11)(9- ól) + lt•-• - r)(o ~ ól)(u- q) +. 
•<t -· p)íD¡' . i(P - p}íól¡f : : . -- ' . ~-~'-~+ ~-~~-~+ p_t H-' -- (ól - p)lq¡u . (9 - f}aDa' 
l -' · a(l - t) 1 .... ' &(1 - •> ,._.(~;o~~~)+ [p(qP+IIJ+~>-~J+JP'Il11 (1 + t)(q + t)(D + t)Jt É'(qP :f W =f ;>q) . lJ ::r: .,tlllp}~P + ~ r[p(qu ::¡:: I7J ::¡:: ~) - ;¡c¡u] + ~ lP ::¡: •},¡;¡c¡u} 90'1 
--~ 
-('''~}O <•>D (1)11 (t)D 'ON 
,_-;----,..... ' _____ _...._.,.. ... ,- ,, __ .........--.. ----~..-
-...-.. _ .. _.... -·· ',,., ______ '· ,_ ....... --~~. _, 
No. G(t) Q(l) G(•) O{.r,,¡) 
- ---
UIG {abe)'!• ± !Q · ~'(d-a) ~ + [abe - (be ± ca ± ab)d]1 ~ + Cl&c(dii!T ± 1) 7 {IM ±ca ± ab''.1 
•'<• + a)(t + ~)(t + r) abcdtt[abe-(be±ca±afl)d) + (b )( ) .-•• · -a c-a (1- 1)1 1- 1 (1- 1)1 11- 1 
cfot(d - b) ~ atll'{d - e) ~- : ~ ~ -_ -~ : ~l(d- a)• ~ c:'ol(d •• b)a btetld - a)f...,•f e'a'(d - b)t-t•f 
+ .-.. + .-.. 
· + (6 - a)(c- a)(1 - ,-.ry ±(e - ll)(a - 11)(1 - .-•1) + ~~~ - a)(e - e)(• - ,-..ry +(e - ll)(a - b)(1 ~ (e - 6)(a - 6) (a - c)(ll - e) 
+.{a - e~;:'~ ;(:l~ ·-·i') atll'(d - ele-...r +(a - e)(ll - e)(• - ·-•i') 
-
.!)1 ---!!..__ l - (1 +al)·-·· 1 1 nTe-•Tz l [1 ±c~woT + aTc•T J f' 
a(a + a)• ------ --- .-."' 
·- l '- .-.1' (1- ,-aT)I ' - l 1 - ,-.r (z - ·1-•1)1 
.02-
,1/, + 11) 
11 - ,. ... , + Cl(a - &)ce-•• _h_ __ L ± 11(a - b)Te-•T• 11 [amT(r.- bl - b aTI11 - bi.-•TJ 
•<• +a)' --+ ± .-... r , - 1 , - ,-.r ~· - 1-•i')' 1 - 1 1 - ,-.r (1 - ,-•TF 
7 .03 ~ al - 2 + (al + 2)·-·· (aT t 2)r- 2r' . -.-2_,_ aTe-•T; aT amT-2 [nmT-2 IITe-•1' J 
•'<• +a)' . (1 - 1)' +, - ,-.r + (r - ,-.rys -t---- ---- ,-... T (1 -1)1 1- 1 1- Q-oT (1- ,-aT)I 
.04 fa- &)• ,-w - ,-., + (a - b)le-•• 1 1 (d - II)Te-•Tr ch•T ["'Tia - lll - 1 (a - blT•;..•T] ---+ -+ + --r {t + 6){1 ±a)' 1 - 1-tT J - 1-oT (l - 1-•T)I 1 - ,-ar 1 - 1-•r (r - 1 -•1')1 1 '7 
.G6 f11 - 6ltla ± •l (e- 6)·-•• + (6- c)e-••- (a - b)(e - a)te-•• (e - 6)z (b - elz (a - ll)(e - a)Te-•1'• (e- 6)e~h•1' _ ['"T(JI - b)(e- al - lb- el {1 + 6)(1 + .,. 1 - 1-•r +, - 1-•T - (r - ,-•ry• 1 - 1-n· 1 - 1-.r . 7 
·!l. (CI - bl(e - alTe-•1'] 
-f .--r <•- .-.i')l 
06 11'11 1 __ a_• _ 1 _ 11 ± a6 ± b(a - 6) .-•• _,_ _ a'• [all + b{a - 11>1• -·-- a!t-... r + rb(a- lr)(l + amT) + alr 1(1 + 6)(• + a)' {a - 6)' (a - b)• 1 - 1 (a - 6)1(1 - .-•ry + (a - &)'(• - .-.ry 1- 1 (a - 11)'(• - .-•ry L (d - b)'(z- e-•ry 7 
+....!L,,-., allfe-.1'1 ± n&Te-.1') ] ,-e.,f' 
a-11 + (11 - fl)(l - .-.ryt (G - 6)(1 - t-.T)I 
.07 atfll• ±e) e+ al(b- e) 1 _ 11 + ab(e -m)± &c(a- 11) 1 _ 11 _!!._ + 111(11 - el• ± (ab(e - a) ± &c{a - ll)]r _.L_ 11•CII -,c)e-~ .. r 1(• ± 6)(1 ± a)t {11 - 11)1 (d - 11)1 • - 1 (a - 6)'(• - •-'T) (a - 11)'{• - .-.ry 1 - 1 ± (a - b)'(• - ,-&ry 7 
± ablc - 11) 11_11 !Me- alr·-·"· ± { nb(c - al[l ± ll'iTCa - b}] ± be(a - &2 
a-6 + <• - t)(• - .• -.ryt (a - 6)1(• ~ ~-·1') 
+ ab(c - n2Te-•1' } -a,..l? 
(11 - b)(l - .-•T)I 8 
- .~ 
os fntbl' ... el&fr _ {ab ± 11(11 ± b)Jt + a•• atbT + ab(11mT- 2) - n;.;;.. a•,-r...r 
•'{• + 11)(• ± a)' atU - [ob + a(a ± b)) + -- ,-&~ (a- 11)' (1 - 1)1 ll - 1 (CI - 11)1(1 - t-tT) (R- l)t 1 - 1 ' (a - 6)'\• - ,-.r} 7. 
MI(:Ja - 2b) 11tbl a6'(3a - 211)1 atb'Te-•t'r 
- ellt(ll - &)(al!lr + 2) + atb' 
- ·-·· - -- ,,-.. - -(11- fl)t a- 6 (CI - fi)I(J - 1--7') {a - &)(1 - ,-•ry• • (11 - b)l(a - ,-ory 
atbtf,-o'l' J -li~~'if + (<! - ll)(r - ,-oryt 1 " 
~.01 
...... ,,-.,.sin ...,r [r sin 'll!t'lr + ,-•f'llin (1 - m1...,'r],-•• r 
------ ,-•• ein r.,.J (• + n¡t + ,..., rt - 2u-•T cos wof + ,_,.,. r1 - 2~t-•f' cos wof + t-tar 
11.02 •+n ,. - ,,-.,. COOI .... T (r eoa """"r- ,-ar e001 (1 - '"'""'r¡.-·~r (1 + a)'±w 
,-.._..., 
a• - 2 •• -.,. eos ...., r + ,_,.,. r1 - 2u-•" eos .... r + ,_,.,.. 
11.03 '• .... "l' ± .,.,t-_ ,-tt - ,-.,lee 1 COII ( .. af- 1) __!._ rt - u-•f' ~ 1 COOI {""'T - 1} eec ,,. eos c-r + 6) (e + •)((• + a)• + .... ) a - ,-n··- -~•·-- 2,.-.,. e001 ,...r + ,-"ür ,-h•T - ,-.r cos rtl - m~r,.,T- ~11•-•"'" 
&-CI 
. where 1- tan-1 -- •- ,-•r-
"- 2,.-.,. cos ....,r + ,_,.,. 
"" 
8.04 (!11 - W ± ""'']fr ±a} (a - &)e-••- (a - &¡,-••~~ec 1 c011 (..,t + 1) (a - 11}1 _ {a - lll[r'- ,.-•T sec 9 COII (r.oeT ± !}) (a- b) see Bl• e001 (m..,.T + 11) (a+ b)((a + 11)1 + .,.•) • - ,-&f' 11 - 2rc-•T eos woT + ,_,.,. (a - P,) 1 -&ooT - ,-.r cos [(1 - ml...,T ± ll}h-•"'" 
-h 1 _ ta _1 {a- 11HII- 11) ± ..,, '- .-.,. •' - 2u-•" coa ,...r + ,_,.,,. 
" l'l'e n (a - b)ue 
--
B.O& ({a-lll1±..,.'J!•'±aJ±I!l (1¡1 - &a f fJ)c-1 1 ± klo-•1 leC 1 COII (..,1 f 1) @1 -&a ± ~l• k'[•' - ,.-•r sec 1 coe {woT ± 9l] 1• ~ee "', coe cm...o r + ,, (•fll)((l±11)1±wt') 1 - ,-tT f at - 2u-•T C001 ~o~Gf + c-toT {11'- &a±t!l• - ,-•T COl! ((1 - m)WIIf ± 91Je-•"'T 
•het'e it • at + wo' - 21111 ± &a - {J 1- ,-•T a'.- 2r•-•T coe wof + c-t•T 
' 
1 _ tan_1al:
1 
- {111 ± wo1Ha- 11) ± ~{211 - &) 
.1:' 
-
1.01 at t""' 1 - ,-.r sec e coe (wol + 1) • •' - u-•T seo B coe {..;., T ± 1) eec 11• coe (m<o>of ± 8) 
--a[(l + •)' + .,.,) 
·-· 
•' - 2u-•" eos,..T + ,_,.,. 1 - ,-..T COII ((1 - m)wof ± 8]Jt-."'T 
---J a- 1 •' - 2u-•T c011 wo T + ,-~aT 
whcre fl - tan-1 - .! l 
.., 
--
1.02 {11
1 ± ~'lh ± 11) b - &.-•• eec 1 coe (wol ± 9) __!!_ _ 1/(rl - ,.-oT IICC 6 CO!I {wof f 8)] llaec 1(• coe (rru..ooT ± 1) 1[(1 + •>' + ... 1] 1 - 1 11 - 2u-•T coe wo T + 1_,.,,. & - ,-oT COII {(1 - m)WIIf f mc-•"'f' 
---
11' + ""'- all a-l al - 2u-•T coe wo T ± ,-r•T where 8 - tan-1 - bwe 
-
1.03 (al±~!}' (11t + wo')l - 211 + 2ac•• ~~~:e IJ c011 (wal + 1) ({al± <o>o')f ± 2n]r - 2nr' [mf{111 ± <o>o!}- 2a)r ±(a'± ""''HI - m)T ±.211 -, 
•'l<• ±a)'+'""'] (1- 1)' (1- 1)' 
""i- 111 + 2n[zt .,... ,.-.,.~e 8 CQII (6191" ± 8)] 2ueo 9(1 coe (rru..oof + 8) , 
where IJ • tan-1 ---
- .-•T eos [{1 - m}wof ± 8]lt-""'" 2ll<o>t •' - 2,.-.,. COl! ...., T + ,_,.,. 
+ 
•' - 2u-•T oos ""'T + ,-~ar 
(a' ± ....,tll{• ± &' &(al f c.oQI)f f lt - il.-ol IICC 8 COII (wof f f) [bT(a' ± <o>o'l - A:l)t ± k'•' (bmf(a' ± ~~2 ± k•Jr ±{a'± <o>o'H\ - m)bT- 1:1 
t.Ot l'((r + a)1 + wo1] (1 - 1)' (1- 1)1 
wbere i' .. at + c.lal - 2111¡ lt[zt - u-•T BCC 8 COII (~T f !!}] l' eec ~~ ( eos (rru..oof ± 1) 
ftll ± 11(111 ± c.>e') - •'- 2u-•T cos <Aef ± ,_,.,. - ,-.Teos [!1- 111)..>¡'7' ± 1]1•-."'" 1 • tan-•- flo'llkl - •'- 2,.-.,. eos ... r + ,_,.,. 
--- -- -- - --------------
