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ABSTRACT
We compute the 2-loop thermal partition function of Yang-Mills theory
on a small 3-sphere, in the large N limit with weak ’t Hooft coupling
λ = g2YMN . We include Ns scalars and Nf chiral fermions in the adjoint
representation of the gauge group (S)U(N), with arbitrary Yukawa and
quartic scalar couplings, assuming only commutator interactions. From
this computation one can extract information on the perturbative correc-
tions to the spectrum of the theory, and the correction to its Hagedorn
temperature. Furthermore, the computation of the 2-loop partition func-
tion is a necessary step towards determining the order of the deconfine-
ment phase transition at weak coupling, for which a 3-loop computation
is needed.
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1 Introduction
1.1 Overview and outline
The interest in the thermodynamics of large N Yang-Mills (YM) theories on a small
3-sphere S3, originates in [1]. In that paper, the AdS/CFT correspondence [2, 3, 4]
was used to study the thermal behavior of N = 4 supersymmetric Yang-Mills theory
(SYM) on S3, with gauge group (S)U(N). As the correspondence dictates, in the
large N limit with strong ’t Hooft coupling λ = g2YMN , this behavior can be found
by studying classical type IIB supergravity. This study showed that the theory has
a low temperature confining phase, in which the free energy scales as N0, and a high
temperature deconfining phase, in which the free energy scales as N2. The two phases
were found to be separated by a first order phase transition.
It is then interesting to ask whether this behavior persists even at small ’t Hooft
coupling. In that limit the conformal N = 4 theory can be studied by using perturba-
tion theory. However the study needs not be restricted to weakly coupled conformal
theories, and can be extended to asymptotically free YM theories. As opposed to
conformal field theories, asymptotically free gauge theories generate an infrared scale
ΛYM which leads to the breakdown of perturbation theory in flat space at low tem-
peratures/energy scales. But on S3 with radius RS3 that bad infrared behavior is cut
off by the finite size of space, i.e. if RS3ΛYM  1 one can use perturbation theory to
compute the partition function at all temperatures.
This has been done in [5],[6], where it was shown that for a wide class of models
the first order deconfinement transition persists even in the limit of zero ’t Hooft
coupling. The phase transition is signaled by a Hagedorn behavior [7] near the crit-
ical temperature, where the density of states grows exponentially with energy. This
remarkable behavior can be ascribed to a zero mode of the gauge field (i.e. a mode
with vanishing quadratic action) which cannot be integrated out in perturbation the-
ory. Gauge invariance highly constrains the low energy effective action of this mode,
resulting in non-trivial self interactions for it even at zero coupling.
To order λ the phase transition is of first order and the critical temperature is
identical with the Hagedorn temperature. However, in the next order in perturbation
theory [6], the transition might be of first order and slightly below the Hagedorn
temperature, or second order and at the Hagedorn temperature. In order to deter-
mine the order of the phase transition one needs to perform a 3-loop computation in
perturbation theory. For pure YM this has been done in [8], where it was found that
the transition is of first order. For YM theories with adjoint matter fields (including
N = 4 SYM) the order of the phase transition at weak coupling is still an open
question and examples which exhibit either behavior can be easily constructed.
In this work we take a step further towards answering this question, by computing
in perturbation theory the 2-loop partition function of (S)U(N) YM theory in the
large N limit with fixed, small ’t Hooft coupling on S3. We include scalars and chiral
fermions in the adjoint representation of the gauge group with arbitrary Yukawa
and quartic scalar couplings, only assuming commutator interactions (though our
computation can be easily generalized to include non-commutator interactions as
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well). Our computation follows closely the one of [9] where the same computation
was done for pure YM.
As an immediate application we can compute the order λ corrections to the Hage-
dorn temperature and to the spectrum of the theory. We check our computation by
comparing to the known results for N = 4 SYM, which were computed by spin-chain
methods in [10].
The structure of this paper is as follows. In the next subsection we review some of
the theoretical background necessary for this work. Section 2 reviews our conventions
for the action, and various mode expansions on S3. In section 3 we discuss our
renormalization scheme, and present the computation of the various counterterms.
In section 4 we present the computation of the 2-loop diagrams which contribute to
the partition function. Finally, we present our conclusions in section 5. Additional
information regarding the computation is collected in the appendices.
1.2 Theoretical background
In this subsection we summarize briefly some results related to gauge theories on a
small S3 that will be used in this work. A more thorough account of these matters
can be found in [5],[6]. As stated in the introduction we are interested in calculating
pertubatively the partition function of large N (S)U(N) YM theory on S3 with
additional matter fields in the adjoint representation. This can be done by solving
the Euclidean path integral on S3 × S1 with the inverse temperature β as the period
of S1, in the weak coupling regime2.
In order to use perturbation theory we must fix the gauge. It is convenient to use
the Coulomb gauge,
∂iAi = 0, (1.2.1)
where i runs over the directions of S3 and the derivative is assumed to be covari-
ant. This gauge condition fixes spatial gauge transformations but leaves temporal
transformations unfixed. In order to fix those we impose the following additional
condition,
∂tα ≡ ∂t
(
1
VS3
∫
S3
A0
)
= 0, (1.2.2)
where we have defined the zero mode of the gauge field α. The additional condition
implies that α is constant on S3 × S1. The mode α plays a special role in our
computation since it is the only zero mode of the theory3.
As shown in [6] the Fadeev-Popov determinant conjugate to (1.2.2) can be ab-
sorbed in the integration measure of α, changing it to integration over U = eiβα.
Furthermore, it was also shown that the effective action arising from integrating out
the massive modes is only a function of U and β,
2For asymptotically free theories this regime is RS3ΛYM  1. Conformal field theories have a
dimensionless coupling so we just set λ 1.
3We assume here that all scalar fields are conformally coupled so their zero mode is lifted.
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Z(β) =
∫
[dU ]e−Seff (U ;β) =
∫
[dU ]
(∫
[dA0][dAi][dφ
i]e−SE [α,A0,Ai,φ
i;β]
)
, (1.2.3)
where by A0 we mean the part of the zeroth component of the gauge field without its
zero mode α, SE is the gauge fixed Euclidean action on the sphere, and all the other
massive fields are collectively denoted as φi.
The new integration variable U is related to the Wilson line over the time cycle,
also known as the Polyakov loop P = 1
N
trP exp(
∫ β
0
A0dt) [11]. The Polyakov loop
measures the free energy Fq(T ) of YM theory in the presence of an external quark
through the relation 〈P〉 = exp(−Fq(T )), and is a standard order parameter for
deconfinement. More precisely, 1
N
tr(U) is the Wilson line of the zero mode of the
gauge field around S1.
The form of the effective action (1.2.3) is highly restricted by gauge invariance.
To 2 loops order, writing Seff (U, β) = S
1−loop
eff + S
2−loop
eff , it turns out that
S1−loopeff = −
∞∑
n=1
1
n
zn(x)tr(U
n)tr(U †n), (1.2.4)
S2−loopeff = βg
2
[
N
∞∑
n=1
fn(x)
(
tr(Un)tr(U †n)− 1)+
+
∞∑
n,m=1
fnm(x)
(
tr(Un)tr(Um)tr(U−n−m) + c.c.− 2N)] , (1.2.5)
where x ≡ e−β/RS3 and the function zn(x) is defined in terms of the “1-particle
partition sums” for Ns scalars, 1 vector and Nf chiral fermions on S
3,
zn(x) = zB(x
n) + (−1)n+1zF (xn), zB(x) = Nszs(x) + zV (x), zF (x) = Nfzf (x)
zs(x) =
x+x2
(1−x)3 , zV (x) =
6x2−2x3
(1−x)3 , zF (x) =
4x3/2
(1−x)3 .
(1.2.6)
The two and three trace terms in (1.2.5) arise from planar diagrams with 3 index
loops, while the U independent terms come from non-planar diagrams with a single
index loop4. In the low temperature phase, the three trace terms in the matrix integral
(1.2.3) contribute only through perturbations around the gaussian model, and can be
neglected to the order in the coupling that we are interested in.
The matrix model (1.2.4)-(1.2.5) can be solved in the large N limit by using the
saddle point approximation. Below the critical temperature the minimizing eigenvalue
4The form of the non-planar terms is as in (1.2.5) since we assume having only commutator
interactions, so the corresponding U(1) theory is free. Therefore when setting tr(Un) = 1 and N = 1
the 2-loop effective action should vanish. This together with the usual N counting determines the
non-planar terms.
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distribution of U is uniform. The matrix integral (1.2.3) can be evaluated at this
saddle point to give5,
ZU(N) = e−λβF˜
np
2
∞∏
n=1
eλβfn(x)
1− zn(x) + λnβfn(x) , (1.2.7)
where F˜ np2 is the non-planar piece given by,
F˜ np2 (x) = −2
∞∑
n,m=1
fnm(x). (1.2.8)
For the SU(N) partition function we divide by the U(1) part (assuming only
commutator interactions so the U(1) part is decoupled from the SU(N) part of the
theory),
ZSU(N) = Z
U(N)
ZU(1) = e
−λβF˜np2
∞∏
n=1
e−zn(x)/n+λβfn(x)
1− zn(x) + λnβfn(x) . (1.2.9)
The goal of our computation is therefore to compute fn(x) and fnm(x).
The Hagedorn temperature is defined as the temperature for which the large N
partition function diverges. This happens when one of the denominators in (1.2.7)
or (1.2.9) vanishes. Since the 1-particle partition sums are monotonic functions with
z(0) = 0 and z(1) = ∞ this always occurs first for the n = 1 denominator in
the multiplication of (1.2.7) or (1.2.9), so the Hagedorn temperature is given by
z1(xH) = 1 . The order λ correction to the Hagedorn temperature is therefore,
δxH = βHλ
f1(xH)
z′1(xH)
, (1.2.10)
where xH is the Hagedorn temperature of the free theory.
Other quantities that can be extracted from the partition function are the sums
of the order λ corrections to the spectrum of YM on S3×R. These can be obtained
by expanding the partition function in small x (small temperatures)6,
ZSU(N) =
∑
all states
xEi+λδEi =
∞∑
n=4
x
n
2
(
d
(n
2
)
+ λ ln(x)
∑
i
δEn,i
)
, (1.2.11)
5The planar gaussian action vanishes at this saddle point and only contributes to the partition
function through the integral over the fluctuations around it. That contribution is independent of
N (up to some irrelevant overall normalization of the partition function). This is why we have to
include also the non-planar terms in the partition function around this saddle point, even though in
the action they are suppressed by a factor of N2 compared to the planar terms.
6For the U(N) theory there are also a states with energy 1/RS3 and 3/2RS3 corresponding to
the scalar operator tr(φ) and fermionic operator tr(ψ), respectively.
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where in the second equality the sum is over states with energy n
2RS3
with degeneracy
d
(
n
2
)
, and δEn,i is the order λ correction to the state i with energy
n
2RS3
.
By using the state-operator mapping of conformal field theories, the perturbative
energy corrections of the theory on S3×R are equivalent to the set of 1-loop anomalous
dimensions of the theory on R4. All the theories that we are considering are classically
conformally invariant and remain so to leading order in λ. Therefore we can use the
partition function on S3 to compute the sums of anomalous dimensions in flat space.
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2 Setup of the calculation
In this section we present some notational conventions and the basic ingredients used
throughout the computation.
2.1 The action on S3.
We write the Euclidean action of YM theory on S3×S1 with the inverse temperature
β as the period of S1. We include scalars Φa (a, b, . . . = 1, . . . , Ns ) and SO(4) Weyl
spinors ΨI (I, J, . . . = 1, . . . , Nf ), all in the adjoint representation of the gauge group
U(N),
SE =
∫ β
0
dt
∫
S3
dΩtr
{1
4
FµνF
µν +
1
2
Φa
(−D2 + 1)Φa + iΨ†IσµDµΨI−
− 1
4
g2QabcdΦaΦbΦcΦd +
1
2
g(ρa†)IJΨIε[Φa,ΨJ ] +
1
2
gρaIJΨ
†Iε[Φa,Ψ†J ]
}
, (2.1.1)
Fµν ≡ ∂µAν − ∂νAµ − ig[Aµ, Aν ] , Dµ ≡ ∂µ − ig[Aµ, ∗]. (2.1.2)
The appropriate veilbein and connection terms for the vector and fermion covari-
ant derivatives should be understood. We also take the scalar fields to be conformally
coupled by adding 1
2
φ2a to their kinetic terms
7.
Without loss of generallity we take the quartic scalar coupling Qabcd to be cyclic
in its indices, and the Yukawa coupling ρaIJ to be antisymmetric in I, J . This is the
most general action that is classically conformally invariant, up to the assumption
of having only commutator interactions. The reader is referred to appendix A for
further conventions regarding spinors and the restriction of the above action to the
N = 4 SYM case.
Next we impose the gauge fixing conditions (1.2.1) and (1.2.2). The Fadeev-Popov
determinant conjugate to (1.2.1) leads to the addition of the ghost action,
SFP = −
∫ β
0
dt
∫
d3xtr(c†∂iDic). (2.1.3)
The resulting gauge fixed action can be found in appendix B.1. Next we expand all
the fields in Kaluza-Klein modes on the sphere8,
A0(t,Ω) =
∑
α
aα(t)Sα(Ω), c(t,Ω) =
∑
α
cα(t)Sα(Ω), ~A(t,Ω) =
∑
α
Aα(t)~Vα(Ω),
ΨI(t,Ω) =
∑
α
ψαI (t)Yα(Ω), Φa(t,Ω) =
∑
α
φαa (t)Sα(Ω), (2.1.4)
7The scalar kinetic term is conformal in 4 dimensions if we add 112Rφ2 to the action. We work
in units for which RS3 = 1 so the Ricci scalar turns out to be R = 6.
8Note that in principle we could have expended the vector field also in ~∂Sα(Ω), but the Coulomb
gauge excludes such terms.
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where Sα(Ω), ~Vα(Ω) and Yα(Ω) are scalar, vector and Weyl spinor spherical harmon-
ics. The Greek letter indices collect within them all the relevant angular momenta
quantum numbers associated with those functions and summation over all of them
is implied. To write the interaction terms we also need to compute various integrals
involving three such spherical functions 9,
Bαβγ =
∫
S3
SαSβSγ , Cαβγ =
∫
S3
Sα~Vβ · ~∇Sγ , Dαβγ =
∫
S3
~Vα · ~VβSγ,
Eαβγ =
∫
S3
~Vα · (~Vβ × ~Vγ) , Fαβγ =
∫
S3
Yα†YβSγ , Gαβγ =
∫
S3
Yα†σµYβ~Vγµ ,
Hαβγ =
∫
S3
YαεYβSγ , Jαβγ =
∫
S3
Yα†εYβ†Sγ , Kαβγδ =
∫
S3
SαSβSγSδ.
(2.1.5)
Properties of S3 spherical harmonics, and the solutions of the above integrals can
be found in appendix C.
The action in terms of the above expansions and integrals is written in (B.1.4)-
(B.1.6). Since the fields aα and cα appear in the action only quadratically, it is
convenient to integrate them out first. This was done in the appendix B.2 and the
resulting action after integrating out is,
S2 =
∫ β
0
dttr
{
1
2
Aα¯(−D2t + (jα + 1)2)Aα +
1
2
φα¯a (−D2t + (jα + 1)2)φαa+
+iψ†αI(Dt + α(jα +
1
2
))ψαI
}
, (2.1.6)
S3 = ig
∫ β
0
dttr
{
α(jα + 1)E
αβγAαAβAγ − Cαβγ[Aβ, φαa ]φγa − iGαβγψ†αI [Aγ, ψβI ]−
− i
2
F α¯βγψαI (ρ
a†)IJ [φγa, ψ
β
J ] +
i
2
Fαβ¯γψ†IαρaIJ [φ
γ
a, ψ
†Jβ]
}
, (2.1.7)
S4 = −1
2
g2
∫ β
0
dttr
{
DαγλBλ¯βδ[Aα, φβa ][A
γ, φδa] +
1
2
Bαβλ¯BλγδQabcdφαaφ
β
bφ
γ
cφ
δ
d−
− D
αβλDγδλ¯
jλ(jλ + 2)
[Aα, DtA
β][Aγ, DtA
δ]− B
αβλBγδλ¯
jλ(jλ + 2)
[φαa , Dtφ
β
a ][φ
γ
b , Dtφ
δ
b]+
+
FαβλF γδλ¯
jλ(jλ + 2)
{ψβI , ψ†αI}{ψδJ , ψ†γJ}
}
, (2.1.8)
where Dt ≡ ∂t − i[α, ∗]. The other effective vertices which arise from integrating out
aα and cα do not contribute to our computation as explained in appendix B.2.
9The integrals Hαβγ , Jαβγ and Kαβγδ needed for the Yukawa and 4-scalar interactions are
redundant and can be expressed by other integrals: Hαβγ = F α¯βγ , Jαβγ = −F α¯βγ , and Kαβγδ =
Bλ¯αβBλγδ.
9
2.2 Propagators
The propagators of the theory can be computed from (2.1.6)10,
〈Aαij(t′)Aβkl(t)〉 = ∆il,kjα (t′ − t)δαβ¯, (2.2.1)
〈(φαa (t′))ij(φβb (t))kl〉 = ∆il,kjα (t′ − t)δαβ¯δab, (2.2.2)
〈(ψαI (t′))ij(ψβJ (t))†kl〉 = Θil,kjα (t′ − t)δαβδIJ . (2.2.3)
We also used the following correlators,
〈DtAαij(t′)Aβkl(t)〉 = −〈Aαij(t′)DtAβkl(t)〉 = Dt∆il,kjα (t′ − t)δαβ¯,
〈DtAαij(t′)DtAβkl(t)〉 = δ(t′ − t)δαβ¯δilδkj − (jα + 1)2∆il,kjα (t′ − t)δαβ¯,
〈Dtφaαij (t′)φbβkl (t))〉 = −〈φaαij (t′)Dtφbβkl (t))〉 = Dt∆il,kjα (t′ − t)δαβ¯δab,
〈Dtφaαij (t′)Dtφbβkl (t)〉 = δ(t′ − t)δαβ¯δilδkjδab−
− (jα + 1)2∆il,kjα (t′ − t)δαβ¯δab.
(2.2.4)
The bosonic propagator ∆(t) is a periodic function with period β. For 0 ≤ t ≤ β
it is defined as,
∆il,kjλ (t) ≡
(
eiα¯t
2(jλ+1)
(
e−(jλ+1)t
1−eiβα¯e−β(jλ+1) − e
(jλ+1)t
1−eiβα¯eβ(jλ+1)
))il,kj
, (2.2.5)
where α¯ ≡ α⊗1−1⊗α and a term in the expansion in powers of eiβα¯ = eiβα⊗ e−iβα
is understood to carry indices by putting them directly on the tensor product ((A⊗
B)il,kj ≡ AilBkj).
The fermionic propagator Θ(t) is anti-periodic with (anti)period β. We can define
it over t ∈ (−β, β] (and continue periodically) ,
Θλ(t) = e
iα¯t ×

−ie−λ(jλ+ 12 )t
1+eiβα¯e−βλ(jλ+
1
2 )
t ∈ (0, β]
ie−λ(jλ+
1
2 )t
1+e−iβα¯eβλ(jλ+
1
2 )
t ∈ (−β, 0]
(2.2.6)
where indices should be put on it by the same prescription as in the bosonic case.
Note that the fermionic propagator, and the derivative of the bosonic propagator,
are ambiguous at t = 0. We found that this ambiguity only leads to an overall
normalization of the partition function, which we fix by hand anyway11.
2.3 Counterterms action
As usual in perturbation theory, our 2-loop computation contains divergences. We
use the regularization scheme of [8], which involves cutoff regulators which break
gauge invariance. This scheme involves multiplying each vector, scalar and fermion
10We use i, j, k, . . ., as fundamental representation indices.
11Say to Z(T = 0) = 1.
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line which carries momentum ~p, with smooth regulating functions Rg,s,f
(
|~p|
M
)
12. In
the argument of the regulators, M denotes the cutoff regularization scale. We de-
mand that all the regulators have Heaviside-like properties: R(0) = 1, R′(0) = 0,
R(k →∞) = 0, but other than that they are arbitrary.
These regulators preserve rotational symmetry on S3, but break Lorentz and gauge
invariance. It was shown by ’t Hooft [12], that gauge invariance can be restored by
adding the appropriate set of renormalizable local counterterms which may break
Lorentz and gauge symmetries, while preserving rotational symmetry. To first order
in λ = g2N , adding the following counterterms is necessary13,
Sct = λ
∫ β
0
dt
∫
S3
trSU(N)
{
Ai(Z0g − Z1g∂2 − Z2gD2t )Ai+
+ Φa(Zab0s − Zab1s∂2 − Zab2sD2t )Φb+
+ iΨ†I(ZIJ1f σ
i∂i + Z
IJ
2fDt)ΨJ
}
= (2.3.1)
= λ
∫ β
0
dttrSU(N)
{
Aα¯(Z0g + Z1g(jα + 1)− Z2gD2t )Aα+
+ φα¯a (Z
ab
0s + Z
ab
1sjα(jα + 2)− Zab2sD2t )φαb +
+ iψ†αI(ZIJ1f α(jα +
1
2
) + ZIJ2fDt)ψ
α
J
}
.
The notation in (2.3.1) suggests that we take the trace only over the SU(N)
part of the fields, (e.g. A
SU(N)
i = Ai − 1N tr(Ai)). Since we assume only commutator
interactions, the U(1) part of the theory is free and only the SU(N) part of the fields
contributes to the counterterms.
For the gauge boson and fermions, imposing gauge invariance is sufficient in order
for the theory to remain conformally invariant at order λ. However, for the scalar
fields this is not so since their mass terms are gauge invariant and contribute to the
partition function at order λ. As noted in the introduction we want our theories
to remain conformally invariant to leading order in λ. Therefore, we need some
renormalization condition that keeps the scalars “massless” on S3. In practice, we
set the counterterms Zab0s by requiring that the state-operator mapping works (which
is why we wanted our theories to be conformally invariant in the first place). It
turns out that the knowledge of the sum of the anomalous dimensions of dimension
2 operators in flat space, is sufficient to determine Zab0s completely.
12On S3 we used the prescription which attaches Rg,s
(
j+1
M
)
for vectors and scalars, or Rf
(
j+ 12
M
)
for fermions with total angular momentum j.
13Note that we did not write a Z0 term to the fermions even though it is allowed. It turned out
that this term does not contribute in our computation.
11
3 Regularization and counterterms
In this section we present the computation of the various counterterms in (2.3.1).
The counterterms Z1 and Z2 of all fields can be computed in flat space, since from
dimensional analysis they cannot depend on RS3 . The Z0 counterterms on the other
hand, can depend on the global properties of S3. For instance the scalar terms may
include a dependence on the Ricci scalar, Zab0 φaφb ⊃ Z ′0Rφaφb, and vector terms may
also depend on the Ricci tensor.
Following [9] we determine the counterterms by computing 1-loop diagrams in the
cutoff scheme and demanding that the result match dimensional regularization with
some convenient subtraction scheme. This guarantees once and for all that the results
of the 2-loop calculation are gauge invariant.
3.1 Flat space counterterms
For the dimensionally regularized theory we work in 3 + d spatial dimensions, and
extend the coulomb gauge condition to include the d extra components of the gauge
field. The flat Euclidean action is then,
S2 =
∫
dd+4xtr
{1
2
A˙iA˙i +
1
2
∂jAi∂jAi +
1
2
∂iA0∂iA0 + ∂ic
†∂ic+
+
1
2
∂µφa∂µφa + iψ
†Iσµ∂µψI
}
, (3.1.1)
S3 = g
∫
dd+4xtr
{
iA˙i[Ai, A0]− i∂iA0[Ai, A0]− i∂iAj[Ai, Aj]−
− i∂ic†[Ai, c] + ψ†Iσ0[A0, ψI ] + ψ†Iσi[Ai, ψI ]− iφ˙a[A0, φa]−
− i∂iφa[Ai, φa] + 1
2
ψIε(ρ
a†)IJ [φa, ψJ ] +
1
2
ψ†IερaIJ [φa, ψ
†J ]
}
, (3.1.2)
S4 = −1
2
g2
∫
dd+4xtr
{
[A0, Ai]
2 +
1
2
[Ai, Aj]
2 + [A0, φa]
2+
+ [Ai, φa]
2 +
1
2
Qabcdφaφbφcφd
}
. (3.1.3)
We define the spinor matrices to satisfy σµσ¯ν + σν σ¯µ = 2δµν1, with
µ, ν = 0, . . . , d+3. We also use the conventions tr(1) = 2, and σ0 = σ¯0 = 1, which
are consistent with the d→ 0 limit. The propagators of the fields are,
12
〈Ai(ν, k)Aj(−ν,−k)〉 ≡ ∆ij(ν, k) = k
2δij − kikj
k2(ν2 + k2)
, (3.1.4)
〈A0(ν, k)A0(−ν,−k)〉 = 1
k2
, (3.1.5)
〈c(ν, k)c†(ν, k)〉 = 1
k2
, (3.1.6)
〈φa(ν, k)φb(−ν,−k)〉 = 1
ν2 + k2
δab, (3.1.7)
〈ψI(ν, k)ψ†J(ν, k)〉 = ν + kiσ¯
i
ν2 + k2
, . (3.1.8)
In order to compute Z1, Z2, we’ll compute the 1PI self-energies of the various
fields. The self energy diagrams that contribute are depicted in figure 1. No quartic
vertex contributes to these counterterms since such diagrams don’t depend on external
momenta. Also for the gluon self energy the A0 loop cancels with the ghost loop, so
we don’t have to compute diagrams SE1e and SE1f.
Diagrams SE1a and SE1b were evaluated in [9]. The expressions for the other
diagrams are (omitting λ and group indices throughout.),
Vector self-energy: −1
2
〈Ai(ω, p)Aj(−ω,−p)〉1PI.
SE1c = Ns
∫
dνd3+dk
(2pi)4+d
kipj − 2kikj
(ν2 + k2)((ω − ν)2 + (p− k)2) , (3.1.9)
SE1d = 2Nf
∫
dνd3+dk
(2pi)4+d
[ν(ω − ν) + k · (p− k)]δij + 2ki(k − p)j
(ν2 + k2)((ω − ν)2 + (p− k)2) . (3.1.10)
Scalar self-energy: −1
2
〈φa(ω, p)φb(−ω,−p)〉1PI.
SE2a = −δab
∫
dνd3+dk
(2pi)4+d
(2p− k) ·∆ · (2p− k)
(ω − ν)2 + (p− k)2 , (3.1.11)
SE2b = −δab
∫
dνd3+dk
(2pi)4+d
(2ω − ν)2
k2((ω − ν)2 + (p− k)2) , (3.1.12)
SE2c = tr(ρa†ρb + ρb†ρa)
∫
dνd3+dk
(2pi)4+d
ν(ω − ν) + k · (p− k)
(ν2 + k2)((ω − ν)2 + (p− k)2) . (3.1.13)
Fermion self-energy: 〈ψI(ω, p)ψ†J(ω, p)〉1PI.
SE3a = 2δJI
∫
dνd3+dk
(2pi)4+d
2[(p− k) ·∆]iσi −∆jj[ω − ν + (p− k)iσi]
(ω − ν)2 + (p− k)2 , (3.1.14)
SE3b = 2δJI
∫
dνd3+dk
(2pi)4+d
ω − ν − (p− k)iσi
k2((ω − ν)2 + (p− k)2) , (3.1.15)
SE3c = −2(ρaρa†)JI
∫
dνd3+dk
(2pi)4+d
ω − ν + (p− k)iσi
(ν2 + k2)((ω − ν)2 + (p− k)2) . (3.1.16)
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Figure 1: Self energy diagrams contributing to Z1 and Z2. Dashed (dotted) lines
stand for the scalar (A0) field, wiggly line for gluon and solid for the fermion. The
dashed arrowed line stands for the ghost.
For the Z1, Z2 counterterms we need to extract the coefficients of p
2, ω2 in the
vector and scalar fields self-energies, while for the fermions those would be the coeffi-
cients of ω, piσ
i. In order to obtain the cutoff scheme integrals we can just set d→ 0
and multiply the propagators by the relevant regulator functions. We will start with
the dimensional regularization expressions.
3.1.1 Dimensional regularization in flat space
The coefficients of external momenta can all be expressed by the following integral,
14
Im,n(a) ≡
∫
dνd3+dk
(2pi)4+d
ν2mk2n−2m−2
(k2 + a2)(ν2 + k2)n
=
=
1
4pi3
Γ(n−m− 1
2
)Γ(m+ 1
2
)
Γ(n)
(
ln
(µ
a
)
+
[
1

+
1
2
ln(pi)− γ
2
+ 1
])
.
(3.1.17)
Here, µ is the regularization scale and  = −d. The subtraction scheme we use
is to set the square brackets term in I(a) to zero. The relevant coefficients of p, ω in
terms of Im,n’s , for vector, scalar and fermion self energy diagrams, can be found in
appendix D.1.1.
Note that Im,n(0) contains IR divergences, which of course do not exist on S
3. To
deal with this we can write I(0) = I(a) + [I(0) − I(a)]. Since the term in square
brackets contains no UV divergences it must match between the two schemes. So
we are allowed to use only the IR regulated term I(a) in order to compare between
the two regularization schemes. The full expressions for the IR regulated terms after
applying the subtraction are,
−1
2
〈Ai(0, p)Aj(0,−p)〉1PIp2δij = p2δij
{[
− 1
8pi2
+
1
48pi2
(4Nf +Ns)
]
ln
(µ
a
)
+
+
29
240pi2
− 1
720pi2
(Ns + 28Nf )
}
, (3.1.18)
−1
2
〈Ai(ω, 0)Aj(−ω, 0)〉1PIω2δij = ω2δij
{[
− 1
8pi2
+
1
48pi2
(Ns + 4Nf )
]
ln
(µ
a
)
+
+
1
48pi2
+
1
144pi2
(Ns − 2Nf )
}
, (3.1.19)
−1
2
〈φa(0, p)φb(0,−p)〉1PIp2 = p2
{[
− 1
4pi2
δab +
1
16pi2
tr
(
ρa†ρb + ρb†ρa
)]
ln
(µ
a
)
+
+
1
6pi2
δab − 1
48pi2
tr
(
ρa†ρb + ρb†ρa
)}
, (3.1.20)
−1
2
〈φa(ω, 0)φb(−ω, 0)〉1PIω2 = −ω2
[
1
4pi2
δab − 1
16pi2
tr
(
ρa†ρb + ρb†ρa
)]
ln
(µ
a
)
,
(3.1.21)
〈ψI(0, p)ψ†J(0, p)〉1PIpiσi = piσi
{[
− 1
4pi2
δ JI −
1
8pi2
(
ρaρa†
) J
I
]
ln
(µ
a
)
+
+
5
24pi2
δ JI +
1
24pi2
(
ρaρa†
) J
I
}
, (3.1.22)
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〈ψI(ω, 0)ψ†J(ω, 0)〉1PIω = ω
{[
− 1
4pi2
δ JI −
1
8pi2
(
ρaρa†
) J
I
]
ln
(µ
a
)
+
+
1
8pi2
δ JI
}
. (3.1.23)
3.1.2 Cutoff regularization in flat space
We take d → 0 in the dimensional regularization expressions (3.1.9)-(3.1.16), and
multiply each diagram by the appropriate regulator functions as described in sec-
tion 2.3. We now repeat the p and ω expansions, including the regulator function
expansion when necessary,
R
( |p− k|
M
)
= R
(
k
M
)
− R
′ ( k
M
)
(p · k)
Mk
+
+
R′′
(
k
M
)
(p · k)2
2M2k2
− R
′ ( k
M
)
(p · k)2
2Mk3
+
R′
(
k
M
)
p2
2Mk
+ · · · . (3.1.24)
After picking up only the relevant coefficients of the external momenta, the in-
tegration over ν is always easy to perform. We then write our results in terms of
regulator dependent integrals defined in (D.1.21)-(D.1.23).
We also include the counterterm diagrams arising from (2.3.1), which contribute
to the self energies, in the total result (figure 2).
Figure 2: Counterterm contribution to 1-loop self energy diagrams.
−1
2
〈Ai(0, p)Aj(0,−p)〉1PIp2δij = p2δij
[
Z1g +
Ns + 8Nf − 6
240pi2
+
Ns + 4Nf − 6
48pi2
ln
(
M
a
)
+
+
1
40pi2
ln
(A4100
A9200
)
+
Ns
48pi2
ln (A020) + Nf
12pi2
ln (A002)−
(3.1.25)
− 1
15
Fg2 −
Ns
30
F s2 −
4Nf
15
Ff2
]
−1
2
〈Ai(ω, 0)Aj(−ω, 0)〉1PIω2δij = ω2δij
[
Z2g +
Ns + 4Nf − 6
48pi2
ln
(
M
a
)
+
1
24pi2
ln
(A200
A4100
)
+
+
Ns
48pi2
ln (A020) + Nf
12pi2
ln (A002)
]
. (3.1.26)
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−1
2
〈φa(0, p)φb(0,−p)〉1PIp2 = p2
{
Z1s − δab
[
1
4pi2
ln
(
M
a
)
− 1
12pi2
ln
(A010
A4110
)]
+
+tr
(
ρa†ρb + ρb†ρa
) [ 1
16pi2
ln
(A002M
a
)
+
1
48pi2
− F
f
2
6
]}
.
(3.1.27)
−1
2
〈φa(ω, 0)φb(−ω, 0)〉1PIω2 = ω2
[
Zab2s −
1
4pi2
δab ln
(A010M
a
)
+
+
1
16pi2
tr
(
ρa†ρb + ρb†ρa
)
ln
(A002M
a
)]
. (3.1.28)
〈ψI(0, p)ψ†J(0, p)〉1PIpiσi = piσi
{
−ZIJ1f + δ JI
[
− 1
4pi2
ln
(
M
a
)
+
1
12pi2
ln
(A101
A4001
)
− 1
3pi
Bg1 +
1
6pi2
]
−
−(ρaρa†) JI
[
1
8pi2
ln
(A011M
a
)
+
1
6pi
Bs1
]}
(3.1.29)
〈ψI(ω, 0)ψ†J(ω, 0)〉1PIω = ω
[
−ZIJ2f −
1
4pi2
δ JI ln
(A101M
a
)
− 1
8pi2
(ρaρa†) JI ln
(A011M
a
)]
.
(3.1.30)
3.1.3 Flat space counterterms summary
We solve for the Z’s by equating the expressions in (3.1.18)-(3.1.23) with the ones in
(3.1.25)-(3.1.30). This determines the flat space counterterms,
Z1g =
6−Ns − 4Nf
48pi2
ln
(
M
µ
)
+
105− 4Ns − 52Nf
720pi2
+
1
15
Fg2 +
Ns
30
F s2 +
4Nf
15
Ff2−
− 1
40pi2
ln
(A4100
A9200
)
− Ns
48pi2
ln (A020)− Nf
12pi2
ln (A002) , (3.1.31)
Z2g =
6−Ns − 4Nf
48pi2
ln
(
M
µ
)
+
3 +Ns − 2Nf
144pi2
− 1
24pi2
ln
(A200
A4100
)
−
− Ns
48pi2
ln (A020)− Nf
12pi2
ln (A002) , (3.1.32)
Zab1s =
[
1
4pi2
δab − 1
16pi2
tr
(
ρa†ρb + ρb†ρa
)]
ln
(
M
µ
)
+
1
6pi2
δab − 1
24pi2
tr
(
ρa†ρb + ρb†ρa
)−
− 1
16pi2
tr
(
ρa†ρb + ρb†ρa
)
ln (A002)− 1
12pi2
ln
(A010
A4110
)
+
1
6
tr
(
ρa†ρb + ρb†ρa
)Ff2 ,
(3.1.33)
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Zab2s =
[
1
4pi2
δab − 1
16pi2
tr
(
ρa†ρb + ρb†ρa
)]
ln
(
M
µ
)
+
1
4pi2
δab ln (A010)−
− 1
16pi2
tr
(
ρa†ρb + ρb†ρa
)
ln (A002) , (3.1.34)
−ZIJ1f =
[
1
4pi2
δ JI +
1
8pi2
(ρaρa†) JI
]
ln
(
M
µ
)
+
1
24pi2
δ JI +
1
24pi2
(ρaρa†) JI +
1
3pi
δ JI Bg1+
+
1
6pi
(ρaρa†) JI Bs1 −
1
12pi2
ln
(A101
A4001
)
+
1
8pi2
(ρaρa†) JI ln (A011) , (3.1.35)
−ZIJ2f =
[
1
4pi2
δ JI +
1
8pi2
(ρaρa†) JI
]
ln
(
M
µ
)
+
1
8pi2
δ JI +
1
4pi2
δ JI ln (A101) +
+
1
8pi2
(ρaρa†) JI ln (A011) . (3.1.36)
3.2 Curved space counterterms
In this section we’ll compute the Z0 counterterms in (2.3.1). As described in the
beginning of this section the Z0 counterterms may depend on the global properties
of S3, so it is necessary to perform a computation on S3 to determine them. For the
gauge field counterterm Z0g we apply our gauge invariant renormalization scheme, i.e.,
we compute a set of correlation functions on S3 using both dimensional regularization
and cutoff scheme, and then match the results. We do that by computing the 1-loop
1PI self-energies of the lowest total angular momentum mode of the gauge field.
For the scalar field, using this scheme to determine the counterterm Zab0s leads to
the breaking of conformal invariance at order λ. We will determine Zab0s by demanding
that our final result is conformally invariant in section 4.3. In this section we will
only compute the structure of divergences subtracted by Zab0s , by computing the 1-loop
self-energies of the lowest total angular momentum mode of the scalar fields in the
cutoff scheme.
Throughout this subsection we work in units where µ = RS3 = 1, so the reader
should not be alarmed when seeing functions which depend on dimensionful quanti-
ties. These always consistently vanish between the diagrams. As before we start with
dimensional regularization before moving on to the cutoff regularization method.
3.2.1 Dimensional regularization on S3
To apply dimensional regularization on curved space we let our theory live on S3 ×
Rd+1 with d = −. We extend the Coulomb gauge condition to involve all components
of the gauge field other than A0,
14
∂iAi + ∂aAa = 0. (3.2.1)
14In this section Aa will denote the Rd components of the gauge field, A0 and Ai mean the same
as before. The scalars internal indices will be denoted by a¯, b¯...
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Now Ai has a different mode expansion than before since its divergence doesn’t
vanish anymore. The expansions of Ai and Aa are,
Aa =
∑
α,jα≥0
AαaSα, (3.2.2)
Ai =
∑
α,jα>0
(
AαVαi +
1
jα(jα + 2)
∂aAαa∂iSα
)
. (3.2.3)
The quadratic part of the action for the gauge field and scalars are then
Sg2 + S
s
2 =
∫
dtddxtr
(
1
2
Aα¯(−∂2t − ∂2a + (jα + 1))Aα +
1
2
aα¯(−∂2a + jα(jα + 2))aα+
+
1
2
Aα¯a (−∂at − ∂2c + jα(jα + 2))(δab −
∂a∂b
jα(jα + 2)
)Aαb + (3.2.4)
+
1
2
φα¯a¯ (−∂2t − ∂2a + (jα + 1))φαa¯
)
.
The additional interaction vertices are spelled out in appendix D.2.1.
For the spinor part a convenient basis for the Dirac matrices of SO(d+ 4) is15,
Γ¯i = τ i ⊗ Γ, Γ¯a = 1⊗ Γa, (3.2.5)
where {Γ,Γa} = 0 and {Γa,Γb} = 2δab1.16 The Γa and Γ can be taken to be in the
Dirac representation of SO(d+ 2).
The only terms we will need in the Dirac Lagrangian on Rd+1 are then (vielbein
and spin connection should be understood.),
LRd+1 =
∫
S3
tr
{
iλ¯
(
Γ¯i∂i + Γ¯a∂a
)
λ+ gλ¯Γ¯i [Ai, λ]
}
=
=
∫
S3
tr
{
iλ†
(
τ i ⊗ Γ0Γ∂i + 1⊗ Γ0Γa∂a
)
λ+ gλ†τ i ⊗ Γ0Γ [Ai, λ]
}
=
= tr
{
ψ¯α (iΓa∂a + α(jα + 1)Γ)ψ
α − igGαβγψ¯αΓ [Aγ, ψβ]} , (3.2.6)
where in the last line we expanded λ in S3 spinor spherical harmonics ,
λ = Yα(Ω)⊗ ψα(~y). (3.2.7)
From the quadratic parts we extract the propagators,
15Here a = 0, . . . , d label Rd+1 components. Hopefully there would be no confusion with the
decomposition of the gauge field in which a labeled d directions in Rd+1, since the other component
(0) does not participate in the coulomb gauge condition.
16We used tr(1) = 1 for the unit matrix in Γa space. This is consistent with the d→ 0 limit, since
the action should then reduce to the 1d action we had after the mode expansions on S3.
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〈aα(ν, k)aβ(−ν,−k)〉 ≡ δαβ¯∆¯α(k) = δ
αβ¯
k2 + jα(jα + 2)
, (3.2.8)
〈Aα(ν, k)Aβ(−ν,−k)〉 ≡ δαβ¯∆α(ν, k) = δ
αβ¯
ν2 + k2 + (jα + 1)
, (3.2.9)
〈Aαa (ν, k)Aβb (−ν,−k)〉 ≡ δαβ¯∆ˆαab(ν, k) =
=
δαβ¯
ν2 + k2 + jα(jα + 2)
(δab − kakb
k2 + jα(jα + 2)
), (3.2.10)
〈φαa¯ (ν, k)φβb¯ (−ν,−k)〉 ≡ δαβ¯δa¯b¯∆α(ν, k) =
δαβ¯δa¯b¯
ν2 + k2 + (jα + 1)
, (3.2.11)
〈ψαI (ν, k)ψ†βJ(ν, k)〉 ≡ δαβδ JI Θα(ν, k) =
δαβδ JI
kaΓa + Γλα
. (3.2.12)
Now, besides the diagrams in figure 1 we have additional diagrams which are
shown in Figure 3.
Figure 3: Additional self energy diagrams when using dimensional regularization on
S3. Dashed (dotted) lines stand for the scalar (a) field, wiggly (wavy) line for A (A)
and solid for the fermion.
We compute the gauge field 1PI self-energy 〈Aα(0)Aβ(0)〉, with external momenta
in the Rd+1 directions all set to zero.
The expressions for diagrams which were not already evaluated in [9] are,
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SE1c = 4NsC
γαδC γ¯βδ¯
∫
dνddk
(2pi)d+1
∆γ(ν, k)∆δ(ν, k), (3.2.13)
SE1d = −2NfGγδαGδγβ
∫
dνddk
(2pi)d+1
tr
(
Θγ(ν, k)Θδ(ν, k)
)
, (3.2.14)
SE1k = −2NsDαβγBγ¯δ¯δ
∫
dνddk
(2pi)d+1
∆δ(ν, k), (3.2.15)
To evaluate these diagrams we set the quantum numbers of the external lines to
β = α¯ and the total angular momenta on the external lines to jα = jβ = 1. We can
then sum over all quantum numbers (using appendix C.3) which do not involve the
propagators. This usually leaves us with simpler integrals due to the selection rules
imposed by the 3-j symbols. After solving the integrals the summation over the rest
of the quantum numbers will be regulated by d.
For example, in SE1c the selection rules constrains the summation to jγ = jδ
and jγ ≥ 1. The angular momentum sum over all quantum numbers but jγ gives:∑
CγαδC γ¯α¯δ¯ = 2R2c(jγ, 1, jγ) =
jγ(jγ+1)2(jγ+2)
pi2
The integral is easily performed and we
get,
4Ns
pi2
Γ(3−d
2
)
(4pi)
1+d
2
∞∑
jγ=1
jγ(jγ + 2)(jγ + 1)
d−1 =
4Ns
pi2
Γ(3−d
2
)
(4pi)
1+d
2
(ζ(−1− d)− ζ(1− d)) =
= −Ns
pi2
([
1

+
1
2
ln(pi)− γ
2
+ 1] + γ +
1
12
) +O().
(3.2.16)
Other diagrams can be evaluated in a similar way. The results diagram by diagram
are given in appendix D.2.1. After employing our subtraction scheme (see below
(3.1.17)), the total result for the 1-loop 1PI self-energy of the gauge field is,
GDR =
6−Ns − 4Nf
pi2
γ +
9 +Ns + 16Nf
6pi2
− 10
pi2
ζ(3). (3.2.17)
3.2.2 Cutoff regularization on S3
For the gauge field we obtain the cutoff regularization expressions by taking the d→ 0
limit in the dimensional regularization expressions, and multiplying with the appro-
priate regulator functions. We also compute the 1PI self-energy diagrams (figures
1 and 3) of the scalar fields, 〈φαa¯ (0)φβb¯ (0)〉 with β = α¯ and jα = jβ = 0. The ex-
pressions for those (using the notation from the last section for the propagators, and
suppressing the regulators) are17,
17Qab(cd) ≡ Qabcd +Qabdc.
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SE2a = 8δabCαγδCβγ¯δ¯
∫
dν
2pi
∆γ(ν, 0)∆δ(ν, 0), (3.2.18)
SE2b = 2δabBαγδBβγ¯δ¯
∫
dν
2pi
ν2∆¯γ(0)∆δ(ν, 0), (3.2.19)
SE2c = −tr (ρa†ρb + ρb†ρa)F γ¯δαF δγ¯β ∫ dν
2pi
tr
(
Θδ(ν, 0)Θγ(−ν, 0)) , (3.2.20)
SE2d =
Q(ab)cc
2
(
Bαβδ¯Bδγγ¯ +Bαγ¯δ¯Bδγβ
)∫ dν
2pi
∆γ(ν, 0), (3.2.21)
SE2e = −2δabBαγδBβγ¯δ¯
∫
dν
2pi
∆¯γ(0), (3.2.22)
SE2f = −2δabBαβδDγγ¯δ¯
∫
dν
2pi
∆γ(ν, 0). (3.2.23)
Note that SE2e has a δ(0) divergence. This term exactly cancels with a similar
term in SE2b. We express the resulting angular momentum summations with the reg-
ulator dependent integrals defined in (D.1.21)-(D.1.23), by using the Euler-Mclaurin
formula18. For instance for SE1c (3.2.16) we have,
SE1c =
Ns
pi2
( ∞∑
a=1
aR2s
( a
M
)
−
∞∑
a=1
1
a
R2s
( a
M
))
=
=
Ns
pi2
[
4pi2C1002 −
1
12
− ln(A100M)− γ +O(M−1)
]
. (3.2.24)
The rest of the expressions are given in appendix D.2.2. We denote the total result
for the self-energies by GCO and SCO for the vector and scalar respectively, including
the counterterm diagram contribution in the total answer (figure 2),
GCO = −12 (Z0g + 4Z1g) + 4M2
(
2C2002 − 6C1002 +Ns
(C0202 − 3C0102 )+ 4NfC0022 )+
+ 8NfFf2 +
1
pi2
[
(6−Ns − 4Nf )(ln(M) + γ) + ln
(
A8200
A2100ANs020A4Nf002
)
)+
+
71 +Ns − 5Nf
6
− 10ζ(3)
]
, (3.2.25)
SCO = −2Zab0s +M2
[
(Q(ab)cc − 2δab)C0102 − 4δabC1002
]
+
δab
2pi2
[
ln
(A2100M
A010
)
+ γ + 2
]
−
− Q
(ab)cc
48pi2
+
tr(ρa†ρb + ρb†ρa)
2pi2
[
4pi2M2C0022 +
5
12
− 1
4
(ln(4A002M) + γ)
]
.
(3.2.26)
18For f (n)(∞) = 0 the formula is ∑∞a=0 f(a) = ∫∞0 f(x)dx + 12f(0) − 112f ′(0) + 1720f (3)(0) + · · · .
We never need more terms in the expansion since each derivative lowers the degree of divergence by
one.
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3.2.3 Curved space counterterms summary
We extract the Z0g counterterm by comparing (3.2.25), with (3.2.17),
Zg0 = M
2
[
2
3
C2002 − 2C1002 +
Ns
3
C0202 −NsC0102
]
+
7
30pi2
ln
(A100
A200
)
− 2
15
(2Fg2 +NsF s2 ) +
+
5
18pi2
+
Ns
45pi2
+Nf
[
4
3
M2C0022 −
1
360pi2
− 2
5
Ff2
]
. (3.2.27)
The divergent piece of Zab0s is determined by (3.2.26). The finite piece on the other
hand is arbitrary if we only demand gauge invariance and we parameterize it as,
Zab0s =
M2
2
[(
Q(ab)cc − 2δab) C0102 − 4δabC1002 ]+ δab4pi2 ln
(A2100M
A010
)
+
+ tr(ρa†ρb + ρb†ρa)
[
M2C0022 −
1
16pi2
ln(A002M)
]
+
+
1
pi2
(C1δ
ab + C2tr(ρ
a†ρb + ρb†ρa) + C3Q(ab)cc). (3.2.28)
The constants C1, C2 and C3 will be determined in section 4.3 by demanding
conformal invariance to order λ.
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4 Perturbative calculation of the effective action
In this section we present the computation of the large N effective action Seff (U)
defined in (1.2.3), to 2-loops in perturbation theory.
4.1 2-loop vacuum diagrams
The 2-loop diagrams which we have to evaluate are depicted in figure 4.
Figure 4: The 2-loop diagrams obtained after integrating c and a. Vertices with a
little circle correspond to terms we got after integrating the linear a vertex.
Diagrams L1, L5a and L5b were already evaluated in [9]. The expressions for the
other diagrams that contribute in the planar limit are,
L2 = −2βg2NsCαβγC α¯β¯γ¯
∫ β
0
dt∆ijβ (t)∆
jk
α (t)∆
ki
γ (t), (4.1.1)
L3 =
1
2
βg2NfG
αβγGβαγ¯
∫ β
0
dt
{
Θijα (−t)Θikβ (t)∆kjγ (t)+
+Θijα (−t)Θkjβ (t)∆ikγ (t)
}
, (4.1.2)
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L4 = −1
2
βg2tr(ρa†ρa)F α¯βγFαβ¯γ¯
∫ β
0
dt
{
Θijα (t)∆
jk
γ (t)Θ
ki
β (t) + Θ
ij
α (t)∆
ki
γ (t)Θ
jk
β (t)
}
,
(4.1.3)
L6a = −1
4
βg2Qaabb
(
Bαα¯γBββ¯γ¯ +BαβγBα¯β¯γ¯
)
∆ijα (0)∆
jk
β (0), (4.1.4)
L6b = βg
2Ns
BαβγBα¯β¯γ¯
jγ(jγ + 2)
(
Dτ∆
ij
α (0)Dτ∆
ik
β (0) + (jβ + 1)
2∆ijα (0)∆
jk
β (0)
)
, (4.1.5)
L7 = βg
2NsD
αα¯γBββ¯γ¯∆ijα (0)∆
jk
β (0), (4.1.6)
L8 = βg
2Nf
FαβγF βαγ¯
2jγ(jγ + 2)
(
Θijα (0)Θ
ik
β (0) + Θ
ij
α (0)Θ
kj
β (0)
)
. (4.1.7)
Each diagram has three index loops, and the short-hand indexing on the propa-
gators indicates how a term in their expansion in powers of eiβα ⊗ e−iβα should be
grouped into traces. The notation ∆ij means that the left side of the tensor product
in the expansion belongs to the index loop i and the right side to the index loop j.
Also, the propagators above should be understood to be multiplied by the appropriate
regulators.
We can sum analytically over all angular momentum quantum numbers, except the
total angular momentum, by using the identities derived in appendix C.3. We then
have to expand the propagators in powers of eiβα ⊗ e−iβα and extract the coefficients
fn(x) and fnm(x) defined in (1.2.5). The results are expressed as sums over the total
angular momentum numbers constrained by some selection rules from the integrals
over 3 spherical harmonics.
In all diagrams we find that we can write fn(x) = f1,+(x
n) + (−1)n+1f1,−(xn).
The expressions for those are long and not very illuminating. They are summarized
in appendix E.
4.2 Counterterm vacuum diagrams
The counterterm diagrams which contribute to our computation are depicted in figure
5. For the gauge field and scalar we find that f ctn (x) = f
ct
1 (x
n) ≡ f ct(xn). After
summation over angular momentum we obtain19
f ctg (x) = 2 (Z0gf(x) + (Z1g − Z2g)g1(x)) , (4.2.1)
f cts (x) = (k(x)Z
aa
0s + g1(x)Z
aa
1s − (g1(x) + k(x))Zaa2s ) , (4.2.2)
where,
k(x) =
x
(1− x)2 , f(x) = k(x) + ln(1− x), g1(x) = 6k(x)
2. (4.2.3)
19In deriving these expressions we have used the equation of motion of the propagator to determine
the coefficient of Z2, e.g. in the bosonic case (−D2t + (j + 1)2)∆(t) = δ(t). In principle we should
have added the δ(0) term but this term cancels with the corresponding diagram which involves the
U(1) part of the fields.
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For the fermion we find f ctn (x) = (−1)n−1f ct1 (xn). After summation over angular
momentum we obtain,
f ctf (x) = 6
x
3
2 (1 + x)
(1− x)4
(
ZII1f − ZII2f
)
. (4.2.4)
Figure 5: Counterterm vacuum diagrams which contribute to the 2-loop computation.
Plugging in the expressions for the counterterm coefficients we have computed
(3.1.31)-(3.1.36), (3.2.27)-(3.2.28) we obtain,
f ctg (x) = f(x)
{
M2
[
4
3
C2002 − 4C1002 +
2
3
NsC0202 − 2NsC0102 +
8
3
NfC0022
]
−
− 1
15
[
8Fg2 + 4F s2 + 12Ff2
]
+
7
15pi2
ln
(A100
A200
)
+
1
pi2
[
5
9
+
2Ns
45
− Nf
180
]}
+
+ g1(x)
{
1
15
[
2Fg2 +NsF s2 + 8NfFf2
]
+
8
15pi2
ln
(A200
A100
)
+
30− 3Ns − 14Nf
120pi2
}
,
(4.2.5)
f cts (x) = k(x)
{
M2
[
QaabbC0102 −Ns
(C0102 + 2C1002 )+ 2tr(ρ†ρ)C0022 ]+ Ns2pi2 ln
(A100
A010
)
+
+
1
pi2
[
NsC1 + 2tr(ρ
a†ρa)C2 + 2QaabbC3)
]}
+
+ g1(x)
{
1
3
tr(ρ†ρ)Ff2 +
Ns
3pi2
ln
(A110
A010
)
+
Ns − tr(ρ†ρ)
24pi2
}
, (4.2.6)
f ctf (x) = −6
x
3
2 (1 + x)
(1− x)4
{
Nf
3pi
Bg1 +
tr(ρ†ρ)
6pi
Bs1 +
Nf
3pi2
ln
(A001
A101
)
+
−2Nf + tr(ρ†ρ)
24pi2
}
.
(4.2.7)
In principle we are done and all we have to do is to plug the expressions for fn
and fnm we found (E.1.1)-(E.1.13), (E.2.3)-(E.2.12) summed with the counterterm
expressions, (4.2.5)-(4.2.7) inside the partition function formula (1.2.9) and perform
the angular momentum summations numerically.
However our regularization involved several subtleties, and it is useful to check
explicitly that all regulator dependence cancels between the counterterm vacuum
diagrams and the 2-loop vacuum diagrams.
In order to see this cancelation we first extract the regulator dependent part
of the 2-loop diagrams by expanding asymptotically in large angular momentum
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as was done in [9]. The expressions we found for the regulator dependent part of
each 2-loop diagram are listed in appendix E.3. One can readily check that indeed
f ctg + f
ct
s +
∑
i f
reg
Li,+
and f ctf +
∑
i f
reg
Li,− are regulator independent. This is a useful
intermediate self consistency check on our computation.
4.3 Numerical evaluation and checks
As explained in the introduction there are two immediate applications to our calcu-
lation. One involves computing the order λ correction to the Hagedorn temperature
(1.2.10) of the theory. The second involves computing the order λ corrections to the
spectrum of the theory on S3, (1.2.11).
Both have already been computed for the N = 4 SYM case in [10] by using
spin-chain methods. Their result for the small temperature expansion is20,
ZSYM(x) = 1 +
(
21 +
3λ ln(x)
2pi2
)
x2 +
(
96 +
24λ ln(x)
pi2
)
x5/2 +
(
376 +
192λ ln(x)
pi2
)
x3+
+
(
1344 +
1032λ ln(x)
pi2
)
x7/2 +
(
4836 +
4440λ ln(x)
pi2
)
x4+
+
(
17472 +
17712λ ln(x)
pi2
)
x9/2 +
(
64608 +
71508λ ln(x)
pi2
)
x5+
+ 432
(
560 +
341λ ln(x)
pi2
)
x11/2 +
(
906741 +
2430477λ ln(x)
2pi2
)
x6 + · · · ,
(4.3.1)
while the correction to the Hagedorn temperature is,
δxH = −xH λ ln(xH)
4pi2
. (4.3.2)
Using our computation method we can perform this expansion and compute the
perturbative correction to the Hagedorn temperature numerically. As a self con-
sistency check we indeed found that the numerics do not depend on the choice of
regulating function.
However before we compare our computation to (4.3.1) and (4.3.2), we must fix
the arbitrary constant piece in (4.2.6). Recall that the source of the constants C1, C2
and C3 in f
ct
s (x) is the mass renormalization of the scalar fields (3.2.28). Since a mass
term for the scalars is gauge invariant, these constants are arbitrary. In particular to
order x2 our computation yields the following partition function,
Z(x) = 1 +
[
Ns(Ns + 1)
2
+
λ ln(x)
48pi2
(
(Ns + 1)
(
Ns(48C1 − 33) + (96C2 + 11)tr(ρa†ρa)+
+ (96C3 + 1)Q
aabb
)
+ 6Qaabb
)]
x2 + · · · . (4.3.3)
20The N = 4 partition function in (4.3.1) is adopted to our conventions. Our coupling constant
is defined to be twice the one in [10].
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If our theory is conformally invariant to order λ, then the coefficient of xn ln(x) in
(4.3.3) is the sum of the anomalous dimensions of operators with classical dimension n
in the flat space theory (see below (1.2.11)). In particular, the operators of dimension
2 are,
Oˆab2 ≡ tr(φaφb). (4.3.4)
We computed the anomalous dimension matrix of those operators in the flat space
theory corresponding to (2.1.1)21,
∑
dim[Oˆ]=2
γOˆ = −
λ
8pi2
[
3Ns(Ns + 1)− (Ns + 1)tr(ρa†ρa)−Qaabb
]
, (4.3.5)
Comparing the coefficient of the x2 ln(x) in (4.3.3) to (4.3.5) we can solve for C1,
C2 and C3,
C1 =
5
16
, C2 = − 5
96
, C3 = − 1
96
. (4.3.6)
We evaluated the angular momentum sums in the 2-loop diagrams numerically up
to order x6 (we could easily have reached higher orders with more computer time but
it was not needed in this work),
21The assumption of having only commutator interactions is implicit in (4.3.5) since only the
combination Qaabb appears in it. Under this assumption the two possible combinations are related
by Qabab = − 12Qaabb.
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f1,+(x) ≡
∑
i
fLi1,+(x) + f
ct
g (x) + f
ct
s (x) =
=
1
pi2
[(
−3
8
Ns +
1
8
tr(ρa†ρa)
)
x +
+
(
1
4
+
1
2
Nf +
1
8
Ns − 1
8
Qabba +
1
2
tr(ρa†ρa)
)
x2+
+
(
4 + 2Nf +
25
8
Ns − 1
2
Qabba +
11
8
tr(ρa†ρa)
)
x3+
+
(
55
4
+ 5Nf +
41
4
Ns − 5
4
Qabba + 3tr(ρa†ρa)
)
x4+
+
(
32 + 10Nf +
185
8
Ns − 5
2
Qabba +
45
8
tr(ρa†ρa)
)
x5+
+
(
245
4
+
35
2
Nf +
347
8
Ns − 35
8
Qabba +
19
2
tr(ρa†ρa)
)
x6 + · · ·
]
, (4.3.7)
f1−(x) ≡
∑
i
fLi1,−(x) + f
ct
f (x) =
=
1
pi2
[
1
4
tr(ρa†ρa)x
3
2 + (3Nf +
5
4
tr(ρa†ρa))x
5
2 +
+ (12Nf +
7
2
tr(ρa†ρa))x
7
2 + (30Nf +
15
2
tr(ρa†ρa))x
9
2 +
+(60Nf +
55
4
tr(ρa†ρa))x
11
2 + · · ·
]
, (4.3.8)
F˜ np2 (x) ≡
∑
i
F˜ np2,Li =
=
Qaabb
8pi2
x2 − tr(ρ
a†ρa)
pi2
x
5
2 +
+
[
4Qaabb−2tr(ρa†ρa)−6Nf−9Ns
]
4pi2
x3− 4tr(ρ
a†ρa)
pi2
x
7
2 +
+
18+23Qaabb−48Ns
8pi2
x4+
3(Nf− 3tr(ρa†ρa))
pi2
x
9
2 +
+
14Qaabb−tr(ρa†ρa)− 9Nf −39Ns
2pi2
x5 − 20tr(ρ
a†ρa)
pi2
x
11
2 +
+
42 + 50Qaabb − 6tr(ρa†ρa)− 18Nf − 117Ns
4pi2
x6 + · · · . (4.3.9)
One can plug those in (1.2.9) and see that for N = 4 (see appendix A) we repro-
duce (4.3.1) and (4.3.2). This is a very non-trivial check of our computation.
It is also important to have a check for the generic theory which is not conformally
invariant, in order to make sure that conformal invariance is preserved to order λ by
our renormalization scheme. To do so we computed the anomalous dimensions of
dimension 5/2 and 3 operators,
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OˆIa5
2
≡ tr(ψIφa), Oˆaµν3 ≡ itr(φaF µν), OˆIαJβ3 ≡ tr(ψIαψJβ )
Oˆabc3 ≡ tr(φaφbφc), Oˆ1ab3 ≡ i∂µtr(φaφb), Oˆ2ab3 ≡ itr(φ[aDµφb]), (4.3.10)
for which we found,
∑
dim[Oˆ]=5/2
γOˆ = −
λ
4pi2
(
6NsNf + tr(ρ
aρa†)(4−Ns − 2Nf )
)
(4.3.11)
∑
dim[Oˆ]=3
γOˆ =
λ
pi2
(
−5Ns − 11
8
N2s −
3
8
N3s −
3
2
Nf +
1
2
NsNf +
1
4
tr(ρa†ρa) +Nstr(ρa†ρa)+
+Nf tr(ρ
a†ρa) +
1
8
N2s tr(ρ
a†ρa) + Qaabb − 1
8
NsQ
aabb
)
, (4.3.12)
in agreement with the results derived from (4.3.7)-(4.3.9). This gives a check that
by applying our renormalization scheme for the scalar field mass terms, the general
theory is indeed conformally invariant to order λ.
In the pure YM and N = 4 SYM theories ∆TH ≡ pi2δTH/TH was found to be
positive and rational. In the more general cases that we considered, we found that this
quantity can be either positive or negative and that it is not necessarily rational. For
example, consider gauge theories withNs+Nf = 10, Q
aabb = Ns(1−Ns) corresponding
to tr([φa, φb]2) self interaction, and tr(ρaρa†) = NsNf Yukawa couplings. Strangely, it
turns out that all these theories have xH(λ = 0) = 7− 4
√
3. The results for ∆TH for
these theories are,
Ns 10 9 8 7 6
Nf 0 1 2 3 4
∆TH −1/8 0.017045 1/8 0.201786 1/4
For pure scalar theories with the same self interactions as above, ∆TH becomes
negative for Ns > 2 but is not necessarily rational. For instance,
Ns 10 11 12 13 14 15 16 17 18 19 20
∆TH − 18 −0.132353 − 536 −0.144737 − 320 −0.154762 − 744 −0.163043 − 16 − 17100 −0.173077
For generic couplings the results are of course irrational, but as we see in the ex-
amples above, rational results are not so difficult to construct. It would be interesting
to understand the reason for ∆TH to be rational.
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5 Conclusions
In this work we have computed the full large N partition function of SU(N) YM
theory on S3 in perturbation theory, to 2-loops order. We included scalar and spinor
fields in the adjoint representation of the gauge group, with arbitrary commutator
interactions. The computation involved expanding those fields in Kaluza-Klein modes
on S3. Then, instead of solving momentum integrals, we had to perform sums over the
angular momentum of those modes and derive various identities in order to perform
these sums. Furthermore, we used a cutoff regularization scheme which is not gauge
invariant. To deal with this we added non-gauge invariant counterterms to the theory
and demanded that their value precisely compensates for the non-gauge invariance
introduced by the regulator.
Furthermore, we demanded that our theory is conformally invariant to order λ,
so that we can relate the perturbative corrections to the energy spectrum on S3×R,
to the sums of anomalous dimensions on R4, by using the state-operator mapping.
Though generically our theories have a non-zero beta function, it contributes to the
partition function only at higher orders. The only obstruction to achieving confor-
mal invariance at order λ is the generation of mass terms for the scalar fields. By
demanding that the state-operator mapping works for dimension 2 operators, we can
fix the mass renormalization of the scalar fields such that the theory is still conformal
at order λ.
Our computation agrees with known results for the 1-loop anomalous dimensions
of N = 4 SYM which were computed in [10]. This is a highly non-trivial check on
our computation which was done by a very different method. Our results can be used
to numerically compute the partition function in the confinement phase of the large
N gauge theories which we considered. Furthermore, the order λ correction to the
Hagedorn temperature can be computed very easily for those theories.
This computation also has a direct application towards determining the order of
the deconfinement phase transition. As shown in [6] this involves a 3-loop compu-
tation, and the 2-loop computation of f11(x). The latter can be computed from our
results for the fLinm(x)’s (E.2.3)-(E.2.12).
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A Additional notations
Having enough indices as it is in our computation, we use matrix notation for spinors.
Our notation for the Weyl spinor matrices is such that,
σµ ≡ (1, iτ i) , σ¯µ ≡ (1,−iτ i), (A.0.13)
where τ i are the usual Pauli matrices. Also we use the charge conjugation matrix in
the Yukawa terms,
ε ≡ iτ 2. (A.0.14)
In order to apply our computation to N = 4 SYM, take Ns = 6 and Nf = 4.
Furthermore, in that case the Yukawa matrices satisfy,
ρa†ρb + ρb†ρa = 2δab14×4, (A.0.15)
while the quartic scalar coupling satisfies,
Qabcd = 2δacδbd − δadδcb − δabδdc. (A.0.16)
B The gauge fixed Yang-Mills action on S3
B.1 The action
Imposing the gauge conditions (1.2.1), (1.2.2) and adding the conformal coupling for
the scalar fields, the Euclidean action on S3 can be written as SE = Sg + Ss + Sf
where,
Sg =
∫ β
0
dt
∫
S3
tr
{
−1
2
Ai(D
2
t + ∂
2
j )A
i − 1
2
A0∂
2A0 − c†∂2c+
+ igDtA
i[Ai, A0]− ig[Ai, A0]∂iA0 − ig∂iAj[Ai, Aj]+ (B.1.1)
+
1
4
g2[Ai, Aj][A
j, Ai]− 1
2
g2[A0, Ai][A
0, Ai]− ig∂ic†[Ai, c]
}
,
where we define Dt ≡ ∂t − [α, ∗]. For the pure conformally coupled scalar (kinetic
plus quartic interaction),
Ss =
∫ β
0
dt
∫
S3
tr
{
−1
2
Φa(D
2
t + ∂
2
i − 1)Φa−
− ig[A0,Φa]DtΦa − ig[Ai,Φa]∂iΦa (B.1.2)
−1
2
g2[Ai,Φa]
2 − 1
2
g2[A0,Φa]
2 − 1
4
g2QabcdΦaΦbΦcΦd
}
,
32
and for the fermions (kinetic plus Yukawa interaction) we write,
Sf =
∫ β
0
dt
∫
S3
tr
{
iΨ†I(Dt + σi∂i)ΨI+
+ gΨ†I [A0,ΨI ] + gΨI†σi[Ai,ΨI ]+ (B.1.3)
+
1
2
gΨTI ε(ρ
a†)IJ [Φa,ΨJ ] +
1
2
gΨ†IερaIJ [Φa, (Ψ
†J)T ]
}
.
In the above the spatial derivative is assumed to be the covariant one on S3
including the appropriate connection terms for vectors and spinors.
Using the properties listed in appendix C we can write the action in terms of the
expansions of the fields in Kaluza-Klein modes (2.1), and in terms of the spherical
harmonics integrals (2.1.5) as SE = S2 + S3 + S4, with
S2 =
∫ β
0
dttr
{
1
2
Aα¯(−D2t + (jα + 1)2)Aα +
1
2
aα¯jα(jα + 2)a
α + c†αjα(jα + 2)cα+
+
1
2
φα¯a (−D2t + (jα + 1)2)φαa + iψ†αI(Dt + α(jα +
1
2
))ψαI
}
. (B.1.4)
S3 = ig
∫ β
0
dttr
{
C α¯βγc†α[Aβ, cγ] + 2CαβγaαAβaγ−
−Dαβγ[Aα, DtAβ]aγ + α(jα + 1)EαβγAαAβAγ −Bαβγ[aα, φβa ]Dtφγa−
− Cαβγ[Aβ, φαa ]φγa − iFαβγψ†αI [aγ, ψβI ]− iGαβγψ†αI [Aγ, ψβI ]−
− i
2
F α¯βγψαI (ρ
a†)IJ [φγa, ψ
β
J ] +
i
2
Fαβ¯γψ†IαρaIJ [φ
γ
a, ψ
†Jβ]
}
. (B.1.5)
S4 = −1
2
g2
∫ β
0
dttr
{(
Dβλ¯αDδλγ +
1
jλ(jλ + 2)
Cαβλ¯Cγδλ
)
[aα, Aβ][aγ, Aδ]+
+
(
Dαγλ¯Dβδλ −Dαδλ¯Dβγλ
)
AαAβAγAδ +Bαβλ¯Bλγδ[aα, φβa ][a
γ, φδa]+
+DαγλBλ¯βδ[Aα, φβa ][A
γ, φδa] +
1
2
Bαβλ¯BλγδQabcdφαaφ
β
bφ
γ
cφ
δ
d
}
. (B.1.6)
B.2 Integrating out a and c
The fields a and c appear only quadratically in the gauge fixed action (B.1.4)-(B.1.6)
and it is convenient to integrate them out first. Their propagators are,
〈cαij(t′)c†βkl (t)〉 =
1
jα(jα + 2)
δ(t′ − t)δαβδilδkj, (B.2.1)
〈aαij(t′)aβkl(t) =
1
jα(jα + 2)
δ(t′ − t)δαβ¯δilδkj. (B.2.2)
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From loops of a’s and c’s we get the effective vertices,
AA2 = Ng
2D
βλ¯αDδλα¯
jα(jα + 2)
∫ β
0
dtδ(0)tr(AβAδ) (B.2.3)
Aφ2 = Ng
2B
αβλ¯Bα¯δλ
jα(jα + 2)
∫ β
0
dtδ(0)tr(φβaφ
δ
a). (B.2.4)
The other diagrams arise from strings of a’s using the linear a vertices in (B.1.5),
BA4 =
g2
2
DαβλDγδλ¯
jλ(jλ + 2)
∫ β
0
dttr
(
[Aα, DτA
β][Aγ, DτA
δ]
)
, (B.2.5)
Bφ4 =
g2
2
BαβλBγδλ¯
jλ(jλ + 2)
∫ β
0
dttr
(
[φαa , Dτφ
β
a ][φ
γ
b , Dτφ
δ
b]
)
, (B.2.6)
Bψ4 = −
g2
2
FαβλF γδλ¯
jλ(jλ + 2)
∫ β
0
dttr
(
{ψβI , ψ†αI}{ψδJ , ψ†γJ}
)
, (B.2.7)
BAφ2,2 = g
2D
αβλBγδλ¯
jλ(jλ + 2)
∫ β
0
dttr
(
[Aα, DτA
β][φγa, Dτφ
δ
a]
)
, (B.2.8)
BAψ2,2 = ig
2D
αβλF γδλ¯
jλ(jλ + 2)
∫ β
0
dttr
(
[Aα, DτA
β]{ψδI , ψ†γI}
)
, (B.2.9)
Bφψ2,2 = ig
2B
αβλF γδλ¯
jλ(jλ + 2)
∫ β
0
dttr
(
[φαa , Dτφ
β
a ]{ψδI , ψ†γI}
)
. (B.2.10)
The δ(0) divergence in (B.2.3) and (B.2.4) is an artifact of the Coulomb gauge
and arises since a and c are not dynamical fields. We see that those vertices cancel by
adding to them the expressions obtained by contracting the two covariant derivatives,
in (B.2.5) and (B.2.6) (see (2.2.4)). Therefore we can forget about δ(0) factors for
diagrams which involve those vertices.
Also the vacuum diagrams which arise from one insertion of any of the vertices
(B.2.8), (B.2.9) or (B.2.10) vanish for kinematical reasons. After the self contractions
the summation over spherical harmonics (see (C.3.4), (C.3.7) ,(C.3.8)) vanishes unless
jλ = 0, which can not be since this is the angular momenta of a
λ, (A0) whose zero
mode has been factored out.
C Properties of S3 spherical harmonics
C.1 S3 spherical harmonics
In this section we list some properties of spherical harmonics that we used. Due to
lack of space this is far from a complete review, and the interested reader is referred to
[8], [13] for scalar and vector spherical harmonics, and to [14],[15] for spinor spherical
harmonics.
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Spherical harmonics sit in representations of the isometry group of S3, which is
SO(4) ' SU(2)× SU(2). The scalar spherical harmonics transform in the (j/2, j/2)
representation, where j ≥ 0 and −j/2 ≤ m,m′ ≤ j/2.
They form a complete orthonormal set of eigenfunctions of the corresponding
laplacian on S3,
∇2Sm,nj = −j(j + 2)Sm,nj , (C.1.1)
and satisfy the conjugation relation,
(Sm,nj )∗ = (−1)m+nS−m,−nj . (C.1.2)
The vector spherical harmonics sit in the ((j + )/2, (j − )/2) representation,
where  = ±1 and j ≥ 1. This set of functions satisfies the eigenvalue equations,
∇2~Vm,nj, = −(j + 1)2~Vm,nj, ,
~∇× ~Vm,nj, = −(j + 1)~Vm,nj, ,
~∇ · ~Vm,nj, = 0,
(C.1.3)
and the conjugation relation,
(~Vm,nj, )∗ = (−1)m+n+1~V−m,−nj, . (C.1.4)
The spinor spherical harmonics are two-component Weyl spinors, and transform
in the representations ( j−(1−)/2
2
, j−(1+)/2
2
) for  = ±1 and j ≥ 1. They can be found
from the scalar functions by tensor multiplying a (j/2, j/2) representation, with a
(1/2, 0), (or (0, 1/2)) basis spinor with the right Clebsch-Gordan coefficients. The
properly normalized result is
Ym,nj,+ = 1√j
(√
j/2 +mSm−1/2,nj−1√
j/2−mSm+1/2,nj−1
)
,
Ym,nj,− = 1√j+1
(
−√j/2−m+ 1/2Sm−1/2,nj√
j/2 +m+ 1/2Sm+1/2,nj
)
.
(C.1.5)
From the properties of the scalar functions one can check that those are normalized
correctly ∫
S3
Ym,n†j, Ym
′,n′
j′,′ = δj,j′δm,m′δn,n′δ,′ , (C.1.6)
and that under conjugation those obey(Ym,nj, )∗ = (−1)m+n−/2ε (Y−m,−nj, ) . (C.1.7)
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The spinor functions satisfy the eigenvalues equation22,
σi∂iYm,nj, = (j +
1
2
)Ym,nj, . (C.1.8)
In the text we collect all the angular momentum indices of a scalar, vector
or spinor spherical harmonic by a single Greek index. A barred Greek index on
a scalar or vector spherical harmonic means the corresponding function is conju-
gated, while by a barred Greek index on a spinor spherical harmonic we mean
Y α¯ ≡ (−1)mα+nα−α/2 (Y−mα,−nαjα,α ).
C.2 Spherical harmonics integrals
While expanding our fields in Kaluza-Klein modes on S3 we defined integrals over
three spherical harmonics (2.1.5). These integrals can be expressed as a reduced
matrix element times the appropriate 3-j symbols,
Bαβγ = RB(jα, jβ, jγ)
(
jα
2
jβ
2
jγ
2
mα mβ mγ
)(
jα
2
jβ
2
jγ
2
nα nβ nγ
)
,
Cαβγ = RC(jα, jβ, jγ)
(
jα
2
jβ+β
2
jγ
2
mα mβ mγ
)(
jα
2
jβ−β
2
jγ
2
nα nβ nγ
)
,
Dαβγ = RDαβ(jα, jβ, jγ)
(
jα+α
2
jβ+β
2
jγ
2
mα mβ mγ
)(
jα−α
2
jβ−β
2
jγ
2
nα nβ nγ
)
, (C.2.1)
Eαβγ = REαβγ (jα, jβ, jγ)
(
jα+α
2
jβ+β
2
jγ+γ
2
mα mβ mγ
)(
jα−α
2
jβ−β
2
jγ−γ
2
nα nβ nγ
)
,
Hαβγ = RHαβ(jα, jβ, jγ)
(
(jα−(1−α)/2)
2
(jβ−(1−β)/2)
2
jγ
2
mα mβ mγ
)(
(jα−(1+α)/2)
2
(jβ−(1+β)/2)
2
jγ
2
nα nβ nγ
)
,
G˜αβγ = RG˜αβγ (jα, jβ, jγ)
(
(jα−(1−α)/2)
2
(jβ−(1−β)/2)
2
jγ+γ
2
mα mβ mγ
)(
(jα−(1+α)/2)
2
(jβ−(1+β)/2)
2
jγ−γ
2
nα nβ nγ
)
.
where,
G˜αβγ =
∫
dΩ(Yα)T εσiYβVγi . (C.2.2)
This can be related to the fermionic integrals listed in (2.1.5), by using the con-
jugation relations of the spinor spherical functions (C.1.7).
We computed the reduced matrix elements which were not already evaluated in
[8] explicitly,
22The inclusion of the appropriate veilbein and spin connection should be understood. Also recall
that in our convention for spinor matrices the σi are anti-hermitian, hence the real eigenvalue in the
above equation.
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RH+(x, y, z) =
(−1)σ+1
pi
[
(z + 1)(σ − z)(σ + 1)
2
] 1
2
,
RH−(x, y, z) =
(−1)σ˜+1
pi
[
(z + 1)(σ˜ − x)(σ˜ − y)
2
] 1
2
,
RG˜0(x, y, z) =
(−1)σ˜+1
pi
[
(σ˜ − x)(σ˜ − y)σ˜(σ˜ + 1)
(z + 1)
] 1
2
, (C.2.3)
RG˜1(x, y, z) =
(−1)σ˜+1
pi
[
(σ˜ − x)(σ˜ − y)(σ˜ − z − 1)(σ˜ − z)
(z + 1)
] 1
2
,
RG˜2(x, y, z) =
(−1)σ
pi
[
(σ − z)(σ + 1)(σ − y)(σ − y + 1)
(z + 1)
] 1
2
,
where σ ≡ (x+ y + z)/2 and σ˜ ≡ (x+ y + z + 1)/2 are integers and,
RH+ ≡ RH++ = RH−−, RH− ≡ RH+− = −RH−+,
RG˜0 ≡ RG˜+++ = RG˜−−−, RG˜1 ≡ RG˜−−+ = −RG˜++−, (C.2.4)
RG˜2 ≡ RG˜+−+ = RG˜−+−, RG˜2(x↔ y) = −RG˜−++ = −RG˜+−−.
C.3 Performing angular momentum sums
We computed various sums over spherical harmonics quantum numbers, which appear
in the expressions for our diagrams. We list those identities which were not already
derived in [9]23,
∑
m′s
GαβγGβαγ¯ = (−1)
α+β
2 RG˜αβγ (jα, jβ, jγ)RG˜βαγ (jβ, jα, jγ), (C.3.1)∑
m′s
F α¯βγFαβ¯γ¯ = (−1)jα+jβ+jγ+
α+β
2 R2Hαβ(jα, jβ, jγ), (C.3.2)
23Translating the notation in [9] to ours: R2 → RC , R3αβ → RDαβ , and R4αβγ → REαβγ .
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∑
m′s
BαβγBα¯β¯γ¯ = R2B(jα, jβ, jγ), (C.3.3)∑
m′s,′s
Dαα¯γBββ¯γ¯ = 2(−1)jα+jβ+1δjγ ,0×
×
√
jα(jα + 2)(jβ + 1)RD+(jα, jα, 0)RB(jβ, jβ, 0), (C.3.4)∑
m′s
FαβγF βαγ¯ = (−1)1+
α+β
2 RHαβ(jα, jβ, jγ)RHβα(jβ, jα, jγ), (C.3.5)∑
m′s
FααγF ββγ¯ = (−1)jα+jβ+jγ+1+
α+β
2 (jα(jα + 1)jβ(jβ + 1))
1
2 δjγ ,0×
×RH+(jα, jα, jγ)RH+(jβ, jβ, jγ), (C.3.6)∑
m′s,α
Dαα¯γF ββγ¯ = 2(−1)jα+jβ+
1+β
2 (jα(jα + 2)jβ(jβ + 1))
1
2 δjγ ,0×
×RD+(jα, jα, jγ)RH+(jβ, jβ, jγ), (C.3.7)∑
m′s
Bαα¯γF ββγ¯ = (−1)jα+jβ+
1+β
2 (jα + 1)(jβ(jβ + 1))
1
2 δjγ ,0×
×RB(jα, jα, jγ)RH+(jβ, jβ, jγ), (C.3.8)∑
m′s,jγ
BαβγBα¯β¯γ¯ =
(jα + 1)
2(jβ + 1)
2
2pi2
. (C.3.9)
D 1-loop self energy diagrams
D.1 Flat space self-energy diagrams
D.1.1 Dimensional regularization
We write the flat space 1PI self-energy diagrams (figure 1) which were computed in
dimensional regularization, in terms of the integrals Im,n ≡ Im,n(0) (3.1.17) ,
Vector p2 expansion: −1
2
〈Ai(0, p)Aj(0,−p)〉1PIp2δij .
SE1a =
−4d2 − 22d− 20
(d+ 3)(d+ 5)
I0,2 +
2d2 + 14d+ 4
(d+ 3)(d+ 5)
I0,3 − 8(2 + d)
(d+ 3)(d+ 5)
I0,4, (D.1.1)
SE1b =
d2 + 3d− 6
(d+ 3)(d+ 5)
I1,1, (D.1.2)
SE1c =
2Ns
d+ 3
[
I0,3 − 4
d+ 5
I0,4
]
, (D.1.3)
SE1d = 2Nf
[
I1,3 − 4
d+ 3
I1,4 + I0,3 − 4
d+ 5
I0,4
]
. (D.1.4)
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Vector ω2 expansion: −1
2
〈Ai(ω, 0)Aj(−ω, 0)〉1PIω2δij
SE1a =
d+ 2
d+ 3
[2I0,3 − 8I1,4] , (D.1.5)
SE1b = −d+ 2
d+ 3
I0,1, (D.1.6)
SE1c =
2Ns
d+ 3
[I0,3 − 4I1,4] , (D.1.7)
SE1d = 2Nf
[
d+ 1
d+ 3
I0,3 + 3I1,3 − 4d+ 1
d+ 3
I1,4 − 4I2,4
]
. (D.1.8)
Scalar p2 expansion: −1
2
〈φa(0, p)φb(0,−p)〉1PIp2 .
SE2a = −δab4(d+ 2)
d+ 3
I0,2, (D.1.9)
SE2b = δab
d− 1
d+ 3
I1,1, (D.1.10)
SE2c = −tr(ρa†ρb + ρb†ρa)
[
−I0,2 + 2
d+ 3
I0,3
]
. (D.1.11)
Scalar ω2 expansion: −1
2
〈φa(ω, 0)φb(−ω, 0)〉1PIω2 .
SE2a = 0, (D.1.12)
SE2b = −δabI0,1, (D.1.13)
SE2c = −tr(ρa†ρb + ρb†ρa) [−I0,2 + 2I1,3] . (D.1.14)
Fermion p expansion: 〈ψI(0, p)ψ†J(0, p)〉1PIpiσi.
SE3a = δ JI
2
d+ 3
[−(d2 + 3d+ 2)I0,2 + 2(d+ 2)I0,3] , (D.1.15)
SE3b = δ JI
[
−2I0,1 + 4
d+ 3
I0,2
]
, (D.1.16)
SE3c = −2(ρaρa†) JI
[
I0,2 − 2
d+ 3
I0,3
]
. (D.1.17)
Fermion ω expansion: 〈ψI(ω, 0)ψ†J(ω, 0)〉1PIω .
SE3a = δ JI 2(d+ 2) [−I0,2 + 2I1,3] , (D.1.18)
SE3b = δ JI [2I0,1 − 4I1,2] = 0, (D.1.19)
SE3c = −2(ρaρa†) JI [I0,2 − 2I1,3] . (D.1.20)
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D.1.2 Cutoff regularization
We used the following definitions of regulator dependent quantities in the main text,
ln
(AnklM
a
)
≡
∫ ∞
0
dq
qRng (q)R
k
s(q)R
l
f (q)
q2 + a
2
M2
, (D.1.21)
Bs,g1 ≡
1
2pi
∫ ∞
0
dqR′f (q)Rs,g(q), (D.1.22)
Fg,s,f2 ≡
1
4pi2
∫ ∞
0
dqqRg,s,f (q)R
′′
g,s,f (q), (D.1.23)
Cnkl2 ≡
1
4pi2
∫ ∞
0
dqqRng (q)R
k
s(q)R
l
f (q). (D.1.24)
The cutoff scheme results for the flat space self energy diagrams in terms of the
regulator dependent functions (D.1.21)-(D.1.24) are,
Vector p2 expansion: −1
2
〈Ai(0, p)Aj(0,−p)〉1PIp2δij .
SE1a = − 1
40pi2
− 9
40pi2
ln
(A200M
a
)
− 1
15
Fg2 , (D.1.25)
SE1b =
1
10pi2
ln
(A100M
a
)
, (D.1.26)
SE1c =
Ns
48pi2
ln
(A020M
a
)
+
Ns
240pi2
− Ns
30
F s2 , (D.1.27)
SE1d =
Nf
12pi2
ln
(A002M
a
)
+
Nf
30pi2
− 4Nf
15
Ff2 . (D.1.28)
Vector ω2 expansion: −1
2
〈Ai(ω, 0)Aj(−ω, 0)〉1PIω2δij
SE1a =
1
24pi2
ln
(A200M
a
)
, (D.1.29)
SE1b = − 1
6pi2
ln
(A100M
a
)
, (D.1.30)
SE1c =
Ns
48pi2
ln
(A020M
a
)
, (D.1.31)
SE1d =
Nf
12pi2
ln
(A002M
a
)
. (D.1.32)
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Scalar p2 expansion: −1
2
〈φa(0, p)φb(0,−p)〉1PIp2 .
SE2a = −δab 1
3pi2
ln
(A110M
a
)
, (D.1.33)
SE2b = δab
1
12pi2
ln
(A010M
a
)
, (D.1.34)
SE2c = −tr (ρa†ρb + ρb†ρa) [− 1
16pi2
ln
(A002M
a
)
− 1
48pi2
+
Ff2
6
]
. (D.1.35)
Scalar ω2 expansion: −1
2
〈φa(ω, 0)φb(−ω, 0)〉1PIω2 .
SE2a = 0, (D.1.36)
SE2b = − 1
4pi2
δab ln
(A010M
a
)
, (D.1.37)
SE2c = +
1
16pi2
tr
(
ρa†ρb + ρb†ρa
)
ln
(A002M
a
)
. (D.1.38)
Fermion p expansion: 〈ψI(0, p)ψ†J(0, p)〉1PIpiσi.
SE3a = δ JI
[
1
12pi2
ln
(A101M
a
)
− 1
3pi
Bg1
]
, (D.1.39)
SE3b = −δ JI
(
1
3pi2
ln
(A001M
a
)
− 1
6pi2
)
, (D.1.40)
SE3c = −(ρaρa†) JI
[
1
8pi2
ln
(A011M
a
)
+
1
6pi
Bs1
]
. (D.1.41)
Fermion ω expansion: 〈ψI(ω, 0)ψ†J(ω, 0)〉1PIω .
SE3a = − 1
4pi2
δ JI ln
(A101M
a
)
, (D.1.42)
SE3b = 0, (D.1.43)
SE3c = − 1
8pi2
(ρaρa†) JI ln
(A011M
a
)
. (D.1.44)
D.2 Curved space self-energy diagrams
D.2.1 Dimensional regularization
When applying dimensional regularization on S3 we get additional vertices included
in the action (B.1.5), (B.1.6), coming from the fact that the gauge field has additional
components. We needed the following additional cubic vertices,
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L′3 = igtr
(
− C
βγα
jα(jα + 2)
[aβ, Aγ]∂t∂aAαa −
Cβαγ
jα(jα + 2)
[aβ∂aAγa]∂tAα +Dαβγ[∂aAβ, Aα]Aγa+
+
(jα + 1)
2 − (jβ + 1)2
jγ(jγ + 2)
DαβγAαAβ∂aAγa + 2CαβγAαaAβAγa+
+
Cαβγ
jα(jα + 2)
[∂bAαb , ∂aAβ]Aγa −
Cγαβ
jβ(jβ + 2)
[Aα, ∂a∂bAβb ]Aγa−
− (jα + 1)
2Cβαγ
jβ(jβ + 2)jγ(jγ + 2)
Aα∂aAβa∂bAγb − jα(jα + 2)Bˆαβγ[φαa¯ , ∂aAβa ]φγa¯−
−Bαβγ[Aβb , φαa¯ ]∂bφγa¯
)
. (D.2.1)
The additional quartic vertices which were necessary for the computation are,
L′4 = −
1
2
g2tr
(
Bαγλ¯Dβδλ[Aαa , Aβ][Aγa, Aδ] + Bˆβδλ¯Dαγλ[Aα, ∂aAβa ][Aγ, ∂bAδb]+
+ CλαγC λ¯δβ[Aα, ∂aAβa ][∂bAγb , Aδ] +
CλαγC λ¯βδ
jγ(jγ + 2)jδ(jδ + 2)
[Aα, Aβ][∂aAγa, ∂bAδb]+
+Bαβλ¯Bγδλ[Aαb , φβa¯ ][Aγb , φδa¯] +Bβδλ¯Bˆαγλ[∂aAαa , φβa¯ ][∂bAγb , φδa¯]
)
. (D.2.2)
Above we used an additional spherical harmonic integral,
Bˆαβγ =
1
jα(jα + 2)jβ(jβ + 2)
∫
S3
~∂Sα · ~∂SβSγ. (D.2.3)
The solutions to the vector self-energy diagrams are,
SE1c = −Ns
pi2
([
1

+
1
2
ln(pi)− γ
2
+ 1] + γ +
1
12
) +O(), (D.2.4)
SE1d = −4Nf
pi2
{[
1

+
1
2
ln(pi)− 1
2
γ + 1
]
+ γ − 2
3
}
+O(), (D.2.5)
SE1k =
Ns
4pi2
+O(). (D.2.6)
The other diagrams in figures 1 and 3 were computed in [9] (see equation (3.59)
in that paper).
D.2.2 Cutoff regularization
These are the expressions for the self-energy diagrams on S3 in the cutoff scheme
diagram by diagram,
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SE1c =
Ns
pi2
[
4pi2M2C0202 −
1
12
− ln (A020M)− γ
]
, (D.2.7)
SE1d =
4Nf
pi2
(
4pi2M2C0022 −
1
12
+ 2pi2Ff2 −
1
8
− ln(A002M)− γ
)
, (D.2.8)
SE1k = −3Ns
pi2
[
4pi2M2C0102 −
1
12
]
, (D.2.9)
SE2a = 0, (D.2.10)
SE2b =
δab
2pi2
[
7
4
− 4pi2M2C0102 +
1
12
− ln (A010M)− γ
]
, (D.2.11)
SE2c =
tr(ρa†ρb + ρb†ρa)
2pi2
[
4pi2M2C0022 +
5
12
− 1
4
(ln(A002M) + γ + 2 ln(2))
]
,
(D.2.12)
SE2d = Q(ab)cc
[
M2C0102 −
1
48pi2
]
, (D.2.13)
SE2f = −δ
ab
pi2
(
4pi2M2C1002 −
1
12
− ln(A100M)− γ
)
. (D.2.14)
The other diagrams in figures 1 and 3 were computed in [9] (see equation (4.14)
in that paper).
E 2-loop vacuum diagrams
E.1 Planar diagrams
By expanding the propagators (2.2.5), (3.1.8) in the diagrams (4.1.1)-(4.1.7), and
using the identities in appendix C.3, we extract the fn(x) terms in the effective action
defined at (1.2.5)24,
fL11,+ =
∞∑
a=1
∞∑
b=1
a+b−1
2∑
c
2
=
|a−b|+1
2
1
2(a+ 1)(b+ 1)(c+ 1)(a+ b+ c+ 3)
[
(a+ b+ c+ 3)2R2E+(a, b, c)+
+(a+ b− c+ 1)2R2E−(a, b, c)+(−a+ b+ c+ 1)2R2E−(b, c, a)+(a− b+ c+ 1)2R2E−(c, a, b)
]×
×
[
(a+ 1)xc+1
−a+ b+ c+ 1 −
(a+ c+ 2)
a− b+ c+ 1Rg
(
a+ 1
M
)
Rg
(
c+ 1
M
)]
xb+1, (E.1.1)
24In this section we use a¯, b¯, . . . = 1, . . . , Ns for the scalars internal indices.
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fL21,+ = −2Ns
∞∑
a,b=1
a+b−1
2∑
c
2
=
|a−b|+1
2
R2C(a, b, c)
(a+ 1)(b+ 1)(c+ 1)(a+ b+ c+ 3)
×
[
2(a+ b+ 2)xc+1
a+ b− c+ 1 Rg
(
b+ 1
M
)
Rs
(
a+ 1
M
)
− 2(a+ 1)x
b+c+2
−a+ b+ c+ 1Rs
(
a+ 1
M
)
+
+
(a+ c+ 2)xb+1
a− b+ c+ 1 Rs
(
a+ 1
M
)
Rs
(
c+ 1
M
)
− (b+ 1)x
a+c+2
a− b+ c+ 1Rg
(
b+ 1
M
)]
, (E.1.2)
fL31,+ = −4Nf
∞∑
a,b=1
a+b−2
2∑
c
2
=
|a−b−1|+1
2
{
R2G2(a, b, c)
(c+ 1)(a+ b+ c+ 2)(a+ b− c)
(
(a+ b+ 1)xc+1−
− (c+ 1)xa+b+1
)
Rf
(
a+ 1
2
M
)
Rf
(
b+ 1
2
M
)
Rg
(
c+ 1
M
)}
, (E.1.3)
fL31,− = 2Nf
∞∑
a,b=1
{( a+b−2
2∑
c
2
=
|a−b−1|+1
2
R2G2(a, b, c)
(c+ 1)(a+ b+ c+ 2)
(
xb+
1
2 + xa+c+
3
2 + xa+
1
2 + xb+c+
3
2
)
−
−
a+b−1
2∑
c
2
=
|a−b|+1
2
R2G0(a, b, c)+R
2
G1(a, b, c)
(c+ 1)(a− b+ c+ 1)
(
xb+
1
2−xa+c+ 32
))
×
×Rf
(
a+ 1
2
M
)
Rf
(
b+ 1
2
M
)
Rg
(
c+ 1
M
)}
, (E.1.4)
fL41,+ = −2tr
(
ρa¯†ρa¯
) ∞∑
a,b=1
a+b−2
2∑
c
2
=
|a−b|
2
{
R2H+(a, b, c)
c+ 1
[
(a+ b+ 1)xc+1−(c+ 1)xa+b+1
(a+ b+ c+ 2)(a+ b− c)
]
×
×Rf
(
a+ 1
2
M
)
Rg
(
b+ 1
2
M
)
Rs
(
c+ 1
M
)}
, (E.1.5)
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fL41,− = 2tr
(
ρa¯†ρa¯
) ∞∑
a,b=1

 a+b−22∑
c
2
=
|a−b|
2
[
R2H+(a, b, c)
(c+ 1)(a+ b+ c+ 2)
(
xa+
1
2 + xb+c+
3
2
)]
+
+
a+b−1
2∑
c
2
=
|a−b|+1
2
[
R2H−(a, b, c)
(c+ 1)(−a+ b+ c+ 1)
(
xb+c+
3
2 − xa+ 12
)]×
×Rf
(
a+ 1
2
M
)
Rf
(
b+ 1
2
M
)
Rs
(
c+ 1
M
)}
, (E.1.6)
fL5a1,+ =
1
3pi2
∞∑
a,b=1
a(a+ 2)
a+ 1
b(b+ 2)
b+ 1
(
xa+1 + xb+1 + xa+b+2
)
Rg
(
a+ 1
M
)
Rg
(
b+ 1
M
)
,
(E.1.7)
fL5b1,+ =
∞∑
a,b=1
a+b
2∑
c
2
=
||a−b|−1|+1
2
1
c(c+ 2)
(
R2D+ +R
2
D−
) [ b− a
a+ 1
xa+b+2+
+
[
b+ 1
a+ 1
+
a+ 1
b+ 1
]
xb+1Rg
(
a+ 1
M
)]
, (E.1.8)
fL6a1,+ = −
Qa¯a¯b¯b¯
8pi2
∞∑
a,b=1
ab
(
xa + xb + xa+b
)
Rs
( a
M
)
Rs
(
b
M
)
, (E.1.9)
fL6b1,+ =
Ns
4pi2
∞∑
a,b=0
a+b
2∑
c
2
=
||a−b|−1|+1
2
c+ 1
c(c+ 2)
[
(b+ 1)(b− a)xa+b+2+
+((a+ 1)2 + (b+ 1)2)xb+1Rs
(
a+ 1
M
)]
, (E.1.10)
fL71,+ =
Ns
2pi2
∞∑
a,b=1
(
a− 1
a
)
b
[
xa + xb + xa+b
]
Rg
( a
M
)
Rs
(
b
M
)
, (E.1.11)
fL81,+ = 2Nf
∞∑
a,b=1
a+b−1
2∑
c
2
=
|a−b|+1
2
R2H−(a, b, c)
c(c+ 2)
xa+b+1, (E.1.12)
fL81,− = 2Nf
∞∑
a,b=1

 a+b2∑
c
2
=
||a−b|−1|+1
2
R2H+(a, b, c)
c(c+ 2)
−
a+b−1
2∑
c
2
=
|a−b|+1
2
R2H−(a, b, c)
c(c+ 2)
xb+1/2Rf (a+ 12
M
) .
(E.1.13)
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E.2 Non-planar diagrams
Define the functions,
Knm(y, z;w) ≡ [yn + zn] [wm − (yz)m] (E.2.1)
Lnm(y, z, w) ≡ (yz)n (ym + zm) + (zw)n (zm + wm) + (wy)n (wm + ym) . (E.2.2)
In terms of those the fLinm’s are,
fL1nm(x) = −
∞∑
a,b=1
a+b−1
2∑
c
2
=
|a−b|+1
2
{ 1
3
(a+ b+ c+ 3)2R2E+ + (a+ b− c+ 1)2R2E−
8(a+ 1)(b+ 1)(c+ 1)
[Lnm(xa+1, xb+1, xc+1)
a+ b+ c+ 3
+
+
Knm(xa+1, xb+1, xc+1)
a+ b− c+ 1 +
Knm(xb+1, xc+1, xa+1)
−a+ b+ c+ 1 +
Knm(xc+1, xa+1, xb+1)
a− b+ c+ 1
]}
,
(E.2.3)
fL2nm(x) = −
∞∑
a,b=1
a+b−1
2∑
c
2
=
|a−b|+1
2
{
NsR
2
C
2(a+ 1)(b+ 1)(c+ 1)
[Lnm(xa+1, xb+1, xc+1)
a+ b+ c+ 3
+
+
Knm(xa+1, xb+1, xc+1)
a+ b− c+ 1 +
Knm(xb+1, xc+1, xa+1)
−a+ b+ c+ 1 +
Knm(xc+1, xa+1, xb+1)
a− b+ c+ 1
]}
,
(E.2.4)
fL3nm(x) = −
Nf
2
∞∑
a,b=1
{ a+b2∑
c
2
=
||a−b|−1|+1
2
[
2R2G2
c+ 1
(
Lnm(−xa+ 12 ,−xb+ 12 , xc+1)
a+ b+ c+ 2
+
Knm(−xa+ 12 ,−xb+ 12 , xc+1)
a+ b− c
)]
−
−
a+b−1
2∑
c
2
=
|a−b|+1
2
[
R2G0 +R
2
G1
c+ 1
(
Knm(−xb+ 12 , xc+1,−xa+ 12 )
−a+ b+ c+ 1 +
Knm(xc+1,−xa+ 12 ,−xb+ 12 )
a− b+ c+ 1
)]}
,
(E.2.5)
fL4nm(x) =
tr(ρa¯†ρa¯)
2

a+b−1
2∑
c
2
=
|a−b|+1
2
[
R2H−
c+ 1
(
Knm(−xb+ 12 , xc+1,−xa+ 12 )
−a+ b+ c+ 1 +
Knm(xc+1,−xa+ 12 ,−xb+ 12 )
a− b+ c+ 1
)]
−
−
∞∑
a,b=1
a+b−2
2∑
c
2
=
|a−b|
2
[
R2H+
c+ 1
(
Lnm(−xa+ 12 ,−xb+ 12 , xc+1)
a+ b+ c+ 2
+
Knm(−xa+ 12 ,−xb+ 12 , xc+1)
a+ b− c
)] ,
(E.2.6)
fL5anm (x) =
1
6pi2
∞∑
a,b=1
a(a+ 2)b(b+ 2)
(a+ 1)(b+ 1)
x(a+1)n+(b+1)m(1 + x(a+1)m + x(b+1)n), (E.2.7)
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fL5bnm (x) =
∞∑
a,b=1
a+b
2∑
c
2
=
||a−b|−1|+1
2
R2D+ +R
2
D−
2c(c+ 2)
· x
(a+1)n+(b+1)m
a+ 1
(a+ b+ 2 + (b− a)(x(a+1)m + x(b+1)n)),
(E.2.8)
fL6anm (x) = −
Qa¯a¯b¯b¯
16pi2
∞∑
a,b=0
(a+ 1)(b+ 1)x(a+1)n+(b+1)m(1 + x(a+1)m + x(b+1)n), (E.2.9)
fL6bnm (x) =
Ns
4
∞∑
a,b=0
a+b
2∑
c
2
=
||a−b|−1|+1
2
R2B
c(c+ 2)
· x
(a+1)n+(b+1)m
a+ 1
(a+ b+ 2 + (b− a)(x(a+1)m + x(b+1)n)),
(E.2.10)
fL7nm(x) =
Ns
4pi2
∞∑
a=1,b=0
a(a+ 2)(b+ 1)
a+ 1
x(a+1)n+(b+1)m(1 + x(a+1)m + x(b+1)n), (E.2.11)
fL8nm(x) = −Nf
∞∑
a,b=1

a+b
2∑
c
2
=
||a−b|−1|+1
2
R2H+
c(c+ 2)
(−1)m+nx(a+ 12 )n+(b+ 12 )m−
−
a+b−1
2∑
c
2
=
|a−b|+1
2
R2H−
c(c+ 2)
(−1)mx(a+b+1)n(x(a+ 12 )m + x(b+ 12 )m)
 . (E.2.12)
The summations over n,m can be performed explicitly, and in particular one has,
K(y, z;w) ≡
∞∑
m,n=1
Kmn(y, z;w) =
[
y
1− y +
z
1− z
] [
w
1− w −
yz
1− yz
]
(E.2.13)
L(y, z, w) ≡
∞∑
m,n=1
Lmn(y, z, w) = yz
1− yz
(
y
1− y +
z
1− z
)
+
zw
1− zw
(
z
1− z +
w
1− w
)
+
+
wy
1− wy
(
w
1− w +
y
1− y
)
. (E.2.14)
In terms of those the expressions for F˜ np2 defined in (1.2.8) are,
F˜ npL1 (x) =
∞∑
a,b=1
a+b−1
2∑
c
2
=
|a−b|+1
2
{ 1
3
(a+ b+ c+ 3)2R2E+ + (a+ b− c+ 1)2R2E−
4(a+ 1)(b+ 1)(c+ 1)
[L(xa+1, xb+1, xc+1)
a+ b+ c+ 3
+
+
K(xa+1, xb+1, xc+1)
a+ b− c+ 1 +
K(xb+1, xc+1, xa+1)
−a+ b+ c+ 1 +
K(xc+1, xa+1, xb+1)
a− b+ c+ 1
]}
,
(E.2.15)
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F˜ npL2 (x) =
∞∑
a,b=1
a+b−1
2∑
c
2
=
|a−b|+1
2
{
NsR
2
C
(a+ 1)(b+ 1)(c+ 1)
[L(xa+1, xb+1, xc+1)
a+ b+ c+ 3
+
+
K(xa+1, xb+1, xc+1)
a+ b− c+ 1 +
K(xb+1, xc+1, xa+1)
−a+ b+ c+ 1 +
K(xc+1, xa+1, xb+1)
a− b+ c+ 1
]}
,
(E.2.16)
F˜ npL3 (x) = Nf
∞∑
a,b=1
{ a+b2∑
c
2
=
||a−b|−1|+1
2
[
2R2G2
c+ 1
(
L(−xa+ 12 ,−xb+ 12 , xc+1)
a+ b+ c+ 2
+
K(−xa+ 12 ,−xb+ 12 , xc+1)
a+ b− c
)]
−
−
a+b−1
2∑
c
2
=
|a−b|+1
2
[
R2G0 +R
2
G1
c+ 1
(
K(−xb+ 12 , xc+1,−xa+ 12 )
−a+ b+ c+ 1 +
K(xc+1,−xa+ 12 ,−xb+ 12 )
a− b+ c+ 1
)]}
,
(E.2.17)
F˜ npL4 (x) = tr(ρ
a¯†ρa¯)
∞∑
a,b=1

a+b−2
2∑
c
2
=
|a−b|
2
[
R2H+
c+ 1
(
L(−xa+ 12 ,−xb+ 12 , xc+1)
a+ b+ c+ 2
+
K(−xa+ 12 ,−xb+ 12 , xc+1)
a+ b− c
)]
−
−
a+b−1
2∑
c
2
=
|a−b|+1
2
[
R2H−
c+ 1
(
K(−xb+ 12 , xc+1,−xa+ 12 )
−a+ b+ c+ 1 +
K(xc+1,−xa+ 12 ,−xb+ 12 )
a− b+ c+ 1
)] ,
(E.2.18)
F˜ npL5a(x) = −
1
3pi2
∞∑
a,b=1
a(a+ 2)b(b+ 2)
(a+ 1)(b+ 1)
xa+b+2(1 + xa+1 + xb+1 − 3xa+b+2)
(1− xa+1)(1− xb+1)(1− xa+b+2) , (E.2.19)
F˜ npL5b(x) =
∞∑
a,b=1
a+b
2∑
c
2
=
||a−b|−1|+1
2
R2D+ +R
2
D−
c(c+ 2)
xa+b+2
xa+b+2 − 1
[
1 +
1 + b
1 + a
· 1 + x
a+1 + xb+1 − 3xa+b+2
(1− xa+1)(1− xb+1)
]
,
(E.2.20)
F˜ npL6a(x) =
Qa¯a¯b¯b¯
8pi2
∞∑
a,b=0
(a+ 1)(b+ 1)
xa+b+2(1 + xa+1 + xb+1 − 3xa+b+2)
(1− xa+1)(1− xb+1)(1− xa+b+2) , (E.2.21)
F˜ npL6b(x) = −
Ns
2
∞∑
a,b=0
a+b
2∑
c
2
=
||a−b|−1|+1
2
R2B
c(c+ 2)
xa+b+2
1− xa+b+2
[
1 +
1 + b
1 + a
· 1 + x
a+1 + xb+1 − 3xa+b+2
(1− xa+1)(1− xb+1)
]
,
(E.2.22)
F˜ npL7 (x) = −
Ns
2pi2
∞∑
a=1,b=0
a(a+ 2)(b+ 1)
a+ 1
xa+b+2(1 + xa+1 + xb+1 − 3xa+b+2)
(1− xa+1)(1− xb+1)(1− xa+b+2) , (E.2.23)
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F˜ npL8 (x) = 2Nf
∞∑
a,b=1

a+b
2∑
c
2
=
||a−b|−1|+1
2
R2H+
c(c+ 2)
xa+b+1
(1 + xa+
1
2 )(1 + xb+
1
2 )
+
+
a+b−1
2∑
c
2
=
|a−b|+1
2
R2H−
c(c+ 2)
xa+b+1
1− xa+b+1
(
xa+
1
2
1 + xa+
1
2
+
xb+
1
2
1 + xb+
1
2
) . (E.2.24)
In the above, when they were not written, the arguments of the reduced matrix
elements are R# = R#(a, b, c).
E.3 Regulator dependent part of 2-loop diagrams
The regulator dependent parts of the diagrams are obtained from the fLi1 ’s in (E.1.1)-
(E.1.13) by expanding the summands in large a and picking up the terms which
diverge when we take the cutoff to infinity25. The results in terms of the functions of
temperature defined in (4.2.3) are,
f regL1 = −
1
3pi2
∞∑
a=1
{[
f(x)a+
8g1(x)− 7f(x)
5
1
a
]
R2g
( a
M
)
+
+
g1(x)− 4f(x)
10M
[
Rg
( a
M
)
R′g
( a
M
)
+
a
M
Rg
( a
M
)
R′′g
( a
M
)]}
, (E.3.1)
f regL2 = −
Ns
3pi2
∞∑
a=1
{
f(x)
2
aR2s
( a
M
)
+ g1(x)
1
a
Rs
( a
M
)
Rg
( a
M
)
+
+
g1(x)− 4f(x)
20M
[
Rs
( a
M
)
R′s
( a
M
)
+
a
M
Rs
( a
M
)
R′′s
( a
M
)]}
, (E.3.2)
f regL3+ = −
Nf
3pi2
∞∑
a=1
{
f(x)(2a− 1)R2f
(
a− 1
2
M
)
+
2g1(x)− 3f(x)
5M
[
Rf
(
a− 1
2
M
)
R′f
(
a− 1
2
M
)
+
+
a
M
Rf
(
a− 1
2
M
)
R′′f
(
a− 1
2
M
)]}
, (E.3.3)
f regL3− = −
Nf
pi2
2x
3
2 (1 + x)
(1− x)4
∞∑
a=1
{
1
a
Rg
( a
M
)
Rf
(
a− 1
2
M
)
− 1
2M
Rg
( a
M
)
R′f
(
a− 1
2
M
)}
,
(E.3.4)
f regL4+ = −
tr
(
ρa¯†ρa¯
)
4pi2
∞∑
a=1
{
k(x)(2a− 1)R2f
(
a− 1
2
M
)
+
g1(x)
3M
[
Rf
(
a− 1
2
M
)
R′f
(
a− 1
2
M
)
+
+
a
M
Rf
(
a− 1
2
M
)
R′′f
(
a− 1
2
M
)]}
, (E.3.5)
25Actually the
∑
RR′ terms are regulator independent since
∫
R(q)R′(q)dq = − 12 but we included
those anyway.
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f regL4− =
tr
(
ρa¯†ρa¯
)
2pi2M
x
3
2 (1 + x)
(1− x)4
∞∑
a=1
Rs
( a
M
)
R′f
(
a− 1
2
M
)
, (E.3.6)
f regL5a =
2
3pi2
f(x)
∞∑
a=1
{[
a− 1
a
]
Rg
( a
M
)}
, (E.3.7)
f regL5b =
∞∑
a=1
{[
f(x)a+
8g1(x)− 7f(x)
5
1
a
]
Rg
( a
M
)}
, (E.3.8)
f regL6a = −
1
4pi2
k(x)Qa¯a¯b¯b¯
∞∑
b=1
bRs
(
b
M
)
, (E.3.9)
f regL6b =
Ns
4pi2
∞∑
a=1
[
k(x)aRs
( a
M
)
+ 2
2g1(x) + 3k(x)
3
1
a
Rs
( a
M
)]
, (E.3.10)
f regL7a =
Ns
2pi2
∞∑
a=1
{
k(x)
(
a− 1
a
)
Rg
( a
M
)
+ f(x)aRs
( a
M
)}
, (E.3.11)
f regL8+ = 0 (E.3.12)
f regL8− =
Nf
pi2
2x
3
2 (1 + x)
(1− x)4
∞∑
a=1
1
a
Rf
(
a− 1
2
M
)
. (E.3.13)
Or in integral form using the Euler-Maclaurin formula and the regulator dependent
integrals (D.1.21)-(D.1.24),
f regL1 = −
4
3
f(x)
(
M2C2002 −
1
48pi2
)
+
g1(x)− 4f(x)
60pi2
− 2g1(x)− 4f(x)
15
Fg2−
− 8g1(x)− 7f(x)
15pi2
[ln (A200M) + γE] , (E.3.14)
f regL2 = −
Ns
pi2
[
1
6
f(x)
(
4pi2M2C0202 −
1
12
)
+
1
3
g1(x) (ln (A110M) + γE) +
+
g1(x)− 4f(x)
60
{
−1
2
+ 4pi2F s2
}]
, (E.3.15)
f regL3,+ = −
Nf
15pi2
{
5f(x)
[
8pi2M2C0022 +
1
12
]
− 2g1(x)− 3f(x)
2
+ [2g1(x)− 3f(x)] 4pi2Ff2
}
,
(E.3.16)
f regL3,− =
Nf
pi2
2x
3
2 (1 + x)
(1− x)4 {piB
g
1 − [ln (A101M) + γE]} , (E.3.17)
f regL4,+ = −
tr(ρa¯†ρa¯)
12pi2
{
k(x)
[
24pi2M2C0022 +
1
4
]
− g1(x)
2
+ g1(x)4pi
2Ff2
}
, (E.3.18)
f regL4,− =
tr(ρa¯†ρa¯)
pi
x
3
2 (1 + x)
(1− x)4 B
s
1, (E.3.19)
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f regL5a =
8
3
f(x)
(
M2C1002 −
1
48pi2
)
− 2
3pi2
f(x) [ln (A100M) + γE] , (E.3.20)
f regL5b =
4
3
f(x)
(
M2C1002 −
1
48pi2
)
+
8g1(x) + 3f(x)
15pi2
[ln (A100M) + γE] , (E.3.21)
f regL6a = −k(x)Qa¯a¯b¯b¯
(
M2C0102 −
1
48pi2
)
, (E.3.22)
f regL6b = Ns
{
k(x)
(
M2C0102 −
1
48pi2
)
+
1
2pi2
(
k(x) +
2
3
g1(x)
)
[ln (A010M) + γE]
}
,
(E.3.23)
f regL7a = Ns
[
2f(x)
(
M2C0102 −
1
48pi2
)
+ 2k(x)
(
M2C1002 −
1
48pi2
)
−
− 1
2pi2
k(x) (ln (A100M) + γE)
]
, (E.3.24)
f regL8,+ = 0, (E.3.25)
f regL8,− =
Nf
pi2
2x
3
2 (1 + x)
(1− x)4 [ln (A001M) + γE] . (E.3.26)
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