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Abstract
We continue the study the ultraviolet problem for QED in d=3 using Balaban’s formulation of
the renormalization group. The model is defined on a fine toroidal lattice and we seek control as
the lattice spacing goes to zero. In an earlier paper the renormalization group flow was controlled
with a bounded field approximation. In this paper we lay the groundwork for controlling the
large field corrections. The main result in part II is an ultraviolet stability bound in a fixed finite
volume.
1 Introduction
We study quantum electrodynamics (QED) on a Euclidean space-time of dimension d = 3, continuing
the analysis of [33]. We work on the toroidal lattices (L−NZ/Z)3 where where L is a (large) positive
odd integer. These have lattice spacing ǫ = L−N and unit volume. We consider the partition function
Z(N, e) =
∫
exp(−
1
2
‖dA‖2− < ψ¯, (DA + m¯)ψ > +m
N < ψ¯, ψ > +εN) Dψ¯ Dψ DA (1)
Here ψ¯α(x), ψα(x) are the fermion fields, elements of a Grassmann algebra. The abelian gauge field A
is the electromagnetic potential. It is a function on bonds in the lattice, and has a field strength dA
which is a function on plaquettes. The m¯ is the bare fermion mass and
DA = γ · ∇A −
1
2
ǫ∆A (2)
is the Dirac operator on the lattice with Wilson correction. The operator ∇A is the covariant sym-
metric lattice derivative defined with coupling constant (charge) e, and ∆A is the associated covariant
Laplacian. The mN , εN are counter terms. For precise definitions see [33].
In this series of papers we prove that one can choose the counter terms so that an ultraviolet stability
bound holds. The bound says that if e is sufficiently small there are constant K± independent of N
such that the relative partition function satisfies
K− ≤
Z(N, e)
Z(N, 0)
≤ K+ (3)
Here Z(N, 0) is the free field partition function defined with D0.
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This result should be a key first step in controlling the ultraviolet properties of the model. With
modifications one can expect to get uniform bounds on the correlation functions, and to show that
the correlation functions have limits as N →∞.
The results are obtained using a renormalization group method pioneered by Balaban [1] - [19]. In
this formulation renormalization group transformations are defined with a block averaging technique,
and the issue is to control the flow of these transformations. In a previous paper [33] this was ac-
complished with the approximation that the gauge field strength is bounded. For the full model the
strategy is that at each renormalization group step one divides the space of gauge fields into regions
with bounded field strength where the previous analysis holds, and regions with some unbounded
fields. Then one shows that the unbounded regions make a tiny contributions and thus controls the
entire flow.
In this paper we establish the key technical results needed to carry out this plan. In section 2
we review the Green’s functions, minimizers, and fluctuation covariances for certain multiscale Dirac
operators, following the treatment of Balaban, O’Carroll, and Shor [24]. Then we develop some
generalizations. In section 3 we review the Green’s functions, minimizers, and fluctuation covariances
for multiscale gauge field operators generalizing the Laplacian. This follows the treatment of Balaban
[5] - [9], [11]. A highlight is a fresh proof of a local regularity result for the minimizers. Finally in
section 4 we define certain local functions of the fermion and gauge fields indexed by polymers. Then
we show how the express fermion determinants in terms of these polymer functions. In part II these
results are used to prove the stability bound.
Scaling will play an important role in our analysis, so we consider general toroidal lattices
T
−N
N ′ = (L
−N
Z/LN
′
Z)3 (4)
with lattice spacing L−N and linear dimension LN
′
. Our starting point is then T−N0 , but we immedi-
ately scale up to T0N , which has unit lattice spacing and linear dimension L
N . Up to a multiplicative
constant we have with fields Ψ¯0,Ψ0, A0 defined on T
0
N
Z(N, e) =
∫
exp
(
−
1
2
‖dA0‖
2 +
〈
Ψ¯0, (DA0 + m¯
N
0 )Ψ0
〉
+mN0
〈
Ψ¯0,Ψ0
〉
+ εN0 Vol(T
0
N ) DΨ0 DA0 (5)
The covariant derivatives are now defined with coupling constant eN0 and all coupling constants and
masses have scaled to the tiny quantities
eN0 = L
− 12Ne m¯0 = L
−Nm¯ mN0 = L
−NmN εN0 = L
−3NεN (6)
In the following we omit the superscript N writing e0, m¯0 and ε0,m0.
Notation:
1. Throughout the paper the convention is that O(1) is a constant independent of all parameters.
Also C, γ are constants (C ≥ 1, γ ≤ 1) which may depend on L and which may change from line
to line.
2. Our basic fermion fields are Grassmann elements Ψα(x) and Ψ¯α(x) indexed by x in some torus
and 1 ≤ α ≤ 4. We often group these together in a single field Ψ(ξ) where ξ = (x, α, i) and
Ψ(x, α, 0) = Ψα(x) while Ψ(x, α, 1) = Ψ¯α(x). Integration over Grassmann variables uses the
notation
DΨ =
∏
x,α
d(Ψα(x))d(Ψ¯α(x)) =
∏
ξ
d(Ψ(ξ)) (7)
3. If T is an operator on functions on a lattice and X is a subset of that lattice then we define
the operator restricted to X by TX = 1XT 1X . If T is an operator on functions on bonds in the
lattice the definition is the same, but 1X restricts to bonds with at least one end in X .
2
2 Block averaging for fermions
2.1 global averaging
The renormalization group transformations depend on a block averaging operation developed by Bal-
aban, O’Carroll, and Schor [23], [24]. We start by reviewing the global version as in [33], then move
on to a multiscale version
Beginning with a density ρ0(A0,Ψ0) with A0,Ψ0 defined on T
0
N , we create a sequence of densities
ρk(A,Ψk) defined for A on T
−k
N−k and Ψk on T
0
N−k. They are defined recursively first by
ρ˜k+1(A,Ψk+1) =
∫
δG
(
Ψk+1 −Q(A)Ψk
)
ρk(A,Ψk)DΨk (8)
where Ψk+1 are new Grassmann variables defined on the coarser lattice T
1
N−k. The δG is a Gaussian
approximation to the delta function. For a constant b = O(1) and Nk it is defined by
δG
(
Ψk+1 −Q(A)Ψk
)
=Nk exp
(
− bL−1
〈
Ψ¯k+1 −Q(−A)Ψ¯k,Ψk+1 −Q(A)Ψk
〉)
(9)
The averaging operator Q(A) has the form with ek = L
1
2ke
(Q(A)Ψk)(y) = L
−3
∑
x∈B(y)
eiekη(τA)(y,x)Ψk(x) (10)
Here
(τA)(y, x) = 1/3!
∑
π
A(Γπ(y, x)) (11)
is an average over rectilinear paths from y to x and for any path Γ the expression A(Γ) =
∑
b∈ΓA(b) is
an unweighted sum over bonds of length η = L−k. The constantNk is chosen so
∫
DΨk+1δG(Ψk+1) = 1
and therefore ∫
ρ˜k+1(A,Ψk+1) DΨk+1 =
∫
ρk(A,Ψk) DΨk (12)
Next one scales back to the unit lattice. If A is a field on T−k−1N−k−1 and Ψk+1 is a field on T
0
N−k−1
then then
AL(b) = L
−1/2
A(L−1b) Ψk+1,L(x) = L
−1Ψk+1(L
−1x) (13)
are fields on T−kN−k and T
1
N−k respectively, and we define
ρk+1(A,Ψk+1) = ρ˜k+1(AL,Ψk+1,L)L
−8(sN−sN−k−1) (14)
Here sN = L
3N is the number of sites in a 3 dimensional lattice with LN sites on a side, and the 8
occurs since there are 8 fields at each site. Then one finds that∫
ρk+1(A,Ψk+1)DΨk+1 = L
−8sN
∫
ρk(AL,Ψk)DΨk (15)
From this one can deduce that for A on T−kN−k and Ψk on T
0
N−k and ψ on T
−k
N−k∫
ρk(A,Ψk)DΨk =
∫
ρ0(ALk , ψLk) Dψ (16)
Thus we are normalizing not to the integral of ρ0 but to a scaled version. If ρ0 came from scaling up
a density on T−N0 this eventually returns us to an integral over this lattice.
3
The individual RG transformations can be composed into a single transformation. Let Qk(A) be
the k-fold composition of Q(A) defined on T−kN−k by
Qk(A) = Q(A) ◦ · · · ◦Q(A) (17)
Then one can show [33] that for A, ψ on T−kN−k and Ψk on T
0
N−k
ρk(A,Ψk) = Nk
∫
exp
(
− bk
〈
Ψ¯k −Qk(−A)ψ¯,Ψk −Qk(A)ψ
〉)
ρ0(ALk , ψLk) Dψ (18)
where bk = b(1− L−1)(1− L−k)−1 and Nk is a normalizing constant.
Now suppose ρ0 is a perturbation of the free fermion action:
ρ0(A,Ψ0) = F0(Ψ0) exp
(
−
〈
Ψ¯0, (DA + m¯0)Ψ0
〉)
(19)
Substitute this in (18) and evaluate the integral by diagonalizing the quadratic form in ψ. This involves
the critical point for the form which comes at ψ = ψk(A,Ψk) ≡ Hk(A)Ψk where
Hk(A) =
{
bkSk(A)Q
T
k (−A) on Ψk
bkS
T
k (A)Q
T
k (A) on Ψ¯k
Sk(A) =
(
DA + m¯k + bkPk(A)
)−1
Pk(A) = Q
T
k (−A)Qk(A)
(20)
Here DA and Pk(A) are defined with the scaled coupling constant ek ≡ L
1
2 ke0 = L
− 12 (N−k)e and the
scaled fermion mass m¯k = L
km¯0 = L
−(N−k)m¯. Our expression becomes
ρk(A,Ψk) = NkZk(A)Fk(ψk(A)) exp
(
−
〈
Ψ¯k, Dk(A)Ψk
〉)
(21)
where
Dk(A) =bk − b
2
kQk(A)Sk(A)Q
T
k (−A)
Fk(ψ) =Zk(A)
−1
∫
F0,L−k(ψ +W) exp
(
−
〈
W¯,
(
DA + m¯k + bkPk(A)
)
W
〉)
DW
Zk(A) =
∫
exp
(
−
〈
W¯ ,
(
DA + m¯k + bkPk(A)
)
W
〉)
DW = det(Sk(A))
−1
(22)
and W¯ ,W are new Grassmann variables defined on T−kN−k.
If we apply the basic RG transformation to the expression (21) we get a new expression for
ρk+1(A,Ψk+1). There is a new critical point at Ψk = Ψ
crit
k (A,Ψk+1) = Hk(A)Ψk+1 where
Hk(A) =
{
bL−1Γk(A)Q
T (−A) on Ψk+1
bL−1ΓTk (A)Q
T (A) on Ψ¯k+1
Γk(A) =
(
Dk(A) + bL
−1P (A)
)−1
P (A) = QT (−A)Q(A)
(23)
Expanding around the critical point on identifies a new Gaussian integral
∫
· · · dµΓk(A) with a new
normalization factor
δZk(A) =
∫
exp
(
−
〈
W¯ ,
(
Dk(A) + bL
−1P (A)
)
W
〉)
DW = det(Γk(A))
−1 (24)
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One establishes the following scaling identities
[ψk+1(A,Ψk+1)]L =ψk
(
AL,Ψ
crit
k (AL,Ψk+1,L)
)
Nk+1Zk+1(A) =L
−8(sN−sN−k−1)NkNkZk(AL)δZk(AL)
Fk+1(ψ) =
∫
Fk
(
ψL +Hk(AL)W
)
dµΓk(AL)(W )
(25)
For future reference we note what this says about the free fermion partitions function
Zf (N, 0) ≡
∫
exp
(
−
〈
Ψ¯, (D0 + m¯0)Ψ
〉)
Dψ (26)
This is
∫
ρ0 in the case F0 = 1 and so is the same as
∫
ρk for any k. But if F0 = 1 then Fk = 1 and
so by (21) we have
Zf (N, 0) = NkZk(0)
∫
exp
(
−
〈
Ψ¯k, Dk(0)Ψk
〉)
DΨk = NkZk(0) det(Dk(0)) (27)
2.2 multiscale averaging
We are also interested in the case where the averaging is only done in a subset of the lattice. In the
first step this means replacing Ψ0 on T
0
N by Ψ1 on T
1
N in some region Ω1 ⊂ T
0
N (eventually a region
where the gauge field is small). Let M = Lm for some large integer m. We partition either lattice
into LM cubes centered on Tm+1N , and take Ω1 to be an arbitrary union of such cubes. Starting with
a density ρ0(A0,Ψ0) on T
0
N we define a new density for Ψ1,Ω1 on Ω1 ⊂ T
1
N by
ρ˜1,Ω1(A0,Ψ1,Ω1 ,Ψ0,Ωc1)
= N1,Ω1
∫
exp
(
−bL−1
〈
Ψ¯1 −Q(−A0)Ψ¯0,Ψ1 −Q(A0)Ψ0
〉
Ω1
)
ρ0(A0,Ψ0)DΨ0,Ω1
(28)
Here N−11,Ω1 =
∫
exp(−bL−1 < Ψ¯1,Ψ1 >Ω1)DΨ1,Ω1 so that∫
ρ˜1,Ω1(A0,Ψ1,Ω1 ,Ψ0,Ωc1) DΨ1,Ω1DΨ0,Ωc1 =
∫
ρ0(A0,Ψ0)DΨ0 (29)
Next scale to a density defined for Ω1 a union of M cubes centered on T
m
N−1, fields A, ψ on T
−1
N−1,
and Ψ1,Ω1 on Ω1 ⊂ T
0
N−1. We replace Ω1 by LΩ1, A by AL, Ψ0,Ωc1 by [ψΩc1 ]L, and Ψ1,Ω1 by [Ψ1,Ω1 ]L
and define
ρ1,Ω1(A,Ψ1,Ω1 , ψΩc1) = ρ˜1,LΩ1(AL, [Ψ1,Ω1 ]L, [ψΩc1 ]L)σ1,Ω1 (30)
Here σ1,Ω1 are scaling factors which are somewhat arbitrary in this restricted setting. We define them
so that combined with (29) we have∫
ρ1,Ω1(A,Ψ1,Ω1 , ψΩc1)DΨ1,Ω1DψΩc1 =
∫
ρ0(AL, ψL)Dψ (31)
Specifically σ1,Ω1 = L
−8(|Ω1|−|Ω
(1)
1 |) where Ω
(1)
1 are the centers of L-cubes in Ω1.
We repeat this operation many times, successively averaging and then scaling down, each time in
a smaller region. After k steps we will have a density of the form ρk,Ω(A,Ψk,Ω, ψΩc1). Here Ω is a
sequence of regions in T−kN−k of the form
Ω = (Ω1, · · · ,Ωk) Ω1 ⊃ Ω2 ⊃ · · · ⊃ Ωk (32)
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where Ωj is a union of L
−(k−j)M cubes in T−kN−k. The gauge field A is defined on T
−k
N−k and
Ψk,Ω =
(
Ψ1,δΩ1 , . . . ,Ψk−1,δΩk−1 ,Ψk,Ωk
)
(33)
Here
δΩj = Ωj − Ωj+1 (34)
and Ψj,δΩj is defined on δΩ
(j)
j = Ω
(j)
j − Ω
(j)
j+1 where in general Ω
(j) denotes the centers of Lj cubes
in Ω. Thus Ψj,δΩj is defined on δΩ
(j)
j = δΩj ∩ T
−(k−j)
N−k . The field Ψk,Ωk is defined on the unit lattice
Ω
(k)
k = Ωk ∩ T
0
N−k. and ψΩc1 is defined on Ω
c
1 ⊂ T
−k
N−k.
In the next step we introduce Ωk+1 ⊂ Ωk, a union of LM blocks in T
−k
N−k and and a new field
Ψk+1,Ωk+1 defined on Ω
(k+1)
k+1 = Ωk+1 ∩ T
1
N−k. Then define
Ω+ =(Ω,Ωk+1) = (Ω1, · · · ,Ωk,Ωk+1)
Ψk+1,Ω+ =
(
Ψ1,δΩ1 , . . . ,Ψk,δΩk ,Ψk+1,Ωk+1
) (35)
The averaged density is first
ρ˜k+1,Ω+(A,Ψk+1,Ω+ , ψΩc1) = Nk+1,Ωk+1∫
exp
(
−bL−1
〈
Ψ¯k+1 −Q(−A)Ψ¯k,Ψk+1 −Q(A)Ψk
〉
Ωk+1
)
ρk,Ω(A,Ψk,Ω, ψΩc1)DΨk,Ωk+1
(36)
where N−1k+1,Ωk+1 =
∫
exp(−bL−1 < Ψ¯k+1,Ψk+1 >Ωk+1)DΨk+1,Ωk+1 is chosen to preserve the integral.
Then scale defining for Ω+ in T−k−1N−k−1 and associated Ψk+1,Ω+ and A
ρk+1,Ω+(A,Ψk+1,Ω+ , ψΩc1) = ρ˜k+1,LΩ+(AL, [Ψk+1,Ω+ ]L, [ψΩc1 ]L)σk+1,Ω+ (37)
where the scaling factors σk+1,Ω+ are chosen so that for each k∫
ρk,Ω(A,Ψk,Ω, ψΩc1)DΨk,ΩDψΩc1 =
∫
ρ0(ALk , ψLk)Dψ (38)
By composing the averaging operators we obtain another expression for ρk,Ω. First define for ψ on
T
−k
N−k a field of type (33):
Qk,Ω(A)ψ =
(
(Q1(A)ψ)δΩ1 , . . . , (Qk−1(A)ψ)δΩk−1 , (Qk(A)ψ)Ωk
)
(39)
We also define
b(k) = (b
(k)
1 , . . . , b
(k)
k ) b
(k)
j = bjL
k−j (40)
Here b
(k)
j acts on δΩj for j < k and b
(k)
k = bk acts on Ωk.
Lemma 1.
ρk,Ω(A,Ψk,Ω, ψΩc1)
= Nk,Ω
∫
exp
(
−
〈
(Ψ¯k,Ω −Qk,Ω(−A)ψ¯),b
(k) (Ψk,Ω −Qk,Ω(A)ψ)
〉
Ω1
)
ρ0(ALk , ψLk)DψΩ1
(41)
where N−1k,Ω =
∫
exp(− < Ψ¯k,Ω,b(k),Ψk,Ω >Ω1)DΨk,Ω.
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Proof. The case k = 1 can be obtained by combining (28) and (30) and scaling the integration
variable. Assume it is true for k. Then
ρ˜k+1,Ω+(A,Ψk+1,Ω+ , ψΩc1) = Nk+1,Ωk+1
∫
exp
(
− bL−1
〈
Ψ¯k+1 −Q(−A)Ψ¯k,Ψk+1 −Q(A)Ψk
〉
Ωk+1
−
〈
(Ψ¯k,Ω −Qk,Ω(−A)ψ¯),b
(k) (Ψk,Ω −Qk,Ω(A)ψ)
〉
Ω1
)
ρ0(ALk , ψLk)dΨk,Ωk+1DψΩ1
(42)
The quadratic form in the exponential has form
bL−1
〈
Ψ¯k+1−Q(−A)Ψ¯k,Ψk+1−Q(A)Ψk
〉
Ωk+1
+bk
〈
(Ψ¯k−Qk(−A)ψ¯), (Ψk−Qk(A)ψ)
〉
Ωk+1
+· · · (43)
where the omitted terms do not depend on Ψk,Ωk+1 . We evaluate the integral over Ψk,Ωk+1 by expanding
around the critical point of this function. As in [33] this is on Ωk+1
Ψ•k(Ψk+1, ψ) =Qk(A)ψ +
bL−1
bk + bL−1
QT (−A)Ψk+1 −
bL−1
bk + bL−1
QT (−A)Qk+1(A)ψ (44)
and similarly for Ψ¯•k(Ψk+1, ψ). Insert Ψk = Ψ
•
k +W and Ψ¯k = Ψ¯
•
k + W¯ into (43). As in [33] the term
with no W ’s is
bL−1
〈
Ψ¯k+1 −Q(−A)Ψ
•
k,Ψk+1 −Q(A)Ψ
•
k
〉
Ωk+1
+ bk
〈
(Ψ•k −Qk(−A)ψ¯), (Ψ
•
k −Qk(A)ψ)
〉
Ωk+1
+ . . .
= bk+1L
−1
〈
Ψ¯k+1 −Qk+1(−A)ψ¯,Ψk+1 −Qk+1(A)ψ
〉
Ωk+1
+ . . .
(45)
Combined with the omitted terms in Ωck+1 this becomes〈
(Ψ¯k+1,Ω+ −Qk+1,Ω+(−A)ψ¯),b
+ (Ψk+1,Ω+ −Qk+1,Ω+(A)ψ)
〉
Ω1
(46)
where b+ = (b(k), bk+1L
−1). The cross terms vanish and the term quadratic in W is
< W¯ , (bk + bL
−1P (A))W >Ωk+1 (47)
Make these substitutions in (42) and integrate over W instead of Ψk. The integral over W just
gives a constant 1 and so
ρ˜k+1,Ω+(A,ΨΩ+ , ψΩc1) = const
∫
DψΩ1
exp
(
−
〈
(Ψ¯k+1,Ω+ −Qk+1,Ω+(−A)ψ¯),b
+ (Ψk+1,Ω+ −Qk+1,Ω+(A)ψ)
〉
Ω1
)
ρ0(ALk , ψLk)
(48)
The result now follows by scaling as in (37). We make the change of variables replacing ψ on T−kN−k by
ψL with ψ on T
−k−1
N−k−1. We use Qk+1,LΩ+(AL)ψL = [Qk+1,Ω+(A)ψ]L which involves a change in the
coupling constant in the parallel translation from ek to ek+1. Also Lb
+ is identified as b(k+1) This
yields
ρk+1,Ω+(A,ΨΩ+ , ψΩc1) = const
∫
DψΩ1
exp
(
−
〈
(Ψ¯k+1,Ω+ −Qk+1,Ω+(−A)ψ¯),b
(k+1) (Ψk+1,Ω+ −Qk+1,Ω+(A)ψ)
〉
Ω1
)
ρ0(ALk+1 , ψLk+1)
(49)
But the constant must be Nk+1,Ω+ so that (38) is satisfied.
1In fact the constant is independent of A as well as the fermi fields. This is so since the integral over W gives
det((bk + bL
−1P (A)). This depends on A only through tr P (A) which is independent of A, see [33]
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2.3 free flow
Now specialize to the case of interest which is
ρ0(A0,Ψ0) = exp
(
−
〈
Ψ¯0, (DA0 + m¯0)Ψ0
〉)
F0(Ψ0)DΨ0 (50)
Here we have included arbitrary function F0(Ψ0). Then with F0,L−k(ψ) = F0(ψLk)
ρk,Ω(A,Ψk,Ω, ψΩc1) = Nk,Ω
∫
DψΩ1
exp
(
−
〈
(Ψ¯k,Ω −Qk,Ω(−A)ψ¯),b
(k)(Ψk,Ω −Qk,Ω(A)ψ)
〉
Ω1
−
〈
ψ¯, (DA + m¯k)ψ
〉)
F0,L−k(ψ)
(51)
We expand around the critical point in ψ for the quadratic form in the exponential with ψΩc1 fixed.
The critical point ψcrit on Ω1 satisfies
QTk,Ω(−A)b
(k)
(
Ψk,Ω −Qk,Ω(A)ψ
crit
)
− (DA + m¯k)ψ
crit −DAψΩc1 =0
QTk (A)b
(k)
(
Ψ¯k,Ω −Qk(−A)ψ¯
crit
)
− (DA + m¯k)
T ψ¯crit −DTAψ¯Ωc1 =0
(52)
Define operators on Ω1 ⊂ T
−k
N−k
Pk,Ω(A) =Q
T
k,Ω(−A)b
(k) Qk,Ω(A)
Sk,Ω(A) =
[
DA + m¯k + Pk,Ω(A)
]−1
Ω1
(53)
Then the equations (52) are solved by ψcrit = ψk,Ω(A) and ψ¯
crit = ψ¯k,Ω(A) which take the fixed values
on Ωc1 and on Ω1 are given by
ψk,Ω(A) = ψk,Ω(A,Ψk,Ω, ψΩc1) ≡Sk,Ω(A)
(
QTk,Ω(−A)b
(k) Ψk,Ω −DAψΩc1
)
≡Hk,Ω(A)Ψk,Ω − Sk,Ω(A)DAψΩc1
ψ¯k,Ω(A) = ψ¯k,Ω(A, Ψ¯k,Ω, ψ¯Ωc1) ≡S
T
k,Ω(A)
(
QTk,Ω(A)b
(k) Ψk,Ω −D
T
A
ψ¯Ωc1
)
≡Hk,Ω(A)Ψ¯k,Ω − Sk,Ω(A)D
T
Aψ¯Ωc1
(54)
Next make the change of variables ψ = ψk,Ω(A) +W , ψ¯ = ψ¯k,Ω(A) + W¯ on Ω1 and integrate over W
instead of ψ. The cross terms in the exponential vanish and we have
ρk,Ω(A,Ψk,Ω, ψΩc1) = Nk,Ω Zk,Ω(A) exp
(
−Sk,Ω
(
A,Ψk,Ω, ψk,Ω(A)
))
Fk,Ω
(
ψk,Ω(A)
)
(55)
where
Sk,Ω
(
A,Ψk,Ω, ψ
)
=
〈
(Ψ¯k,Ω −Qk,Ω(−A)ψ¯),b
(k)(Ψk,Ω −Qk,Ω(A)ψ)
〉
Ω1
+
〈
ψ¯,
(
DA + m¯k
)
ψ
〉
Fk,Ω(ψ) =
∫
F0,L−k(ψ)(ψ +W) dµSk,Ω(A)(W)
Zk,Ω(A) =
∫
exp
(
−
〈
W¯ ,
[
DA + m¯k + Pk,Ω(A)
]
Ω1
W
〉)
DW = det
(
Sk,Ω(A)
)−1
(56)
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Lemma 2. With ψΩc1 = 0
Sk,Ω
(
A,Ψk,Ω, ψk,Ω(A)
)
=
〈
Ψ¯k,Ω, Dk,Ω(A)Ψk,Ω
〉
(57)
where
Dk,Ω(A) = b
(k) − b(k)Qk,Ω(A)Sk,Ω(A)Q
T
k,Ω(−A)b
(k) (58)
Proof. The expression can be written
Sk,Ω
(
A,Ψk,Ω, ψk,Ω(A)
)
=
〈
Ψ¯k,Ω,b
(k)Ψk,Ω)
〉
Ω1
−
〈
Ψ¯k,Ω,b
(k)Qk,Ω(A)ψk,Ω(A))
〉
Ω1
−
〈
Qk,Ω(−A)ψ¯k,Ω(A),b
(k)Ψk,Ω)
〉
Ω1
+
〈
ψ¯k,Ω(A),
(
DA + m¯k + Pk,Ω(A)
)
ψk,Ω(A)
〉 (59)
Inserting the expression (54) for ψk,Ω(A) the first two terms give the result. In the fourth term
(DA + m¯k + Pk,Ω(A))ψk,Ω(A) = Q
T
k,Ω(−A)b
(k)Ψk,Ω and it exactly cancels the third term.
2.4 the next step
If we start with the expression (55) for ρk,Ω and apply another renormalization transformation as in
(36), (37) we we get another expression for ρk+1,Ω+ . We work out some details of this transformation.
We have with Ω+ = (Ω,Ωk+1)
ρ˜k+1,Ω+(A,Ψk+1,Ω+ , ψΩc1) = Nk,Ω Zk,Ω(A)Nk,Ωk+1
∫
DΨk,Ωk+1Fk,Ω
(
ψk,Ω(A)
)
exp
(
− bL−1
〈
Ψ¯k+1 −Q(−A)Ψ¯k,Ψk+1 −Q(A)Ψk
〉
Ωk+1
−Sk,Ω
(
A,Ψk,Ω, ψk,Ω(A)
)) (60)
We want to evaluate the integral by expanding the quadratic form in the exponent around its critical
points. Let Ψcritk,Ω+ , Ψ¯
crit
k,Ω+ be the critical points in Ψk,Ω, Ψ¯k,Ω with values in Ω
c
k+1 fixed. So we are
computing critical points in Ψk,Ωk+1 , Ψ¯k,Ωk+1 . These can be computed by a generalization of the
formula (23). However we will not use this, and instead develop a more local expression.
We introduce the operators on Ω1 ⊂ T
−k
N−k
P 0k+1,Ω+(A) =Q
T
k+1,Ω+(−A)b
+Qk+1,Ω+(A)
S0k+1,Ω+(A) =
[
DA + m¯k + P
0
k+1,Ω+(A)
]−1
Ω1
(61)
These scale to Pk+1,Ω+(A), Sk+1,Ω+(A) respectively. We also define the field ψ
0
k+1,Ω+(A) which is ψ
on Ωc1 and on Ω1 is
ψ0k+1,Ω+(A) = ψ
0
k+1,Ω+
(
A,Ψk+1,Ω+ , ψΩc1
)
= S0k+1,Ω+(A)
(
QTk+1,Ω+(−A)b
+ Ψk+1,Ω+−DAψΩc1
)
(62)
(This scales to ψk+1,Ω+(A), see below).
Lemma 3.
Ψcritk,Ω+(A) =Ψ
•
(
Ψk+1, ψ
0
k+1,Ω+(A)
)
on Ωk+1
ψ0k+1,Ω+(A) =ψk,Ω
(
A,Ψcritk,Ω+(A), ψΩc1
)
on Ω1
(63)
and similarly for the conjugate fields.
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Proof. Let
J(Ψk+1,Ωk+1 ,Ψk,Ω, ψ) = bL
−1
〈
Ψ¯k+1 −Q(−A)Ψ¯k,Ψk+1 −Q(A)Ψk
〉
Ωk+1
+
〈
(Ψ¯k,Ω −Qk,Ω(−A)ψ¯),b(Ψk,Ω −Qk,Ω(A)ψ)
〉
Ω1
+
〈
ψ¯,
(
D(A) + m¯k
)
ψ
〉 (64)
The quadratic form in the exponent in (60) is this expression evaluated at its critical point ψ =
ψk,Ω(A), ψ¯ = ψ¯k,Ω(A). We can find an expression for its critical points Ψ
crit
k,Ω+ , Ψ¯
crit
k,Ω+ by finding
critical points of J(Ψk+1,Ωk+1 ,Ψk,Ω, ψ) in Ψk, Ψ¯k on Ωk+1 and ψ, ψ¯ on Ω1 simultaneously. Denoting
these by Ψcritk , Ψ¯
crit
k and ψ
crit, ψ¯crit we find the equations
∂J
∂Ψ¯k
=− bL−1QT (−A)
(
Ψk+1 −Q(A)Ψ
crit
k
)
+ bk
(
Ψcritk −Q(A)ψ
crit
)
= 0
∂J
∂ψ¯
=−QTk,Ω(−A)b
(
Ψcritk,Ω+ −Qk,Ω(A)ψ
crit
)
+ (DA + m¯k)ψ
crit +DAψΩc1 = 0
∂J
∂Ψk
=− bL−1QT (A)
(
Ψ¯k+1 −Q(−A)Ψ¯
crit
k
)
+ bk
(
Ψ¯critk −Q(−A)ψ¯
crit
)
= 0
∂J
∂ψ
=−QTk,Ω(A)b
(
Ψ¯critk,Ω+ −Qk,Ω(−A)ψ¯
crit
)
+ (DA + m¯k)
T ψ¯crit +DT
A
ψ¯Ωc1 = 0
(65)
where Ψcritk,Ω+ is Ψk,Ω with Ψk replaced by Ψ
crit
k on Ωk+1. The first and second equations have the
solutions
Ψcritk =Ψ
•(Ψk+1, ψ
crit) on Ωk+1
ψcrit =ψk,Ω(A,Ψ
crit
k,Ω+ , ψΩc1) on Ω1
(66)
The second equation in (65) can also be written(
DA + m¯k + Pk,Ω(A)
)
ψcrit = QTk,Ω(−A)b Ψ
crit
k,Ω+ −DAψΩc1 (67)
We claim that this is the same as(
DA + m¯k + P
0
k+1,Ω+(A)
)
ψcrit = QTk+1,Ω+(−A)b
+ Ψk+1,Ω+ −DAψΩc1 (68)
Indeed in Ωck+1 we have Pk,Ω(A) = P
0
k+1,Ω+(A) and Q
T
k,Ω(−A)b Ψ
crit
k,Ω+ = Q
T
k+1,Ω+(−A)b
+ Ψk+1,Ω+
so they agree. On the other hand in Ωk+1 we use the expression (66) for Ψ
crit
k and obtain
QTk,Ω(−A)b Ψ
crit
k,Ω+ =bkQ
T
k (−A)Ψ
crit
k
=bkPk(A)ψ
crit +
bkbL
−1
bk + bL−1
QTk+1(−A)Ψk+1 −
bkbL
−1
(bk + bL−1)
Pk+1(A)ψ
crit
=bkPk(A)ψ
crit + bk+1L
−1QTk+1(−A)Ψk+1 − bk+1L
−1Pk+1(A)ψ
crit
=Pk,Ω(A)ψ
crit +QTk+1,Ω+(−A)b
+Ψk+1,Ω+ − P
0
k+1,Ω+(A)ψ
crit
(69)
Substitute this on the right side of (67) and get (68). So (67) and (68) are equivalent as claimed.
The equation (68) has the solution ψcrit = ψ0k+1,Ω+(A). With this identification the identities (66)
become
Ψcritk =Ψ
•(Ψk+1, ψ
0
k+1,Ω+(A)) on Ωk+1
ψ0k+1,Ω+(A) =ψk,Ω(A,Ψ
crit
k,Ω+ , ψΩc1) on Ω1
(70)
This is the same as (63) since Ψcritk,Ω+ = Ψ
crit
k on Ωk+1. This completes the proof.
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Now in (60) we expand around the critical point by the transformation on Ωk+1 (i.e. on the unit
lattice Ω
(k)
k+1)
Ψk = Ψ
crit
k,Ω+(A) +W Ψ¯k = Ψ¯
crit
k,Ω+(A) + W¯ (71)
By (63) this also entails that
ψk,Ω(A) = ψ
0
k+1,Ω+(A) +Wk,Ω(A) ψ¯k,Ω(A) = ψ¯
0
k+1,Ω+(A) + W¯k,Ω(A) (72)
where
Wk,Ω(A) = ψk,Ω(A,W, 0) = Hk,Ω(A)W = bkSk,Ω(A)Q
T
k (−A)W (73)
We introduce
S
0
k+1,Ω+
(
A,Ψk+1,Ω+ , ψ
)
=
〈
(Ψ¯k+1,Ω+ −Qk+1,Ω+(−A)ψ¯),b
+ (Ψk+1,Ω+ −Qk+1,Ω+(A)ψ)
〉
Ω1
+
〈
ψ¯, (DA + m¯k)ψ
〉 (74)
(This scales to Sk+1,Ω+(A,Ψk+1,Ω+ , ψ), see below).
Lemma 4. Under the translations (71), (72) the quadratic form in (60)
bL−1
〈
Ψ¯k+1 −Q(−A)Ψ¯k,Ψk+1 −Q(A)Ψk
〉
Ωk+1
+Sk,Ω
(
A,Ψk,Ω, ψk,Ω(A)
)
(75)
becomes
S
0
k+1,Ω+
(
A,Ψk+1,Ω+ , ψ
0
k+1,Ωk+1
(A)
)
+
〈
W¯ ,
[
Dk,Ω(A) + bL
−1P (A)
]
Ωk+1
W
〉
(76)
Proof. Since we are at the critical point the cross terms vanish. The terms in Ψ¯critk,Ω+(A) and
ψ¯0k+1,Ω+(A) are
bL−1
〈
Ψ¯k+1 −Q(−A)Ψ¯
crit
k,Ω+(A),Ψk+1 −Q(A)Ψ
crit
k,Ω+(A)
〉
Ωk+1
+Sk,Ω
(
A,Ψcritk,Ω+(A), ψ
0
k+1,Ω+(A)
)
=S0k+1,Ω+
(
A,Ψk+1,Ω+ , ψ
0
k+1,Ωk+1(A)
)
(77)
Here we have used (45) in Ωk+1 and Ψ
crit
k,Ω+ = Ψk,Ω = Ψk+1,Ω+ in Ω1−Ωk+1. The terms in W,Wk(A)
are identified by lemma 2 as
bL−1
〈
Q(−A)W,Q(A)W
〉
+Sk
(
A,W,Wk,Ω(A)
)
=bL−1 < W¯ , P (A)W > +
〈
W¯ , [Dk,Ω(A)]Ωk+1W
〉
.
(78)
This completes the proof.
Now in (60) we make the change of variables and integrate over the new Grassmann variables
W¯ ,W on Ωk+1 instead of Ψk, Ψ¯k This gives
ρ˜k+1,Ω+(A,Ψk+1,Ω+) = Nk,Ω Zk,Ω(A)Nk,Ωk+1 exp
(
−S0k+1,Ω+
(
A,Ψk+1,Ω+ , ψ
0
k+1,Ω+(A)
))
∫
Fk,Ω
(
ψ0k+1,Ω+(A) +Wk,Ω+(A)
)
exp
(
−
〈
W¯ ,
[
Dk,Ω(A) + bL
−1P (A)
]
Ωk+1
W
〉)
DW
(79)
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Next identify the Gaussian integral
∫
[· · · ]dµΓ
k,Ω+ (A)
with covariance
Γk,Ω+(A) =
[
Dk,Ω(A) + bL
−1P (A)
]−1
Ωk+1
(80)
and normalization factor
δZk,Ω+(A) =
∫
exp
(
−
〈
W¯ ,
[
Dk,Ω(A) + bL
−1P (A)
]
Ωk+1
W
〉)
DW = det
(
Γk,Ω+(A)
)−1
(81)
Then (79) is rewritten as
ρ˜k+1,Ω+(A,Ψk+1,Ω+) = (Nk,ΩZk,Ω(A))(δZk,Ω+ (A)Nk,Ωk+1)
exp
(
−S0k+1,Ω+
(
A,Ψk+1,Ω+ , ψ
0
k+1,Ω+(A)
)) ∫
Fk,Ω
(
ψ0k+1,Ω+(A) +Wk,Ω+(A)
)
dµΓ
k,Ω+ (A)
(W )
(82)
Next we scale by (37). We have
ψ0k+1,LΩ+
(
AL, [Ψk+1,Ω+ ]L, [ψΩc1 ]L
)
=
[
ψk+1,Ω+(A)
]
L
S
0
k+1,LΩ+
(
AL, [Ψk+1,Ω+ ]L, [ψk+1,Ω+(A)]L
)
=Sk+1,Ω+
(
A,Ψk+1,Ω+ , ψk+1,Ω+(A)
) (83)
and we get
ρk+1,Ω+(A,Ψk+1,Ω+) = (Nk,LΩZk,LΩ(AL))(δZk,LΩ+(AL)Nk,LΩk+1)σk+1,Ω+
exp
(
−Sk+1,Ω+(A,Ψk+1,Ω+ , ψk+1,Ω+(A))
) ∫
Fk,LΩ
(
[ψk+1,Ω+(A)]L +Wk(AL)
)
dµΓ
k,LΩ+ (AL)
(W )
(84)
Taking F0 = 1 we have Fk,Ω = 1. Comparing this with (55) for k + 1 we find
Nk+1,Ω+Zk+1,Ω+(A) = (Nk,LΩZk,LΩ(AL))(δZk,LΩ+(AL)Nk,LΩk+1)σk+1,Ω+ (85)
and so
ρk+1,Ω+(A,Ψk+1,Ω+) = Nk+1,Ω+Zk+1,Ω+(A)
exp
(
−Sk+1,Ω+(A,Ψk+1,Ω+ , ψk+1,Ω+(A))
) ∫
Fk,LΩ
(
[ψk+1,Ω+(A)]L +Wk(AL)
)
dµΓ
k,Ω+ (AL)
(W )
(86)
This integral is a basic fluctuation integral of a type we investigate further for specific F .
2.5 random walk expansion
In the analysis of the renormalization group flow one needs detailed control over the Green’s functions
(propagators). This is achieved with random walk expansion which we now explain for the Dirac
Green’s function
Sk,Ω(A) =
[
DA + m¯k + Pk,Ω(A)
]−1
Ω1
(87)
We still have in T−kN−k that Ω = (Ω1, . . . ,Ωk), that Ω1 ⊃ Ω2 ⊃ · · · ⊃ Ωk, and that Ωj is a union of
L−(k−j)M cubes. We assume also the separation condition
d(Ωj+1,Ω
c
j) ≥ 6L
−(k−j)M (88)
However the possibility that Ωj = Ωj+1 = T
−k
N−k is not excluded.
To state the result we need a number of definitions.
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• Let πj(δΩj) be all L−(k−j)M cubes in δΩj and π(Ω) = ∪πj(δΩj).
• If  ∈ πj(δΩj) then ˜ is the enlargement defined by adding a layer of L−(k−j)M cubes. Similarly
we define an n-fold enlargement ˜n. If X is a union of such  then X˜ is the union of the ˜, etc.
• Gk,Ω is all complex gauge fields A on T
−k
N−k such that for b ∈  ∈ πj(δΩj)
|A(b)| ≤ L
1
2 (k−j)e−1+ǫj (89)
• G˜k,Ω is all gauge fields of the form A = A0 +A1 where
– A0 is real and for each  ∈ πj(δΩj) is gauge equivalent in ˜5 to a field A′ ∈ Gk,Ω
– A1 ∈ Gk,Ω is complex.
• If y ∈ δΩj define
∆y = the L
−(k−j) cube in δΩj centered on y ∈ δΩ
(j)
j (90)
We also define an enlargement ∆˜y by adding a layer of L
−(k−j) cubes around ∆y, and let ζy be
a smooth partition of unity with supp ζy ⊂ ∆˜y.
• Associated with the sequence Ω is a scaled distance . It is defined for (y, y′) ∈ [Ω] = ∪kj=1δΩ
(j)
j
by
dΩ(y, y
′) = inf
γ:y→y′
k∑
j=1
Lk−jℓ(γ ∩ δΩj) (91)
with δΩk = Ωk. The infimum is over paths γ joining y, y
′ in the lattice T−k
N−k such that in δΩj
the path γ consists of L−(k−j) links in δΩ
(j)
j . The factor L
k−j in dΩ(y, y
′) means we count these
links as unit length. The dΩ(y, y
′) satisfy (lemma 2.1 in [6] )∑
y′
e−γdΩ(y,y
′) =
∑
j
∑
y′∈δΩ
(j)
j
e−γdΩ(y,y
′) ≤ C (92)
• A covariant Ho¨lder derivative is defined by on functions on T−kN−k for 0 < α < 1 and |x− y| < 1
(δα,Af)(x, y) =
eiekηA(Γxy)f(y)− f(x)
|x− y|α
η = L−k (93)
where Γxy is a path from x to y.
The main result due to Balaban, O’Carrol, Schor [24] is the following; see also [26].
Lemma 5. [24] Let M be sufficiently large (depending on L), and ek sufficiently small (depending on
L,M), and let A ∈ G˜k,Ω. Then there is a random walk expansion
Sk,Ω(A) =
∑
ω
Sk,Ω,ω(A) (94)
where ω is a sequence of cubes ω = (0,1, . . . ,n) in π(Ω) such that i,i+1 are equal or nearest
neighbors. Each term is analytic in A ∈ G˜k,Ω and the expansion converges to a function analytic in
A ∈ G˜k,Ω which satisfies for y ∈ δΩ
(j)
j , y
′ ∈ δΩ
(j′)
j′
|1∆ySk,Ω(A)1∆y′ f | ≤CL
−(k−j′)e−γdΩ(y,y
′)‖f‖∞
L−α(k−j)‖δα,AζySk,Ω(A)1∆y′ f‖∞ ≤CL
−(k−j′)e−γdΩ(y,y
′)‖f‖∞
(95)
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Remarks.
1. An advantage of this type of estimate is that it is preserved under composition of operators.
Furthermore using (92) one can sum over ∆y′ and deduce for x ∈ δΩj (or at least one of
x, y ∈ δΩj)
|(Sk,Ω(A)f)(x)|, L
−α(k−j)|(δα,ASk,Ω(A)f)(x, y)| ≤ C sup
j′
L−(k−j
′) sup
x′∈δΩj′
|f(x′)| (96)
The right side is of course less than C‖f‖∞.
2. In the estimates (95) factors L(k−j) and L(k−j
′) can be exchanged as desired. This is so because
the ratio is bounded by L|j−j
′|. If |j − j′| ≤ 1 this is bounded by a constant. If |j − j′| ≥ 2 then
the separation condition (88) means that y, y′ must be far apart. Indeed by lemma 2.1 in [6]
L|j−j
′| ≤ eO(M
−1)dΩ(y,y
′) (97)
and for M large this can be compensated by an adjustment in γ.
3. We sketch some details of the proof since we will need to refer to it. The formulation is a little
different because we started by scaling up to a unit lattice, but the essentials are all the same.
The proof depends constructing local inverses for DA + m¯k + Pk,Ω(A). This is the content of
the following lemma will be discussed further.
Lemma 6. [24] Under the same hypotheses for any  ∈ πj(δΩj) there is an operator Sk,Ω(,A) on
functions on a domain Ω1() ∩ Ω1 with ˜4 ⊂ Ω1() ⊂ ˜5 such that Sk,Ω(,A) only depends on A
in Ω1() ∩Ω1 and ([
DA + m¯k + Pk,Ω(A)
]
Ω1
Sk,Ω(,A)f
)
(x) = f(x) x ∈ ˜ (98)
and
|1∆ySk,Ω(,A)1∆y′f | ≤CL
−(k−j′)e−γdΩ(y,y
′)‖f‖∞
‖δα,AζySk,Ω(,A)1∆y′ f‖∞ ≤CL
−(1−α)(k−j′)e−γdΩ(y,y
′)‖f‖∞
(99)
Proof. (of lemma 5 assuming lemma 6) Let h2

be a partition of unity indexed by cubes  ⊂ π(Ω)
with
∑

h2

= 1 and supp h well inside ˜. We define a parametrix using the operators of lemma 6
to be the operator on Ω1
S∗k,Ω(A) =
∑

hSk,Ω(,A)h (100)
where the sum is over  in an neighborhood of Ω1. Then by (98)[
DA + m¯k + akPk,Ω(A)
]
Ω1
S∗k,Ω(A)
=
∑

[
DA + m¯k + Pk,Ω(A)
]
Ω1
hSk,Ω(,A)h
=
∑

h
[
DA + m¯k + Pk,Ω(A)
]
Ω1
Sk,Ω(,A)h +
∑

[
DA + m¯k + Pk,Ω(A), h
]
Ω1
Sk,Ω(,A)h
=I −
∑

K(A)Sk,Ω(,A)h ≡ I −K
(101)
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where K(A) = K,Ω(A) is given by
K(A) =
[
[h,DA + m¯k + Pk,Ω(A)]
]
Ω1
(102)
Then
Sk,Ω(A) = S
∗
k,Ω(A)(I −K)
−1 = S∗k,Ω(A)
∞∑
n=0
Kn (103)
provided the series converges. This can be written as the random walk expansion
Sk,Ω(A) =
∑
ω
Sk,Ω,ω(A) (104)
where for ω = (0,1, . . . ,n)
Sk,Ω,ω(A) =
(
h0Sk,Ω(0,A)h0
)(
K1(A)Sk,Ω(1,A)h1
)
· · ·
(
Kn(A)Sk,Ω(n,A)hn
)
(105)
Note that Sk,Ω,ω(A) only depends on A in
⋃n
i=0 ˜
5
i .
The functions {h} can be chosen so that for  ⊂ πj(δΩj)
|∂h| ≤ O(1)L
k−jM−1 (106)
Then K(A) can be expressed in terms of ∂h and combined with (99) one can show
|1∆yK(A)Sk,Ω(A,)1∆y′f | ≤ CM
−1e−γdΩ(y,y
′)‖f‖∞ (107)
Now insert multiscale localization functions 1∆y as in (90) between the various factors in (105) so that
Sk,Ω,ω(A)
=
∑
y1,...,yn
(
h0Sk,Ω(0,A)h0
)
1∆y1
(
K1(A)Sk,Ω(1,A)h1
)
· · · 1∆yn
(
Kn(A)Sk,Ω(n,A)hn
)
(108)
Note that only terms with yj ∈ ˜j−1 ∩ ˜j 6= ∅ contribute. Estimate the resulting expression using
(107) and for the first factor Sk,Ω(0,A) using (99). Then estimate the sum over localizations using
(92) and an associated convolution inequality also from lemma 2.1 in [6]. One finds with a new C, γ
that if |ω| = n then
|1∆ySk,Ω,ω(A)1∆y′ f | ≤CL
−(k−j)(CM−1)ne−γdΩ(y,y
′)‖f‖∞
‖δα,AζySk,Ω,ω(A)1∆y′ f‖∞ ≤CL
−(1−α)(k−j)(CM−1)ne−γdΩ(y,y
′)‖f‖∞
(109)
This is sufficient to establish the convergence of the expansion forM sufficiently large, since the number
of paths with a fixed length n is bounded by O(1)n. Replacing some factors L−(k−j) by L−(k−j
′) the
bounds (95) on Sk,Ω(A) follow.
Proof. (of lemma 6)
part I: First some preliminary results for global operators and A = 0. The scaling identity
S0k+1(0)fL = L[Sk+1(0)f ]L means the kernels are related by
Sk+1(0, x, x
′) = L2S0k+1(0, Lx, Lx
′) (110)
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Combine this with the identity S0k+1(0) = Sk(0) + Hk(0)Γk(0)H
T
k (0) which is the global version of
(413) from appendix A Then iterate the result to get the relation
Sk(0;x, x
′) =
k−1∑
j=0
L2(k−j)
(
Hj(0)Γj(0)H
T
j (0)
)
(Lk−jx, Lk−jx′) (111)
The convention here is that H0(0) = I and Γ0(0) = S01(0). Using some Fourier analysis one can show
that Hj(0), δαHj(0) and Γj(0) have exponential decay [23]. Then from the representation (111) one
has
|Sk(0;x, x
′)| ≤ Cd(x, x′)−2e−γd(x,x
′) |δαSk(0;x, x
′)| ≤ Cd(x, x′)−2−αe−γd(x,x
′) (112)
with the convention that d(x, x) = L−k. It follows that if ∆x is an L
−(k−j) cube and ∆x′ is an L
−(k−j′)
cube
‖1∆xSk(0)1∆x′f‖∞ ≤CL
−(k−j′)e−γd(x,x
′)
‖δαζxSk(0)1∆x′f‖∞ ≤CL
−(1−α)(k−j′)e−γd(x,x
′)
(113)
For the first inequality the idea is to estimate the integral over ∆x′ by
∫
∆x′
d(x, y)−2dy ≤ O(1)L−(k−j
′)
and for the second to use
∫
∆x′
d(x, y)−2−αdy ≤ O(1)L−(1−α)(k−j
′). See [24], [26] for more details.
Let Y a union of M cubes in the unit lattice T0N−k and consider the restricted operator
Γk,Y (0) =
[
Dk(0) + bL
−1P (0)
]−1
Y
(114)
In [24] it is shown by some Fourier analysis and taking advantage of the Wilson form of the free fermion
action that
‖Γk,(0)f‖2 ≤ C‖f‖2 (115)
Furthermore from the representation (22) of Dk(0) and the exponential decay of Sk(0) one can show
|
(
Dk(0) + bL
−1P (0)
)
(x, x′)| ≤ Ce−γd(x,x
′) (116)
Then it follows by a lemma of Balaban on unit lattice operators [4], [24] that
|Γk,Y (0;x, x
′)| ≤ Ce−γd(x,x
′) (117)
If Y is a union of LM -cubes in T−kN−k , we also need to consider
Sk,Y (0) =
(
D0 + m¯k + bk[Pk(0)]Y c + bk+1L
−1[Pk+1(0)]Y
)−1
(118)
This is related to Sk(0) by
Sk,Y (0) = Sk(0) +Hk(0)Γk,Y (0)H
T
k (0) (119)
which is (413) in the case that Ω is a sequence of full tori and Ωk+1 = Y . We deduce from (117) and
(113) that the bounds (113) also hold for Sk,Y (0).
part II: Now to the proof itself. Let 0 ∈ πj(Ωj). We define on T
−k
N−k
Sk,Ω(0, 0) = Sk,Ω(0)(0) ≡
[
D0 + m¯k + Pk,Ω(0)(0)
]−1
Ω1∩Ω1(0)
(120)
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where the averaging operator Pk,Ω(0)(0) is based on a sequenceΩ(0) localized around 0. We would
like the averaging operators to also be compatible with the original sequence Ω which is potentially
awkward. We settle for enforcing compatibility only close to 0. With this in mind we take
Ω(0) =
(
Ω1(0), . . . ,Ωj(0),Ωj+1(0)
)
(121)
Here Ωj(0) = 
∼4
0 and for i = j−1, j−2, . . . , 1 we define sucessively larger sets Ωi(0) to be a union
of L−(k−i)M cubes forming a cube centered on 0 and satisfying the minimal separation condition
condition. Then we add a region Ωj+1(0) = ˜
3
0 ∩ Ωj+1. Thus we have in increasing size
Ωj+1(0) = ˜
3
0 ∩ Ωj+1 Ωj(0) = 
∼4
0 d(Ωi+1,Ω
c
i ) = 6L
−(k−i)M (122)
Note that Ω1(0) ⊂ ˜50.
To get estimates on Sk,Ω(0)(0) we again develop a random walk expansion. Form a parametrix
by
S∗(0) =
∑
∈π(Ω(0))
hSh (123)
where h2

is a partition of unity indexed by π(Ω(0)) with supp h ⊂ ˜ and the operator S is
defined on T−kN−k as follows. For a cube  in π(Ω(0)) we again have two cases which are
1.  ∈ πi(δΩi(0)) and ˜3 ⊂ δΩi(0) for some i
2. ˜3 intersects both Ωi(0),Ωi+1(0) for some i
Corresponding to these two cases we define
S =


(
D0 + m¯k + b
(k)
i Pi(0)
)−1
case 1(
D0 + m¯k + b
(k)
i [Pi(0)]Y c + b
(k)
i+1[Pi+1(0)]Y
)−1
case 2
(124)
where in the second case
Y ≡ ˜3 ∩ Ωi+1(0) (125)
We further modify this in case 0 is an L
−(k−1)M cube in π1(δΩ1) and ˜
3
0 ∩ Ω
c
1 6= ∅. In that case
Ω(0) = Ω1(0) = ˜
4
0 and we just define
S =
[
D0 + m¯k + b
(k)
1 P1(0)
]−1
Ω1
(126)
In all cases since supp h ⊂ ˜ ⊂ Ω1(0) the hSh is an operator on Ω1 ∩ Ω1(0) and so is S
∗.
The operator S has averaging operators b
(k)
i Pi(0) in each δΩi(0). This agrees with Pk,Ω(0)(0) and
so it satisfies the key identity([
D0 + m¯k + Pk,Ω(0)(0)
]
Ω1∩Ω1(0)
Sf
)
(x) = f(x) x ∈ ˜ (127)
For estimates we have:
Lemma 7. Let 0 ∈ π(Ω) and  ∈ π(Ω(0)) and let y, y′ and ∆y,∆y′ be as in (90).
1. S satisfies for ˜ ∩∆y 6= ∅ and ˜ ∩∆y′ 6= ∅
|1∆yS1∆y′f | ≤CL
−(k−j′)e−γdΩ(y,y
′)‖f‖∞
|1∆yδαS1∆y′f | ≤CL
−(1−α)(k−j′)e−γdΩ(y,y
′)‖f‖∞
(128)
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2. There is a random walk expansion for Sk,Ω(0)(0) based on S which yields the bounds
|1∆ySk,Ω(0)(0)1∆y′ f | ≤CL
−(k−j′)e−γdΩ(y,y
′)‖f‖∞
|1∆yδαSk,Ω(0)(0)1∆y′ f | ≤CL
−(1−α)(k−j′)e−γdΩ(y,y
′)‖f‖∞
(129)
Proof. At first suppose that ˜50 ⊂ δΩj . Then Ωj+1(0) = ∅ and all  ∈ π(Ω(0)) are also in δΩj .
Suppose further that  is in case 1 so S = (D0 + m¯k + b
(k)
i Pi(0))
−1. There is a mismatch here
between the lattice T−kN−k and the averaging operator Pi(0) which usually occurs on T
−i
N−i. From (112)
and a variation of (113) we do have the estimate on T−iN−i for x, x
′ ∈ T0N−i unit cubes ∆x,∆x′
|1∆x
(
D0 + m¯i + biPi(0)
)−1
1∆x′f | = |1∆xSi(0)1∆x′f | ≤ Ce
−γd(x,x′)‖f‖∞ (130)
We also have the scaling relation(
D0 + m¯k + b
(k)
i Pi(0)
)−1
fL−(k−i) = L
−(k−i)
(
(D0 + m¯i + biPi(0))
−1f
)
L−(k−i)
(131)
and then (130) scales down to the estimate on T−kN−k for x, x
′ ∈ T
−(k−i)
N−k and L
−(k−i) cubes ∆x,∆x′
|1∆x
(
D0 + m¯k + biPi(0)
)−1
1∆x′f | ≤ CL
−(k−i)e−γL
(k−i)d(x,x′)‖f‖∞ (132)
Now consider cubes ∆y,∆y′ intersecting ˜ as required by the lemma. Then ∆y,∆y′ ⊂ δΩj and
hence are L−(k−j) cubes, The previous bound and L−(k−i) ≤ CL−(k−j) yields the estimate
|1∆y
(
D0 + m¯k + biPi(0)
)−1
1∆y′ f | ≤ CL
−(k−j) sup
x∈∆y
∑
x′∈∆y′
Ce−γL
(k−i)d(x,x′)‖f‖∞ (133)
On the one hand we could take L(k−i)d(x, x′) ≥ L(k−j)d(x, x′) ≥ Lk−jd(y, y′) − 1 and bound the
exponential by O(1)e−γL
(k−j)d(y,y′). On the other hand we have
∑
x′ e
−γL(k−i)d(x,x′) ≤ C. Splitting
the exponent we use both estimates and obtain with a new γ
|1∆yS1∆y′ f | = |1∆y
(
D0 + m¯k + biPi(0)
)−1
1∆y′ f | ≤CL
−(k−j)e−γL
(k−j)d(y,y′)‖f‖∞ (134)
Since Lk−id(y, y′) = dΩ(y, y
′) here this gives the desired result. The estimate on the Ho¨lder derivative
is similar.
Suppose again ˜50 ⊂ δΩj , but now  is in case 2. So ˜
3 intersects both Ωi(0),Ωi+1(0) and
S = (D0 + m¯k + b
(k)
i [Pi(0)]Y c + b
(k)
i+1[Pi+1(0)]Y )
−1. The relevant scaling relation is
(
D0 + m¯k + b
(k)
i [Pi(0)]Y c + b
(k)
i+1[Pi+1(0)]Y
)−1
fL−(k−i)
= L−(k−i)
((
D0 + m¯i + bi[Pi(0)]Lk−iY c + bi+1L
−1[Pi+1(0)]Lk−iY
)−1
f
)
L−(k−i)
(135)
The latter is an operator of the form (118) and has the bounds (113). Arguing as before we find that
the bound (134) is replaced by
|1∆y
(
D0 + m¯k + b
(k)
i [Pi(0)]Y c + b
(k)
i+1[Pi+1(0)]Y
)−1
1∆y′ f | ≤ CL
−(k−j)e−γL
(k−j)d(y,y′)‖f‖∞ (136)
which is the desired bound.
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Now we relax the condition that ˜50 ⊂ δΩj and allow that ˜
5
0 intersect both Ωj and Ωj+1. The
cube 0 itself may be in either Ωj and Ωj+1. For  in case 1 we still have the bound (134) but now
it is not exactly what is required since either ∆y or ∆y′ may be in Ωj+1 and hence a larger L
−(k−j−1)
cube. This requires some adjustments in the bound. Suppose for example that ∆y is in Ωj and ∆y′ is
in Ωj+1. Then from (134)
|1∆y
(
D0 + m¯k + biPi(0)
)−1
1∆y′ f | ≤ CL
−(k−j)
∑
z∈∆y′
e−γL
(k−j)d(y,z)‖f‖∞ (137)
where the sum is over z on T
−(k−j)
N−k . We can replace the L
−(k−j) in front by the larger L−(k−j−1).
Now on the one hand in the exponent we can take L(k−j)d(y, z) ≥ L(k−j)d(y, y′) − 1 and then argue
that L(k−j)d(y, y′) ≥ dΩ(y, y
′) as follows. Consider a minimal path between Γy,y′ from y to y
′ whose
length is d(y, y′). Let y′′ be the intermediate point where the path crosses from Ωj to Ωj+1. Then
Lk−jd(y, y′) =Lk−jℓ(Γy,y′)) = L
k−jℓ(Γy,y′′)) + L
k−jℓ(Γy′′,y′))
≥L(k−j)ℓ(Γy,y′′)) + L
k−j−1ℓ(Γy′′,y′)) ≥ dΩ(y, y
′)
(138)
On the other hand we could just take
∑
z∈∆y′
e−γL
(k−j)d(y,z) ≤ C. Splitting the exponent we do both
and obtain with a new γ
|1∆y
(
D0 + m¯k + biPi(0)
)−1
1∆y′ f | ≤ CL
−(k−j−1)e−γdΩ(y,y
′)‖f‖∞ (139)
This is the required bound in this case. The instance  in case 2 is treated similarly.
For the case ˜3 ∩Ωc1 6= ∅ and S = [D0+ m¯k+ b
(k)
1 P1(0)]
−1
Ω1
instead of (130) we have on the lattice
T
−1
N−1 and for unit cubes
|1∆x
[
D0 + m¯1 + b1P1(0)
]−1
Lk−1Ω1
1∆x′f | ≤ Ce
−γd(x,x′)‖f‖∞ (140)
Indeed the operator scales up to the unit lattice operator [D0 +m0 + b1L
−1P (0)]−1
LkΩ1
= Γk,LkΩ1(0)
and the bound follows from (117). Then we scale down to the operator S on T
−k
N−k by[
D0 + m¯k + b
(k)
1 P1(0)
]−1
Ω1
fL−(k−1) = L
−(k−1)
[[
D0 + m¯1 + b1P1(0)
]−1
Lk−1Ω1
f
]
L−(k−1)
(141)
and this again leads to the bound (128) in this case. This completes the proof of part 1.
For part 2 the random walk expansion is generated as in lemma 5. We compute on Ω1 ∩ Ω1(0)[
D0 +mk + Pk,Ω(0)(0)
]
Ω1∩Ω1(0)
S∗(0)
=
∑

[
D0 +mk + Pk,Ω(0)(0)
]
Ω1
hSh
=
∑

hS
[
D0 +mk + Pk,Ω(0)(0)
]
Ω1
h −
∑

KSh
=I −
∑

KSh
(142)
Here in the first step we drop the restriction of the operator to Ω1(0) on the right which is allowed
since supp h ⊂ Ω1(0). In the second step we define K = K,Ω(0) to be the operator on
Ω1 ∩Ω1(0)
K =
[
[h,D0 + m¯k + Pk,Ω(0)(0)]
]
Ω1
(143)
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In the last step we use the identity (127). From (142) we generate the random walk expansion
Sk,Ω(0)(0) =
∑
ω Sk,Ω(0),ω(0) where
Sk,Ω(0),ω(0) = (h0S0h0)(K1S1h1) · · · (KnSnhn) (144)
As before it leads to the estimates (129). This completes the proof of lemma 7.
part III: We have the basic estimates on Sk,Ω(0, 0) = Sk,Ω(0)(0) and now show that it satisfies
the remaining condition of lemma 6. This is the identity (98) which says that for x ∈ ˜0 and either
˜0 ⊂ δΩj or ˜0 intersecting both δΩj , δΩj+1([
D0 + m¯k + Pk,Ω(0)
]
Ω1
Sk,Ω(0)(0)f
)
(x) = f(x) (145)
This follows since both [Pk,Ω(0)]Ω1 and [Pk,Ω(0)(0)]Ω1 have averaging operator b
(k)
j Pj(0) in δΩj and
b
(k)
j+1Pj+1(0) in δΩj+1. (This is where we use the condition Ωj+1(0) = 
∼3
0 ∩ Ωj+1). Thus we
can replace [Pk,Ω(0)]Ω1 by [Pk,Ω(0)(0)]Ω1 in (145). Then since Sk,Ω(0)(0) maps to functions on
Ω1∩Ω1(0) we can replace [· · · ]Ω1 by [· · · ]Ω1∩Ω1(). The result follows since Sk,Ω(0)(0) is the inverse
operator. This completes the proof of lemma 6 for the case A = 0.
part IV: Lemma 6 for A ∈ G˜k,Ω can be obtained using gauge transformations and expansions around
A = 0. See [24] for details.
Remarks.
(1.) The bounds on Sk,Ω lead to bounds on Hk,Ω(A)f = Sk,ΩQTk,Ω(−A)b
(k)f for f = {fj,δΩj} on [Ω].
The b(k) supplies a factor L(k−j
′) on δΩj′ which is cancels the L
−(k−j′) in (96). This yields on δΩj
|Hk,Ω(A)f |, L
−α(k−j)|δα,AHk,Ω(A)f | ≤ C‖f‖∞ (146)
Or using the sharper bound (95) as well as (97) we have on δΩj
L−(k−j)|Hk,Ω(A)f |, L
−(1+α)(k−j)|δα,AHk,Ω(A)f | ≤ C sup
j′
L−(k−j
′)‖fj′,δΩj′ ‖∞ (147)
(2.) We can introduce weakening parameters {s} indexed by  ∈ π(Ω) with values 0 ≤ s ≤ 1. For
ω = (0,1, . . . ,n) the operator Sk,Ω,ω only connects points and depends on A in
Xω ≡
n⋃
i=0
˜
5
i (148)
We weaken this term with a factor
sω =
∏
⊂Xω
s (149)
and define
Sk,Ω(s,A) =
∑
ω
sωSk,Ω,ω(A) (150)
If s is small then the coupling through is reduced. If ω =  is a single cube then |ω| = 0 andXω = ∅
and in this case we define sω = 1. Hence the Sk,Ω(s,A) interpolate between Sk,Ω(1,A) = Sk,Ω(A)
and the strictly local operator Sk,Ω(0,A) = S
∗
k,Ω(A).
All the previous results hold as well for the Sk,Ω(s,A). In fact we can allow complex s satisfying
|s| ≤ M
α0 for α0 < 1. This still leaves a convergence factor of M
−(1−α0) which suffices for M
sufficiently large. The weakened propagator Sk,Ω(s,A) also gives a weakened operator Hk,Ω(s,A)
which satisfies all the above bounds.
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2.6 another random walk expansion
For our treatment of fermion determinants we will need a variation of the previous treatment. Now
instead of Sk,Ω(A) we consider for y ≥ 0 the operator on Ω1 ⊂ T
−k
N−k
Sk,Ω+,y(A) =
[
DA + m¯k + [PΩ(A)]Ωc
k+1
+ [αkPk(A) + βkPk+1(A)]Ωk+1
]−1
Ω1
(151)
where
αk =
bkiγ3y
bk + iγ3y
βk =
b2kbL
−1
(bk + bL−1 + iγ3y)(bk + iγ3y)
(152)
This interpolates between S0k+1,Ω+(A) at y = 0 and Sk,Ω(A) at y =∞.
Lemma 8. Lemma 5 and lemma 6 hold for Sk,Ω+,y(A) with bounds uniform in y ≥ 0.
Proof. part I: Follow the proof of lemma 6 and start with the global version of Sk,y(0) at A = 0.
This is related to Γk,y(0) = [Dk(0) + bL
−1P (0) + iγ3y]
−1. More generally we consider
Γk,y,Y (0) =
[
Dk(0) + bL
−1P (0) + iγ3y
]−1
Y
= γ3
[
(Dk(0) + bL
−1P (0))γ3 + iy
]−1
Y
(153)
We first claim that
|Γk,y,Y (0;x, x
′)| ≤ Ce−γd(x,x
′) (154)
If y large we make the expansion
Γk,y,Y (0) =[Dk(0) + bL
−1P (0) + iγ3y]
−1
Y
=(iγ3y)
−1
[
I + [Dk(0) + bL
−1P (0)]Y (iγ3y)
−1
]−1
=(iγ3y)
−1
∞∑
n=0
(−1)n
(
[Dk(0) + bL
−1P (0)]Y (iγ3y)
−1
)n (155)
The bound (116) says |(Dk(0) + bL−1P (0))(x, x′)| ≤ Ce−γd(x,x
′). Thus if y is sufficiently large, say
y ≥ C0 for some C0, the series converges and the bound (154) holds. On the other hand suppose
y ≤ C0. Take Y =  a single cube. Since [(Dk(0) + bL−1P (0))γ3] is self-adjoint we have
‖Γk,y,(0)f‖2 ≤ C‖
[(
Dk(0) + bL
−1P (0)
)
γ3
]−1

f‖2 ≤ C‖Γk,(0)f‖2 ≤ C‖f‖2 (156)
Also by (116) again and the bound on y∣∣∣(Dk(0) + bL−1P (0) + iγ3y)(x, x′)∣∣∣ ≤ Ce−γd(x,x′) (157)
Then (154) follows from the last two bounds and Balaban’s lemma on unit lattice operators [4], [24].
Now we use the identity (the global version of (412) in appendix A )
Sk,y(0) = Sk(0) +Hk(0)Γk,y(0)H
T
k (0) (158)
combined with the expansion (111) for Sk(0) to get
Sk,y(0;x, x
′) =
(
Hk(0)Γk,y(0)H
T
k (0)
)
(x, x′) +
k−1∑
j=0
L2(k−j)
(
Hj(0)Γj(0)H
T
j (0)
)
(Lk−jx, Lk−jx′) (159)
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This is estimated as before and establishes the bounds (113) for Sk,y. We also need to consider on
T
−k
N−k
Sk,y,Y (0) =
(
D0 + m¯k + bk[Pk(0)]Y c + [αkPk(0) + βkPk+1(0)]Y
)−1
(160)
This is related to Sk,y(0) by
Sk,y,Y (0) = Sk,y(0) +Hk(0)Γk,y,Y (0)H
T
k (0) (161)
which is a special case of (412). This yields the bounds (113) for Sk,y,Y (0). This concludes the
modifications of part I.
part II : Continuing with the modifications of the proof of lemma 6 we first consider A = 0 and look
for operators satisfying for x ∈ ˜0([
D0 + m¯k + [Pk,Ω(0)]Ωc
k+1
+ [αkPk(0) + βkPk+1(0)]Ωk+1
]
Ωk+1
Sk,Ω(0, 0)f
)
(x) = f(x) (162)
Our previous choice of Sk,Ω(0, 0) still works away from Ωk+1 so we only need to consider the case of
0 ∈ πk(Ωk) in or close to Ωk+1. Formerly we would have taken [D0 + m¯k + Pk,Ω(0)(0)]
−1
Ω1(0)
with
Ω(0) = (Ω1(0), . . . ,Ωk(0)). Now we modify this by adding Ωk+1(0) = ˜
3
0 ∩ Ωk+1 and defining
Sk,Ω(0, 0) =
[
D0 + m¯k + [Pk,Ω(0)(0)]Ωck+1(0) + [αkPk(0) + βkPk+1(0)]Ωk+1(0)
]−1
Ω1(0)
(163)
This has averaging operator αkPk(0)+βkPk+1(0) in 0∩Ωk+1 and Pk(0) in 0∩Ωck+1 and so satisfies
(162).
Again we need a random walk expansion for Sk,Ω(0, 0) which means we need operators S for
 ∈ π(Ω(0)) such that for x ∈ ˜([
D0 + m¯k + [Pk,Ω(0)(0)]Ωck+1(0) + [αkPk(0) + βkPk+1(0)]Ωk+1(0)
]
Ω1(0)
Sf
)
(x) = f(x) (164)
We make the same choice as in (124) with the addition
S =


(
D0 + m¯k + αkPk(0) + βkPk+1(0
)−1
case 1(
D0 + m¯k + bk[Pk(0)]Y c + [αkPk(0) + βkPk+1(0)]Y
)−1
case 2
(165)
where case 1 is ˜3 ⊂ Ωk+1(0) and case 2 is ˜3 intersects both Ωk+1(0) and Ωk(0) and in this
case Y ≡ ˜3 ∩ Ωk+1(0). These choices satisfies (164). As noted we have good estimates on such
operators and the rest of the proof proceeds as in lemma 6 and lemma 5.
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3 Block averaging for gauge fields
For the renormalization transformations for gauge fields we follow the treatment originated by Balaban
[5], [6], [9], and Balaban, Imbrie, and Jaffe [21], [22]. See also [31], [32], [33].
3.1 block averaging
(a.) We define block averaging operators on gauge fields, see [21] [34] for more details. For a field A
on T0N−k define an averaged field QA on oriented bonds in T
1
N−k by (for reverse oriented bonds take
minus this)
(QA)(y, y + Leµ) =L
−4
∑
x∈B(y)
A(Γx,x+Leµ) (166)
where Γx,x+Leµ is the straight line between the indicated points, A(Γ) =
∑
b∈ΓA(b), and B(y) is a
cube with L-sites on a side centered on y ∈ T1N−k.
Similarly Q can be defined on any lattice (with no weight factors) and we define compositions by
Qk = Q ◦ · · · ◦ Q (k times). In particular it maps functions A on (bonds in) T
−k
N−k to functions QkA
on (bonds in) T0N−k and is given by
(QkA)(y, y + eµ) = L
−4k
∑
x∈Bk(y)
A(Γx,x+eµ) =
∫
|x−y|<12
L−kA(Γx,x+eµ) dx (167)
This has the adjoint mapping A on (bonds in) T0N−k to Q
T
kA on (bonds in) T
−k
N−k of length η = L
−k
(QTkA)(b) = L
−1
∑
x,µ:Γ(x,x+Leµ)∋b
A([x], [x] + eµ) (168)
where [x] is the unique y ∈ T0N−k such that x ∈ Bk(y). If Q is the averaging operator on scalars we
have the identities dQ = Qd. For example for a scalar f
(dQf)(y, y + Leµ) =L
−1
(
Qf(y + Leµ)−Qf(y)
)
= L−4
∑
x∈B(y)
f
(
(x+ Leµ)− f(x)
)
=L−4
∑
x∈B(y)
df
(
Γx,x+Leµ
)
= (Qdf)(y, y + Leµ)
(169)
More generally
dQk = Qkd (170)
(b.) We also define an operator Q(2) on functions on plaquettes (squares) as follows. For any x ∈ T0N−k
let p denoted a unit plaquette designated by its corners [x, x + eµ, x + eµ + eν , x + eν ] and let Px be
the L-plaquette
Px = [x, x+ Leµ, x+ Leµ + Leν, x+ Leν ] (171)
For F defined on plaquettes in T0N−k we define Q
(2)F on plaquettes in T1N−k by
(Q(2)F )(Py) = L
−5
∑
x∈B(y)
F (Px) F (Px) =
∑
p⊂Px
F (p) (172)
where y ∈ T1N−k. We have the identity dQ = Qd and more generally
dQk = Q
(2)
k d (173)
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(c.) Also define a surface averaging operator Qs on a unit lattice by
(QsA)(y, y + Leµ) = L
−2
∑
b′∈Bs(y,y+Leµ)
A(b′) (174)
where Bs(y, y + Leµ) is the set of unit surface bonds joining the cubes B(y) and B(y + Leµ). This
satisfies QQs,T = I and QsQs,T = L and dQT f = Qs,Tdf .
We also have the k-fold composition Qsk = Q
s ◦ · · ·Qs mapping A on T−kN−k to Q
s
kA on T
0
N−k given
by
(QskA)(y, y + eµ) = L
−2k
∑
b∈Bs
k
(y,y+eµ)
A(b) (175)
where Bsk(y, y + eµ) is surface bonds in T
−k
N−k joining Bk(y) and Bk(y + eµ). This has the adjoint
(Qs,Tk A)(b) =
{
LkA(y, y + eµ) b ∈ Bsk(y, y + eµ)
otherwise
(176)
and satisfies the identities
QkQ
s,T
k = I Q
s
kQ
s,T
k = L
k dQTk = Q
s,T
k d (177)
(d.) Further define an edge averaging operator on functions on plaquettes by
(QeF )(p′) = L−1
∑
p∈Be(p′)
F (p) (178)
Here if p′ is a plaquette in T1N−k with corners [y, y+Leµ, y+Leµ+Leν, y+Leν] then B
e(p′) are the p are
plaquettes p with corners [x, x+eµ, x+eµ+eν, x+eν ] in T
0
N−k such that x ∈ B(y), x+eµ ∈ B(y+Leµ),
etc. This satisfies QeQe,T = L2 and dQs,TA = Qe,TdA.
We also have the k-fold composition Qek = Q
e ◦ · · ·Qe mapping F on (plaquettes in ) T−kN−k to
QekF on (plaquettes in ) T
0
N−k given by
(QekF)(p
′) = L−k
∑
p∈Be
k
(p′)
F(p) (179)
Here if p′ is the unit plaquette [y, y+ eµ, y+ eµ+ eν , y+ eν ] then with η = L
−k the set Bek(p
′) are the
plaquettes [x, x + ηeµ, x + η
′eµ + ηeν , x + ηeν)] in T
−k
N−k such that x ∈ Bk(y), x+ ηeµ ∈ Bk(y + eµ),
etc. This has the adjoint
(Qe,Tk F )(p) =
{
L2kF (p′) p ∈ Bek(p
′)
otherwise
(180)
and satisfies the identities
QekQ
e,T
k = L
2k dQs,Tk = Q
e,T
k d (181)
3.2 global axial gauge averaging
We now explain the renormalization group transformation for gauge fields, starting with a review of
the global version in [33]. Starting with a density ρ0(A0) defined for A0 on (bonds in ) T
0
N we define
a sequence of densities ρk(Ak) defined for functions Ak on T
0
N−k as follows. Given ρk(Ak) and Ak+1
on T1N−k first define
ρ˜k+1(Ak+1) =
∫
δ(Ak+1 −QAk)δ(τAk)ρk(Ak) DAk (182)
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Here we have introduced an axial gauge fixing delta function δ(τAk) with
δ(τAk) =
∏
y∈T1
N−k
∏
x∈B(y),x 6=y
δ
(
(τAk)(y, x)
)
(183)
where (τAk)(y, x) is defined in (11). In making this definition we are not just coarse graining, but also
introducing a gauge fixing function step by step.
Then we define ρk+1(Ak+1) for Ak+1 on T
0
N−k−1 by
ρk+1(Ak+1) = ρ˜k+1(Ak+1,L)L
1
2 (bN−bN−k−1)−
1
2 (sN−sN−k−1) (184)
Here bn = 3L
3N is the number of bonds in a three dimensional toroidal lattice with LN sites on a side,
and again sN = L
3N is the number of sites. (So the scaling factor could be written LsN−sN−k−1).
The result of the iteration can be computed explicitly as
ρk(Ak) =
∫
δ(Ak −QkA)δ(τkA)ρ0,L−k(A)DA (185)
where now A is defined on bonds in T−kN−k. Then QkA is defined in (167) and and the gauge fixing
function is now
δ(τkA) ≡
k−1∏
j=0
δ(τQjA) (186)
Now suppose we start with ρ0(A0) = F0(A0) exp(−
1
2‖dA0‖
2) for an arbitrary function F0. Then
ρk(Ak) =
∫
δ(Ak −QkA)δ(τkA)F0,L−k(A) exp
(
−
1
2
‖dA‖2
)
DA (187)
Define Axk on T
−k
N−k by
A
x
k = A
x
k(Ak) = H
x
kAk = minimizer of ‖dA‖
2 subject to QkA = Ak, τkA = 0 (188)
and make the change of variables A = Axk+Z in the integral. The term 1/2‖dA‖
2 splits and one finds
ρk(Ak) = ZkFk(A
x
k) exp
(
−
1
2
‖Axk‖
2
)
(189)
where
Fk(A) =Z
−1
k
∫
δ(QkZ)δ(τkZ)F0,L−k(A+ Z) exp
(
−
1
2
‖dZ‖2
)
DZ
Zk =
∫
δ(QkZ)δ(τkZ) exp
(
−
1
2
‖dZ‖2
)
DZ
(190)
It is also useful to study the next step going from ρk to ρk+1; see [31], [33] or the multiscale version
which we now take up.
3.3 multiscale axial gauge averaging
As in section 2.2 we consider a decreasing sequence of small field regions Ω = (Ω1, . . .Ωk) in T
−k
N−k.
We use the same notation Ωj for a set of bonds such that at least one end is in Ωj . We define again
δΩj = Ωj − Ωj+1 and δΩ
(j)
j = Ω
(j)
j − Ω
(j)
j+1 in T
−(k−j)
N−k where for example Ω
(j)
j are bonds joining the
centers of Lj cubes with at least one end in Ωj . Associated with the sequence we have a sequence of
functions
Ak,Ω = (A0,Ωc1 , A1,δΩ1 , . . . , Ak−1,δΩk−1 , Ak,Ωk) (191)
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where A0,Ωc1 is defined on Ω
c
1 ⊂ T
−k
N−k, Aj,δΩj is defined on δΩ
(j)
j , and Ak,Ωk is defined on Ω
(k)
k ⊂ T
0
N−k.
Starting with ρ0(A0) we define a sequence of densities ρk,Ω(Ak,Ω) as follows. Given the den-
sity ρk,Ω add a new union of LM cubes Ωk+1 ⊂ Ωk and define Ω+ = (Ω,Ωk+1) and Ak+1,Ω+ =
(Ak,Ω, Ak+1,Ωk+1 ) where Ak+1,Ωk+1 is defined on Ω
(k+1)
k+1 ⊂ T
1
N−k. Instead of (182) we define
ρ˜k+1,Ω+(Ak+1,Ω+) =
∫
δΩk+1(Ak+1 −QAk)δΩk+1(τAk)ρk,Ω(Ak,Ω)DAk,Ωk+1 (192)
where the integral is over Ak,Ωk+1 on Ω
(k)
k+1. Note that QAk depends on Ak(b) for bonds outside Ωk+1,
but we only integrate over Ak(b) for bonds in Ωk+1. The axial gauge fixing is
δΩk+1(τAk) =
∏
y∈Ω
(k+1)
k+1
∏
x∈B(y),x 6=y
δ
(
(τAk)(y, x)
)
(193)
Then we scale again and define for Ω+ in T−k−1N−k−1 with associated Ak+1,Ω+
ρk+1,Ω+(Ak+1,Ω+ ) = ρ˜k+1,LΩ+
(
[Ak+1,Ω+ ]L
)
σ′k+1,Ωk+1 (194)
with scaling factors σ′k+1,Ωk+1 still to be chosen.
When we compose these operations the result will be expressed in terms of an averaging operator
Qk,Ω defined on A on T
−k
N−k by
Qk,ΩA =
(
AΩc1
,Q1,δΩ1A, . . . ,Qk−1,δΩk−1A,Qk,ΩkA
)
(195)
This is a field of type Ak,Ω and we define the delta function
δ
(
Ak,Ω −Qk,ΩA
)
≡
k∏
j=0
δδΩj
(
Aj −QjA
)
(196)
Here δΩk ≡ Ωk and δΩ0 = Ωc1. The convention is Q0 = I so the j = 0 delta function is δΩc1(A0 − A)
and just sets A0 = A on Ω
c
1. We also define a hierarchical gauge fixing function
δ(τk,ΩA) =
k∏
j=1
δΩj (τQj−1A) (197)
Lemma 9. For A : T−kN−k → R one can choose the scaling factors σ
′
k+1,Ωk+1
so that
ρk,Ω(Ak,Ω) =
∫
δ
(
Ak,Ω −Qk,ΩA
)
δ
(
τk,ΩA
)
ρ0,L−k(A) DA (198)
Proof. The proof is by induction. Assuming it is true for k we have
ρ˜k+1,Ω+(Ak+1,Ω+) =∫
δΩk+1(Ak+1 −QAk)δΩk+1(τAk)δ
(
Ak,Ω −Qk,ΩA
)
δ
(
τk,ΩA
)
ρ0,L−k(A) DAk,Ωk+1 DA
(199)
But since Ak = QkA on Ωk and hence Ωk+1
δΩk+1(τAk)δ
(
τk,ΩA
)
= δΩk+1(τQkA)δ
(
τk,ΩA
)
= δ
(
τk+1,Ω+A
)
(200)
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Also ∫
δΩk+1(Ak+1 −QAk)δ
(
Ak,Ω −Qk,ΩA
)
DAk,Ωk+1 = δ
(
Ak+1,Ω+ −Qk+1,Ω+A
)
(201)
Thus we have
ρ˜k+1,Ω+(Ak+1,Ω+) =
∫
δ
(
Ak+1,Ω+ −Qk+1,Ω+A
)
δ
(
τk+1,Ω+A
)
ρ0,L−k(A) DA (202)
Then scale by (194) and change variables from A to AL using Qk+1,LΩ+AL = (Qk+1,Ω+A)L and
τk+1,LΩ+AL = (τk+1,Ω+A)L. This introduces scaling factors and we choose σ
′
k+1,Ωk+1
to exactly
cancel these. Hence
ρk+1,Ω+(Ak+1,Ω+) =
∫
δ
(
Ak+1,Ω+ −Qk+1,Ω+A
)
δ
(
τk+1,Ω+A
)
ρ0,L−k−1(A) DA (203)
This completes the proof.
Remark. In addition to the multiscale averaging operator Qk,Ω on 1-forms (functions on bonds),
there are multiscale averaging operators Qk,Ω on 0-forms (scalars) and Q
(2)
k,Ω on 2-forms (functions on
plaquettes). These satisfy identities generalizing (170), (173) namely
dQk,Ωf = Qk,Ωdf dQk,ΩA = Q
(2)
k,ΩdA (204)
In the second case we may have to evaluate dQk,ΩA on a plaquette in T
−(k−j)
N−k with some points in δΩj
and some in δΩj−1. But in δΩj−1 we have Qk,ΩA = Qj−1A defined on the finer lattice T
−(k−j+1)
N−k . In
this case the convention is that dQk,ΩA on T
−(k−j)
N−k bonds in δΩj−1 is interpreted asQ(Qj−1A) = QjA.
3.4 free flow
Now suppose that we start with a perturbation of the the free action
ρ0(A0) = exp
(
−
1
2
‖dA0‖
2
)
F0(A0) (205)
for some bounded function F0. Then
ρk,Ω(Ak,Ω) =
∫
δ
(
Ak,Ω −Qk,ΩA
)
δ
(
τk,ΩA
)
exp
(
−
1
2
‖dA‖2
)
F0,L−k(A) DA (206)
One can show that the quadratic form ‖dA‖2 is positive definite on the constrained surface so the
integral exists. We evaluate the integral by expanding around the minimizer Axk,Ω on T
−k
N−k defined
by
A
x
k,Ω = minimizer of ‖dA‖
2 subject to Qk,ΩA = Ak,Ω, τk,ΩA = 0 (207)
Now for A satisfying the constraints define Z by A = Axk,Ω+Z. The new field Z vanishes on Ω
c
1 since
A,Axk,Ω have the same fixed value there. The cross term in
1
2‖dA‖
2 vanishes and we have
1
2
‖dA‖2 =
1
2
‖dAxk,Ω‖
2 +
1
2
‖dZ‖2 (208)
Changing to an integral over Z yields
ρk,Ω(Ak,Ω) = Zk,Ω exp
(
−
1
2
‖dAxk,Ω‖
2
)
Fk,Ω(A
x
k,Ω) (209)
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where
Fk,Ω(A) =Z
−1
k,Ω
∫
δ
(
Qk,ΩZ
)
δ
(
τk,ΩZ
)
exp
(
−
1
2
‖dZ‖2
)
F0,L−k(A+ Z) DZ
Zk,Ω =
∫
δ
(
Qk,ΩZ
)
δ
(
τk,ΩZ
)
exp
(
−
1
2
‖dZ‖2
)
DZ
(210)
We discuss the minimizer in more detail. Define an axial gauge Green’s function Gxk,Ωon T
−k
N−k by
Gxk,ΩJ = minimizer of
1
2
‖dA‖2 −
〈
A, J
〉
subject to Qk,ΩA = 0 τk,ΩA = 0 (211)
This vanishes on Ωc1 or if J has support in Ω
c
1, so it is essentially an operator on Ω1. We do not have
an explicit expression for Gxk,Ω but do have the representation
exp
(1
2
〈
J,Gxk,ΩJ
〉)
= Z−1k,Ω
∫
exp
(
−
1
2
‖dZ‖2+ < Z, J >
)
δ(Qk,ΩZ)δ(τk,ΩZ)DZ (212)
Because of the constraint this is not entirely routine. The details are discussed Proposition A.3 in [21].
They also show that that if Z is in the constrained surface then Gxk,Ω δd Z = Z.
Lemma 10. The minimizer Axk,Ω is given by
A
x
k,Ω =H
x
k,ΩAk,Ω ≡
(
Qs,Tk,Ω − G
x
k,ΩδdQ
s,T
k,Ω
)
Ak,Ω
(213)
Proof. By (177) one solution of Qk,ΩA = Ak,Ω and τk,ΩA = 0 is A = Q
s,T
k,ΩAk,Ω with the convention
that Qs,Tk,Ω = I on Ω
c
1. Thus the general solution of the constraints in (207) are functions A =
Qs,Tk,ΩAk,Ω +A
′ where Qk,ΩA
′ = 0, τk,ΩA
′ = 0. With these constraints we seek to minimize in A′
1
2
‖d
(
Qs,Tk,ΩAk,Ω +A
′
)
‖2 =
1
2
‖dA′‖2 +
〈
A
′, δdQs,Tk,ΩAk,Ω
〉
+ . . . (214)
where δ = dT and the omitted terms do not depend on A′. The solution is
A
′ = −Gxk,ΩδdQ
s,T
k,ΩAk,Ω (215)
which gives the result.
Remark. As noted earlier the cross term in (208) must vanish. But it instructive to see how this
comes about. We have〈
dAxk,Ω, dZ
〉
=
〈
d
(
I − Gxk,Ωδd
)
Qs,Tk,ΩAk,Ω, dZ
〉
=
〈
Qs,Tk,ΩAk,Ω,
(
I − δdGxk,Ω
)
δdZ
〉
= 0 (216)
The last step follows since Z satisfies the constraints and so Gxk,ΩδdZ = Z as noted above.
3.5 the next step
Suppose we are starting with the expression (209) for ρk,Ω(Ak,Ω). In the next step we have
ρ˜k+1,Ω+(Ak+1,Ω+) = Zk,Ω∫
δΩk+1(Ak+1 −QAk) δΩk+1(τAk) exp
(
−
1
2
‖dAxk,Ω‖
2
)
Fk,Ω(A
x
k,Ω)dAk,Ωk+1
(217)
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To evaluate the integral we define
Amink,Ω+ = minimizer of ‖dA
x
k,Ω‖
2 in Ak,Ω subject to
QAk = Ak+1, τAk = 0 on Ωk+1 with Ak,Ω fixed on Ω
c
k+1
(218)
Expand around the minimizer by
Ak,Ω = A
min
k,Ω+ + Z (219)
Then Z has support on the unit lattice Ω
(k)
k+1. This the transformation induces
A
x
k,Ω = A
0,x
k+1,Ω+ + Z
x
k,Ω (220)
where
A
0,x
k+1,Ω+ = A
x
k,Ω(A
min
k,Ω+) Z
x
k,Ω = A
x
k,Ω(Z) = H
x
k,ΩZ (221)
Note that since Ak,Ω = Qk,ΩAxk,Ω we have
Amink,Ω+ = Qk,ΩA
0,x
k+1,Ω+ (222)
This is a useful representation of Amink,Ω+ on Ωk+1 since as we will see A
0,x
k+1,Ω+ is just A
x
k+1,Ω+ before
scaling. Under the transformation (220) the cross terms vanish and so
1
2
‖dAxk,Ω‖
2 =
1
2
‖dA0,xk+1,Ω+‖
2 +
1
2
‖dZxk,Ω‖
2 (223)
We can also write
1
2
‖dZxk,Ω‖
2 =
1
2
〈
Z, [∆k,Ω]Ωk+1Z
〉
∆k,Ω = H
x,T
k,ΩδdH
x
k,Ω (224)
Making the change of variables (219), (220) in (217) we have
ρ˜k+1,Ω+(Ak+1,Ω+) = Zk,Ω δZk,Ω+ exp
(
−
1
2
‖dA0,xk+1,Ω+‖
2
)
F ∗k+1,Ω+(A
0,x
k+1,Ω+)
F ∗k+1,Ω+(A) = δZ
−1
k,Ω+
∫
Fk,Ω
(
A+ Zxk,Ω
)
δΩk+1(QZ)δΩk+1(τZ) exp
(
−
1
2
〈
Z, [∆k,Ω]Ωk+1Z
〉)
DZ
δZk,Ω+ =
∫
δΩk+1(QZ)δΩk+1(τZ) exp
(
−
1
2
〈
Z, [∆k,Ω]Ωk+1Z
〉)
DZ
(225)
Then scale as in (194) and obtain
ρk+1,Ω+(Ak+1,Ω+) =σ
′
k+1,Ωk+1 Zk,LΩ δZk,LΩ+ exp
(
−
1
2
‖dA′L‖
2
)
F ∗k+1,LΩ+(A
′
L) (226)
where A′ on T−k−1N−k−1 is temporarily defined by A
′
L = A
0,x
k+1,Ω+ at [Ak+1,Ω+ ]L.
We generate some identities by comparing (226) with the expression (209) for ρk+1,Ω+(Ak+1,Ω+).
If F0 = 1 then Fk+1,Ω+ = 1 and F
∗
k+1,Ω+ = 1 and setting the fields equal to zero we find that
Zk+1,Ω+ = σ
′
k+1,Ωk+1
Zk,LΩ δZk,LΩ+ (227)
It also follows also that exp(− 12‖dA
x
k+1,Ω+‖
2) = exp(− 12‖dA
′
L‖
2). Now for general F the identity
becomes
Fk+1,Ω+
(
A
x
k+1,Ω+
)
= F ∗k+1,LΩ+(A
′
L) (228)
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Now suppose F0(A0) =< A0, J >. Then in (210) the integral over Z vanishes so Fk(A) =< ALk , J >.
Similarly F ∗k+1(A) = Fk(A) =< ALk , J >. So (228) becomes < [A
x
k+1,Ω+ ]Lk+1 , J >=< A
′
Lk+1 , J >.
Hence A′ = Axk+1,Ω+ or
[Axk+1,Ω+ ]L ≡ A
0,x
k+1,Ω+ at [Ak+1,Ω+ ]L (229)
So
ρk+1,Ω+(Ak+1,Ω+) = Zk+1,Ω+ exp
(
−
1
2
‖dAxk+1,Ω+‖
2
)
F ∗k+1,Ω+
(
[Axk+1,Ω+ ]L
)
(230)
The fluctuation integral: In (225) we have integrals of the form for Z on Ω
(k)
k+1
δZ−1k,Ω+
∫
f(Z)δ(QZ)δ(τZ) exp
(
−
1
2
〈
Z, [∆k,Ω]Ωk+1Z
〉)
DZ (231)
As we discuss later on, the quadratic form < Z, [∆k,Ω]Ωk+1Z > is positive definite on the subspace
QZ = 0, τZ = 0. To evaluate such an integral we parametrize the subspace QZ = 0, τZ = 0 as in [33].
We take Z = CZ˜ where Z˜ is a pair Z˜ = (Z˜1, Z˜2). The field Z˜1 is defined on bonds within each block
B(y) and satisfies Z˜1 ∈ ker τ . The field Z˜2 is defined on bonds joining B(y), B(y′) denoted B(y, y′),
but not the central bond on each face denoted b(y, y′). The mapping Z = CZ˜ is the identity on all
bonds except the central bonds and assigns a value to the central bonds so that QZ = 0, τZ = 0.
Then the integral can be written
δZ−1k,Ω+
∫
f(CZ˜) exp
(
−
1
2
〈
CZ˜, [∆k,Ω]Ωk+1CZ˜
〉)
DZ˜ (232)
If we define
Ck,Ω+ =
(
CT [∆k,Ω]Ωk+1C
)−1
(233)
then this integral can be expressed with the Gaussian measure µC
k,Ω+
with covariance Ck,Ω+ as∫
f(CZ˜) dµC
k,Ω+
(Z˜) (234)
This can also be written as ∫
f(Z) dµC′
k,Ω+
(Z) (235)
where now
C′k,Ω+ = CCk,Ω+C
T = C
(
CT [∆k,Ω]Ωk+1C
)−1
CT (236)
and the integral is now over Z on Ω
(1)
k+1.
3.6 general gauges and minimizers
Until now we have to working in the axial gauge which is good for positivity properties but poor
for ultraviolet properties. Here we discuss the axial gauge in more general terms and introduce the
Landau gauge which has better ultraviolet properties.
Gauge transformations A→ A+ dλ form a group and generate orbits (gauge equivalence classes).
We are also interested in imposing averaging conditions Qk,ΩA = Ak,Ω. This is a condition on orbits if
we make the restriction Qk,Ωλ = 0 since by (204) Qk,Ωdλ = dQk,Ωλ = 0. Gauge transformations with
Qk,Ωλ = 0 are called restricted and the group of restriction gauge transformations define restricted
orbits. A choice of gauge is a choice of of a point on each restricted orbit. Axial and Landau are two
instances
30
3.6.1 axial gauge
The (symmetrized) axial gauge condition is that on Ωj we have τ(Qj−1A) = 0 for j = 1, . . . , k. On
δΩj we get conditions τ(Qi−1A) = 0 for i = 1, . . . , j. This can be written as follows. For x0, x1, . . . , xj
with xi ∈ δΩ
(i)
j and xi−1 ⊂ B(xi) the condition is
1
3!
∑
π
(Qi−1A)
(
Γπ(xi, xi−1)
)
= 0 i = 1, . . . , j (237)
where the rectilinear path Γ(y, x) changes coordinates from y to x in standard order, and Γπ(y, x)
permutes the order. We could also consider the unsymmetrized axial gauge condition where the
average over π is omitted and we just require (Qi−1A)
(
Γ(xi, xi−1) = 0.
Note that there is no axial condition on QjA = Aj on δΩj which is fixed on a restricted orbit.
Lemma 11.
1. For any A there is a unique restricted λ so that A− dλ is axial.
2. Every restricted orbit has a unique axial gauge representative
Proof. (1.) The statement is true either in either symmetrized or unsymmetrized case. We give the
proof in the latter case. The claim is that there is a λ on T−kN−k such that A
′ = A − dλ satisfies the
axial condition. Then λ must satisfy
(Qi−1A)(Γ(xi, xi−1)) = (Qi−1dλ)(Γ(xi, xi−1)) (238)
But
(Qi−1dλ)(Γ(xi, xi−1)) = (dQi−1λ)(Γ(xi, xi−1)) = (Qi−1λ)(xi−1)− (Qi−1λ)(xi) (239)
Hence the condition becomes for i = 1, . . . , j on δΩj
(Qi−1λ)(xi−1)− (Qi−1λ)(xi) = (Qi−1A)(Γ(xi, xi−1)) ≡ µi(xi−1) (240)
In the case i = j this says (Qj−1λ)(xj−1) − (Qj−1λ)(xj) = µj(xj−1) on δΩj . We also have the
restricted gauge condition Qjλ = 0 on δΩj . This gives two equations for Qj−1λ which are
(Qj−1λ)(xj−1)− (Qj−1λ)(xj) =µj(xj−1) xj−1 6= xj
(QQj−1λ)(xj) =0
(241)
This has the form T (Qj−1λ) = µ˜j where Qj−1λ and µ˜j are functions on δΩ
(j−1)
j . The linear operator
T is a bijection since it preserves the dimension and has kernel zero. Thus (241) uniquely determines
Qj−1λ.
Next for i = j−1 the equation is (Qj−2λ)(xj−2)− (Qj−2λ)(xj−1) = µj−1(xj−2) on δΩj . This gives
two equations for Qj−2λ which are
(Qj−2λ)(xj−2)− (Qj−2λ)(xj−1) =µj−1(xj−2) xj−2 6= xj−1
(QQj−2λ)(xj−1) =(Qj−1λ)(xj−1)
(242)
and as before these uniquely determine Qj−2λ on δΩ
(j−2)
j .
Continuing in this fashion we eventually find a unique λ on δΩj satisfying all the conditions.
(2.) There is at least one axial representative by (1.). Suppose A and A′ are both axial and
A = A′ − dλ with Qk,Ωλ = 0. As above we then have on δΩj
0 = (Qi−1dλ)(Γ(xi, xi−1)) = (Qi−1λ)(xi−1)− (Qi−1λ)(xi) (243)
Together with the condition Qjλ = 0 on δΩj this implies λ = 0 as above. Hence A = A
′. This
completes the proof.
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3.6.2 Landau gauge
Landau gauge in the continuum is defined by asking that the divergence of A be zero. On the lattice
this would be δA ≡ dTA = 0. We cannot accomplish this with a restricted gauge transformation and
instead ask the ‖δA‖2 be a minimum following [6]. Starting with any A we look for Aλ0 = A − dλ0
with the restricted gauge function λ0 chosen to minimize ‖δAλ0‖2 = ‖δA − ∆λ0‖2. If λ0 is such a
minimum with Qk,Ωλ0 = 0 and Qk,Ωλ1 = 0 then ‖δA − ∆(λ0 + tλ1)‖2 has a vanishing derivative
at t = 0 and so < ∆λ1, (δA − ∆λ0) >= 0. This says that Rk,Ω(δA − ∆λ0) = 0 where Rk,Ω is the
projection onto ∆kerQk,Ω. The equation is the same as ∆λ0 = Rk,ΩδA which has a unique solution
since ∆ is invertible on kerQk,Ω. At the minimum Rk,Ω(δA
λ0 ) = 0. Thus our Landau gauge condition
is (with Rk,Ω = 0 on Ω
c
1)
Rk,Ω(δA) = 0 (244)
Lemma 12.
1. For any A there exists a restricted λ such that A− dλ is Landau.
2. Every restricted orbit has a unique Landau gauge representative.
Proof. [6] (1.) We seek a restricted gauge transformation taking any A to Landau gauge. So we
look for a gauge function λ such that Qk,Ωλ = 0 (λ = 0 on Ω
c
1) and such that A
′ = A − dλ satisfies
Rk,ΩδA
′ = 0. Assuming Qk,Ωλ = 0 the condition is
0 = Rk,ΩδA
′ = Rk,Ω(δA−∆λ) = Rk,ΩδA−∆λ (245)
Thus we look for solutions of ∆λ = Rk,Ω(δA) which is the same as
(∆ +QTk,ΩaQk,Ω)λ = Rk,ΩδA (246)
for any sequence a = (a
(k)
1 , . . . , a
(k)
k ) with a
(k)
j is constant on δΩj . If we take a
(k)
j = L
2(k−j)aj and
aj+1 = aaj/(aj + aL
−2) with a1 = a > 0 fixed, then this is a well-studied operator. It is invertible on
Ω1 with Dirichlet boundary conditions and we define Gk,Ω = [∆ + Q
T
k,ΩaQk,Ω]
−1
Ω1
. Then a tentative
solution to our problem is
λ = Gk,ΩRk,ΩδA (247)
This is an actual solution since it does satisfy the condition Qk,Ωλ = 0 as we see by inserting the
explicit representation for Rk,Ω from equation (217) in [6]:
Rk,Ω = I − Pk,Ω = I −Gk,ΩQ
T
k,Ω(Qk,ΩG
2
k,ΩQ
T
k,Ω)
−1Qk,ΩGk,Ω (248)
(2.) There is at least one Landau representative by (1.). Suppose A,A′ are both Landau and
A = A′ − dλ with Qk,Ωλ = 0. Then Rk,Ω(δdλ) = Rk,Ω(∆λ) = 0. Since Qk,Ωλ = 0 we have ∆λ in the
range of Rk,Ω and so ∆λ = 0. This together with Qk,Ωλ = 0 implies λ = 0 as above. Hence A = A
′.
This completes the proof.
3.6.3 minimizers
We are interested in finding the minimizer of ‖dA‖2 subject to the conditions Qk,ΩA = Ak,Ω. Since
both ‖dA‖2 and Qk,ΩA are invariant under restricted gauge transformations this is a minimization
problem on restricted orbits. From the axial gauge results we know that there is a unique minimizer
which in that gauge is given by Axk,Ω = H
x
k,ΩAk,Ω. The equivalent Landau gauge minimizer is denoted
Ak,Ω which we now consider.
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The definition is
Ak,Ω = minimizer of ‖dA‖
2 subject to Qk,ΩA = Ak,Ω and Rk,Ω(δA) = 0 (249)
Let a be as before but now with aj = a > 0 The problem can be reformulated as finding the minimizer
of 〈
A,
(
δd+ dRk,Ωδ +Q
T
k,ΩaQk,Ω
)
A
〉
− ‖a
1
2Ak,Ω‖
2 (250)
subject to the same constraints. This is the same since the extra terms are zero. ( In Ωc1 this is taken
to be < A, (δd + L2ka)A > −L2k‖A0‖2.) This has the advantage that the quadratic form in A is
positive definite and we define a Green’s function by
Gk,Ω =
(
δd+ dRk,Ωδ +Q
T
k,ΩaQk,Ω
)−1
(251)
Balaban [6] computes the constrained minimum using Lagrange multipliers. Using also the identities
Rk,ΩδGk,ΩdRk,Ω = Rk,Ω Qk,ΩGk,ΩdRk,Ω = 0 (252)
the minimum Ak,Ω = Ak,Ω(Ak,Ω) is found to be
Ak,Ω = Hk,ΩAk,Ω ≡ Gk,ΩQ
T
k,Ω
(
Qk,ΩGk,ΩQ
T
k,Ω
)−1
Ak,Ω (253)
In Ωc1 nothing is happening: Ak,Ω = Ak,Ω = A0.
The minimizer Ak,Ω has certain locality property . On the set Ω
c
1 it is fixed at Ak,Ω = A0. At
bonds in Ω1 the claim is that the field Ak,Ω only depends on the Ak,Ω on a neighborhood of Ω1 and
not on A0 off this neighborhood. Indeed referring to the definition (249) note that with A fixed on
Ωc1 all the players in this drama, namely ‖dA‖
2 and the conditions Qk,ΩA = Ak,Ω and Rk,Ω(δA) = 0,
have this property.
Lemma 13. Let A1,A2 be minimizers of ‖dA‖2 with Qk,ΩA1 = Ak,Ω = Qk,ΩA2. Then A1,A2 are
on the same restricted orbit.
Proof. Choose a restricted λ1 so that A
′
1 = A1 − dλ1 satisfies Rk,Ω(δA
′
1) = 0. Then A
′
1 is still a
minimizer and still satisfies Qk,ΩA′1 = 0. Hence A
′
1 = Ak,Ω. Similarly choose restricted λ2 so that
A
′
2 = A2 − dλ2 satisfies Rk,Ω(δA
′
2) = 0. Again A
′
2 = Ak,Ω. Hence A
′
1 = A
′
2 and A1 = A2 − dλ with
λ = λ2 − λ1.
3.7 lower bounds
We give lower bounds on some quadratic forms. First a preliminary estimate.
Lemma 14. Let X be a union of unit blocks in T−kN−k with X˜ an enlargement by a layer of unit cubes.
For a function F on plaquettes in T−kN−k the L
2 norms satisfy
‖Q
(2)
k F‖X ≤ O(1)‖F‖X˜ (254)
Proof. For x ∈ T−kN−k let Px = [x, x+ eµ, x+ eµ + eν , x+ eν ]. Then for y ∈ T
0
N−k we have
(Q
(2)
k F )(Py) =
∫
|x−y|≤ 12
L−2k
∑
p∈Px
F (p) =
∫
|x−y|≤ 12
∫
p∈Px
F (p) (255)
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By the Schwarz inequality in the p integral∣∣∣ ∫
p∈Px
F (p)
∣∣∣2 ≤ ∫
p∈Px
|F (p)|2 (256)
and then by the Schwarz inequality in the x integral
|(Q
(2)
k F )(Py)|
2 ≤
∫
|x−y|≤12
∫
p∈Px
|F (p)|2 (257)
Then
‖Q
(2)
k F‖
2
X ≡
∑
y:Py∩X 6=∅
|(Q
(2)
k F )(Py)|
2 ≤
∫
x∈X˜
∫
p∈Px
|F (p)|2
=
∫
p∈X˜
∫
x∈X˜:Px∋p
|F (p)|2 ≤ O(1)‖F‖2
X˜
(258)
This completes the proof.
Now consider Ak,Ω which satisfies Qk,ΩAk,Ω = Ak,Ω. Then by (204)
dAk,Ω = dQk,ΩAk,Ω = Q
(2)
k,ΩdAk,Ω (259)
In Ωk this says dAk = Q
(2)
k dAk,Ω. It follows by lemma 14 that
‖dAk‖
2
X ≤ O(1)‖dAk,Ω‖
2
X˜
X˜ ⊂ Ωk (260)
We want to drop the restriction to Ωk here.
Lemma 15. Let X = ∪Xj where Xj ⊂ δΩj is a union of L−(k−j) cubes whose enlargements at that
scale also satisfy X˜j ⊂ δΩj. Then
k∑
j=1
‖dAj‖
2
Xj ≤ O(1)‖dAk,Ω‖
2 (261)
Proof. Aj is a function on δΩ
(j)
j ⊂ T
−(k−j)
N−k . Therefore Aj,Lk−j is a function on a subset of the unit
lattice T0N−j and on L
kδΩj we have Q
(2)
j dAk,Ω,Lk−j = dAj,Lk−j . Then by a bound like (260)
‖dAj‖
2
Xj = ‖dAj,Lk−j‖
2
Lk−jXj
≤ O(1)‖dAk,Ω,Lk−j‖
2
(Lk−jXj)∼
= O(1)‖dAk,Ω‖
2
X˜j
(262)
Summing over j gives the result.
We also quote a result of Balaban [6] (see also [31]). Let X be a union of L-cubes in Zd and let A
be defined on on X and vanishing on the complement. If A satisfies the axial gauge contraint τA = 0.
Then
‖dA‖2X + ‖QA‖
2
X ≥ ‖A‖
2
X (263)
Hence if A satisfies both conditions QA = 0 and τA = 0
‖dA‖2X ≥ ‖A‖
2
X (264)
In the fluctuation integrals in section 3.5 we have Z on Ωk+1 which satisfies QZ = 0, τZ = 0 and
Zk,Ω = Ak,Ω(Z). Then by (264) followed by (260) (applicable since Ω˜k+1 ⊂ Ωk) we have
‖Z‖2Ωk+1 ≤ ‖dZ‖
2
Ωk+1 ≤ O(1)‖dZk,Ω‖
2 = O(1)
〈
Z, [∆k,Ω]Ωk+1Z
〉
(265)
This confirms the convergence of the fluctuation integrals.
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3.8 random walk expansions
3.8.1 Green’s functions
We quote some results about estimates and random walk expansions from Balaban [5],[6],[9]. First
consider the Landau gauge Green’s functions on T−kN−k which can be written
Gk,Ω =
(
∆− dPk,Ωδ +Q
T
k,ΩaQk,Ω
)−1
(266)
One begins by constructing a local inverse Gk,Ω(). Recall that in the Dirac case we took L−(k−j)M
cubes  ∈ δΩj and denoted the set of all such πj(δΩj). In a cosmetic modification we now take
L−(k−j)2M cubes  centered on the same points in δΩj and the set of all such is denoted π
′
j(δΩj).
This is a cover rather than a partition. The operator Gk,Ω() is the inverse of the operator restricted
to ˜3 but now with periodic boundary conditions on ˜3. We write it as
Gk,Ω() =
([
∆− dPk,Ω(˜
3)δ +QTk,ΩaQk,Ω
]P
˜3
)−1
(267)
The choice of periodic boundary conditions means we are treating ˜3 as a small torus and can use the
global results of [5] at least in the case where ˜3 is entirely contained in some δΩj . One also has to
allow the possiblility that ˜3 to crosses the boundary between some δΩj and δΩj+1 and this requires
some rather extensive modifications. See [6] for the full treatment. The result however is that the
same bounds hold in this case as well.
To generate the expansion one starts with a parametrix
∑

hGk,Ω()h where the sum is over
 in the cover π′(Ω) = ∪iπ′(δΩi) and h2 is a partition of unity with supph ⊂ . The expansion
involves the commutatorK = [∆−dPk,Ωδ+aQ
T
k,ΩQk,Ω, h] and unlike the Dirac case it is not strictly
localized in  due to the projection operator Pk,Ω on scalars. However a preliminary random walk
expansion for Pk,Ω using (248) shows that it is exponentially decaying in the distance from . Then
one can define a localized commutator K′, which is also exponentially decaying. The expansion
then has the form
Gk,Ω =
∑
ω
Gk,Ω,ω (268)
where ω = (0,1,2 . . . ,2n−12n) is a random walk consisting of cubes in π
′(Ω) and
Gk,Ω,ω =
(
h0Gk,Ω(0)h0
)(
K1,2Gk,Ω(2)h2
)
· · ·
(
K2n−1,2nGk,Ω(2n)h2n
)
(269)
Here i,i+1 must overlap for i even, but i,i+1 can be a long jump for i odd.
Let ∆y be a L
−(k−j) cube in δΩj and ∆y′ be a L
−(k−j′) cube in δΩj′ , and let ζy be a smooth
partition on unity with supp ζy ⊂ ∆˜y. One shows that [6]
|1∆yK′,Gk,Ω()1∆y′ f | ≤ CM
−1e−γdΩ(y,y
′)‖f‖∞ (270)
Combined with the basic bound on Gk,Ω() this yields
|1∆yGk,Ω,ω1∆y′ f | ≤CL
−2(k−j′)(CM−1)ne−γdΩ(y,y
′)‖f‖∞
|1∆y∂Gk,Ω,ω1∆y′ f | ≤CL
−(k−j′)(CM−1)ne−γdΩ(y,y
′)‖f‖∞
‖ζy∂Gk,Ω,ω1∆y′ f‖(α) ≤CL
−(1+α)(k−j′)(CM−1)ne−γdΩ(y,y
′)‖f‖∞
(271)
Here ‖ · ‖(α) is a norm on the Ho¨lder derivative of order α < 1. For a function f defined on bonds,
and with fµ(x) = f(x, x + L
−keµ), etc., the norm is
‖f‖(α) = sup
µ,0<|x−y|≤1
|fµ(x) − fµ(y)|
|x− y|α
(272)
35
The bounds enable convergence for M sufficiently large and since L|j−j
′| ≤ eO(M
−1)dΩ(y,y
′) we can
write this as
|1∆yGk,Ω1∆y′ f |, L
−(k−j)|1∆y∂Gk,Ω1∆yf |, L
−(1+α)(k−j)‖ζy∂Gk,Ω1∆y′ f‖(α)
≤ CL−2(k−j
′)e−γdΩ(y,y
′)‖f‖∞
(273)
This can be further modified using Lβ|j−j
′| ≤ CeO(M
−1)dΩ(y,y
′) for any β = O(1). We also allow
weight factors satisfying
pj′
pj
≤ L|j−j
′| (274)
to obtain
L−β(k−j)|1∆yGk,Ω1∆y′f |, L
−(1+β)(k−j)|1∆y∂Gk,Ω1∆yf |,
L−(1+α+β)(k−j)‖ζy∂Gk,Ω1∆y′ f‖(α) ≤ CL
−(2+β)(k−j′)pjp
−1
j′ e
−γdΩ(y,y
′)‖f‖∞
(275)
Summing over y′ and using (92) yields the bounds on δΩj (with ‖ · ‖(α) on δΩj)
L−β(k−j)|Gk,Ωf |, L
−(1+β)(k−j)|∂Gk,Ωf |, L
−(1+α+β)(k−j)‖∂Gk,Ωf‖(α)
≤ Cpj sup
j′
L−(2+β)(k−j
′)p−1j′ sup
δΩj′
|f | (276)
The bounds on ∂Gk,Ω hold as well for Gk,Ω∂T . Specializing to β = −
1
2 (the only case we need) we
have on δΩj
L−
1
2 (k−j)|Gk,Ω∂
T f |, L−(
1
2+α)(k−j)‖Gk,Ω∂
T f‖(α) ≤ Cpj sup
j′
L−
3
2 (k−j
′)p−1j′ sup
δΩj′
|f | (277)
We also have the bounds on δΩj for α+ ǫ < 1 [6]
L−
3
2 (k−j)|∂Gk,Ω∂
T f | ≤ Cpj sup
j′
L−
3
2 (k−j
′)p−1j′
(
L−ǫ(k−j
′)‖f‖(ǫ),δΩj′ + ‖f‖∞,δΩj′
)
L−(
3
2+α)(k−j)‖∂Gk,Ω∂
T f‖(α) ≤ Cpj sup
j′
L−
3
2 (k−j
′)p−1j′
(
L−(α+ǫ)(k−j
′)‖f‖(α+ǫ),δΩj′ + ‖f‖∞,δΩj′
)
(278)
The choice of weight factors needs further comment. The choice pj = 1 is possible but in the sequel
it will be convenient to take for some positive integer p
pj = (− log ej)
p =
(1
2
(N − j) logL− log e
)p
(279)
To see that this satisfies (274) note that | log ej − log ej′ | ≤
1
2 |j − j
′| logL, hence for e sufficiently
small | log ej′/ log ej| ≤ 1 +
1
2 |j − j
′| logL/| log ej | ≤ e|j−j
′|/p. Raising this to the pth power gives
pj′/pj ≤ e|j−j
′| which suffices.
3.8.2 minimizers
Next consider random walk expansions for the Landau gauge minimizer which can be written
Hk,Ω = Gk,ΩQ
T
Ω
Nk,Ω Nk,Ω ≡ (Qk,ΩGk,ΩQ
T
k,Ω)
−1 (280)
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Here Qk,ΩGk,ΩQTk,Ω and Nk,Ω acts on multiscale objects like Ak,Ω. The operator Qk,ΩGk,ΩQ
T
k,Ω has
a kernel defined for b, b′ ∈ ∪jδΩ
(j)
j by
(Qk,ΩGk,ΩQ
T
k,ΩAk,Ω)(b) =
k∑
j′=1
∑
b′∈δΩ
(j′)
j′
(
Qk,ΩGk,ΩQ
T
k,Ω
)
(b, b′)L−3(k−j
′)Aj′,δΩj (b
′) (281)
Suppose that b ∈ δΩ
(j)
j , b ∈ δΩ
(j′)
j′ . Let δ
′
b be the delta functions on bonds in T
−(k−j′)
N−k . Then(
Qk,ΩGk,ΩQ
T
k,Ω
)
(b, b′) =
(
Qk,ΩGk,ΩQ
T
k,Ωδb′
)
(b)
=
∑
y,y′
(
Qk,Ω1∆yGk,Ω1∆y′Q
T
k,Ωδb′
)
(b)
=
∑
y,y′
(
Qj1∆yGk,Ω1∆y′Q
T
j′δb′
)
(b)
(282)
For fixed b, b′ the number of terms in the sum over y, y′ is O(1) and they are all near b, b′. So using
the bound (273) we have
|
(
Qk,ΩGk,ΩQ
T
k,Ω
)
(b, b′)| ≤ C‖QTj′δb′‖∞e
−γdΩ(b,b
′) (283)
But from the explicit formula (168) for QT we have ‖QT f‖∞ ≤ ‖f‖∞, hence ‖QTj f‖∞ ≤ ‖f‖∞, and
hence ‖QTj′δb′‖∞ ≤ ‖δb′‖∞ = O(L
3(k−j′)). Thus for b ∈ δΩ
(j)
j , b ∈ δΩ
(j′)
j′
|
(
Qk,ΩGk,ΩQ
T
k,Ω
)
(b, b′)| ≤ CL−2(k−j)L3(k−j
′)e−γdΩ(b,b
′) (284)
Next one considers local inverses of the form
Nk,Ω() =
[
Qk,ΩGk,Ω()Q
T
k,Ω
]−1

 ∈ π′(Ω) (285)
This satisfies a bound of the same form as (284) but with L2(k−j) rather than L−2(k−j); see Balaban
[6] for details. The local inverses can be used to generate an expansion for Nk,Ω of the form
Nk,Ω =
∑
ω
Nk,Ω,ω (286)
where for ω = (ω0, . . . , ω2n)
Nk,Ω,ω =
(
h0Nk,Ω(0)h0
)(
K1,2Nk,Ω(2)h2
)
· · ·
(
K2n−1,2nNk,Ω(2n)h2n
)
(287)
Here K,′ is a local version of the commutator K = [Qk,ΩGk,ΩQ
T
k,Ω, h]. One establishes that for
b ∈ δΩ
(j)
j , b
′ ∈ δΩ
(j′)
j′
|Nk,Ω,ω(b, b
′)| ≤ C(CM−1)nL2(k−j)L3(k−j
′)e−γdΩ(b,b
′) (288)
It follows that the expansion converges and satisfies
|Nk,Ω(b, b
′)| ≤ CL2(k−j)L3(k−j
′)e−γdΩ(b,b
′) (289)
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Combining the expansion for Gk,Ω and the expansion for Nk,Ω and using the fact that QTΩ is local
we generate a random walk expansion for Hk,Ω. This leads to estimates for b, b˜ ∈ δΩj , b
′ ∈ δΩ
(j′)
j′
|Hk,Ω(b, b
′)|, L−(k−j)|∂Hk,Ω(b, b
′)|, L−(1+α)(k−j)|δα∂Hk,Ω((b, b˜); b
′)| ≤ CL3(k−j
′)e−γdΩ(b,b
′) (290)
Note the cancellation of the factors L−2(k−j
′) in (273) and L2(k−j) (here L2(k−j
′)) in (289). Again
using L
1
2 |j−j
′| ≤ CeO(M
−1)dΩ(y,y) and weight factors pj satisfying (274) we have
L−
1
2 (k−j)|Hk,Ω(b, b
′)|, L−
3
2 (k−j)|∂Hk,Ω(b, b
′)|, L−(
3
2+α)(k−j)|δα∂Hk,Ω((b, b˜); b
′)|
≤ CL−
1
2 (k−j
′)L3(k−j
′)pjp
−1
j′ e
−γdΩ(b,b
′)
(291)
Summing over b′ and using the estimate (92) we obtain the bounds on δΩj
L−
1
2 (k−j)|Hk,ΩAk,Ω|, L
− 32 (k−j)|∂Hk,ΩAk,Ω|, L
−( 32+α)(k−j)‖∂Hk,ΩAk,Ω‖(α)
≤ Cpj sup
j′
L−
1
2 (k−j
′)p−1j′ sup
δΩj′
|Aj′ |
(292)
3.8.3 fluctuation covariance
The fluctuation covariance Ck,Ω+ acts on a special space as explained in section 3.5. But closely
related is the operator on Ω
(k)
k+1 ⊂ T
0
N−k defined as
C′k,Ω+ = CCk,Ω+C
T = C
(
CT [∆k,Ω]Ωk+1C
)−1
CT (293)
This has the representation [9], [31]
C′k,Ω+ = (1 + ∂M)
[
QkG˜k+1,Ω+Q
T
k
]
Ωk+1
(1 + ∂M)T (294)
HereM is a local operator defined by specifying that λ =MA is the unique solution of τ(A+dλ) = 0
and Qλ = 0. The operator G˜k+1,Ω+ is another Green’s function defined on Ω0 ⊂ T
−k
N−k by
G˜k+1,Ω+ = G
0
k+1 − G
0
k+1,Ω+Q
T
k+1,Ω+
(
Qk+1,Ω+G
0
k+1,Ω+Q
T
k+1,Ω+
)−1
Qk+1,Ω+G
0
k+1,Ω+ (295)
where for any a > 0
G0k+1,Ω+ =
(
δd+ dR0k+1,Ω+δ +Q
T
k+1,Ω+aQk+1,Ω+
)−1
(296)
Here R0k+1,Ω+ is the projection onto ∆ker(Qk+1,Ω+). Both G
0
k+1,Ω+ and (Qk+1,Ω+G
0
k+1,Ω+Q
T
k+1,Ω+)
−1
have convergent random walk expansions as was the case for Gk,Ω and (Qk,ΩGk,ΩQTk,Ω)
−1. Hence the
same is true for G˜k+1,Ω+ and C
′
k,Ω+ . With some care as in [33] one can arrange that the leading term
in the expansion for C′k,Ω+ (with no jumps) is positive definite. These expansions give the bound on
the kernel
|C′k,Ω+(b, b
′)| ≤ Ce−γd(b,b
′) (297)
There is a similar representation of (C′k,Ω)
1
2 in terms of Green’s functions [13], [31], and it leads to a
random walk expansion and bounds
|(C′k,Ω+ )
1
2 (b, b′)| ≤ Ce−γd(b,b
′) (298)
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3.8.4 weakened operators
All these random walk expansions allow long jumps. In particular in the expansion for Gk,Ω the term
[dPk,Ωδ, h] in K′, is not short range. For weakening the expansion it is useful to have all walks
consisting of short steps. This is accomplished by inserting the random walk expansion for Pk,Ω based
on the representation (248). For details see [9]. The result is a expansion of the form
Gk,Ω =
∑
Gk,Ω,ω (299)
The sum is over indexed walks
ω =
(
0, (α1, X1), . . . , (αn, Xn)
)
(300)
where X is a localization domain consisting of a small connected union of cubes from π′(Ω) and the
index α labels a finite number of possibilities for each X . The combination (α,X) is called a unit.
The contribution of a walk ω is
Gk,ω = R0(0)Rα1(X1) · · ·Rαn(Xn) (301)
Here R0(0) = h0Gk,Ω(0)h0 as before while Rα(X) is localized in X . Not all choices actually
occur, but those that do have Xi ∩ Xi+1 6= ∅ so we only have short jumps. The Rα(X) satisfy the
bound (270) and so the expansion generates the same bound (271) (273) as before.
As in the Dirac case in section 2.5 we introduce weakening parameters s = {s} for  ∈ π
′(Ω)
and define
sω =
∏
⊂Xω
s Xω =
n⋃
i=0
Xi (302)
Then the weakened operator is
Gk,Ω(s) =
∑
sωGk,Ω,ω (303)
Again for α0 < 1 and complex |s| ≤Mα0 the operator Gk,Ω(s) satisfies the same bounds as the original.
SimilarlyNk,Ω,Hk,Ω, C′k,Ω+ have random walk expansions with short jumps, and weakened versions
Nk,Ω(s),Hk,Ω(s), C′k,Ω+(s). See [9] for more details.
3.9 more estimates
One of the main issues in our problem is using bounds on the field strength dA to generate bounds
on some gauge potentials A. Locally one can accomplish this with a gauge transformation. If we add
some hypotheses about averages of A then we can get a more global result. The bound (263) is an L2
version of this but we need pointwise bounds. In this section we prove some bounds of this form for
the axial gauge, specifically the unsymmetrized axial gauge. These are abelian versions of non-abelian
results proved by Balaban [8].
Lemma 16. Let A be an axial gauge function on a unit lattice. Then for some constant c0 = O(1)
|A| ≤ c0L
2‖dA‖∞ + L‖QA‖∞ (304)
Proof. If (x, x+ eµ) is contained in some B(y), then by the axial gauge condition A(Γ(y, x)) = 0 and
Stoke’s theorem
A(x, x+ eµ) =A
(
Γ(y, x, x+ eµ, y)
)
= dA
(
Σ(y, x, x+ eµ, y)
)
(305)
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Here Γ(y, x, x + eµ, y) ≡ Γ(y, x)) + [x, x + eµ] + Γ(x + eµ, y) is a closed path and Σ(y, x, x + eµ, y) is
the surface bounding the path. This has at most O(1)L plaquettes and so
|A(x, x+ eµ)| ≤ O(1)L‖dA‖∞ (306)
Now suppose (x, x + eµ) is a surface bond in B
s(y, y + Leµ). Then by the axial gauge condition
A(x, x + eµ) =A
(
Γ(y, x, x+ eµ, y + Leµ)
)
=dA
(
Σ(y, x, x+ eµ, y + Leµ, y)
)
+A
(
Γ(y, y + Leµ)
) (307)
The surface in the first term has at most O(1)L2 plaquettes so it is bounded by O(1)L2‖dA‖∞.
For the second term it suffices to bound the quantity A(Γ(y, y + Leµ)) − L(QA)(y, y + Leµ) since
L(QA)(y, y + Leµ)| ≤ L‖QA‖∞ We have
A(Γ(y, y + Leµ))− L(QA)(y, y + Leµ) =
∑
x∈B(y)
L−3
(
A(Γ(y, y + Leµ))−A(Γ(x, x + Leµ))
)
=
∑
x∈B(y)
L−3A
(
Γ(y, y + Leµ, x+ Leµ, x, y)
)
=
∑
x∈B(y)
L−3dA
(
Σ(y, y + Leµ, x+ Leµ, x, y)
)
(308)
This is bounded by O(1)L2‖dA‖∞ and hence the result.
Remark. The bound for this result is local. For the bound on |A(x, x + eµ)| with x ∈ B(y) and
x+ eµ ∈ B(y′) it suffices to take the supremum on the right over B(y)∪B(y′). Similar remarks apply
to the next result.
Lemma 17. Let A be an axial gauge function on a L−k lattice, k ≥ 1. Then for j = 0, 1, . . . k
|QjA| ≤ L
k−j
(
2c0‖dA‖∞ + ‖QkA‖∞
)
(309)
Proof. The unsymmetrized axial gauge condition is that for x0, x1, x2, . . . , xk with xi in the L
−(k−i)
lattice and and xi−1 ⊂ B(xi) we have
(Qi−1A)(Γ(xi, xi−1)) = 0 i = 1, . . . , k (310)
First consider Qk−1A on the L−1 lattice. Then (Qk−1A)L (scaling without scaling factors) is on
a unit lattice, satisfies the axial gauge condition of the previous lemma, and satisfies Q(Qk−1AL) =
(QkA)L. Hence by the previous lemma
|(Qk−1A)L| ≤ c0L
2‖d(Qk−1A)L‖∞ + L‖(QkA)L‖∞ (311)
The derivative gives a factor L−1 and dQk−1A = Q
(2)
k−1dA is bounded by ‖dA‖∞. Thus
|Qk−1A| ≤ L
(
c0‖dA‖∞ + ‖QkA‖∞
)
(312)
Next consider Qk−2A on an L−2 lattice. Then (Qk−2A)L2 is on a unit lattice, is axial gauge, and
Q(Qk−2A)L2 = (Qk−1A)L2 . Hence by the previous lemma:
|(Qk−2A)L2 | ≤ c0L
2‖d(Qk−2A)L2‖∞ + L‖(Qk−1A)L2‖∞ (313)
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The derivative gives a factor L−2 and dQk−2A = Q
(2)
k−2dA. Using also (312)
|Qk−2A| ≤c0‖dA‖∞ + L‖Qk−1A‖∞
≤L2
(
c0(1 + L
−2)‖dA‖∞ + ‖QkA‖∞
) (314)
Continuing in this fashion we get after n steps
|Qk−nA| ≤ L
n
(
c0(1+L
−2+ · · ·+L−2(n−1))‖dA‖∞+‖QkA‖∞
)
≤ Ln
(
2c0‖dA‖∞+‖QkA‖∞
)
(315)
With j = k − n this is the stated result for j < k. The case j = k is trivial.
3.10 regularity
The bounds (292) on Hk,Ω give estimates on the Landau gauge minimizer Ak,Ω = Hk,ΩAk,Ω and
its derivatives depending on ‖Ak,Ω‖∞. Locally we can do better and get bounds depending only on
‖dAk,Ω‖∞. This is important since we will have better control over ‖dAk,Ω‖∞. Bounds with this
improvement are what we are calling regularity
In [33] the regularity bounds for the global version were proved by a technique which involved the
use of axial gauge minimizers with improved smoothness. This does not work so well in the multiscale
setting due to the fact that identities like QkQ
s,T
k = I and dQ
s,T
k = Q
e,T
k d no longer hold for the
multiscale averaging operators Qk,Ω,Q
s,T
k,Ω. (Something which was overlooked in an earlier version of
this paper.) So here we give a different proof which also works for the global case.
We more or less follow an intricate strategy developed by Balaban in [8], [11]. The following are
abelian versions of non-abelian results in these references.
Theorem 1. (regularity) Consider a restricted orbit Qk,ΩA = Ak,Ω minimizing ‖A‖2 with Aj,δΩj
axial for j ≤ k − 1. Let  be an L−(k−j)M cube in δΩj, j = 1, . . . , k and consider weight factors pj
satisfying (274). Then there is a constant C0 depending only on L such that for M sufficiently large
any A in the orbit is gauge equivalent on the enlargement ˜† to a field A′ satisfying (with ‖ · ‖(α) on
˜
†)
L−
1
2 (k−j)|A′|, L−
3
2 (k−j)|∂A′|, L−(
3
2+α)(k−j)‖∂A′‖(α)
≤ C0Mpj sup
1≤j′≤k
L−
3
2 (k−j
′)p−1j′ sup
p∈δΩ
(j′)
j′
|dAj′ (p)| (316)
In particular this is true for the axial gauge Axk,Ω and the Landau gauge Ak,Ω.
Remarks.
1. As in [33] if  is an L−(k−j)M cube then † ≡ ˜c0L is the enlargment by c0L layers of L−(k−j)M
cubes where c0 = O(1).
2. In the sequel we will have enough control over dAj to use this result to conclude that Ak,Ω is in
the space G˜k,Ω needed as background for Dirac propagators.
3. In the course of the proof the following definition will be useful. Let Ak,Ω(C) be the space of all
gauge fields A on T−kN−k satisfying on δΩj
|dA| ≤ CL
3
2 (k−j)pj ‖dA‖(α) ≤ CL
( 32+α)(k−j)pj (317)
This is a condition on orbits. The bounds get tighter as j increases, so the bounds for {δΩj}
imply the same bounds for {Ωj}.
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Proof. It suffices to prove the result for the Landau minimizer Ak,Ω. Since Ak,Ω is a linear function
of Ak,Ω it is equivalent to assume that
sup
1≤j≤k
L−
3
2 (k−j)p−1j sup
p∈δΩ
(j)
j
|dAj(p)| ≤ 1 (318)
and show that there is an A′ ∼ Ak+1,Ω+ on 
† satisfying
L−
1
2 (k−j)|A′|, L−
3
2 (k−j)|∂A′|, L−(
3
2+α)(k−j)‖∂A′‖(α) ≤ C0Mpj (319)
The proof is by induction on k. We assume it is true for k and prove it for k + 1. The first step
from k = 0 to k = 1 is a special case. We are assuming therefore that Aj,δΩj is axial for j = 1, . . . k
and that
|dAj | ≤ L
3
2 (k+1−j)pj on δΩj j = 0, 1, . . . , k + 1 (320)
We want to show that for an L−(k+1−j)M cube  in δΩj the field Ak+1,Ω+ on T
−k−1
N−k−1 is gauge
equivalent on † to A′ satisfying (319) with k + 1 instead of k
Part I: Start with the axial minimizer Axk+1,Ω+ on T
−k−1
N−k−1 which has Ak+1,Ω+ = Qk+1,Ω+A
x
k+1,Ω+ .
To make contact with our earlier discussion we scale up to A0,xk+1,Ω+ on T
−k
N−k. Recall that A
0,x
k+1,Ω =
H0,xk,ΩA
min
k,Ω+ where A
min
k,Ω+
Amink,Ω+ = (A1,δΩ1 , . . . , AkδΩk , A
min
k,Ωk+1
) (321)
Each Aj,δΩj is a scaling of the original and now every entry is axial. The bound (320) becomes
|dAj | ≤ CL
3
2 (k−j)pj on δΩj j = 0, 1, . . . , k + 1 (322)
As an approximation to Amink,Ω+ we take we take something over which we have more control and which
is still axial gauge namely
A⋆ = (A1,δΩ1 , . . . , Ak,δΩk ,Q
s,TAk+1,Ωk+1) (323)
Note that for either Amink,Ω+ or A
⋆ the second to last entry on δΩ
(k)
k and the last entry on Ω
(k)
k+1 combine
to give a function A⋆k on Ω
(k)
k . In this sense A
⋆ is a sequence associated with Ω = (Ω1, . . . ,Ωk) not
Ω+ = (Ω,Ωk+1). Let A
⋆ on T−kN−k be the Landau gauge minimizer of ‖A‖
2 subject to Qk,ΩA = A⋆.
Thus
A
⋆ = Hk,ΩA
⋆ (324)
Part II: We digress to prove some bounds. First we claim that on δΩj for j = 1, . . . , k
|dA⋆j | ≤ CL
3
2 (k−j)pj on δΩj j = 0, 1, . . . , k (325)
This holds for j = 1, . . . , k − 1 by (322). The region δΩk which is here Ωk has two parts Ωk − Ωk+1
and Ωk+1. In the former the bound again holds by (322). It also holds on plaquettes with all bonds
in Ωk+1 since |dAk+1,Ωk+1 | ≤ C and so on such plaquettes
|dA⋆k| = |dQ
s,TAk+1,Ωk+1 | = |Q
e,TdAk+1,Ωk+1 | ≤ L
2‖dAk+1,Ωk+1‖∞ ≤ Cpk+1 ≤ Cpk (326)
But there are plaquettes which have some bonds in Ωk+1 and some in Ω
c
k+1 which require special
treatment. For example suppose p =< x, x + eµ, x + eµ + eν , x + eν , x > is an edge block with the
points contained in the L-blocks B(y), B(y+Leµ), B(y+Leµ+Leν), B(y+Leν) respectively. Further
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suppose that x+eµ+eν and B(y+Leµ+Leν) are contained in Ωk+1 but the others are in δΩk ⊂ Ωck+1.
Then since (Qs,TAk+1)(x+ eµ, x+ eµ + eν) = LAk+1(y + Leµ, y + Leµ + Leν)
dA⋆(p) =Ak(x, x+ eµ) + LAk+1(y + Leµ, y + Leµ + Leν)
+ LAk+1(y + Leµ + Leν , y + Leν) +Ak(x+ eν , x)
(327)
Now let p′ =< y, y + Leµ, y + Leµ + Leν, y + Leν , y > and compare dA
⋆(p) with
L2dAk+1,Ω+(p
′) =
(
QAk(y, y + Leµ) +Ak+1(y + Leµ, y + Leµ + Leν)
+Ak+1(y + Leµ + Leν, y + Leν) +QAk(y + Leν, y)
)
L
(328)
which we are assuming is bounded by a constant. The difference has terms like Ak(x, x + eµ) −
LQAk(y, y+Leµ). Since Ak is axial we can use (307), (308) to estimate this by O(1)L2‖dAk,δΩk‖∞ ≤
Cpk. Arguing in this fashion |dA⋆k| ≤ Cpk on any plaquette in Ωk and hence (325) is established.
Next we define
B⋆ = Qk+1,Ω+(A
0,x
k+1,Ω+ −A
⋆) = Ak+1,Ω+ −Qk+1,Ω+A
⋆ (329)
which will come into play shortly. We claim that
|B⋆| ≤ Cpk (330)
Since Qk,ΩA
⋆ = A⋆ and since Qk+1,Ω+ has an extra averaging operator Q in Ωk+1 we have
Qk+1,Ω+A
⋆ =
(
A1,δΩ1 , . . . , Ak,δΩk , [Q(Ak,δΩk ,Q
s,TAk+1,Ωk+1)]Ωk+1
)
(331)
and therefore
B⋆ =
(
0, . . . , 0, Ak+1,Ωk+1 − [Q(Ak,δΩk ,Q
s,TAk+1,Ωk+1 )]Ωk+1
)
(332)
In the interior of Ωk+1 the Ak,δΩk does not contribute and we have QQ
s,TAk+1,Ωk+1 = Ak+1,Ωk+1 for
a net contribution to B⋆ of zero. Thus B⋆ is supported on the boundary of Ωk+1. On boundary bonds
we write
Q
(
Ak,δΩk ,Q
s,TAk+1,Ωk+1
)
= Q
(
Ak,δΩk , 0
)
+Q
(
0,Qs,TAk+1,Ωk+1
)
(333)
The second term is again Ak+1,Ωk+1 for a net contribution of zero. Thus the only contribution to B
⋆ is
the first term. We evaluate it on a boundary bond y, y+Leµ with say y ∈ δΩ
(k+1)
k and y+Leµ ∈ Ω
(k+1)
k+1
by
Q
(
Ak,δΩk , 0
)
(y, y + Leµ) =
∑
x∈B(y)
L−4Ak(Γ(x, x + Leµ) ∩ δΩk) (334)
Since Ak is axial we have by (306) on bonds entirely in B(y) ⊂ δΩk that |Ak| ≤ C‖dAk,δΩk‖∞ ≤ Cpk.
Using this in (334) gives |Q(Ak,δΩk , 0)(y, y + Leµ)| ≤ Cpk. So (330) holds.
Part III: We now return to the main argument. By (325) and the theorem for k applied to A⋆ we
conclude that for  ⊂ δΩj , j = 1, . . . , k we have on † that A⋆ ∼ A′ where
L−
1
2 (k−j)|A′|, L−
3
2 (k−j)|∂A′|, L−(
3
2+α)(k−j)‖∂A′‖(α) ≤ CC0Mpj (335)
Now scale A⋆ back down from T−kN−k to T
−(k+1)
N−k−1 but keep the same notation. The bound on the old
δΩk = Ωk is split into a bound on the new δΩk = Ωk − Ωk+1 and Ωk+1. Then with an adjustment in
43
the constant C we still have the bound (335) with k+1 instead of k. Thus for  ⊂ δΩj , j = 1, . . . , k+1
we have on † that A⋆ ∼ A′ where
L−(1+β)(k+1−j)|A′|, L−
3
2 (k+1−j)|∂A′|, L−(
3
2+α)(k+1−j)‖∂A′‖(α) ≤ CC0Mpj (336)
This implies the global bounds on dA⋆ namely A⋆ ∈ Ak+1,Ω+(CC0M) as defined in (317). We also
scale Ak+1,Ω+ , A
⋆, B⋆ and keep the same notation. We still have that B⋆ = Ak+1,Ω+ − Qk+1,Ω+A
⋆
and |B⋆| ≤ Cpk.
We are studying
Ak+1,Ω+ = minimizer of
1
2
‖dA‖2 subject to Qk+1,Ω+A = Ak+1,Ω+ and Rk+1,Ω+(δA) = 0 (337)
We reformulate the problem relative to A⋆. We seek a critical point of B → ‖d(A⋆ + B)‖2 subject
to the conditions Qk+1,Ω+(B + A
⋆) = Ak+1,Ω+ and Rk+1,Ω+(δ(B + A
⋆)) = 0 which is the same as
Qk+1,Ω+B = B
⋆ and Rk+1,Ω+(δB) = 0. We have Ak+1,Ω+ = A
⋆ + B⋆ where
B⋆ = minimizer of
1
2
‖d(A⋆ + B)‖2 subject to Qk+1,Ω+B = B
⋆ and Rk+1,Ω+(δB) = 0 (338)
This is the same as finding the minimizer of 12‖dB‖
2+ < B, δdA⋆ > with the same constraints. Again
we compute the minimum with Lagrange multipliers, but now with the extra term < B, δdA⋆ >. One
finds
B⋆ = Hk+1,Ω+B
⋆ − A˜+Hk+1,Ω+Qk+1,Ω+A˜+ Gk+1,Ω+(dRk+1,Ω+δ)A˜ (339)
where
A˜ ≡ Gk+1,Ω+δdA
⋆ (340)
Now we claim that on δΩj for j = 1, 2, . . . , k + 1
L−
1
2 (k+1−j)|B⋆|, L−
3
2 (k+1−j)|∂B⋆|, L−(
3
2+α)(k+1−j)‖∂B⋆‖α ≤ CC0Mpj (341)
The first term Hk+1,Ω+B
⋆ satisfies these bounds by (292) and the bound on B⋆ which is supported
on Ωk+1.
For the second term A˜ we use the fact that A⋆ ∈ Ak+1,Ω+(CC0M) which says on δΩj
L−
3
2 (k+1−j)|dA⋆|, L−(
3
2+α)(k+1−j)‖dA⋆‖(α) ≤ CC0Mpj (342)
Now the bounds (276), (277) and (278) on Gk+1,Ω+δ yield the desired bounds on A˜ on δΩj :
L−
1
2 (k+1−j)|A˜| ≤Cpj sup
j′
L−
3
2 (k+1−j
′)p−1j′ sup
δΩj′
|dA⋆| ≤ CC0Mpj
L−
3
2 (k+1−j)|∂A˜| ≤Cpj sup
j′
L−
3
2 (k+1−j
′)p−1j′
(
L−ǫ(k+1−j
′)‖dA⋆‖(ǫ),δΩj′ + ‖dA
⋆‖∞,δΩj′
)
≤CC0Mpj
L−(
3
2+α)(k+1−j)‖∂A˜‖(α) ≤Cpj sup
j′
L−
3
2 (k+1−j
′)p−1j′
(
L−(α+ǫ)(k+1−j
′)‖dA⋆‖(α+ǫ),δΩj′ + ‖dA
⋆‖∞,δΩj′
)
≤CC0Mpj
(343)
For the third term in (339) has the desired bound by |Qk+1,Ω+A˜| ≤ L
1
2 (k+1−j)CC0Mpj and (292).
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The last term in (339) splits into Gk+1,Ω+dδA˜ and −Gk+1,Ω+dPk+1,Ω+δA˜. The first term here is
estimated in the same way as A˜. For the second term we use the bound in δΩj (this is (2.88) in [6]
modified by weight factors )
L−
5
2 (k+1−j)|dPk+1,Ω+δA˜| ≤ pj sup
j′
L−
1
2 (k+1−j
′)p−1j′ sup
δΩj′
|A˜| ≤ CC0Mpj (344)
Then by (276) with β = 12
L−
1
2 (k+1−j)|Gk+1,Ω+dPk+1,Ω+δA˜|, L
− 32 (k+1−j)|∂Gk+1,Ω+dPk+1,Ω+δA˜|,
L−(
3
2+α)(k+1−j)‖∂Gk+1,Ω+dPk+1,Ω+δA˜‖(α)
≤ Cpj sup
j′
L−
5
2 (k+1−j
′)p−1j′ sup
δΩj′
|dPk+1,Ω+δA˜| ≤ CC0Mpj
(345)
Thus (341) is established.
Combining (336) and (341) we have that Ak+1,Ω+ = A
⋆ + B⋆ is equivalent in † ⊂ T−k−1N−k−1 to a
field A′ satisfying
L−
1
2 (k+1−j)|A′|, L−
3
2 (k+1−j)|∂A′|, L−(
3
2+α)(k+1−j)‖∂A′‖(α) ≤ CC0Mpj (346)
This is just what we want except that the constant on the right is too big. We need C0Mpj .
part IV : We have to improve the last bound. Of the developments so far we will use only a
consequence of the crude bound (346) which is Ak+1,Ω+ ∈ Ak+1,Ω+(CC0M). To put it another way
we are reduced to showing that there is a constant C0 such that for any k if Ak,Ω ∈ Ak,Ω(CC0M)
(and (318) holds) then the conclusions of the theorem hold.
In general  is an L−(k−j)M cube in δΩj . We take the special case j = k so that  is an M cube
in Ωk. The other cases can be obtained by scaling.
Consider the buffer of cubes centered on 
Ω() = (1, . . . ,k) k ⊃ 
† (347)
defined with k ⊃ † and d(ck,
†) = M and with j ⊃ j+1 and d(cj ,j+1) = L
−(k−j)M . Then
1 has width less than CM . We allow the possibility that  ∩ δΩk−1 6= ∅.
Next define A ∼ Ak,Ω so that QkA satisfies a generalized axial gauge condition on all of 1.
That is we require (QkA)(Γ(y, x)) = 0 for y the center of ,1 and x ∈ 1. We accomplish this by
A = Ak,Ω − dλ with any λ satisfying
(Qkλ)(x) − (Qkλ)(y) = (QkAk,Ω)(Γ(y, x)) (348)
Here λ is supported on 1 and outside of 1 we have A = Ak,Ω. Then A leaves the restricted orbit
Qk,ΩA = Ak,Ω and is now on the restricted orbit Qk,ΩA = A
x where Ax = Qk,ΩA.
Next define Ax ∼ A ∼ Ak,Ω to be the axial representative of the orbit Qk,ΩA = Ax as in lemma
11 so
Ax = Qk,ΩA
x (349)
Then Qk,ΩAx = Qk,ΩA. In particular Qk−1Ax = Qk−1A on δΩk−1 and QkAx = QkA on Ωk. Hence
QkAx = QkA is generalized axial on 1.
Since dAx = dA = dAk,Ω we have A
x ∈ Ak,Ω(CC0M). Because QkAx is generalized axial on a set
of width O(1)M and from the bound on dAx we have on 1 as in (305),(306):
|QkA
x| ≤ O(1)M‖dAx‖∞ ≤ CC0M
2 (350)
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Then by lemma 17 we have on δΩ
(j)
j
|Ax| = |QjA
x| ≤ Lk−j
(
2c0L‖dA
x‖∞ + ‖QkA
x‖∞
)
≤ Lk−jCC0M
2 (351)
We want to get a similar estimate with Ω() instead of Ω. But first we make a small modification.
Split k by
k = 
′
k ∪
′′
k 
′
k = k ∩ δΩk−1 
′′
k = k ∩Ωk (352)
and then include the ′k piece with k−1. So we define
Ω•() = (1, . . . ,k−1 ∪
′
k,
′′
k) (353)
and
A′ = Qk,Ω•()A
x (354)
Again by lemma 17 have a bound on [δΩ•j ()]
(j)
|A′| ≤ Lk−jCC0M
2 (355)
We also have that Ax = A′ on k since both Qk,ΩAx and Qk,Ω•()A
x have averaging Qk−1 in ′k+1
and Qk in ′′k. Also Ω
•
j () ⊂ Ωj . These are the reasons for introducing Ω
•().
Note that since Ax ∼ Ak,Ω it is still on a minimizing orbit. Hence it is a minimizer on its restricted
orbit and so
A
x is a minimizer of ‖dA‖2 subject to Qk,ΩA = A
x (356)
We also note that Ω•j () ⊂ Ωj implies that
A
x is a minimizer of ‖dA‖2 subject to Qk,Ω•()A = A
′ (357)
This follows since {A : Qk,Ω•()A = A
′} is contained in {A : Qk,ΩA = A
x} as can be seen by adding
the same extra averaging operators to each side of Qk,Ω•()A = A
′. Hence the minimizer in the latter
set gives a minimizer in the former set.
We need improved estimates on Ax = A′ on k. From (318) we are assuming |dAk−1| ≤ L2+β on
δΩk−1 and |dAk| ≤ 1 on Ωk. However
dAx = dQk,ΩA
x = Q
(2)
k,ΩdA
x = Q
(2)
k,ΩdAk,Ω = dQk,ΩAk,Ω = dAk,Ω (358)
Hence |dAx| ≤ L2+β on δΩk−1 and |dAx| ≤ 1 on Ωk.
Let A# on 
(k)
k be the generalized axial function A
# = QkAx. This is the same as
A#(b) =
{
QAx(b) b ∈ 
′(k)
k
Ax(b) b ∈ 
′′(k)
k
(359)
Then we have (even for boundary plaquettes)
dA#(p) =
{
(Q(2)dAx)(p) p ∈ 
′(k)
k
dAx(p) p ∈ 
′′(k)
k
(360)
It follows that
|dA#| ≤ O(1) (361)
Because A# is generalized axial gauge on a set of size CM we have as in as in (305),(306) that
|A#| ≤ CM‖dA#‖∞ and so
|A#| ≤ CM (362)
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The last bound implies on ′′k that |A
x| = |A#| ≤ CM . Furthermore on ′k the bounds |dA
x| ≤ L2+β
and |QAx| = |A#| ≤ CM and the axial gauge condition imply by lemma 16 that |Ax| ≤ CM .
Altogether then we have the bound on k
|Ax| ≤ CM and hence |A′| ≤ CM (363)
(This bound on A′ would not work on all of 1 since A
x = A′ is not true there.)
Now letA′ ∼ Ax be the Landau gauge representative of the restricted minimizing orbitQk,Ω•()A =
A′. We are ready for a sharp bound on A′ which is given by
A
′ = Hk,Ω•()A
′ (364)
We make the following estimate on a unit cube ∆x ⊂ 
†. By (290), then (355) and (363), and then
(92) with δΩ′j = [δΩ
•
j ()]
(j)
|A′|, |∂A′|, ‖∂A′‖α
≤ C
∑
j
∑
b∈δΩ′
j
e−γdΩ•()(x,b)|A′(b)|
≤ CM
∑
b∈(δΩ′
k−1∪Ω
′
k
)∩k
e−γdΩ•()(x,b) + CC0M
2
∑
j
∑
b∈δΩ′
j
−k
e−γdΩ•()(x,b)Lk−j
≤ CM + CC0M
2e−γM ≤ C0M
(365)
Here we used for b ∈ ck that dΩ•()(x, b) ≥ M to extract a factor e
−γM . We also used for b ∈ δΩ′j
Lk−j
′
≤ eO(1)M
−1dΩ•()(x,b). In the last step we have chosen C0 =
1
2C and M sufficiently large so
CMe−γM < 12 . This is the desired result for j = k.
To summarize since Ak,Ω ∼ A
x ∼ A′ on † we have the desired result (319) for any k with the
extra Ak,Ω(CC0M) assumption. Hence the result (319) holds for k + 1 in our inductive argument.
This completes the proof.
4 Polymers
4.1 polymer functions
The effective potentials in our renormalization group analysis will be expressed in terms of polymer
functions which we now define in several different versions.
4.1.1 single scale
Consider the unit lattice T0N−k. A polymer X is a connected union of M -cubes in T
0
N−k with the
convention that two cubes are connected if they have a face in common. The set of all polymers in
T
0
N−k is denoted Dk. As before gauge fields A are real or complex valued functions on bonds in the
lattice. Fermi fields Ψk(x) are the generators of a Grassmann algebra indexed by x = (x, β, ω) with
x ∈ T0N−k, 1 ≤ β ≤ 4, and ω = 0, 1 and have the form Ψk(x, β, 0) = Ψk,β(x) and Ψk(x, β, 1) = Ψ¯k,β(x).
Polymer functions which are elements of the Grassmann algebra of the form
E(X,A,Ψ) =
∞∑
n=0
1
n!
∑
x1,...,xn
En(X,A, x1, . . . , xn)Ψk(x1) · · ·Ψk(xn) (366)
The kernel En(X,A, x1, . . . , xn) is required to have support in X × · · · ×X and only depend on A(b)
for bonds with at least one end in X . A norm is defined with a parameter h > 0 by
‖E(X,A)‖h =
∞∑
n=0
hn
n!
∑
x1,...,xn
|En(X,A, x1, . . . , xn)| (367)
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and we generally assume that for a constant κ0 = O(1)
‖En(X,A)‖h ≤ Ce
−κ0dM (X) (368)
where
MdM (X) = length of a shortest continuum tree intersecting every M cube in X (369)
and where κ0 is large enough so that if  is a single M cube∑
X∈Dk,X⊃
e−κ0dM(X) ≤ O(1) (370)
4.1.2 dressed fields
Consider a fine lattice T−kN−k. Now a polymer X is a connected union of M -cubes in T
−k
N−k (M is the
length of a side, not the number of sites). Gauge fields A are real or complex valued functions on
bonds in T−kN−k. Fermi fields ψk(ξ) are elements of a Grassmann algebra. indexed by ξ = (x, β, ω) with
x ∈ T−kN−k, 1 ≤ β ≤ 4, and ω = 0, 1 as before. We have in mind smeared functions of the fundamental
fields as in ψ = ψk(A) or ψ = ψk,Ω(A). Polymer functions have the form
E(X,A, ψ) =
∞∑
n=0
1
n!
∫
En(X,A, ξ1, . . . , ξn)ψk(ξ1) · · ·ψk(ξn)dξ1 · · · dξn (371)
Here with η = L−k we define
∫
dξ =
∑
x,β,ω η
3. Again the kernels again have support in X × · · · ×X ,
only depend on A(b) for b with at least one end in X , A norm on the kernel is defined by
‖En(X,A)‖h =
∞∑
n=0
hn
n!
∫
|En(X,A, ξ1, . . . , ξn)|dx1 · · · dxn (372)
and again we usually assume a bound of the form (368).
If ψ = ψk(A) (or ψk,Ω(A) ) a further variation allows treatment of the covariant Holder derivative
(δαψ)(A) ≡ δα,Aψk(A) as a separate field. The field (δαψ)(A, ζ) depends on a pair of points in
ζ = (x, y, β, ω) where x, y ∈ T−kN−k and |x − y| < 1. An integral over ζ is
∫
dζ =
∑
x,y,β,ω η
6. Polymer
functions have the form
E(X,A, ψk(A), δαψk(A)) =
∞∑
n,m=0
1
n!m!
∫
Enm(X,A, ξ1, . . . , ξn, ζ1, . . . , ζm)
ψk(A, ξ1) · · ·ψk(A, ξn) δαψk(A, ζ1) · · · δαψk(A, ζm) dξ1 · · · dξndζ1 · · · dζm
(373)
Norms for the kernels are defined for a pair of parameters h = (h1, h2) and
‖E(X,A)‖h =
∞∑
n,m=0
hn1h
m
2
n!m!
∫
|Enm(X,A, ξ1, . . . , ξn, ζ1, . . . , ζm)|dξ1 · · · dξndζ1 · · · dζm (374)
4.1.3 multiscale
Now we consider a multiscale variation. As in sections 2.2 and 3.3 suppose we are given a decreasing
sequence of small field regions Ω = (Ω1,Ω2, . . . ,Ωk) where Ωj is a union of L
−(k−j)M cubes and
δΩj = Ωj − Ωj+1. Again there are fundamental fields Ψk,Ω = (Ψ1,δΩ1 , . . . ,Ψk−1,δΩk−1 ,Ψk,Ωk) and
Ak,Ω = (A1,δΩ1 , . . . , Ak−1,δΩk−1 , Ak,Ωk). The fermi fields Ψj,δΩj+1(x) are the generators of a Grassmann
algebra indexed by x = (x, β, ω) as in section 4.1.1 except that now x ∈ δΩ
(j)
j ⊂ T
−(k−j)
N−k . The gauge
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fields Aj,δΩj+1 (b) are real or complex valued functions on bonds in b ∈ δΩ
(j)
j . Multiscale polymers X
are now connected unions of cubes in T−kN−k with the restriction that a cube from δΩj be an L
−(k−j)M
cube. The set of all multiscale polymers in denoted Dk,Ω.
We consider polymer functions of the form
E(X,Ak,Ω,Ψk,Ω) =
∞∑
n=0
1
n!
∫
En(X,Ak,Ω, x1, . . . , xn)Ψk,Ω(x1) · · ·Ψk,Ω(xn) dx1 · · · , dxn (375)
where X ∈ Dk,Ω. Here xi takes values in [Ω] = ∪kj=1δΩ
(j)
j with the convention that δΩ
(k)
k = Ω
(k)
k . If
x ∈ δΩ
(j)
j then Ψk,Ω(x) = Ψj,δΩj (x). Integrals over dxi are appropriately weighted sums. The kernels
En(X,Ak,Ω, x1, . . . , xn) are now functions on [Ω]× · · · × [Ω] with support in X × · · · ×X and depend
on Ak,Ω(b) only if one end of b is in X . The norms are
‖E(X,Ak,Ω)‖h =
∞∑
n=0
hn
n!
∫
|En(X,Ak,Ω, x1, . . . , xn)| dx1 · · · dxn (376)
4.2 polymer propagators
We can also localize propagators with polymers using the random walk expansions. We carry this out
for the Dirac case. For Y ∈ Dk,Ω, let |Y |Ω be the number of cubes in Y . So
|Y |Ω =
k∑
j=1
|Y ∩ δΩj |L−(k−jM (377)
Lemma 18. Under the hypotheses of lemma 5
1. Sk,Ω(A) =
∑
Y ∈Dk,Ω
Sˆk,Ω(Y,A) where Sˆk,Ω(Y,A, x, x
′) has support in x, x′ ∈ Y and depends on
A only in Y and for any constant κˆ = O(1) we have for M sufficiently large
|1∆y Sˆk,Ω(Y,A)1∆y′ f | ≤ CL
−(k−j)e−γdΩ(y,y
′)e−κˆ|Y |Ω‖f‖∞ (378)
2. Sk,Ω(A) =
∑
X∈Dk
Sk,Ω(X,A) where Sk,Ω(X,A, x, x
′) has support in x, x′ ∈ Y depends on A
only in X and for any constant κ = O(1) we have for M sufficiently large
|1∆ySk,Ω(X,A)1∆y′ f | ≤ CL
−(k−j)e−γdΩ(y,y
′)e−κdM(X)‖f‖∞ (379)
3. The same results hold for Sk,Ω+,y as defined in (151)
Proof. (1.) We have Sk,Ω(A) =
∑
ω Sk,Ω,ω(A) where for a multiscale walk ω = (0,1, . . . ,n) the
term Sk,Ω,ω(A) is localized in Xω = ∪i˜5i . Let X¯ω be the smallest element of Dk,Ω containing Xω.
We define
Sˆk,Ω(Y,A) =
∑
ω:X¯ω=Y
Sk,Ω,ω(A) (380)
From (109) we have that Sk,Ω,ω(A) satisfies the bound (378) with (CM
−1)n rather than e−κˆ|Y |Ω .
However if  is an L−(k−j)M cube in δΩj then ∼5 may intersect δΩj+1 or δΩj−1 Allowing for this
we have |∼5|Ω ≤ L3|∼5|L−(k−jM = 11L
3 Then
|X¯ω|Ω =
∣∣∣ ⋃
∈ω
∼5
∣∣∣
Ω
≤
∑
∈ω
|∼5|Ω ≤ 11L
3n (381)
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Thus for M sufficiently large we can take (CM−1)n/2 ≤ e−κˆ|X¯ω |Ω = e−κˆ|Y |Ω . The remaining factor
(CM−1)n/2 is enough for convergence of the sum over ω as before and we have the result.
(2.) Let Y¯ ∈ Dk be the union of all M cubes intersecting Y ∈ Dk,Ω and define
Sk,Ω(X,A) =
∑
Y¯=X
Sˆk,Ω(Y,A) (382)
But |Y |Ω ≥ |Y¯ |M = |X |M ≥ dM (X) so in the estimate on Sˆk,Ω(Y,A) we can use part of e−κˆ|Y |Ω to
extract a factor e−κdM(X). In the sum over Y we must have ∆y ⊂ Y . For an L−(k−j) cube ∆y ⊂ δΩj
let y be the L
−(k−j)M cube containing it. Then for κˆ− κ large enough the sum over Y is controlled
by (see Appendix in [29]) ∑
Y⊃∆y
e−(κˆ−κ)|Y |Ω ≤
∑
Y⊃y
e−(κˆ−κ)|Y |Ω ≤ 1 (383)
(3.) The proof is entirely similar.
4.3 polymer determinants
We develop a polymer expansion for the fermion determinant, generalizing results in [17], [33]. Re-
calling that Ω+ = (Ω,Ωk+1) consider the fermion determinant which is from (81)
δZk,Ω+(A) = det
([
Dk,Ω(A) + bL
−1P (A)
]
Ωk+1
)
(384)
where by (58) [
Dk,Ω(A)
]
Ωk+1
= bk − b
2
kQk(A)Sk,Ω(A)Q
T
k (−A) (385)
Lemma 19. For A ∈ G˜k,Ω
δZk,Ω+(A) = exp
((
(1− L−3) log bk + L
−3 log(bk + bL
−1)
)
4|Ω
(k)
k+1|+
∑
X∩Ωk+1 6=∅
Edk,Ω+(X,A)
)
(386)
where the sum is over X ∈ Dk and
|Edk,Ω+(X,A)| ≤ CM
3e−κdM(X) (387)
Proof. The proof follows [33] where the global case is treated. If X ⊂ Ωk+1 then Edk,Ω+(X,A) is
independent of Ω+ and identical with the global quantity.
The [Dk,Ω(A) + bL
−1P (A)]Ωk+1 on Ω
(k)
k+1 is not self-adjoint, but [(Dk,Ω(A) + bL
−1P (A))γ3]Ωk+1 is
self-adjoint and they have the same determinant so
δZk,Ω+(A) = exp
(
Tr log
[
(Dk,Ω(A) + bL
−1P (A))γ3
]
Ωk+1
)
(388)
We use a representation of the logarithm from [33] which is for any R0 > 0
log
[
(Dk,Ω(A) + bL
−1P (A))γ3
]
Ωk+1
=
[
Dk,Ω(A) + bL
−1P (A)
]
Ωk+1
∫ ∞
R0
dy
y
Γk,Ω+,y(A)− iγ3
∫ R0
0
dyΓk,Ω+,y(A) + logR0 +
iπ
2
(389)
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where Γk,Ω+,y(A) = [Dk,Ω(A) + bL
−1P (A) + iγ3]
−1
Ωk+1
. In appendix A we establish the identity
Γk,Ω+,y(A) =
[
Bk,y(A) + b
2
kBk,y(A)Qk(A)Sk,Ω+,y(A)Q
T
k (−A)Bk,y(A)
]
Ωk+1
(390)
where
Bk,y(A) =
1
bk + iγ3y
(I − P (A)) +
1
bk + bL−1 + iγ3y
P (A) (391)
Since Γk,Ω+,y(A) = O(y
−1) we can take the limit R0 →∞ in (389). The first term goes to zero. The
divergent part of the second term is canceled by the logR0. These limits are discussed in more detail
in [33]. One finds
δZk,Ω+(A) = exp
(
log bk Tr [I − P (A)]Ωk+1 + log(bk + bL
−1) Tr [P (A)]Ωk+1
− ib2k
∫ ∞
0
Tr
([
γ3Bk,y(A)Qk(A)Sk,Ω+,y(A)Q
T
k (−A)Bk,y(A)
)]
Ωk+1
dy
) (392)
The trace of the projection operator is
Tr [P (A)]
Ω
(k)
k+1
= Tr [QT (−A)Q(A)]
Ω
(k)
k+1
= Tr [Q(A)QT (−A)]
Ω
(k+1)
k+1
= 4|Ω
(k+1)
k+1 | = 4L
−3|Ω
(k)
k+1|
(393)
Also insert the polymer expansion Sk,Ω+,y(A) =
∑
X∈Dk
Sk,Ω+,y(X,A) of lemma 18 which yields
δZk,Ω+(A) = exp
((
(1− L−3) log bk + L
−3 log(bk + bL
−1)
)
4|Ω
(k)
k+1|+
∑
X∩Ωk+1 6=∅
Edk,Ω+(X,A)
)
(394)
where
Edk,Ω+(X,A) = ib
2
k
∫ ∞
0
Tr
([
γ3Bk,y(A)Qk(A)Sk,Ω+,y(X,A)Q
T
k (−A)Bk,y(A)
)]
Ωk+1
)
dy (395)
The trace here is estimated by (379) for Sk,Ω+,y(X,A) (with κ→ κ+ 1) by
| Tr (· · · )| =
∣∣∣ ∑
x∈X∩Ω
(k)
k+1
〈
QTk (−A)B
T
k,y(A)γ3δx, Sk,Ω+,y(X,A)Q
T
k (−A)Bk,y(A)δx
〉∣∣∣
≤Ce−(κ+1)dM(X)
∑
x∈X∩Ω
(k)
k+1
‖QTk (−A)B
T
k,y(A)γ3δx‖1‖Q
T
k (−A)Bk(A, y)δx‖∞
≤CM3e−κdM(X)(1 + |y|2|)−1
(396)
Here we used Bk(A, y) = O(y
−1) as y →∞ and
|X ∩ Ω
(k)
k+1| ≤ Vol(X) =M
3|X |M ≤ O(1)M
3(dM (X) + 1) ≤ O(1)M
3edM (X) (397)
The estimate (396) yields the estimate on Edk,Ω+(X,A).
This completes our collection of definitions and preliminary results. We are now ready to undertake
the study of the renormalization group flow in part II.
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A Identities for Dirac operators
We develop two identities for the operator
Γk,Ω+,y(A) =
[
Dk,Ω(A) + bL
−1P (A) + iγ3y
]−1
Ωk+1
(398)
on Ω
(k)
k+1 ⊂ T
0
N−k and the operator
Sk,Ω+,y(A) =
[
DA + m¯k + Pk,Ω(A)− b
2
k[Q
T
k (−A)Bk,y(A)Qk(A)]Ωk+1
]−1
Ω1
(399)
on Ω1 ⊂ T
−k
N−k, where
Bk,y(A) =
(
bk + bL
−1P (A) + iγ3y
)−1
=
1
bk + iγ3y
(I − P (A)) +
1
bk + bL−1 + iγ3y
P (A) (400)
There is an alternate representation of Sk,Ω+,y(A). To derive it write Pk,Ω(A) = [Pk,Ω(A)]Ωck+1 +
bk[Pk(A)]Ωk+1 and calculate in Ωk+1 as in [33], Appendix B
bkPk(A)− b
2
kQ
T
k (−A)Bk,y(A)Qk(A) = αkPk(A) + βkPk+1(A) (401)
where
αk =
bkiγ3y
bk + iγ3y
βk =
b2kbL
−1
(bk + bL−1 + iγ3y)(bk + iγ3y)
(402)
Thus we have
Sk,Ω+,y(A) =
[
DA + m¯k + [PΩ(A)]Ωc
k+1
+ αk[Pk(A)]Ωk+1 + βk[Pk+1(A)]Ωk+1
]−1
Ω1
(403)
The following identities generalize results in [24].
Lemma 20.
Γk,Ω+,y(A) =
[
Bk,y(A) + b
2
kBk,y(A)Qk(A)Sk,Ω+,y(A)Q
T
k (−A)Bk,y(A)
]
Ωk+1
(404)
Remark. In case y = 0 we have αk = 0 and βk = bk+1L
−1 and so Sk,Ω+,0(A) = S
0
k+1,Ω+(A) =
[DA + m¯k + P
0
k+1,Ω+(A)]
−1
Ω1
. The identity relates this to Γk,Ω+(A) = [Dk,Ω(A) + bL
−1P (A)]−1Ωk+1 by
Γk,Ω+(A) =
[
Bk(A) + b
2
kBk(A)Qk(A)S
0
k+1,Ω+(A)Q
T
k (−A)Bk(A)
]
Ωk+1
(405)
where now
Bk(A) = b
−1
k (I − P (A)) + (bk + bL
−1)−1P (A) (406)
Proof. Let J¯ , J and Ψ¯k,Ψk be Grassmann variables indexed by Ω
(k)
k+1 ⊂ T
0
N−k. Then
exp
(
< J¯,Γk,Ω+,y(A)J >
)
=const
∫
exp
(〈
Ψ¯k, J
〉
+
〈
J¯ ,Ψk
〉
−
〈
Ψ¯k,
(
Dk,Ω(A) + bL
−1P (A) + iγ3y
)
Ψk
〉
DΨk
(407)
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By (51) with F = 1 and (55) and (57) we have
exp
(
−
〈
Ψ¯k,Ω, Dk,Ω(A)Ψk,Ω
〉)
= const∫
exp
(
−
〈
(Ψ¯k,Ω −Qk,Ω(−A)ψ¯),b
(k)(Ψk,Ω −Qk,Ω(A)ψ)
〉
Ω1
−
〈
ψ¯, (DA + m¯k)ψ
〉)
DψΩ1
(408)
Specializing to Ψk,Ω = Ψk (i.e. just looking at parts only depending on Ψk) this can be written
exp
(
−
〈
Ψ¯k, Dk,Ω(A)Ψk
〉)
=const
∫
exp
(
−
〈
(Ψ¯k −Qk,Ω(−A)ψ¯),b(Ψk −Qk,Ω(A)ψ)
〉
−
〈
ψ¯, (DA + m¯k)ψ
〉)
DψΩ1
=const
∫
exp
(
− bk
〈
Ψ¯k,Ψk
〉
+ bk
〈
Ψ¯k, Qk,Ω(A)ψ
〉
+ bk
〈
Qk,Ω(−A)ψ¯,Ψk
〉
−
〈
ψ¯, (DA + m¯k + Pk,Ω(A))ψ
〉)
DψΩ1
(409)
Insert this into (407) and do the integral over Ψk which is∫
exp
(〈
Ψ¯, J + bkQk(A)ψ
〉
+
〈
J¯ + bkQk(−A)ψ¯,Ψk
〉
−
〈
Ψ¯k,
(
bk + bL
−1P (A) + iγ3y
)
Ψk
〉)
DΨk
= const exp
(〈
(J¯ + bkQk(−A)ψ¯),Bk,y(A)(J + bkQk(A)ψ)
〉
Ωk+1
)
(410)
This gives
exp
(
< J¯,Γk(A)J >
)
= const
∫
DψΩ1
exp
(〈
(J¯ + bkQk(−A)ψ¯),Bk,y(A)(J + bkQk(A)ψ)
〉
Ωk+1
−
〈
ψ¯,
(
DA + m¯k + Pk,Ω(A)
)
ψ
〉)
=const
∫
exp
(
< J¯,Bk,y(A)J > +
〈
bkQ
T
k (A)B
T
k,y(A)J¯ , ψ
〉
Ωk+1
+
〈
ψ¯, bkQ
T
k (−A)Bk,y(A)J
〉
Ωk+1
)
−
〈
ψ¯,
(
DA + m¯k + Pk,Ω(A)− b
2
k[Q
T
k (−A)Bk,y(A)Qk(A)]Ωk+1ψ
〉)
DψΩ1
=const exp
(
< J¯,Bk,y(A)J > +b
2
k
〈
J¯ ,Bk,y(A)Qk(A)Sk,Ω+,y(A)Q
T
k (−A)Bk,y(A)J
〉)
(411)
and the result follows.
Lemma 21.
Sk,Ω+,y(A) = Sk,Ω(A) +Hk,Ω(A)Γk,Ω+,y(A)H
T
k,Ω(A) (412)
Remark. In case y = 0 this says
S0k+1,Ω+(A) = Sk,Ω(A) +Hk,Ω(A)Γk,Ω+(A)H
T
k,Ω(A) (413)
Proof. Start with
exp
(〈
J¯ , Sk,Ω+,y(A)J
〉))
= const
∫
DψΩ1
exp
(〈
ψ¯, J
〉
+
〈
J¯ , ψ
〉
−
〈
ψ¯,
(
Pk,Ω(A)− b
2
k[Q
T
k (−A)Bk,y(A)Qk(A)]Ωk+1
)
ψ
〉
−
〈
ψ¯,
(
DA + m¯k
)
ψ
〉)
(414)
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Make the split Pk,Ω(A) = [Pk,Ω(A)]Ωc
k+1
+ [bkPk(A)]Ωk+1 and use the identity
exp
(
−
〈
ψ¯,
[
bkPk(A)− b
2
kQ
T
k (−A)Bk,y(A)Qk(A)
]
Ωk+1
ψ¯
〉)
=const
∫
exp
(
−
〈
Ψ¯k,
(
bL−1P (A) + iγ3y
)
Ψk
〉
− bk
〈
Ψ¯k −Qk(−A)ψ¯,Ψk −Qk(A)ψ
〉
Ωk+1
)
DΨk,Ωk+1
(415)
Substitute this above and use〈
ψ¯, [Pk,Ω(A)]Ωc
k+1
ψ
〉
+ bk
〈
Ψ¯k −Qk(−A)ψ¯,Ψk −Qk(A)ψ
〉
Ωk+1
=
〈
(Ψ¯k −Qk,Ω(−A)ψ¯),b
(k)(Ψk −Qk,Ω(A)ψ)
〉 (416)
Then the ψ integral is∫
exp
(〈
ψ¯, J
〉
+
〈
J¯ , ψ
〉
−
〈
(Ψ¯k −Qk,Ω(−A)ψ¯),b
(k)(Ψk −Qk,Ω(A)ψ)
〉
−
〈
ψ¯,
(
DA + m¯k
)
ψ
〉)
Dψ
= const exp
(〈
Hk,Ω(A)Ψ¯k, J
〉
+
〈
J¯ ,Hk,Ω(A)Ψk
〉
−
〈
Ψ¯k, Dk,Ω(A)Ψk
〉
+
〈
J¯ , Sk,Ω(A)J
〉)
(417)
which follows by expanding around the critical point ψ = Hk,Ω(A)Ψk +W and ψ¯ = Hk,Ω(A)Ψ¯k + W¯
as in section 2.1 (here with Ψk,Ω = Ψk,Ωk+1). Then we have
exp
(〈
J¯ , Sk,Ω+,y(A)J
〉))
= const exp
(〈
J¯ , Sk,Ω(A)J
〉)
∫
exp
(〈
Hk,Ω(A)Ψ¯k, J
〉
+
〈
J¯ ,Hk,Ω(A)Ψk
〉
−
〈
Ψ¯k,
[
Dk,Ω(A) + bL
−1P (A) + iγ3y
]
Ψk
〉)
DΨk,Ωk+1
=const exp
(〈
J¯ , Sk,Ω(A)J
〉
+
〈
HTk,Ω(A)J¯ ,Γk,Ω+,y(A)H
T
k,Ω(A)J
〉)
(418)
and the result follows.
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