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LECTURE I. INTRODUCTION 
1. In any general discussion of the theory of representations and 
harmonic analysis on Lie groups it is appropriate, at least at one stage, 
to try to see the problems in a general setting. Let us therefore begin by 
recalling the general questions which have guided the development in 
the past and will certainly continue to serve in this role in the foreseeable 
future. Stated generally these problems are, in the context of any group G, 
as follows: 
Problem A. What are “all” the irreducible unitary representations 
of G ? 
Problem B. What is the Plancherel formula for G, i.e., what is the 
analysis of L2(G), in explicit as possible terms ? 
Problem C. (Here we shall be even more vague.) What are the other 
interesting aspects of harmonic analysis of G ? 
2. In the case of the Abelian groups, in particular the group of 
Euclidean n-space, the n-torus, the Bohr group for a.p. functions, etc. 
the solutions of A and B are classical and very well known. In that 
context what faces us (and will continue to do so) is problem C. Much 
the same is true for the compact Lie groups and the nilpotent Lie 
groups, although in the latter case the solution of problems A and B 
is more recent and possibly not generally familiar. 
Our main concern in these lectures will be with the non-compact 
semi-simple Lie groups, and so let us specify in general terms what can 
be said about these problems. 
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As far as problem A is concerned, it can be stated that for any such 
group wide classes of irreducible unitary representation have been 
constructed, but-and this point seems not to be widely realized-there 
exists at this time no complete classification of the irreducible unitary 
representations of any such G, save in the case of certain special groups G 
of low dimension. We shall have more to say about this matter in the 
course of these lectures. 
As to the problem of the Plancherel formula matters stand as follows: 
When G is a complex semi-simple group, the Plancherel formula is known 
explicitly as a result of the work of Gelfand and Neumark and Harish- 
Chandra. As to the general semi-simple case there is as yet no explicit 
Plancheral formula, but we are probably not far from that goal, thanks to 
the heroic labors of Harish-Chandra. We shall have nothing to add to 
this problem here, although we shall find a use for the explicit Plancherel 
formula. 
As to the other problems of harmonic analysis on semi-simple groups 
it is much harder to give a complete survey of this area. Suffice it to say 
that much progress has been made in the study of G/r, where r is an 
appropriate discrete subgroup. The results center about automorphic 
forms, Eisenstein series, trace formula of Selberg, etc. 
It is not this area of application that will concern us here, but rather 
other types of questions of the harmonic analysis of G that we will deal 
with. 
3. We come now to the subject matter proper of these lectures. 
A few remarks of a personal nature may not be out of place here. The 
results that will be presented here are the fruits of a collaboration with 
my colleague R. Kunze begun nearly ten years ago and still in progress1 
As the listener may have already surmised the main results obtained do 
not fit neatly into the simple pattern described above. It is my belief 
that, nevertheless, the results presented here have a definite interest 
and are therefore worthy of your serious consideration. 
We begin by some notation. Let G be a semi-simple group of non- 
compact type with finite center; let K be a maximal compact subgroup, 
and G = KAN, a corresponding Iwasawa decomposition.2 If M is the 
1 The published results are [I], [2], and [4]. The paper [3] appeared only in preprint 
form, and most of its contents was subsumed in a later publication. The paper [6] will 
appear soon; other papers are in preparation. 
z For further details on the general properties used here see Lecture III, Sections 1 
and 2. 
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centralizer of A in K we consider the subgroup B = MAN which plays 
a fundamental role in all that follows. For any irreducible unitary finite 
dimensional representation X of B, we form the representation g + TgA 
which is the representation of G induced by h. The family of representa- 
tions {Th) so obtained are the “non-degenerate principal series of 
representation.” 
Their importance is due to the following facts: 
(a) They are in general irreducible. 
(b) When G is a complex semi-simple group, these representations 
suffice for the Plancherel formula of the group, i.e., the L2(G) analysis. 
(c) For the case of G a general real group, other representations must 
also be brought into play for the Plancherel formula, but the other 
series unlike the principal series have not as yet been constructed in 
global form, except in special cases. 
A closer look at these representations show that they depend in a 
natural way on certain discrete parameters (the rank of M) and a certain 
number of continuous parameters (the dimension of A, which is also 
called the rank of the symmetric space defined by G; we shall call this 
number r). 
More precisely A is the product of r copies of the multiplicative group 
of positive numbers. That is we can represent A as (6, , 6, ,..., A,), with 
Si > 0. Now any unitary irreducible representation h of B is uniquely 
determined as a product of representations of M and A, respectively, 
both of which must again be unitary and irreducible. The unitary 
irreducible representatives of the compact group M are determined by 
the discrete parameters mentioned, but the unitary irreducible represen- 
tatives of A are of course the mappings (6,) 6, **. S,) -+ Si”l a** 814 where 
t t r , 2 ,..., t, are r arbitrary real numbers. 
It is now clearly indicated (if not clearly indicated, at least no analyst 
can resist the temptation!) that we should want to continue in the 
parameters it, , . . . , it, to more general complex-values. 
On a certain formal level, once the induced representatives TA have 
been given an explicit form, the analytic continuation is obvious. But 
lest the listener be misled he must be warned that this naive analytic 
continuation is irrelevant, because, unlike the context of ordinary 
functions, in the setting of representations analytic continuations are 
highly non-unique! The reason for this is that we are in fact continuing 
representatives from equivalence classes of representations and of course 
two representations may be equivalent without being identical. 
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Let us write X == X(m, S) = X, . h, , where h, is the component of the 
representation h belonging to the compact group M; this representation is 
parameterized by the discrete parameter m. X, is the component of the 
representation belonging to A; i.e., h,(6) = Sil 82 a** 82. Another 
important element must still be defined, the Weyl group. Let M’ be the 
normalizer of A in K. Then M’/M is a finite group and every element 
p E M’/M induces a natural action h -+ p(h), with p(h) = h(p-lm, p-ls). 
We define also the complex contragredient character X’ by 
h’(m, s) = A(m, 4) (S = complex conjugate of s). 
We recall the definition of a tube in the complex r-space, with basis B, 
sj = aj + itj ,j = l,..., r. B is an open convex space in the r dimensions 
of the o1 ,..., u, , and T, = tube with basis B, = (S 1 {aj} E B}. The main 
results to be described are consequence of the following theorem: 
THEOREM 1. Let G be a group of the kind detailed below. Then there 
exists a tube TB described above whose basis contains the origin (in its 
interior), and a family of bounded operators in a Hilbert space Z’, { R~(m*s)} 
with the following properties: 
(1) for eachfixed m, and s E TB , g --+ Ri(m,s) is a cont. rep. of G. 
(2) For each fixed g, mRA(m,s) is analytic (as a function of s) in the 
tube T, . 
(3) supyEG // Rj(m*s) 11 is Jinite, i.e., the representations are uniformly 
bounded. Moreover, supgcc I/ Rj(m,s’ /I is at most of polynomialgrowth in the 
parameters m and it, ,..., t, . 
(4) When R(s,) = R(s,) -*- = R(s,) = 0, the representations Rg(m,s) 
are unitarily equivalent to the principal series Tj(mTs). 
(5) For any element p of the Weylgroup 
RDA = R A B Ll - 
(6) For any X(m, s), s E T, , g -+ Re” is equivalent with a unitary 
representation if and only sf it is already unitary. This happens if and only 
if there exists an element p of the Weyl group, with p2 = 1, and p(h) = X’ 
(where X’ is the complex contragredient) . 
The significance of this result can be understood in view of the 
following remarks. For R(s,) **a = R(s,) = 0 the Ri(m,s’ are unitarily 
equivalent with the principal series-but far from identical. It is the 
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former that have the desired analytic continuation, and not the latter. 
For example, the former are already unitary whenever possible-and 
this is not the case for the latter. In particular, the former gives us 
automatically the “complementary series” in unitary form. This is 
partly due to the fact that the RgA have all the symmetry of the Weyl 
group already built in, as indicated by conclusion (5). The property of 
polynomial growth in (3) is very important for the applications to 
harmonic analysis of the group. 
It is time to reveal for which groups G this result is actually proved. 
We considered first the case G = SL(2, R) (the case SL(2, C) is com- 
pletely analogous). The next stage was the consideration of SL(n, C), 
and here the group SL(3, C) f o rank 2 already represents the basic 
difficulty of SL(n, C). 
A further stage already accomplished (but not yet published) is for the 
other families of complex classical groups Sp(n, C) and SO(n, C). 
The final stage, which is at present only a goal, would be the consideration 
of the general semi-simple group G. What remains in the way of this 
goal? The listener will probably better understand this after the fourth 
lecture, but at the present suffice it to say that the passage from the 
complex groups already considered to their real analogues would not 
seem to be as difficult as the consideration of a seemingly intractable 
complex group-the exceptional group G, . 
Why do the considerations become successively more complicated 
and difficult? This seems to be not so much a matter of a weakness of 
technique as the fact that the situation becomes intrinsically more 
difficult. This point can be understood as follows. The problems are 
reducible, to a considerable extent, to questions on the analysis of the 
nilpotent subgroup N. 
In the case of SL(2, R) (or X(2, C)) the group N is Abelian. In the 
case SL(n, C), this Abelian character is already lost. In the case Sp(n, C) 
for example, new difficulties are introduced due to the position of N in 
G etc. We hope these rather vague remarks will become clearer to the 
listener in the course of these lectures. 
Thus we see a curious phenomenon. We are not surprised that the 
group SL(2, C) d oes not reveal the general features with respect to a 
problem of representations theory in the context of-let us say- 
complex semi-simple groups. We are surprised however when the 
groups SL(n, C) d o not reveal the general features of the problem. 
Now to some of the applications of our theorem. 
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THEOREM 2. Suppose G is a group of the type described above for 
which Theorem I holds. Let I < p < 2, and let k E Lp(G). Then the 
operator f + f *k (group convolution) is a bounded operator in L2(G). 
This seems to be a significant fact in harmonic analysis on the group 
which is atypical of non-compact groups. In particular the analogue of 
this statement fails whenever G is Abelian and non-compact. It shows 
that from this point of view the harmonic analysis of G behaves as if G 
were compact-or nearly so. 
It can be readily conjectured that Theorem 1 holds for any real semi- 
simple group G, and that Theorem 2 holds also for such groups under 
the restriction that G have finite center. 
A final application of our result is as follows. In their book Gelfand 
and Neumark give a far-reaching construction of irreducible unitary 
representations of the complex (classical) groups. They claim there that 
their list exhausts all the irreducible unitary representations of these 
groups. Purported proofs of this completeness statement have been 
given by Gelfand and Neumark, Neumark, Berezin, and others. All of 
these are in error. In fact the family of representations given in Theorem 1 
provide us with new irreducible unitary representations for SO(n, C) 
and Sp(n, C), f or appropriate values of s. The detailed case of Sp(2, C) 
will be considered in Lecture 5. 
4. Let us give a brief indication of what is involved in the construction 
of the uniformly bounded, analytic family of representations. Since the 
R”(n’,s) are unitarily equivalent to the principal series TA(“L.s) (when 
R(s) = 0), there exists unitary operators W(h) = W(m, s) for R(s) = 0) 
so that 
phL,s) 
g = W(m, s) 7$‘“*“‘( W(m, s))-1. 
The problem then is the construction of the W(A). Now because of 
the symmetry property (5) in Theorem 1 we have 
(4.1) W-WV) Y4 = 4A 4, 
where A(p, A) is the intertwining operator for TyA, i.e., 
A(p, A) TgA = TyA(p, A). 
So the problem of constructing the W(h) involves the question of 
studying the intertwining operators A(p, A). These operators seem to 
607/4!2-7 
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have a genuine interest on their own-for example they represent 
natural generalizations of the basic singular integral operators and 
potential operators to the present context. 
The different operators A(p, A) for different p do not commute, but 
satisfy the “cocycle” relation 
(4.2) 
wherever p and q are element of the Weyl group. Thus the relations of 
the Weyl group imply similar relations for the intertwining operators. 
The sought-for identity (4.1) may be thought of as a coboundary expres- 
sion for the cocycle-but these formal hints by themselves give little 
indication of the real problem. The program for analytic continuation 
can be carried out in the following stages 
(1) The construction of the intertwining operator A( p, A). 
(2) The study of their relations. 
(3) The construction of W in terms of the A( p, A). 
(4) The analytic continuation of 
W(A) T;( W(h))-1. 
We shall consider these problems first in the context of SL(2, C)- 
admittedly a simpler case, but one which already reveals at least two 
essential features of the problem. 
LECTURE II. 5X(2, C) 
1. Let G be the group of 2 x 2 complex unimodular matrices. Then 
every element of g can be represented by 
g = (1 ;jp with ad - bc = 1, a, b, c, d complex. 
The non-trivial irreducible unitary representations of G have been 
completely classified. These consist of two sets. The principal series 
described more generally in Lecture I and a complementary series. 
In this case the groups K, A, N can be chosen to be the unitary 
subgroup, the subgroup of positive diagonal matrices, and the strictly 
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upper triangular subgroup. iPI is then the diagonal unitary subgroup and 
~4 = I(: [)i, where Si.6, = 1 
with 6,S, complex. The general unitary representation h (restricted to 
MA) is then 
h(S) = 1 6, IS1 I 6, p (&)“” (+J’, h = qm, s), 
where s1 + s2 = 0, (R(s,) = R(s,) = 0), and m1 , m2 are integral with 
eitherm,+m,=O,orm,+m,= 1. 
In this case (as in the general cases discussed below) the induced 
representation TBA can be realized explicitly as a multiplier representation. 
That is 
(T;)f(z) = / cz + d I--2+s2-s1 
(1.1) 
i 
h = h(m,s). 
Here the operators TgA act on the Hilbert space12(dz) of square integrable 
functions on the complex plane, with respect to the additive measure. 
The representation (1.1) (with the proviso R(s,) = -R(s~) = 0) 
are the principal series. 
The other series, the complementary series, have a definition which is 
similar-at least on the formal level. We consider the representations 
(1.2) f(x) ---f I cz + d j-2+20f (%I 
defined for 0 < u < 1, where the inner product of the Hilbert space is 
now more intricate (and depends for example on o), namely 
(1.3) 
It can indeed be shown-and this is not without interest-that the 
representations (1.2) are unitary with respect to the inner product (1.3). 
2. If we are to follow the program outlined at the end of Lecture I 
our first problem should be to determine the intertwining operators for 
g -+ T,“. In the present case the Weyl group consists of two elements, 
f5071412-7 * 
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and the non-trivial element (as a representative in M’ of the coset of M) 
can be taken to be 
P = (“1 ‘,‘I. 
Its induced action is 
so that if h corresponds to(m, , m,; s,s,))phcorresponds to (m2, ml, s2, sl). 
So we want to determine the operators A(p, A) with the property that 
(2.1) 4, A) T,* = T;*A(p, A), all g E G. 
Fortunately the problem is tractable because: first, its solution is 
essentially unique; second, the solution can be determined by requiring 
(2.1) for a subgroup of G only, for which G takes a particularly simple 
form. 
In fact let B be the subgroup of matrices of the form 
(2.2) 
a 0 i 1 b d’ 
This subgroup is the product of two further subgroups 
(2.3) and 
The action of the representation (1.1) corresponding to elements of 
N is simply translation 
I+) --) f@ t 4 
while the action corresponding to elements of the diagonal group MA 
is (up to a constant multiple) dilation 
f(z) + j d /--2+s+1 +- ml-mlf(ad-‘z). 
( 1 
We are therefore led to the following problem (equivalent with the 
intertwining identity (2.1)) for g’s that are of the form (2.2)). 
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PROBLEM. Let s, m be given, with R(s) = 0, and m integral. Determine 
a unitary operator A(s, m) on L2(dz) which satisfies the following two 
conditions 
(1) A(s, m) commutes with translations. 
(2) With respect to dilation T8 :fk> --+fF4, (6 f O), A($, m) 
transforms according to the following rule: 
(Q-1 A(s, m) 76 = 1 6 1s (&)“” A(s, m). 
This problem has a solution, which is unique up to a constant multiple. 
Iff(z) denotes the real two-dimensional Fourier transform on L2(dx), then 
we can take 
(4 4.m (4 = I z I- (+j-jrn~~4. (2.4) 
In fact the first condition is equivalent to the fact that A(s, m) can be 
realized as a multiplier transformation on the Fourier transform side, i.e., 
(4 m)fY (4 = Pwb)- 
The second condition implies that 
and so, 
p(z) = const x I z I--S (*)“. 
This expression (2.4) for A(s, m) is not appropriate for its further 
study. We shall need another expression-which can be derived from it 
by Fourier analysis-viz., 
where 
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We are interested in the case Re(s) = 0. For these values of s the 
integral (2.5) does not converge absolutely but it may be defined as 
follows. Letf be continuous and of compact support. Then if Re(s) = 0 
(2.6) A@, @f(z) =,)j,~, q&q / I w I-'+" (+)"fk - w) dw. 
S"S , 
The A(P, A) ma now be determined by setting y 
(2.7) 44 4 = 4 - s2 , ml - m2). 
These considerations show that the operators A(p, A) just determined 
satisfy the intertwining property where g is restricted to the triangular 
subgroup B. To prove the intertwining property for all of G it suffices 
to consider one other element of G which together with B generates G. 
This element is 
Now 
The intertwining relation for this element also takes an interesting 
form. Define B(s, m) to be the operator 
(2.6) % m>f(4 = I 2 I--S (*j-“‘f(4 
and let Y correspond to the inversion 
(2.8) v-m4 = lx l-“f(-w> 5-2=I. 
The intertwining identity then becomes 
(2.9) FA(s, m) F = B(s, m) A(s, m) B(s, m), 
which can be verified directly by a change of variables from the integral 
form of A(s, m) given in (2.6). 
These considerations prove that A(p, A) given by (2.7) is indeed the 
sought for intertwining operator. 
3. The second stage in the program outlined at the end of Lecture I 
is the study of the relations of the intertwining operators. In the present 
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case matters are trivial. The form (2.4) shows us that the family A(p, A) 
is additive, i.e., 
(2.10) 4% > ml) 4, , ml) = 4% + %? > ml + m2). 
The third stage of the program is the construction of the operator 
W(h). In this case again the result is immediate, In fact if we set 
(2.11) W(4 = 4% 9 4 
we have 
W-l@) W(h) = y--s, , -2) 4% , 4 
= A(s, - s2 ) m, - m,) 
as desired. 
= A(P, 4, 
The final stage is analytic continuation. What is done here can be 
reduced to the following lemma. 
Let C(s, m) = B(s, m) A(s, m) 
LEMMA. (I) The family of operators {C(s, m)}, as s ranges over 
imaginary values and m over integers is commutative. 
(2) The function s + C(-s, m,) C(s, m,) has for each m, and m2 an 
analytic continuation in the strip - 1 < R(s) < 1, and 
where s = u + it. 
Strictly speaking the first part of the lemma will not be used here. 
There are several approaches to the proof of this lemma see [l], [2], and 
[6]. We notice first that C(s, m) commutes with the dilation f(z) -+ f(b), 
6 # 0. Since the dilations form a maximal commutative family on 
L2(dz) it follows that the C(s, m) mutually commute. This observation 
also gives the best, although least direct approach to conclusion (2). We 
pass to L’J(dz/l z 1”) which is the L2 space of the multiplicative group of 
the complex numbers, and for any v E L2(dx// z j2), we consider its 
multiplicative Fourier transform (“Mellin transform”) given by 
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where p is purely imaginary and K is integral. The transformation 
C(s, m) can then be realized as a multiplier transform, with respect to the 
Mellin transform, and this multiplier is, up to a fixed factor of absolute 
value one 
r /k+mI+l-(s+p) 
(2.12) 
i 2 1 
r I~+ml+l+s+p . 
i 2 1 
From this the conclusion (2) can be read off from (2.12) by the use of 
known properties of the gamma function. 
We now can give the analytic continuation of the representation 
R,A = W(A) TgA(W(h))-l. 
We notice first that R," is essentially independent of h for g restricted 
to the subgroup 8, (2.2). More particularly R," = RAg1 if g E B, where 
h’ = h(1, 0, 0, O), or X1 = (0, 0, 0, 0), when X = (mr , m2 , s1 , s2), 
according to whether rn> + m2 is odd or even. Thus the analytic 
continuation for Rgh, g E B is trivial. Now since 
it suffices to consider RpA. 
But T$ = B(s, - s2, ml - m,)Y (see (l.l), (2.6), and (2.7). 
Also W(h) = A(s, , m,); we get because of (2.9) (and YB(s, m)F = 
W--s, 4) 
RDA = A(s, , m,) B(s, - s2, m, - m,)F'A(--s, , -ml) 
= SC(s, , m,) C(--s, , m,) A(0, m, - mZ). 
Now since sr + s2 = 0, and Y and A(0, m, - mJ are fixed unitary 
operators, the analytic continuation is then a consequence of the lemma. 
4. We are now in a position to summarize the results obtained 
concerning the analytic family of representations for SL(2, C): 
(1) R, is analytic for X = (ml , m2 , sr , sa) with sr + sa = 0, and 
-1 < R(s,) < 1. 
(2) supgIl R,” II < A(1 + I t, I + I m, 1)‘“11, where s1 = q + it, 
(ml + m2 = 0, or 1). 
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(3) Since as is easily seen (RiLi)* = RgA where 
A' = (ml, m2, -& , --S,), 
RgA is unitary when either X = (m, , m2 , it, ita) (the principal series) or 
h = (0, 0, u, -CT), -1 < u -C 1 (the complementary series). 
Now let fgLl(G) n L2(G), 
group Fourier transform. Then 
and let F(h) = J, RgAf(g) dg denote its 
(4-l) II FP)ll G 41 + I tl I + ml IP llfll, 
by conclusion (2). 
Also by the Plancheral formula for the group 
(4.2) z j IIWM (ml2 + t12) 4 = c Ilflli . 
Thus by a known convexity argument 
which shows that the group Fourier transform of an Lp function is 
uniformly bounded. Thus again by the Plancherel formula for the 
group, the mapping 
h+f*h 
is bounded on L2, for anyf e Lp( G), 1 < p < 2. 
We do not intend to repeat the rather complicated argument by which 
(4.3) is deduced from (4.1) and (4.2). 
Suffice it to say that the explicit form of the Plancherel measure 
appearing in (4.2) is needed. 
More particularly, the fact that it is sufficiently “large” at infinity to 
compensate for the growth of the bound A(1 + [ t, 1 + 1 m, 1)1011 
appearing in (4.2) is essential. 
LECTURE III. THE INTERTWINING OPERATORS 
We now turn to the case of the more general groups considered in 
Lecture I. We shall begin by considering the first stage of our program 
(outlined in Section 4, Lecture I)-the construction of the intertwining 
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operators. As far as the more formal aspects of this problem are concerned 
it is best to proceed in greatest generality, that of an arbitrary real 
semi-simple group (with finite center). 
Let G be such a group and g be its Lie algebra. Let g = k + p be 
a Cartan decomposition where k corresponds to a maximal compact 
group K, and p is the orthogonal complement of k with respect to the 
Killing form; a denotes maximal Abelian subspace of p. 
For an appropriate positive definite inner product on g, the family of 
linear transformations (ad(a)} is self-adjoint (and of course commutative). 
This leads to a decomposition of g into the simultaneous (real) eigen- 
spaces of ad(a). Let 01 be such non-zero simultaneous eigenmap (called 
a root), then [H, X] = CY(N)X, H E a, for X in the subspace called g, . 
The roots can be ordered. Choosing one such ordering we let 
n= CAL, fi=fl= c gw. 
a>0 a<0 
With A, N the subgroups corresponding to a and n, respectively, we 
have the well-known Iwasawa decomposition G = KAN. 
Now we let M and M’ denote, respectively, the centralizer and 
normalizer of A in K. Then M’/M acts in a natural way on MA and its 
representations; it is the Weyl group in our context. More particularly 
let h be any representation of MA, and let p E M’jM. Define pX, by 
pX(ma) = X(p-lmpp-lup). Th is action clearly depends only on the 
residue class of p in M’ modulo M, and so gives the action of the Weyl 
group M’ on the representation of MA. We shall write B = MAN, 
and list the following useful facts about it: B is closed, and N as well as 
AN are closed normal subgroups of B; every finite dimensional unitary 
irreducible representation of B is of the form 
U-1) man + h(ma), 
where X(ma) = h,(m) AA(a), and both X, , and h, are irreducible and 
unitary (thus h, is one-dimensional). 
We shall need some further facts about the relation of the subgroup B 
with respect to G, namely, the Bruhat double-coset decomposition, 
which can be written as 
U-2) G = u BpB, disjoint union. 
PEM’/M 
The elements of a given double coset BpB are not uniquely determined 
in the form BpB; so we shall look at the situation more closely. The 
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Weyl group also acts on the roots a, so that pcll may be determined by the 
fact that 
A 4PkJ c&m * 
Now write 
n 9= C gti , 
u>o 
nD1 = z. gw 
D-b<0 P-l> 0 
and let N, and N,’ denote, respectively, the subgroups of N corre- 
sponding to np and np’. Then it can be shown that N = NP * N,’ and 
NP n N,’ = {identity), and we have 
G= u N,.p.B. 
WM’jM 
NP and N,’ are closed and simply connected subgroups of N. There 
exists a particular p, E Ml/M, so that 
Npo = N and then 15 = V = p,lNp, . 
2. We come now to the description of the principal series of representa- 
tions for G. 
Let h be a finite dimensional unitary irreducible representation of 
B = MAN. As stated before 
where both h, and h,, are irreducible and unitary. We wish now to 
describe the induced representation g -+ TgA of G. 
We let db denote a right invariant (Haar) measure of B. Since B is not 
unimodular we consider the modular function p(b), so that p-l(b) db is 
a left invariant measure. 
We now consider the class of functions f on G with the transformation 
property3 
(2.1) f(W = PW) V)f(x), XEG, bcB. 
We norm this space as follows. Let CJI be a fixed non-negative 
continuous function with compact support and with the property that 
(2.2) s v(bx) db = 1, all XEG.~ B 
“f takes its values in the finite dimension Hilbert space which is the representation 
space of A. We denote the norm in this space by 1 . I. 
4 To prove the existence of such a function we consider first the case x E K. Under 
these conditions such a v clearly exists by a simple integration argument. Since G = BK, 
the fact that (2.2) is satisfied for 3c E K, implies it for all x. 
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We set 
(2.3) Ilfll” = j,d4 If(X dx 
What is the meaning of this norm ? The functionsf satisfying (2.1) are 
completely determined by their values on K. We claim that 
(2.4) llfll” = j, lf@)12 A. 
In fact, by a well-known integration formula, for any positive #, since 
G = BK, 
j, +W dx = j,,, cClU4 P-W db dk. 
Using this and the transformation law (2.1), we immediately get (2.4). 
Now define TaA, a E G, by 
(2.5) (~al\f>(x) = f(x4 
Now JB y(bxa) db = 1, all x E G, a E G, and so a repetition of the 
argument shows that 
II Ta”fll = llfll, 
i.e., a --t TaA is unitary, a E G. 
The representation a + TaA just described is a unitary representation 
on Hilbert space H, , whose description we can restate as follows. 
Start with an “arbitrary” function on K (with values in the representation 
space of A) which is in L2(K) and which transforms as (2.1) for those b 
that are in K, i.e., 
04 = @9f@)~ WlEM. 
Then requiring (2.1) allows one to extend this function (uniquely) 
to all of G. The norm on HA is given by 
( j, I f (4” dk)‘12- 
We shall refer to this realization of the induced representation (as 
functions on K) as the “compact picture.” It is very useful for many 
problems such as studying the reduction of g -+ TVA to K, studying 
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traces, etc. We shall need, however, another description, “the non- 
compact picture,” which is analogous to the passage from the circum- 
ference of the unit disk to the boundary of the upper-half plane. 
Recall the nilpotent subgroup V = m = p-iNp, . Its Lie algebra is 
given by v = xwCOga . 
Now the double coset Bp,B is the only one whose dimension equals 
that of G. Thus by what has already been said Np,B differs from G by a 
set of zero measure; the same is therefore true of p-lNp,B = VB, and 
hence BV differs from G by a set of zero measure. We therefore have 
P-6) G=BV almost everywhere 
in the sense that almost every element of G can be written (uniquely) 
in the formg = bv, b E B, v E V. Because of (2.6) we have the integration 
formula 
(I’ is unimodular) 
and so a similar argument shows 
(2.7) Ilfll” = 1, If(v dv. 
Thus the representation a + T aA has a unitarily equivalent realization 
where H,, is replaced by the isomorphic Hilbert space of all functions on 
V for which (2.7) is finite. By the transformation law 
f&4 = P1’“@) Wf(“4 
and the fact that G = BV, this allows one to extend the “arbitrary” 
function on V to one on G. 
It is the second picture, the non-compact one, that will be indispensable 
for our purposes. 
Note that here the representation is 
/ T%Y\f(v) = P1’2(vx) 4V4f(4 / 9 x E G, VEV 
where v1 is the unique element of V E vx = bv, , b E B. 
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3. We can now give the expression for the intertwining operator 
A4(p, A). In this section our considerations will be purely formal (but not 
without interest); justifications will be described later. 
Letf be a function satisfying the transformation law 
and define 
f&4 = P1’V) wm4, x E G, bsB, 
(3.1) W4 = In,, f&+4 dn = (4~ W(x). 
P 
(This integral, as a matter of fact, almost never converges absolutely!) 
Now since the integration in (3.1) is on the left of x (it is in effect 
a left-convolution inf) and since the action of T,” is on the right (see 
(2.5)), it is clear that A(p, A) T,” = TiAA(p, A). 
What needs to be shown is that, under the assumption that 
f(b-4 = @Yb) WU-(x), 
then 
Wx) = $“(b) pW)f(x), 
where ($A)( ma) = A( p-lmup). 
Since B = MAN, we shall consider M, A, and N separately. First let 
m E M. Then 
jNPf(p-lnms) dn = jNPf(pelmn’s) dn, 
where n’ = m-km. Since we have already pointed out that each m E M 
normalizes NP , and since M is compact, the module5 of the transforma- 
tion n -+ m-km, must be 1. So 
however p-lrn = p-lmpp-1, and p-Imp E M, since M’ also normalizes M. 
Thus f(p-‘mu) = A( p-‘mp)f( p-k) by the transformation law (2.1) and 
we see that 
(3.2) F(mx) = h(p-Qnp) F(x). 
5 That is Jacobian determinant of transformation. 
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The argument for a E A is similar except now the module of n -+ a-% 
is no longer one; in fact if &a) is defined by 
a E A, 
one can verify that ~(a) = ~(p-%~p)(&u))~, and this follows from the 
identity 
tl(exp ff) = exp (a& wW)), 
where c, = dimg, . 
Thus an argument, silimar to the one used for M, shows that 
(3.3) F(ax) = p(u) A( p-lap) F(x), XEA. 
It remains to consider an n, in N and to show that 
(3.4) Q,x) = F(x), n, E N. 
Now write n, = n, . n2 , where ni E NP , n2 E NP’. The consideration 
of n, is a trivial change of variables in the integral (3.1), and finally, when 
n,, = n2 , we have 
f ( p-%n,x) = f( p-1n,n'x) = f ( p-ln,pp-ln'x) = f( p-'n'x). 
Here 
The first equality is valid since we have N = NPNP’ = Np’NP , and 
the last equality because 
(P4(p-%P> = 1, since p-‘N,‘p C N. 
Finally the mapping of ND : n -+ n’, given by 
nfzz = fzgz', n2 7 n, E ND', 
has module 1, since all the groups N, ND , ND’ are unimodular, as a 
standard integration argument shows. This proves (3.4). 
We should like now to transform the intertwining integral (3.1) into 
a form appropriate to the study of functions on V, as in the definition of 
the “non-compact picture” described above. For this purpose note that 
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the fact that G = BP’ almost everywhere indicates that p-In = brx, 
where n E A?& E B, and z E I’. As n runs over N, , x will describe 
a certain set 0, , in V. Sincef(b,zx) = ~l/~(bi) h(b,)f(xx), we can write 
the integral (3.1) as 
(3.3) 
for a suitable kernel K(z, X) and measure dz on 0, . The advantage of 
(3.3) is that it shows that the intertwining operator is a convolution on 
the nilpotent group V, and so we see that the study of the intertwining 
operators is connected with the Fourier analysis of V. 
In certain important special cases the formula (3.3) takes a simple and 
explicit form. We have in mind the case that occurs when p is a basic 
rejlection, that is, when the subgroup is given in terms of the Weyl 
reflection by a root 01, and this reflection changes the sign of only those 
roots which are multiples of 01. 
In this case it can be shown that essentially 0, = I’, where 
VP = p-w,p. 
I’, is the subgroup of I’ whose lie algebra vP is given by 
VD = z. g-4. 
p-$3<0 
Then the integral takes the form 
(3.4) s /WVPIP) W$)f(vx) d , “, 
where p1i2(vp) X-l(+) = p112(bl) A-l(b,) with VP = b,v, , and b, E B, 
vi E V; dv is Haar measure on the group VP . 
Before completing all these formal considerations it might be well 
to give an explicit example. Let G = S’L(3, C), and let h be trivial on M. 
Then X may be identified with a triple of complex numbers sr , s2 , s, , 
where R(s,) = R(s,) = R(sJ = 0, and si + s2 + sa = 0. 
There are two basic reflections, p, and p, , whose induced action is 
Pl(% 9 s2 3 s3) = (s2 Y 5 7 s3) and p2(sI , s2 , s3) = (sl , s3 , s2). The 
element p, that changes the signs of all the roots has the induced action 
P&l > s2 P s3) = (x3 3 s 2 , sr). We can choose for V the subgroup of lower 
triangular unipotent matrices 
100 
v = q 1 0 = (v* ) PI2 , v3). [ 1 VP 03 1 
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Then 
(3.5) 
(3.5’) 
and 
(3.5”) 
4Pl 9 W(x) = j I Vl r2+?f(X1 + Vl , x2 ) x3) dv, , 
42 9 W(x) = j I 213 l-2+S2-S8f(% , x2 + V3Xl , x3 + v3) dv, , 
A(po , h)f(x) = j 1 v1v3 - v2 l-2+s1-s2 1 v2 l--2+- 
x f(x1 + vl,x2 + ~2 + ~3x1 , x3 + 03) dv, dv, dv, . 
4. We pass to more rigorous considerations and now limit ourselves 
to the case when G is a complex semi-simple group, and p is still a basic 
reflection. Then uP + nP + [v, , p n ] is a three-dimensional complex 
Lie subalgebra of g which is isomorphic to the Lie algebra of SL(2, C). 
Write 
which is the analogue of the decomposition N = N,N,’ already used. 
We may then write symbolically L2( I’) = L2( VP) @ L2( VP’). Observe 
also that, if x E V, the action of the integral (3.4) is only on the VP 
projection of X. It can then be seen that, as far as x E VP , the integral 
(3.4) is identical with its analogue for SL(2, C). In that case the inter- 
twining integral has already been rigorously constructed, by dividing 
first by an appropriate factor y(s, n), and then by a passage to the limit, 
approaching the case of unitary characters X by non-unitary ones. (See 
(2.6) in Lecture II.) Therefore these considerations apply also in the 
case of a basic reflection for complex semi-simple G. 
We intend to study the case of the intertwining operators corresponding 
to the general elements of the Weyl group by using the fact that the basic 
reflections already generate the Weyl group. 
LECTURE IV. THE REFLECTIONS 
1. The situation which has been obtained for any complex semi- 
simple group G can now be described as follows. Among the positive 
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roots we can choose a basis of positive simple roots. Let 01~ , 01~ ,..., 01~ be 
these roots. Then the reflection 
Pj = Pm,(B) = P - 2oIi $$fJ 
is then a basic reflection. 
Now according to the theory of the Weyl group, W = Ml/M, W is 
generated byp, , p, ,..., p,; the group is also characterized by the following 
relations among those generators 
pj2 = 1, 
(pipj)“cw = 1 
where n(i, j) is an integer which depends only on the angle between 
oI$ ) OIj * 
We have 
(4 n(i, j) = 2, if 01~ and 01~ are orthogonal. 
k) n(i, j) = 3, if angle is 2~r/3. 
(4 n(i, j) = 4, if angle is 3~/4. 
(4 n(i, j) = 6, if angle is 57r/6. 
Now the A(pj , A) h ave already been constructed by a reduction of 
the problem to the case of S’L(2, C). We need to study now the relations 
among those A(p, , A) w ic h h in effect are a consequence of the relations 
among the elements of the Weyl group and the desired fact that 
(1.3) 4P% 4 = 4P, 44 4% 4. 
Let us therefore fix pi , and pi . Let g’ be the subalgebra of g generated 
over C by g,,g,. , gPai , g-, . Then g’ is a complex semi-simple algebra of 
rank 2 which ik isomorph?lc to: 
in case (a), sZ(2, c) @ sZ(2, c), 
in case (b), sZ(3, c), 
in case (c), sp(2, c), 
in case (d), type G, . 
Let G’ be the subgroup of G corresponding to the lie subalgebra g’. 
Since the subgroups VP1 , VP2 can be seen to be exactly those whose Lie 
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algebras are g-,, and g-e2 , respectively, an examination of the formula 
(3.4) (in Lecture III) has the following consequence. 
All problems of the relations concerning A(p, , h) and A(pj , h) can be 
reduced to the corresponding problems for the groups of rank 2. 
Fortunately, in the complex classical groups, the only subgroups of 
rank 2 that arise correspond to the first three cases, and exclude the case 
of G,. 
It is for this reason, and in order to simplify the exposition, that we 
shall limit most of our remaining considerations to an explicit description 
of what happens for the groups SL(3, C) and Sp(2, C). (An under- 
standing of what happens in G, also would certainly solve the problem for 
all complex semi-simple groups. 
We shall make another simplification in much of the written formulae 
by assuming that the part of X coming from iVI is trivial. (It is in any case 
a character of a compact Abelian group, and no analytic continuation 
with respect to it will be performed. This restriction is made however 
only for notational convenience.) 
2. We now consider the case of SL(3, C). 
The two intertwining operators A(p, , h) and A(pz , X) corresponding 
to the two simple roots have already been written (except for the 
normalizing factor l/r) in formulae (3.5) and (3.5’). The result to prove, 
which corresponds to (pi~,)~ = 1, is 
(2.1) 4% 7 P2PlP24 a2 9 PlP2 > 4 4A 9 P2Y 
= m2 9 PlP2Pl4 ml P P2Pl4 A@2 7 Pi9 
If we write 
Ml - s2) = 4Pl 3 4, 
and 
A2b2 - s3) = a2 > 4, 
then after some simplification the relation becomes 
(2.2) M4 A2(4>s is a commutative family. 
Now a closer study of the Fourier analysis of the group V, in this case 
the three-dimensional group of strictly upper triangular matrices in 
SL(3, C), shows that the statement (2.2) is equivalent with the statement 
(2.2’) VW 44s 
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is a commutative family when A(s) = A(s, 0), B(s) = B(s, 0) in the 
notation of Section 2, Lecture II, dealing with S’L(2, C). 
Thus the present statement (2.2’) is an immediate consequence of the 
lemma proved there. 
3. The study for Sp(2, C) is similar to a certain extent, but is more 
complicated because the corresponding nilpotent group V is one further 
step removed from the Abelian case then in the case 5’43, C). 
In the case Sp(2, C) we can arrange matters so that MA is the group 
i-----H ST’ O S,l I / 6, O 6 2 with 6, # 0, 6, # 0. 
Assuming as before that h is trivial on M, then 
x = 1 6, ISI 1 6, p ,...) R(s,) = R(S*) = 0. 
We can let V = the subgroup 
The subalgebras g-El and geEz are, respectively, those which generate the 
(complex) one-parameter groups {(z+ , 0, 0, 0)) and ((0, z+ , 0, 0)). 
The action of 
and 
pi corresponds to p,(s, , sg) = (s2 , si) 
p, corresponds to p,(s, , sJ = (-si , sJ. 
After some reduction we can write 
4Pl 7 4 = 4(% - 47 -w2 ,A) = 4~1). 
The relation corresponding to ($~a)~ = identity then becomes 
4%) 4% + 4 4%) w2 - 4 = Ads, - 4 M,) A,(% + 4 4(4 
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This is equivalent with the statement that 
(3.2) M4 A,(s) 441s is a commutative family. 
Again we must appeal to the Fourier analysis of the group V. We can 
then transform this statement into an equivalent one 
(3.2’) VN !a) 441s is a commutative family. 
Now everything is taken in L2(&). A(s) is the operator arising in 
X42, C), and Q(s) is the multiplication operator 
Q(S)f(Z) = j 1 - 22 I-“f(X). 
To study the situation we use the theory for SL(2, C). Let 
and define 
(This unitary operator arises, of course, from the representation of the 
principal series of SL(2, C) corresponding to the trivial h, X E 1.) 
A simple calculation shows that 
(3.3) TaQ(s)(Ta)-if(n) = 4-S I z I--s / z - 1 12Sf(.z), 
while the intertwining property of A(s) also shows that 
(3.4) ~a44(~&1 = M(s) 4) Jqs), 
where M(s)f = 1 x - 1 ]-“f(z). The last identity is closely analogous to 
the identity (2.9) in Lecture II. Thus altogether the problem (3.2’) is 
reduced to the statement that 
(3.5) Pw 44 B(4 44 MN>s is a commutative family. 
This last fact can be reduced to the facts that {M(s) A(s)}, and 
{A(s) B(s)}, are commutative families as well as the fact that B and M 
commute. (See Lecture V, Section 2.) 
In this very sketchy way we have summarized the ideas behind the 
proof of the relations satisfied by the intertwining operators (at least for 
the complex classical groups). 
607/4/2-8 
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4. We come now to the problem of analytic continuation. We shall in 
this lecture give the results for SL(n, C), making use of the same 
notational convenience used before, namely, disregarding that part of X 
which comes from the compact M (in this case an n - 1 torus). The 
group MA can be chosen to be the diagonal subgroup 
The h are 1 6, IS1 *.. 1 6, Is,, with si + s2 + *.* + s, = 0. There are 
n - 1 basic reflection p, , p, ,..., p,-i , which can be realized so that pi is 
essentially the permutation matrix which permutesj, with j + 1, leaving 
the other letters 1, 2 ,..., j - 1, j + 2 ,..., n fixed. Then 
P&l , $2 ,***> 4 = 01 ,***, sj-1 , sj+1 , sj , sj+z ,-**9 sn>* 
We can write A(p,,. , A) = A,(sj - sj+i). With this notation fixed then we 
can write 
(3.6) W(A) = A,&) &,(s,) **- A&,) 4&s,) *.* A,@,) *.. 4&-l) 
(a product of n(n - 1)/2 operators). 
It can be verified that 
(3.7) JQ4w @v> = 4% 4 
and to do this it suffices to verify (3.7) for p = p, . 
Finally let RzA be defined by 
(3.8) RzA = W(A) TzAW-l(h). 
This “normalization” of the principal series has a remarkable property, 
which indeed characterizes it. 
Let G, be the subgroup of G whose entries in the last column (except 
for the diagonal entry) are all zero. Then 
(3.9) RA IG,, is independent of A. 
So in order to carry out the analytic continuation in X it suffices to 
carry it out for the fixed element p,-i , since G = G,, v GOp,-iGo. 
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However if si , sa ,..., s,_s are fixed and s,-i , s,_a variable 
(Sl + s2 ... + $2 = O), 
then the analytic continuation of W(h) T~n_,W-l(h) is easily reducible 
to the corresponding continuation already carried out in X(2, C). 
Since R* = Rpn, the situation is completely symmetric in all the variables 
S 1 3 s2 ,“‘> S R 7 and thus we can continue separately in any pair of variables, 
and hence altogether. The reader is referred to the literature for further 
details. 
LECTURE V. THE OTHER COMPLEX CLASSICAL GROUPS 
1. The analytic continuation in the case of SL(n, C) is a completely 
unique and natural construction because the operators W(X) in that case 
are characterized by transforming the principal series into a “normalized 
one” which has maximal constancy in A, in particular, this constancy 
is on the subgroup G,, where all the representations are already 
irreducible! 
The existence of this subgroup G,, is a special property of SL(n, C), 
and is not shared by the other groups. The analytic continuation for the 
other groups, where this has been done, can then be carried out only by 
partial analogy. For these groups one is now faced by the additional 
problem of constructing some “square roots” of families of operators. 
This is done in the following lemma which is basic for our purposes. 
Let S& be a Hilbert space. 
LEMMA 1. Suppose s + G(s) is a continuous mapping from Re(s) = 0 
to unitary operators on Z. Suppose also 
(1) @(-s) = (Q(s))-1. 
(2) (@(s)js is a commutative family. 
(3) D(s) has a relative analytic continuation in the strip - 1 < R(s) < I 
in the sense that if it, is jixed s -+ Q(s) @(-s + itJ is analytic in 
- 1 < R(s) < 1 and at most of polynomialgrowth in 1 Im(s)I + / t, 1. 
Then there exists a family Y(s), satisfying the same properties as @ 
in the strip, - 1 < R(s) < 1, so that 
(a) Y2(s) = Q(s). 
(b) If X commutes with @ then X commutes with !P, 
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To prove the lemma we consider first the special case when @ itself 
has a continuation (as bounded operators) in the strip - 1 < R(s) < 1. 
(This is not the case in the main application below.) 
Set 
L(s) = js @YE) @C-5) dt = js @‘(5)(@(W dt. 
0 0 
We can verify that t+(@ = Q(s). Set 
This solves the problem in that case. Notice that Y is actually given the 
whole strip, ---I < R(s) < 1. 
Next let 
Then according to our assumptions for each fixed si , Re(s,) = 0 
KG i , sJ has an analytic continuation in the strip - 1 < J?(sJ < 1. 
Similarly for each fixed sa , R(s,) = 0, K(s, , sa) has a continuation in the 
strip - 1 < R(s,) < 1. Then by a known argument K(s, , sa) has a joint 
continuation in the tube 
i %)I + I &)I < 1. 
Now let si = -sa = s in K. Then we have that K(s) = W(s) @(-2s) 
has a continuation in the strip - 8 < R(s) < 8. Let K,,,(s) be the 
function guaranteed by the special case of the lemma already proved 
with the property that (K,~Js))~ = K(s). 
Set 
W) = W/2) &-4. 
This Y can be easily seen to satisfy the conclusions of the lemma. 
2. We shall now apply the lemma to the family 
W) = 4(s) A,(s) 44. 
See (3.2) in Lecture IV. 
We saw previously that this family could be successively transformed 
to A(s) Q(s) A(s) and then to 
(2.1) M(s) 44 w 44 Jw- 
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Now clearly the family (2.1) satisfies the conditions (1) of the lemma; 
(2), that it is a commutative family was already established. Thus we 
need to verify the “relative” analytic continuability of (2.1). 
Now a simple variant of the lemma of analytic continuation of 
Lecture II (see Section 2) shows that B(s) A(s) has a relative analytic 
continuation in the sense required, i.e., for each fixed t, 
s - B(s) A(s) B( --s + q A( -s + itJ 
is analytically continuable in the strip - 1 < R(s) < 1, and of poly- 
nomial growth in s and t, . The same is then true for M(s) A(s) instead of 
B(s) A(s). (In fact M(s) A(s) = TB(s) A(s) 7-l where (of) =f(~i - l).) 
It is also true for A(s) M(s) instead of M(s) A(s), as a simple argument 
involving adjoints will show. However, if R(s, + sJ = 0, we have 
The first step arises by commuting the factors A(s,) M(s,) with 
M(s$) A($,); the second step is the result of commuting B(s,) with 
W,), B(G) with J%), and A(s,) with A($,); the last step because we 
commute the factors B(s,) A(s,) with A(s,) B(s,). 
The final form is the required form, because each of its factors, 
has the desired analytic continuation. 
This shows that we can find the appropriate square root of 
A,(s) A,(s) A,(s). We call it Y. 
We are now in a position to write the W(h) operator for Sp(2, C). We 
set 
Let us first check that 
(2.3) W-l(ph) W(X) = A@, A). 
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It suffices to verify this for the basic reflections p, and p, . (Recall the 
form of these given in Section 3 of Lecture IV.) Since Y’(s,) commutes 
with !P(s& the factor Y(s,) Y(sJ is unchanged byp, . Thus 
w4 = W(Pl4 4(% - Sl) 
and (2.3) is proved for p, . 
However 
w-w9 JfJv) = 4(--sl)(Y(--sl))-1 Wl) 4(--s,) 
= 4 -4 W%) 4 -4 
= 4 -4 Ms1) 4(sJ 4w 4 -4 
= 4%) = 4P, ,A); 
therefore (2.3) is completely proved. 
We now let G,, be the subgroup generated by I’, MA (MA is a Cartan 
subgroup) and the reflection p, . 
We claim next that 
(2.4) R,” = W(A) T$W-l(h), is independent of X for x E G, . 
The proof of this is similar to the proof of the analogous fact for 
SL(n, C) except for one additional point. 
Consider the element p,p,p, of the Weyl group. Since 
4PlPZPlP 4 = A(P, 9 P,Pd) A(P, ? Pd) mJl9 A) 
we have 
&PlP,Pd) = 4% + 4 4%) 4(s, - d* 
However it can be seen that T& depends only on sr . Thus we write 
Th, = Tz . So we have 
~P,P,P, t 4 T;: = T$G’,P,P, 7 4, 
and setting sr = 0 we have 
that is, A,(s) &(s) A,( ) s commutes with Tif and so, by conclusion (b) 
of the lemma, the square root Y(s) also commutes with Tit. 
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Once (2.4) is proved, the analytic continuation of RA is then reduced 
to that of R& , since 
G = G, v G&G,, . 
However 
Let si = ai + itj , and assume that o1 + aa = 0. Then the factors 
Y(s,) Y(s,) have bounded continuations (as long as - 1 < g1 < l), by 
the lemma; similarly for the factors Y( -sl) Y( -sz); finally 
has a continuation by the argument for 5X(2, C). 
Since RA = R@', for any q in the Weyl group, the same holds also for 
the line u1 - o2 = 0, - 1 < u1 < 1. We therefore obtain the continuation 
in the tube whose basis is the square 
-I / 
which is the convex hull of the indicated diagonals. To the basic fact that 
(2.5) R" = @A, 4 any element of the Weyl group, 
must be added the much simpler but still decisive observation that 
(2.6) (R;-,)* = R;, 
where * denotes the Hermitian conjugate of the operator, and, if 
h = (si , sz), then A’ = (-sl , -s,) (with - denoting the complex 
conjugate). 
In fact the identity (2.6), when R(s,) = R(s,) = 0, is nothing but a 
rephrasing of the statement that, for those A, RA is unitary (as it is by its 
construction). From that special case we obtain the more general form of 
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(2.6) by analytic continuation, since both sides of (2.6) are analytic 
functions of fr and fz . 
3. An immediate consequence of (2.5) and (2.6) is the following. 
Suppose sr = cri + it,, sz = o2 + it, lies in the tube whose basis is 
pictured above. Then the representation corresponding to (si , s2) is 
unitary if there exists an element 4 of the Weyl group so that 
(3.1) &I , s2) = (-81 , --s,). 
We list in Table 1 the resulting possibilities. In order to test (3.1), it 
suffices to consider only the elements 4, so that $ = identity. There are 
six elements of this form (the Weyl group in question is of order 8). 
TABLE 1 
Element 
q of Weyl group Its action 
Parameterization 
of unitary 
representations 
1 q = identity @I 4 - (Sl 32) I , (itI %J , 
2 4 = PI ($1 4 + (s2 sd , , (u + it, -0 + it) 
3 Q = P2 61 SJ + C-Q, 4 , (u, it) 
4 Q = PlP,P, ($1 4 + 61 -sz) , 9 (it, 0) 
5 Q = PZPlP2 hsz) - t-s2 -sJ , (0 + it, (I - it) 
6 4 = (PIP,)” 6 3 4 - t-s1 -4 1 , (01 4 , 
We shall comment about these collections of representations of 
Sp(2, C) in order: 
(1) This case corresponds of course to the “principal series” con- 
structed by Gelfand and Neumark. 
(2) This corresponds to a “complementary series” constructed by 
Gelfand and Neumark. 
(3) Another complementary series. It however does not appear in the 
list of Gelfand and Neumark. It could have been constructed by the 
same technique used in (2) and as such does not reveal anything essen- 
tially new; it, however, already demonstrates the incompleteness of 
their list. 
(4) Equivalent with those in (3). 
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(5) Equivalent with those in (2). 
(6) Here are the essentially new representations whose construction 
seems to require the main parts of the ideas detailed above. 
The characters of these representations can be obtained in a known 
manner from the formulas for the principal series, by analytic con- 
tinuation. From this one can see that the cases (l), (2), (3), and (6) are 
inequivalent. It also follows from the general theory of Bruhat that, in 
general, these representations are irreducible. Thus, in case (6), the 
representation corresponding to (cur , ua) is irreducible if (pi # 0, ua # 0, 
01 f u2 7 and cri # -u2. 
LECTURE VI (not presented). SOME ADDITIONAL REMARKS 
1. The construction given in the previous lecture for Sp(2, C) is 
typical of a more general construction which can be given for Sp(n, C). 
For the other complex classical groups an analogous procedure works. 
We shall limit ourselves to some remarks for the groups SO(2n + 1, C). 
The construction given for Sp(2, C) had at its starting point the 
commutative family 
(1.1) ~4,N A,(s) 44. 
There is, however, another commutative family, namely 
(1.2) A,(s) 424 A2N 
(That (1.2) is a commutative family can easily be seen to be equivalent 
with the statement that (1.1) is a commutative family.) 
Now if we start with the family A,(s) Ar(2s) AZ(s), then find its 
square root, and proceed analogously as before we obtain another 
analytic continuation. This will be the construction typical for 
SO(2n + 1, C), and this can be understood by the fact that locally 
Sp(2, C)- SO(5, c). 
2. The consideration of analytic continuation for the principal series 
of the complex classical groups allows one to prove the LP convolution 
theorem (Theorem 2, Lecture I) for these groups, in a manner very 
similar to the way it was done in the case of SL(2, R). 
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The problem that is raised is whether this theorem is valid for any 
semi-simple group (with finite center). 
An indication that this might be true is given by the following theorem 
valid for such general groups 
THEOREM. Suppose g(x) E Lp(G), 1 < p < 2, and suppose that g 
is bi-invariant, i.e., g(x) = g(k,xk,), h, , k, E K. Then the operator 
f + g *f is bounded on L2(G). 
A proof is as follows: 
Let vO(x) be the positive spherical function given by 
(2-l) PO(X) = s e-dI(xk) & K 
Then according to estimates of Harish-Chandra it follows that 
II ~o(~)llo < a> where 4>2, l/p+l/q= 1. 
Then because of the identity 
(2.2) s K vo(W dk =TO(X) TO(Y) 
it is an easy exercise to verify that 
(2.3) g * y. = cvo , where c = s g(y) v~(Y-~) dy, I c I G II g /12, II Y II* , G 
since g is bi-invariant. 
Let T(f) = g *f, and let M denote the multiplication operator 
(Mf )(x) = To(x) f(x). It then follows by (2.3) that 
M-lTM 
is a bounded operator of L”(G) to itself, i.e., 
(2.4) II M-lTWlcc ,< A Ilfllw . 
By a duality argument, using the fact that roughly speaking both M and 
T are self-dual, we have 
(2.5) II MTM-Y/l, G A llfll~ . 
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A known convexity argument then allows one to interpolate between 
(2.4) and (2.3, giving 
II mz < A Ilfll, > 
which is the desired result. 
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