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Solar energy is one of the most promising renewable energy sources. Crystalline 
silicon wafer solar cells dominate today’s global photovoltaic market. In order to make 
silicon wafer solar cells even more cost-effective, there is a strong interest to improve 
their performance and to reduce their fabrication costs. To achieve these goals, it is 
essential to properly understand optical and carrier recombination losses that occur in 
silicon wafer solar cells. Due to considerable cost and time saving, numerical modelling 
and simulation are progressively used in research.  
The major focus of this thesis concerns numerical analysis of carrier recombination 
losses, especially surface recombination, in silicon wafer solar cells. Besides, it 
presents numerical modelling of dopant diffusion and thermal oxidation processes. 
Chapter 2 gives a review of state-of-the-art theories and models that are relevant to 
solar cell simulation. Particular attention is paid to the underlying physics and models 
regarding carrier concentration, transport and conservation.  
Chapter 3 covers investigations on surface passivation of lifetime samples. For 
undiffused lifetime samples, Auger recombination significantly influences effective 
lifetime τeff at high injection levels. Three Auger parameterisations proposed by 
Altermatt et al., Kerr and Cuevas and Richter et al. are implemented in Sentaurus 
TCAD and their differences are highlighted. When silicon surfaces are under inversion 
e.g. caused by fixed charge, τeff is often found experimentally to decrease at low 
injection levels. Numerical analysis indicates that surface damage is likely to be the 
root cause of the τeff reduction at low injection levels. Three issues – small sample size, 
interface deterioration and unreliable τeff measurement at low injection levels, 
associated with the τeff reduction in experiment are addressed as well. 
For diffused lifetime samples, the emitter saturation current density J0e values of 
boron emitters passivated by an AlOx/SiNx stack formed on textured and planar silicon 
samples were analysed numerically. The electron surface recombination velocity Sn0 
are determined to be ~1×104 cm/s for all investigated boron emitters. Furthermore it is 
shown by numerical simulations that J0e values of highly doped emitters can actually 
be lowered by employing very steep doping profiles effectively providing field-effect 
passivation at the edge of the diffusion profile. 
In Chapter 4, optical and carrier recombination losses in Al back surface field (Al-
BSF) and Al local back surface field (Al-LBSF) silicon wafer solar cells are 
investigated. The antireflection properties of SiNx are optimized to balance optical 
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losses and surface recombination. Dominant optical and carrier recombination losses 
in typical Al-BSF and Al-LBSF silicon wafer solar cells are highlighted.  
In Chapter 5, process simulations of dopant diffusion and thermal oxidation 
processes are presented. Boron diffusion parameters like boron-interstitial diffusivities 
and segregation coefficient at Si/SiO2 interface are calibrated using various measured 
boron profiles on planar wafers. Two-dimensional boron diffusion profiles on textured 
samples are numerically simulated and found to agree qualitatively with experimental 
results. Finally, thermal oxidation of silicon nanostructures was numerically simulated. 
Initial oxidation rate enhancement, orientation-dependent retardation, and self-limiting 
phenomena observed in the experiment were analysed. A new general parameter set 
was proposed to account for the reported physical effects not incorporated in the default 
set. Good agreement with experimental results was obtained with a new parameter set 
of thermal oxidation. 
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Chapter 1 Introduction 
The annual electrical energy consumption of the world is increasing continuously. 
Yet, the majority of electrical power is generated from fossil energy, which has 
detrimental effects to the environment. Solar cells convert solar power directly into 
electricity via the photovoltaic effect. Today solar cells are commercialized to have a 
myriad of end uses. Photovoltaic solar energy is already an indispensable renewable 
energy source. Moreover, it may satisfy all the requirements of electricity in the whole 
world in the future. The main obstacle of photovoltaic solar energy is its high cost. To 
approach this vision, intense research activities are required to create advanced 
technologies and devices which lead to a higher power conversion efficiency and a 
lower cost at the same time [1].  
Computer simulation with state-of-the-art models can be used to accurately 
reproduce performance characteristics of solar cells, which help researchers better 
understand solar cells. New designs and improvements can also be explored with 
increasingly powerful yet cheap computers. For this reason, computer modelling is 
more and more involved in research and development for cost and time saving.  
In this chapter, the motivation and outline of this thesis is given. This chapter begins 
with a brief review of the demands of renewable energy that drive the growth of solar 
cells. A short history of silicon wafer solar cells is then presented. Subsequently, the 
emphasis of current research and development is highlighted. Finally, the motivation 
and outline of this thesis are provided. 
1.1 Electrification 
Today human beings have an intimate relationship with electrical energy. Many 
things are electrified, such as factories, households, entertainment devices, and 
telecommunication devices, etc. The huge number of uses may be attributed to at least 
three advantages of electrical energy. Firstly, electrical energy is a high-grade energy 
based on the thermodynamic concepts since it can be almost entirely converted into 
other forms of energy in a relatively simple setup. Hence, electrical energy can be used 
in numerous applications. Thermal energy, for example, is a low-grade energy. It is 
impossible to convert thermal energy completely into electrical energy (typical 
efficiencies of megawatts thermal power plants are well below 50%). Hence the 
applications of thermal energy are limited. Secondly, there is little power loss for 
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electrical energy to be transmitted over long distances. It is economically beneficial to 
generate electricity from large-scale power stations and dispatch it to end users. It is 
also desirable to interconnect different power stations to form electrical grid to balance 
loads. Thirdly, electrical energy can be converted from a myriad of kinetic energy with 
a high efficiency due to technological development. Electricity is typically generated 
by electro-mechanical generators. With the technological development, the conversion 
efficiency from mechanical energy to electricity is more than 90%. 
The annual electricity consumption in the world grows steadily as shown in Figure 
1.1. However, the world relies heavily on the consumption of fossil energy to obtain 
electricity. This energy consumption pattern has detrimental effects to the environment. 
Firstly, burning fossil fuels produces large amounts of CO2, which is widely believed 
to be related to global warming [2]. Secondly, it takes millions of years to accumulate 
fossil energy, but only a few hundreds of years to exhaust it. There are a few non-
renewable alternatives to fossil energy. For example, nuclear energy produces a large 
amount of electric power without CO2 emission. However, there are many issues such 
as waste disposal, security and health concerns associated with this energy. To maintain 
the quality of modern civilisation, many governments help facilitate electricity 
generation from clean and renewable energy sources such as sunlight, wind, rain, tides, 
waves and geothermal heat.  
 
Figure 1.1: Annual electrical energy consumption in the world (Data were obtained 
from http://yearbook.enerdata.net/). 


























Compared to non-renewable energy sources, the grid-level system costs of renewable 
energy sources are much more expensive. Table 1.1 lists the estimated costs of 
renewable and non-renewable energy sources in 2013 for the United States of 
America [3]. Grid-level system costs of solar energy is more than 26 times higher than 
coal and over 55 time higher than gas. To reduce costs, it is desirable to improve the 
power conversion efficiency and cut down fabrication and installation costs of solar 
systems. 
Table 1.1: Estimated grid-level system costs of renewable and non-renewable energy 
sources in 2013 for the United States of America [3] 
Grid-level system costs  
[USD/MWh] 
Coal Gas Nuclear Offshore wind Solar 
1.07 0.51 1.67 28.26 28.27 
 
1.2 Silicon wafer solar cells 
In fact, fossil energy on Earth comes solely from the Sun. Coal, for example, is the 
largest source of fossil energy. It is actually converted from buried dead plants after a 
long period (typically millions of years) of complicated biological and geological 
processes. In one hour, the Earth receives sufficient solar radiation to satisfy 
humankind’s present global annual energy consumption [4]. Solar energy is widely 
available, which may potentially resolve the energy poverty issue in many developing 
countries. Moreover, solar energy is clean. Using the photovoltaic effect, solar radiation 
can be converted into electricity directly without by-products, such as CO2 emissions 
or noise. With the technological advancing and mass installation, solar power may 
satisfy a large fraction of the world energy demand in the future.  
In the past, many governments have implemented policies in favour of solar 
electricity, which promoted the significant technological advances and the 
extraordinary growth of the photovoltaic industries. In terms of global installed 
capacity, photovoltaic cells or solar cells now generate a large portion of electricity in 
the renewable energy sector, ranking third only after hydro and wind power. There are 
different photovoltaic technologies, such as silicon wafer, silicon thin film, copper 
indium gallium selenide/sulfide (CIGS) and III-V semiconductor solar cells. Only 
mono-crystalline silicon wafer solar cells are studied in this thesis. Silicon wafer solar 
cells provide the best trade-off between efficiency, lifespan and fabrication cost. They 




However, the cost of the solar energy harvested is still high compared to fossil energy. 
The cost may be lowered down by reducing the material usage and improving the 
energy conversion efficiency. Tremendous efforts are required in research and 
development of silicon wafer solar technology to achieve these goals. 
1.3 Research and development 
Researchers at Bell Labs initiated research on silicon wafer solar cells in the early 
1950s. Research topics then and now have remained similar: activities either target(ed) 
understanding the fundamental aspects of a solar cell or aim(ed) at reducing fabrication 
cost without penalty on efficiency. Due to technological constrains in fabrication and 
characterisation, knowledge of silicon wafer solar cells improves gradually with time. 
Efficiency improvements achieved in over 60 years are mainly related to better 
understanding of solar cells.  
Thermodynamically, the theoretical efficiency limit of a single junction solar cell 
under one-Sun illumination was estimated to be 33% [5]. A more realistic and practical 
limit, including intrinsic recombination mechanisms in silicon wafer solar cells, was 
calculated to be 29% [6]. As semiconductor fabrication and characterisation 
technologies advanced rapidly, the efficiency of silicon wafer solar cells also improved 
quickly and reached a record value of 25.0% [7] as shown in Figure 1.2.  
 
Figure 1.2: The highest efficiency of silicon wafer solar cells was achieved along the 
past years [8]. 


























There are two major improvements in the cell efficiency during the past development 
of silicon wafer solar cells as can be seen in Figure 1.2. One major improvement is 
enhanced optical absorption, which was improved by depositing anti-reflection 
coatings (ARCs) and fabricating pyramidal texture at the front surface [9]. The other 
major improvement is attributed to better surface passivation, which was achieved by 
a combination of a better chemical passivation and a stronger field-effect passivation. 
The University of New South Wales (UNSW) reported the world record efficiency of 
25.0% measured at standard test conditions (STC) in 1999 using the passivated emitter, 
and rear locally diffused (PERL) structure [10]. 
Although solar cells on small area in the lab seem to have reached a limit according 
to Figure 1.2, commercial silicon wafer solar cells are still under continuous 
improvement in terms of both efficiency and cost. New concepts, designs and processes 
have been developed to achieve higher efficiencies at lower cost in mass production. 
Improvements rely more on better understanding of solar cell operation. In 2012, 
SunPower reported a median efficiency of 23.6% on large-area solar cells [11]. The 
reported cell has many features, such as back contact, point contact, field-effect surface 
passivation and optimized rear reflector.  
1.4 Motivation and outline of this thesis 
Given the recent market development, it seems that silicon wafer solar cells will 
continue to have the biggest market share in the coming years. To remain price-
competitive, it is foreseeable that silicon wafers will be thinner, cheaper and/or of lower 
quality while attaining the same or higher solar cell efficiencies. Such requirement calls 
for deep understanding in fabrication processes and solar cell operation.  
In the past, solar cells were typically studied theoretically in one-dimension (1D) 
besides experiment. Numerical simulation had limited applications due to very 
expensive computer resources in the past. Furthermore, solutions of physical processes, 
which are relatively simple in 1D, can become very complex in two-dimension (2D) or 
three-dimension (3D). However, the rapid development of microelectronics industry 
dramatically reduces computation cost, which makes it possible to deal with more 
complex issues in less time. Compared to theoretical study, numerical simulation is 
advantageous in solving many physical mechanisms, especially nonlinear physical 
processes, at the same time.  
Numerical simulation is very important to the research and development due to its 
predictive power. Once a numerical simulation accurately reproduces the measured 
values in an experiment setup, the models and parameters used in numerical simulation 
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are thus reliable. The prediction from further numerical simulation can help researchers 
understand the whole physical processes. Numerical simulation may predict new 
physical phenomena and processes, which are not even found in experiment or 
theoretical study.  
Modern characterisation tools help us calibrate models in numerical simulation. Most 
investigations in this thesis were carried out on test structures, designed to highlight 
specific mechanisms, instead of finished solar cells where all effects are lumped 
together. Solar cell efficiency is limited by optical losses, carrier recombination and 
resistive losses under one-Sun illumination. With numerical simulation techniques and 
advanced physical models developed over these years, these losses can be quantified 
in fine details and realistic improvements to solar cell performance are possible with 
significant savings on cost and time compared to trial and error in experiment. As any 
improvement has to be realized through solar cell fabrication eventually, fabrication 
processes such as dopant diffusion and thermal oxidation are studied and their results 
are reproduced in computer modelling. For novel structures, 2D or 3D simulation is 
required as lateral carrier transport can no longer be ignored. More and more 
simulations reported in recent literature were carried out in 2D [12, 13]. In this thesis, 
2D numerical simulation is carried out in Sentaurus TCAD unless stated otherwise. 
Chapter 2 introduces the physics and models involved in device operation and 
fabrication processes of silicon wafer solar cells. It reviews typical characterisation 
methods for finished solar cells in order to evaluate solar cell performance. Since carrier 
recombination losses, especially surface recombination losses, are the research interests 
in this thesis, it is required to understand the underlying physics and applied models 
that describe carrier concentration, transport, and conservation. The device physics and 
models are subsequently presented in steps of increasing complexity. Afterwards, 
attention is paid to the most relevant physics and models concerning two typical 
processes found in solar cell fabrication: dopant diffusion and thermal oxidation. From 
literature review, the atomistic mechanism of boron diffusion is identified to be dopant 
diffusion via interstitials. Fick’s law of diffusion is then derived, which describes 
thermal diffusion. For thermal oxidation, two flaws in the widely accepted Deal-Grove 
model are highlighted: the inaccurate description of oxidant diffusion and the ignorance 
of the oxide deformation process. The parallel oxidation model and the interfacial 
emission model are introduced, which are used to account for oxidant diffusion. To 
accurately account for stress effects, oxidation results in literature are inspected and 
oxides have to be treated as an elasto-plastic material. 
Chapter 3 analyses surface passivation of both undiffused and diffused lifetime 
samples. As Auger recombination plays a significant role at high injection levels in 
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undiffused samples and even at low injection levels in heavily diffused samples, 
different Auger models in literature are reviewed. Three Auger models were 
successfully implemented in Sentaurus TCAD and their differences are discussed.  
Reduction of effective lifetime at low injection levels (ten times lower than the 
substrate doping) was often reported on undiffused lifetime samples symmetrically 
passivated by either SiNx or Al2O3. Two possible explanations for this reduction, 
surface damage and asymmetric bulk lifetimes, are investigated to reproduce the 
measured lifetime data. Modelling results predict a distinctly different injection 
dependent effective lifetime for the two suggested mechanisms if the polarity of the 
effective surface charge is inverted. An experiment was designed in which the polarity 
inversion was realized using corona charging. The results of this experiment indicate 
that surface damage is the most likely cause of the observed effective lifetime reduction 
at low injection levels. However, the edge recombination may also play a role due to 
small dimensions of samples. Another experiment was designed where the polarity 
inversion was realized using SiNx or AlOx prepared by plasma-enhanced chemical 
vapour deposition (PECVD). The results of the redesigned experiment rule out the edge 
recombination as a possible mechanism for large samples and confirm that surface 
damage is the most likely cause.  
For heavily boron diffused samples, surface passivation is analysed on both planar 
and textured samples. Compared to planar surfaces, the enhanced surface 
recombination on textured surfaces is found to cause a higher emitter saturation current 
density. Finally, an interesting phenomenon, Auger recombination suppressed by field-
effect, is investigated by numerical simulation. By disabling surface recombination and 
using uniform emitters, simulation results illustrate that Auger recombination can be 
significantly suppressed by field-effect if the peak doping exceeds 3×1020 cm-3. The 
possibility of verifying this effect experimentally is discussed. 
Chapter 4 examines optical losses and carrier recombination losses in screen-printed 
aluminium full area back surface field (Al-BSF) solar cells and screen-printed 
aluminium local back surface field (Al-LBSF) solar cells. This chapter begins with an 
introduction to simulation approaches and models used in optical simulation. With 
measured complex refractive indices of PECVD SiNx, antireflection properties of SiNx 
films are optimized balancing optical losses and surface recombination losses. 3D 
optical simulations are carried out to reproduce the measured reflectance curves of Al-
BSF and Al-LBSF solar cells. Free carrier absorption (FCA) and diffuse reflection at 
the rear side are investigated and discussed.  
Afterwards, carrier recombination losses in Al-BSF and Al-LBSF solar cells are 
analysed. By simplification and considering symmetry, 2D electrical simulations of a 
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unit cell assuming planar surfaces are performed to reproduce the performance 
characteristics of silicon wafer solar cells. As the front surface is actually textured, two 
approaches for converting 3D carrier generation profiles to 1D profiles are compared 
and the difference is inspected. By reproducing the measured EQE curves of one typical 
Al-BSF and one Al-LBSF solar cells, carrier recombination losses are analysed for 
incident photons with a wavelength between 300 nm and 1200 nm and for internal 
voltages (external voltage before reaching series resistance and parallel resistance) 
around the maximum power point. Losses due to each recombination mechanism are 
sorted in a descending order and discussed.  
Chapter 5 presents computer modelling results of two important fabrication 
processes: boron diffusion and dry oxidation. It begins with computer modelling of 
boron diffusion. To investigate boron diffusion, 1D boron concentration profiles under 
various thermal conditions were measured. One set of diffusion parameters was 
established to reproduce the measured boron profiles. As the front surface is typically 
textured for light trapping, boron distribution for a pyramidal texture was simulated in 
2D and shown to agree qualitatively with the junction profile measured by a 
combination of the scanning electron microscopy (SEM) and electron beam-induced 
current (EBIC) technique.  
Afterwards, the silicon nanowire texture, a novel surface texture for solar cells, is 
reviewed due to its promising optical properties. The antireflection property of silicon 
nanowires was studied using the Rigorous Coupled Wave Analysis (RCWA) [14]. 
Silicon nanowire can be fabricated using conventional processes, which may involve 
dry oxidation. As simulation with the default set of parameters fails to predict the 
dimension and shape of nanowires after dry oxidation, an experiment was designed and 
carried out to examine the dimension and shape of nanowire and its surrounding oxide 
under a wide span of oxidation temperatures and durations. A new set of parameters 
was established according to improved understanding, presented in Section 2.3.  
Chapter 6 summarize the topics discussed in the thesis and reviews unresolved 
issues in the thesis. It highlights the motivation and possible approaches to investigate 
these issues in future work.  
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Chapter 2 A review of theories and models used to 
describe mono-crystalline silicon wafer solar cells 
To analyse performance characteristics of solar cells, it is required to understand 
state-of-the-art theories and models that are relevant to the simulation of solar cell 
operation. To improve the power conversion efficiency of solar cells, substantial 
attention has to be paid to minimizing carrier recombination and resistive losses. 
Carrier recombination losses in the bulk and at the surfaces of silicon substrates are 
mainly investigated in this thesis. Particular attention is paid to the underlying physics 
and models regarding carrier concentration, transport and conservation. PC-1D [15] is 
widely used to model silicon wafer solar cells in 1D. However, 2D and 3D features can 
no longer be ignored in modelling high-efficiency silicon wafer solar cells, which calls 
for more sophisticated software packages like Sentaurus TCAD [16].  
Section 2.1 begins with a brief introduction to typical methods used to characterise 
solar cells. It subsequently presents the fundamental equations – the Poisson, carrier 
transport, and carrier continuity equations. Knowledge of these equations is essential 
to compute carrier recombination losses. Concerning these equations, state-of-the-art 
models utilized in Sentaurus TCAD and PC-1D are described to reveal their 
relationships with carrier concentration, transport and conservation. While carriers are 
mainly generated from band-to-band phonon-assisted absorption under one-Sun 
illumination, they recombine via three fundamental mechanisms, which are classified 
as intrinsic recombination – Auger and radiative recombination, and extrinsic 
recombination – Shockley-Read-Hall (SRH) recombination [17, 18]. In particular, 
SRH recombination at silicon surface is the focus of this thesis. Physics and models 
reviewed in this section are applied in Chapter 3 in the analysis of lifetime samples and 
Section 4.2 for carrier recombination losses of industrial screen-printed solar cells. 
To accurately predict optimized parameters for fabrication processes, it is important 
to review the physics and the development of models governing fabrication processes 
of mono-crystalline silicon wafer solar cells. Two typical processes found in solar cell 
fabrication are dopant diffusion and thermal oxidation. Theoretical models describing 
these processes are reviewed in Sections 2.2 and 2.3.  
A pn junction is typically used to separate photo-generated carriers. It is usually 
formed by thermal diffusion using boron, sometimes aluminium, as p-type dopants and 
phosphorus as n-type dopants. To reproduce measured doping concentration profiles, a 
good understanding of thermal diffusion mechanisms is a prerequisite. Section 2.2 
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starts with an introduction to atomic mechanisms of thermal diffusion. The governing 
equations for thermal diffusion, Fick’s law of diffusion, is then derived based on the 
concentration gradient. Other effects like electric field, hydrostatic pressure and point 
defect density are also reviewed as they modify Fick’s law of diffusion. The derived 
diffusion equations were used for computing boron diffusion in Section 5.1. 
Thermal oxidation was identified as a suitable technique for various applications like 
the preparation of silicon oxide or fabrication of nanostructures. To accurately model 
oxidation of a silicon nanostructure, it is crucial to go beyond the widely accepted Deal-
Grove model [19]. Section 2.3 highlights the flaws in the model e.g. related to the 
underestimation of the growth rate in the thin-oxide regime (< 20 nm) and the ignorance 
of the oxide deformation process. To explain the discrepancy in the thin-oxide regime, 
various mechanisms, especially parallel oxidation model and interfacial emission 
model, are reviewed. Oxide deformation is an inevitable process in oxidation, which 
may build up stress large enough to suppress oxidation of silicon microstructures or 
nanostructures. Research efforts indicate that oxides have to be modelled as an elasto-
plastic solid to accurately compute stress and oxide deformation [20]. Large stress at 
low temperatures in higher dimensions significantly enhances or retards the linear 
reaction rate and the oxidant diffusivity. The models reviewed in this section were later 




2.1 Carrier recombination losses in mono-crystalline silicon  
According to IEC 60904-3 edition 2.0, the photon flux of the global standard 
spectrum (AM1.5G) is summed to be 2.89×1017 photons per square centimetre from 
300 nm to 1200 nm as shown in Figure 2.1. Supposing every photon is absorbed and 
converted into one electron-hole pair, the photon flux is converted to an electric current 
density of Jph = 46.32 mA/cm2. However, the current density at the maximum power 
point Jmpp is typically below 40 mA/cm2 due to optical and carrier recombination losses.  
 
Figure 2.1: AM1.5G photon flux specification at each wavelength according to IEC 
60904-3 edition 2.0. 
Carriers can recombine via three fundamental mechanisms – Auger, radiative, and 
SRH recombination [17, 18]. It is desirable to understand their relative contribution in 
solar cell operation. Since numerical solutions depend critically on the chosen device 
parameters and models, it is necessary to choose accurate models describing carrier 
concentration, transport and conservation.  
This section begins with a brief review of typical solar cell characterisation methods. 
Subsequently it visits the fundamental equations – the Poisson, carrier transport and 
carrier continuity equations. These equations have to be resolved self-consistently in 
order to compute carrier recombination losses in a solar cell. Sentaurus TCAD [16] is 
used throughout this thesis for simulation. As PC-1D [15] is widely used in the 
photovoltaic community, the device parameters and models used in Sentaurus TCAD 
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and PC-1D are examined and compared in detail. In Subsection 2.1.3, the density of 
states (DOS), carrier distribution statistics, and intrinsic carrier density are evaluated. 
For a diffused silicon, band gap narrowing (BGN) becomes significant, which also 
modifies the effective intrinsic carrier density. In Subsection 2.1.4, carrier diffusivity 
and mobility models are reviewed as they significantly affect carrier transport. In 
Subsection 0, the carrier recombination mechanisms are reviewed in detail. In 
particular, physics and models related to SRH recombination at silicon surface were 
applied in Chapter 3 for surface passivation analysis of lifetime samples and Section 
4.2 for carrier recombination losses of industrial screen-printed solar cells. 
2.1.1 Typical solar cell characterisation 
 An exemplary mono-crystalline silicon wafer solar cell is sketched in Figure 2.2. A 
detailed explanation about solar cell operation can be found in numerous books [21, 
22]. A brief list of three main processes of solar cell operation for the solar cell in Figure 
2.2 is presented below: 
(i) Carrier generation due to photon absorption. 
(ii) Carrier transport and separation due to a pn junction.  
(iii) Carrier collection in external circuits. 
 
Figure 2.2: Schematic representation of an exemplary mono-crystalline silicon wafer 
solar cells. Both sides are shown as planar but are typically textured. 
In a simplified picture, a solar cell may be considered to be a large-area diode. The 
diode has a characteristic dark saturation current density J0. The series resistance Rs is 
lumped from multiple sources like series resistance within the base, the emitter, the 
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metallisation, and the metal-semiconductor contacts of the solar cell. The parallel 
resistance Rp is the lumped shunt resistance, which may be reduced by unintended 
effects during fabrication processes. According to the one-diode model, the current 
density under dark Jdark is related to the voltage of external circuits Vext 
ܬௗ௔௥௞ ൌ ܬ଴ ൤exp ൬ ݍ݇ܶ
௘ܸ௫௧ െ ܬௗ௔௥௞ܴ௦
݉ ൰ െ 1൨ ൅
௘ܸ௫௧ െ ܬௗ௔௥௞ܴ௦
ܴ௣  (2.1) 
where q is the elementary charge, k the Boltzmann constant, T the absolute temperature 
and m the ideality factor. For convenience, a characteristic voltage may be defined as 
the thermal voltage VT, which is kT/q. At room temperature 25 °C, the thermal voltage 
is 25.6 meV.  
When the solar cell is illuminated, the output current density under illumination Jlight 
is also related to the photo-generated current density Jph in addition to Vext. When Rs is 
zero, the light J-V is simply the dark J-V shifted by Jph 
ܬ௟௜௚௛௧ ൌ ܬ௣௛ െ ܬ଴ ൤exp ൬ ௘ܸ௫௧
൅ ܬ௟௜௚௛௧ܴ௦
்ܸ݉ ൰ െ 1൨ െ
௘ܸ௫௧ ൅ ܬ௟௜௚௛௧ܴ௦
ܴ௣  (2.2) 
There are many characterisation techniques to diagnose solar cells. One important 
technique is to measure the current-voltage characteristics of a solar cell under standard 
testing conditions (AM1.5G spectrum with an illumination intensity of 1000 W/m2 at 
25 °C). From the J-V curves, many important characteristic parameters can be obtained. 
For example, from the curves in Figure 2.3, it is easy to find the short circuit current 
density Jsc, open circuit voltage Voc, maximum power density Pmax, current density at 
the maximum power point (MPP) Jmpp and voltage at the MPP Vmpp. In addition, from 
the slopes at zero voltage on the dark and light J-V curves, Rp under dark and 
illuminated conditions can be calculated. Furthermore, Rs at the MPP can be accurately 
determined by comparing the dark and light J-V curves [23].  
When the power density of the illumination Pillu is known, the power conversion 







The fill factor FF is related to the largest rectangle within the light J-V curve. It is 
defined as  
ܨܨ ൌ ௠ܲ௔௫ܬ௦௖ ௢ܸ௖ ൌ
௠ܸ௣௣ܬ௠௣௣




Figure 2.3: Dark J-V, light J-V and light P-V curves of a typical silicon wafer solar cell. 
Another important characterisation technique is to measure the external reflectance 
R and the spectral response SR(λ) of a solar cell. For wavelengths below 1000 nm, the 
measured reflectance of a typical silicon wafer solar cell indicates antireflection 
properties of the front side. For wavelengths beyond 1000 nm, the measured reflectance 
includes photons bounced back from the rear side.  
The spectral response is determined from Jsc and the power density of photons 
illuminating the cell Pillu(λ): 
ܴܵሺߣሻ ൌ ܬ௦௖ሺߣሻ
௜ܲ௟௟௨ሺߣሻ (2.5) 
The ideal spectral response increases linearly with wavelength. As the spectral 
response curve is not straightforward to interpret, it is often converted to the external 
quantum efficiency ηEQE(λ) as shown in Figure 2.4. ηEQE(λ) is the probability of the 
photo-generated carriers collected at the cell terminals under the illumination of 
photons at wavelength of λ 
ߟாொாሺߣሻ ൌ ܬ௦௖ሺߣሻݍΦ௜௟௟௨ሺߣሻ ൈ 100% (2.6) 
where Φillu(λ) is the photon flux illuminating the cell. The spectral response can be 
converted to the external quantum efficiency with the following equation 
ߟாொாሺߣሻ ൌ ܴܵሺߣሻ ݄ܿݍߣ ൈ 100% (2.7) 


















































where h denotes the Planck constant and c the speed of light in vacuum. The internal 





ܣሺߣሻ ൌ ܣሺߣሻߟ௖ሺߣሻ (2.8) 
where A(λ) denotes the spectral dependent photo-generation absorptance and ηc(λ) is 
the carrier collection efficiency. By considering only light absorption, ηIQE(λ) is then 
linearly propositional to ηc(λ). However, A(λ) is typically not measured in practice. 
Hence, the ηIQE,Exp(λ) from measurements can be defined with reflectance R(λ): 
ߟூொா,ா௫௣ሺߣሻ ൌ ߟாொா
ሺߣሻ
1 െ ܴሺߣሻ (2.9) 
 
Figure 2.4: ηEQE, ηEQE,Exp and R curves of a typical silicon wafer solar cell. EQE below 
500 nm is referred to as the blue response and for wavelengths > 1000 nm is referred 
to the red response. 
In Figure 2.4, the ηEQE(λ) curve may be divided into three parts. The EQE in the 
wavelength range of 300 nm to ~ 500 nm is commonly referred to as the blue response, 
which is closely related to carrier recombination at the front side of the solar cell. The 
EQE in the wavelength range of ~ 500 nm to ~ 1000 nm is related to optical losses at 
the front and carrier recombination losses in the bulk. The EQE for wavelengths > ~ 
1000 nm is commonly referred to as the red response and is closely related to carrier 
recombination and absorption at the rear side of the solar cell. 











































The reviewed characterisation techniques were used to investigate finished industrial 
screen-printed solar cells in this thesis. The characterisation results were used in 
Chapter 4 for analysing optical and carrier recombination losses in those cells. 
2.1.2 Semiconductor device equations 
The static and dynamic behaviours of charge carriers in semiconductors are described 
by five equations. These equations can be classified into three groups: the Poisson, 
carrier transport, and continuity equations. These equations are the basic equations 
describing semiconductor device operation. These equations have to be solved self-
consistently in every solar cell simulation. Solar cell operation can be viewed as the 
perturbation of thermal equilibrium using an electric field or light. In any 
semiconductor device, mobile charges (electron and holes) and immobile charges 
(ionized dopants, fixed charges or traps) determine the electrostatic potential field and 
vice versa.  Therefore, the Poisson equation has to be resolved to determine the 
electrostatic potential field and mobile charge distribution. The general form of the 
Poisson equation is written as 
׏ሺߝ଴ߝ௦׏߶ሻ ൌ െݍሺ݌ െ ݊ ൅ ஽ܰ െ ஺ܰሻ െ ߩ௧௥௔௣ (2.10) 
where ε0 is the vacuum permittivity, εs the relative permittivity of the semiconductor 
material, p the hole density, n the electron density, ND the donor concentration, NA the 
acceptor concentration, ϕ the electrostatic potential, and ρtrap the charge density 
contributed by traps and fixed charges.  
The drift-diffusion equations describe carrier transport in silicon. The electron 
current density Jn and the hole current density Jp consist of the drift component due to 
the electric field and the diffusion component due to the carrier concentration gradient. 
For nondegenerate semiconductors, the carrier diffusivities are associated with the 
carrier mobilities according to the Einstein relationship. The conduction current is the 
sum of Jn and Jp. 
ܬ௡ ൌ ݍߤ௡݊Ε ൅ ݍܦ௡׏݊ ൌ ݍߤ௡ ൬݊Ε ൅ ݇ܶݍ ׏݊൰ 
ܬ௣ ൌ ݍߤ௣݌Ε െ ݍܦ௣׏݌ ൌ ݍߤ௡ ൬݌Ε െ ݇ܶݍ ׏݌൰ (2.11) 
where Ε is the electric field strength, µn and µp are the electron and hole mobilities, 
respectively; Dn and Dp are the electron and hole diffusivities, respectively.  
The carrier continuity equations describe the flux of carriers into and out of a certain 
volume over time and space as written in Equation (2.12). Under thermal equilibrium, 
the carrier recombination rate R, the generation rate G and the net flux in and out of a 
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volume add up to zero. The carrier distribution does not change over time t as there is 
no net generation/recombination and no transient current.  
߲݊




߲ݐ ൌ ܩ௣ െ ܷ௣ െ
1
ݍ ׏ܬ௣ (2.12) 
where Gn and Gp are the electron and hole generation rates, respectively; Un and Up are 
the electron and hole recombination rates, respectively. Carriers may be injected by 
optical excitation or by external circuits. As electrons and holes annihilate each other, 
Un is the same as Up and they are limited by the minority carrier density. 
2.1.3 Models describing carrier concentration 
Mono-crystalline silicon crystallizes in the diamond lattice structure, where each 
atom is surrounded by four equidistant nearest atoms. These atoms form a tetrahedron. 
The diamond structure can be viewed as two interpenetrating face-centred cubic (fcc) 
lattice structures. Each valence bond between two nearest atoms is formed by two 
electrons with opposite spins.  
The silicon band structure is usually calculated by solving the Schrödinger equation 
of an approximate one-electron problem. According to the Bloch theorem, the energy 
is periodic in the reciprocal lattice. It is sufficient to compute the energy-momentum 
relationship in the first Brillouin zone. The Brillouin zone for the diamond structure is 
the same as that of the fcc structure.  
A variety of numerical methods may be employed to study the silicon band structure 
such as the pseudopotential method [24]. There is a forbidden energy region without 
any allowed states. The minimum energy range of the region is known as the bandgap 
Eg, which lies along the <100> (Miller indices) axes. The energy bands above the 
bandgap are the conduction bands while the bands below are the valence bands.  
2.1.3.1 Intrinsic silicon 
The term intrinsic silicon refers to undoped silicon or silicon without any significant 
impurity. The properties of intrinsic silicon are determined only by the silicon crystal 
instead of impurities. At absolute zero temperature, the valence band is fully occupied 
and the conduction band is completely empty. Above absolute zero temperature, a 
certain percentage of electrons are excited to the conduction band. The excited 
electrons fill the available energy states in the conduction band. According to the Pauli 
exclusion principle, a given quantum state can only host one electron.  
The DOS in the conduction band N(E) is the number of states per interval of energy 
at each energy level that are available to be occupied. To calculate N(E), the effective 
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mass of electrons has to be found, which is typically measured with cyclotron 
resonance [25]. N(E) is written as 




݄ଷ ඥܧ െ ܧ஼  (2.13) 
where MC is the number of equivalent minima in the conduction band and mn* is the 
DOS effective mass for electrons. As silicon has six ellipsoids of constant energy 
surfaces along the <100> axes, MC is equal to 6 and mn* can be computed from the 
longitudinal ml* and transverse mt* effective masses along the principle axes of the 
ellipsoidal energy surface. 
݉௡∗ ൌ ඥ݉௟∗݉௧∗݉௧∗య  (2.14) 
The Pauli exclusion principle leads to the Fermi-Dirac distribution function. The 
Fermi-Dirac function determines the probability that an electron may occupy a given 
quantum state. Depending on the relative difference from the Fermi energy EF, the ratio 
of filled to total quantum states at any energy level can be computed from 
݂ሺܧሻ ൌ 1
1 ൅ exp ቀܧ െ ܧி݇ܶ ቁ
 
(2.15) 
The Fermi-Dirac function can be used in Sentaurus TCAD. In PC-1D, the Fermi-
Dirac function is approximated by the Maxwell-Boltzmann distribution function.  
݂ሺܧሻ ൎ exp ൬െܧ െ ܧி݇ܶ ൰ (2.16) 
As long as the energy is more than 3kT above EF, the Fermi-Dirac distribution is 
almost the same as the Maxwell-Boltzmann distribution as depicted in Figure 2.5. 
Intrinsic and lightly doped silicon certainly satisfies this requirement. If the energy is 
less than 3kT above EF, the Maxwell-Boltzmann distribution overestimates the 
occupation probability compared to the Fermi-Dirac distribution. 
At the thermal equilibrium, the electron density n0 may be computed by integrating 
all filled quantum states over the conduction band.  











1 ൅ exp ቀܧ െ ܧி݇ܶ ቁ
݀ܧ
ൌ 2 ஼ܰ√ߨ න
√ߜ
1 ൅ exp ቀߜ ൅ ܧ஼ െ ܧி݇ܶ ቁ
ஶ
଴
݀ߜ௙ ൌ 2 ஼ܰ√ߨ ܨଵ/ଶሺߜሻ (2.17) 
where δ is assigned as (E-EC)/kT and F1/2(δ) is the Fermi-Dirac integral. For intrinsic 
silicon, Equation (2.17) can be simplified as 
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݊଴ ൌ ஼ܰ exp ൬െܧ஼ െ ܧி݇ܶ ൰ (2.18) 
where NC is the effective DOS in the conduction band and defined as 







Figure 2.5: The Fermi-Dirac statistics vs. the Maxwell-Boltzmann statistics. The 
Maxwell-Boltzmann function significantly deviates from the Fermi Dirac function 
within 3kT away from the Fermi level. 
Similarly, holes also fill the valence band by obeying the same requirements. At 
thermal equilibrium, the hole density p0 can be simplified as 
݌଴ ൌ ௏ܰ exp ൬െܧி െ ܧ௏݇ܶ ൰ (2.20) 
where NV is the effective DOS in the valence band and defined as 







where mp* is the DOS effective mass for holes.  
For intrinsic silicon, the electron and hole densities are the same at thermal 
equilibrium condition above absolute zero degree. The carrier density is known as the 
intrinsic carrier density ni, which is computed from Equations (2.18) and (2.20): 
݊௜ଶ ൌ ݊଴݌଴ ൌ ஼ܰ ௏ܰ exp ൬െ
ܧ௚
݇ܶ൰ (2.22) 






















The Fermi level position for intrinsic silicon is computed by setting Equations (2.18) 
and (2.20) as equal: 







From Equation (2.22), the intrinsic carrier density is independent of the Fermi energy. 
At a given temperature, the product of n0 and p0 is always a constant even when n0 is 
not equal to p0. Equation (2.22) describes one of the fundamental principles of 
semiconductors in thermal equilibrium. If the concentration of one type of carriers is 
known, the concentration of the other type of carrier can be computed easily using 
Equation (2.22). The intrinsic carrier density was commonly set as 1.45×1010 cm-3 at 
300 K [26]. This value was later experimentally determined as 1×1010 cm-3 which is the 
default value in PC-1D [27]. The measurement results were later reinterpreted by 
numerical simulations with random-phase approximation and the value was then 
corrected to be 9.65×109 cm-3 [28].  
The intrinsic carrier density depends on the silicon bandgap energy, which is a 
function of temperature in the following form [29]:  
ܧ௚ሺܶሻ ൌ ܧ௚ሺ0ሻ െ ߙܶ
ଶ
ܶ ൅ ߚ (2.24) 
where Eg(0) refers to the silicon bandgap energy at zero Kelvin and α and β are 
empirical fitting coefficients.  
At 300 K, the critical parameters for intrinsic silicon used in PC-1D and Sentaurus 
TCAD are summarized in Table 2.1 for comparison. With different NV and Eg values, 
ni in Sentaurus TCAD is adjusted to be 9.65×109 cm-3. 
Table 2.1: Silicon parameters used in PC-1D and Sentaurus TCAD at 300 K 
Parameters PC-1D Sentaurus TCAD Unit 
NC 2.852×1019 2.856×1019 cm-3 
NV 2.691×1019 3.105×1019 cm-3 
Eg(0) 1.1696 1.175 eV 
α 4.73×10-4 4.73×10-4 eV/K 
β 636 636 K 
Eg 1.1242 1.1297 eV 





2.1.3.2 Extrinsic silicon 
If silicon is doped and if the electrically active dopant concentration well exceeds ni, 
silicon becomes extrinsic. Nondegenerate silicon is referred to as lightly-doped if 
impurity states do not interact with each other. Degenerate silicon is referred to as 
heavily-doped if impurity states interact with each other and form a band of energy 
levels. As the impurity concentration further increases, the band of impurity states 
widens and may overlap with the conduction or valence band. 
Due to thermal energy, donors may give up their electrons to the conduction band 
and become ionized. When the doping concentration is low, all dopants are typically 
ionized at room temperature. As doping concentration increases, dopants interact with 
each other and form a dopant band. If a dopant state is occupied by an electron, the 
electron is then bound to the dopant. Although this dopant takes a substitutional 
position in the silicon lattice, it does not contribute to conductivity. If many electrons 
fill up the dopant states at room temperature, it leads to incomplete ionisation. The 
filled donor states nD are related to the donor concentration ND as below according to 
the textbook [30] 
݊஽ ൌ ஽ܰ1 ൅ 1݃஽ exp ቀ
ܧ஽ െ ܧி݇ܶ ቁ
 
(2.25) 
where gD is the degeneracy factor of the donor impurity level and ED the energy of the 
donor level. As a donor level can accept one electron with either spin or become empty, 
gD is equal to 2. 




1 ൅ 1݃஺ exp ቀ
ܧி െ ܧ஺݇ܶ ቁ
 
(2.26) 
where gA is the ground-state degeneracy of the acceptor impurity level and EA the 
energy of the acceptor level. As the acceptor level is doubly degenerated, gA is equal to 
4. 
From Equations (2.25) and (2.26), incomplete ionisation increases with dopant 
concentration. However, this conclusion does not agree with Hall mobility and 
conductivity mobility results [31]. Incomplete ionisation was observed to be significant 
only if the dopant concentration was around 1×1018 cm-3. The disagreement is caused 
by ignoring changes of DOS in Equations (2.25) and (2.26). The dopant DOS and the 
conduction band DOS depend on the dopant concentration. From photoluminescence 
measurements at low and high excitation levels, the dopant DOS widens and the 
conduction band DOS extends to merge with the dopant band as dopant density 
increases. Thus, heavier doping concentration leads to complete ionisation instead. The 
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improved understanding regarding incomplete ionisation was used to accurately model 
Al doped region in Section 4.2.  
Depending on the temperature ranges, extrinsic silicon can be divided to three 
distinctive ranges: the freeze-out, saturation and intrinsic range. Low temperatures 
correspond to the freeze-out range. In this range, only a small percentage of the 
impurity atoms are ionized and the carrier concentration increases exponentially with 
the temperature. In the saturation range, all the impurity atoms are ionized and the 
impurity concentration well exceeds the intrinsic carrier density. The intrinsic range 
locates at high temperatures. Although all the impurity atoms are ionized, the intrinsic 
carrier density is much higher than the impurity concentration. The carrier 
concentration increases exponentially with the temperature. At room temperature, 
extrinsic silicon is typically in the saturation range. 
Bandgap narrowing (BGN) effect is induced by either heavy doping or high carrier 
density. As the impurity concentration is high enough, the carrier-impurity interactions 
are strong and lead to BGN. In PC-1D, the effect is accounted for by an empirical model, 
the del Alamo model [32]. If the impurity concentration is above Nref, 1.4×1017 cm-3, 
the BGN energy ΔEg has the form 
Δܧ௚ ൌ Δܧ஼ ൅ Δܧ௏ ൌ ܧ௥௘௙ ln ቆ ஽ܰ ൅ ஺ܰ௥ܰ௘௙ ቇ (2.27) 
where Eref, the BGN coefficient, equals to 0.014 eV; ΔEC and ΔEV are the corresponding 
BGN energy at the conduction band and valence band, respectively.  
Carrier density produced in photo-generation or impact ionisation may exceed the 
majority carrier density, the carrier-carrier interactions can become strong enough to 
induce appreciable BGN effect, which is known as plasma-induced BGN. The Schenk 
model [33] not only takes into account doping-induced BGN but also plasma-induced 
BGN. The model is quite complex, implemented in Sentaurus TCAD using a pre-
computed BGN vs. doping concentration table. A comparison of these two models is 
shown in Figure 2.6. Compared to the del Alamo model, BGN in the Schenk model 
takes place at very low doping levels (below 1.4×1017 cm-3) and is more significant for 




Figure 2.6: The Del Alamo Bandgap narrowing (BGN) model vs. the Schenk BGN 
model at various impurity concentrations. Compared to the del Alamo model, BGN in 
the Schenk model is more significant at a lower doping level (below 1.4×1017 cm-3) and 
at a higher doping level (above 1.0×1020 cm-3). 
Due to the BGN effect, the intrinsic carrier density increases with doping 
concentration. The resulting intrinsic carrier density is referred to as the effective 
intrinsic carrier density ni,eff. Accurate determination of ni,eff is very important to solar 
cell performance as solar cells are minority carrier devices. The ni,eff value has a big 
impact on effective lifetime analysis, which is later investigated in Chapter 3. 
According to Equation (2.22), ni,eff is computed from 
݊௜,௘௙௙ଶ ൌ ஼ܰ ௏ܰ exp ൬െ
ܧ௚ െ Δܧ௚
݇ܶ ൰ ൌ ݊௜
ଶ exp ൬Δܧ௚݇ܶ ൰ (2.28) 
2.1.4 Models describing carrier transport 
According to Equation (2.11), carriers move according to the electric field as long as 
there are available quantum states in the conduction and valence bands. At low electric 
fields, the carrier drift velocity ν is propositional to the electric field strength E. The 
proportionality constant is referred to as the carrier mobility, which is defined as 
ߤ௡ ൌ ݍ߬௖௡݉௡∗  
ߤ௣ ൌ ݍ߬௖௣݉௣∗  (2.29) 






















where τcn and τcp are the mean time between collisions for electrons and holes, 
respectively. Several scattering mechanisms contribute to the mobility degradation, 
such as phonon scattering, ionized impurity scattering and carrier-carrier scattering. 
Surface scattering is normally unimportant in solar cell applications. 
The Arora mobility model [34] used in PC-1D takes into account phonon scattering 
and impurity scattering effects together. The model can be written as  
ߤ஺௥௢௥௔ ൌ ߤ௠௜௡ ௡ܶఉଵ ൅
ሺߤ௠௔௫ െ ߤ௠௜௡ሻ ௡ܶఉଶ






where µmax refers to the maximum mobility for either electrons or holes; µmin the 
minimum mobility for either electrons or holes depending on whether they are the 
majority carriers or not; Tn the normalized temperature which is defined as T/300; α, β1, 
β2, β3, and β4 the temperature related coefficients.  
With high carrier concentrations, carrier-carrier scattering is too strong to be ignored. 
In addition to describing the temperature dependence of the mobility, the Klaassen 
mobility model [35] implemented in Sentaurus TCAD accounts for three scattering 
effects – phonon scattering, ionized impurity scattering and carrier-carrier scattering. 
Each scattering mechanism induces a corresponding mobility and the total mobility is 










ߤ஼  (2.31) 
where µL, µD, µA and µC correspond to the partial mobilities due to phonon scattering, 
ionized donor scattering, ionized acceptor scattering and carrier-carrier scattering.  
As the Klaassen mobility model [35] is quite complicated, the detailed equations are 
not reviewed here. Nevertheless, the mobilities for various phosphorus doping 
concentrations are calculated with these two models in thermal equilibrium at 300 K. 
Their relative differences are shown in Figure 2.7. The disagreements are small for low 




Figure 2.7: The relative difference between the electron and hole mobilities computed 
using the Arora model [34] and the Klaassen model [35] in thermal equilibrium at 300 
K. The relative difference is high for doping concentrations exceeding 1.0×1020 cm-3. 
Although emitters should be strictly characterized by their electrically active doping 
profiles, they are often compared by sheet resistance Rsh in practice. Rsh has the 
advantage that it can be easily measured by a four point probe. Rsh can be computed 
from average resistivity, which is closely related to mobility models 
ܴ௦௛ ൌ 1ݍ ׬ ൫ߤ௡݊ ൅ ߤ௣݌൯݀ݔ௫ೕ଴
 
(2.32) 
where xj is the junction depth. For boron emitters investigated in Section 5.1, Rsh values 
computed using the Klaassen model agree well with measurements. 
Under sufficiently high electric fields, however, the carrier drift velocity is saturated 
to the carrier saturation velocity νs. Therefore, Equation (2.11) is valid only for low 
electric fields. At quite high electric fields, the term µE should be replaced by νs. The 
high field dependence can be modelled with the Canali model [36], which is valid up 
to 430 K. 
ߤሺܧሻ ൌ ߤ௅ி
ට1 ൅ ቀ ߤ௅ிE1 ൈ 10଻ቁ
ଶ 
(2.33) 
where µLF denotes the low-field mobilities. 
  




























Arora-Klaassen)/Klaassen x 100 %
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2.1.5 Models describing carrier conservation 
With an optical excitation or external electric field, a semiconductor is no longer 
operating under thermal equilibrium but non-equilibrium condition. Strictly speaking, 
the Fermi energy is not defined for nonequilibrium conditions. However, a quasi-Fermi 
level for electrons EFn and a quasi-Fermi level for holes EFp can be defined in the form 
݊ ൌ ݊଴ ൅ Δ݊ ൌ ݊௜,௘௙௙ exp ൬ܧி௡ െ ܧி௜݇ܶ ൰ 
݌ ൌ ݌଴ ൅ Δ݌ ൌ ݊௜,௘௙௙ exp ൬
ܧி௜ െ ܧி௣
݇ܶ ൰ (2.34) 
where EFi denotes the Fermi energy of an intrinsic semiconductor; Δn and Δp are the 
excess electron and hole concentrations, respectively. Δn typically equals Δp. If Δn is 
far below the majority carrier concentration, it corresponds to low injection levels. If 
Δn is far above the majority carrier concentration, it corresponds to high injection levels. 
According to Equation (2.12), carriers are conserved even under nonequilibrium 
conditions. Through the absorption of photons, electrons are excited from the valence 
band to the conduction band and excess electrons and holes are created in solar cells. 
The excited electrons constantly recess back to the valence band and the excess 
electrons and holes recombine. Apparently, carrier recombination is detrimental for 
solar cell operation as it reduces Jmpp and Vmpp of solar cells.  
It is desirable to understand carrier recombination mechanisms in order to reduce 
carrier recombination. Carrier recombination is typically investigated on lifetime 
samples (test structures). There are three fundamental recombination mechanisms – 
Radiative, Auger and SRH recombination. Other recombination mechanisms, such as 
emitter recombination, can be attributed to a combination of these three mechanisms. 
SRH recombination can be further divided into two mechanisms, SRH recombination 
in the bulk (SRH recombination from here on) and SRH recombination at the surface 
(surface recombination from here on). The effective lifetime τeff of lifetime samples is 
determined by the different recombination mechanisms. For each recombination 












where τAuger is the lifetime related to Auger recombination, τRadiative the lifetime caused 
by Radiative recombination, τSRH the lifetime due to SRH recombination and τSurface the 
lifetime associated with surface recombination. Equation (2.35) was later used 




2.1.5.1 Radiative recombination  
Radiative recombination is one of the intrinsic recombination mechanisms. Electron-
hole pairs annihilate directly across the bandgap and release the excess energy mainly 
as photons. The radiative recombination rate URadiative is proportional to the product of 
the electron and hole concentrations 
ܷோ௔ௗ௜௔௧௜௩௘ ൌ ܤ݌݊ (2.36) 
where B is the coefficient for radiative recombination in silicon. The coefficient 
decreases as a function of temperature and was initially determined to be 9.5×10-15 
cm3s-1 at 300 K [37]. Yet, it was later corrected to be 4.73×10-15 cm3s-1 from 
photoluminescence spectra [38]. 
The inverse process of radiative recombination is the major carrier generation 
mechanism in silicon. The absorbed photon flux ΦA(x) follows the Lambert-Beer law 
Φ஺ሺݔሻ ൌ Φ௜௟௟௨ሾ1 െ expሺെߙݔሻሿ ൌ Φ௜௟௟௨ ൤1 െ exp ൬െ4ߨߢߣ ݔ൰൨ (2.37) 
where α is the absorption coefficient, which can be obtained from the extinction 
coefficient κ and the wavelength of the illumination light λ.  
Under thermal equilibrium, the radiative recombination rate is equal to Bn0p0, which 
is the same as the radiative generation rate. According to Equations (2.28) and (2.36), 
the net radiative recombination rate is written as 
ܷோ௔ௗ௜௔௧௜௩௘ ൌ ܤ൫݌݊ െ ݊௜,௘௙௙ଶ ൯ (2.38) 
The net radiative recombination rate can be converted to the net radiative 
recombination current density JRadiative by an integration of URadiative along the silicon 
wafer. Assuming the silicon wafer is uniformly doped and its thickness is W, JRadiative 
can be written as 
ܬோ௔ௗ௜௔௧௜௩௘ ൌ ݍܹܤ݊௜,௘௙௙ଶ ൤exp ൬
ܧி௡ െ ܧி௣
݇ܶ ൰ െ 1൨
ൌ ݍܹܤ݊௜,௘௙௙ଶ ൤exp ൬
ܸ
்ܸ ൰ െ 1൨ (2.39) 
where V is the electric potential between the electron and hole quasi-Fermi level. If the 
resistive effects are ignored, the ideality factor due to radiative recombination is simply 
one according to Equation (2.1). As crystalline silicon is an indirect bandgap material, 
radiative recombination is negligible in silicon wafer solar cells.  
2.1.5.2 Auger recombination  
Auger recombination is the other intrinsic recombination mechanism. It is generally 
considered to be a three-free-particle process. As shown in Figure 2.8a, an electron-
hole pair recombines and another nearby electron (eeh) or hole (ehh) absorbs the 
released energy and momentum [39]. The Auger recombination rate UAuger is the sum 
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of the eeh process and the ehh process. Similar to Equation (2.39), the net Auger 
recombination current density JAuger can be computed from 
ܬ஺௨௚௘௥ ൌ ݍܹ൫ܥ௡݊ ൅ ܥ௣݌൯൫݌݊ െ ݊௜,௘௙௙ଶ ൯ (2.40) 
where Cn and Cp are the Auger coefficients for the eeh and ehh processes, respectively.  
 
Figure 2.8: The schematic sketch of Auger (a) recombination; and (b) generation 
(impact ionisation) processes. 
At low injection levels (the minority carrier density is significantly lower than the 
majority carrier density), the ideality factor is one. However, at high injection levels 
(the majority carrier density is equal to the minority carrier density), the ideality factor 
due to Auger recombination is about two thirds according to Equation (2.41).  
ܬ஺௨௚௘௥ ൌ ݍܹ݊௜,௘௙௙ଶ ൫ܥ௡݊ ൅ ܥ௣݌൯ ൤exp ൬
ܸ
்ܸ ൰ െ 1൨
ൎ ݍܹ݊௜,௘௙௙ଶ ൫ܥ௡ ൅ ܥ௣൯ ൤exp ൬
3ܸ
2்ܸ ൰ െ 1൨ (2.41) 
The reverse process of Auger recombination is called impact ionisation as shown in 
Figure 2.8b. In this process, one energetic carrier loose energy and raise one nearby 
electron from the valence band to the conduction band. 
For dopant concentration above ~5×1018 cm-3, the experimentally determined Auger 
coefficients by Dziewior and Schmid [40] are most commonly used in literature. 
Theoretical calculation results indicate that pure Auger recombination dominates in n-
type silicon and phonon-assisted Auger recombination dominates in p-type silicon [41]. 
For dopant concentration below ~3×1018 cm-3, lifetimes at low injection levels 
predicted with the coefficients by Dziewior and Schmid [40] are significantly higher 
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than measured lifetimes [42]. Many mechanisms such as trap-assisted Auger 
recombination [43] and Coulomb-enhanced Auger recombination [44, 45] were 
suggested to explain the difference.  
Coulomb-enhanced Auger recombination is generally accepted as the main 
explanation. In this theory, electrons and holes, instead of free particles, interact with 
each other by means of Coulomb interaction. For low dopant concentration, Coulomb 
interaction causes the majority carriers to agglomerate around the minority carriers, 
which in turn enhances Auger recombination. For high dopant concentration above 
~1×1018 cm-3 at 300 K, Coulomb interaction between the majority carriers is too strong 
to form the agglomeration, which in turn does not enhance Auger recombination.  
In 1997 Altermatt et al. [46] proposed an enhancement factor geeh to the eeh 
recombination and an enhancement factor gehh to the ehh recombination for arbitrarily 
doped silicon at temperatures between 70 and 400 K. The Altermatt parameterisation 
is intended for low injection conditions, which can be written as 
஺ܷ௨௚௘௥ ൌ ൫݃௘௘௛ܥ௡݊ ൅ ݃௘௛௛ܥ௣݌൯൫݌݊ െ ݊௜,௘௙௙ଶ ൯ (2.42) 
with 
݃௘௘௛ ൌ 1 ൅ ሺ235548ܶିଵ.ହ଴ଵଷ െ 1ሻ ൜1 െ tanh ൤ቀ ݊5 ൈ 10ଵ଺ቁ
଴.ଷସ൨ൠ 
݃௘௛௛ ൌ 1 ൅ ሺ564812ܶିଵ.଺ହସ଺ െ 1ሻ ൜1 െ tanh ൤ቀ ݌5 ൈ 10ଵ଺ቁ
଴.ଶଽ൨ൠ 
In 2002 Kerr and Cuevas [47] proposed an empirical Auger parameterisation for 
silicon at 300 K. The Kerr parameterisation is written as 
஺ܷ௨௚௘௥ ൌ ൫1.8 ൈ 10ିଶସ݊଴଴.଺ହ ൅ 6.0 ൈ 10ିଶହ݌଴଴.଺ହ ൅ 3.0
ൈ 10ିଶ଻Δ݊଴.଼൯൫݌݊ െ ݊௜,௘௙௙ଶ ൯ (2.43) 
With better surface passivation in recent years, there are small discrepancies between 
lifetimes predicted with the Kerr parameterisation [47] and the experimentally 
measured lifetimes [48]. More recently, Richter et al. [48] published an improved 
Auger parameterisation for silicon at 300 K, which multiplies geeh and gehh to the first 
two components of the Kerr parameterisation 
஺ܷ௨௚௘௥ ൌ ሺ2.5 ൈ 10ିଷଵ݃௘௘௛݊଴ ൅ 8.5 ൈ 10ିଷଶ݃௘௛௛݌଴ ൅ 3.0
ൈ 10ିଶଽΔ݊଴.ଽଶሻ൫݌݊ െ ݊௜,௘௙௙ଶ ൯ (2.44) 
with 
݃௘௘௛ሺ݊଴ሻ ൌ 1 ൅ 13 ൜1 െ tanh ൤ቀ ݊଴3.3 ൈ 10ଵ଻ቁ
଴.଺଺൨ൠ 




These three Auger parameterisations were implemented in Sentaurus TCAD and 
their differences will be discussed in Section 3.1.  
2.1.5.3 SRH recombination 
SRH recombination is an extrinsic recombination mechanism in silicon. Due to 
impurities or crystallographic imperfections, discrete energy levels may be present 
within the bandgap. These levels are known as traps, which facilitate four kinds of 
interactions with free carriers as shown in Figure 2.9. SRH recombination is the 
combination of Figure 2.9a and Figure 2.9b processes. In SRH recombination some of 
the excess energy is released via photons, which is utilized for defect detection in 
photoluminescence and electroluminescence techniques. SRH generation is the 
combination of Figure 2.9c and Figure 2.9d processes.  
 
Figure 2.9: The schematic sketch of four kinds of interactions between carriers and 
traps: (a) electron capture; (b) hole capture; (c) electron emission; and (d) hole emission. 
For a single energy level of traps, the recombination rate USRH is given by  
ௌܷோு ൌ
݌݊ െ ݊௜,௘௙௙ଶ





߬௡଴ ≡ 1ߪ௡ߥ௧௛ܦ௧ 
߬௣଴ ≡ 1ߪ௣ߥ௧௛ܦ௧ 
where Et is the trap energy, τn0 and τp0 are the bulk electron and hole lifetime parameters, 
which are related to the electron and hole capture cross-sections σn and σp, thermal 
velocity νth and bulk trap density Dt.  
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In reality, bulk traps are distributed across the silicon bandgap. σn and σp are typically 
dependent on trap levels. An integration of each trap level in the bandgap is then 
required to obtain the recombination rate  
ௌܷோு ൌ න
݌݊ െ ݊௜,௘௙௙ଶ
݌ ൅ ݊௜,௘௙௙ exp ൬െܧ௧ሺܧሻ݇ܶ ൰
ߪ௡ሺܧሻܦ௧ሺܧሻߥ௧௛ ൅







At low injection levels, the ideality factor due to SRH recombination is one. However, 
at high injection levels, the ideality factor due to SRH recombination becomes two 
according to Equation (2.47).  
ܬௌோு ൎ ݍܹ
݌݊ െ ݊௜,௘௙௙ଶ
݊൫߬௡଴ ൅ ߬௣଴൯ ൎ
ݍܹ݊௜,௘௙௙ଶ
߬௡଴ ൅ ߬௣଴ exp ൬
ܸ
2்ܸ ൰ (2.47) 
 
2.1.5.4 Surface recombination 
Surface recombination is SRH recombination at the silicon surface. The crystal 
structure of the semiconductor is severely disturbed at the surfaces or at interfaces. 
Many surface atoms are partially bonded, which increases the number of dangling 
bonds and introduces many energy levels in the bandgap [49]. For a single level of traps 
at the surface, the surface recombination rate USurface is similar to Equation (2.45) [50]. 
ௌܷ௨௥௙௔௖௘ ൌ
݌௦݊௦ െ ݊௜,௘௙௙ଶ
݊௦ ൅ ݊௜,௘௙௙ exp ቀܧ௜௧݇ܶቁܵ௣଴ ൅




ܵ௡଴ ≡ ߪ௡ߥ௧௛ܦ௜௧ 
ܵ௣଴ ≡ ߪ௣ߥ௧௛ܦ௜௧ 
where Eit is the interface trap energy, ns and ps are the electron and hole densities at the 
interfaces, Sn0 and Sp0 are the electron and hole surface recombination velocities which 
are related to the interface trap density Dit.  
Interface traps distribute across the silicon bandgap in reality. σn and σp at the 
interfaces are typically energy-dependent. An integration over all interface traps within 
the bandgap yields the following expression: 
ௌܷ௨௥௙௔௖௘
ൌ න ݌௦݊௦ െ ݊௜,௘௙௙
ଶ
݌௦ ൅ ݊௜,௘௙௙ exp ൬െܧ௜௧ሺܧሻ݇ܶ ൰
ߪ௡ሺܧሻܦ௜௧ሺܧሻߥ௧௛ ൅









Surface recombination is typically the dominant recombination mechanism in silicon 
wafer solar cell operation. Many efforts have been made to suppress surface 
recombination. These efforts can be categorized into two mechanisms: chemical and 
field-effect passivation. Chemical passivation refers to the reduction of defect density 
mainly by saturating dangling bonds. Field-effect passivation, which attracts a lot of 
attention nowadays, refers to the reduction of the minority carrier density near the 
surface.  
As shown in Figure 2.10, a layer of negative fixed charges is introduced at the surface, 
which causes surface band bending. The majority carriers, holes are attracted to the 
interface while the minority carriers, electrons are repelled away from the interface. As 
a result of this mechanism, surface recombination is suppressed.  
 
Figure 2.10: Schematic sketch of field-effect surface passivation. 
With the presence of surface band bending, Sn0 and Sp0 are no longer the 
straightforward indications of surface recombination. An effective surface 
recombination velocity Seff is defined instead to assess the suppressed surface 
recombination. Seff is the quotient of USurface and the minority carrier density at the edge 
of the band bending in Figure 2.10.  
ܵ௘௙௙ ൌ ௌܷ௨௥௙௔௖௘Δ݊ሺ݁݀݃݁ሻ (2.50) 











ܹ  (2.51) 
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Equation (2.51) is widely used in characterisation for determination of surface 
passivation quality. For symmetrical surface passivation of diffused silicon, emitter 
saturation current density J0e is a convenient measure of both Auger and surface 
recombination. According to the general definition [51], J0e can be extracted from 
simulation directly at the edge of the band bending: 
ܬ଴௘ ൌ
ܬ௡ሺ݁݀݃݁ሻ݊௜,௘௙௙ଶ ሺ݁݀݃݁ሻ
݊ሺ݁݀݃݁ሻ݌ሺ݁݀݃݁ሻ െ ݊௜,௘௙௙ଶ ሺ݁݀݃݁ሻ (2.52) 
In experiment, J0e is usually extracted using the Kane & Swanson’s method [52]. In 
this method, Equation (2.51) is revised and J0e is determined from the slope at a high 









2ܬ଴௘ሺ ஽ܰ ൅ Δ݊ሻ
ݍ݊௜,௘௙௙ଶ ܹ  (2.53) 
Surface passivation, especially field-effect passivation analysis is the main 
investigation of this thesis, which was carried out in Chapter 3. Surface passivation of 
undiffused silicon was mainly investigated in Section 3.2. Surface passivation of 




2.2 Thermal diffusion of dopants in mono-crystalline silicon 
Heavily doped emitters or surface fields can be found in most industrially relevant 
silicon wafer solar cells. Emitters promote carrier separation by forming the internal 
electric field in the junction. Meanwhile, emitters and surface fields improve surface 
passivation by rejecting the minority carriers. However, heavy doping may be 
detrimental to the short circuit current Isc and the open circuit voltage Voc due to 
associated Auger recombination.  
As dopants are typically introduced by thermal diffusion, careful process 
optimisation is thus required to fine tune doping profiles. Instead of trial and error, 
accurate prediction of dopant diffusion profiles is highly required to help save cost and 
time in process optimisation. For this purpose, understanding the physics of thermal 
diffusion as well as a well-developed simulator are prerequisite.  
This section starts with an introduction to different atomistic mechanisms of thermal 
diffusion in mono-crystalline silicon. Due to energy constraints, these atomistic 
mechanisms are all associated with point defects in silicon. Mathematically, transport 
via point defects is described by Fick’s law of diffusion, which is derived from the 
concentration gradient in Subsection 2.2.2. As other factors like Coulomb interaction, 
stress and point defect density also affect thermal diffusion, an alteration of Fick’s law 
of diffusion is presented, which was later used to reproduce one-dimensional (1D) 
boron concentration profiles under various thermal conditions in Section 5.1. 
2.2.1 Atomic mechanisms of thermal diffusion 
Direct exchange between dopants and mono-crystalline silicon atoms demands a 
very high temperature since it requires high thermal energy. Yet, diffusion processes 
take place in silicon at relative low temperatures (above 800 °C). This indicates that 
dopants in fact diffuse via other mechanisms instead of direct exchange mechanism. 
Dopants diffuse either via interaction with interstitials – the interstitial mechanisms or 
via interaction with vacancies – the vacancy mechanisms [53]. Interstitials and 
vacancies are point defects generated due to thermal energy and crystalline 
imperfections. Above absolute zero temperature, Frenkel defect pairs (vacancies and 
silicon self-interstitials) are generated and annihilated in the crystalline lattice 
randomly. As Frenkel pair generation in silicon requires a high thermal energy, the bulk 
does not seem to be the major source of point defects. The silicon surface due to 
structural imperfection is then the major source of point defects [54]. Excess point 




After dopants are brought to the silicon surface, dopants move to a nearby location 
due to the gradient of the dopant concentration via mediation with point defects. 
Dopants may occupy either substitutional or interstitial positions in the silicon lattice. 
The interstitial mechanisms may be further divided into direct interstitial, kick-out, 
interstitialcy, Frank-Turnbull mechanisms [55], detailed explanation can be found in 
Appendix 5 Atomistic diffusion mechanisms. 
The boron diffusion mechanism in silicon has been investigated since 1970s. In 1975 
the interaction between boron atoms and donor-type monovacancies was assumed to 
be the main diffusion mechanism [56]. Meanwhile, enhanced boron diffusion was 
observed in silicon oxidation [57]. As thermal oxidation is known to induce interstitial 
supersaturation, it indicates that boron diffuses mainly via the interstitial mechanisms 
instead of the vacancy mechanisms. After a twenty-year investigation, boron was 
finally confirmed to diffuse via interstitials exclusively [58]. In terms of the 
microscopic mechanism, ab initio Monte Carlo simulation results further revealed that 
boron diffuses via the interstitialcy mechanism instead of the kick-out mechanism [59]. 
Understanding the atomistic mechanisms of boron diffusion helps reproduce measured 
boron doping profiles in Section 5.1. 
The phosphorus diffusion process in silicon is more complicated. Silicon nitridation 
is known to inject vacancies from the surface to the bulk, which was found to retard 
phosphorus diffusion [60]. Based on the degree of retardation, phosphorus is estimated 
to diffuse almost entirely via the interstitial mechanisms [61]. However, when the 
phosphorus doping level exceeds 4×1020 cm-3, the retardation effect due to nitridation 
was observed to be much alleviated [62]. This observation signifies that the vacancy 
mechanisms play an important role in heavily phosphorus-diffused regions.  
2.2.2 Mathematical description of thermal diffusion 
Diffusion is a random movement of molecules driven by thermal energy. Supposing 
the average hop distance of a species in silicon is d, a silicon wafer may be virtually 
divided into many small and equal volumes featuring a width of d and a cross-sectional 
area A as shown in Figure 2.11. For temperatures above absolute zero, the atoms of the 
species are moving around all the time. At a certain temperature, each atom has a 
frequency Γ to hop into a nearby volume. Since each atom has equal probability of 
hopping in any direction, the frequency of hopping from one volume to another volume 




Figure 2.11: Schematic sketch of spatial distribution of a dopant species in silicon. The 
bulk is virtually divided into many small and equal volumes. Dopant movements driven 
by the concentration gradient is used to model the diffusion process. 
The species concentration Cn in any volume can be easily computed from Nn/A/d. 
The diffusion flux J of a species from volume 1 to 2 is the difference between the 
number of atoms hopping from volume 1 to 2 and atoms hopping from volume 2 to 1 
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Combine Equations (2.54) and (2.55), Fick’s first law of diffusion is derived. The 
diffusion flux is proportional to the difference of its spatial concentration C. The larger 
the concentration gradient, the higher the diffusion flux. The diffusivity D = Γd2/6 is a 
material and temperature related parameter. 









Fick’s first law of diffusion depicts the diffusion behaviour in spatial domain. 
However, the diffusion flux J in Equation (2.56) is hard to measure in practice. On the 
contrary, the spatial concentration C is much easier to measure. The diffusion process 
is therefore typically evaluated based on the changes of the concentration profile over 
time. Supposing the species is preserved in diffusion, the concentration change in 
volume 2 within a small time period has to be the difference between the diffusion flux 
flows in and out of volume 2. Hence Fick’s second law of diffusion is derived, which 
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2.2.3 Other factors affecting thermal diffusion 
The derivation of Fick’s law of diffusion only takes account of thermal diffusion 
driven by concentration gradients. However, other effects like Coulomb interaction, 
stress and point defect density may enhance or retard thermal diffusion. These effects 
perturb thermal diffusion behaviour away from Fick’s law of diffusion. They are 
typically modelled as additional terms in Fick’s law of diffusion.  
Coulomb interaction may take place as either dopants or point defects may carry 
various charge states. For example, vacancies in silicon have four charge states – 
positive, neutral, negative, and double negative [63]. Due to Coulomb interaction 
between charged particles, thermal diffusion of charged dopants and point defects may 
be significantly affected. The Fermi level in thermal equilibrium determines the relative 
concentration of each charge state [64]. As any variation in spatial doping 
concentration leads to changes in the Fermi level, doping concentration itself has an 
impact on the concentration of these charged particles. Conversely Coulomb interaction 
between these charged particles also enhances or retards changes of spatial doping 
concentration. Only under a special occasion where positively and negatively charged 
dopants are bound together to form neutral pairs, they no longer interfere thermal 
diffusion. Coulomb interaction effect can be modelled by adding an electric field 
dependence of dopant concentration in Fick’s law of diffusion.   
Local stress may enhance or retard thermal diffusion by affecting the hop frequency 
Γ. In the interaction between dopants and point defects, local lattice points are slightly 
out of their positions inevitably, which induces stress inside the bulk. Depending on the 
interaction between dopant and point defects, local stress may not only affect the 
formation of dopant-defect pairs, but also their migration. From Equation (2.56), it can 
be seen that the diffusivity D is directly proportional to Γ. Local stress thus affects 
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thermal diffusion by altering the diffusivity of dopants. The diffusivity is stress 
dependent in addition to temperature dependence, which can be written as 
ܦ ൌ ܦ଴ exp ൬െ ܧ௔݇ܶ൰ expሺെ
݌ ௗܸ
݇ܶ ሻ (2.58) 
where D0 denotes the stress free dopant diffusivity, Ea the activation energy, p the 
hydrostatic pressure, and Vd is the activation volume, which includes point defect 
generation and dopant migration. 
Point defects are essential to thermal diffusion and their densities may lead to either 
enhanced or retarded diffusion. For example, a large amount of interstitials are injected 
into the bulk during silicon oxidation. Dopant diffusion via interstitials is thus enhanced 
due to interstitial supersaturation. Dopant diffusion via vacancies is, however, slowed 
down as interstitial supersaturation significantly reduces the vacancy concentration in 
the bulk due to the Frenkel pair recombination. This effect can be modelled by 
multiplying an enhancement or retardation factor to the dopant concentration. 
Equation (2.56), Fick’s first law of diffusion, may be expanded to model these effects 
together. The dopant-interstitial diffusion flux JI and dopant-vacancy diffusion flux JV 
are written as:  
ܬூ ൌ െܦூ ൤׏ሺ݃ூܥሻ േ ݃ூܥ ݍE݇ܶ ൅ ݃ூܥ ൬െ
ܧ௔ ൅ ݌ ௗܸ
݇ܶ ൰൨ 
ܬ௏ ൌ െܦ௏ ൤׏ሺ݃௏ܥሻ േ ݃௏ܥ ݍE݇ܶ ൅ ݃௏ܥ ൬െ
ܧ௔ ൅ ݌ ௗܸ
݇ܶ ൰൨ (2.59) 
where DI and DV are the dopant-interstitial and dopant-vacancy diffusion diffusivities, 
respectively; gI and gV are the enhancement or retardation factor related to point defect 
concentrations at the steady state. Since boron diffuses via interstitials, only the boron-




2.3 Thermal oxidation of lightly doped mono-crystalline silicon 
Thermal oxidation may be used in solar cell fabrication for preparation of oxide mask, 
optimisation of doping profiles, and etc. A deep understanding of thermal oxidation 
mechanisms is beneficial to optimise the fabrication of solar cells. Comparing to 
thermal diffusion process, thermal oxidation of lightly doped mono-crystalline silicon 
is more complicated, especially in higher dimensions (2D or 3D). The following fact 
can be used to depict this: thermal diffusion in 2D has been simulated since the early 
1970’s [65]. However, 2D simulators for thermal oxidation were not available until 
1982 [66].  
The underlying difficulty in modelling thermal oxidation is related to the moving 
boundaries between a growing oxide domain and a shrinking silicon domain. 
Furthermore, thermal oxidation is governed by three mechanisms: i) oxidant diffusion, 
ii) oxidation reaction and iii) deformation of oxide. The oxidant diffusion and 
deformation of oxide are described by partial differential equations (PDEs) in spatial 
and time domains. The oxidation reaction is typically treated as a first order chemical 
reaction. To calculate oxide shapes, three processes have to be solved self-consistently 
in the oxide domain which grows continuously over time.  
The Deal-Grove model is widely accepted to explain thermal oxidation in 
textbooks [19]. However, there are two intrinsic issues related to the Deal-Grove model, 
which limits its applications in thermal oxidation of microstructures or nanostructures. 
Firstly, the model assumes only oxidant diffusion from ambient to the Si/SiO2 interface, 
which leads to the underestimation of the growth rate in the thin-oxide regime (< 20 
nm). Secondly, the model totally ignores the oxide deformation process and hence 
stress effects. To resolve these two issues, a better understanding of thermal oxidation 
mechanisms is required.  
In this section, the parallel oxidation model and the interfacial emission models are 
visited and were found to be the most plausible explanation for the first issue. For the 
second issue, volume expansion is associated with the transition from silicon to silicon 
oxide. Hence accurate modelling of oxide mechanical properties is required to account 
for observed deformation of oxide under different cases. Oxides have to be modelled 
as an elasto-plastic solid in order to resolve the contradictions in explaining oxide 
deformation and local stress. Stress dependent oxidation is modelled by modifying the 
linear reaction rate and the oxidant diffusivity in the Deal-Grove model. The parallel 
oxidation model, the elasto-plastic model and stress effects were later used in Section 
5.2 for explaining the observed oxidation behaviours of nanostructures. 
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2.3.1 Rapid dry oxidation in the thin-oxide region 
Various mechanisms were assumed to explain the disagreements in the thin-oxide 
regime. Common explanations were proposed concerning the oxidant diffusion and the 
oxidation reaction in the Deal-Grove model. Concerning the oxidant diffusion, some 
researchers suggested that the oxidant may diffuse much faster through micropores or 
microchannels in dry oxide [67, 68] or due to the build-in stress in oxide [69, 70]. 
Concerning the oxidation reaction, some proposed a more complicated reaction model 
at the SiO2/Si interface, instead of the first order reaction model [71, 72]. However, 
none of these explanations can account for isotope experiments, such as the 18O study 
of dry oxidation [73]. In this study, dry oxidation was initially carried out in natural 
oxygen to grow 130-300 nm oxide and then in highly 18O-enriched oxygen for 8.5 hours 
at 930 °C. Two 18O-rich layers were found afterwards, 7% near the oxide surface and 
93% near the SiO2/Si interface.  
With more and more isotope experiments, the most plausible explanations for the 
oxide growth mechanisms are the parallel oxidation model [74] and the interfacial 
emission model [75]. Although different diffusion species are assumed (diffusion 
species are still not clear nowadays), both models propose that there are two opposite 
diffusion processes involved in thermal oxidation. One species diffuses from the 
SiO2/Si interface through the oxide network to the oxide surface in addition to the 
oxidant diffusion in the Deal-Grove model. The species in the opposite flow reacts with 
the oxidant at the oxide surface and hence contributes to the additional oxide growth in 
the thin-oxide regime. Similar to the derivation of the Deal-Grove model, for example, 
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where A’ and B’ are the characteristic oxide thickness and parabolic growth coefficient 
of the opposite flow. In the thin-oxide regime, the enhanced oxide growth is attributed 
to the additional oxide growth due to the opposite flow. As the oxide becomes thicker, 
the oxide growth due to the opposite flow is seriously diffusion-limited and the parallel 
oxidation model is then reduced to the Deal-Grove model. The parallel oxidation model 
achieves good agreements for oxide thickness ranging from 3 to 1000 nm and for 
temperatures from 800 to 1200 °C at both surfaces with <100> and <111> 
orientations [74]. In Section 5.2, the parallel oxidation model was used to explain the 




2.3.2 Deformation of thermal oxide 
In the transition from Si to SiO2, the molar volume of SiO2 is 2.25 times larger than 
that of Si. The oxide at the SiO2/Si interface tends to dilate to all directions. If dilation 
is confined in any direction, stress is generated in that direction. For example, on planar 
wafers, the oxide dilates freely at the direction perpendicular to the plane of oxidation, 
which is stress free. However, dilation is confined in the plane of oxidation, which 
results in a compressive stress at low temperatures (below 950 °C).  
Regarding to mechanical properties of oxides, the oxide deformation may be 
reversible or irreversible. Reversible deformation is typically found on a solid. A solid 
holds a memory of its initial configuration. A simple example of a reversible 
deformation is the linear elastic process, which is governed by Hooke’s law. A string 
is a typical elastic device and an elastic material is usually compressible. Irreversible 
deformation is typically found on a fluid. If a shear stress is applied to a fluid, it deforms 
continuously without any memory of its initial configuration. A simple example of a 
fluid deformation is the linear viscous process, which is governed by Newton’s law for 
fluids. A dashpot is a typical viscous device and a viscous material is usually 
incompressible.  
Deformation of oxides is temperature dependent. At room temperature, oxides 
deform elastically up to the brittle limit. Above the silicon melting temperature 
(1412 °C), oxides deform viscously like water. As thermal oxidation is generally 
carried out between 800 °C and 1100 °C, oxides may deform both elastically and 
viscously. This assumption was proven by stress measurements in thermal oxidation of 
planar wafers. Stress within oxides on planar wafers can be determined from measuring 
the wafer curvature. From in situ measurements during oxide growth, the substrates 
exhibited larger curvature at low temperatures (850-900 °C) than that at high 
temperatures(950 °C) [76]. Above 1000 °C, wet oxides are stress-free as they yield no 
curvature. Oxides at low temperatures were found to be 2-3% denser than fully relaxed 
oxides, which indicates elastic deformation parallel to the plane of oxidation [77]. 
Considering the huge volume expansion in oxidation, most deformation is thus 
accommodated by viscous deformation.  
As oxides deform both elastically and viscously between 800 °C and 1100 °C, oxides 
can be modelled as a Maxwell viscoelastic solid, which is depicted by a string and a 
dashpot in series. In a Maxwell solid, the relationship between the shear stress σs and 
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where G denotes the elastic modulus and µ is the viscosity. The relaxation time can be 
computed from the ratio, µ/G. If the solid stays in the new position for a short time 
compared to the relaxation time, the solid appears as an elastic material. If it stays in 
the new position for a long time, the solid appears as a viscous material. 
From the measured oxide viscosity at low stress levels, the viscosity of wet oxides 
has a strong Arrhenius temperature dependence, ~ 1013 Pa·s at 1000 °C but more than 
~ 1017 Pa·s at 800 °C [78]. The Young’s modulus of dry oxides was determined to be 
~ 6.9×1010 Pa [79]. According to Equation (2.61), the relaxation time is estimated to be 
more than 12 days at 800 °C, which is significantly longer than the oxidation time. In 
a typical thermal oxidation experiment, oxides are expected to deform only elastically 
at such a low temperature. However, this deduction obviously contradicts experimental 
observations [77].  
To explain this contradiction, it is essential to replace the linear viscous component 
with a nonlinear viscous device in a Maxwell solid, which can be referred as an elasto-
plastic solid [20]. Under a plastic flow, the strain rate and the shear stress follow the 
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where σc is the critical shear stress and µ0(T) is the temperature dependent oxide 
viscosity. σc is temperature dependent, typically modelled as 2kT/Vc, where Vc is an 
activation volume. At small strain rates, Equation (2.62) can be simplified to be 
Equation (2.61) and oxides deform elastically. At large strain rates, sinh-1(x) is roughly 
equal to ln(2x). The shear stress σs increases only logarithmically after exceeding σc and 
oxides deform viscously. The plastic flow is critical to compute local stress during 
oxidation. Vc was adjusted in Section 5.2 to accurately evaluate stress distribution in 
oxides. 
Combining Equations (2.61) and (2.62), the oxide viscosity has the following 









2.3.3 Stress effect on thermal oxidation 
The stress associated with the deformation of the oxide layer during the oxidation of 
a silicon wafer is simply temperature dependent. Although the Deal-Grove model does 
not have stress-dependent components, the stress effects have been implicitly included 
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in its coefficients. For oxidation processes at higher dimensions (2D and 3D), however, 
volume expansion of oxides may be constrained in more dimensions and the stress is 
hence more complicated. For example, the oxide thickness was much thinner on convex 
and concave corners of silicon trenches than the oxide thickness on planar surfaces [80]. 
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 enables accurate stress calculation given a certain strain rate. However, a strain rate 
is also influenced by stress since stress has an impact on the linear reaction rate and the 
diffusivity in the Deal-Grove model. Hence, explicit stress-dependence has to be 
deduced so that the modified Deal-Grove model is adequate for higher dimensions. 
Various experiments were performed to reach this goal. The most comprehensive 
characterisation of the stress effects was carried out by Kao et al. [81] on the oxidation 
of cylindrical silicon structures. These cylinders have controlled radii of curvature. 
Comparing to planar surfaces, oxide growth in the concave case was retarded as well 
as in the convex case. Based on these experimental observations, various models were 
proposed to explain stress effects on the linear reaction rate, the oxidant diffusivity and 
the oxide viscosity. As the stress dependence of the oxidant diffusivity follows 
Equation (2.58), it will not be repeated here. 
Unlike oxide on planar surfaces, the new oxide grown on either concave or convex 
surfaces has to overcome the resistance from the surrounding old oxide. Additional 
energy is required to move the newly formed oxide against the stress component normal 
to the SiO2/Si interface σnn. The energy required in the oxidation of one monolayer of 
silicon is therefore related to the product of the reaction jump volume Vr and σnn. Kao 
et al. [82] proposed that the linear reaction rate ks in the Deal-Grove model depends 
exponentially on Vr and σnn in additional to temperature in the form 
݇௦ ൌ ݇௦଴ሺܶሻ exp ൬െߪ௡௡ ௥ܸ݇ܶ ൰ (2.64) 
The volume expansion Vr was determined to be ~25 Å3 based on the volume 
difference from Si (22 Å3) to SiO2 (45 Å3) transition. It was later argued to be ~12.5 Å3 
due to the volume difference between Si and SiO instead [83]. Stress dependency was 
used in Section 5.2 to explain the thick-oxide growth of nanostructures, especially the 





Section 2.1 assessed theories and models necessary to describe solar cell operation. 
It briefly reviewed typical solar cell characterisation methods. The fundamental 
equations – the Poisson, carrier transport, and carrier continuity equations were then 
introduced. Concerning these equations, state-of-the-art models utilized in Sentaurus 
TCAD and PC-1D were examined to reveal their relationships with carrier 
concentration, transport and conservation. Three fundamental carrier recombination 
mechanisms – Auger, radiative, and SRH recombination, were inspected in detail. 
Particularly equations related to surface recombination were visited.  
Section 2.2 introduced theories and models that describe thermal diffusion of 
emitters and surface fields in solar cells. Atomic mechanisms of thermal diffusion were 
visited. The governing equations for thermal diffusion, Fick’s law of diffusion was 
derived based on the concentration gradient. Other effects like electric field, hydrostatic 
pressure and point defect density were also reviewed as they modify Fick’s law of 
diffusion. 
Section 2.3 visited theories and models, which are crucial to describe thermal 
oxidation of textured surfaces. It is pointed out that the original Deal-Grove model is 
not suitable to describe thermal oxidation in 2D or 3D due to the assumption of one 
oxidant flow and the ignorance of the oxide deformation process. To explain the 
discrepancy in the thin-oxide regime, various mechanisms, especially the parallel 
oxidation and the interfacial emission models, were examined. Different mechanical 
properties of oxides were scrutinized and an elasto-plastic property was proved to 
accurately model stress and oxide deformation under stress effect. Finally stress effect 




Chapter 3 Surface passivation analysis by numerical 
modelling of lifetime samples 
As a result of the continuous need for cost reduction, industrial mono-crystalline 
silicon wafer solar cells are moving toward thinner substrates and higher efficiencies. 
Since surface recombination is typically the dominant loss mechanism in these solar 
cells, increasingly better surface passivation is required. Excellent surface passivation 
can be achieved by both chemical passivation and field-effect passivation. The quality 
of surface passivation is typically evaluated on lifetime samples (test structures). These 
lifetime samples consist of either an undiffused or symmetrically diffused substrate 
which is symmetrically passivated by a single layer or a stack of passivating materials. 
Schematic sketches of both type of lifetime samples are shown in Figure 3.1.  
 
Figure 3.1: Schematic representation of symmetrically passivated (a) undiffused 
lifetime samples; (b) diffused lifetime samples. 
The topic of Chapter 3 is the analysis of surface passivation of both undiffused and 
diffused lifetime samples. Auger recombination plays a significant role at high injection 
levels in undiffused samples and even at low injection levels in heavily diffused 
samples. In Section 3.1, the impact of different Auger models on the extraction of 
surface recombination from effective lifetime curves is evaluated. Three different 
Auger parameterisations proposed by Altermatt et al. [46], Kerr and Cuevas [47] and 
Richter et al. [48] (referred to as the Altermatt, Kerr and Richter parameterisation from 
here on) were successfully implemented in Sentaurus TCAD. The effects of these three 
Auger parameterisations on surface passivation are then analysed for undiffused 
lifetime samples at high injection levels (ten times higher than the substrate doping).  
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A reduction of effective lifetime at low injection levels (ten times lower than the 
substrate doping) was often reported on undiffused lifetime samples symmetrically 
passivated by either SiNx or Al2O3. There are different possible explanations for this 
effect such as surface recombination at the edge of samples (referred to as edge 
recombination from here on), poor uniformity of surface passivation (referred to as 
passivation non-uniformity from here on), damaged regions beneath silicon surfaces 
(referred to as surface damage from here on), asymmetric bulk carrier lifetimes 
(referred to as asymmetric bulk lifetimes from here on) and etc.  
Section 3.2 begins with an investigation of two of these possible mechanisms, surface 
damage and asymmetric bulk lifetimes, both were used to reproduce the measured 
lifetime data. Modelling results predict a distinctly different injection dependent 
effective lifetime for the two suggested mechanisms if the polarity of the effective 
surface charge is inverted. This prediction was tested experimentally by inverting the 
polarity of the effective surface charge using corona charges. The results of this 
investigation indicate that surface damage is the most likely cause of the observed 
effective lifetime reduction at low injection levels. Yet, edge recombination might also 
play a role due to a small size of the investigated samples. A follow-up investigation 
was carried out, where both n-type and p-type substrates were used to fabricated 
lifetime samples. Samples passivated by either SiNx or Al2O3 show clear injection 
dependence at low injection levels. Comparing to the SiNx/Si interface, the Al2O3/Si 
interface contains comparable interface traps and fixed charges of different polarity. 
Assuming substrates from the same batch have similar bulk properties, asymmetric 
bulk lifetimes can then be ruled out by applying the conclusion from polarity inversion 
simulation.  Using surface damage alone, the measurement results were successfully 
reproduced in simulation. Since the substrate dimension was 125 mm × 125 mm, 
simulation confirms that edge recombination is not the root cause. According to 
photoluminescence images, passivation non-uniformity may also play a role. 
Surface passivation is often analysed on planar diffused samples instead of textured 
wafers. However, actual solar cell devices are typically textured for trapping light. In 
Section 3.3, surface passivation is compared for boron diffused planar and textured 
surfaces. Experimentally determined doping profiles on planar wafers were used to 
calibrate two-dimensional process simulations. Process simulations were subsequently 
used to calculate boron emitter doping profiles for textured wafers. Comparing to 
planar surfaces, the enhanced surface recombination on textured surfaces leads to a 
higher emitter saturation current density. 
Field-effect passivation typically refers to field-effect surface passivation. However, 
field-effect can also suppress Auger recombination. This behaviour is investigated 
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numerically on phosphorus diffused planar wafers in Section 3.4. By disabling surface 
recombination, simulated emitter saturation current densities are shown to decrease 
slightly as the peak doping of a Gaussian profile exceeds 3×1020 cm-3. To clearly 
illustrate that Auger recombination can be suppressed by the field-effect, a uniform 
emitter was used in simulation. Auger recombination is shown to be significantly 
reduced as the peak doping exceeds 3×1020 cm-3. This effect is beneficial to surface 
passivation of metal contacts and the performance of a solar cell. It is therefore 





3.1 Impact of Auger parameterisations on surface passivation 
analysis  
 Auger recombination is becoming more prominent for high-efficiency solar cells as 
a consequence of improved surface passivation. For standard industrial screen-printed 
aluminium back surface field (Al-BSF) silicon wafer solar cells, surface recombination 
at the front and the rear is typically the dominant recombination mechanism as will be 
discussed in detail in Section 4.2. However, for high efficiency silicon wafer solar cells, 
like local back surface field solar cells [LBSF, also referred to as PERC (passivated 
emitter rear contact)] or all-back-contact [ABC, also referred to as IBC (interdigitated 
back contact)] solar cells, improved surface passivation schemes are used. These 
improved schemes suppress surface recombination significantly. On one hand, a lower 
surface recombination can be achieved by reducing the metallized area fraction. On the 
other hand, advanced surface passivation (like field-effect passivation) can be applied 
on non-metallized surfaces. Dielectric thin films such as SiNx [84] and Al2O3 [85, 86] 
provide excellent surface passivation mainly due to strong field-effect passivation in 
combination with chemical passivation. Both strategies are employed in advanced 
industrial silicon wafer solar cell architectures like LBSF and ABC solar cells. 
Auger theory and models were introduced in Subsection 2.1.5.2. With the current 
rapid technological progress for silicon wafer solar cells, two-dimensional effects like 
carrier lateral transport can no longer be ignored, especially for advanced solar cell 
structures such as LBSF or ABC solar cells. The need for accurate calculation of lateral 
carrier transport demands software packages like Sentaurus TCAD [16]. The Altermatt 
parameterisation was already implemented in Sentaurus TCAD by modifying the 
Auger parameters, and is widely used in the photovoltaic community. The Kerr 
parameterisation is, however, as yet only implemented in one-dimensional simulators 
such as EDNA [87] and AFORS-HET [88]. There are even fewer implementations for 
the Richter parameterisation.  
In this section, it is demonstrated that arbitrary Auger parameterisations may be 
implemented into Sentaurus TCAD via a physical model interface (PMI). The 
procedure for the implementation is described in Subsection 3.1.1. As examples, three 
Auger parameterisations (the Altermatt, Kerr and Richter parameterisations) are 
implemented. To verify the implementation of each Auger parameterisation, the 
software is used to calculate the injection level dependent Auger lifetimes for various 
doping densities and injection levels for undiffused lifetime samples and compare the 
simulated Auger lifetimes to known analytical results. Next, the three Auger 
49 
 
implementations are used to fit measured effective lifetime (τeff) curves of both n-type 
and p-type float-zone (FZ) silicon lifetime samples at Auger-dominant injection levels. 
Finally, the difference between the three Auger parameterisations for various doping 
densities and injection levels is compared and discussed with regard to the performance 
of solar cells. 
3.1.1 Implementation and verification of arbitrary Auger 
parameterisations 
In Sentaurus TCAD, users may implement certain models via the PMI. Following 
the requirements of the PMI, users may write new C++ functions and let the software 
load these functions to compute any new models at run-time. Once these functions are 
loaded at run-time, the software will calculate semiconductor drift-diffusion equations 
self-consistently at each mesh point and each injection level.  
Auger recombination can be computed from the following parameters available in 
the PMI: the lattice temperature T, electron density n, hole density p, effective intrinsic 
carrier density ni,eff and absolute value of the electric field E. In this way, the Altermatt 
parameterisation can be implemented in a straightforward manner. However, this is not 
the case for the Kerr and Richter parameterisations. In Equation (2.43), n0, p0 and Δn 
are not directly available and they have to be computed. Yet, it is quite tricky to find n0 
and p0 in the PMI. In our approach, n0 and p0 were determined based on the acceptor 
and donor densities at each coordinate assuming complete ionisation. The acceptor and 
donor densities at each mesh point can be obtained by invoking PMI functions. Δn may 
be determined by subtracting the thermal-equilibrium minority carrier density from the 
minority carrier density at each mesh point in each iteration. The same procedure can 
also be applied to other parameterisations such as the Richter parameterisation.  
To verify the implementation, Auger lifetimes for each Auger parameterisation were 
calculated for undiffused samples using various bulk doping densities and injection 
levels. Subsequently the simulation results were compared with the full analytical 
solutions. In order to obtain analytical solutions, doping was assumed to be uniform 
(which is true for undiffused lifetime samples) and surfaces were assumed to be planar. 
To illustrate this comparison, the Auger lifetime curves calculated with Sentaurus 
TCAD are plotted against those calculated analytically from Equation (2.43) for a wide 
range of doping concentrations and injection levels. As can be seen in Figure 3.2, the 
Auger lifetime curves from numerical simulations coincide with those from analytical 
solutions for the entire range of injection level for p-type substrates. The same is 
observed for n-type substrates (not shown). As expected, the relative differences 
between numerical and analytical solutions are quite small (within 0.001%) at high 
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injection levels and even smaller (within 0.00001%) at low injection levels. For the 
Altermatt and Richter parameterisations, their implementations were also verified and 
the agreements are very good as well (not shown). 
 
Figure 3.2: Injection level dependent Auger lifetime values calculated using Sentaurus 
TCAD coincide with analytical values obtained from the Kerr model for various doping 
concentrations and injection levels on a planar, undiffused p-type substrate.  
3.1.2 Fitting of measured effective lifetimes with different Auger 
parameterisations 
After verification of the implementations, the three Auger parameterisations were 
used to fit effective lifetime τeff curves of undiffused lifetime samples. The samples 
were fabricated on polished FZ p-type and n-type undiffused substrates (4” in diameter, 
~280 µm thick with a <100> surface orientation). The resistivity for p-type was ~2.0 
Ωcm and that for n-type ~2.5 Ωcm. The substrates were symmetrically passivated by a 
30 nm Al2O3 thin film prepared by thermal atomic layer deposition (ALD, Sunale R-
200, Picosun, Finland). The passivation was activated by a standard industrial firing 
(Ultraflex, Despatch, USA) with a peak firing temperature of ~800 °C (set temperature). 
The τeff curves were measured using a Sinton WCT-120 lifetime tester [89] under the 
transient mode. Capacitance-voltage (C-V) measurements (electrochemical 
workstation, Zahner Zennium) were conducted on a metal-insulator-semiconductor 
(MIS) structure. The fixed charge density was determined to be around -3.3×1012 cm-2. 
Experimental details of the sample preparation are published elsewhere [13]. The 



























quasi-steady-state photo-conductance (QSSPC) technique was adopted in the 
simulations to obtain injection level Δn dependent τeff values [89]. The injection levels 
were varied by ramping up the homogenous photo-generation of electron-hole pairs, 
assuming a long wavelength.  
The τeff curves are the results of all considered recombination mechanisms – Auger, 
radiative, SRH recombination [17, 18] and surface recombination. In simulation, the 
radiative lifetime curves were calculated by assuming radiative recombination 
coefficient as 4.73×10-15 cm3/s [38]. Using the Richter parameterisation, the simulated 
τeff curve has a good agreement with the measured curve of the p-type FZ sample as 
shown in Figure 3.3. For physical insight, the lifetime curves due to each recombination 
mechanism are extracted from simulation and are also plotted in Figure 3.3. Auger 
recombination becomes more significant as the injection level increases. The τeff curve 
is dominated by both Auger and surface recombination at high injection levels. 
Radiative and SRH recombination are generally insignificant at these injection levels. 
The bulk lifetime is fitted to be 10 ms and the electron surface recombination velocity 
Sn0 ~1×104 cm/s.  
For the n-type FZ sample in Figure 3.4, the simulated τeff curve demonstrates a good 
agreement with the measured curve of the n-type FZ sample using the Richter 
parameterisation. The bulk lifetime is fitted to be 15 ms and Sn0 ~1×103 cm/s. The 
sample could achieve a higher τeff value at an injection level of 1×1015 cm-3 for the used 
exceptional surface passivation, provided that a substrate of better quality is used. 
Given the excellent surface passivation, the τeff curve is completely dominated by Auger 
recombination at high injection levels. From the breakdown analysis in Figure 3.4, it 
can be seen that the advance in surface passivation facilitates the appearance of more 
and more accurate Auger parameterisations. In the past, Auger coefficients could only 
be extracted reliably from highly doped samples due to poor surface passivation. With 
much improved surface passivation films available nowadays (e.g. Al2O3), Auger 





Figure 3.3: Breakdown analysis of each recombination mechanism of the simulated τeff 
curve that has a good agreement with the measured τeff curve using the Richter 
parameterisation. The bulk lifetime is fitted to be 10 ms and Sn0 1×104 cm/s for the 2.0 
Ωcm p-type undiffused FZ sample. 
 
Figure 3.4: Breakdown analysis of each recombination mechanism of the simulated τeff 
curve that has a good agreement with the measured τeff curve using the Richter 
parameterisation. The bulk lifetime is fitted to be 15 ms and Sn0 1×103 cm/s for the 2.5 










































The measured τeff curve of the n-type FZ sample in Figure 3.4 was also compared 
with Auger lifetime curves simulated using the other two parameterisations (shown in 
Figure 3.5). According to Equation (2.35), effective lifetime values are always smaller 
than Auger lifetime values. The Altermatt parameterisation severely overestimates 
Auger recombination at high injection levels. This is not surprising, given the fact that 
this parameterisation is limited to low injection conditions [46]. The Kerr 
parameterisation slightly overestimates Auger recombination as well. The latest 
Richter parameterisation is the most accurate for the investigated sample. 
 
Figure 3.5: Simulated Auger lifetime curves due to different Auger parameterisations 
are plotted against the measured τeff curve of the 2.5 Ωcm n-type undiffused FZ sample. 
3.1.3 Comparison of the three different Auger parameterisations 
As the three Auger parameterisations are used in the photovoltaic community, it is 
desirable to understand their differences in more detail. Furthermore, it is of interest to 
investigate the effects of the different Auger parameterisations on solar cells. These 
differences may be revealed by Auger lifetime curves for various bulk doping 
concentrations and injection levels on p-type substrates. Under one-Sun illumination, 
the bulk injection level of a solar cell is typically below 1×1014 cm-3 at the maximum 
power point (MPP). The bulk doping is typically below 1×1017 cm-3. The Auger lifetime 





















Figure 3.6: Injection level dependent Auger lifetime curves were simulated using 
Sentaurus TCAD for various bulk doping densities on p-type substrates to compare the 
differences between the Altermatt, Kerr and Richter parameterisations. 
From these results the following conclusions are drawn: 
(i) The Richter parameterisation predicts significantly higher Auger lifetimes 
than the other models for doping concentrations below 1×1017 cm-3 for low 
injection levels. Although the differences between the Richter 
parameterisation and the others are quite significant, no significant 
difference in the performance of a solar cell is expected as Auger 
recombination is typically not the dominant loss mechanism in the bulk.  
(ii) The Altermatt parameterisation predicts very high Auger recombination for 
doping concentrations below 1×1017 cm-3 at high injection levels, same as 
shown in Figure 3.5. Yet, the differences between the Altermatt 
parameterisation and the others may not have much effect on the 
performance of a solar cell unless a solar cell is under concentrated 
illumination.  
(iii) The Kerr parameterisation predicts quite different Auger lifetimes from the 
others for doping concentrations above 1×1017 cm-3 at low injection levels. 
This is e.g. relevant for the emitter region of a solar cell and Auger 
recombination in the emitter region can obviously not be ignored. Under 
one-Sun illumination, the emitter is at a low injection level. As Auger 
recombination is a quadratic function of the doping concentration, the Kerr 






























parameterisation predicts less Auger recombination for doping 
concentrations above 1×1020 cm-3. When Auger recombination is the 
dominant loss mechanism in a solar cell, the differences between the Kerr 
parameterisation and the others are expected to have noteworthy effect on 
the performance of a solar cell.  
(iv) The Richter parameterisation generally predicts lower Auger lifetime than 
the others for doping concentrations above 1×1017 cm-3 at high injection 
levels. These differences have no effects on solar cell operation.  
 
In term of the observed differences between the Auger parameterisations, only the 
differences in observation (iii) are associated with the emitter region and may have 
significant impact in analysing the performance of well passivated solar cells such as 
LBSF solar cells.   
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3.2 Investigation of reduced effective lifetime at low injection 
levels for undiffused lifetime samples – a simulation-aided 
analysis 
Many reports on τeff results on undiffused silicon lifetime samples indicate that τeff 
decreases with decreasing injection levels (Δn < 1015 cm-3) [85, 90-92]. Reduced τeff 
values at low light intensities are undesirable and a thorough understanding is required 
to resolve this issue.  
Several attempts have been made to account for this phenomenon. The degradation 
of τeff was initially solely attributed to enhanced surface recombination at low injection 
levels. To support this interpretation, Elmiger et al. [93] had to assume a difference of 
six orders of magnitude between the electron and hole capture cross section at the 
SiNx/Si interface in order to reproduce the experimental results. However, such a huge 
difference does not find experimental support [91]. Schmidt and Aberle argued that, 
compared to measurements in the dark, it was necessary to reduce the fixed charge 
density within SiNx during illumination by one order of magnitude to ~ 1011 cm-2, in 
order to reproduce the experimental results [91]. However, the fixed charge density in 
SiNx during illumination was found to be same as that in the dark [94]. Researchers 
have suggested that the degradation of τeff is caused by other physical effects, such as 
enhanced recombination losses in the space charge region (SCR)  [90]. A qualitative 
analysis of this effect was done, for example, for SiNx passivated FZ p-type 
substrates [94]. In this analytical analysis, an emitter-like recombination within the 
SCR was added in addition to surface recombination [94]. More recently, it was 
proposed that a damaged surface region containing the SCR could explain the lifetime 
reduction at low injection levels [95]. A quantitative analysis was carried out and most 
τeff measurements were successfully explained and reproduced for SiNx passivation [96].  
In this section, state-of-the-art simulation models [97] are applied to study surface 
passivation results taken from literature for n-type and p-type FZ lifetime samples 
symmetrically passivated by atomic layer deposited (ALD) Al2O3 thin films [98]. Two 
of the possible physical mechanisms proposed in the literature are investigated:  i) a 
surface damage layer and ii) asymmetric bulk lifetimes of electrons and holes [95, 99]. 
This section starts with an introduction to the experimental details regarding the 
lifetime samples used in this study. Subsequently, simulation results are presented and 
discussed. Next, the experiment inspired by the simulation was performed and the 
results are presented whereby the polarity of the effective surface charge of a 
passivation film is changed from negative to positive. The combination of the 
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simulation and experimental results shows that surface damage is the most likely 
explanation for the decreasing τeff at low injection levels. However, the edge effect may 
also play a role due to the small dimension of lifetime samples. 
3.2.1 Experimental details  
The used n-type FZ lifetime sample had a thickness of 275 µm and a background 
doping concentration of 2.5×1015 cm-3 (1.9 Ωcm) [98]. The FZ p-type lifetime sample 
had a thickness of 300 µm and a background doping concentration of 7.2×1015 cm-3 
(2.0 Ωcm) [98].  
For Al2O3 films on Si, there are various reports of the interface trap and fixed charge 
density as summarized by Hoex et al. [100]. The measured interface trap distribution 
is typically U-shaped [101]. This distribution can be modelled by superimposing two 
half-Gaussian functions onto a baseline (~ 1×1011 cm-2 eV-1). The peak trap density is 
assumed to be 50 times that of the midgap density at the conduction and valence band 
edges and the standard deviation of the Gaussian functions is assumed to be 0.1 eV. In 
this study, the baseline interface trap density was varied in order to obtain a good fit to 
experimental results. It was found that σp is energy-independent while σn is not at the 
Al2O3/Si interface [102]. For simplicity, σn and σp were assumed to be energy-
independent in all the simulations and fixed at 4×10-16 cm2. The fixed charge density 
of -1.3×1013 cm-2 was taken from the literature for the simulated Al2O3 passivated 
samples [98].  
3.2.2 Dependence of effective surface recombination velocity on fixed 
surface charge 
From Equation (2.48) it can be seen that the surface recombination rate US is at the 
maximum when ns/Sp0 = ps/Sn0 [103]. In all other cases the surface recombination is 
limited by either ns or ps. Thus reducing either ns or ps will reduce the surface 
recombination accordingly. In the case of silicon wafer solar cells, this can be realized 
by either depositing dielectric films such as SiNx which is positively charged or Al2O3 
which is negatively charged on the surface or by applying a doping profile beneath the 
surface.  
The fixed charge Qf presents within a dielectric film, interacts with the charge carriers 
in the substrate and induce a depletion or accumulation region close to the surface. If 
the fixed charges are sufficiently large in density and repel the majority carriers, this 
can even result in an inversion layer beneath the surface. At the surface, the electron 
and hole densities for the n-type substrate were simulated in the dark and under one-
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Sun illumination as a function of the fixed charge density. The results are shown in 
Figure 3.7. 
 
Figure 3.7: Simulated electron and hole densities at the surface of an n-type (ND 
2.5×1015 cm-3) lifetime sample versus the negative fixed charge density Qf at the surface 
in the  dark and under one-Sun illumination. Strong inversion occurs for a fixed charge 
density magnitude of more than -2×1011 cm-2. 
On one hand, if the fixed charges repel the minority carriers in the substrate, the 
surface is under accumulation. The accumulation becomes more pronounced with an 
increasing fixed charge density. As surface recombination in first order scales linearly 
with the minority carrier concentration, effective surface recombination velocity Seff 
decreases monotonically with an increasing fixed charge density. On the other hand, if 
the fixed charges repel the majority carriers in the substrate, the surface is initially 
depleted and, with an increasing fixed charge density, becomes inverted. Following 
Equation (2.48), in the n-type lifetime sample, Seff initially increases with an increasing 
density of negative fixed charges as ns/Sp0 is approaching ps/Sn0. After that, Seff decreases 
again with an increasing density of negative fixed charges. Detailed simulation results 
of this effect are plotted in Figure 3.8.  
The difference between Sn0 and Sp0 that was used in the simulations was two orders 
of magnitude. From Figure 3.7, the difference between ps and ns is also around two 
orders of magnitude if the fixed charge density is ~ -1011 cm-2. Seff is expected to 
increase at low injection levels with this fixed charge density. This behaviour is plotted 

































in Figure 3.8. Similarly, the difference between ps and ns is raised to around six orders 
of magnitude if the fixed charge density is ~ -1012 cm-2. This is the reason why Elmiger 
et al. [93] had to assume six orders of magnitude difference between Sn0 and Sp0 in order 
to obtain the correctly enhanced Seff at low injection levels. However, it is questionable 
if such a large difference between the capture cross sections is physically 
meaningful [91].  
 
Figure 3.8: Simulated Seff plotted against the injection level and the negative fixed 
charge density Qf for an n-type (ND 2.5×1015 cm-3) lifetime sample. Very low and high 
fixed charge densities both result in low Seff. Seff peaks at low injection levels for a fixed 
charge density of ~ -1011 cm-2 as the difference between σn and σp in the simulation is 
two orders of magnitude. 
3.2.3 Comparison between experimental and simulated effective lifetime 
curves 
Experimentally it was found that τeff decreases at low injection levels for p-type 
substrates symmetrically passivated by positively charged SiNx films [92, 104]. A 
similar reduction was reported for n-type FZ substrates symmetrically passivated by 
negatively charged Al2O3 layers [98]. As the magnitude of the fixed charge density in 
SiNx and Al2O3 exceeds 1012 cm-2, the corresponding Seff, assuming a sufficiently low 
interface defect density, is expected to be relatively low and constant at low injection 
levels as shown in Figure 3.8. The reduction of τeff at low injection levels, therefore, 
can’t be caused by enhanced surface recombination. From Equation (2.51) it can be 

























concluded that such reduction can only be explained by enhanced SRH recombination 
in the bulk at low injection levels. 
This enhanced SRH could be due to the presence of a damaged region near the 
surface [95, 96]. The origin of such a damaged region is still under investigation. The 
thin region beneath the surface that contains the SCR is assumed to be “damaged” to a 
depth and has significantly lower electron and hole lifetimes. If the surface is under 
accumulation, the effect of surface damage is insignificant. However, if the surface is 
under inversion, the electron density is equal to the hole density at a certain position 
within the damaged surface region. According to Equation (2.45), this condition 
corresponds to a maximum in bulk SRH recombination within the damaged surface 
region which reduces τeff at low injection levels if the electron lifetime is also equal to 
the hole lifetime. If the electron lifetime is not equal to the hole lifetime, the maximum 
recombination happens at the position where p/n approaches τp0/τn0.  Such a behaviour 
is illustrated in Figure 3.9 for injection levels of 1012 and 1014 cm-3. The SCR is ~ 
150 nm deep. If the wafer does not have any surface damage, no significant SRH 
recombination near the surface can be seen. If the wafer is assumed to have a 300 nm 
thick damaged surface region, significant SRH recombination can be seen in this region. 
SRH recombination rate in the bulk scales linearly with the injection level. However, 
SRH recombination rate in the damaged surface region decreases much slower with the 
decreasing injection levels. 
When fitting the experimental τeff(Δn) curves, the lifetime in the undamaged region 
was assumed to be relatively high. The electron bulk lifetime in the undamaged region 
is not necessary equal to the hole lifetime. Yet, it is found that a difference between the 
electron lifetime and the hole lifetime in the undamaged region had no significant effect 
on the results of the simulations. At the edge of the damaged surface region the lifetime 
was assumed to be equal to the bulk lifetime and the lifetime decreases exponentially 
to the silicon surface, similar as was assumed by Steigrube et al. [96]. In this study, it 
was found that the exact shape of the lifetime profile in the damaged surface region 
was not very important. It was also found that satisfactory fits could be obtained even 
with an abrupt change from the undamaged bulk region to the damaged surface region. 
The best agreement between the simulation and experimental results was obtained by 
varying only four parameters – the interface trap density Dit, depth of the damaged 
surface region (d), electron lifetime (τn0,it) and hole lifetime (τp0,it) at the interface in the 
surface damage region. The simulation results are plotted together with the 
experimentally measured effective lifetime results in Figure 3.10 for both p-type and 
n-type substrates symmetrically passivated by negatively charged Al2O3 [98]. Under 
61 
 
the assumption of surface damage the simulated curves agree well with the 
experimental results. 
 
Figure 3.9: Simulated position dependent SRH recombination rate USRH of an n-type 
(ND 2.5×1015 cm-3) substrate symmetrically passivated by negatively charged Al2O3 
layers under injection levels of 1012 and 1014 cm-3.  
 
Figure 3.10: Measured and simulated injection level dependent effective lifetime of p-
type (NA 7.2×1015 cm-3) and n-type (ND 2.5×1015 cm-3) FZ substrates symmetrically 
passivated by a negatively charged Al2O3 layer.  
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On the other hand, another explanation of enhanced SRH recombination at low 
injection levels could be strong asymmetric capture cross-sections for electrons and 
holes in the bulk. From Equation (2.45), a simplified injection level dependence of SRH 
in an n-type lifetime sample can be  formulated [105]:  
߬ௌோு ൌ ߬௣଴ ൅ ߬௡଴ Δ݊Δ݊ ൅ ஽ܰ 
(3.1) 
where ND is the bulk donor concentration. From Equation (3.1), a low bulk hole lifetime 
may dominate τeff at low injection levels. At medium and high injection levels, this 
effect disappears if the majority carrier lifetime is high enough. The difference between 
the electron and the hole lifetimes may vary over five orders of magnitude due to their 
different capture cross sections for various defects [99, 106]. With the assumption of 
asymmetric bulk lifetimes, on one hand, the majority lifetime can be chosen to be high 
so that the maximum τeff is only dependent on the quality of surface passivation. On the 
other hand, the minority carrier lifetime can be set low so that τeff is reduced at low 
injection levels.  
In the curve fitting, the best agreement between simulation and experiment was 
obtained also by varying three parameters – the interface trap density Dit, electron 
lifetime τn0 and hole lifetime τp0 in the bulk. Results are shown in Figure 3.11. The 
fitting parameters used in Figure 3.10 and Figure 3.11 are summarized in Table 3.1. The 
density of fixed charges and interface traps are assumed to be identical for both 
explanations.  
For surface damage, the bulk lifetime is set to a value that is higher than the measured 
effective lifetime. This choice is justified as the substrates are FZ wafers. The depth of 
the damaged surface region was found to be ~ 700 nm, which is in reasonable agreement 
with the results found by Steingrube et al. [96]. Surface damage is found to be the major 
effect while τn0,it and τn0,it cannot be determined without a prior assumption of their 
interdependency. Reasonable agreements with the experimental lifetime curves can be 
obtained by all three possible relationships, τn0,it = τp0,it, τn0,it > τp0,it or τn0,it < τp0,it. Only 
one of these three sets of lifetime parameters is listed in Table 3.1, where the majority 
carrier lifetime is assumed to be higher than the minority carrier lifetime. For 
asymmetric bulk lifetimes, however, reasonable agreements with the experimental 
lifetime curves can only be obtained by choosing the majority carrier lifetime higher 
than the minority carrier lifetime in the bulk. Such a difference may be related to the 




Figure 3.11: Measured effective lifetime results of both p-type (7.2×1015 cm-3) and n-
type (2.5×1015 cm-3) FZ substrates symmetrically passivated by a negatively charged 
Al2O3 layer can be reproduced to a reasonable level of agreement also by modelling 
under the assumption of asymmetric bulk lifetimes for electrons and holes. 
Table 3.1: Fitting parameters for Figure 3.10 and Figure 3.11 





τn0 , τp0 
ms 
τn0,it , τp0,it 
µs 
n-Si -1.3×1013 6.0×1011 50 , 50 1.0 , 0.3 
1.3×1013 6.0×1011 
p-Si -1.3×1013 6.0×1011 50 , 50 0.7 , 2.0 
1.3×1013 6.0×1011 
Asymmetric bulk lifetimes 








n-Si -1.3×1013 6.0×1011 20 0.8 
1.3×1013 6.0×1011 
p-Si -1.3×1013 6.0×1011 3 12 
1.3×1013 6.0×1011 
 
3.2.4 Surface damage vs. asymmetric bulk lifetimes 
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As both explanations result in an adequate reproduction of this specific experimental 
data set, the two explanations need to be examined in more detail. The physical origin 
of the surface damage is still not clear. It could be caused during wafer preparation or 
deposition of surface passivation layers. This will be investigated further in future work. 
The physical origin of potentially asymmetric bulk lifetimes of electrons and holes, on 
the other hand, is clear. It is related to the difference of capture cross sections for 
electrons and holes of the various defects in the substrates. Due to the limitation of 
QSSPC, τeff at injection levels lower than 1013 cm-3 is not reliable.  
Surface damage will affect the effective lifetime at low injection levels only if the 
surface is under inversion. Thus τeff(Δn) is sensitive to the polarity of the effective 
surface charge (the net sum of fixed charge and corona charge) under low injection 
conditions. The simulated response of τeff(Δn) to the polarity of the effective surface 
fixed charges for the n-type lifetime sample, is illustrated in Figure 3.12a. A significant 
reduction of τeff for the inverted surface is found. The reduction disappears for the 
accumulated surface. A similar behaviour can be seen for the p-type lifetime sample 
under opposite polarities of the effective surface charge (not shown). 
Assuming asymmetric bulk lifetimes, τeff is only modulated by the minority carrier 
lifetime at low injection levels and is not significantly affected by the polarity of the 
effective surface charge. The simulated response of τeff(Δn) to the polarity of the 
effective surface fixed charges is shown in Figure 3.12b for the n-type lifetime sample. 
The effective carrier lifetime curves are similar whether the surface is inverted or 





Figure 3.12: Simulated injection level dependent lifetime curve for the n-type substrate 
passivated by a negative and positive charged dielectric assuming (a) a defective 
surface region and (b) asymmetric bulk lifetimes (τn0 > τp0). As can be seen the lifetime 
curves are distinctly different. 
3.2.5 Polarity inversion experiment  
Corona charging is generally regarded to be noninvasive [107]. Therefore this 
technique can be used to change the polarity of the effective surface charge and to 
distinguish between the two alternative explanations for the lifetime reduction at low 
injection levels. 300 µm thick n-type (1.0 Ωcm) and p-type (1.5 Ωcm) FZ silicon wafers 
were used in this experiment. 15 nm thick Al2O3 films, containing intrinsic negative fixed 
charge, were deposited on both sides of the substrate by plasma-assisted atomic layer 
deposition (PA-ALD, FlexAL, Oxford Instruments). τeff(Δn) was measured before and 
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recombination can also contribute to the strong injection level dependence of τeff at low 
injection levels. The samples had a dimension of 2.5×2.5 cm2. At this size, edge 
recombination also plays a role for the measured effective lifetimes.  
The experimental results obtained on the n-type lifetime sample are shown in Figure 
3.13. Before changing the polarity, the surface is inverted. It is obvious that τeff(Δn) shows 
τeff is strongly reduced at low injection levels. This phenomenon was also reported 
previously [98]. After changing the polarity, the surface is accumulated. It is observed 
that τeff(Δn) is notably downshifted, which strongly suggests that the deposition of corona 
charges is actually invasive in this case. Corona charging generates additional interface 
traps. Jin et al. [109] pointed out that such interface deterioration is unavoidable even at 
low electric fields. Such interface damage in corona charging makes the interpretation of 
the results more difficult as the poorer interface passivation reduces the difference seen 
in Figure 3.13a. The data was reproduced using both surface damage and asymmetric 
bulk lifetimes assumptions. It can be seen in Figure 3.13 that curve fitting favours the 
assumption of a damage region close to the surface. The results are, however, not 
ultimately conclusive. A more conclusive result could be obtained from measurements 
at even lower injection levels. Accurate measurements by photoluminescence at these 
very low injection levels will be the objective of future work. 
The experimental results obtained on the p-type lifetime sample are shown in Figure 
3.14. Before changing the polarity, the surface is accumulated. After changing the 
polarity, the surface is inverted. With the interface damage due to corona charges, it is 
also not straightforward to distinguish which explanation accounts for the dominant 
mechanism. Through simulations with both explanations, it can be seen in Figure 3.14 
that surface damage agrees better with experimental curves than asymmetric bulk 
lifetimes. If the origin of the surface damage is not related to the wafer type, it suggests 
that surface damage also exists in n-type substrates. The interpretation of Figure 3.13 
also gives a weak support for surface damage. Thus, it can be concluded that the most 




Figure 3.13: Measured injection level dependent lifetime curves (symbols) for the n-
type silicon (1.0 Ωcm) wafer symmetrically passivated by Al2O3 before and after 
changing the polarity of the effective surface charge. (a) Good agreement after 
inversion using surface damage (lines). (b) Small disagreement after inversion using 
asymmetric bulk lifetimes (lines). 
For the n-type lifetime sample, the hole lifetime may be equal to or higher than the 
electron lifetime as no reduction at low injection levels is observed if the surface is 
accumulated. For p-type lifetime sample, surface damage predicts flat τeff at low injection 
levels if the surface is accumulated. However, a slight reduction of τeff at low injection 
levels is observed, which is possibly related to asymmetric bulk lifetimes or a laterally 
non-uniform surface passivation as Hoex et al. pointed out [98]. The fitting parameters 

































n0 = 50 ms
p0 = 50 ms
d = 700 nm
n0,it = 2.0 s
p0,it = 0.3 s
Asymmetric lifetimes:
n0 = 20 ms






















charges were taken from Kelvin Probe measurements. The interface trap density before 
charge deposition is in good agreement with results reported in literature [101]. For 
surface damage, it is also found that surface damage is the major effect while τn0,it and 
τn0,it cannot be determined without a prior assumption of their interdependency. We 
only put one of these three sets of lifetime parameters in Table 3.2, where the majority 
carrier lifetime is assumed to be higher than the minority carrier lifetime.  
 
Figure 3.14: Measured injection level dependent lifetime curves (symbols) for a p-type 
silicon (1.5 Ωcm) wafer symmetrically passivated by Al2O3 before and after changing 
the polarity of the effective surface charge. (a) Good agreement after inversion using 
surface damage (lines); (b) Disagreement after inversion using asymmetric bulk 































n0 = 50 ms
p0 = 50 ms
d = 700 nm
n0,it = 0.7 s
p0,it = 2.0 s
Asymmetric lifetimes:
n0 = 3 ms






















Table 3.2: Fitting parameters for Figure 3.13 and Figure 3.14 





τn0 , τp0 
ms 
τn0,it , τp0,it 
µs 
n-Si -4.0×1012 1.0×1011 50 , 50 2.0 , 0.3 
4.0×1012 4.9×1011 
p-Si -4.0×1012 1.0×1011 50 , 50 0.7 , 2.0 
4.0×1012 4.2×1011 
Asymmetric bulk lifetimes 








n-Si -4.0×1012 1.0×1011 20 1 
4.0×1012 4.9×1011 
p-Si -4.0×1012 1.0×1011 3 30 
4.0×1012 4.2×1011 
 
3.2.6 A redesigned polarity inversion experiment  
Three issues were discussed in the previous polarity inversion experiment:  
(i) Small sample size. The used samples in the previous polarity inversion 
experiment had a dimension of 2.5×2.5 cm2. As the sample size is very small, 
the unpassivated edge reduces the effective lifetime values at low injection 
levels.  
(ii) Unreliable τeff measurement at low injection levels. The difference in the τeff 
curves before and after the polarity inversion is more significant at lower 
injection levels. However, QSSPC technique cannot reliably measure τeff at 
injection levels below 1×1013 cm-3. 
(iii) Interface deterioration. Corona charge deposition is found to deteriorate the 
Al2O3/Si interface. It is hard to observe the distinctive behaviour before and 
after the polarity inversion. 
The first issue can be resolved by using silicon substrates of a bigger size. The second 
issue can be resolved by employing the quasi-steady-state photoluminescence (QSSPL) 
technique. This technique can reliably measure the effective lifetime for excess carrier 
densities down to 1×1010 cm-3. In addition, it does not suffer from the depletion region 
modulation (DRM) effect [110] and trapping effect [111] as QSSPC does. The third 
issue may be resolved by depositing SiNx and AlOx prepared by plasma-enhanced 
chemical vapour deposition (PECVD) method separately on the same type of substrates. 
PECVD SiNx contains a high density of positive charge while PECVD AlOx contains 
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almost the same density of negative charge. PECVD SiNx also provides a similar 
chemical passivation as PECVD AlOx does. Therefore PECVD SiNx and AlOx can be 
used to realize the polarity inversion for both p-type and n-type substrates. 
In this section, four lifetime samples were fabricated on 5” p-type and n-type 
substrates. Either PECVD SiNx or PECVD AlOx was deposited on these substrates. 
Subsequently, simulation considering the edge recombination is carried out to 
reproduce the measured τeff curves. With photoluminescence images and simulation, it 
is concluded that surface damage is the dominant mechanism of the significant τeff 
reduction at low injection levels. 
3.2.7 Experimental details and simulation setup 
Experimental details are described elsewhere [112] and repeated here. Two p-type 
mono-crystalline wafers prepared by the Czochralski growth method were taken from 
the same batch. These two wafers were 6” pseudo-square initially and were later laser 
cut into 5” square samples. The (100)-oriented wafers had a thickness of ~ 170 µm and 
a boron background concentration of ~ 3.4×1015 cm-3. Another two n-type Cz wafers 
were also taken from the same batch. The (100)-oriented wafers had a thickness of ~ 
140 µm, a size of 5” pseudo-square and a phosphorus background concentration of ~ 
1.0×1015 cm-3.  
Prior to the PECVD process, these four wafers were cleaned using the RCA (Radio 
Corporation of America) clean with a final HF dip followed by water rinsing and drying 
to ensure an H-terminated surface. Using an industrial inline microwave-powered 
remote PECVD reactor (SiNA-XS, Roth & Rau, Germany), one p-type and one n-type 
wafers were coated on both sides with 60 nm PECVD SiNx. The other two wafers were 
deposited on both sides with 35 nm PECVD AlOx. Afterwards, the passivation for both 
films was activated by a standard industrial firing (Ultraflex, Despatch, USA) for a few 
seconds at a set peak firing temperature of ~800 °C.  
The effective minority carrier lifetime τeff curves were measured using a Sinton 
WCT-120 lifetime tester [89]. The instrument was modified to include a 
photoluminescence sensor in addition to the standard Eddy current sensor. Both 
QSSPC and QSSPL measurements were carried out on these four samples. Afterwards, 
photoluminescence was measured for all four samples. In addition, contactless corona-
voltage measurements (PV-2000, Semilab SDI Inc., USA) were carried out to extract 
Qf in the dielectric films. The characterisation results are summarized in Table 3.3. 
The QSSPC technique was adopted in the simulations to obtain injection level Δn 
dependent τeff values [89]. The injection levels were varied by ramping up the 
homogenous photo-generation of electron-hole pairs, assuming a long wavelength. To 
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take care of the surface recombination at the edge, the simulation domain is half the 
size of the samples. The sensing area is ~ 2 cm in radius. The schematic sketch of the 
cross-sectional structure is shown in Figure 3.15, the same as the setup in Ref. [108]. 
The surface recombination velocity at the edge was assumed to be maximal 
(1×107 cm/s). 





Passivation film Qf  
[cm-2] 
5” p-type Cz 168 3.35×1015  35 nm AlOx -4.4×1012  
166 3.40×1015  60 nm SiNx 4.0×1012  
5” n-type Cz 143 9.80×1014  35 nm AlOx -5.3×1012  
137 1.10×1015  60 nm SiNx 4.0×1012  
 
 
Figure 3.15: Schematic sketch of the cross-sectional structure simulated in Sentaurus 
TCAD. The virtual boundary represents the interface at the centre of the sample. 
3.2.8 Results and discussion 
The τeff curves measured on the four lifetime samples are shown in Figure 3.16. Both 
QSSPC and QSSPL results are shown for comparison. For injection levels above 
1.0×1015 cm-3, QSSPL results agree very well with QSSPC results. At injection levels 
below 1.0×1013 cm-3, QSSPC results are strongly affected by the DRM effect. QSSPL 
results are slightly affected by measurement artefacts at injection levels below 
1.0×1013 cm-3 for n-type substrates and at injection levels below 1.0×1012 cm-3 for p-type 
substrates. This kind of artefacts may be related to the reduced signal-to-noise ratio at 
low injection levels. As the τeff values at low injection levels are of interest, QSSPL results 




Figure 3.16: τeff curves measured by both QSSPC and QSSPL techniques on both p-type 
and n-type substrates symmetrically passivated by either PECVD AlOx or PECVD SiNx. 
QSSPC and QSSPL results agree very well and QSSPL results are less affected by 
measurement artefacts at low injection levels. 
Since the samples are sufficiently large, surface recombination at the edge should not 
play a significant role in the τeff reduction at low injection levels. Nevertheless, a 
quantitative analysis assists in understanding the impact of maximum surface 
recombination at the edge. As shown in Figure 3.17, the τeff curves were fitted using 
only the edge effect for n-type substrates. The fitting for the sample symmetrically 
passivated by AlOx (under inversion) is very poor. The surface recombination at the edge 
only becomes significant for injection levels below 1.0×1012 cm-3. In addition, the fitted 
bulk lifetimes for the SiNx passivated sample are around ten time higher than those for 









































two wafers were taken from the same batch. The fitting for the p-type substrate 
symmetrically passivated by SiNx (under inversion) is also poor using only the edge effect 
(not shown). Hence the edge effect can be ruled out from the analysis. 
 
Figure 3.17: τeff curves fitted using maximum surface recombination at the edge for n-
type substrates, plotted against measured QSSPL results. The poor agreement between 
measurement and simulation for the AlOx passivated sample (under inversion) indicates 
that surface recombination at the edge is not the dominant factor for the τeff reduction 
at low injection levels. 
Table 3.4: Fitting parameters used in Figure 3.17. 
Substrates Passivation  Surface Sn0 / Sp0
[cm/s] 
Edge Sn0 / Sp0 
[cm/s] 
Bulk τno , τp0 
[s] 
5” n-type Cz 35 nm AlOx 6.0×104 1.0×107 3.5×10-3 
60 nm SiNx 3.0×104 1.0×107 3.0×10-4 
 
For n-type substrates, no significantly reduced τeff at low injection levels can be 
observed on the sample symmetrically passivated by PECVD SiNx as shown in Figure 
3.16. In this case the surface is under accumulation due to positive fixed charges in 
PECVD SiNx. However, a significant τeff reduction at low injection levels can be 
observed on the sample symmetrically passivated by PECVD AlOx. As PECVD AlOx 
contains almost the same density of fixed charge as PECVD SiNx, the surface is under 
strong inversion. Applying the conclusion from simulations with inverted polarity in 























Figure 3.12, the distinctive behaviour between the τeff curves in polarity inversion 
indicates that surface damage, instead of asymmetric bulk lifetimes, is the dominant 
mechanism of the significant τeff reduction at low injection levels. For p-type substrates, 
no significantly reduced τeff at low injection levels can be observed on the sample 
symmetrically passivated by PECVD AlOx. Significant τeff reduction at low injection 
levels can be observed on the sample symmetrically passivated by PECVD SiNx. The 
distinctive behaviour between the τeff curves also supports surface damage, instead of 
asymmetric bulk lifetimes, as the dominant mechanism. 
Assuming surface damage, τeff curves were simulated and results are shown in Figure 
3.18. The bulk lifetimes for p-type and n-type substrates were aligned in simulation 
considering they were from the same batch. The electron lifetime is assumed to be ten 
times lower than the hole lifetime in p-type substrates [113]. The electron lifetime is 
assumed to be the same as the hole lifetime in n-type substrates. From simulation, the 
electron and hole lifetimes in the damaged region seem to be related to the substrate type. 
The surface recombination velocity at the edge is still assumed to be 1×107 cm/s, but 
the edge recombination is rather unimportant with surface damage in the simulation 
(not shown). Detailed simulation parameters are summarized in Table 3.5. The 
agreement between measurement and simulated results is pretty good for both p-type and 
n-type samples. The measured τeff curve of the n-type sample passivated by AlOx shows 
a upwards trend at injection levels below 1.0×1012 cm-3, which is probably related to 
reduced signal-to-noise ratio and the bandwidth of the used pre-amplifier unit. 
The calibrated lifetime images from photoluminescence measurement of all four 
samples are shown in Figure 3.19. Qualitatively speaking, the uniformity of the n-type 
substrate passivated by AlOx is not good. However, the uniformity of the remaining 
three samples is acceptable. In terms of n-type substrates, the non-uniformity 
passivation maybe plays a role in the reduced τeff of the n-type substrate passivated by 
AlOx at low injection levels. Investigation of this issue will be carried out in future 
work. In terms of p-type substrates, the non-uniformity of surface passivation is less 
likely to be the dominant mechanism of the significant τeff reduction at low injection 
levels. After investigating four possible mechanisms, surface damage is identified to 




Figure 3.18: τeff curves fitted using surface damage for both n-type and p-type substrates, 
plotted against measured QSSPL results. The good agreement between measurement 
and simulation indicates that surface damage is the dominant mechanism for the τeff 
reduction at low injection levels. 
Table 3.5: The fitting parameters used in Figure 3.18. 
Depth of surface damage (SD) = 700 nm 
Substrates Passivation  Surface Sn0 / Sp0 
[cm/s] 
Bulk τno , τp0 
[s] 
SD τno , τp0 
[s] 
n-type Cz 35 nm AlOx 6.0×104 5.0×10-3 1.0×10-8, 2.0×10-6 
60 nm SiNx 3.0×104 5.0×10-4 1.0×10-8, 2.0×10-6 
p-type Cz 35 nm AlOx 6.0×104 1.4×10-4, 1.4×10-3 1.0×10-5, 5.0×10-8 











































Figure 3.19: Calibrated lifetime images (unit: µs) from photoluminescence 
measurement of both p-type and n-type 5” substrates symmetrically passivated by either 




3.3 A quantitative analysis of surface passivation of boron 
emitters  
Emitters are widely used for carrier separation in silicon wafer solar cells. Diffusion 
processes like phosphorus diffusion may deteriorate the interface quality as the surface 
doping increases [114]. Evaluation of the surface passivation quality at heavily diffused 
mono-crystalline silicon surfaces is not trivial, particularly when the surfaces are 
textured.  
The majority of today’s mono-crystalline silicon wafer solar cells are fabricated from 
p-type silicon material. Several advantages, such as higher lifetime and better impurity 
tolerance, are reported for n-type substrates, which could potentially lead to higher 
efficiency solar cells at a lower cost [115]. However, one of the main challenges of n-
type substrate based solar cells is the effective passivation of boron emitters by an 
industrially feasible process. Dielectric films such as thermal SiO2 and SiNx are well 
suited for phosphorus emitters but provide a less effective passivation for boron 
emitters. This difference in passivation effectiveness is at least partly attributed to an 
intrinsic positive fixed charge density in these dielectric films on the silicon 
surfaces [116].  
In recent years excellent passivation of boron emitters was achieved by using 
negatively-charged Al2O3 thin films grown by atomic layer deposition (ALD) [117]. A 
thin layer of ALD Al2O3 capped by PECVD SiNx was found to provide better thermal 
stability during firing than a layer of uncapped ALD Al2O3 [118]. Recently, Duttagupta 
et al. have demonstrated excellent passivation of boron emitters (with a sheet resistance 
in the range of 30 to 175 Ω/sq) coated with a PECVD AlOx/SiNx stack [119]. These 
stacks were deposited in an industrial PECVD reactor and subsequently annealed in a 
standard industrial fast firing furnace. The demonstrated process is, therefore, suitable 
for mass production. 
In this section, emitter saturation current densities J0e values computed indirectly 
using the Kane & Swanson’s method [52], are firstly compared to the real J0e values 
according to the exact definition [51] of J0e using Sentaurus TCAD. Afterwards, 
symmetrical p+/n/p+ structures passivated on both sides by the PECVD AlOx/SiNx stack 
are modelled for both textured and planar surfaces. The experimentally determined J0e 
values [119] are reproduced using the Kane & Swanson’s method. In order to extract 
more information about surface recombination at the heavily diffused surfaces, 
experimentally determined J0e are analysed by simulation. A high density of negative 
fixed charge in the PECVD AlOx/SiNx stack is found to have a significant impact on 
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surface recombination at the surface. The J0e difference between the textured and planar 
wafers deviates from the expected geometrical factor due to surface recombination. 
3.3.1 Simulation procedure 
The values of J0e may differ depending on which extraction method is used to obtain 
them. Experimentally, J0e can only be extracted indirectly by the Kane and Swanson’s 
slope method [52] according to Equation (2.53). The uncertainty of this method has 
been investigated in Ref. [120, 121]. In simulation, J0e can certainly be computed using 
the Kane & Swanson’s slope method [52]. In addition, J0e can be directly extracted 
from the normalized electron recombination current at the edge of the space charge 
region for planar surfaces according to the general definition in Equation (2.52) [51]. 
To test the accuracy of the Kane & Swanson’s method under different circumstances, 
a comparison between these two methods is made for planar surfaces. The following 
two-step procedure is used to extract the J0e values using the Kane & Swanson’s method 
for both textured and planar surfaces in this section:  
(i) By ramping up the illumination intensity of a long-wavelength light source 
(1150 nm), τeff (Δn) curves are simulated, which in principle is the same as 
the quasi-steady-state photoconductance (QSSPC) technique [89].  
(ii) The J0e value is determined from the best linear fit of the inverse Auger-
corrected τeff vs. Δn curve in the range of 1×1016 cm-3 ± 30% (ten times above 
the substrate doping). 
In addition to surface recombination, J0e is affected by Auger recombination as well, 
which is related to the actual doping profile in the investigated structure. This profile 
can be easily measured for planar samples compared to textured samples. Doping 
profiles on textured samples in this work are obtained using process simulation. 
Experimental boron emitter doping profiles on planar samples were used to calibrate 
the two-dimensional process simulation, followed by a simulation of the doping 
profiles of textured samples using calibrated model parameters with the same process 
sequences as the planar ones.  
The computation of J0e is also affected by the device simulation models, especially 
the Auger parameterisation [120]. We have implemented the Auger parameterisation 
proposed by Kerr and Cuevas [47] in the simulator to get an accurate estimation of 
Auger recombination for different injection levels.  
In the following simulations, the silicon substrate was taken as 150 µm thick with a 
phosphorus background concentration of 5.68×1014 cm-3. The SRH lifetime in the 
substrate was assumed to be 3 ms. The parameters used in simulation are summarized 
in Table 3.6. 
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Table 3.6: The simulation parameters. 
Parameters [unit] Value Parameters [unit] Value 
n-type substrate 
doping [cm-3] 
5.68×1014 Fixed charge density Qf 






SRH lifetimes  





3.3.2 Assessment of the Kane & Swanson’s method 
J0e values were computed using the Kane & Swanson’s method [52] from p+/n/p+ 
and n+/p/n+ planar wafers, using a Gaussian doping profile with a peak position at the 
surface and a constant junction depth of 1.0 µm. In simulation, surface recombination 
and fixed charges were assumed to be absent, to ensure that only Auger recombination 
contributes to J0e even at a low surface doping level. To test the accuracy of this indirect 
method, the real J0e values were also extracted according to its definition [51]. The 
simulated relative J0e deviation from the real J0e values was within 7% for n+ emitters 
and only 2% for p+ emitters with the surface doping varying from 5×1018 to 1×1021 cm-
3, as shown in Figure 3.20. J0e values extracted via the general definition were slightly 
larger than those from Kane and Swanson’s method for highly doped n+ emitters, which 
may be attributed to the shift of the depletion region. J0e values extracted from slightly 
lower injection levels (i.e. 5×1015 cm-3) show a difference of less than 1%. The J0e 
values computed from the Kane & Swanson’s method [52] are thus comparable to the 
real J0e values. J0e values of both planar and textured samples were thus computed from 




Figure 3.20: Simulated relative J0e difference between two extraction methods, the 
general definition [51] and the Kane & Swanson’s method [52], for p+/n/p+ and n+/p/n+ 
planar samples. 
3.3.3 Analysis of J0e between planar and textured surfaces 
From secondary ion mass spectrometry (SIMS) or electrochemical capacitance-
voltage (ECV) measurements, the p+ emitter doping profiles in experimentally 
fabricated planar silicon samples were determined. These experimental profiles were 
used to calibrate the process simulation. High temperature steps (> 800 °C) including 
temperature ramp-down steps were modelled with one-dimensional process simulation. 
The thickness of the boron silicate glass, doping level of the boron silicate glass, the 
Arrhenius pre-factor and the activation energy of the boron segregation coefficient at 
the silicon/oxide interface were tuned to fit the experimental p+ emitter doping profiles. 
After calibration, a two-dimensional process simulation was carried out to get the p+ 
emitter doping profiles on textured (111) surfaces using the same thermal steps as for 
planar (100) surface. The detailed calibration and simulation results can be found in 
Section 5.1.  
With the p+ emitter doping profiles on both textured and planar surfaces, J0e values 
were computed under different surface conditions. For p+ emitters, negative fixed 
charges can only affect the carrier concentrations in a narrow surface region and thus 
they are expected to have an insignificant impact on the Auger recombination losses in 





























contribute to J0e by assuming the electron surface recombination velocity Sn0 to be 0 
cm/s in simulation. From device simulation in Figure 3.21, it can be seen that no 
appreciable difference can be observed in the J0e value determined for samples with or 
without a fixed surface charge density Qf. 
 However, negative fixed charges have a significant impact on surface recombination 
when Sn0 is non-zero as they strongly attract holes and repel electrons at the surface for 
p+ emitters. Assuming a decent chemical passivation where Sn0 is 1×103 cm/s, the 
simulation results are also shown in Figure 3.21. Among the four investigated 
experimental profiles of p+ emitters, the charge impact on the J0e is significant, 
especially for the 175 Ω/sq emitter. It is not quite surprising to see around 90% 
reduction of J0e, as this emitter has the lowest surface boron concentration and is 
expected to be most sensitive to fixed surface charges. 
 
Figure 3.21: Simulated J0e values as a function of the emitter sheet resistance for various 
values of Sn0 and Qf. 
J0e is determined by both Auger and surface recombination and has not been analysed 
in such a depth, especially on textured samples. In this work, the following approach 
was taken to obtain their values for all investigated boron emitters: J0e due to Auger 
recombination J0e,Auger for each emitter is determined from simulation by assuming no 
surface recombination. J0e due to surface recombination J0e,Surface is extracted by 
attributing it to the difference in the experimental J0e and J0e,Auger. Mathematically this 
approach can be written as: 
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ܬ଴௘,஺௨௚௘௥ ൌ ܬ଴௘,ௌ௜௠ሺܵ௡଴ ൌ 0ሻ 
ܬ଴௘,ௌ௨௥௙௔௖௘ ൌ ܬ଴௘,ா௫௣ െ ܬ଴௘,஺௨௚௘௥  (3.2) 
With J0e,Surface extracted for each emitter, the relative J0e contribution due to surface 
recombination can be computed and the results are shown in Figure 3.22. For all four 
emitters, surface recombination is observed to take a higher percentage in the 
experimental J0e for textured wafers than for planar wafers. A higher surface 
recombination may be related to geometrically larger surface area on the textured wafers. 
The surface area of textured wafers is 1.73 times larger than that of planar wafers. 
Assuming the same surface recombination velocity on both textured and planar surfaces, 
the J0e,Surface difference between textured and planar surfaces is expected to be 1.73.  
 
Figure 3.22: Relative J0e contribution due to surface recombination for both textured 
and planar surfaces. More surface recombination is observed on textured wafers. 
For convenience of discussion, the textured to planar (T2P) ratio is defined as 
J0e,textured/J0e,planar. Comparing textured and planar surfaces, the T2P ratios of J0e,Exp for the 
investigated emitters from literature vary from 1.5 to 2 [119]. The T2P ratios of J0e,Auger 
for the investigated emitters were found to be quite similar, between 1.4 and 1.5. The T2P 
ratios of J0e,Surface were found to be generally larger than 1.73 (the bottom angle of a 
pyramid is 54.74°, which leads to an area ratio of 1/cos(54.74°), 1.73) and even as high 
as 9 for the 30 Ω/sq as shown in Figure 3.23. It can be confirmed that the T2P ratios of 
J0e,Surface for each emitter cause the fluctuation of the T2P ratios of J0e,Exp [122]. The high 























T2P ratios of J0e,Surface may be attributed to higher surface recombination velocity on 
textured surfaces.  
 
Figure 3.23: The T2P ratios of J0e,Exp, J0e,Auger and J0e,Surface.  The T2P ratios of J0e,Exp vary 
from 1.5 to 2, which results from the T2P ratios of J0e,Surface. 
3.3.4 Surface passivation analysis for planar and textured surfaces 
To investigate the difference between textured and planar surfaces, surface 
recombination velocities were extracted and compared. By matching experimental and 
simulated J0e values, Sn0 can be determined for each emitter surface. With the choice of 
different fixed charge densities, the extracted Sn0 from planar wafers, however, varies 
significantly as shown in Figure 3.24.  
According to Equation (2.48), the effect of the minority charge carrier (in this case 
electron) capture cross-section σn and interface trap density Dit are lumped together into 
the electron surface recombination velocity Sn0, whereby a lower Sn0 indicates a better 
interface quality. Therefore Sn0 itself is not affected by fixed charges Qf. However, the 
extraction of Sn0 is indeed affected by Qf. It is thus crucial to accurately determine the 
density of Qf. The density of Qf in the AlOx/SiNx stack was experimentally determined 
to be about –(3 ~ 4)×1012 cm-2 by contactless C-V measurements on undiffused lifetime 
samples [123], which is consistent with results reported in literature for such 
stacks [124]. The corresponding Sn0 was determined to be ~1×104 cm/s for all 
investigated emitters with a sheet resistance in the range of 30 to 175 Ω/sq.  




















Figure 3.24: Sn0 values, which reproduce experimental J0e values, as a function of the 
sheet resistance of the p+ emitters, for various values of Qf. 
Using electron capture cross-section σn [102] and energy dependent interface trap 
density Dit(E) [101] at the Al2O3/Si interface, Sn0 can be computed according to 
Equation (2.49) and was determined to be ~1×104 cm/s for undiffused surfaces [125]. 
This result indicates that the p+ Si/AlOx interface in this study is as good as that on 
lightly doped silicon, possibly due to relatively low surface doping (< 1×1018 cm-3). 
Unlike phosphorus emitters, Sn0 is found to be independent of surface doping for the 
investigated p+ emitters. Some researchers reported a much lower Sn0 (~1×102 cm/s) 
for p+ emitters passivated by PECVD AlOx [126]. However, those reports have not 
considered the substantial impact of Qf. Actually similar values can also be obtained 
for the investigated emitters if Qf is not considered as shown in Figure 3.24. Hence, the 
extraction of Sn0 in those reports is not rigorous and the reported Sn0 values contain 
field-effect due to Qf. 
Similarly the Sn0 values of the p+ emitters on textured samples can also be extracted 
from simulation. As the density of Qf was measured to be between –3×1012 cm-2 and –
4×1012 cm-2, the Sn0 values of the p+ emitters on both planar and textured wafers are 
shown in Figure 3.25. According to the crystalline orientation, the (111) surfaces on 
the textured wafers have a higher density of interface traps than the (100) surfaces on 
the planar wafers. However, the extracted Sn0 values of planar and textured wafers 
























overlap, which makes it hard to see a distinctive difference between planar and textured 
surfaces. 
 
Figure 3.25: Extracted Sn0 values of the p+ emitters on planar and textured surfaces for 
the measured density of Qf. 
  

















3.4 A simulation study of surface passivation of phosphorus 
emitters 
Heavily phosphorus diffused surfaces suffer from high surface recombination as the 
surface doping increases [114]. Meanwhile, Auger recombination also scales with the 
phosphorus doping. Therefore reducing the sheet resistance of a phosphorus emitter 
typically leads to a high emitter saturation current density J0e. Conventional industrial 
solar cells with a phosphorus emitter of low sheet resistance typically suffer from a 
poor blue response. To improve the blue response of conventional silicon wafer solar 
cells, selective emitter designs have been developed to avoid heavy phosphorus 
diffusing for non-metal covered surfaces.  
In addition to chemical passivation, field-effect surface passivation is widely used 
nowadays in solar cells. For example, phosphorus emitters are often passivated by 
PECVD SiNx. This material is known to contain a high density of positive charges. 
This field-effect repels minority carriers away from the silicon surface, which reduces 
surface recombination. In addition to depositing charge containing films, field-effect 
surface passivation can also be realized by dopant diffusion. In theory, both intrinsic 
and extrinsic recombination mechanisms can be suppressed by reducing minority 
carriers using field-effect. Hence phosphorus diffusion may be carefully engineered to 
fabricate a phosphorus emitter which suppresses both surface and Auger recombination 
using the field-effect built by the phosphorus doping itself. 
In this section, Sentaurus TCAD is used to study field-effect passivation using 
arbitrary phosphorus doping profiles. Firstly, the emitter saturation current density J0e 
is extracted from various phosphorus emitters with a Gaussian doping profile. To better 
reveal that field-effect actually suppresses Auger recombination, J0e is extracted from 
various phosphorus emitters with a uniform doping profile. Detailed analysis is carried 
out to prove that Auger recombination is indeed suppressed by field-effect in simulation 
(this phenomenon is referred to as field-effect Auger passivation from here on). As 
field-effect Auger passivation can be particularly useful for surface passivation of metal 
contacts, the feasibility of an experiment is discussed. Epitaxial growth is suggested as 
the process to prepare phosphorus emitters for verification. 
3.4.1 Simulation setup 
In simulation, typical n+/p/n+ lifetime samples are investigated. Lifetime samples 
were on 160 µm p-type Cz substrates with a <100> crystalline orientation. The 
substrate doping was set to 1.0×1015 cm-3 and the electron lifetime in the substrate was 
computed to be 6.6 ms according to the substitutional boron density [113]. Various 
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phosphorus emitters were fabricated on both sides of the substrates to form the n+/p/n+ 
lifetime structure.  
Similar to the Sinton lifetime tester, the light source was set to be the AM1.5G 
spectrum filtered by a 700 nm longpass optical filter. τeff (Δn) curves were simulated by 
ramping up the intensity of the light source. The J0e values were extracted using the 
Kane & Swanson’s method [52], the same procedure used in Subsection 3.3 was 
adopted. The Auger parameterisation proposed by Richter et al. [48] was used for 
calculating J0e values. State-of-the-art models highlighted by Altermatt [97] were used 
in simulation. 
3.4.2 Suppression of surface and Auger recombination using field-effect 
The doping profiles of phosphorus emitters fabricated by a diffusion furnace may be 
approximated by a Gaussian distribution. To investigate field-effect surface and Auger 
passivation, the phosphorus emitters used in simulation had a Gaussian distribution 
with a peak position at the surface and a constant junction depth of 1.0 µm. As the peak 
doping increases from 1×1019 cm-3 to 1×1021 cm-3, the simulated J0e values were 
extracted and are shown in Figure 3.26 for three different surface recombination 
velocities.  
 
Figure 3.26: Simulated J0e values for phosphorus emitters assuming three different 
surface recombination velocities. The emitters have a Gaussian distribution with a peak 
position at the surface and a constant junction depth of 1.0 µm. A slight reduction of 
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For the highest surface recombination velocity (1×107 cm/s), the J0e values decrease 
almost monotonically with the peak phosphorus doping. This can be explained by field-
effect surface recombination. Without surface recombination, the J0e values initially 
increase with the peak phosphorus doping and then decrease after the peak doping 
surpasses 3×1020 cm-3. The J0e increment is related to an enhanced Auger recombination 
due to a heavier doping and the associated band gap narrowing. As there is no surface 
recombination, the J0e decrement has to be associated with suppressed Auger 
recombination despite a heavier doping concentration. This behaviour contradicts 
conventional expectations as Auger recombination typically increases with doping. The 
reduction of Auger recombination at a heavier doping concentration has to be explained 
by field-effect passivation associated with the phosphorus doping. As the phosphorus 
concentration increases, more and more minority carriers in the emitter are repelled 
away due to field-effect. This mechanism reduces Auger recombination as it limits the 
supply of available minority carriers. If field-effect is strong enough, it reduces Auger 
recombination even at a heavier doping. With a decent surface recombination velocity 
of 1×104 cm/s, the J0e curve behaves as a combination of the previous two extreme 
scenarios. 
As the phosphorus concentration is position dependent in the emitters, position 
dependent Auger recombination could be related to position dependent phosphorus 
concentration. It is not straightforward to understand field-effect Auger passivation. To 
fulfil this purpose, uniform phosphorus emitters were used in further simulations. As 
the phosphorus concentration is independent of position within a uniform emitter, 
Auger recombination rate UAuger is conventionally expected to be almost constant 
throughout the emitter region. If Auger recombination rate at some positions are found 
to be significantly lower than other positions, it proves the existence of field-effect 
Auger passivation in a straightforward way. The uniform emitters used in simulation 
have a junction depth of 1.0 µm. The doping profiles were uniform from the surface to 
a depth of 0.95 µm and subsequently had a Gaussian decay to a depth of 1.0 µm. For 
very abrupt junctions, band-to-band tunnelling can be quite strong. However, it is not 
investigated in this study. The simulated J0e values of these emitters are shown in Figure 
3.27 for three different surface recombination velocities. If the peak doping is below 
3×1020 cm-3, the J0e curves behave similarly to those in Figure 3.26. However, the J0e 
value reduces almost one order of magnitude from the peak doping of 3×1020 cm-3 to 
1×1021 cm-3. Very significant reduction of Auger recombination is observed 




Figure 3.27: Simulated J0e values for phosphorus emitters assuming three different 
surface recombination velocities. The emitters are uniform from the surface to a depth 
of 0.95 µm and subsequently take a Gaussian decay to a depth of 1.0 µm. A significant 
reduction of J0e for the surface doping above 3×1020 cm-3 can be observed. 
To further illustrate field-effect Auger passivation, the position dependent Auger 
recombination rates of three phosphorus emitters were extracted under one-Sun 
illumination. Surface recombination was disabled in simulation for simplicity. Three 
emitters with the peak doping concentrations, 1×1020, 3×1020 and 1×1021 cm-3, were 
selected and the extracted Auger recombination rates are shown in Figure 3.28. The 
UAuger value was the highest at the depth of 0.95 µm for the emitter with a peak doping 
of 1×1021 cm-3. However, UAuger decreases more than two orders of magnitude towards 
the surface despite the phosphorus concentration being constant. This behaviour 
demonstrates the field-effect Auger passivation effect in a straightforward manner. 
Similar behaviour can also be observed for the emitter with a peak doping of 5×1020 
cm-3. The UAuger value of the emitter with a peak doping of 1×1020 cm-3 also decreases 
towards the surface, however it is much higher than UAuger of the other two emitters. 
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Figure 3.28: Simulated position dependent Auger recombination rates of three 
phosphorus emitters under one-Sun illumination assuming three peak doping 
concentrations, 1×1020 cm-3, 5×1020 cm-3 and 1×1021 cm-3.  
As field-effect Auger passivation requires a very heavy doping concentration, this 
effect can be applicable to effective passivation of metal contacts. For uniform doping 
profiles, a steep transition from the peak to the substrate doping is desirable to enhance 
field-effect Auger passivation. Uniform emitters with a constant junction of 1.0 µm and 
various decay lengths were simulated to illustrate the effect. A maximum surface 
recombination velocity of 107 cm/s was assumed in the simulation, which corresponds 
to a metal contact. As shown in Figure 3.29, the reduction of the J0e is more significant 
for a decay length of 20 nm than for a decay length of 50 nm.  
No experimental proof has been found for field-effect Auger passivation in literature. 
From Figure 3.26, it can be concluded that an appreciable J0e reduction requires a steep 
doping profile and a very high electrically active concentration (>5×1020 cm-3) for a 
phosphorus emitter. The steep profile requirement may be achieved by thermal 
diffusion and laser doping.  However, obtaining a high electrically active concentration 
is not a trivial task.  





























Figure 3.29: Simulated J0e values for phosphorus emitters assuming uniform doping 
profiles with a constant junction depth of 1.0 µm and various Gaussian decay lengths 
from the peak to the substrate doping. Metal/silicon interfaces were presumed. 
Phosphorus emitters are typically fabricated by thermal diffusion. Phosphorus 
concentration profiles from thermal diffusion feature a kink and an extended tail when 
measured with either SIMS or ECV. The surface doping may easily exceed the 
phosphorus solid solubility limit [127] due to segregation effect at the phosphosilicate 
glass/Si interface. Even for phosphorus concentration below the solid solubility, not all 
dopants are electrically active, even if they are at substitution positions, due to 
clustering effect [127]. The SiP precipitation was found to be a potential reason for 
electrically inactive phosphorus in silicon [128]. Hence it is very hard to achieve 
electrically active phosphorus concentration exceeding a certain active concentration 
with thermal diffusion. Using vapour phase epitaxy, an electrically active phosphorus 
concentration exceeding 1×1021 cm-3 was reported [129]. With such a high 
concentration it would be possible to experimentally verify the field-effect Auger 

























Surface passivation was analysed on both undiffused and diffused lifetime samples 
with simulation in this chapter. In Section 3.1, we have shown how arbitrary Auger 
parameterisations can be implemented in Sentaurus TCAD. To verify the accuracy of 
our approach, we showed simulated injection-level dependent Auger lifetimes with 
analytical solution results for the Kerr parameterisation [47]. We found that the 
differences are negligible (<0.001%). After this verification, we used the three different 
Auger parameterisations for fitting measured effective lifetime curves of both n-type 
and p-type float-zone silicon lifetime samples. We found that the parameterisation 
proposed by Altermatt et al. severely overestimates Auger recombination at high 
injection levels. We further compared the difference between the three Auger 
parameterisations in detail. We predicted that the choice of the Auger parameterisations 
could lead to noteworthy differences in simulating solar cell behaviour under one-Sun 
illumination when Auger recombination is the dominant loss mechanism. 
In Section 3.2, the injection level dependent effective lifetime of symmetrically 
Al2O3 passivated silicon wafers was modelled and compared to experimental data. We 
demonstrated that experimental data can be reproduced theoretically by two different 
approaches, surface damage and asymmetric bulk lifetimes. With both approaches, 
good agreements were achieved between simulation and previously reported 
measurement results for silicon substrates symmetrically passivated by Al2O3. By 
modelling it was shown that the two approaches yield a completely different injection 
level dependent effective carrier lifetime if the polarity of the effective surface charge 
is inverted. The interface deterioration associated with corona charging was observed 
in changing the polarity of the effective surface charge of the lifetime samples. From 
matching the experimental curves with the two suggested approaches, strong 
indications were found that the most likely cause for the decreasing effective carrier 
lifetime at low injection levels is surface damage for both n-type and p-type substrates.  
In the redesigned polarity inversion experiment, three issues – small sample size, 
interface deterioration, and unreliable τeff measurement at low injection levels, were 
addressed. Four lifetime samples were fabricated on 5” p-type and n-type substrates. 
Either PECVD SiNx or PECVD AlOx were deposited on these substrates. The measured 
τeff curves indicate that surface damage is the dominant mechanism of the significant τeff 
reduction at low injection levels. With surface damage, the measured τeff curves can be 
well reproduced. However, surface recombination at the edge cannot reproduce the 
measured τeff curves, which rules out the edge effect. From calibrated lifetime images 
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from photoluminescence measurements, it seems that surface passivation non-
uniformity may not be the dominant mechanism. 
In Section 3.3, using modelling with Sentaurus TCAD, the widely used J0e extraction 
methods (Kane and Swanson’s slope method) was found to give comparable results 
according to the J0e definition. p+ emitters passivated by a PECVD AlOx/SiNx stack on 
pyramid-textured and planar silicon surfaces were modelled to reproduce the measured 
J0e. Boron doping profiles on planar surfaces were used to calibrate the process 
simulation in order to obtain doping profiles on textured surfaces. A high fixed charge 
density in the AlOx/SiNx stack was found to have little impact on the total Auger 
recombination in the emitter, but significant impact on the surface recombination. J0e 
was reduced by up to 90% due to suppressed surface recombination with negative fixed 
charges. Experimental and simulated J0e values from textured and planar wafers were 
compared and it is confirmed that the difference can be attributed to surface 
recombination. Sn0 was determined to be ~1×104 cm/s for all p+ emitters on planar 
surfaces, which is as good as that on lightly diffused substrates. The very low Sn0 values 
(~1×102 cm/s) reported by Saint Cast et al. were obtained without considering the 
impact of the negative fixed charge in the dielectric film [126]. 
In Section 3.4, Sentaurus TCAD was used to study field-effect surface and Auger 
passivation using arbitrary phosphorus doping profiles. The emitter saturation current 
density J0e can be observed to have slight reduction for various phosphorus emitters 
with a Gaussian doping profile. To better reveal field-effect Auger passivation, J0e was 
extracted from various phosphorus emitters with a uniform doping profile. J0e can be 
observed to have significant reduction for heavily diffused phosphorus emitters. 
Detailed analysis was carried out to prove the existence of field-effect Auger 
passivation in simulation. For experimental verification, epitaxial growth was 





Chapter 4 Numerical analysis of optical and carrier 
recombination losses in industrial screen-printed solar 
cells 
Mono-crystalline silicon wafer solar cells with screen-printed metal contacts were 
first developed in the 1970s [130]. As such, they are the best established and most 
mature solar cell fabrication technology. Moreover, screen-printed solar cells currently 
dominate the market for terrestrial photovoltaic modules. The key advantage of screen-
printed metal contacts is the relative simplicity of the process and low cost. The simple 
process sequence makes screen-printing technology ideal for mono-crystalline silicon 
substrates and even poorer-quality substrates, such as multi-crystalline silicon wafers 
which are getting increasingly thinner. 
The topic of Chapter 4 is numerical analysis of optical and carrier recombination 
losses in screen-printed aluminium full area back surface field (Al-BSF) solar cells and 
screen-printed aluminium local back surface field (Al-LBSF) solar cells. With three-
dimensional (3D) optical simulation and two-dimensional (2D) electrical simulation in 
this chapter, accurate loss analysis helps prioritize research efforts to the bottleneck 
issues.  
Section 4.1 begins by an introduction to simulation approaches and models used in 
the optical simulation. The accuracy of optical simulation is verified by reproducing 
measured reflectance curves for different cases. With measured complex refractive 
indices of plasma-enhanced chemical vapour deposition (PECVD) SiNx, antireflection 
properties of SiNx films are then optimized considering both optical and surface 
recombination losses. In order to reveal optical losses from 300 nm to 1200 nm in Al-
BSF and Al-LBSF solar cells, 3D optical simulations are carried out to reproduce the 
measured reflectance curves. From the comparison of optical losses between Al-BSF 
and Al-LBSF solar cells, free carrier absorption (FCA) and diffuse reflection at the rear 
side are investigated and discussed. 
Carrier recombination losses in Al-BSF and Al-LBSF solar cells are analysed in 
detail in Section 4.2. In order to balance between simulation accuracy and time, 
simplification and symmetry are considered so that 2D electrical simulation of a unit 
cell assuming planar surfaces is sufficient to reproduce the performance characteristics 
of textured silicon wafer solar cells. As one-dimensional (1D) carrier generation profile 
is required for the simplified structures, two approaches for converting carrier 
generation profiles from 3D to 1D are compared and the difference is inspected. In 
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addition to state-of-the-art models in Chapter 2, accurate modelling requires specific 
models related to boron-oxygen defects in p-type substrates and aluminium-oxygen 
defects in Al doped region. By reproducing the measured EQE curve of one typical Al-
BSF solar cell fabricated in SERIS, carrier recombination losses are analysed for 
incident photons of a wavelength from 300 nm to 1200 nm and for internal voltages 
(external voltage before reaching series resistance and parallel resistance) around the 
maximum power point. Losses due to each recombination mechanism are sorted in a 
descending order and discussed. Similar carrier recombination losses are also analysed 
for one typical screen-printed Al-LBSF solar cell fabricated in SERIS. Finally, possible 




4.1 Optical losses in industrial screen-printed solar cells 
Optical losses may be caused by reflection, parasitic absorption (PA) and etc. The 
power conversion efficiency of silicon wafer solar cells can be significantly reduced by 
high optical losses. To suppress optical losses, various light trapping techniques are 
developed to improve photon absorption in a solar cell. For cost reduction, however, 
the substrates are becoming increasingly thinner. This trend makes light trapping 
properties of a solar cell more and more critical.  
Light trapping techniques, like surface texturing, ARC and rear reflector, are widely 
employed in fabrication of industrial screen-printed mono-crystalline wafer solar cells. 
Surface texturing changes the propagation direction of light. Furthermore, surface 
texturing reduces the reflectance by increasing the chances of multiple reflections 
between texturing structures and enhances photon absorptance by increasing optical 
thickness (the product of physical thickness and refractive index). Surface texturing is 
typically accomplished by alkaline-etch to fabricate upright pyramids on mono-
crystalline silicon surfaces. An ARC suppresses reflectance through interference in one 
or multiple thin-film layers. Nowadays, PECVD SiNx is the de facto standard ARC as 
it is quite uniform with an easily tuneable refractive index and provides both surface 
and bulk passivation [131-133]. Photons with a wavelength above 1000 nm require 
much longer optical thickness to be absorbed than the typical substrate thickness. A 
rear reflector helps reflect those photons from the rear side back to the front side and 
thereby increases the optical thickness. In Al-BSF solar cells, an Al back contact serves 
for this purpose despite a poor rear reflectivity. In Al-LBSF solar cells, dielectric films 
between silicon and Al back contact significantly enhance the rear reflectivity, which 
helps improve light absorptance of long wavelengths.  
PECVD SiNx with a high refractive index typically provides better surface 
passivation yet suffers from a significant PA at wavelengths below 500 nm [134, 135]. 
Hence, optimisation of SiNx is required to balance antireflection properties and surface 
passivation. In this section, optical simulation is firstly introduced, where simulation 
methods and models are described. 2D optical simulation is then carried out to 
investigate antireflection and PA properties of PECVD SiNx with a refractive index 
ranging from 1.90 to 2.70 on both planar and textured surfaces. Optimized SiNx films 
are found with consideration of their surface passivation quality. Finally, reflectance 
curves of typical Al-BSF and Al-LBSF solar cells are reproduced in 3D optical 
simulation. Optical losses due to PA and other mechanisms are examined for photons 
with a wavelength from 300 nm to 1200 nm. The difference of the optical losses 
between Al-BSF and Al-LBSF solar cells is discussed. 
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4.1.1 Optical simulation setup 
The unit cells for optical simulation of Al-BSF and Al-LBSF solar cells can be very 
small, containing only a single pyramid. The unit cells can be further reduced to one 
eighth of a pyramid considering symmetry. For such small structures, even 3D optical 
simulation does not require a lot of computational resources. In the optical simulations 
of this section, ray tracing [136] and the transfer matrix method [137] were used to 
compute light trapping properties of both test structures and silicon wafer solar cells.  
Using a recursive algorithm, ray tracing starts with a source ray and builds a binary 
tree that tracks the transmission and reflection of the ray. The reflection and 
transmission, which are governed by Snell’s law, occur at interfaces with complex 
refractive index difference. A ray is treated as a plane wave propagating in a particular 
direction with its polarisation vector perpendicular to the direction of propagation. In 
between each interface, photon absorption occurs if extinction coefficient κ of the 
material is non-zero.  
The basic principle associated with an ARC is interference of light. The transfer 
matrix method deals with interference of light and calculates the propagation of plane 
waves through layered media assuming perfectly coherent conditions [137]. 
Monochromatic plane waves with arbitrary angles of incidence and polarisation states 
are assumed to penetrate many planar and parallel layers. Each layer is presumed to be 
homogeneous, isotropic, and optically linear. In this case, the amplitudes of forward 
and backward propagating waves in each layer are calculated with the help of transfer 
matrices.  
In ray tracing and the transfer matrix method, specular reflection is expected by 
default at interfaces. An interface between dielectric films and silicon is typically 
smooth and can be treated this way. However, an interface between metal and silicon 
is usually rough, which leads to light scattering, instead of mirror reflection. The Phong 
reflection model [138] can be used to model light diffusion at rough surfaces. The 
Phong scattering model is given by:  
ܫሺߠሻ ൌ ܫ଴ cosఠ ߠ (4.1) 
where I0 is the initial light intensity, θ the scattered angle with respect to the scattering 
interface, and ω the Phong exponent. A smaller ω indicates a higher diffusivity of light. 
If ω is one, it corresponds to a special case, known as Lambert’s cosine law. 
Band-to-band carrier generation absorption (CGA) is related to complex refractive 
index of silicon as shown in Figure 4.4. In addition to CGA, photon absorption also 
occurs in silicon due to the FCA process (PA in Si). The FCA is an intrinsic PA process 
in silicon, which does not contribute to photocurrent. In the FCA process, carriers are 
excited within the conduction or valence band after photon absorption. These carriers 
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excited in the intraband process only heat up the substrate and do not move freely. The 
FCA is significant in regions like emitters and surface fields at a long wavelength λ. 
The empirical formula by Green [8] is adopted in optical simulation: 
ߢி஼஺ ൌ 2.6 ൈ 10
ିଵ଼݊ߣସ ൅ 2.7 ൈ 10ିଵ଼݌ߣଷ
4ߨ  (4.2) 
4.1.2 Optimisation of antireflection using PECVD SiNx 
Polished FZ silicon wafers were used as substrates. These (100)-oriented wafers were 
moderately doped. Alkaline texturing was carried out in KOH/isopropyl alcohol 
(IPA)/deionized (DI) water solution for 30 minutes at 80 °C to create upright random 
pyramids (up to a size of ~10 µm). SiNx films were deposited on samples in a 
commercial inline remote microwave-powered PECVD reactor (SiNA-XS, Roth & 
Rau, Germany). The complex refractive index of a SiNx film was modelled using the 
Tauc-Lorentz formalism [139] based on measurements by a spectroscopic ellipsometer 
(SE, GES5E, Sopralab, France). To evaluate antireflection properties from the front 
side, the reflectance curves from 300 to 1000 nm were measured with ultraviolet 
(UV)/visible (Vis)/near infrared (NIR) spectrophotometer (Lambda 950, PerkinElmer, 
USA). For a quick comparison, the weighted average reflectance from 300 to 1000 nm 
(WAR1000) of a nitride film was computed with respect to the AM1.5G spectrum. 
Experimental details were published in Ref. [140].  
The complex refractive index of a SiNx film is significantly affected by the NH3/SiH4 
gas ratio used during the PECVD process [140]. As the ratio increases, the complex 
refractive index decreases as SiNx approaches composition stoichiometry. For 
convenience, nitride films are typically distinguished by their refractive indices n at 
633 nm (the wavelength of the commonly used helium-neon laser). In this study, SiNx 
films with a refractive index from 1.90 to 2.70 were scrutinized for their antireflection 
property with 2D optical simulation. Before further investigation, the accuracy of 2D 
optical simulation was verified by reproducing measured reflectance curves for the 
following three scenarios:  
(i) Polished planar wafer.  
(ii) Upright pyramidal texture. 
(iii) Upright pyramidal texture coated by a 70 nm SiNx layer with a refractive 
index n of 2.00.  
As shown in Figure 4.1, good agreements between the optical simulations and 
measurements were found for all three scenarios, which suggests optical simulation 




Figure 4.1: Measured reflectance curves for three cases were reproduced by 2D optical 
simulations with good agreements. The reflectance curves from 300 to 1000 nm are 
related to antireflection properties from the front side. 
To evaluate antireflection properties of SiNx films on planar and textured surfaces, 
2D optical simulation was carried out based on measured complex refractive indices. 
As some SiNx films have extinction coefficient above zero at wavelengths below 500 
nm, it is necessary to assess PA losses in these films in addition to the reflection loss at 
the front side. Optical simulation is particularly useful for evaluating PA within these 
films as it is usually very difficult to be measured on actual solar cells.  
Similar to WAR1000, weighted average parasitic absorptance from 300 nm to 1000 
nm (WAPA1000) was computed for nitride films with a refractive index from 1.90 to 
2.70 on both planar and textured surfaces. The physical thickness of SiNx films in 
optical simulation was adjusted so that the optical thickness was ~ 150 nm. Based on 
interference of light, the minimum reflectance can then be achieved at ~ 600 nm. 
According to Figure 2.1, most photons are located from ~ 550 nm to ~ 900 nm in the 
AM1.5G spectrum. The results from 2D optical simulations are summarized in Table 
4.1. Generally the reflection and PA losses increase with the refractive index of SiNx 
films. Considering surface passivation, SiNx films with refractive indices between 2.00 
and 2.30 show excellent firing stable passivation of phosphorus emitters [140]. As a 
compromise, SiNx films with a refractive index of ~ 2.00 were chosen for producing 
silicon wafer solar cells in SERIS. 
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Table 4.1: Weighted average reflectance and parasitic absorptance values with respect 
to the AM1.5G spectrum. These values were computed based on 2D optical 
simulations from 300 to 1000 nm for SiNx films with refractive indices ranging from 
1.90 to 2.70 on both planar and textured surfaces. 
n at 633 
nm 













1.90 0 79 10.5 0.0 2.5 0.0 
1.95 1.11×10-3 77 10.4 0.0 2.6 0.0 
2.00 8.46×10-3 75 10.3 0.2 2.6 0.3 
2.03 2.67×10-2 74 10.3 0.6 2.5 0.9 
2.15 7.07×10-2 70 10.2 1.1 2.4 1.7 
2.37 3.04×10-1 64 12.5 4.1 2.8 5.7 
2.60 4.99×10-1 58 16.1 5.9 3.8 8.0 
2.70 6.20×10-1 56 17.6 7.5 4.3 10.1 
 
4.1.3 Optical losses in industrial screen-printed solar cells 
One typical screen-printed Al-BSF and one Al-LBSF solar cells fabricated in SERIS 
were characterized for loss analysis. To analyse optical losses in these cells, reflectance 
from 300 to 1200 nm was measured at active area (non-metalized area at the front side) 
with UV/Vis/NIR spectrophotometer (Lambda 950, PerkinElmer, USA). 3D optical 
simulation was carried out afterwards to reproduce the measured reflectance curves.  
For optical modelling, the cross-sectional views are sketched in Figure 4.2 for unit 
cells of Al-BSF and Al-LBSF solar cells. Both cells were fabricated on p-type Cz 
mono-crystalline wafers (6” pseudo-square, ~ 180 µm). The doping concentration of 
the substrates was ~ 1.0×1016 cm-3. The front side was coated by ~ 70 nm PECVD SiNx 
with a refractive index of 1.96. The rear side of an Al-BSF cell was textured and an Al 
doped region was formed after firing of Al back contact. The rear side of an Al-LBSF 
cell was passivated by a stack of ~ 40 nm PECVD AlOx and ~ 100 nm PECVD SiNx. 
The stack was laser ablated to form line stripes. In the subsequent screen-printing step 
at the rear side, the paste cannot penetrate through the stack to form contact at the firing 
step. Hence rear contacts become self-aligned as they can only form at the laser-ablated 
line stripes. As line contacts occupy only ~ 10% of the rear area, they are omitted in 
the unit cell of Al-LBSF cell. The structure related parameters of both cells are 




Figure 4.2: For optical modelling, the cross-sectional views are sketched for (a) the unit 
cell of Al-BSF solar cell; (b) the unit cell of Al-LBSF solar cell. 
Table 4.2: Structure related parameters of typical Al-BSF and Al-LBSF solar cells. 
Parameters  Al-BSF  Al-LBSF 
p-type substrate doping 1×1016 cm-3 
p-type substrate thickness 180 µm 
Thickness of front SiNx 75 nm 70 nm 
Refractive index of front SiNx 1.96 
Thickness of rear AlOx  40 nm 
Refractive index of rear AlOx  1.59 
Thickness of rear SiNx  100 nm 
Refractive index of rear SiNx  2.09 
 
To accurately evaluate FCA, the phosphorus emitters in both cells and the Al BSF in 
the Al-BSF cell were modelled in 3D optical simulation. Both cells were fabricated 
using the same emitter. The phosphorus doping profile in the emitter was measured on 
a planar test wafer using Electrochemical Capacitance Voltage (ECV) as shown in 
Figure 4.3a. The Al BSF doping profile was characterized on a planar test wafer by 
Secondary Ion Mass Spectrometry (SIMS) as shown in Figure 4.3b. SIMS may have 
rather imprecise depth-resolution at a depth around 5 µm, which probably caused the 





Figure 4.3: Dopant profile of (a) 75 Ω/sq phosphorus emitter and (b) Al BSF profiles. 
The phosphorus emitter was characterized by ECV and the Al BSF was measured by 
SIMS. 
To accurately evaluate CGA in silicon, the measured refractive index n and κ of 
intrinsic silicon at 300 K in Ref.  [141] are used as shown in Figure 4.4.  












































Figure 4.4: The measured optical parameters of intrinsic silicon at 300 K [141]. 
The reflectivity at the rear side Rr is typically chosen as 0.65 and the rear interface is 
also assumed to be quite rough for Al-BSF solar cells [142]. The same Rr value was 
taken in 3D optical simulation. The simulated reflectance curve (assuming Rr = 0.65, 
ω = 1) shows a good agreement with the measurement at active area as shown in Figure 
4.5. It can be observed that the PA losses in Al is very strong at wavelengths above 
1000 nm for the Al-BSF cell. In this wavelength range, a small amount of optical losses 
are related to the FCA process. The PA losses in SiNx occurs at wavelengths below 400 
nm, which can be neglected in the analysis due to its insignificancy. 











































Figure 4.5: The simulated reflectance curve (assuming Rr = 0.65, ω = 1) agrees well 
with the measured curve (WAR = 3.79%) on the Al-BSF solar cell. The parasitic 
absorption in Al is quite strong at wavelengths above 1000 nm, which leads to a poor 
carrier generation absorption in silicon. 
For Al-LBSF solar cells, the rear side is typically quite reflective due to the presence 
of dielectric films in between the substrates and Al back contact. However, using Rr as 
0.945 and ω as 800 from Ref. [142], the simulated reflectance curve does not agree 
with the measurement on the Al-LBSF solar cell for long wavelengths (not shown). 
Instead, a good agreement was obtained by assuming Rr is 0.92 and ω is 10 as shown 
in Figure 4.6. Comparing to the Al-BSF cell, the PA losses in Al is significantly reduced 
at wavelengths above 1000 nm due to a high reflectivity at the rear side. For an easy 
comparison between the Al-LBSF cell and Al-BSF cell, weighted average values were 
computed for the simulated reflectance and absorptance curves with respect to the 
AM1.5G spectrum and the results are listed in Table 4.3. As more photons at 
wavelengths above 1000 nm travel back and forth inside the Al-LBSF cell, the CGA in 
the Al-LBSF cell was substantially improved (4% improvement) compared to the Al-
BSF cell. Meanwhile, the FCA losses was also significantly increased. 
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Figure 4.6: The simulated reflectance curve (assuming Rr = 0.92, ω = 10) matches the 
measured curve (WAR = 4.30%) on the Al-LBSF solar cell. The parasitic absorption 
in Al was substantially reduced and the carrier generation absorption was significantly 
improved compared to the Al-BSF cell in Figure 4.5. 
Table 4.3: Weighted average values computed for simulated reflectance and 
absorptance of Al-BSF and Al-LBSF solar cells with respect to the AM1.5G 
spectrum. 
Weighted against AM1.5G  Al-BSF [%] Al-LBSF [%] 
Reflectance 3.61 4.34 
Carrier generation absorption 86.82 90.99 
Parasitic absorption in Al 8.95 3.14 
Free carrier absorption 0.58 1.50 
Parasitic absorption in SiNx 0.03 0.03 
 
Comparing to Ref.  [142], the results from 3D optical simulation suggest that the rear 
side of the Al-LBSF cell is very reflective but also relative rough. The rear side was 
supposed to be smooth as it was planar and not textured. A further investigation 
revealed that the root cause of the high roughness at the rear side is related to the 
substrates. Figure 4.7 shows the SEM view of the rear surface of one Cz wafer after 
saw damage etch. Due to the poor quality of the substrates, the surfaces of these Cz 
wafers were quite rough even after saw damage etch process. Although the rear side 
was not textured, the structures observed in Figure 4.7 gave rise to light scattering at 
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wavelengths above 1000 nm for the Al-LBSF solar cell. To reduce light scattering, a 
polish process may be used. 
 
Figure 4.7: The rear planar surface of one Cz wafer was observed to be quite rough 




4.2 Carrier recombination losses in industrial screen-printed 
solar cells 
Carrier recombination losses reduce the performance of Al-BSF and Al-LBSF solar 
cells. Screen-printed Al-BSF solar cells feature a full area Al rear contact. After firing, 
the Al doped p+ layer is fabricated to serve as a BSF together with contact formation. 
The rear surface recombination velocity is typically below 600 cm/s [143]. At the time 
of the experiment, screen-printed mono-crystalline Al-BSF solar cells fabricated in 
SERIS had a power conversion efficiency of ~18.5%.  
Due to heavy recombination losses associated with Al rear contact, it is desirable to 
minimize the Al rear contact area. Screen-printed Al-LBSF solar cells meet this 
requirement, where full area Al contacts are reduced to either line contacts or point 
contacts. With dielectrics in between the Al rear contact and the silicon substrate, more 
photons are reflected back to the front side, which improves photon absorption.  
In this section, simplifications required to establish 2D electrical simulations are 
introduced. Two approaches for 3D to 1D conversion of a carrier generation profile are 
discussed as 1D profile is required in the simplified electrical simulation. Accurate 
modelling of Al-BSF and Al-LBSF solar cells also requires specific models regarding 
boron-oxygen defects and the Al doped region. After that, the measured EQE curves of 
both Al-BSF and Al-LBSF solar cells are reproduced by 2D electrical simulation. As 
simulation results match experimental results, carrier recombination losses in Al-BSF 
and Al-LBSF solar cells are analysed for incident photons from 300 nm to 1200 nm 
and for internal voltages around the maximum power point. Recombination losses are 
also sorted in a descending order to guide research efforts.  
4.2.1 Electrical simulation setup 
Industrial screen-printed solar cells are large-area diodes. The cells were fabricated 
on 156 mm × 156 mm pseudo-square p-type Cz substrates. The metal pattern at the rear 
side is simple, full area Al contact with three busbars. The metal pattern at the front 
side features three busbars and 74 fingers as shown in Figure 4.8. As solar cells are 
rather big, edge effects and irregularities present at the peripherals can be ignored in 
the first order approximation. Considering symmetry, the smallest unit cell is shown in 
the inset of Figure 4.8. The dimensions of the smallest unit cells of Al-BSF and Al-




Figure 4.8: The front layout of screen-printed solar cells fabricated in SERIS. The red 
box highlights the smallest unit cell, whose schematic planar view is shown in the inset. 
The front side is shown as planar but actually textured. 
Table 4.4: Dimensions of the smallest unit cells of Al-BSF and Al-LBSF solar cells. 
Dimensions  Al-BSF Al-LBSF 
Pitch between busbars 52 mm 
Pitch between fingers 2.1 mm 
Width of front busbar 1500 µm 
Width of rear busbar 3000 µm 
Width of fingers 70 µm 
Pitch between rear line contacts  1 mm 
 
However, 3D electrical simulation of even the smallest unit cell poses a great 
challenge to computational resources. It may take over a week to compute one light J-
V curve! According to Table 4.4, the pitch between busbars is more than twenty times 
longer than that between fingers. Most photo-generated carriers are collected by fingers 
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than by busbars. Hence, the busbar effect in the unit cell can also be ignored, in first 
order approximation. A 2D simulation of the unit cell is then sufficient (assuming 
photo-generated carriers are collected only by fingers). To accurately model shading 
effects, the width of fingers can be adjusted to account for the correct front metal 
coverage. To accurately deal with resistive loads in fingers and busbars, the distributed 
series resistance Rs and shunt resistance Rp can be lumped together for a simple circuit 
simulation after 2D electrical simulation. Figure 4.9 shows the cross section of the unit 
cell of Al-BSF solar cells. The emitter and Al BSF profiles are shown in Figure 4.3. 
. 
 
Figure 4.9: Schematic sketch of the cross section between two fingers of screen-printed 
Al-BSF solar cells.  
Both surfaces of Al-BSF solar cells are textured and the pyramid size is ~ 10 µm. 
Since the pitch of fingers is 2100 µm, there are hundreds of pyramids at both surfaces 
in the unit cell. It is possible to include these pyramids in simulation. However, it 
requires a lot of computer resources in the 2D electrical simulation. According to 
Section 3.3, there is more surface recombination on textured surfaces compared to 
planar surfaces due to the increased surface area. Such an effect can be captured on 
planar surfaces by increasing the surface recombination velocity. Hence, a further 
simplification can be made, where both surfaces are treated as planar in 2D simulation. 
The final structures which were modelled in 2D simulation, are sketched in Figure 4.10 




Figure 4.10: Schematic sketches of the final structures of Al-BSF and Al-LBSF solar 
cells for 2D electrical simulation. The width is half of the pitch between fingers. 
Carrier recombination losses were analysed in these structures for Al-BSF and Al-
LBSF solar cells. Treating textured surfaces as planar surfaces greatly reduces the 
required simulation time when reproducing measured performance characteristics. 
However, 1D CGA profiles are required in the structures. As described in the previous 
section, optical simulation is typically performed in 3D. Hence, the computed 3D CGA 
profile has to be converted to 1D for subsequent electrical simulation. Conversion from 
3D to 1D photon absorption is done similarly to the approach in Ref. [144]. The 
difference is discussed in Appendix 6 3D to 1D conversion of a carrier generation 
profile. 
4.2.2 Simulation models regarding B-O defects and the Al doped region 
In addition to state-of-the-art models introduced in Chapter 2, simulation models 
related to boron-oxygen defects and Al doped region are required to accurately model 
Al-BSF and Al-LBSF solar cells. Since the substrates are typically boron-doped Cz 
silicon, some boron-oxygen (B-O) complexes are present [145]. The bulk lifetimes of 
electrons and holes are dominated by B-O defects. Light illumination facilitates the 
formation of more B-O defects [146]. Before light-induced degradation (LID), the 
electron and hole SRH lifetime parameters (τn0 and τp0) in Equation (2.45) are associated 
to the substitutional boron density Bs [113]: 
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߬௣଴ሾݏሿ ൌ 10߬௡଴ ൌ 5.25 ൈ 10ଶ଴ ൬ ܤ௦1 cmିଷ൰
ିଵ.ସ଺
 (4.3) 
These corresponding B-O bulk traps are located 0.41 eV below the conduction band 
edge. After LID, the electron and hole SRH lifetime parameters may drop 
significantly [147]: 





where Oi is the interstitial oxygen density and g (ranging from 2 to 3.5) is a process-
related improvement factor. For commercially available Cz silicon, Oi is typically 5-
8×1017 cm-3.  
In the Al doped p+ region, two important effects have to be taken into account in 
simulation. The first effect is related to Al-oxygen defects, which also significantly 
enhances SRH recombination in the region [148]. As the firing process only lasts a few 
seconds, only a very small amount of Al dopants react with oxygen and form Al-O 
defects [149]. Despite this small fraction, the formed Al-O defects cannot be neglected 
as they lead to a higher SRH recombination compared to Auger recombination in this 
region [148]. The electron and hole SRH lifetime parameters in the region are 
dominated by Al-O defects instead of B-O defects [149]: 
߬௣଴ሾݏሿ ൌ 100߬௡଴ ൌ 1





where fAl-O is a fitting parameter, NAl the concentration of Al doping, vth denotes thermal 
velocity. The electron capture cross section σn is measured to be 3.6×10-15 cm2 and these 
Al-O traps are located 0.44 eV above the valence band edge [150]. 
The second effect associated with the Al doped region is incomplete ionisation at 
standard test conditions. The ionisation energy of Al dopant is higher than that of boron. 
As presented in Subsection 0, the dopant concentration around 1×1018 cm-3 is highly 
affected by incomplete ionisation [31]. This is exactly the case for the typical Al doping 
profile found in Al-BSF solar cells as shown in Figure 4.3b. In addition, the Al doped 
p+ layer is typically several microns (~5 µm) thick depending on the firing process. 
Thus, the effect of incomplete ionisation is not negligible. The ionisation energy and 
the critical doping concentration are set to 69 meV and 8×1018 cm-3 in Sentaurus TCAD, 
respectively [151].  
4.2.3 Carrier recombination losses in Al-BSF solar cells 
Before analysing carrier recombination losses in Al-BSF solar cells, the measured 
EQE curve was reproduced in simulation. Similar to the differential EQE measurement, 
a 0.3 Sun illumination was used as the bias light in simulation. The signal intensity of 
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each wavelength from 300 nm to 1200 nm was 0.001 W/cm2. According to Equation 
(4.3), τn0 is calculated to be 229 µs. The Al-O ratio fAl-O is chosen to be 7.6×10-4 [12]. 
To account for the shading effect by busbars, the finger width was adjusted to be 152 
µm in simulation.  
For reproducing the measured EQE curve from 300 nm to ~ 600 nm, the hole surface 
recombination velocity at the front side was fitted to be 1×105 cm/s. Simulation with 
the above lifetime parameters concerning B-O and Al-O defects yielded a higher Voc 
than the measured one. The discrepancy indicated that there was unaccounted 
recombination losses in simulation. Under the 0.3 Sun illumination, the cell was biased 
at a very low injection level. Auger recombination losses are decided by doping profiles 
and surface recombination is determined by surface recombination velocities. Thus, 
additional recombination losses have to be associated with SRH recombination. As 
shown in Figure 4.11, a good agreement with the measured EQE curve may be achieved 
in simulation assuming either LID or a high Al-O density (high fAl-O).  
 
Figure 4.11: The measured EQE curve of one typical Al-BSF solar cell in SERIS can 
be fitted by assuming either LID or a high Al-O density in simulation. The simulated 
results from both assumptions are almost identical. 
Assuming LID, the electron SRH lifetime parameter was fitted to be only 47 µs. If g 
was taken as 2, the interstitial oxygen density Oi was calculated to be 6.10×1017 cm-3 
according to Equation (4.4). Assuming a high Al-O density, fAl-O was fitted to be 0.018. 


















Since the cell was not subjected to light soaking, the lower Voc is less likely caused by 
LID. The further investigation of the root cause of this phenomenon is outside the scope 
of this thesis.  
The fitting parameters assuming either LID or a high Al-O density used in Figure 
4.11 are summarized in Table 4.5. 
Table 4.5: Simulation parameters for reproducing the measured EQE curve of one 
typical Al-BSF solar cell in SERIS assuming either LID or a high Al-O density. 
Parameters  LID  Al-O defects 
Sn0 and Sp0 at Si/SiNx interface 1×105 cm/s 
Fixed charge at Si/SiNx interface 0 cm-2 
Sn0 and Sp0 at Si/metal interface 1×107 cm/s 
τp0 =10τn0 470 µs 2290 µs 
fAl-O in the Al doped region 7.6×10-4 1.8×10-2 
 
A simple circuit simulation was performed to account for resistive effects caused by 
external series resistance Rs and shunt resistance Rp after obtaining dark and light J-V 
curves from Sentaurus TCAD. The lumped series resistance was determined from dark 
and light J-V curves [23]. The simulated key performance characteristics agree with the 
measured values of the typical Al-BSF cell. The simulated results assuming either LID 
or a high Al-O density are listed in Table 4.6 for comparison. 
Table 4.6: The key performance characteristics of one typical Al-BSF cell in SERIS. 
Simulated results assuming either LID or a high Al-O density are listed for 
comparison. 
Key characteristics  Measurement LID Al-O defects 
Jsc [mA/cm2] 36.9 36.9 36.9 
Voc [mV] 628.0 627.8 628.1 
η [%] 18.5 18.5 18.5 
FF [%] 80.0 79.9 79.9 
Rs under one-Sun 
[Ωcm2] 
0.64 0.70 0.74 
Rp [Ωcm2] 2400 2400 2400 
 
Besides reflection losses, the EQE is affected by carrier recombination. Assuming a 
high Al-O density, the recombination current densities due to several recombination 
mechanisms were extracted from simulation at each wavelength as shown in Figure 
4.12. At short wavelengths (< ~ 600 nm), photo-generated carriers are within 11 µm 
below the front surface. Most carriers are recombined via either Auger or surface 
recombination. SRH recombination and surface recombination at the rear side are 
insignificant. From ~ 600 nm upwards, photo-generated carriers gradually reach the 
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rear side and photo-generation in the substrate becomes more and more homogeneous. 
SRH recombination due to Al-O defects (referred to as AlO-SRH from here on) and 
surface recombination at the rear surface compete with surface recombination at the 
front surface and Auger recombination. AlO-SRH is the dominant loss mechanism 
while surface recombination at the rear surface is also very significant. SRH 
recombination due to B-O defects (referred to as BO-SRH from here on) is also higher 
than Auger recombination for wavelengths above 700 nm. For wavelengths above ~ 
1000 nm, carrier recombination losses decrease significantly with wavelength, which 
is related to the poor photon absorption in this wavelength range. 
 
Figure 4.12: Carrier recombination losses for each wavelength from EQE simulation 
assuming a high Al-O density. Surface recombination at the front surface is the 
dominant loss mechanism at short wavelengths (< ~ 600 nm). AlO-SRH and surface 
recombination at the rear surface are the significant losses at long wavelengths. 
The recombination current densities due to several recombination mechanisms were 
also extracted from simulation at various bias voltages under one Sun illumination as 
shown in Figure 4.13. AlO-SRH is the dominant loss mechanism in the cell. Surface 
recombination at the rear surface is the runner-up followed by surface recombination 
at the front surface. Auger recombination is slightly below BO-SRH. At Vmpp and Voc 
conditions, radiative recombination can be ignored. 


























Figure 4.13: Carrier recombination losses from light J-V simulation assuming a high 
Al-O density. AlO-SRH is the dominant loss mechanism. Surface recombination at the 
rear surface is also quite significant. 
A Pareto chart (a type of chart that contains both bars and a line graph, where 
individual values are represented in descending order by bars, and the cumulative total 
is represented by the line) helps better comprehend carrier recombination losses in solar 
cell operation. At Vmpp, the recombination current densities are shown in Figure 4.14. 
AlO-SRH takes ~40% of the total losses. Surface recombination at the rear surface 
occupies another ~30% of the total losses. About 90% of the total losses comes from 
surface recombination at both surfaces and AlO-SRH. 
























Figure 4.14: Pareto chart of carrier recombination losses at Vmpp assuming a high Al-O 
density. Surface recombination at both surfaces and AlO-SRH account for ~ 90% of 
the total losses. 
4.2.4 Carrier recombination losses in Al-LBSF solar cells 
From the loss analysis in Subsection 4.2.3, AlO-SRH and surface recombination at 
the rear surface account for ~70% of the total losses assuming a high Al-O density. To 
improve both Jsc and Voc, it demands a reduced metal contact area at the rear side to 
suppress both recombination losses. This demand can be satisfied by screen-printed Al-
LBSF solar cells. As shown in Figure 4.10, the full area rear metal contact is reduced 
to either line contacts or point contacts compare to Al-BSF solar cells. The rest rear 
surface is passivated by dielectric thin films such as Al2O3. For p-type substrates, Al2O3 
provides excellent surface passivation as the effective surface recombination velocity 
is typically below 10 cm/s [98]. Besides surface passivation, dielectric thin films also 
enhance rear reflection. The Si/Al2O3/SiNx/Al architecture acts as an excellent back 
reflector for better light trapping. The above benefits yield a higher Voc, Jsc, and hence 
better power conversion efficiency. 
To account for the shading effect by busbars, the finger width was adjusted to be 168 
µm in simulation as the measured shading ratio is 8%. The electron surface 
recombination velocity Sn0 at the Al2O3/Si interface was set to a conservative value, 10 
cm/s. Yet, simulation yielded a higher Voc than the measured one. A lower Voc could be 
caused by a compromised Al2O3 passivation in the firing process. As shown in Figure 



































4.15, a good agreement with the measured EQE curve may be achieved in simulation 
assuming a poor rear passivation. Assuming a compromised rear passivation, the 
electron surface recombination velocity at the Al2O3/Si interface is fitted to be 580 cm/s. 
The fitting parameters assuming a poor rear passivation are summarized in Table 4.7. 
 
Figure 4.15: The measured EQE curve of one typical Al-LBSF solar cell in SERIS can 
be reproduced in simulation assuming a poor dielectric passivation at the rear side.  
Table 4.7: Simulation parameters for reproducing the measured EQE curve of one 
typical Al-LBSF solar cell in SERIS assuming a poor rear passivation. 
Parameters  Poor rear passivation 
fAl-O in the Al doped region 1.8×10-2 
Sn0 and Sp0 at Si/metal interface 1×107 cm/s 
Sn0 and Sp0 at Si/SiNx interface 1×105 cm/s 
Fixed charge at Si/SiNx interface 0 cm-2 
Fixed charge at Al2O3/Si interface 0 cm-2 
Sn0 and Sp0 at Al2O3/Si interface 580 cm/s 
τp0 =10τn0 2290 µs 
 
The simulated key performance characteristics assuming a poor rear passivation 
agree with the measured values of one typical Al-LBSF cell. The simulation and 
measurement results are listed in Table 4.8 for comparison. 
















Table 4.8: The measured key performance characteristics of one typical Al-LBSF cell 
in SERIS. Simulated results assuming a poor rear passivation are listed for 
comparison. 
Key characteristics  Measurement Poor rear passivation 
Jsc [mA/cm2] 38.87 38.85 
Voc [mV] 632.9 633.3 
η [%] 19.1 19.1 
FF [%] 77.5 77.6 
Rs under one-Sun 
[Ωcm2] 
0.95 1.05 
Rp [Ωcm2] 46000 46000 
 
Assuming a poor rear passivation, the recombination current densities due to several 
recombination mechanisms were extracted from simulation at each wavelength as 
shown in Figure 4.16. At short wavelengths (< ~ 600 nm), most carriers are recombined 
via either Auger or surface recombination. Due to a poor rear passivation, surface 
recombination at the rear surface is the dominant loss mechanism from 600 nm upwards. 
AlO-SRH is comparable to the BO-SRH recombination.  
 
Figure 4.16: Carrier recombination losses for each wavelength from EQE simulation 
assuming a poor rear passivation. Surface recombination at the front surface is the 
dominant loss mechanism at short wavelengths (< ~ 600 nm). Surface recombination 
at the rear surface is the dominant loss mechanism at long wavelengths (> ~ 600 nm). 

























The recombination current densities due to several recombination mechanisms were 
also extracted from simulation at various bias voltages under one-Sun illumination as 
shown in Figure 4.17. Surface recombination at the rear surface is the dominant loss 
mechanism in the cell. Surface recombination at the front surface is the runner-up.  
 
Figure 4.17: Carrier recombination losses from light J-V simulation assuming a poor 
rear passivation. Surface recombination at the rear surface is the dominant loss 
mechanism. Surface recombination at the front surface is also quite significant. 
At Vmpp, the recombination current densities are shown in Figure 4.18. Surface 
recombination at the rear surface takes ~60% of the total losses. Surface recombination 
at the front surface occupies another ~20% of the total losses. About 80% of the total 
losses comes from surface recombination at both surfaces. 
There is still much room to boost up the power conversion efficiency of screen-
printed Al-LBSF solar cells. According to Figure 4.18, surface recombination losses at 
the rear side has to be reduced. A poor rear passivation may be alleviated by process 
improvement. Simulation indicates that more than 20% efficiency can be achieved 
assuming Sn0 at the Al2O3/Si interface to be 10 cm/s as shown in Table 4.9. Metal 
contacts on the front side inevitably lead to metal shading losses. The buried contact 
technology overcomes many of the disadvantages associated with screen-printed 
contacts and this allows buried contact solar cell to have a significantly better 
performance than commercial screen-printed solar cells. Even the metal coverage is 






















reduced by 1%, simulation indicates quite significant improvement as shown in Table 
4.9. 
 
Figure 4.18: Pareto chart of carrier recombination losses at Vmpp assuming a poor rear 
passivation. Surface recombination at both surfaces accounts for ~ 80% of the total 
losses. 
Table 4.9: The measured key performance characteristics of one typical Al-LBSF cell 
in SERIS and simulated results assuming Sn0 at the Al2O3/Si interface to be 10 cm/s 
and reduced metal coverage at the front side are listed for comparison. 
Key 
characteristics  
Measurement Sn0 = 10 cm/s Sn0 = 10 cm/s 
metal% = 7% 
Jsc [mA/cm2] 38.87 39.78 40.13 
Voc [mV] 632.9 654.1 665.2 
η [%] 19.1 20.50 20.65 
FF [%] 77.5 78.1 77.4 
Rs under one-Sun 
[Ωcm2] 
0.95 0.96 1.02 
Rp [Ωcm2] 46000 46000 46000 
 
  



































Optical and carrier recombination losses were analysed in this chapter for screen-
printed Al-BSF and Al-LBSF solar cells using 3D optical simulation and 2D electrical 
simulation. In Section 4.1, simulation approaches and models were introduced for 
optical simulation. Antireflection properties of SiNx were optimized by 2D optical 
simulation. Considering surface passivation, SiNx films with a refractive index of ~ 
2.00 were found to be an appropriate ARC. Optical losses in Al-BSF and Al-LBSF 
solar cells were analysed in detail. The rear side of Al-BSF solar cells was found to 
follow Lambert’s cosine law and parasitic absorptance in Al is the dominant optical 
loss. The rear side of Al-LBSF solar cells was also found to rough and reflectance is 
the dominant optical losses. 
In Section 4.2, with simplification and considering symmetry, 2D electrical 
simulation was established to reproduce measured EQE curves for one typical Al-BSF 
and one Al-LBSF solar cells fabricated in SERIS. Simulation models related to boron-
oxygen defects and Al doped region were introduced. The simulated EQE curves 
agreed well with the measured EQE curves. Assuming a high density of Al-O defects 
in Al doped region, the carrier recombination losses in Al-BSF solar cells were 
analysed in detail. SRH recombination due to Al-O defects is the dominant loss 
mechanism. Assuming a compromised rear passivation, the carrier recombination 
losses in Al-LBSF solar cells were analysed in detail as well. Rear surface passivation 
is the dominant loss mechanism. Possible efficiency improvements were simulated and 
discussed for Al-LBSF solar cells.  
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Chapter 5 Numerical modelling of boron diffusion and 
dry oxidation processes 
With state-of-the-art models in Chapter 2, mono-crystalline silicon wafer solar cells 
can be modelled quite accurately. A well calibrated simulation studies integrated with 
experimental results provide a much more efficient and cost effective approach to study 
the feasibility of different routes for improving solar cells performance. Hence, 
reproducing fabrication process results via simulation will serve as a first step in 
determining the influence of other factors on the final solar cell performance. 
Chapter 5 will focus on process simulation of two importance fabrication processes, 
boron diffusion and dry oxidation. Section 5.1 explains the motivation of modelling 
boron diffusion, which is related to developments in high efficiency silicon wafer solar 
cells. To investigate boron diffusion under textured surfaces, planar wafers were 
subjected to various thermal treatments and boron depth profiles were then measured. 
With one set of diffusion parameters, the measured boron profiles under various 
conditions are reproduced by simulation. Boron distribution under pyramidally 
textured surfaces is simulated in 2D. The simulated distribution agrees qualitatively 
with the junction profile under textured surfaces measured by scanning electron 
microscope (SEM) and electron beam-induced current (EBIC) technique. 
Section 5.2 begins with the review of a novel surface texture for solar cells, silicon 
nanowire, for its promising optical properties. For their integration into solar cells, 
nanowires may be prepared via lithography and etch processes as well as dry oxidation. 
It is found that simulation with the default set of parameters failed to predict the 
dimension and shape of nanowires after dry oxidation. An experiment was designed 
and carried out to examine the dimension and shape of nanowires and its surrounding 
oxide under a wide span of oxidation temperatures and durations. A new set of 
parameters is deduced according to dry oxidation mechanisms, which accurately 




5.1 Numerical modelling of boron diffusion in solar cells 
The majority of today’s mono-crystalline silicon wafer solar cells are fabricated from 
p-type substrates featuring a phosphorus diffused emitter, an aluminium back surface 
field (BSF), and screen-printed metal contacts. Such a solar cell design is attributed to 
both historical and cost reasons. Historically, solar cells were initially designed for 
space applications. As p-type substrates are less sensitive to high energy emissions than 
n-type substrates, p-type substrates were preferred for these applications. In addition, 
to form an emitter, phosphorus diffusion on p-type substrates is significantly easier to 
handle compared to boron diffusion on n-type substrates. As electrons have a higher 
mobility than holes, phosphorus emitters have a lower sheet resistance than boron 
emitters at the same doping concentration. Moreover, it was more challenging to 
passivate boron emitters than phosphorus emitters. Finally, an Al BSF can be easily 
fabricated by the well-established screen printing technique in a cost effect manner than 
a boron BSF.  
However, there are also several disadvantages associated with this p-type substrate 
based design. Firstly, light-induced SRH lifetime degradation is a performance hurdle 
to Cz p-type substrates due to the boron-oxygen complex [152]. Secondly, p-type 
substrates are more sensitive to most metal impurities [115]. As a lower grade silicon 
is increasingly being considered due to cost reduction, this issue becomes more 
prominent. Thirdly, the solid solubility of Al in silicon is over one order of magnitude 
lower than that of boron. A boron BSF may allow a higher doping concentration in 
silicon, which leads to a more effective contact passivation. However, Al-oxygen 
defects associated with Al BSF are detrimental to solar cells due to enhanced SRH 
recombination [148]. With technological developments, p-type substrates are gradually 
losing their edge over n-type substrates. According to international technology 
roadmap for photovoltaic (ITRPV) 2012 (http://www.itrpv.net/Home/), n-type 
substrates are expected to increase their relative market shares and eventually surpass 
p-type substrates after 2017. Numerical predication of boron diffusion is thus 
advantageous due to its industrial relevance.  
It is also desired to optimize a boron profile to suppress both Auger and surface 
recombination while retaining a reasonable low contact resistance. Boron diffusion in 
the photovoltaic industry is typically carried out in a tube furnace using BBr3 as the 
liquid boron source. The diffusion process features two steps, a pre-deposition step for 
forming borosilicate glass (BSG) layer and an in situ drive-in step where the boron 
atoms diffuse deeper into silicon at a slightly higher temperature. Boron profile 
optimisation is typically achieved by tuning the BBr3 diffusion process. Dry and wet 
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oxidation processes are sometimes employed for this purpose as well. Even when they 
are not used for emitter profile optimisation, it is worthwhile considering their impact 
on a boron profile as they may appear in the subsequent fabrication sequence of solar 
cells to serve other purposes.  
Surface texturing makes a boron profile more complex. Quantitative analyses of 
surface passivation of boron emitters or surface fields are often performed on planar 
wafers. Such analyses on textured wafers are rare as obtaining boron profiles on 
textured wafers is still challenging. In oxidation processes, especially dry oxidation, a 
high hydrostatic pressure is built up at the top and bottom of surface texture, which 
significantly alters boron diffusivity and makes diffusion anisotropic according to 
Section 2.3.  
In this section, boron diffusion experiment and simulation were carried out to tackle 
this challenging issue. Boron diffusion experiments were carried out under different 
temperatures and times for an equal number of planar and textured wafers. Some of 
these wafers were subsequently split out for dry and wet oxidation. The boron depth 
profiles measured on planar wafers are used to calibrate process simulation. After 
calibration, the boron profiles on textured wafers are predicted in process simulation 
using the same thermal histories of planar wafers. The simulated depth profile of 65 
Ω/sq is found to agree qualitatively with cross sectional SEM images overlaid by EBIC 
measurements.  
5.1.1 Experiment and simulation approach 
Boron diffusion experiments were carried out in another study and the experimental 
details are described elsewhere [119]. <100> n-type Cz wafers with a bulk resistivity 
of ~ 8 Ωcm and a thickness of ~ 150 µm were used as substrates. After a standard saw 
damage removal, half of these wafers went through texturing process. Subsequently, 
planar and textured wafers were merged and split into four batches and diffused in a 
standard industrial tube furnace (Tempress, TS81004).  
By changing the temperature and time in pre-deposition and drive-in steps in each 
batch, four boron doping profiles were prepared on planar and textured wafers, 
respectively. After removing the BSG, the sheet resistance (Rsh) was measured on 
planar wafers using a four point probe. The Rsh of four as-diffused boron profiles was 
found in the range of 40 Ω/sq to 85 Ω/sq. Subsequently, half of planar and textured 
wafers with the Rsh of 40 Ω/sq and 65 Ω/sq were split out for dry oxidation. After 
removing SiO2, the Rsh on planar wafers was measured to be 45 Ω/sq and 80 Ω/sq, 
respectively. Furthermore, half of planar and textured wafers with the Rsh of 80 Ω/sq 
were split out for wet oxidation. After removing SiO2, the Rsh on planar wafers were 
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measured to be 175 Ω/sq. The thermal history of each boron profile is listed in Table 
5.1.  






Temp Time Temp Time 
°C min °C min 
8 Ωcm n-
type silicon 
40 Ω/sq 880 50 1000 40 
65 Ω/sq 880 30 980 25 
55 Ω/sq 940 45 940 10 
85 Ω/sq 915 45 915 10 
Rsh before dry 
oxidation  
Rsh after dry 
oxidation  Temp [°C] Time [min] 
40 Ω/sq 45 Ω/sq 1050 75 65 Ω/sq 80 Ω/sq 
Rsh before wet 
oxidation  
Rsh after wet 
oxidation  Temp [°C] Time [min] 
80 Ω/sq 175 Ω/sq 1050 240 
 
To obtain 1D boron depth profiles on planar wafers, one wafer from each process 
sequence was characterized by secondary ion mass spectrometry (SIMS) [153] or 
electrochemical capacitance voltage (ECV) [154]. To reveal the junction profile 
underneath the textured surface, one textured wafer with the Rsh of 65 Ω/sq was further 
processed to have ohmic contacts to the boron emitter and the n-type substrate. The 
wafer was then cleaved and characterized by a Hitachi S2700 SEM which is also 
capable of EBIC imaging  [155].  
With 1D boron depth profiles measured on a planar wafer, process simulation was 
carried out to calibrate diffusion diffusivities and boron segregation coefficient 
between Si and SiO2. From Section 2.2, boron was found to diffuse entirely via the 
interstitial mechanisms. Hence, the vacancy mechanisms are turned off in simulation. 
Boron diffusion mechanisms via neutral interstitials and positively charged interstitials 
are considered, similar as in Ref. [156]. The boron diffusivities via these two 
mechanisms have an Arrhenius temperature dependence according to Equation (2.58). 
In the pre-deposition process, BBr3 reacts with oxygen and forms a layer of B2O3 on 
the silicon surface. Subsequently B2O3 reacts with Si and forms SiO2 and boron as 
described in Equation (5.1). The pre-deposition process is modelled in simulation as 
depositing a thin layer of boron doped SiO2. 
4BBrଷ ൅ 3Oଶ → 2BଶOଷ ൅ 6Brଶ 
2BଶOଷ ൅ 3Si → 4B ൅ 3SiOଶ (5.1) 
At the Si/SiO2 interface, boron concentration in SiO2 at thermal equilibrium is 
significantly higher than that in Si, which is known as the boron segregation effect. 
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This effect leads to boron depletion at the silicon surface. According to Equation (2.48), 
boron doping concentration at the silicon surface has a big influence on surface 
recombination in the device simulation, boron segregation is thus considered in process 
simulation. Boron segregation coefficient m also has an Arrhenius temperature 
dependence which can be written as:  
݉ ൌ ܤௌ௜ܤௌ௜ைమ
ൌ ݉଴ exp ൬െ ܧ௔݇ܶ൰ (5.2) 
where BSi is the equilibrium boron concentration in Si, BSiO2 the equilibrium boron 
concentration in SiO2, m0 the pre-exponential coefficient, and Ea the activation energy. 
Thermal oxidation of silicon makes the boron diffusion process more complicated. 
It is crystalline orientation dependent due to different interface atomic ratios [157]. 
Moreover, it induces a great deal of interstitials and stress on planar wafers due to 
volume expansion. From Section 2.3, the stress distribution in the convex and concave 
structures on textured wafers is very complex and has a significant impact on both 
boron diffusion and thermal oxidation. For accurately modelling stress effects, the 
deduced parameter set from dry oxidation of silicon nanometre structures in the next 
section is applied to take care of the orientation dependence, critical shear stress and 
oxidation enhancement in the thin-oxide regime [158].  
To evaluate the agreements between measured and simulated boron profiles 
quantitatively, the root-mean-square (RMS) error is computed using the following 
expression: 
ܴܯܵ ൌ ඩ1݊෍൫logଵ଴ ܤௌ௜௠





where BSim is the simulated boron concentration and BExp is the measured boron 
concentration.  
5.1.2 Diffusion process calibration 
In the applied simulation procedure, boron diffusivity and segregation coefficient 
were varied and adapted to ensure the RMS error for each profile is within 0.01. The 
fitted values of these parameters are summarized in Table 5.2. 
The pre-deposition and drive-in steps were carried out at the same temperatures for 
boron profiles of 55 Ω/sq and 85 Ω/sq according to Table 5.1. However, as the drive-
in time is much shorter than the pre-deposition time for these two profiles, boron 
diffusion with an infinite source can be assumed in both steps, which typically leads to 
complementary error function profiles. The peak doping concentrations are supposed 
to be at the Si/BSG interface. However, it can be seen in Figure 5.1 that they are actually 
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slightly away from the interface due to the boron segregation effect. As 85 Ω/sq was 
fabricated at a slightly lower temperature than 55 Ω/sq, its peak boron concentration is 
also lower. These two profiles are undesired as high Auger recombination is associated 
with a heavy boron doping. Moreover, the peak doping values may exceed boron 
solubility [159], leading to a reduced lifetime in the surface region.  
Table 5.2: Fitted values of boron diffusivity and segregation coefficient 
Boron diffusion mechanisms Pre-exponential  constant 
Activation energy 
[eV] 
Diffusivity via neutral interstitials 37 cm2/s 3.46 
Diffusivity via positively charged 
interstitials 1.1 cm
2/s 3.46 





Figure 5.1: The simulated as-diffused boron depth profiles (lines) show a good 
agreement with the measured profiles (symbols) on planar wafers. The inset shows a 
blow up of the near surface region indicating that the agreement is also excellent near 
the silicon surface. 
The deposition of BSG has a similar temperature dependence as the growth of 
phosphosilicate glass (PSG) [160]. With a lower temperature at the pre-deposition step 
for boron profiles of 40 Ω/sq and 65 Ω/sq, the deposited BSG layers are thus 
correspondingly thinner. As the drive-in step was carried out at elevated temperatures 
for relatively longer time, boron diffusion with a finite source has to be assumed in the 
































drive-in step for these two profiles. Boron diffusion with a finite source typically results 
in a Gaussian profile with the peak doping decreasing with the drive-in time. Hence, 
these two profiles have lower peak doping concentrations. As 40 Ω/sq has a longer 
drive-in time than 65 Ω/sq, its junction depth is deeper. 
During thermal oxidation of planar wafers, compressive stress is generated within 
the SiO2 layer due to wafer edge constraints to the volume expansion. Meanwhile, 
tensile stress is generated within silicon, which facilitates injection of silicon self-
interstitials during the boron diffusion process. Boron diffuses much faster with dry 
oxidation since the junction depths of the two profiles in Figure 5.2 are twice as deep 
as those of 40 Ω/sq and 65 Ω/sq, respectively. From simulation, less than 40 nm silicon 
was consumed in oxidation. The two profiles resemble a Gaussian distribution with a 
sharp boron depletion towards the Si/SiO2 interface. 
 
Figure 5.2: The simulated boron depth profiles (lines) after dry oxidation show a good 
agreement with the measured profiles (symbols) on planar wafers.  The inset shows a 
blow up of the near surface region indicating that the agreement is also excellent near 
the silicon surface. 
Similar to dry oxidation, wet oxidation facilitates boron redistribution. As wet oxides 
have a lower viscosity compared to dry oxides [161], wet oxidation is much faster than 
dry oxidation due to less compressive stress in the wet oxide according to Equation 






























(2.63). Wet oxidation removes around 500 nm silicon, leaving a profile with a high 
sheet resistance as shown in Figure 5.3. 
 
Figure 5.3: The simulated boron depth profile (line) after wet oxidation shows a good 
agreement with the measured profile (symbol) on a planar wafer. The inset shows a 
good agreement close to the surface in particular. 
5.1.3 Diffusion prediction for textured surfaces 
With the calibrated values in Table 5.2, 2D boron profiles on textured as well as 
planar wafers were simulated. The doping density on planar wafers is depth dependent 
while horizontally independent as can be seen in Figure 5.4a. The doping density on 
textured wafers is, however, totally position-dependent. As illustrated in Figure 5.4b 
and Figure 5.4c, both the pre-deposition and drive-in steps contribute to this 
dependency. More precursors at the pre-deposition step can arrive at the pyramid tips 
(larger arrival angle) than at the bottoms and at the sidewalls, the thickest BSG layer 
forms. The arrival angle is the smallest at the bottoms of pyramids, which leads to the 
thinnest BSG layer. During the drive-in step, more boron atoms diffuse from BSG to 
the pyramid tips while fewer diffuse to the bottoms. Hence, the junction depth is much 
deeper at the pyramid tips than at the bottoms.  































Figure 5.4: Simulated 2D boron profiles of (a) 175 Ω/sq on a planar wafer; (b) 40 Ω/sq; 
(c) 65 Ω/sq; (d) 80 Ω/sq; (e) 175 Ω/sq on pyramidally textured wafers. 




























































































As can be seen from Figure 5.4d, a low amount of silicon (less than 40 nm on planar 
wafers) was consumed in dry oxidation and the surface topology is almost unchanged. 
Compared to the doping profile on planar wafer, the junction depth is ~ 4 µm at the 
pyramid tip and ~ 1.5 µm at the bottom. This dramatic difference is related to the as-
diffused doping profile shown in Figure 5.4c and stress effects in dry oxidation.  
In Figure 5.4e, it can be seen that the surface topology changed significantly after 
prolonged wet oxidation. The pyramid tip remains sharp while the bottom is rounded, 
an effect that has also been observed experimentally [162]. More silicon is consumed 
at the pyramid tip and little at the bottom compared to the sidewall of the texture. This 
phenomenon is associated with the opposite stress effect. The tensile stress in the oxide 
around the pyramid tip enhances oxidation while the compressive stress in the bottom 
oxide retards oxidation. 
Measuring boron distribution under textured surfaces is a challenging task. The EBIC 
technique is known to be sensitive to the location of a pn junction. After a sample is 
cleaved, an electron beam is injected into the cross section (with the pn junction in the 
cross-sectional plane). The beam excites many electron hole pairs in silicon due to 
impact ionisation. Similar to a solar cell under illumination described in Subsection 
2.1.1, these carriers have to travel to the junction and get separated. The longer distance 
they need to travel before separation, the more chances they will recombine, which 
leads to a lower collection current. Diffusion length in an emitter is typically shorter 
than that in the base, the collection current in an emitter is thus lower than that in the 
base. If these carriers happen to generate at a pn junction, the collection current is the 
highest. Hence, a junction profile can be determined from the position dependent 
collection current map.   
Since the SEM technique can be used to reveal the surface topology of a cleaved 
sample, it can be used in combination with the EBIC technique to determine a junction 
profile of a cleaved sample. In this work, a 3 keV electron beam was used for EBIC 
imaging. As shown in Figure 5.5, for the sample of 65 Ω/sq, the overlaid image of 
measured SEM and EBIC signals of shows the junction profile (the top edge of the red 
region) below the pyramidally textured surface. EBIC signals in the emitter are quite 
weak, the emitter region appears dark due to contrast adjustment. EBIC signals in the 
base closed to the junction are good, in red. EBIC signals in the base far away from the 
junction are poor, the region is also dark. The measured junction profile agrees 




Figure 5.5: The overlaid image of SEM and EBIC, where the top edge of the red region 





5.2 Numerical modelling of dry oxidation at a nanometre scale 
Surface texturing greatly suppresses light reflection and enhances light absorption by 
increasing light path lengths for solar cells [163]. Conventional mono-crystalline 
silicon wafer solar cells are typically textured using an alkaline etching process. This 
etching process fabricates a pyramidally shaped texture with typical sizes in the low 
micrometre range. Concerning the reflection properties of such textures, reflectance 
data from 300 nm to 1000 nm are often evaluated. As a convenient measure, reflectance 
data are often weighted against the AM1.5G photon flux spectrum, commonly referred 
to as weighted average reflectance (WAR) [164]. The WAR for bare silicon is ~ 36%. 
With pyramidal texture, it may be lowered down to a value of ~ 12%. With an ARC 
layer, it may be further reduced to ~ 2%. 
In recent years silicon nanowires have attracted a lot of attention as a novel surface 
texture method for solar cell applications due to their promising light trapping 
properties [165, 166]. Silicon nanowires are one-dimensional structures with controlled 
lengths of a few microns and submicron diameters. Nanowires can be prepared via two 
ways – either bottom-up or top-down. In the bottom-up approach, self-aligned 
nanoparticles are employed to either facilitate nanowire growth or act as etch barriers. 
In the top-down approach, conventional fabrication processes such as lithography and 
etching are utilized to fabricate nanowires. With vertically-aligned nanowire arrays 
(without ARC), fabricated by vapour-liquid-solid phase growth, WAR values as low as 
2%  have been reported [167].  
Silicon nanowire-textured solar cells were fabricated in Institute of Microelectronics 
and the experimental details are described elsewhere [168]. The final structure is 
sketched in Figure 5.6a. In particular, silicon nanowires were fabricated using the top-
down approach which involves deep ultraviolet (DUV) lithography and reactive ion 
etching. A transmission electron microscope (TEM) micrograph, shown in in Figure 
5.6b, shows that the fabricated nanowires are ~ 1.3 µm in height and ~ 100 nm in 
diameter with a pitch of 400 nm [168].  
As the nanowire array was not optimized, the measured WAR value was comparably 
high with a WAR of ~ 12% as shown in Figure 5.7. With the dimensions shown in 
Figure 5.6b, optical simulations were carried out using the Rigorous Coupled Wave 
Analysis (RCWA) [14]. Using the same dimensions, the simulated reflectance curve 
generally agrees with the measured one. The disagreements may be related to some 
non-periodic aspects of the experimental nanowire array. From simulation, we also 
predict that the reflectance can be suppressed further by reducing the pitch of the 
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nanowires. As shown in Figure 5.7, the WAR of the 300 nm pitch is ~ 9.9% and that 




Figure 5.6: (a) Schematic sketch of the cross-section of silicon nanowire textured solar 
cells; (b) TEM image reveals the nanowire dimensions [168]. 
 
Figure 5.7: The simulated reflectance curve using the RCWA approach [14] generally 
agrees with the measured reflectance spectra of silicon nanowires [168]. Simulation 
with small pitches indicates better light trapping property. 




















For a given pitch, such as 200 nm, the size of silicon nanowire has to be big enough 
in order to suppress reflection as shown in Figure 5.8. 
 
Figure 5.8: Simulated reflectance curves assuming different diameters of silicon 
nanowires. The pitch between nanowires is fixed as 200 nm. 
In the top-down approach, the minimum diameter of nanowires is typically limited 
by the resolution of the applied lithography technique. To obtain nanowires below this 
limitation, dry oxidation especially at low temperatures, in combination with wet 
etching, may be used to trim down the nanowire size [169]. It is certainly desirable to 
precisely control the size and shape of the final nanowires. However, present oxidation 
model parameters in existing simulators generally fail in predicting evolution and final 
shape of the silicon nanowires.  
In this section, dry oxidation of silicon nanostructures was carried out at various 
conditions. The discrepancies between measurements and simulation results using the 
default set of parameters were analysed. Initial oxidation rate enhancement, orientation-
dependent retardation, and self-limiting phenomena were modelled with a new general 
parameter set. The validity of the new parameter set has been verified, and the new 
model is used to control the dimension of silicon nanowires.  
  




















5.2.1 Dry oxidation experiment of silicon nanostructures 
The silicon nanostructures were fabricated on Silicon on Insulator (SOI) wafers with 
70 nm p-type (boron-doped 1015 cm-3) (100) silicon on top of 150 nm buried oxide 
(BOX). With alternate phase shift mask, DUV lithography, resist trimming and dry etch 
processes, silicon fin-like nanostructures were fabricated with almost vertical sidewalls 
as shown in Figure 5.9a. The variation in the width is minimized, which helps in 
correlating data from different fins used in oxidation for different times and 
temperatures. After a ~40 nm oxide wet etch step, the BOX underneath the fin is 
removed completely. As shown in Figure 5.9b, the cross-sectional view of the final fin 
is almost a rectangle with a width of ~ 45 nm and a height of ~ 50 nm. It hangs over 
the BOX, with both ends anchored at two pads. Such dimension is confirmed by high 
resolution TEM (HRTEM) result as shown in Figure 5.9c. 
 
Figure 5.9: Schematic sketch of the silicon fin nanostructure prior to dry oxidation.  (a) 
Plan view of the fin nanostructure; (b) A - A' cross-sectional view.  After 40nm oxide 
wet etch, the released silicon fin clearly hangs over buried oxide with both ends 




After a standard pre-gate clean, oxidation of the silicon fin nanostructures was carried 
out for various times at 850, 875 and 975˚C in a horizontal dry furnace (Pressure = 0.6 
Bar). The dry oxidation conditions are summarized in Table 5.3. After oxidation, 50 
nm polysilicon was deposited to distinguish the oxide boundary in the HRTEM analysis. 
From the HRTEM images, the oxide thickness and silicon core dimensions were 
recorded at the centre of the top surface and the sidewall with (100) and (110) 
orientation respectively for quantitative verification of the models. All dimensions have 
±1 nm error due to fuzzy boundaries.  
Table 5.3: Dry oxidation splits 
Temperature Durations [min] 
850˚C 10, 100, 200, 300, 400, 500, 600, 700, 800, 900, 
1000,  1100, 1200, 1320 
875˚C 10, 100, 200, 300, 400, 500, 600, 700, 800, 900 
975˚C 1, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120 
 
5.2.2 Results and discussion 
As expected, the simulated silicon and oxide dimensions generally do not agree with 
the measured results. For example, one HRTEM image from each temperature is shown 
together with the simulated profile using the default model parameters in Figure 5.10. 
Discrepancies were examined in the following properties: i) discrepancies in the thin-
oxide regime, ii) discrepancies in different orientations and iii) discrepancies in the 
diffusion-limited region. Figure 5.11 shows a significant enhancement of the oxidation 
rate in the thin-oxide regime. Other investigators have also observed similar 
enhancement [170-172]. Such a phenomenon may be easily understood with the 
paralleled flow model as described by Equation (2.60). In the thin-oxide regime, both 
flows contribute to the oxide growth. As the oxide grows thicker, the second 
contribution becomes insignificant. Massoud et al. [173] modelled the second parallel 
flow empirically for oxidation of planar bulk silicon with different crystal orientations 





Figure 5.10: Silicon and oxide dimensions were measured in HRTEM images. The 
simulated profiles using the default model parameters generally do not agree with the 
measurement. The yellow colour denotes oxide and the green denotes silicon. a - a': 





Figure 5.11: Oxide thickness measured in the thin-oxide regime at top surface and 
sidewall agrees well with the simulation results from optimized model at three different 
temperatures whereas agreement is poor with default model.  
In the case of non-planar structures, the stress will also impact the initial oxidation 
reaction rate by affecting these parallel flows. The initial normal stress at oxide surface 
in planar oxidation is compressive (~107 Pa) while that at the centre of top surface in 
non-planar structures is tensile (~109 Pa) at oxidation temperature. Due to very low 
stress in planar structure, default Massoud’s model works extremely well as the stress 
has very little impact. For non-planar nanostructures, we use an empirical approach as 
the stress effect is qualitatively different and cannot be captured in the simulator. 
Enhancing the Thinox.0 parameter in Massoud’s model by a factor of 2 and 5 for <100> 
and <110> orientations respectively is found to adequately account for the initial 
enhancement of oxidation rate by stress as shown in Figure 5.11. This parameter set 
may change with initial geometry and certainly cannot be used for planar oxidation 
where Massoud’s model is quite accurate. Apparently, the stress dependent parallel 
flow model needs to be implemented to capture this effect in generalized structures. 
Stress retardation in the (100) plane is observed to be more severe than that in the 
(110) plane for all oxidation temperatures as seen in Figure 5.10. Silicon fins aligned 
at 45° to the wafer notch or [110] direction have almost equal oxide thickness on both 
the sidewall and the top surface as both have [100] orientation, discounting the 
significance of the effect of geometry. We propose that Vr physically signifies the effect 
of both reaction jump volume in Kao’s model [82] and the interface reaction barrier in 
the ionic space-charge-limited growth model of Wolters et al. [174]. Modelling of the 
measured results yields that Vr in (100) and (110) planes is ~90 Å3 and ~15 Å3 
respectively. The seemingly unphysical reaction jump volumes clearly indicate that 
more work needs to be done to investigate the orientation related stress effects. 
According to Equation (2.63), the oxide viscosity is almost constant when total shear 
stress is low and falls exponentially when the total shear stress exceeds the critical shear 




















































stress modelled by 2kT/Vc. However, the linear dependence of the critical shear stress 
on temperature is inadequate and has been questioned by Sutardja et al. [83] and Huang 
et al. [175]. We also find that the critical shear stress has a nonlinear dependence on 
temperature. The optimized Vc parameters for 850, 875, and 975˚C are 100, 110, and 
170 Å3, respectively. 
Cui et al. [176] proposed the existence of a high density oxide layer near Si/SiO2 
interface and Liu et al. [177] assumed dependence of diffusivity on instantaneous 
geometry of the structure to model the self-limiting effect. In our case, the simulated 
hydrostatic pressure is found to accurately model the diffusivity to account for the self-
limiting effect. Interestingly, we also observed, for the first time, strong retardation of 
oxidation even at high temperature (975˚C). The physical origin of the self-limiting 
effect is the extremely reduced diffusivity of oxidants due to high compressive 
hydrostatic pressure in the vicinity of Si/SiO2 interface. The diffusivity at Si/SiO2 
interface at the centre of the top and sidewall from simulation normalized by D0(T) is 
shown in Figure 5.12.  
Figure 5.12: For all temperatures, oxidant diffusivity is significantly retarded by 
compressive hydrostatic pressure which builds up along Si/SiO2 interface with time. 
The simulation with the optimized model parameters summarized in Table 5.4, 
matches HRTEM results very well for all oxidation splits in terms of oxide thickness 
and shape as shown in Figure 5.13. We have verified this model against a much wider 
set of data with 17 HRTEM images, another subset of which is reported in [178].   
Table 5.4: Optimized universal set of model parameters 




850˚C 875˚C 975˚C 
<100> x 2 90 75 100 110 170 <110> x 5 15 
 










































Figure 5.13: Silicon and oxide dimensions are measured in HRTEM images. The 
simulated profiles using the optimized model parameters agree well with the 
measurement. a - a': Dry oxidation at 850˚C for 22 hours; b - b': At 875˚C for 15hours; 
c - c': At 975˚C for 120min. 
The validity of the optimized model is further confirmed by accurate prediction of 
the experimental oxide thicknesses on silicon nanowires reported by Liu et al. [177] as 
shown in Figure 5.14a. With the optimized model predicting a variety of experimental 
results, shape engineering of Si nanostructures is trustworthy. For example, simulation 
predicts that a circular cross-section of the nanowire can be readily achieved by 
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oxidation of 40 nm × 33 nm fin at 975˚C for 80 minutes as shown in Figure 5.14b with 
an adequate process window of ± 5 minutes.  
 
Figure 5.14: (a) Prediction of Liu’s [177] experimental results. The default model 
predicts a total consumption of 50nm diameter pillar after 8 hours. (b) Almost circular 
cross-section of nanowire is engineered by oxidation at 975˚C for 80 min.  
  


























Two important fabrication processes, dopant diffusion and thermal oxidation, were 
modelled in this chapter. In Section 5.1, an approach to predict boron profiles on 
textured wafers was presented. By tuning boron diffusivities and segregation 
coefficient, simulated profiles agreed well with measured profiles on planar wafers. 
With one stress-related parameter set in Section 5.2, boron profiles on textured wafers 
are simulated with calibrated parameters and discussed. One predicted boron 
distribution was qualitatively verified by SEM and EBIC measurements. 
In Section 5.2, modelling of stress-retarded orientation-dependent oxidation was 
demonstrated for the first time for dry oxidation of silicon fin nanostructures over a 
wide temperature range. Initial oxidation rate enhancement, orientation-dependent 
retardation, and self-limiting phenomena were modelled with a new general parameter 
set that accounts for the reported physical effects not incorporated in the default set. 
The validity of the new parameter set has been verified, and the new model was used 
to control the dimension of silicon nanowires.  
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Chapter 6 Summary and future work 
6.1 Summary 
This thesis presents research findings for mono-crystalline silicon wafer solar cells 
in the following two areas:  
i) Multidimensional simulation of carrier recombination losses in test 
structures and finished solar cells  
ii) Multidimensional process simulation of dopant diffusion and thermal 
oxidation. 
These research findings are important for academic and industrial players in the field 
of silicon wafer solar cells. A very effective way to improve the solar cell efficiency is 
the suppression of carrier recombination in the device. Chapter 3 investigates both 
surface Shockley-Read-Hall (SRH) and Auger recombination in detail as surface and 
Auger recombination losses are typically the dominant recombination losses in 
industrial silicon wafer solar cells. In Section 3.1, dedicated test structures (lifetime 
samples) were used to assess surface and bulk recombination losses experimentally. 
The experimental results were reproduced by advanced computer simulation and 
revealed important information about how different recombination mechanisms change 
at different injection conditions. These findings provide researchers an in-depth 
understanding of each recombination mechanism at different injection conditions. 
Since there are several Auger models, the three most important Auger 
parameterisations were compared and the differences between them were discussed in 
detail including their impact on solar cell device performance. These finding helps 
researchers get a rough idea of choosing the right Auger parameterisation under 
different circumstances.  
Section 3.2 investigates field-effect passivation in general. Nowadays field-effect 
surface passivation attracts a lot of attention and finds its application in many silicon 
wafer solar cells. Theoretically either positive or negative fixed charge is equally 
capable of suppressing surface recombination, as long as the charge density is 
sufficiently high. However, many researchers found experimentally that the level of 
surface passivation seems to decrease for decreasing injection levels when the silicon 
surface is under strong inversion. Four possible mechanisms may explain this 
unexpected behaviour: surface damage, asymmetric lifetimes in the bulk, edge 
recombination and passivation non-uniformity. The first three mechanisms were 
evaluated both experimentally and theoretically. Our experiments suggest that near-
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surface damage be most likely the dominant cause of this detrimental effect. Although 
the physical origin of surface damage is not yet understood, it may be resolved in future.  
The topic of Section 3.3 is the passivation of boron emitters. It is important to 
passivate boron emitters as n-type substrates may overtake p-type substrates in 
importance in the near future. Typically, a quantitative analysis of boron emitters is 
carried out on planar surfaces. In this work we presented a quantitative analysis of 
boron emitters on both planar and textured surfaces. Particularly for textured surfaces, 
numerical analysis was carried out in 2D, whereby even field-effect passivation was 
considered. Such an approach is not possible for less sophisticate simulators such as 
Edna or PC1D. The J0e difference between planar and textured surfaces is mainly 
attributed to surface recombination. Our analysis also revealed that the p+ Si/AlOx 
interface quality is not affected by boron diffusion since Sn0 remains around 1×104 cm/s 
for all investigated emitters with a sheet resistance in the range of 30 to 175 Ω/sq. This 
finding greatly eases surface passivation optimization of boron emitters as researchers 
can concentrate on optimization of boron emitters depth profiles. A lower J0e of a boron 
emitter directly corresponds to a higher Voc potential of the solar cell. 
Section 3.4 presents a theoretical study of phosphorus emitter passivation. For 
effective passivation of phosphorus emitters, the conventional approach is to reduce the 
phosphorus doping concentration as the Auger recombination rate scales with the 
phosphorus concentration. Using numerical simulations, we showed an alternative way 
of phosphorus emitter passivation, which is achieved by increasing phosphorus 
concentration. The underlying mechanism of this approach is to suppress Auger 
recombination by the field effect which is created by a heavy phosphorus concentration. 
If this approach works practically, it is potentially possible to fabricate finger-free solar 
cells, leading to a significant lower production cost.  
Chapter 4 describes the necessary simplifications and models to reproduce 
performance characteristics of industrial screen-printed Al-BSF and Al-LBSF solar 
cells. In Section 4.1, optical analysis of these industrial solar cells was performed in 3D 
with a full ray tracing and transfer matrix approach. This approach takes care not only 
of the antireflection coating properties at the front side but also of specular or diffusive 
reflection at the rear side. Comparing to a simplified approach such as the optical 
calculator on www.pvlighthouse.com, this approach is more advantageous at 
accurately evaluating free carrier absorption and improving the rear reflection. By 
reproducing the measured reflectance curves, optical loss due to each mechanism was 
analysed at every wavelength. This approach was already used at a Tier-1 solar cell 
manufacturer to quantify performance losses in their silicon wafer solar cells. 
146 
 
Section 4.2 investigates carrier recombination losses in industrial silicon wafer solar 
cells. A 2D device simulation was used to reproduce performance characteristics of 
these solar cells. In addition to vertical carrier transport, considered in 1D models, our 
2D simulations accounted for lateral carrier transport, which is important for more 
advanced solar cell structures such as Al-LBSF solar cells. Simulators such as PC1D 
are not capable of modelling these structures. Using state-of-the-art models and 
measurement results, loss analysis in Al-BSF and Al-LBSF solar cells were presented 
with detailed loss mechanisms at varying wavelengths and solar cell bias conditions. 
Such established analysis can be produced within a few minutes and has already been 
serving industrial partners for identifying their cell problems and providing 
improvement strategies. The analysis within this chapter can be extended to other types 
of solar cells, which is useful for solar cell producers to improve their products. 
Chapter 5 deals with numerical modelling of two important fabrication processes: 
boron diffusion and dry oxidation. In Section 5.1, we demonstrated that 1D boron depth 
profiles of various thermal conditions can be well reproduced by simulation. 
Subsequently, the predicted 2D boron depth profile on a pyramidally textured surface 
was experimentally verified using a combination of SEM and EBIC measurement. 
Being able to predict doping profiles on textured samples has a considerable impact on 
solar cell research. Using the loss analysis presented in Chapter 4, an optimum emitter 
doping profile can be predicted. Using process simulation, it is possible to establish the 
process parameters required in order to realize this optimum emitter profile. 
Furthermore, the presented results are a first step towards a sophisticated software, 
which is capable of both process and device simulation, to enable in situ process control 
of an emitter profile in a factory. The integration of process and device simulation could 
be an important future trend of solar cell research. Due to its contribution to 
performance improvement and cost reduction of silicon wafer solar cells, numerical 
simulation may become an indispensable tool for solar cell producers.  
Section 5.2 presents numerical modelling of dry oxidation at a nanometre scale. 
Silicon nanostructures were oxidized under various thermal conditions. We discussed 
initial oxidation rate enhancement, orientation-dependent retardation, and self-limiting 
phenomena observed in the experiment. With an in-depth understanding of dry 
oxidation, the shapes of both resulting silicon and oxide were well reproduced with a 
new set of diffusion parameters accounting for the reported physical effects not 
incorporated in the default set. Our research contributes to micro-engineering of silicon 
nanostructures. It can be used to fabricate various surface textures, such as silicon 
nanowires with controlled radii in a few nanometre range.   
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6.2 Future work 
The τeff reduction at low injection levels for inverted surfaces, as shown in Section 
3.2, was investigated in numerical modelling and experiments. For large samples (5” 
and above), experiments indicate that surface damage is the most likely explanation. 
However, surface passivation non-uniformity could also result in a τeff reduction. So far, 
to our knowledge, surface passivation non-uniformity was not evaluated numerically. 
With photoluminescence measurements as shown in Figure 3.19, the position 
dependent τeff can be obtained. The measured τeff can be digitised, taking the average τeff 
within a few micrometre range. The corresponding surface recombination velocity can 
be computed for each τeff. With this approach, the influence of surface passivation non-
uniformity can be evaluated quantitatively using 2D electrical simulation. 
The root cause of the τeff reduction at low injection levels is still under debate. 
Moreover, the origin of surface damage is unclear and there is also no direct evidence 
to prove the existence of surface damage. In addition, there were reports that this 
phenomenon was not observed on large samples [179]. It may be related to unreliable 
τeff measurement at low injection levels. It is desirable to investigate these contradicting 
experimental observations together and propose a general explanation. Therefore, the 
results in Ref. [179] should be reproduced in future theoretical work. 
Corona charging is a very useful technique to investigate field-effect passivation. It 
is typically used to determine the fixed charge density of passivation films nowadays. 
However, interface deterioration is undesired. Numerical modelling and experiments 
will have to be carried out to quantitatively analyse the dependence of interface 
deterioration on corona charging conditions. 
Simulations shown in Section 3.4 indicate that Auger recombination can be 
suppressed by field-effect passivation. This finding can be useful for improving contact 
passivation. There is no prior description of this effect both experimentally or 
theoretically to the best of our knowledge, Phosphorus emitters prepared by 
conventional methods are not suitable for demonstrating this effect experimentally, as 
a sufficiently high active dopant concentration cannot be achieved. Only phosphorus 
emitters prepared by epitaxial growth are suitable for this purpose due to three 
advantages: uniform doping profiles, almost abrupt junctions, and high electrically 
active phosphorus concentrations (above 5×1020 cm-3). Experiment on this 
phenomenon will be conducted in future with an appropriate collaborator, who should 
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Appendix 3 System of units 
Quantity Unit Symbol 
Conductance Siemens S 
Current Ampere A 
Electric charge Coulomb C 
Energy Joule J 
Electron volt eV 
Force Newton N 
Frequency Hertz Hz 
Length Meter m 
Angstrom Å 
Mass Gram g 
Power Watt W 
Pressure Pascal Pa 
Resistivity Ohm Ω 
Temperature Kelvin K 
Degree Celsius °C 
Time Second s 




Appendix 4 Physical constants 
Constant Value Unit Description 
c 299792458 m/s Speed of light in vacuum 
ε0 8.8541878176×10-12 F/m Vacuum permittivity 
h 4.135667516(91)×10-15 eV·s Planck constant 
k 8.6173324(78)×10-5 eV/K Boltzmann constant 
m0 9.10938215(45)×10-31 kg Electron rest mass 





Appendix 5 Atomistic diffusion mechanisms 
Direct exchange between dopants and mono-crystalline silicon atoms demands a 
very high temperature. Hence, dopants diffuse via point defects. In the vacancy 
mechanisms, a substitutional dopant exchanges position with a nearby vacancy. In the 
direct interstitial mechanism, an interstitial dopant hops from one interstitial site to 
another nearby interstitial site without involvement of any silicon self-interstitial. It is 
a very fast diffusion mechanism which does not apply to the dopants used in solar cells. 
In the kick-out mechanism, an interstitial dopant displaces a silicon lattice atom and 
the kick-out silicon atom becomes a self-interstitial. In the interstitialcy mechanism, a 
substitutional dopant jumps to an interstitial site after being displaced by a silicon self-
interstitial and then occupies another nearby lattice position via the kick-out mechanism. 
In the Frank-Turnbull mechanism, an interstitial dopant gets trapped by a vacancy and 
becomes a substitutional dopant. Comparing to the kick-out mechanism, the trapped 
dopant may become immobile especially with vacancy supersaturation. Dopant 
diffusion may be significantly retarded by excessive Frank-Turnbull activities. 
 
 
Figure A.1: Schematic sketches of several atomic diffusion mechanisms in Si. (a) 
Direct exchange; (b) Vacancy mechanism; (c) Direct interstitial; (d) Kick-out 





Appendix 6 3D to 1D conversion of a carrier generation profile 
3D to 1D conversion of a carrier generation profile is done similarly to the approach 
in Ref. [144]. As shown in Figure A.2, the substrate with pyramidal texture is divided 
into many layers. The division is done in a way that layers become more and more 
planar as they are further away from the textured surface. Absorbed photons in theses 
layers are then projected to their planar counterparts as if photons were absorbed in the 
planar layers. Upon the projection, the depth of a textured layer was set to tally with 
the depth of the corresponding planar layer (referred to as the constant depth approach 
from here on) in Ref. [144]. In this approach, a layer close to the textured surface under 
illumination, however, will have a much larger volume than the corresponding planar 
layer. As absorbed photons are reserved, it leads to an overestimation of photon 
absorption density near surface and, consequently photo-generated carrier density. 
With the constant depth approach, the overestimation of carrier generation near the 
front surface results in higher Auger and surface recombination losses. To reproduce 
measured EQE values at wavelengths below ~ 400 nm in simulation, the fitted surface 
recombination velocity is thus slightly underestimated. 
 
Figure A.2: Schematic sketch of cross sectional view of 3D to 1D projection of a photon 
absorption profile.  
It is possible to avoid this problem associated with the constant depth approach. Upon 
the projection, the volume of a textured layer can be set to tally with the volume of the 
corresponding planar layer (referred to as the constant volume approach from here on). 
In this way, the correct photo-generated carrier density will be maintained, resulting in 
realistic Auger and surface recombination at the front. However, the total thickness of 
164 
 
planar layers will be slightly increased to conserve absorbed photons. With the same 
structure where the substrate is 250 µm and the height of the pyramid is 10 µm, the 
converted 1D photon absorption profiles from these two approaches are shown in 
Figure A.3 together with the profile from Ref. [144]. The photon absorption rate from 
the constant depth approach generally agrees with that from Ref. [144]. Near the 
surface, the photon absorption rate from the constant depth approach is about two to 
three times higher than that from the constant volume approach. The difference 
gradually reduces away from the surface and diminishes at a depth of ~ 4 µm. To 
accurately assess surface recombination velocity at the front, the CGA profiles of Al-




Figure A.3: 1D photon absorption profiles converted from 3D optical simulation. The 
photon absorption rate from the constant depth approach generally agrees with that in 
Ref. [144], which overestimates absorption rate near the surface compared to the 
constant volume approach. 
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