Exact Gaussian process (GP) regression has OðN 3 Þ runtime for data size N, making it intractable for large N. Many algorithms for improving GP scaling approximate the covariance with lower rank matrices. Other work has exploited structure inherent in particular covariance functions, including GPs with implied Markov structure, and inputs on a lattice (both enable OðNÞ or OðN log NÞ runtime). However, these GP advances have not been well extended to the multidimensional input setting, despite the preponderance of multidimensional applications. This paper introduces and tests three novel extensions of structured GPs to multidimensional inputs, for models with additive and multiplicative kernels. First we present a new method for inference in additive GPs, showing a novel connection between the classic backfitting method and the Bayesian framework. We extend this model using two advances: a variant of projection pursuit regression, and a Laplace approximation for non-Gaussian observations. Lastly, for multiplicative kernel structure, we present a novel method for GPs with inputs on a multidimensional grid. We illustrate the power of these three advances on several data sets, achieving performance equal to or very close to the naive GP at orders of magnitude less cost.
INTRODUCTION
G AUSSIAN processes (GP) have become a popular tool for nonparametric Bayesian regression. Naive GP regression has OðN 3 Þ runtime and OðN 2 Þ memory complexity, where N is the number of observations. At ten thousand or more observations, this problem is for all practical purposes intractable, given current hardware.
A variety of approaches are suggested in the literature for improving the computational complexity of GP for large data sets. Some approximate the GP using simpler models on a lower dimensional subspace, e.g., kernel convolution [1] , [2] , moving averages [3] , or fixed number of basis functions [4] . Other approaches enable fast computation by working in the spectral domain or using algorithms based on the fast Fourier transform (FFT) [5] , [6] , [7] . Though these methods confer great advantage in the univariate case, extensions to the multivariate case often require restrictive assumptions [7] . A significant amount of research has also gone into sparse approximations, including covariance tapering [8] , [9] , [10] , conditional independence to inducing inputs [11] , [12] , or a Gaussian Markov random field approximation [13] . However, the results of these algorithms depend strongly on the properties of the data [11] , [13] . Since different assumptions fit different data sets, it is imperative to explore alternative avenues for attaining scalability.
The central aim of this paper is to introduce methods for structured GPs on multidimensional inputs. While efficient methods for structured GPs are known in the case of scalar inputs, many regression applications involve multivariate inputs. We will extend two common types of GP structures, namely: models with additive kernels and models with multiplicative kernels. These structures have a long history and are well used in GP literature [13] , [14] . We present three novel advances which allow efficient and sometimes exact inference, or at least a superior runtime-accuracy tradeoff than existing methods. Our first advance extends the additive model using a variant of projection pursuit regression (PPGPR-Greedy), which significantly improves the expressivity of the model. Our second advance is an efficient method for multidimensional GPs with non-Gaussian likelihood (Additive-LA). Our third advance is an algorithm for GPs with a multiplicative kernel structure, which arises naturally, for most common kernels, when multidimensional inputs are on a lattice (GP-grid). We also extend this algorithm to cases of incomplete grids and non-i.i.d. noise.
Gaussian Process Regression
In brief, GP regression is a Bayesian method for nonparametric regression, where a prior distribution over continuous functions is specified via a Gaussian process (the use of GP in machine learning is well described in [12] ). A GP is a distribution over a function f indexed by an input space X such that any finite selection of input locations x 1 ; . . . ; x N 2 X gives rise to a multivariate Gaussian density over the associated targets N ðm N ; K N Þ, where m N ¼ mðx 1 ; . . . ; x N Þ is the mean vector and K N ¼ fkðx i ; x j Þg i;j is the covariance matrix, for mean function mðÁÞ and covariance function kðÁ; ÁÞ. Here we are specifically interested in the basic equations for GP regression, which involve two steps. First, for given data y (zero-mean data), we calculate the predictive mean and covariance at M unseen inputs as:
For model selection, since the function kðÁ; Á; uÞ is parameterized by hyperparameters such as amplitude and lengthscale (which we group into u), we must consider the marginal likelihood ZðuÞ:
Here we use this log marginal likelihood to optimize over the hyperparameters in the usual way [12] . The runtime of GP regression and hyperparameter learning is OðN 3 Þ due to ðK N þ s 2 n I N Þ À1 , which is present in all equations.
EXTENDING STRUCTURED GP ON MULTIPLE INPUT DIMENSIONS
We will extend two common types of GP structures, namely models with additive kernel structure:
and models with multiplicative kernel structure:
We first deal with the additive case (Section 2.1), extending it to an efficient and more expressive projected additive GP regression (Section 2.1.1), and secondly innovate to the case of non-Gaussian likelihoods (Section 2.1.2). Thirdly, we address the case of multiplicative kernel structure (Section 2.2).
GP with Additive Kernels
We begin by considering the simplifying (and overly restrictive) assumption of creating a multidimensional GP from additive single-dimensional GPs. Additive GP regression can be described using the following generative model:
where X i;d is the dth component of input i, k d ðÁ; ÁÞ is the kernel of the scalar GP along dimension d, u d represents the dimension-specific hyperparameters, D ! 1 is the dimensionality of the input space, and s 2 n is the (global) noise hyperparameter [14] .
Given an additive GP model, it is possible to efficiently solve it using a variation of the classical backfitting algorithm (Algorithm 1). In brief, the backfitting algorithm fits an additive model over a D-dimensional space with the same overall asymptotic complexity of a scalar input space [15] , [16] . The backfitting technique is particularly useful for GPs because convergence to the exact posterior mean is guaranteed [17] , and can be viewed as a GP extension of the original Bayesian backfitting method in [18] . For full details see our supporting work [19] .
While this approach to solve additive GPs is encouraging, we are still left with a series of unidimensional GP problems, each of size N. Fortunately, if we further assume some special structure (e.g., kernel corresponding to a statespace model, equispaced inputs, etc.), we can use efficient methods to reduce complexity to OðNÞ. Here we use the well-studied structure of Gauss-Markov Processes. As a starting point, we briefly review the use of Gauss-Markov processes for efficient GP regression over scalar inputs.
Gauss-Markov Processes
Although Gauss-Markov processes are well studied, their use for exact and efficient GP regression is under-appreciated. A GP with a kernel corresponding to a state-space model can be viewed as a Gauss-Markov process, enabling linear runtime. Gauss-Markov processes can be viewed as the solution of an order-m linear, stationary stochastic differential equation (SDE), given by:
where wðxÞ is a zero-mean white noise Gaussian process over any scalar input (often time), and f is also a GP (see [20] for an introduction to SDEs). We can rewrite Eq. (4) as a vector Markov process: 
and where L ¼ 0; 0; . . . ; 1 ½ , and A is the coefficient matrix. The Markov structure of Eq. (5) is the key enabler of efficiency gains.
Earlier work [19] , [21] , derived the SDEs corresponding to several commonly used covariance functions including the Mat ern family, spline kernels, and a good approximation to the exponentiated-quadratic kernel. Once the SDE is known, the Kalman filter and Rauch-Tung-Striebel smoothing (belief propagation) can be used to perform GP regression in OðNÞ time and memory, a noteworthy leap in efficiency. 1 Although Algorithm 1 allows for an efficient calculation of the posterior mean, to calculate the posterior variances and learn hyperparameters we must investigate further. Under the additivity assumption, and using the Gauss-Markov properties, the latent variables Z consist of D Markov chains. The resulting model regresses a sum of D Gauss-Markov processes Z i (which are independent a priori). However, the true posterior pðZ 1 ; . . . ; Z D jy; X; uÞ is hard to handle computationally because all variables Z i are coupled in the posterior. Although everything is still Gaussian, we are no longer able to use the efficient state-space methods of the Gauss-Markov process, returning us to the original computational intractability at large N. Thus, we require an approximate inference technique such as variational Bayesian expectation maximization (VBEM) or Markov Chain Monte Carlo (MCMC) (e.g., [22] ). Full details of both approximation methods are deferred to our supporting work [19] . We will use the results of these additive GP methods (Additive-VB and Additive-MCMC) for comparison to the more advanced projected additive GP regression, presented in the next section.
Efficient Projected Additive GP Regression
So far, we have shown how the assumption of additivity can be exploited to derive non-sparse GP regression algorithms which scale as OðNÞ. These considerable efficiency gains can however decrease accuracy and predictive power versus a full unstructured GP, due to the limited expressivity of the simple additive model. To address this, we now demonstrate a relaxation of the additivity assumption without sacrificing the OðNÞ scaling, by considering projection pursuit GP regression (PPGPR), a novel fusion of the classical projection pursuit regression algorithm with GP regression. The graphical model illustrating this idea is given in Fig. 1 . We refer to the following projected additive GP prior:
f p ðÁÞ $ GPð0; k p ðf p ; f 0 p ; u p ÞÞ;
$ N À 0; s 2 n Á ;
for i ¼ 1; . . . ; N. Each of the linear projections fw 1 ; w 2 ; . . . ; w P g 2 IR D projects the D dimensional input space to a different scalar input space. Forming linear combinations of the inputs before feeding them into an additive GP model significantly enriches the flexibility of the functions supported by the prior above, including many terms which are formed by taking products of covariates, and thus can capture relationships where the covariates jointly affect the target variable [23] , [24] . In fact, Eqs. (7-9) are identical to the standard neural network model where the nonlinear activation functions are modeled using GPs.
The one-dimensional projection (P ¼ 1) is known in the literature as the Gaussian process single-index model (GP-SIM), and was recently extended to the case of multiple output regression [25] . For kernels that can be represented as state-space models, we use an EM algorithm, where the M-step involves optimizing the marginal likelihood with respect to w 1 and u. Notice that every step of parameter learning scales as OðNÞ, since at every step we need to compute the marginal likelihood of a scalar GP (and its derivatives). These quantities are computed using the Kalman filter by differentiating the Kalman filtering process with respect to w 1 and u, as described in [17] (supplementary material, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TPAMI.2013.192 ).
The GP-SIM model is often used on the merits of simple inference and interpretable results [26] , [27] ; however better flexibility is gained by allowing for larger P . Extending P to larger values is unwieldy, as noted in [28] , unless used with low complexity models (e.g., neural networks [28] , or simple tree based approaches [29] ). To deal with this, we use a simple greedy approach with a low number of hyperparameters (e.g., Mat ern, squared exponential kernels), and limit the size of P .
The greedy algorithm is similar to classical projection pursuit regression [30] . In this case, at each iteration we find the optimal projection weights w p . The greedy nature of the algorithm allows the learning of the dimensionality of the feature space, P , rather naturally-we add feature dimensions until there is no significant change in performance over a validation set. In our implementation, we chose to initialize the weights w p via linear regression of X onto the residual vector. Other initialization schemes, such as random initialization, will also work; however, these schemes typically require multiple runs to avoid convergence to poor local optima. We present a greedy algorithm to select P , and jointly optimize W and fu p g P p¼1 .
1. Note that the Gauss-Markov process framework requires sorted input points. Else, a preprocessing step of OðN log NÞ is needed.
PPGPR is used for learning fw 1 ; w 2 ; . . . ; w P g and fu u 1 ; u 2 ; . . . ; u P g; for inference, the backfitting approach of Section 2.1 is used. The PPGPR algorithm offers a bridge between the flexibility of the naive Full-GP, and the efficiency of its approximate additive counterpart. For completeness, we also note that we implemented an MCMC alternative to this greedy approach for learning PPGPR, but we found it underperformed in all cases, and thus we do not report on it.
Generalized Additive GP Regression
Here we extend these efficient methods to non-Gaussian likelihood functions, as used in classification. Much work has been done to address these likelihoods via MCMC sampling or analytic approximations [31] , but these works have only considered important scalability questions via sparsification approaches [32] , [33] , [34] . A natural and important question is how to extend our structured GP methods to this non-Gaussian case.
Here we derive an accurate and efficient OðNÞ algorithm using Laplace's approximation, 2 and we show that this method is a Bayesian analog of the classical local scoring technique [36] .
Given the likelihood pðyjf Þ is non-Gaussian, we use the standard Laplace approximation: pðf jy; X; uÞ u N ðf ; L À1 Þ;
wheref arg max f pðf jy; X; uÞ and the approximated covariance matrix L Àrr log pðf jy; X; uÞj f ¼f . We define the following objective:
Vðf Þ log pðyjf Þ þ log pðf jX; uÞ:
f is found by applying Newton's method (the likelihood is typically log-concave in f , resulting in a convex program). If we assume that f is drawn from an additive GP, then it follows that the required gradient and Hessian (for Newton iterations) are:
This makes the Newton iteration:
where the Woodbury matrix identity is used to get the final result. Note that Eq. (14) is precisely the form of a posterior inference (Eq. (1)) for target vector ½f ðkÞ þ W À1 r f log p ðyjf Þj f ðkÞ and a diagonal noise term W À1 , implying (i) that Algorithm 1 will solve each Newton iteration, and (ii)f can be calculated in OðNÞ time. Wrapping backfitting iterations inside a global Newton iteration is precisely how the local-scoring algorithm is run to fit a generalized additive model [36] .
The above calculates the posterior Laplace approximation. To efficiently approximate the marginal likelihood, we use the Taylor expansion of the objective function VðFÞ for F ½f 1 ; . . . ; f D to obtain:
whereK is a block diagonal tiling of K 1 ; K 2 ; . . . ; K D , andW is a block diagonal tiling of the single (diagonal) W matrix. This problem separates blockwise into matrix inverse and log determinant problems over unidimensional GPs. Since each GP has Gauss-Markov process structure, the Kalman filter can be used to calculate these terms efficiently [19] .
Parallelization of State-Space Models
The above algorithms can be parallelized to achieve even greater speed up. For a fixed set of hyperparameters, the values of evolution and emission matrices of the SDE for all locations are independent, and hence can be precalculated in parallel. This fact enables a very simple parallelization scheme across multiple threads. We will further discuss these gains in Section 3.1.1.
GP with Multiplicative Kernels
Another natural and common structure to consider is multiplicative kernels. A tensor product kernel has the form
Unlike in the additive section, the one-dimensional kernels K d will require no additional assumptions on the kernel structure itself; however, the multiplicative structure requires inputs to be on a multidimensional grid. This is commonly seen for regression problems, e.g., regular measurements at evenly spaced weather stations, or video captured by a CCD camera. Much work has gone to applications of scalar lattice data, such as Toeplitz and spectral approaches [5] , [6] , [37] . However, these methods are very restrictive when extended to multidimensional grid input [7] . Another approach that is used extensively in the fields of computer vision and image analysis is the Gaussian-Markov random field (GMRF) model; however, this model often proves too simplistic for real data, and is known to be inconsistent over different subsets of lattice data [38] . Other work exploits separability with the Kronecker product [39] , but this approach is rarely used in practice because it requires the restrictive assumptions of noiseless, full (regular) grid measurements. Here we present a novel extension of the Kronecker method to perform exact inference in OðDN Dþ1 D Þ time for cases of incomplete grids, missing observations, and variable noise.
A covariance function is a tensor product kernel if it computes covariances which can be written as a separable 2. Though literature often prefers the EP approximation [35] , the computational properties of the Laplace are far more attractive and, we have found, do not involve a large loss in performance. product over dimensions d ¼ 1; . . . ; D. The assumption of tensor product kernel is quite general as most commonlyused kernels are of this form; for example, the squared exponential kernel factorizes as
When the inputs lie on a grid, the kernel decomposes to a Kronecker product over the kernels of the individual dimensions [19] , [39] , [40] . To exploit this structure, we first describe matrix-vector multiplication across a Kronecker product, which is an OðN 2 Þ operation using standard matrix-vector multiplication. However, we will show that with problems of this form, it is possible to attain close to linear runtime using tensor algebra, which will later be the key component in our GP-grid method. Using the Kronecker property ðB
where we define the operator vec À1 ðÁÞ as vec À1 ðvecðAÞÞ ¼ A.
The inner component of Eq. (19) can be written as
Notice that Eq. (20) 
where the bracket notation denotes transpose and reshape, i.e., AB ½ > ¼ reshapeððABÞ > Þ. Iteratively solving Eq. (21) requires OðDN Dþ1 D Þ, because each of D ðD ( NÞ matrix-matrix multiplications requires OðN Dþ1 D Þ operations, which is much smaller than the original OðN 2 Þ. As an interesting side note, the product in Eq. (21) can be viewed as a contraction operation in tensor algebra [19] . Per standard practice in large scale optimization, we never actually write down (or store in memory) the large kernel matrix (which will cost OðN 2 Þ in time and memory complexity); instead we treat it as linear operator acting on its vector arguments. Algorithm 2 gives pseudo-code illustrating Eq. (21).
GP-Grid with Spherical Noise
The critical second step is to note that our inversion of interest ðK þ s 2 n I N Þ À1 is not a Kronecker product, due to the perturbation on the main diagonal. Nevertheless, it is possible to sidestep this problem using the eigendecomposition:
Importantly, the eigenvector matrix Q will also be a Kronecker product made up of the eigenbases of each Kro- 
a a kron mvprodð½Q 1 ; . . . ; Q D ; aÞ;
where we efficiently used kron mvprod twice and note that the matrix L þ s 2 n I N is easy to invert as it is diagonal. In summary, we exploited two important realizations: both the eigendecomposition and matrix-vector product can be done efficiently using properties of Kronecker product. We call this new algorithm "GP-grid", which allows for exact GP inference at orders of magnitude lower cost than the naive GP technique.
Generalizing GP-Grid for an Incomplete Grid and Variable Noise
The above assumptions of (i) a full grid and (ii) spherical noise are too simplistic for many applications, and can cause GP-grid to substantially underfit (this claim will be substantiated later in the results). First, examples of incomplete grids can often occur due to either missing values (e. g., malfunctioning sensors), or when a region of interest has an irregular shape (e.g., a segment of an image). Second, the constant noise assumption is also not valid in many real systems as sensor noise can vary between sensors or can be signal dependent. Other work considers an additional GP to infer the noise model [25] , [41] or uses gradient based maximum likelihood [24] . These approaches are general but computationally burdensome and have the potential for overfitting. In [40] the authors deal with missing observations by removing their locations from the covariance matrix and sampling to calculate the posterior. On the other hand, here we extend GP-grid to exactly and efficiently handle both incomplete grids and variable noise. We handle both of these enhancements by considering non-spherical noise, first completing the grid with the introduction of dummy observations in the missing locations. The GP formulation allows us to introduce these variables without corrupting the GP inference. We view these incomplete data as measured data with high noise y dummy $ N ðf ; À1 I w Þ, where ! 0, and w is the number of dummy variables. Using Eqs. (1) and (2), and reordering the observation vector so that the w dummy variables are at the end of the observation vector y ¼ ½y n ; y w T ,
Notice that the D matrix is no longer s 2 n I, but
where V is a diagonal matrix corresponding to the noise of the true observations, ½V ii ¼ s 2 i . The introduction here of ½V ii ¼ s 2 i (as opposed to a multiple of the identity) allows us to address the desire for variable noise with this same framework.
First we show that the introduction of the dummy variables does not affect the results of the GP analysis. The analysis will pertain to Eq. (26); however, the same approach can be used for Eq. (27) . Rewriting Eq. (26), where we reordered the dummy observation to be at the end, we get
Using the block matrix inversion lemma for inverting a matrix ½AB; CE, we get ðA À BE À1 CÞ À1 ÀA À1 BðE À CA À1 BÞ À1 ÀE À1 CðA À BE À1 CÞ À1 ðE À CA À1 BÞ À1
We can then take the limit by writing the terms in Eq. (30) as:
ðA À BE À1 CÞ À1 À! !0 A À1 ;
À E À1 CðA À BE À1 CÞ À1 À! !0 0;
ðE À CA À1 BÞ À1 À! !0 0;
À A À1 BðE À CA À1 BÞ À1 À! !0 0:
Putting the terms together, we rewrite Eq. (29) as m m Ã ¼ K Mn ðK n þ VÞ À1 y n ; (36) which is the exact GP over the non-dummy variables. Thus we can introduce these dummy variables to enable the Kronecker method without corrupting the result. To efficiently solve Eq. (26), we will use the preconditioned conjugate gradient (PCG) method. We iteratively solve
where the preconditioner matrix C ¼ D À 1 2 . Note that the preconditioner masks out the dummy locations, in addition to the usual standardization of CG.
The PCG algorithm can be efficiently calculated using the kron_mvprod algorithm (Algorithm 2). Using PCG, Eq. (37) can be computed in OðQN Dþ1 D Þ, where Q is the number of PCG iterations, and in practice is usually trivially small compared to N. PCG also allows elimination of the memory burden.
We have thus dealt with the posterior, but in order to learn the hyperparameters we also need to efficiently calculate the logðdetðK N þ DÞÞ term in the marginal likelihood (Eq. (3)). Since the complexity of solving the logdet term is OðN 3 Þ, we instead approximate it as
where gðDÞ is a scalar function of the variable noise matrix D.
With this approximation, we can easily do the logdet and derivative calculations via the Kronecker eigendecomposition (as in Eq. (22)), reducing the complexity again to OðN Dþ1 D Þ. For the approximation we chose to use the geometric mean of the elements in D, formally gðDÞ ¼ ð
Approximating this variable noise with spherical noise represents destroying the eccentricity of that ellipsoid while preserving its volume. Intuitively, this approximation will be reasonable as long as the eccentricity of D is not aligned with K N (since the addition represents a convolution of these two ellipsoids). Because the diagonal structure of D has axis aligned eccentricity, and because the eccentricity of K N is always quite off-axis (kernel stationarity implies that the marginal in each axis is identical, namely the kernel variance s 2 f ), we should suffer a small approximation penalty for this logdet calculation when D has a reasonable range of values, as indeed we observe empirically. This empirical investigation also showed that this approximation preserved the robustness of the algorithm to initial conditions.
RESULTS
Here we will compare the three methods for scalable GP inference, namely: PPGPR (Section 2.1.1), Additive-LA (Section 2.1.2), and GP-grid (Section 2.2.2) (all shown in blue), to a naive Full-GP (black), other GP approaches (reds), and other relevant machine learning methods (green). We will examine both the runtimes and accuracies of the methods, and perform an efficiency analysis.
Runtime Complexity
We begin by comparing runtime performance (in seconds), taking into account both learning and prediction.
PPGPR-Greedy
Here we will compare the runtime performance of PPGPR to other GP based methods for multidimensional regression. In each experiment, we used M ¼ 1;000 points. If a particular algorithm has a stochastic component to it (e.g., if it involves MCMC) its performance will be averaged over 10 runs. Every experiment was composed of training (i.e., smoothing and hyperparameter learning given fX; yg) and testing phases.
We test the following algorithms (with the following names): the full naive GP regression implementation (Full-GP), additive models using VBEM inference (Additive-VB) and MCMC inference (Additive-MCMC), projected additive models using greedy projection pursuit of Section 2.1.1 (PPGPR-Greedy) and a variation using MCMC (PPGPR-MCMC). Finally, for the sparse GP regression method we used the sparse pseudo-input Gaussian process (SPGP) [42] . For SPGP, to be conservative, we did not learn the pseudo inputs (which can potentially greatly increase the algorithm complexity and runtime) but rather used a random subset of the inputs as the active set. For both the SPGP and the Full GP, we used the GPML Matlab Code version 3.1 [43] . Also note that, for Additive-VB and PPGPR-Greedy we have set the number of outer loop iterations (the number of VBEM iterations for the former, and the number of projections for the latter) to be at maximum 10 for all N. Increasing this number increased the cost with no meaningful change to accuracy, so this is a reasonable choice. All algorithms were run both as a single thread and using a parallel multicore, but since SPGP and Full GP do not offer efficient implementation of the parallel schemes, their results were the same for both cases. 4 We used synthetic data generated by: 
where k d ðx D ; x 0 d ; ½1; 1Þ is given by the Mat ern(7/2) kernel with unit lengthscale and amplitude [12] . We used D ¼ 8 dimensions, and collected runtimes for a set of values for N ranging from 1,000 to 50,000. Fig. 2 illustrates the significant computational savings attained by exploiting the structure of the additive kernel, with the PPGPR method of Section 2.1.1 (shown in blue) having minimal runtime compared to other GP methods. As expected, the log-log slope of the Full-GP is close to three (2.52) due to its cubic complexity, and all the approximation algorithms have runtimes that scale linearly (0.97, 0.62, 1.01, 0.98, 0.97) with the input size. We can also see that parallel processing of the state-space model matrices offers further improvement in scaling. These results serve only as a rough estimate, because the performance can depend on the chosen algorithm parameters, such as: number of outer loop iterations in the Additive-VB, number of projections in PPGPR-Greedy, or number of samples in the MCMC methods. This runtime/accuracy consideration should be used when comparing the efficiency of the algorithms.
Additionally, runtime on a modern computer is by no means a perfect measure of algorithmic complexity. Nonetheless, we will see that the results of Fig. 2 agree with all the results from the real data sets. For example, in Fig. 2 we overlay the results of one of the real data sets, and one sees a close correspondence between synthetic and real data. Thus, these and subsequent results are highly representative and assert the primary point of this section: our main contribution-PPGPR (the greedy scheme in blue)-has roughly linear runtime, versus the cubic scaling of the naive Full-GP.
Additive-LA
Here we will compare the runtime performance of our Additive-Laplace method (Section 2.1.2) to other common methods for multidimensional binary classification. As in Section 3.1.1, we used M ¼ 1;000 points and the Mat ern(7/2) covariance function.
We used synthetic data generated by:
where gðÁÞ is the logistic link function.
Within the GP framework, we compared generalized additive GP Regression from Section 2.1.2 (Additive-LA), standard GP classification with Laplace's approximation (Full-GP) [12] , the sparse GP methods of informative vector machine (IVM) [34] , and fully independent conditional (FIC) [11] . For completeness, we also include support vector The algorithms ran on a Linux server, in a multicore parallel scheme using eight processors (solid lines). For comparison, we also added the runtime of PPGPR-Greedy using a single thread (dash lines). At N ¼ 7;168, we added an overlay of the runtime results for the pumadyn8-nm data set (described in Section 3.2.1), showing that this figure is representative of runtime in real data sets.
4.
When discussing parallel schemes we refer to only the learning stage. As in all GP frameworks, parallelism can always be used for prediction, since we are only interested in the predictive marginals per test point. However, this does not have any noticeable effect on the runtime and is thus unimportant to the comparison. machines (SVM) [44] . 5 For the Full-GP we used GPML Matlab Code version 3.1 [43] ; for FIC we used the GPstuff Matlab package [46] ; for SVM we used LIBSVM [47] ; and for IVM we used the implementation given in [34] . We tested the algorithms on the synthetic data from the model above using eight dimensions while varying the number of inputs N ¼ ½2; 4; 6; 8; 10; 20; 30; 40; 50 Â 10 3 . We stopped running the Full-GP at N ¼ 10; 000 as it took too long to finish. A comparison of the runtime results is shown in Fig. 3 . To be consistent, we used exactly 25 iterations for all algorithms during the learning stage. As can be seen from the figure, Additive-LA offers excellent scaling for large input sizes. The only algorithm that offers faster runtime than the Additive-LA is IVM. This can be expected as the IVM only uses the information in the active set. Our algorithm, on the other hand, makes use of all the data, and is thus able to achieve a more accurate estimation, as the results in Section 3.2.2 demonstrate.
GP-Grid
Here we will compare the runtime performance of the GPgrid method from Section 2.2.2 to both the naive Full-GP regression method, and GP-grid with spherical noise (GPgrid spherical) from Section 2.2.1. We conduct the comparison using a segment of real image data, where we mask out part of the picture. At each iteration the size of the window is increased, thereby increasing both the number of input locations n (pixels we did not mask out) and dummy locations w (masked pixels). For the naive Full-GP we consider only the input locations (without the dummy locations), but for the GP-grid algorithms we used the dummy locations to complete the grid, N ¼ n þ w. Fig. 4 illustrates the time complexity of the three algorithms as a function of input size n (pixels). The time complexity presented for all algorithms is for a single calculation of the negative log marginal likelihood (NLML) and its derivatives (dNLML), which are the needed calculations in GP learning (and which carry the complexity of the entire GP regression algorithm). Both the naive Full-GP and GP-grid spherical methods calculate the mentioned values for four parameters including a learned global noise parameter, the two lengthscales, and the signal variance. GP-grid learns just three parameters (but accounts for variable noise). In GP-grid, the noise model is:
where at location i, s 2 i is the noise variance and I i is the measured image intensity. This model was chosen as a sensible model of known camera properties [48] . In all cases we used the Mat ern(5/2) covariance function. As can be seen in Fig. 4 , GP-grid scales just superlinearly with the input size, while Full-GP is cubic. Furthermore, the introduction of the variable noise and dummy variables does increase the computational time of the GP-grid compared to GP-grid spherical; however, it does not hurt the scalability of the algorithm (and we will show that it has significant performance implications that easily warrant this increase).
Performance
Next, we extend the comparison to real data sets, which will allow thorough accuracy comparisons.
PPGPR-Greedy
We use two standard performance measures on the test set: normalized mean square error (NMSE) and mean negative log probability (MNLP):
Ã ðiÞ À m m Ã ðiÞÞ 2 P N Ã i¼1 ðy Ã ðiÞ À yÞ 2 ;
where m m Ã Eðf Ã jX; y; X Ã ; uÞ, v Ã V Vðf Ã jX; y; X Ã ; uÞ, and y is the training-set average target value. These measures have The runtime illustrated is for a single calculation of the negative log marginal likelihood and its derivatives (dNLML). The ratio of input size to the complete grid size (n=N) is 0.7. The slope for the naive Full-GP is 2.9, for GP-grid is 1.1, and for GP-grid spherical is 1.0 (based on the last eight points). This empirically verifies the improvement in scaling.
5.
To calculate the MNLL, we used the probabilistic predictions from the SVM using cross-validation and the cross-entropy metric [45] .
been chosen to be consistent with those commonly used in the sparse GP regression literature.
We test seven well-known data sets: synth-8D (N ¼ 8;000 synthetic data from Section 3.1.1). The pumadyn family is a robotic arm data set, and consists of three data sets: pumadyn8-fm1000 (N ¼ 1;000, fairly linear data with D ¼ 8 dimensions), pumadyn8-fm7168 (N ¼ 7;168, fairly linear data with D ¼ 8 dimensions), pumadyn32-nm (N ¼ 7; 168, highly nonlinear data with D ¼ 32). Elevators data set consists of the current state of the f16 aircraft (N ¼ 8;752, 17-dimensional) [49] , and kin40k is a highly nonlinear data set (N ¼ 10;000, eight-dimensional). 6 Fig. 5 demonstrates the central analysis of this section. In each subplot, we calculate speedup (as an inverse multiple of the Full-GP runtime), MNLP, and NMSE across all seven data sets and six algorithmic options. We compared the same methods as in Section 3.1.1. The top subplot in Fig. 5 indicates the substantial speedups offered by all algorithms over the full GP, with the exception only of the N ¼ 1;000 data set (pumadyn8-fm1000; this is not surprising given small N). Further, our PPGPR-Greedy achieves the largest speedup across all data sets, and in most cases the error (MNLP and NMSE in the second and third subplots) is the same as competing methods. We also see that the simple additive models almost always underperform in accuracy, which is as expected given their limited expressivity; thus our PPGPR innovation of Section 2.1.2 is well warranted. The one exception where Additive-VB outperforms PPGPR-Greedy is the synthetic data set. However, this is expected as we used an additive model to generate data and the greedy nature of PPGPR-Greedy causes it to underperform. In the final two data sets, we see that SPGP and the full GP have better accuracy. This may be explained as both these data sets are highly nonlinear, making the additive assumption inaccurate.
PPGPR-Greedy achieves the best runtimes but at times with an accuracy cost. Thus we want to quantify the notion of a runtime-accuracy tradeoff. We plot all data sets and algorithms in a runtime versus error plot (Fig. 6) , and we use the economics concept of Pareto efficiency: efficient points in the runtime versus error plot represent algorithms with minimum runtime for a given error rate. Pareto inefficient algorithms are then those points that are unambiguously inferior. The efficient frontier is the convex hull of all {runtime, error} points (algorithms) for a given data set. This will give us a clear picture of which algorithms are optimal choices across a range of data sets. Fig. 6 details this, with one efficient frontier for each data set (a given color). Each algorithm has a given marker type. This immediately shows what one would expect: the full GP implementation is typically most accurate, but only if one is willing to invest substantial runtime. Secondly, most often the PPGPR-Greedy is the other efficient choice for a substantially reduced runtime, albeit higher error.
Three algorithms stand out in their overall efficiency: PPGPR-Greedy (efficient in all seven data sets), SPGP (efficient in 4), and full GP (efficient in six data sets). Unsurprisingly, the additive model is typically inferior to the more expressive PPGPR model. The PPGPR-Greedy is the only efficient algorithm for all data sets as it achieves the fastest runtime. However, more interestingly, it also achieves very good accuracy results making most other algorithms inefficient. Of course, any trivial algorithm could achieve efficiency by having minimal runtime and arbitrary error, but the data demonstrates that this is not the case with our algorithms: the PPGPR-Greedy error in almost all data sets is competitive or better than all alternatives. As can be seen by the results of this section, PPGPR-Greedy is a bridge between the fast and overly simplified additive model and the slower more flexible Full-GP. Its efficiency to a wide 6 . The two fundamental desiderata of our algorithms are accuracy and speed. Here we plot error versus runtime to quantify the tradeoff between these two objectives using the notion of Pareto efficiency. Every algorithm is represented using a unique marker and with a color scheme chosen according to the data sets. For each data set, the Pareto efficient frontier is shown as a color line passing through the efficient algorithms for that data set.
6.
Pumadyn and the synthetically generated Kin40k data sets are from the DELVE archive. Elevators from KEEL archive. range of data sets stems mainly from its ability to capture more degrees of freedom and is considerably faster to train than SPGP. However, its performance will depend on the structure of the data set, and its accuracy will degrade for highly nonlinear data sets with high dimensionality (e.g., kin40k and pumadyn32-nm). Thus, we believe PPGPRgreedy to be most appropriate in cases of moderate nonlinearity and large data size.
Additive-LA
In this section we will compare the generalized additive-GP from Section 2.1.2 to other kernel classifiers (both Bayesian and non-Bayesian). We use common performance metrics from the sparse GP classification literature, enabling straightforward comparison with other experimental results. In this paper we will focus on the task of binary classification; however in principle, extensions to tasks such as multi-class classification and Poisson regression can be performed without affecting asymptotic complexity. For performance measures we use algorithm runtime (in seconds), test error rate, and mean negative log-likelihood (MNLL):
Error Rate ¼ #ðincorrect classificationsÞ #ðtest casesÞ ;
For both the test error rate and MNLL measures lower values indicate better performance.
We tested the classification algorithms from the previous section on the synthetic data and on two additional popular data sets: Magic Gamma Telescope [49] , and IJCNN [50] .
We again only allowed 25 iterations in the learning stage. For sparse methods we tested two activeset sizes: 50, and 0:1N. Table 1 summarizes the classification results across all algorithms and data sets. Each column gives the classification error rate, MNLL, and runtime.
Similar to Section 3.2.1, we quantify the notion of a runtime-accuracy tradeoff using the Pareto efficiency in Fig. 7 . As opposed to the regression case, here the Full-GP is never efficient, while the Additive-LA is highly efficient. The three algorithms that stand out in their overall efficiency are: IVM-50 (efficient in all three data sets), Additive-LA (efficient in 2), and SVM (efficient in 3). The IVM has the best runtime performance across all data sets; however, it underperforms substantially compared to our Additive-LA method. Furthermore, while the SVM is often efficient, it carries significant runtime burden which may not justify the minor improvement in accuracy. These results show that the Additive method should be considered as a competitive balance of speed and accuracy. Though the results are not as compelling as in the regression case, the Additive-LA is perhaps the most viable choice when a Bayesian solution is needed.
GP-Grid
Application to image data. In this section we present the performance of GP-grid for real image data interpolation, and the improvement compared to commonly used image interpolation methods. As a reminder, GP-grid is an exact GP algorithm so the previous runtime-accuracy tradeoff comparison is not needed (since our method is always superior to Full-GP). Hence here we briefly present the application to images to show that it is a competitive method against other image processing methods. We use three novelties from Section 2.2.2 to test this method: the use of GP itself (enabled by GP-grid), the ability of GP to accept segmented data (see Eqs. (26) (27) , and the ability of GP to accept a known noise model (Eq. (42)).
For comparison, we used real images acquired by a CCD imaging array, 7 where over a thousand pictures of the same four scenes were taken. We manually segmented the images Fig. 7 . As in Fig. 6 , here we plot error (MNLL) versus runtime to quantify the tradeoff between these two objectives using Pareto efficiency.
7. Kodak KAI-4022 4-Mega pixel.
into two exclusive segments, one of the object and one of the background, an example of which is shown in Fig. 8 . In all pictures the empirical noise model fit reasonably well to the camera-specific noise model used in Eq. (42) (line shown in red). To estimate the true image, we averaged over the majority of the pictures, leaving a small subset for testing. In order to test interpolation performance, we interpolated the entire image using only a subset of the image (down-sampled by 1/4, a factor of two in both the vertical and horizontal directions). All images are 200 Â 200 pixels, hence, even their down-sampled version will be impractical for Full-GP. The interpolated images were then compared to their corresponding averaged images for accuracy analysis. For an accuracy criterion, we compared the standardized mean square error (SMSE) between the interpolated images and the average images, as defined in [12] . Note that in all the comparisons we intentionally changed the test conditions so they would be most favorable to non-GP methods: we discarded the pixels by the border pixels (five pixels width), and allowed non-GP methods access to the entire image. These choices are conservative as the non-GP methods fail particularly badly at the edges, and so we discarded those results to clarify that these improvements have nothing to do with the failure modes of other methods. We chose to compare GP-grid with the common interpolation algorithms: bilinear, bicubic, bicubic-spline (Bic-sp) and NEDI [51] . Although this is by no means an exhaustive comparison, it allows for a benchmark for comparison with GP performance. We ran GP-grid using both the Mat ern(1/2) and Mat ern (5/2) covariance functions, and learned the hyperparameters: lengthscales ðl 1 ; l 2 Þ, signal variance ðs 2 f Þ, and noise variance ðs 2 n Þ [12] . For brevity, we will use GP-grid(Á) for GP-grid Mat ern(Á), and we will add "sph" when we used GP-grid to learn the spherical noise variance hyperparameter s 2 n (Section 2.2.1, as opposed to Section 2.2.2). We tested the algorithms on images such as the one from Fig. 8 when taken as a whole (W), object segment (O), and background segment (B). As a reference, we also added GP-grid (1/2) spherical and GP-grid(5/2) spherical. As Table 2 shows, the GP-grid algorithm with the camera specific noise model improved performance in all images compared with GP-grid spherical and best overall interpolation results of all the algorithms tested. The improvement over GP-grid spherical is perhaps most evident in the moose object image, where both the GP-grid spherical algorithms severely underfit the results. These improvements may be in part due to the fact that the GP-grid is the only algorithm with knowledge of a noise model (Eq. (42)). The GP framework is a natural choice for enabling this noise model, and its use is critically enabled by our GP-grid method (which is the point of this section).
Application to temperature data. Finally, to show the extension of our GP-grid algorithm to higher dimensional data, we show a spatio-temporal example (D ¼ 3) of monthly land surface temperatures in North America. 8 Fig. 9 (left column) shows monthly temperature readings from 1950. We used temperature readings from nine months (excluding April, August, and December) as our training set, corresponding to n ¼ 24;939 data points on an irregular grid. This data comprises 44 percent of the full 66 Â 71 Â 12 grid. and is irregular both in time (held-out test data) and space (incomplete land coverage). Note that this data size is already well beyond the range of a Full-GP (c.f., Fig. 4 ), and the incomplete grid structure precludes the use of GP-grid spherical (Section 2.2.1). Hence, our GPgrid method (Section 2.2.2) is a critical enabler of this application. We chose the Mat ern(5/2) kernel and learned the hyperparameters (including global noise s n ). The GPgrid inference results are shown the second column for the held-out test set of April, August and December, with their corresponding 95 percent confidence intervals (two standard deviations of the posterior are plotted) in the third column. Note the higher posterior variance in December (which had only past data, not past and future as in April and August), indicating that this data has significant temporal structure in addition to its spatial structure. Our GPgrid required only 4.6 seconds for inference and 5 minutes for learning, in a data set of roughly 25 thousand points where other GP methods are intractable. The critical point of these results is that our computational advances enable GP to be applied in a new application domain where large data sets are the norm.
DISCUSSION AND CONCLUSION
Gaussian processes are perhaps the most popular nonparametric Bayesian method in machine learning, but their adoption across other fields-and notably in application domains-has been limited by their burdensome scaling properties. While important sparsification work has somewhat addressed this scalability issue, the problem is by no means closed. Here we focused on structured GP models, making nontrivial advances to existing state-space and lattice-input GP methods in order to extend structured GP techniques into the multidimensional input domain. Our results (Section 3) illustrate across a range of data and different algorithms that structured models are most often superior to the state of the art sparse methods (SPGP).
Our PPGPR-greedy algorithm (Section 2.1.1) combines the computational efficiency of additive GP models (Section 2.1) with the expressivity of a multidimensional coupled model. The result (Section 3.2.1) is an algorithm that has a superior runtime-accuracy tradeoff than competing algorithms. While its accuracy was often slightly lower than Fig. 8 . An example of the face image separated to an object segment (Fig. 8a) and a background segment (Fig. 8b) , which are used for interpolation comparison along with their empirical noise versus intensity model (Fig. 8c) . The red line corresponds to the camera specific linear noise model in Eq. (42).
8. Data from the Joint Institute for the study of Atmosphere and Ocean. (http://jisao.washington.edu/data/satmergedarctic). a naive Full-GP, the linear scaling properties of PPGPR mean that it can be efficiently used across a much broader range of data sizes and applications.
Of course, in some cases the researcher will prefer the SPGP method over PPGPR-Greedy. We see this as an inherent fact in approximation techniques: various methods will be more appropriate in different settings. Our results (Section 3) investigated this runtime-accuracy tradeoff, using both metrics on real data sets and meta-analyses of Pareto efficiency. These results thus enable the researcher to make an informed choice about a GP method for a given data size, data complexity, and available computational resource.
To the point of runtime-accuracy tradeoff, there are sometimes opportunities for great scaling advantages with no accuracy tradeoff whatsoever, as we demonstrated with the case of multiplicative kernel structure (Section 2.2.2). Notably, this GP-grid method opens up an entirely new set of applications for GP, such as image and video processing, or financial engineering applications such as implied volatility surfaces. Our future work is pursuing these application domains.
As a last computational point, as growth in computational speed is increasingly driven by parallelism, it will become increasingly important to use GP schemes that naturally incorporate parallel processing, to efficiently deal with the rapid growth of future data sets. Our PPGPR-Greedy method stands out in this regard versus both the naive full GP and SPGP, and the results of Section 3 reiterate this fact.
Understanding how our existing nonparametric models can scale and be used in real data, and how these models connect to other areas of statistics, will increase the utility of machine learning algorithms in general. This is perhaps most important with Gaussian processes, which promise a wide range of useful applications. The code is available at https://mloss.org/software/view/501/ and https:// mloss.org/software/view/503/. We tested each image when taken as a whole (W), object segment (O), and background segment (B). Fig. 9 . Average monthly land surface temperatures in North America in 1950. The left column presents the real measurements. Small images (nine months) were used as a training set, and April, August, and December were used as a held-out test set. The middle and right columns show the corresponding GP-grid posterior mean and 95 percent confidence intervals for April, August, and December.
