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Broadcasting is an information dissemination process in which a message is to be sent from a 
single originator to ail members of a network by placing calls over the communication lines of 
the network. Several previous papers have investigated ways to construct sparse graphs (net- 
works) on n vertices in which this process can be completed in minimum time from any originator. 
In this paper, we describe four techniques to construct graphs of this type and show that they 
produce the sparsest known graphs for several values of n. For r= 18. n = 19, n = 30 and n = 31 
we also show that our new graphs are rninirmtr~l broudcusr graphs (i.e., !hat no graph with fewer 
edges is possible). These new graphs can be used with other techniques to improve the best known 
results for many larger values of n. 
Iv’e_r .oords. Broadcasting, graphs, networks. 
1. Definitions 
Broadcasting refers to the process of message dissemination in a communication 
network whereby a message, originated by one member, is transmitted to all 
members of the networ:;. Broadcasting is accomplished by placing a series of calls 
over the communication lines of the network. This is to be completed as quickly as 
possible subject to the constraints that each call involves only two vertices, each call 
requires one unit of time, a vertex can participate in only one call per unit of time, 
and a vertex can only call a vertex to which it is adjacent. 
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Given a connected graph G and a message originator, vertex u, we define the 
broadcast &e of vertex u, b(u), to be the minimum number of time units required 
to complete broadcasting from vertex li. It is easy to see that for any vertex u in 
a conneLted graph G with n vertices, b(u)r rlog,nl, since during each time unit 
the nur?ber of informed vertices can at most double. 
We define the broadcast time of a graph G, b(G), to be the maximum broadcast 
time of any vertex u in G, i.e., 5(C) = may (b(u) ( ti E C’(G)). For the complete graph 
K,, with nz2 vertices, b(K,,) = riogzrl, yet K,, is not minimal with respect o this 
property. That is, we can remove edges from K,, and still have a graph G with n 
vertices uch that b(G) = rlogznl. We use the term broadcast graph to refer to any 
graph G on n vertices with b(G) = rlog,nl. 
We define the broadcast function, B(n), to be the minimum number of edges in 
any broadcast graph on n vertices. A minimum broadcr,;t graph (mbg) is a broad- 
cast graph on n vertices having B(n) edges. From an applications perspective, 
minimum broadcast graphs represent he cheapest possible communication net- 
works (having the fewest communication lines) in which broadcasting can be ac- 
complished, from any vertex, as fast as theoretically possible. 
2. Previous results 
In [S], Farley, Hedetniemi, Mitchell and Proskurowski studied the broadcast 
function B(n), i.e., the number of edges in a minimum broadcast graph with n ver- 
tices. In particular, they determined the values of B(n) for ~515 and showed that 
B(2’ ) = k2” - ‘. Mitchell and Hedetniemi [9] determined the value for B( 17). For 
1 I 115 17, the \lalues of the broadcast function B(n) are shown in Table 1. 
The results of these studies suggest hat mbg’s are extremely difficult to find; in 
fact, no mbg with n vertices is known for any value of n 2 17, except for the values 
II = 2’, where mbg’s are easy to construct, and for II = 18, n = 19, n = 30, and n = 3 1 
\vhich are presented in this paper. (The value of B(18) and the mbg on 18 vertices 
are trom an unpublished report by Wang [lo].) 
Since mbg’s seem to be difficult to find, several authors have devised methods to 
construct broadcast graphs with small numbers of edges. We use the term sparse 
broadcast graph when referring to such graphs. rhote that we use this term only in 
an intuitive sense. The number of edges in any broadcast graph on n vertices gives 
an upper bound on B(n). In some cases, we are able tc show that the new sparse 
broadcast graphs that we construct are mbg’s. 
In [4], Farley designed several techniques for constructing broadcast graphs with 
Table 1. The broadcast function B(n). 
I1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
B(n) 0 1 2 4 5 6 8 12 10 12 13 15 18 21 24 32 22 
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n vertices and approximately (n/2)Iog,n edges. Chau and Liestman [3] presented 
constructions based on Farley’s techniques which yield scmewhat sparser graphs for 
most values of n. In [6j, Gr igni and Peleg showed that B(n) E O(L(n - 1 )n) for n 2 1 
where L(k) denotes the exact number of consecutive leading l’s in the binary 
representation of k. Asymptotically, Grigni and Peleg’s construction (which 
established their upper bound) produces the best known graphs for most values of 
n. Our interest is to improve the best known graphs for “practical” values of n. 
Liestman and Peters [8] investigated the problem of broadcasting in time 
O(logznj in graphs with bounded degree. The work contained in this paper was 
motivated, in part, by our efforts to improve these results. Our results on broad- 
casting in bounded degree graphs are included in [Z]. For a survey of results on this 
problem and related problems, see Hedetniemi, Hedetniemi and Liestman [7]. 
3. Minimum broadcast graphs 
!n this section, we establish the value of B(n) for n= 18, 19, 30, and 31. In doing 
so, we present several new minimum broadcast graphs. The graph on 18 vertices is 
closely related to the minimum broadcast graph on * 7 vertices presented in [9]. The 
graphs on 19 and 30 vertices are constructed by general techniques which are 
described in Section 4. The graph on 31 vertices is an ad hoc construction which is 
similar to graphs constructed by these techniques. 
In determining the value of B(18), Wang [lo] proved the following lemma which 
is useful in establishing lower botinds on B(n). This result is unpublished and the 
proof is included here for the first time. 
Lemma 1. if a broadcast graph on n vertices, 2’ _ ’ + 1 < I: I 2’, with e edges has a 
vertex of degree d, then B(n - 1)s e+ +d(d - 3). 
Proof. Let G be a broadcast graph on n vertices with e edges where 2” _ I + 1 < 
n 5 2k and a vertex v of degree d. Let v’s neighbours be vg, vl, . . . , vd_ 1. Construct 
a graph G’ on n - 1 vertices by deleting the vertex v (and the d edges incident on 
it) from G and adding any edges that are necessary to form a clique among the ver- 
tices vO, vl, . . . , vd_ l. We claim that G’ is a broadcast graph on n - 1 vertices. If this 
is true, it follows that B(n - 1)re + $d(d - 1) -d =e t $d(d - 3). 
In order to show that G’ is a broadcast graph, we need only show that each vertex 
ir G’ can broadcast in rlog# - 1>1 time. Note that due to the restriction on n, 
ri0g2(n - I)] = (-log,nl . 
Consider any broadcast scheme for any originator in G and let u be the vertex 
that informs vertex v. Without loss of generality, assume that u = v. and that this 
call occurs at time t,,. In this scheme, v may subsequently call some of its 
neighbours, say vl, v?, . . . . ox. _ I at times t,, t2, . . . . tk _ , , respectively, where f& 
tic “‘<f/(_,. 
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A broadcast scheme for G’ can easily be obtained from the scheme for G by 
deleting the calls involving vertex v and adding calls from vi to v, , 1 at time -fi where 
O,ci<k- 1. I hus, each vertex v,, 1 is informed at time t, and is ready to continue 
with other calls by time li + 1 zs ti+ , as in the scheme for G. 3 
Theorem 2. B( 18) = 23. 
Proof. The graph in Fig. 1 is a broadcast graph on 18 vertices with 23 edges from 
[IO]. Six labelled spanning subtrees of this graph are shown in Fig. 2. Each tree 
describes a broadcast scheme for originators isomorphic to those vertices indicated 
by “ + “. Only those edges on which calls are made are shown. At time 1, the origin- 
ator calls the other vertex marked with a “ + “. The other labels indicate the times 
at which the message is received by the remaining vertices. From this, we conclude 
that B(l8)(23. 
Suppose that there is a broadcast L aph on 18 vertices with fewer than 23 edges. 
Clearly such a graph must contain a vertex of degree 2. If such a graph exists, then 
a broadcast graph with 17 vertices and no more than 21 edges could be constructed 
by deleting a vertex of degree 2 and adding an edge between its two neighbours (as 
in the proof of Lemma 1). This would contradict the fact that B(17) = 22. Thus, no 
such graph can exist, so the graph in Fig. 1 is a minimum broadcast graph, and 
8(18)=23. 111 
Fig. 1. Mbg on IS vertices, 
Theorem 3. B(30) = 60. 
Proof. B(30)160 since a minimum broadcast graph on 30 vertices can contain no 
vertices of degree less than 4. Suppos e, to the contrary, that u is a vertex of degree 
3 in a minimum broadcast graph G on 30 vertices. Since G is a minimum broadcast 
graph, each vertex in G must be able to broadcast in [log2301 = 5 time units. If u 
is the originator of a message to be broadcast, 11 can inform it’s three neighbours 
no sooner than at times 1, 2 and 3. Each of these vertices can be considered to be 
the originator of the message in some subgraph of G. In any of these subgraphs, 
the number of informed vertices can at most double in each time unit so these 
subgraphs can contain no more than 16, 8 and 4 vertices, respectively, by time 5. 
Since II can mform no additional vertices directly, at most 29 vertices can be inform- 
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ed in 5 time units by any broadcast scheme originating at u. Thus, B(30)~60. 
Fig. 2. Broadcast schemes for the mbg on 18 vertices. 
The graphs in Figs. 3 and 4(a) show that B(30)560. Each graph has 60 edges and 
shows any vertex to broadcast in 5 time units. 
The graphs of Fig. 3 are formed by arranging six cycles of length 5 in a circle and 
adding a matching between the vertices of each pair of “adjacent” cycles. (These 
graphs are constructed by the technique described in Section 4.2.) It is interesting 
to note that for both of these graphs, the subgraph induced by any pair of “adja- 
cent” cycles is a Petersen graph. 
The graph of Fig. 4(a) is constructed by adding chords of lengths 5 and 7 to a 
(a) 01) 
Fig. 3. Mbg’s on 30 vertices. 
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Fig. 4. (a) Mbg on W vertices; and (b) broadcast scheme. 
cycle of length 30 (in particular, we connect vertices 2i to 2i+ 5 and 2i- 7). (This 
graph is ccnstructed by the technique described in Section 4.1.) 
The vertices of Fig. 3(a) can be partitioned into five classes and a broadcast 
scheme can be described for each type of vertex. The details of the broadcast 
schemes for this graph appear in the appendix. In the appendix, it is assumed that 
the vertices are numbered clockwise within each cycle starting with the outermost 
vertex and that the cycles are also considered in clockwise order. 
The graph of Fig. 3(b), suggested by Alspach [I], is vertex transitive. The details 
of the broadcast scheme for this graph also appear in the appendix where the ver- 
tices are numbered in the same way as the vertices of Fig. 3(a). 
The graph o f Fig. 4(a) is also vertex transitive. Fig. 4(b) is a broadcasting scheme 
for this graph. The originator is marked with “ + “. The labels on the other vertices 
indicate the times at which the rneq\‘tge is received. 
Theorem 4. B(3 I) = 65. 
Proof. The graph in Fig. 5 is a minimum broadcast graph with 65 edges on 31 ver- 
tices. Four labelled spanning subtrees of this graph are shown in Fig. 6. Each tret 
consists of the edges used in a broadcast scheme for originators isomorphic to those 
vertices indicated by “ + “. At time 1, the originator calls the other vertex marked 
with a “ + “. The other labels indicate the times at which the message is received 
by the remaining vertices. 
It is ea;y to show that B(31)r 65 As in the proof of Theorem 3, no vertex of 
degree less than 4 can exist in any broadcast graph on 31 vertices. Suppose that the 
originator of a message in such a graph is a vertex of degree 4 which informs its 
neighbours at times 1, 2, 3 and 4. Each of these neighbours can be considered to 
be the originator of a message to be b )adcast in a subgraph of the broadcast graph. 
By time rlogz311 = 5, the numbers oi 11 formed vertices in these four subgraphs are 
103 
Fig. 5. Mbg on 31 vertices. 
09 
Fig. 6. Broadcast schemes for mbg on 31 vertices. 
at most 16, 8,4 and 2, respectively. Furthermore, the numbers of informed vertices 
must be at least 16, 8, 4 and 2 to guarantee that a total of 31 vertices are informed 
in 5 time units. The neighbour that is informed first must have degree greater than 
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4 since otherwise it could not inform I5 other vertices in the remaining 4 time units. 
Thus, every degree 4 vertex must be adjacent to a vertex of degree at least 5. A sim- 
ple counting argument shows that this cannot be done with fewer than 65 edges. 
Thus, the graph in Fig. 5 is a minimum broadcast graph and B(31) = 65. El 
Theorem 5. B( 19) = 25. 
Proof. In each of the broadcast schemes of Fig. 2 for the minimum broadcast graph 
on 18 vertices, either the uppermost or the lowermost vertex is idle at time 5. A new 
vertex, connected only to these two vertices, can obviously be informed at time 5 
by a simple extension of these schemes. The graph formed by adding this new vertex 
is shown in Fig. 7(a). The theme in Fig. 7(b) shows that the new vertex can also 
broadcast in 5 time units. Thus, this graph is a broadcast graph on 19 vertices. (Note 
that this graph is constructed by the method of vertex addition which is described 
in Section 4.3.) 
A nontrivial case analysis based on the numbers of vertices of various degrees 
shows that 25 edges are necessary in any broadcast graph on 19 vertices. A sketch 
of the proof foilows. 
Suppose that there are broadcast graphs with 19 vertices and fewer than 25 edges. 
Let G be such a graph with 24 edges, and let n; denote the number of vertices of 
degree i in G. Thus, xi 11; = 19 and xi in; = 48. Since every vertex must be able to 
inform 18 other vertices in 5 timeunits, we cannot have vertices of degree less than 
2, i.e., tzo =nl =O. It now follows that C+I~+~ = 10. 
There are further degree restrtctions: a vertex of degl.ee 2 must have at least one 
neighbour of degree greater than 2 - otherwise, it can inform at most 14 other ver- 
tic_‘e< in 5 time units. To summarize the remaining restrictions, we introduce the 
following notation. Let G* be the multigraph obtained from G by replacing each 
path with all inner vertices of degree 2 by an edge joining its endpoints. To keep 
track of the structure of G, we mark each edge of G* with small strokes indicating 
the degree 2 vertices of G that were removed from it. it follows from above that 
each edge of G* is marked by at most 2 strokes. It is also easy to see that vertex 
(a) i, 
Fig. 7. (a) Mbg on 19 vertices; and (b) broadcast scheme. 
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(a) (cl (d) 
03 
Fig. 8. Configurations. 
(0 
s in configuration (a) of Fig. 8 cannot broadcast to 18 other vertices in 5 time units. 
Similar arguments show that broadcasts from the degree 2 vertices labelled s in con- 
figurations (b) and (c) are impossible in 5 time units. To prove that configuration 
(d) is impossible, we verify that the only way broadcasts from s and t can both reach 
all 19 vertices ii1 5 tilme units requires G to have at least 4 vertices of degree 4 or 
greater and at least 3 more vertices of degree 3 or greater. This contradicts 
Ci ini+z= 10. Configurations (e) and if) illustrate further restrictions on vertices of 
degree 3. Configuration (e) shows the only possible context for a vertex x of degree 
3 incident with an edge marked by two strokes. An attempt to broadcast from vertex 
s in configuration (e) also shows that all of the vertices in the figure are distinct. 
Configuration (f) shows the only possible context for an adjacent pair of degree 3 
vertices each with two degree 2 neighbours. Broadcasting from vertex s in configura- 
tion (f) also shows that vertices z and l are distinct from Z’ and t’ when the degree 
of t or Z’ is exactly 4. 
Denott by q(x) the total number of strokes on all edges of G* incident with x. 
Note tha: configurations (a) and (e) imply that q(x)52 for a vertex x of degree 3. 
Furthermore, (b) implies that q(x)5 2d- 2 for a vertex x of any degree d because 
if some edge has two marks, then some other edge has no marks. Therefore, 
2nz= C,q(x)s2n3+6n4+8nS+..., cr (dividing by 2 and substituting Ci n; = 19) 
1912nl+4n4+5n+-7 If we subtract this inequality from 2 Ci ini+ z = 20, we ob- 
tain n+-2n,i-3n7-+~ I 1. Thus, if G (and G*) were to exist, they would have no 
vertex of degree greater than 5, and either zero or one vertex of degree 5. We con- 
sider these two cases separately using the following notation. Let (x be the number 
of edges of G* marked by 2 strokes and p the number of edges of G* not marked 
by any stroke9. Counting, in two ways, the number of edges of G between 2 *.‘crtex 
of degree 2 and 3 vertex cf degree higher than 2, produces the equation 207, - Q) = 
Cir3 in; - 2p, which can be rewritten (using Ci in; = 48) as 2(nz - 12) = Q -P. 
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In the case that ns = f , all of the inequalities derived in the preceding paragraph 
are, in fact, equalities. In particular, 4(x) = 2 for each veriex of degree 3, q(x) = 6 
for each vertex of degree 4, and &.I-) = 8 for the unique vertex of degree 5. It is easy 
to see from Fig. 8(b) and be) that this can only be accomplished if each vertex of 
degree 4 or 5 is incident with precisely one unmarked edge while al! other incident 
edges are marked bq, two strokes, and if each vertex of degree 3 is incident with one 
unmarked edge and two edges marked by one stroke each. Thus cx = 42(3~ + 4+), 
and nd must be even. Because n3 + 2nd = 7 (from the equality xi in;, 2 = IO), it 
follows that n4 is either 0 or 2. Since there are at least four edges incident to the 
degree 5 vertex that are marked by two strokes, ~24 and Q = 0 is impossible. Thus 
t14 = 2 and tlJ = 3, II-, = 13, cy = 5 and p= 3. Each vertex of G* is incident with at 
most one unmarked edge, so one of the three unmarked edges must join two vertices 
of degree 3 or a vertex of degree 3 with a vertex of degree 4. it can be verified that 
this is impossible by examining configurations tc) and (f). 
in the case that ns =0, we have n3 + 212, = xi in;+-,= 10. i-urthermore, the 
inequality n5 + h, + 3n: + s-q = 011 has a slack of 1, so the inequality Es q(x) 5 
2n3+6n,+8~~S+- from ;vhicE, it was derived has a slack of 2, and it follows that 
2n, = C, q\~-) -A3 + 6na - 2. If there is a vertex of degree 3 incident with an edge 
marked by 2 strokes, then by configuration (e), there is a vertex z of degree d=4 
with &)r 2d- 4. Since 1, CJ(X) = 211; + 6n, - 2 = 211~ + 4 + 6(n4 - l), it must be the 
case that 4(-u) = 26 - 2 = 6 ibr any other vertex x of degree d = 4, and q(x) = 2 for any 
A- of degree 3. It can be seen from configuration (e) that vertex 14 is the only possible 
candidate for a second degree 3 vertex incident with an edge marked by two strokes, 
since any other location imphes a second degree 4 vertex z’ with &‘) ~2d- 4. Thus, 
a=*1(4+3(n,-- l))_(, and the situation can be reduced to the three subcases: nd = 2 
(12~ 6, ii2- 11, i;/=-3, g=5), nA=3 (n3=4, nz= 12, cw=5, /?=S), and n,=4 (113=2, 
II,= 13, cw=6, p=4). In each of these cases we obtain a contradiction with Fig. 8. 
If 17~ =0 and no vertex of degree 3 is incident with a doubly marked edge, then 
1, @-) = 2~ + 6n, - 2 implies that, among the vertices of degree 4, at most one 
can have &x’)=4 or at most two can have (;(A-)= 5. Therefore, 2~ is between 
3n, - 2 and 3n,. Furthermore, if 2~ = 3nJ, then q(x) = 6 for every vertex x of degree 
4. We obtain a list of cases for n,, =0, 1, . . . , 5. In each case, a contradiction with 
Fig. 8 can be obtained. For example, if n, = 0 (n3 = 10, n, = 9, (x = 0, p- 6), then 
each of the ten degree 3 vertices is incident with at least one of the six unmarked 
edges by configuration (a). This implies that there is a pair of adjacent degree 3 ver- 
tices each with two degree 2 neighbours in contradiction with configuration (f). Of 
the remaining cases, the two most involved cases are nq = 4 and /I=4 (n3 =2, 
nl= 13, cc=6) and n,=5 (n3=0, nz= 14, CY=~, p=3). In the case n4=4 and /3=4, 
2~ = 3n, SO q(x) = 6 for every vertex x of degree 4. This fact and configuration (b) 
imply that each of the degree 4 vertices is incident with one unmarked edge and three 
doub$ marked edges, that the single edge with one stroke must connect the two 
degree 3 vertices, and that each degree 3 vertex is adjacent to two degree 4 vertices. 
It is impossible to add the six edges with two strokes to this configuration in a way 
that aliows every degree 2 vertex to broadcast in 5 time units. In the case Mu= 5, 
each degree 4 vertex is incident to at least cae unmarked edge by configuration (b) 
and there are no doubly marked edges b+wcen adjacent degree 4 vertices by con- 
figuration (d). The only possible configuratron is a path of two degree 4 vertices and 
a path of three degree 4 vertices with six doubly marked edges between the two 
paths. The seventh doubly marked edge must be between the end vertices of the 
longer path and it can be shown that the degree 2 vertices on this edge cannot broad- 
cast in 5 time units. El 
4. Construction of sparse broadcast graphs 
Several techniques have proven valuable in attempting to construct improved 
sparse broadcast graphs for small n. Since these techniques resuh in highly sym- 
metric graphs, only a few broadcast schemes need to be exhibited to prove that the 
graph is a broadcast graph. We feel that seine of these techniques can be exploited 
to make further improvements for larger n. We have shown complete proofs (in- 
cluding brcirdcast schemes) for at least one graph constructed by each technique. 
Additional sparse broadcast graphs that we have constructed by these techniques are 
included in Section 4.5 without complete proofs. The proofs are included in the ap- 
pendix. 
4.1. Cyciej wrth ch0~I.s 
One type of construction which yields several new sparse broadcast graphs can 
be described as a cycle with appropriately chosen chords. Let C,! be the cycle on n 
vertices 0, 1, . . . ,n- 1 with edges (i,i+ I), O&cn- 1. (Note that addition isassumed 
to be performed modu!o n throughout this section.) We have used three methods 
to add chords to this cycle. 
For even n, we can construct a 3-regular graph by choosing odd cy and adding 
edges (i, i + cw) for all even i, 0 I i I n - 2. With this technique, \ e can construct he 
following new sparse broadcast graphs. 
Theorem 6. B(22) 5 33. 
Proof. The graph in Fig. 9(a) is a broadcast graph, constructed by choosing Q = 5. 
Ail of the vertices of the graph are isomorphic. A broadcast scheme for a vertex of 
the graph is shown in Fig. 9(b). Cl 
Theorem ?. B(34) 5 5 1. 
Proof. The graph in Fig. 10(a) is a broadcast graph, constructed by choosing cy = 9. 
All of the vertices of the graph are isomorphic. A broadcast scheme for a vertex of 
the graph is shown in Fig. IO(b). :I: 
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(a) (b) 
Fig. 9. (a) Broadcast graph on 22 vertices; and (b) broadcast scheme. 
(a) (b) 
Fig. 10. (a) Broadcast graph on 34 vertices; and (b) broadcast scheme. 
Another way to construct a 3-regular graph by adding chords to the cycle C,, 
when II =O mod 6 is as follows. Choose integer cy = 1 mod 3. Add edges (i, i + in) for 
all i = 0 mod 3 and edges (i, i + cx) for all i = 1 mod 3. With this variation, we can con- 
struct the following new sparse broadcast graph. 
Theorem 8. B(24) I 36. 
Prod. The graph in Fig i l(a) is a broadcast graph, constructed by choosing cx = 7. 
The vertices of the graph can be partitioned into two isomorphism classes. The 
broadcast scheme shown in Fig. 1 l(b) begins with a call between two nonisomorphic 
vertices (indicated by “ + ” signs). Subsequent calls are made as indicated. (For a 
different broadcast graph with 24 vertices and 36 edges, see Theorem 11 below.) 3 
For even n, we can construct a 4-regular graph by choosing odd integers cy and 
3 and adding the chords (i, i + cw) and (i, i -/I) to C,, for all even i, 0 I is n - 2. Note 
that one of the minimum broadcast graphs on 30 vertices, Fig. 4(a), was constructed 
109 
(4 (b) 
Fig. 11. (a) Broadcast graph on 24 vertices; and (b) broadcast scheme. 
with this technique. In this manner, we can construct the following 
broadcast graph. 
new sparse 
Theorem 9. B(56) 5 112. 
Proof. The graph in Fig. 12(a) is a broadcast graph, constructed by choosing cy = 7 
and /I= 11. All of the vertices of the graph are isomorphic. A broadcast scheme for 
a vertex of the graph is shown in Fig. 12(b). II 
4.2. Interconnection of cycles 
Another type of construction which yields several new sparse broadcast graphs 
can be described as the interconnection of cycles. In particular, when n can be fac- 
tored as n = ab, we can construct a graph on n vertices by interconnecting b cycles 
(a) 0)) 
Fig. 12. (a) Broadcast graph on 56 vertices; and (b) broadcast scheme. 
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of length 0. Start by labelling the n vertices with the pairs (i,j) where O~iz~a- 1 
and OQS b - 1 and add the edges ((i,j), ((i+ 1)mod a, j)) for all i and j. This creates 
b cycles of length a where (i, j) is the label of the vertex in position i of cycle j. 
The interctinncctions among the cycles can be described by two mappings 
f: {O, 1, . . . . n- l> --+ {O,l,..., a- 1) and g: (4 l,..., a- 1) --) CO,1 ,..., b- 1) so that 
vertex (i, j) is adjacent to vertex ((i +f(i))mod a, (j + g(i))mod 6). 
The 20 vertex graph in Fig. 13(a) is an interconnection of four cycles of length 
5. If the positions of each cycle are labelled clockwise, starting with the degree 4 
vertex in position 0, and the cycles are also labelled clockwise, then the interconnec- 
tion functions aref(0) = OJ(2) = 1 J(3) = 4, and g(0) = 1, g(2) = 3, g(3) = 1. For com- 
pleteness, we also specifyf(1) = 0, f(4) = 0, g( 1) = 0, and g(4) = 0, so that the vertices 
in positions 1 and 4 of each cycle are “adjacent to themselves”. 
For the purposes of this paper, the interconnections among cycles can be more 
succinctly described by a ternplate with a columns coi-responding to the positions on 
cycles and two rows which !ist the values of the interconnection functions f and g. 
For example, the template for the graph in Fig. 13(a) ic 
00140 
10310’ 
One of the known minimum broadcast graphs on 15 vertices (see [9]) is an inter- 
connection of three cycles of length 5 with template 
33223 
21211. 
As mentioned earlier, the 30 vertex mbg’s in Fig. 3 are both formed from six 
cycles of length 5 by adding a matching between each pair of “adjacent” cycles. If 
the positions of each cycle in Fig. 3(a) are labelled clockwise with the outermost ver- 
tices labelled 0, then the template for this graph is 
13024 
11111’ 
(a) @I (cl 
Fig. 13. (a) Broadcast graph on 20 vertices; and (b-c) broadcast schemes. 
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However, the specification of the graph in Fig. 3(b) requires two templates. Label 
the positions on the cycles as in Fig.3(a) and label the cycles clockwise with the top 
cycle labelled 0. The template for cycles 0, 2, and 4 is 
13024 
11111’ 
which is the same as for the graph in Fig. 3(a). The template for cycles 1, 3, and 5 is 
34012 
11111’ 
which specifies the inverse of the first template. 
The following new sparse broadcast graphs can also be constructed in this 
manner. 
Theorem 10. B(20) I 28. 
Proof. The graph in 
00140 
10310 
as explained above. 
The vertices of the 
Fig. 13(a) is a broadcast graph. It has template 
graph can be partitioned into three classes. Fig. 13(b) and (c) 
describe broadcast schemes for the three classes of vertices. Each tree describes a 
broadcast scheme for originators isomorphic to those vertices indicated by “ + “. Cl 
Theorem 11. B(24) d 36. 
Proof. The graph in Fig. 14(a) is a broadcast graph. The template is 
333333 
131313’ 
(a) @I 
Fig. 14. (a) Broadcast graph on 24 vertices; and (b) broadcast scheme. 
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The details of a broadcast scheme are shown in Fig. 14(b). (Also see Theorem 
8.) [r) 
Theorem 12. B(25) 5 40. 
Proof. The graph in Fig. 15(a) is a broadcast graph. The template is 
14314 
23123 
when the vertices of the cycles are labelled clockwise starting with the degree 4 
vertex. 
Broadcast schemes are shown in Fig. 15(b-d). Each tree describes a broadcast 
scheme for originators isomorphic to those vertices indicated by “ + “. Ll 
(c) (4 
Fig. 15. (a) Broadcast graph on 25 vertices; and (b-d) broadcast schemes. 
For n = 28, we can construct a good graph by a variation of this technique. In this 
case, instead of interconnecting cycles, we have interconnected minimum broadcast 
graphs. This may also be seen as a generalization of Farley’s construction (see [4]). 
Theorem 13. B(28) I 52. 
Proof. The graph in Fig. 16 is a broadcast graph. The vertices of this graph can be 
113 
Fig. 16. Broadcast graph on 28 vertices. 
partitioned into three classes. The details of the broadcast schemes are shown in Fig. 
17. Cl 
Fig. 17. Broadcast schemes for broadcast graph on 28 vertices 
4.3. Vertex addition 
Many of the broadcast schemes above leave vertices idle during the last time unit. 
These vertices could, potentially, be used to inform additional vertices. It is 
sometimes possible to add new vertices and edges such that the existing broadcast 
schemes can be extended to include the new vertices, and the new vertices can 
originate their own minimum time broadcasts. In some cases, the numbers of edges 
added are small enough to give broadcast graphs with fewer edges than the best 
previously known graphs. This technique was used to produce the new minimum 
broadcast graph on 19 vertices (see Fig. 7(a)) as well as the following new sparse 
broadcast graph. 
Theorem 14. B(2JS) 5 48. 
Proof. The graph in Fig. 18(a) is a broadcast graph which was constructed by ad- 
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00 0) 
Fig. 18. (a) Broadcast graph on 26 vertices; and (b) broadcast scheme. 
ding two vertices and 12 edges to the graph of Fig. 14(aj. Note that in the broadcast 
scheme in Fig. 14(b), the vertices which are labelled with “ + “, “1” and “2” are 
idle at time 5. Since all of the vertices of this graph are isomorphic, there will always 
be two adjacent vertices in two “adjacent” &cycles which are not involved in calls 
at time 5. Thus, we know that we can easily extend the bro&ast scheme of Fig. 
14(b) to inform the two new vertices by time 5. Since the two new vertices are 
isomorphic, the broadcast scheme given in Fig. 18(b) completes the proof. 0 
4.4. Vertex deIetion 
For many values of II, our best result has come from applying the construction 
contained in the proof of Lemma 1 to graphs constructed by other techniques. 
Theorem 15. B(33) 5 5 1. 
Proof. B(33) I 5 1 follows from B( 34) s 5 1 using Lemma 1 to replace any of the ver- 
tices in the graph of Fig. 10(a) to obtain a graph such as Fig. 19. The broadcast 
schemes can be derived from the broadcast scheme of Fig. 10(b) as described in the 
proof of Lemma 1. 3 
Fis. 19. Broadcast graph on 33 vertices. 
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4.5. Additional sparse broadcast graphs 
In Sections 4.1-4.4, we have shown complete proofs (including broadcast 
schemes) for at least one graph constructed by each technique. Additional sparse 
broadcast graphs can be constructed by these techniques and are briefly described 
here. The broadcast schemes for the graphs in this section appear in the appendix. 
The following sparse broadcast graphs are obtained by the techniques of Section 
4.1. 
Theorem 16. B(36) s 54. . 
_- 
Proof. A broadcast graph on 36 vertices can be constructed by the same technique 
as the graph on 24 vertices of Fig. 3(a) by choosing CY = IO. c1 
Theorem 1% For even n, 445 n s 54, B(n)< 2n. 
Proof. We can construct a broadcast graph for each even n in this range using the 
sa.me technique as for the graph on 56 vertices of Fig. 12(a) by choosing cx = 7 and 
p= 11. The broadcast schemes in the appendix assume that vertices are numbered 
clockwise around the cycle C,l. 3 
The following sparse broadcast graphs are obtained by the technique of Section 
4.2. 
Theorem 18. B(38) I 57. 
Proof. A broadcast graph on 38 vertices with 57 edges can be formed by intercon- 
necting two cycles of length 19. The cycles are interconnected by adding a perfect 
matching so that vertex i in cycle 0 is adjacent to vertex 5i mod 19 in cycle 1, 
O&S 18. In the broadcast schemes in the appendix, the vertices of cycle 1 are 
numbered 19 through 37 instead of 0 through 18. 3 
Theorem 19. B(40) L 60. 
Proof. The graph in Fig. 20 is a broadcast graph. Label the positions of the top 
8-cycle beginning with 0 at the vertex at the upper right of that cycle and continuing 
“clockwise” around the cycle. Label the positions of the other cycles similarly. The 
template is 
75317531 
13241324’ 
In the broadcast scheme in the appendix, the cycles are numbered in cioc kwisc order 
starting with cycle 0, so vertex i on cycle j is numbered 8 j+ i. LLI 
J.-C. Bermmi et ul. 
Fig. 20. Broadcast graph on 40 vertices. 
The following sparse broadcast graphs on 27 vertices are constructed with a varia- 
tion of the technique of Section 4.2. In this case, in addition to the edges correspon- 
ding to the templates and to the cycles, some extra edges are included. 
Theorem 20. B(27) 5 5 1. 
Proof. The graphs in Fig. 21 are broadcast graphs formed by interconnecting nine 
Fig. I!!. Broadcast graphs on 27 vertices. 
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cycles of length 3. The graphs in Fig. 21(a), (b) and (c) have edges corresponding 
to the templates 
212 212 012 
145’ 172’ 
and 
172’ 
respectively, where position 0 for all three graphs is the outermost vertex of each 
cycle as depicted in the figure. In addiiion to these edges, each of the graphs has 
six additional edges forming two triangles. The appendix contains the broadcast 
schemes only for the graph of Fig. 21(a). In the appendix, each vertex (i,j) is 
numbered 3j+i. El 
The following sparse broadcast graphs are obtained by the vertex addition techni- 
que of Section 4.3. The only broadcast schemes included in the appendix are the 
schemes for the added vertices since the schemes for the remaining vertices are easily 
derived from the schemes for the graphs to which the vertices were added. 
Theorem 21. By 30. 
Proof. A broadcast graph on 21 vertices with 30 edges can be formed by adding 
a new vertex (vertex 20) and two new edges to the broadcast graph on 20 vertices 
shown in Fig. 13(a). In particular, we connect vertex 20 to vertices (1,0) and (1,2) 
of the 20 vertex graph. In the broadcast scheme in the appendix, each vertex (i,j) 
from the 20 vertex graph is numbered 5j+ i. 3 
Theorem 22. B(23) I 35. 
Proof. A broadcast graph on 23 vertices with 35 edges can be formed by adding 
a new vertex and two new edges to the broadcast graph on 22 vertices shown in Fig. 
9(a). In particular, we add vertex 22 and connect it to vertices 0 and 11 of the 22 
vertex graph. II 
Theorem 23. B(41) 5 70 ad B(42) 5 80. 
Proof. A broadcast graph on 41 vertices with 70 edges can be formed by adding 
a new vertex numbered 40 and ten new edges to the broadcast graph on 40 vertices 
shown in Fig. 20. In particular, connect the new vertex to vertices 2 and 6 in each 
of the &cycles of the 40 vertex graph. 
A broadcast graph on 42 vertices with 80 edges can be formed by adding two new 
vertices numbered 40 and 41 and twenty new edges to the broadcast graph on 40 
vertices shown in Fig. 20. In particular, connect both new vertices to vertices 2 and 
6 in each of the &cycles of the 40 vertex graph. 
The broadcast schemes for these two graphs use the same vertex numbering 
scheme as the one described in Theorem 19 for the 40 vertex graph. -1 
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Theorem 24. B(49)~99, By 103, By 107, and B(55)r 112. 
Proof. A broadcast graph on 49 vertices with 99 edges can be formed by adding 
a new vertex (vertex 48) and three new edges to the broadcast graph on 48 vertices 
of Theorem 17. In particular, we can connect vertex 48 to vertices ‘j 30 and 38 Of 
the 48 vertex graph. A broadcast scheme for the new vertex as originator is given 
in the appendix. 
To complete the proof for the 49 vertex graph, we show how to amend the scheme 
used for the 48 vertex graph to include the new vertex. In the 48 vertex broadcast 
scheme, the first call is between vertex 0 and vertex 37. In fact, the scheme can ckar- 
ly be used for any originator in the 48 vertex graph by renumbering the vertices in 
the scheme. Without loss of generality, assume that the originator in the 49 vertex 
graph is even (and is not vertex 48). 
Vertex 0 is idle at time 6 in the 48 vertex broadcast scheme and could czll the new 
v*ertex 48 at that time since 0 is adjacent to 48 by our construction. Thus, if vertex 
0 is the originator, the previously given scheme could easily be amended to inform 
all 49 vertices in 6 time units. Since we have also connected vertices 30 and 38 to 
the new vertex, this same amended scheme could be used if the originator was vertex 
30 (or 38). 
Vertex 2 is also idle at time 6 in the 48 vertex broadcast scheme. Note that if the 
originator is vertex 46 in the 49 vertex graph, vertex 2 of the scheme corresponds 
to vertex 0 of the 49 vertex graph and the scheme can easily be amended to inform 
vertex 48. Similarly, since vertices 30 and 38 are connected to the new vertex, this 
same amended scheme could be used if the originator is 28 or 36. Other vertices 
which are idle at time 6 in the 48 vertex broadcast scheme (6, 18 and 30) allow us 
to complete the 49 vertex scheme for originators 8, 12, 18, 20, 24, 32 or 42 by the 
same argument. 
To this point, we have shown how to amend the original 48 vertex broadcast 
scheme to include the new vertex if the originator is 0, 8, 12, 18, 20, 24, 28, 30, 32, 
36,38,42 or 46 (or the correspunding odd vertices). To complete the proof, we con- 
struct several alternate broadcast schemes for the 48 vertex graph which leave other 
vertices idle at time 6. One of these schemes is obtained by changing only one call 
in the original scheme to leave vertex 4 idle at time 6 rather than vertex 2. This 
scheme is amendable to inc!ude the new vertex if the originator is 26,34 or 44. Other 
alternate broadcast schemes leave vertices 4, 8, 16, 26, 28, 32 and 36 idle at time 
6. The list of potentially idle vertices (from all of the schc.nes) is now 0, 2, 4, 6, 8, 
16, 18,26,28, 30,32 and 36, and this provides at least one scheme for any originator 
to reach vertex 48 at time 6. All of the broadcast schemes for the 48 vertex graph 
are included in the appendix. 
A broadcast graph on 51 vertices with 103 edges can be formed by ad iing a new 
vertex and three new edges to the broadcast graph on 50 vertices of Th-Jrem 17. 
!n particular, we can connect a new vertex numbered 50 to vertices 0, 32 and 40 of 
the 50 vertex graph. The proof is similar to that for the 49 vertex graph described 
-oove and the ccvesponding broadcast schemes are included in the appendix. 
A broadcast graph on 53 vertices with 107 edges can be formed by adding a new 
vertex and tlu-ee new edges to the broadcast graph on 52 vertices of Theorem 17. 
In particular, we can connect a new vertex numbered 52 to vertices 0, 34 and 42 of 
the 52 vertex graph. The proof is similar to that for the 49 vertex graph described 
above and the corresponding broadcast schemes are included in the appendix. 
A broadcast graph on 55 vertices with 112 edges can be formed by adding a new 
vertex and four new edge; to the broadcast graph on 54 vertices of Theorem 17. In 
particular, we can connect a new vertex numbered 54 to vertices 0, 32, 35 and 44 
of the 54 vertex graph. The proof is similar to that for the 49 vertex graph described 
above and the corresponding broadcast schemes are included in the appendix. ‘1 
Theorem 25. B(57)1126 and B(58)s 140. 
Proof. A broadcast graph on 57 vertices with 126 edges can be formed by adding 
a new vertex and fourteen new edges to the broadcast graph on 56 vertices of Fig. 
12(a). In particular, we can connect the new vertex (vertex 56) to all vertices 
i=O mod 4. 
A broadcast graph on 58 vertices with 140 edges can be formed by adding two 
new vertices, numbered 56 and 57, and twenty-eight new edges to the broadcast 
graph on 56 vertices of Fig. 12(a). In particular, we can connect vertex 56 to all ver- 
tices i=O mod 4 and vertex 57 to all vertices j= 1 mod 4. a 
The following sparse broadcast graphs are obtained by the technique of Section 
4.4. 
Theorem 26. B(35)154, B(37),57, and B(39)~60. 
Proof. A broadcast graph on 35 vertices with 54 edges can be obtained by using the 
construction of Lemma 1 to replace any vertex in the broadcast graph on 36 vertices 
(see Theorem 16) with a clique among its neighbours. Broadcast schemes for the new 
graph can be obtained from the schemes for the broadcast graph on 36 vertices using 
the method in Lemma 1. Thus, By 54. 
B(37)r57 follows from B(38)(57 (Theorem 18) using the construction of Lem- 
ma 1 to replace any of the vertices in the broadcast graph on 38 vertices. 
We see that B(39)a60 by using the construction of Lemma 1 to delete a vertex 
from the broadcast graph on 40 vertices of Fig. 20. ZJ 
The following sparse broadcast graph is constructed using a variation of the 
vertex deletion technique of Section 4.4. In this particular instance, a vertex is 
removed and some (but not all) of its former neighbours are joined by new edges. 
Theorem 27. b’(29) 5 58. 
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Fig. 22. Broadcast graph on 29 vertices. 
Proof. Figure 22 is obtained from the graph of Fig. 4(a) by deleting a vertex u and 
adding two new edges: one between u’s former neighbours on the cycle and the other 
joining u’s other former neighbours. The broadcast schemes for this graph are ob- 
tained by modifying four schemes for the graph of Fig. 4(a). Figure 4(b) shows a 
scheme in kvhich the origins;or first broadcasts to its “7-neighbour”. The three ad- 
ditional schemes in the appendix show that any of the other three neighbours of the 
originator could be the first informed. The schemes in the appendix assume that ver- 
tices are numbered r!ncG~ir~ qr-+und the cyc!e G{,. ___ _-. . . .“W U.” A broadcast scheme for each 
possible originator in the graph of Fig. 22 is easily obtained by modifying one of 
these four schemes. 3 
5. Improvements to previous constructions 
The method of Farley [4] and of Chau and Liestman [3] for constructing sparse 
broadcast graphs use minimum broadcast graphs (or broadcast graphs) for small n 
to build sparse broadcast graphs for larger values of n. Thus, the discovery of addi- 
: iona! values of B(U), or the improvement of the upper bound on B(n) for small 
values df II, is likely to lead to improvements in the upper bounds on B(n) for larger 
values of II. The method of Grigni and Peleg [6] IS not affected by these im- 
provements. 
The method of Chau and Liestman [3] requires that the vertices of the small 
graphs be partitioned in a particular manner. Given a graph G = (V,E), they define 
a partition of V into Vu and I$, to be an erpen adjacency split of V if i / Vu / - / Vb / j I 1 
and each vertex in each of the two subsets is adjacent to at least one vertex in the 
other subset. If a broadcast graph has an even adjacency split, it can be used in the 
constructions of Chau and Liestman to create broadcast graphs for larger values of 
II. Chau and Liestman showed [3] that at least one mbg for each sl~ 17 has an even 
adjacency split and that any broadcast graph constructed by the methods of Farley 
or of Chau and Lisstman (from smaller graph with this property) also has an even 
adjacency split. It is a simple matter to verify that each of the graphs presented 
above can be thus partitioned. 
We have calculated, for n in the range 18~ nr 1023, the number of edges of the 
broadcast graphs constructed by the e we schemes (i arley, Chau and Liest man i and 
Peleg) using only the mbg’s and spar-52 broadcast graphs known prior to this paper. 
Whl.;n the calculations are repeated sing the new minimum broadcast graphs and 
sparse broadcast graphs of this paper, 60% of the resulting upper bounds on B(N) 
(for those values of n for which B(n) is not known exactly) are improved. In fact, 
in the range 18~n~511, 85% of t ese bounds are improved. The current best 
known upper bounds on B(n) for ! 5 n ~64 are shown in Table 2. 
_ able 2. Upper bound on B(n) (* indicates oprimaliry). 
I1 new old n new old n new old t: ne\t old 
1 0* 17 
2 i* 18 
3 2* 19 
4 4* 20 
5 5* 21 
6 6* 22 
7 8* 23 
8 12* 24 
9 10* 25 
10 12* 26 
11 13* 27 
I2 15* 28 
13 18* 29 
i4 21” 30 
15 24’ 31 
16 32* 32 
23* 
25* 
28 
30 
33 
35 
36 
40 
45 
51 
52 
58 
60* 
65* 
22” 33 51 56 49 99 107 
27 34 51 58 50 100 111 
30 35 54 61 51 103 116 
32 36 54 63 52 :3 4 121 
35 37 57 66 53 107 126 
37 38 57 69 54 108 131 
39 39 60 72 55 112 135 
42 40 60 75 56 112 140 
45 41 70 78 57 126 143 
49 42 80 81 58 140 147 
52 43 84 86 59 147 151 
56 44 88 90 60 150 156 
59 45 90 94 61 155 164 
63 46 92 97 62 161 173 
71 47 04 100 63 176 182 
80* 38 96 103 64 192s 
6. Open problems 
It is natural to guess that B(n)sB(n + 1) for nf2”. Our confidence in this has 
increased as a result of our recent work in this area. 
Let B,(n) denote the minimum number of edges in a graph on n vertices such 
that every vertex can broadcast in t time units. We believe that B,(n)< B,(n + 1) for 
any fixed t. 
We believe that B(2’ A ’ - 2) = +k(2’ + ’ -2) for kr3. We know that this is true 
for k = 3 and for k = 4. If we can construct a k-regular broadcast graph on 2” * ’ - 2 
vertices, it will be a minimum broadcast graph since at most 2A ’ ’ - 3 vertices can 
be informed in k + 1 time units from a vertex of degree k - 1. 
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Appendix 
Table 3 indicates the locations of the broadcast schemes corresponding to the cur- 
rent best bounds on B(n) for 1 in s 64. The column headed “reference” gives a 
Table 3. 
il Reference Schemes 
l-16 
17 
18 
19 
20 
21 
22 
23 
23 
25 
2C 
27 
28 
29 
30 
31 
32 
33 
33 
35 
36 
37 
3x 
39 
40 
41 
PI 
I81 
Theorem 2 
Theorem 5 
Theorem 10 
Theorem 2 1 
Theorem 6 
Theorem 22 
Theorems 8, 11 
Theorem 12 
Thcorcm l-1 
Theorem 20 
Theorem I3 
Theorem 27 
Theorem 3 
Theorem 3 
Theorem 3 
Theorem 4 
PI 
Theorem 15 
Theorem 7 
Theorem 26 
Theorem 16 
Theorem 26 
Theorem 18 
Theorem 26 
Theorem 19 
Theorem 23 
Fiz. 2 
Fig. 7 
Fig. 13 
Scheme 1 
Fip. 9 
Scheme 2 
Figs. 11, 13 
Fig. 15 
Fis. 18 
Schemes 3, 3, 5. 6, 7, 8, 9 
Fis. 17 
Fig. 4, Schemes 10, ! 1, 12 
Fig. 3(a), Schemes 13, 14, 15 
Fig. 3(b), Scheme 16 
Fig. 4 
Fig. 6 
Lemma 1 
Fig. 10 
Lemma 1 
Scheme 17 
Lemma 1 
Schemes 18, 19 
Lemma 1 
Scheme 20 
Scheme 21 
123 
42 Theorem 23 
43 [41 
44 Theorem 17 
45 f41 
46 Theorem 17 
47 t41 
48 Theorem 17 
49 Theorem 24 
50 Theorem 17 
51 Theorem 24 
52 Theorem 17 
53 Theorem 24 
54 Thcorrm 17 
55 Theorem 24 
56 Theorem 9 
57 Theorem 25 
58 Theorem 25 
59-63 t41 
64 151 
Scheme 22 
Scheme 24 
Scheme 25 
Scheme\ 25-32 
Scheme 33 
Schemes 33-39 
Scheme 40 
Schemes 40-46 
Scheme 47 
Schemes 47-56 
Fis. 12 
Scheme 57 
Scheme 58 
reference to the proof of the bound on B(n). For results proved in this paper, the 
column headed “Schemes” indicates the location of the broadcast schemes. Some 
of the schemes are described in the main body of the paper. The remaining schemes 
follow in Table 4. Each scheme below has three rows: y(i) is the parent of vertex 
i in the broadcast scheme, and r(i) is the time at which p(i) informs vertex i. 
Table 4. Schemes. 
I i 0 1 2 3 4 5 6 7 8 9 IO It 12 13 14 I5 I6 17 18 19 20 
P(i) I 20 1 2 0 0 5 6 12 5 11 20 It 12 10 0 I5 13 2 18 * 
t(l) 21355345554234545545” 
2 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 I4 15 I6 I7 18 19 20 21 22 
p(i) 22 0 1 2 5 0 1 I 2 7 IO 11 22 11 12 15 10 21 I8 I 20 21 0 * 
wj 1235545455324554554543* 
3 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 2’ 24 25 26 
p(i) * + 0 5 5 0 It 20 3 IO 1 10 17 I4 I 16 2 16 19 1 19 23 23 10 2 24 21 
((ij **2453555524554534534453455 
4 i 0 1 2 3 4 5 6 7 8 9 10 11 I2 13 I4 I5 16 17 18 I9 20 21 22 23 24 25 26 
p(i) 2 2 * 5 5 0 1: 20 3 IO I JO I7 14 I 16 2 16 19 t I9 23 23 10 2 24 21 
f(rj ? 1 “453555524554534J3445’455 
5 i 0 1 2 3 4 5 6 7 8 9 10 It 12 13 14 15 16 17 18 I9 2c! 21 22 23 24 25 26 
p(i) 5 0 0 * 3 3 8 8 3 14 23 25 I3 26 13 17 2 4 I9 5 7 22 8 22 26 26 8 
l(i) 3 5 4 * 3 2 5 4 t555534554545534542 
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Table 4 (CON.) 
6 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 :6 17 18 19 20 21 22 23 24 25 26 
p(i) 5 0 16 4 * 4 8 20 3 14 23 25 17 12 12 17 17 4 19 5 19 26 21 21 26 26 17 
f(i) 4553 *2554555354541534354542 
7 i o 1 2 3 4 5 6 7 S 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 
p(i) 5 19 0 5 5 * 11 20 3 10 19 10 17 12 1 20 15 4 19 5 19 23 S 10 25 11 17 
r(i) 44532*554523455453513554545 
8 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 
p(i) 5 10 16 8 3 3 * 6 6 11 11 6 17 12 9 16 17 8 23 20 7 22 8 10 2 11 17 
t(i) 554354*3 1432455532554544555 
9 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 
p(i) 5 19 1 S 3 3 7 * * 14 19 6 17 12 12 20 17 8 20 20 7 22 8 18 26 11 17 
r(i) 5453543’ *554354552432545554 
10 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 14 5 0 5 6 9 41512 5 12 13 22 17 12 23 18 13 22 23 0 23 20 1 26 29 0 
r(i) *35531455455235454454532554554 
I1 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
NiI * 0 1 2 3 0 29 2 1 8 3 10 5 8 7 22 9 24 23 26 2 1 28 23 0 29 2 1 28 29 0 
t(i) *123545 43445555555555443454532 
12 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
Hi) * 0 1 28 3 0 29 6 1 8 11 6 5 8 13 16 21 24 23 18 21 28 23 0 29 26 1 28 29 0 
r(i) *25454353554545545455353454521 
13 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) *01506 * 6 ? 5 11 5 7 9 6 19 24 12 14 11 24 20 27 25 28 1 4 29 0 28 
f(i) *35542 “35453454555544555345425 
14 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 !S 19 20 21 22 23 24 25 26 27 28 29 
p(i) 1 2 * 2 26 6 7 2 7 8 11 12 7 12 6 13 10 12 14 il 26 20 27 25 28 1 27 2 27 3 
Ifi) 5 3 ‘455314543244555554C55543245 
15 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) 4 2 3 4 a 6 7 8 * 8 8 iv 7 9 10 16 10 16 17 11 26 20 21 25 20 26 4 26 0 3 
i(i) 4 5 4 3 *543*424555534553455542555 
16 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) 0 0 125 0 6 0 6 7 5 6 10 11 5 10 13 10 12 14 11 26 29 27 25 23 26 026 4 1 
f(i) 035543145523444555555554532454 
17 i 0 1 2 3 4 5 6 7 S 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
Hi) * * 1 2 3 4 7 17 34 10 11 1 11 14 4 33 17 18 0 18 19 3 21 24 25 35 27 28 2 28 
Hi) * * 2346655543565664356566546546 
i 3031 32333435 
y(i) 12 32 33 34 35 0 
r(i) 665432 
18 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
y(i) * 0 1 4 20 4 5 8 21 8 11 36 22 27 15 37 17 18 0 0 19 20 21 16 1 24 9 2s 17 2 
t(i) *34645664565666553212356566545 
Table 4 (cont.) 
1 3031 323334353637 
p(i) 29 32 33 18 33 36 37 19 
!(i) 66546643 
19 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) 19 0 1 34 20 4 7 35 21 8 I1 36 I1 14 15 37 15 18 0 * 19 20 21 16 1 3.4 25 13 17 2 
t(i) 2356565456546543554*3466456666 
i 30 31 32 33 34 35 36 37 
p(i) 6 10 14 18 35 36 37 19 
t(i) 66665321 
20 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 1 2 3 6 7 0 15 8 29 4 13 14 15 0 17 6 17 20 21 2 21 16 31 14 5 28 29 30 
t(i) $12355325666654354665466666654 
i 30 31 32 33 34 35 36 37 38 39 
p(i) 1 30 7 32 33 36 3 36 37 32 
r(i) 3545664566 
21 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) 1 240 2 3 640 615 1040 4 13 1440 017 6402021 221 82526 5262930 
r(i) 321343245435654465565466654665 
i 30 31 32 33 34 35 36 37 38 39 40 
p(i) 130 7324036 3 18 938 * 
t(i) 4656665656* 
22 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
Hi: 1 2 41 2 3 6 41 6 15 10 41 4 13 14 41 0 17 6 41 20 21 2 21 8 25 26 5 26 29 30 
r(i) 321343245435654465565466654665 
i 30 31 32 33 34 35 36 37 38 39 40 41 
p(i) 1 30 7 32 40 36 3 18 9 38 2 * 
r(i) 46566656565* 
23 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
P(i) * 0 1 4 5 6 7 0 7 IO 43 10 I 6 13 26 15 28 7 18 27 32 23 34 23 26 33 26 27 28 
((0 *45654325645656566456664542345 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 
p(i) 19 32 33 0 33 34 43 36 27 38 29 8 43 u 
t(i) 65413556566663 
24 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
P(i) * 0 I 4 5 6 7 0 7 10 45 10 I 6 13 26 17 28 7 30 27 20 29 34 25 36 25 28 35 28 
r(i) *45654325645656665465666645423 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 
p(i) 29 30 33 34 35 0 35 36 45 38 29 40 31 8 45 0 
Hi) 4565413556566663 
25 i 0 1 2 3 4 5 6 7 8 9 10 I1 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
P(i) * 0 I 4 5 6 7 0 7 10 47 10 I 6 13 8 5 28 7 30 19 32 29 22 31 36 27 38 27 30 
W *45654325645656666456656666454 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 
p(i) 37 30 31 32 35 36 37 0 37 38 47 40 31 42 33 38 47 0 
((0 234565413656566563 
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26i 01 2 3 3 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
P(i) :s 0 1 2 5 6 7 0 7 10 37 10 1 6 13 8 5 28 7 30 19 32 29 22 31 36 27 38 27 XI 
((i) *45654325635656666456656666454 
, 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 
p(i) 37 30 31 32 35 36 37 0 37 38 47 40 31 42 33 38 47 0 
f(i) 234565413656566563 
27 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 1 2 5 6 7 0 71047 10 1 613 8 528 7301932292231 3627382730 
t:i) *45664325645656656456656666454 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 
p(i) 373031 32353637 0373847403142333847 0 
r(i) 234565413656566563 
28 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 1 4 5 6 7 0 7 1027 10 1 6 13 8 5 28 7 30 19 32 29 22 31 36 27 38 27 30 
r(i) *45654324645656566556656666454 
i 30 31 32 33 33 35 36 37 38 39 30 41 42 33 44 45 46 47 
y(j) 37 30 31 32 35 36 37 0 37 38 47 II! 3 1 42 33 38 47 0 
W) 234565413656566563 
29 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 iY 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 1 2 5 6 7 0 7 10 47 10 1 6 13 8 5 28 7 30 19 22 29 16 31 36 27 38 27 30 
r(i) “45664325645656656446656666454 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 
p(i) 37 30 31 32 35 36 77 C 37 38 37 40 31 42 33 38 47 0 
r(i) 234565413656566563 
30 i 0 1 2 3 4 5 h 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
Y(i) * 0 1 4 5 6 7 0 7 10 47 10 1 6 13 8 5 18 7 30 19 32 29 22 31 18 27 38 27 30 
f(ij “15653325645656666456656656454 
i 30 31 32 33 34 35 36 37 38 39 40 31 42 43 44 45 46 47 
p(i) 37 30 31 32 35 36 37 0 37 38 47 40 3 1 42 33 38 47 0 
r(i) Z 34565413656566563 
31 i 0 1 2 3 4 5 6 5 ti 9 10 11 13 12 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 1 3 5 6 7 0 7104710 1 613 8 518 7301932292231 1827382’130 
r(i) *4565432564!656666456656655464 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 
p(i) 37 30 31 32 35 36 37 0 37 38 47 40 31 42 33 38 47 0 
f(i) 2 34565413656566563 
32i O! 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) 48 0 1 4 5 6 7 r) 7 i(3 47 10 1 6 13 8 5 18 7 30 19 32 29 22 31 18 27 38 27 30 
t(i) 145 65 43 25 645 65606545 6656665464 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 4: 46 47 48 
p(i) 483031 32332637 0483847403142453847 0 * 
f(i) 234566653656566563” 
33 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
P(i) * 0 1 2 5 6 7 0 7 8 49 10 1 6 21 26 5 10 7 18 21 32 29 34 13 18 33 28 29 40 
i(i) :‘45 664 3 25 64665 5 65 545 64666656 54 
Table 4 (CON.) 
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i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 
p(i) 31 32 39 32 33 34 35 38 39 0 39 40 49 42 33 6 47 40 49 0 
l(i) 65234565413656666563 
34 i 0 1 2 3 4 5 6 7 8 9 IO I1 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
a(i) * 0 1 2 5 6 7 0 7 8 49 10 I 6 21 26 5 10 7 18 21 32 29 34 13 18 33 28 29 40 
l(i) *45654325646656665455466665654 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 
p(i) 31 32 39 32 33 34 35 38 39 0 39 40 49 42 33 6 47 40 49 0 
t(i) 65234565413656666563 
35 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 1 2 5 6 7 0 7 8 49 10 1 6 21 16 5 10 7 18 21 32 29 34 13 18 33 28 29 40 
I(G) *45664325646655655456466665654 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 
p(i) 313239323334353839 03940494233 6474049 0 
l(i) 65234565413656666563 
36i 01 2 3 4 5 6 7 8 9 IO 11 12 13 14 I5 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
P(i) *o! 2 5 6 7 0 7 8 49 10 1 6 21 16 5 10 7 18 21 32 29 34 13 18 33 26 29 40 
r(i) “45664325646655655456466665654 
i 30 3 1 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 
p(i) 31 32 39 32 33 34 35 38 39 0 39 40 49 42 33 6 47 40 49 0 
t(i) 65234565413656666563 
37 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 1 2 5 6 7 0 7 8 49 10 1 6 21 16 5 10 7 18 31 32 29 34 13 18 33 26 29 40 
l(i) *45664325646655655456456665664 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 
p(i) 31 32 39 32 33 34 35 38 39 0 39 40 49 42 33 6 47 40 49 0 
W 65234565413656666563 
38 i 0 1 2 3 4 5 6 7 8 9 10 11 I2 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 1 4 5 6 7 0 7 20 49 10 I 6 21 26 5 10 7 18 21 32 29 34 13 18 33 28 29 40 
r(i) *45654325646656665455466665654 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 
p(i) 31 32 39 32 33 34 35 38 39 0 39 40 49 42 33 G 47 40 49 0 
t(i) 6 S 2 3 4565413656666563 
39 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) 50 0 1 2 5 6 7 0 7 8 49 10 1 6 21 26 5 10 7 18 19 32 29 34 13 18 33 28 29 40 
f(i) 14 56643 2 5 64665 66 5 545 65 6.: 665 654 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 
p(i) 31 3250323334353039 05040494233 64i4049 0 * 
W 54234566653656666563* 
40 i 0 1 2 3 4 5 6 7 8 3 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
P(i) * 0 1 2 5 6 7 0 7 10 51 10 I 6 13 8 5 It! 7 18 19 32 23 34 23 36 33 28 35 40 
W *4565 43 2 5 5 466560 66456664566656 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 
p(i) 31 42 31 34 41 34 35 36 39 40 6 I 041 4251 4435 6494251 0 
((iI 6455234565413656666563 
128 J.-C. Bemond ct cd. 
Table 4 (conl.) 
41 i 0 1 2 3 4 5 6 7 S 9 10 ll 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 1 4 5 6 7 0 7 2 51 10 1 6 13 8 5 18 7 18 19 22 23 34 23 36 33 28 35 40 
l(i) *45654325656656666456654666655 
i 30 31 32 33 ?-I 35 36 ” 38 39 40 4! 42 43 44 45 46 47 48 49 50 51 
p(i) 3742393441 343536394041 041 4451 4435 6494251 0 
l(i) 6665234554314546666563 
42 i 0 1 2 3 4 5 6 7 8 9 10 I1 12 13 14 15 16 1’7 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 1 2 5 6 7 0 7 10 51 10 1 6 13 8 5 18 7 18 19 22 23 34 23 36 33 28 35 40 
f(i) *45654325546656666456654666656 
i 30 3 1 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 
y(i) 374231 3441 343536394041 0414251 4435 6494251 0 
f(i) 6 5 6 5 2 3 4 5 6 5 4 1 3 6 5 6 6 6 5 4 6 3 
43 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
y(i) * 0 1 2 5 6 7 0 7 10 51 22 1 6 13 8 5 18 7 18 19 32 23 34 23 36 33 28 35 40 
f(i) *45654325546656666456654666656 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 
p(i) 31 42 31 33 -11 34 35 36 39 40 41 0 41 42 51 4 35 6 49 42 51 0 
f(i) 6455234 565413666666553 
44 i 0 1 2 3 4 5 6 7 8 9 10 I1 12 13 14 1.c ‘6 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 1 4 5 6 7 0 7 IO 51 10 1 6 13 8 5 18 7 18 19 32 23 34 23 24 33 28 35 40 
f(i) *46654325546556666456664566656 
i 30 3 1 32 31 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 5 1 
y(i) 31;~2313441343536394041 04142514435 6494251 0 
f(i) 6355234565413656666563 
4s ; 0 I 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
P(i) “0 12 5 6 7 0 7 10 51 IO 1 6 13 8 5 18 7 18 19 32 23 34 23 36 33 28 35 40 
i(i) *456643’ 5546656656456654666656 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 
y(i) 31 4231 3441 3435 36394041 041 4251 4435 6494251 0 
r(i) 6455234565413656666563 
16 i 0 1 2 3 4 5 6 7 8 9 IO 11 12 13 14 I5 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) 52 0 9 4 5 6 7 0 7 10 51 10 I 6 13 8 5 18 7 18 19 32 23 34 23 36 33 28 35 22 
r(i) 156654325546656666456654666656 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 
y(i) 31 4231 3452343536374041 0524251 4435 6494251 0 * 
f(i) 6455334566543656666563* 
47 i 0 1 2 3 4 5 6 7 8 9 10 I1 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
P(i) * 0 I 2 5 6 7 0 7 10 53 10 1 6 13 8 5 18 7 18 19 32 11 24 25 36 25 38 35 30 
f(i) *45654325645656666456666546666 
i 30 3 1 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 52 53 51 
p(i) 37 42 33 44 33 36 43 36 37 38 39 42 43 0 43 44 53 46 37 6 51 44 53 0 
r(i) 565465234565413656666563 
48 i 0 I 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 39 
P(i) * 0 1 4 5 6 7 0 7 10 53 10 I 6 13 8 5 18 7 18 19 32 11 24 25 36 25 38 35 30 
l(i) *45654325645656666456666546666 
Sp;rrse broudcast gmphs 
Table 4 (cont.) 
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i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 
p(i) 37 42 33 44 33 36 43 36 37 38 39 42 43 043 44 53 46 37 6 51 44 53 0 
r(i) 565465234565413656666563 
49 i 0 1 2 3 4 C 6 7 8 9 10 11 12 13 14 15 16 17 18 19 2021 22 23 24 25 262728 29 
p(i) * 0 1 2 5 6 7 0 7 10 53 10 1 6 13 16 5 18 7 18 19 32 I! 24 25 36 25 38 35 30 
f(i) *45664325645656656456666546666 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 
p(i) 37 42 33 44 33 36 43 36 37 38 39 42 43 0 43 44 53 46 37 6 51 44 53 0 
f(i) 565465234565413656666563 
50 i 0 1 2 3 4 5 6 7 8 3 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 2627 2'3 29 
P(i) * 0 1 2 5 6 7 0 7 8 53 10 1 6 13 16 5 18 7 18 19 32 11 2425 36 25 38 35 30 
t(i) "45664325645656656456666546666 
i 30 31 32 33 34 35 36 37 38 39 4041 42 43 44 45 46 47 48 49 50 51 52 53 
p(i) 37 42 33 44 33 36 43 36 37 38 39 42 43 0 43 44 53 46 37 6 51 44 53 0 
((0 565465234565413656666563 
51 i 0 1 2 3 4 5 6 7 8 9 1011 12 I3 14 15 16 17 18 192021 2223 24 25 26272829 
p(i) * 0 1 2 5 6 7 0 7 10 53 10 I 6 13 8 5 16 7 18 19 32 I! 24 25 36 25 38 35 30 
r(i) *45664325645656656456666546666 
i ?(;E 31 '2 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 
p(i) 37 42 13 44 33 36 43 36 37 38 39 42 43 0 43 44 53 46 37 6 51 44 53 0 
N) 565465234565413656666563 
52 i 0 1 2 3 4 5 6 7 8 9 10 I! 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 1 2 5 6 7 0 7 1053 10 1 6 13 8 5 18 7 18 19 32 11 24 25 36 25 38 35 30 
r(i) *45654325645656666456666546666 
I 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 
pp.) 37423344333643363738394243 0434453 437 6514453 0 
r(i) 565465234565413666666553 
53 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 2021 22 23 24 25 2627 28 29 
p(i) * 0 1 2 5 6 7 0 7 10 53 10 1 6 13 8 5 18 7 18 19 32 11 16 25 36 27 38 35 30 
f(i) '45664325645656656456666546566 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 
p(i) 37 42 33 44 33 36 43 36 37 38 41 42 43 0 43 44 53 46 37 6 51 44 53 0 
r(i) 565465234665413656666563 
54 i 0 1 2 3 4 5 6 7 8 9 10 !I 12 13 14 15 I6 17 18 19 2021 22 23 24 25 26 27 28 29 
p(i) * 0 I 2 5 6 7 0 7 10 53 10 1 6 l-3 8 5 18 7 18 19 32 11 16 25 36 27 38 35 30 
r(i) *45664325645656656456666656556 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 17 48 49 50 51 52 53 
p(i) 37 42 33 44 33 36 43 36 37 38 41 42 43 0 43 44 53 46 37 6 51 44 53 0 
r(i) 565464234665413656666563 
55 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 I7 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) * 0 I 2 5 6 7 0 7 1053 10 1 6 13 8 5 18 7 18 19 32 I! 1625 36 27 38 35 28 
r(i) *45664325645656656456666656556 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 
p(i) 37 30 33 44 33 36 43 36 37 38 41 42 43 0 43 44 53 46 37 42 51 44 53 0 
l(i) 565464234665413656666563 
130 J.-C. Bermmd et al. 
56 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) 54 0 1 2 5 6 7 0 7 10 53 i0 I 6 13 8 5 IS 7 18 19 32 II 24 25 36 25 38 35 30 
r(i) 145654325645656666456666546666 
i 30 3 I 32 33 34 35 36 37 38 39 4~ 41 42 43 44 45 46 47 48 49 50 51 52 53 54 
p(i) 37 32 54 44 33 36 54 36 37 38 39 34 43 0 54 44 53 46 37 6 51 44 53 0 * 
t(i) 554455234566653656666563* 
57 i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 IS 19 20 21 22 23 24 25 26 27 28 29 
y(i) 56 0 1 4 5 16 7 0 15 8 55 10 56 6 15 16 56 16 7 18 27 14 21 16 23 36 15 38 35 4C 
r(i) 156654435656664326566565656565 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 
y(i) 29 32 39 44 35 36 56 38 45 38 56 34 43 44 45 0 45 40 56 48 39 6 51 46 55 0 * 
i(i) 66565436344665425656656664* 
58 i 0 1 2 3 4 5 6 7 8 9 10 II 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
p(i) 56 0 1 4 5 16 7 0 15 8 55 10 56 6 15 16 56 16 7 IS 27 14 21 16 23 36 15 38 35 40 
r(i) 156654435656664326566565656565 
i 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 35 46 47 48 49 50 51 52 53 54 55 56 57 
p(i) 29 32 39 44 35 36 56 38 45 38 56 34 43 44 45 0 45 40 56 48 39 6 51 46 55 0 * 45 
l(i) 66565436? 34665425656656664*6 
Originators are indicated by ? (If two originators are indicated, then the first com- 
munication is between them.) For example, Scheme 1 is one of the broadcast 
schemes for the graph with 21 vertices described m Theorem 2 1. The originator is 
vertex 20 which starts the broadcast by informing vertex 1 at time 1. 
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