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Abstract—Efﬁcient bit stream adaptation and resilience to
packet losses are two critical requirements in scalable video
coding for transmission over packet-lossy networks. Various
scalable layers have highly distinct importance, measured by
their contribution to the overall video quality. This distinction is
especially more signiﬁcant in the scalable H.264/advanced video
coding (AVC) video, due to the employed prediction hierarchy
and the drift propagation when quality reﬁnements are missing.
Therefore, efﬁcient bit stream adaptation and unequal protection
of these layers are of special interest in the scalable H.264/AVC
video. This paper proposes an algorithm to accurately estimate
the overall distortion of decoder reconstructed frames due to
enhancement layer truncation, drift/error propagation, and error
concealment in the scalable H.264/AVC video. The method
recursively computes the total decoder expected distortion at
the picture-level for each layer in the prediction hierarchy.
This ensures low computational cost since it bypasses highly
complex pixel-level motion compensation operations. Simulation
results show an accurate distortion estimation at various channel
loss rates. The estimate is further integrated into a cross-layer
optimization framework for optimized bit extraction and content-
aware channel rate allocation. Experimental results demonstrate
that precise distortion estimation enables our proposed trans-
mission system to achieve a signiﬁcantly higher average video
peak signal-to-noise ratio compared to a conventional content
independent system.
Index Terms—Channel coding, error correction coding, mul-
timedia communication, video coding, video signal processing.
I. Introduction
M
ULTIMEDIA applications involving the transmission
of video over communication networks are rapidly
increasing in popularity. These applications include but are
not limited to multimedia messaging, video telephony, and
video conferencing, wireless and wired Internet video stream-
ing, and cable and satellite TV broadcasting. In general, the
communication networks supporting these applications are
characterized by a wide variability in throughput, delay, and
packet loss. Furthermore, a variety of receiving devices with
different resources and capabilities are commonly connected
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to a network. Scalable video coding (SVC) is a highly suitable
video transmission and storage system designed to deal with
the heterogeneity of the modern communication networks. A
video bit stream is called scalable when parts of it can be
removed in a way that the resulting substream forms a valid
bit stream representing the content of the original with lower
resolution and/or quality. Nevertheless, traditionally providing
scalability has coincided with signiﬁcant coding efﬁciency
loss and decoder complexity increase. Primarily due to this
reason, the scalable proﬁle of most prior international coding
standards such as H.262 MPEG-2 Video, H.263, and MPEG-4
Visual has been rarely used. Designed by taking into account
the experience with the past scalable coding tools, the newly
developed Scalable Extension of the H.264/advanced video
coding (AVC) [1] provides a superb coding efﬁciency, high
bitrate adaptability, and low decoder complexity.
The new SVC standard was approved as Amendment 3
of the AVC standard, with full compatibility of the base
layer information so that it can be decoded by existing AVC
decoders. The design of the SVC allows for spatial, temporal,
and quality scalabilities. The video bit stream generated by the
SVC is commonly structured in layers, consisting of a base
layer (BL) and one or more enhancement layers (ELs). Each
enhancement layer either improves the resolution (spatially
or temporally) or the quality of the video sequence. Each
layer representing a speciﬁc spatial or temporal resolution
is identiﬁed with a dependence identiﬁer D or temporal
identiﬁer T. Moreover, quality reﬁnement layers inside each
dependence layer are identiﬁed by a quality identiﬁer Q.I n
some extreme cases, dependence layers may have the same
spatial resolution resulting in coarse-grain quality scalability.
A detailed description of the SVC can be found in [2]. In
this paper, the term SVC is used interchangeably for both the
concept of scalable coding in general and for the particular
design of the scalable extension of the H.264/AVC standard.
Most modern communications channels (e.g., the Internet
or wireless channels) exhibit wide ﬂuctuations in throughput
and packet loss rates. Bit stream adaptation in such environ-
ments is critical in determining the video quality perceived
by the end user. Bit stream adaptation in SVC is attained
by deliberately discarding a number of network abstraction
layer (NAL) units at the transmitter or in the network before
reaching the decoder such that a particular average bit rate
and/or resolution is reached. In addition to bit rate adaptation,
NAL units may be lost in the channel (due to, for example,
excessive delay or buffer overﬂow) or arrive erroneous at the
1051-8215/$26.00 c   2010 IEEE
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receiver and therefore have to be discarded by the receiver.
A direct approach in dealing with excessive channel losses is
to employ error control techniques. However, the optimum
video quality is obtained when a circumspect combination
of source optimization techniques well-integrated with error
control techniques are considered in a cross-layer framework.
The beneﬁts of a cross-layer design are considered to be
more prominent for scalable video coding since it usually
contains various parts with signiﬁcantly different impact on
the quality of the decoded video. This property can be used in
conjunction with unequal error protection (UEP) for efﬁcient
transmission in communication systems with limited resources
and/or relatively high packet loss rates. By using stronger
protection for the more important information, error resilience
with graceful degradation can be achieved up to a certain
degree of transmission errors.
The problem of assigning UEP to scalable video is more
complex than that of non-scalable video. The main reason is
that scalable video usually consists of multiple scalable layers
with different importance in addition to different frame types
and temporal dependences. Many researchers have tackled the
problem of UEP for scalable video coding by appropriate
consideration of the various frame types [3]–[5]. On the other
hand, some works have focused on applying UEP to the
various quality layers [6]–[8]. For instance, in [7], the impact
of applying UEP between base and enhancement layer of ﬁne-
granularity-scalability (FGS) coding is studied and the concept
of ﬁne-grained loss protection is introduced. Nevertheless,
none of the approaches mentioned above jointly considers
different frame types (i.e., frame prediction structures) and
scalable quality layers. The work presented in [9], on the
other hand, jointly considers these two aspects and solves the
problem using a genetic algorithm for MPEG-4 scalable video.
However, genetic algorithms are considered to be slow and
susceptible to premature convergence [10].
The aforementioned UEP approaches cannot be directly
extended to the SVC coded video, mainly, due to the two new
features introduced in the design of the SVC: the hierarchical
prediction structure and the concept of key pictures. Unlike
prior standards, the prediction structure of the SVC has been
designed such that the enhancement layer pictures are typically
coded as B-pictures, where the reference pictures are restricted
to the temporally preceding and succeeding picture, respec-
tively, with a temporal layer identiﬁer less than the temporal
layer identiﬁer of the predicted picture [2]. In addition, the pro-
cess of motion-compensated prediction (MCP) in SVC, unlike
MPEG-4 visual, is designed such that the highest available
picture quality is employed for frame prediction in a group
of pictures (GOP) except for the key frames, i.e., the lowest
temporal layer. Therefore, missing quality reﬁnement NAL
units of a picture results in propagation of drift to all pictures
predicted from it. In other words, the distortion of a picture
(except for the key frames) depends on the enhancement layers
of the pictures from which it has been predicted.
Existing works on robust transmission of SVC using UEP in
the literature can be classiﬁed into two categories. In the ﬁrst
category, the expected distortion of each frame is estimated
and optimized independently by properly allocating source and
channel rates [11]. Methodologies developed for joint source
channel coding in JPEG2000 such as [12] can also be adapted
to be used in SVC under this category. In the second type,
the expected distortion of one or more GOPs is estimated
and optimized; however, the optimization is carried out using
scalable quality layers, i.e., all NAL units within a quality
layer are assumed to have the same priority. An example of
this approach, presented in [13], uses an approximation model
that expresses distortion as a function of bit rate to estimate
expected distortion based on the bit rate. [14] employs a more
accurate but computationally expensive method to estimate the
expected distortion by taking into account the probabilities of
losing temporal and/or FGS layers of each frame. Both of these
categories ignore the dependences within temporal layers (i.e.,
the hierarchical prediction structure) and the propagation of
drift.
In this paper, we propose a model to accurately and efﬁ-
ciently approximate the per frame expected distortion of the
sequence for any subset of the available NAL units and packet
loss rates. The proposed model accounts for the hierarchical
structure of the SVC, as well as both base and enhancement
layer losses. Then, using the proposed distortion model, we
address the problem of joint bit extraction and channel rate
allocation (UEP) for efﬁcient transmission over packet erasure
networks. The rest of this paper is organized as follows. In
Section II, we provide an overview of the problem considered
and its required components. Subsequently, in Section III we
present our distortion and expected distortion calculations. The
solution algorithm for both source extraction and joint source-
channel coding is then provided in Section IV. Experimental
results are shown in Section V and ﬁnally conclusion is drawn
in Section VI.
II. Problem Formulation
A. Packetization and Channel Coding
Fig. 1 demonstrates the packetization scheme considered in
this paper. This scheme has been widely used for providing
UEP to layered or progressively coded video, one example
is given in [15]. Here, a source packet consists of a SVC
NAL unit and portrayed as a row in Fig. 1. Each column, on
the other hand, corresponds to a transport layer packet. This
ﬁgure shows all the source packets included for transmission
in one GOP. The source bits and parity bits for the kth source
packet are denoted by Rs,k and Rc,k, respectively. The source
bits, Rs,k, are distributed into vk transport packets and the
redundancy bits, Rc,k, are distributed into the remaining ck
transport packets, as shown in Fig. 1. If a symbol length
of m bits is assumed, the length that the kth source packet
contributes to each transport packet can be obtained by lk =
Rs,k
mvk. Furthermore, channel coding of each source packet is
carried out by a Reed–Solomon (RS) code, RS(N,vk), where
N indicates the total number of transport packets in the GOP.
Thus, the loss probability of each source packet is given by
pk =1−
t 
i=0

i
N

 i(1 −  )N−i (1)
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Fig. 1. Structure of channel rate allocation for a GOP.
where   denotes the transport packet loss probability and t =
N − vk is the maximum number of transport packet losses
allowed in order to recover the source packet. The channel
coding rate assigned to this packet is then vk/N.
B. System Model
The modes of scalability in SVC are temporal, spatial, and
quality scalability. Temporal scalability can be naturally made
possible by restricting motion-compensated prediction to
reference pictures with a temporal layer identiﬁer that is less
than or equal to the temporal layer identiﬁer of the picture
to be predicted. In SVC, temporal scalability is provided
by the concept of hierarchical B-pictures [16]. Spatial
scalability, on the other hand, is achieved by encoding each
supported spatial resolution into one layer. In each spatial
layer, motion-compensated prediction and intra-prediction
are employed similarly to H.264/AVC. The coding efﬁciency
of the SVC is further improved by exploiting additional
inter-layer prediction mechanisms incorporated into the
design of the SVC [2]. Finally, quality scalability is achieved
by requantizing the residual signal with a smaller quantization
step size relative to that used for the preceding layer. Quality
scalability can be seen as a special case of spatial scalability
in which the picture sizes for base and enhancement layers are
identical. Hence, the same prediction techniques are utilized
except for the corresponding upsampling operations. This
type of quality scalability is referred to as coarse-grain quality
scalable coding (CGS). Since CGS can only provide a few set
of decoding points, a variation of the CGS approach, which
is referred to as medium-grain quality scalability (MGS), is
included in the SVC design to increase the ﬂexibility of bit
stream adaptation. MGS coding allows for switching between
different MGS layers in any access unit. Furthermore, it is
possible to divide the transform coefﬁcient levels to multiple
additional MGS layers to achieve ﬁner grain scalability. Each
of these MGS layers is identiﬁed with a quality id [17]. Fig. 2
portrays the structure of an SVC bit stream with multiple MGS
layers.
During transmission, when resources are scarce, a substream
of the original SVC bit stream with lower average bit rate is
extracted. Commonly, there are a huge number of possibilities
(specially for MGS coding) in combining NAL units that result
Fig. 2. Structure of a single resolution SVC bit stream.
in, approximately, the same bit rate. A very simple method
would be to randomly discard NAL units until the desired
bit rate is achieved. Nonetheless, the coding efﬁciency of the
resulting bit stream can be signiﬁcantly compromised if a
naive extraction method is used. Consequentially, the concept
of quality layers has been incorporated in the architecture of
the SVC. To each NAL unit, a priority identiﬁer or quality
layer related to its contribution to the overall video quality is
assigned to be used by the bit stream extractor for efﬁcient
adaptation [18]. Optimal bit extraction or assignment of the
quality layers in SVC bit streams is a considerably challenging
task primarily due to the complications arising from drift
propagation. This problem has been considered in [18]–[20].
Here, we consider a joint bit extraction and channel rate
allocation to ensure efﬁcient transmission of the SVC streams
in lossy environments.
Let π(n,d,q) represent the NAL unit associated with frame
n at spatial resolution d and quality level q (q = 0 represents
the base quality). Then, any “consistent” subset of the NAL
units, P, can be uniquely identiﬁed by a selection map φ :
Z+2 → Z+ deﬁned by
φ(n,d)=|Q(n,q)| (2)
where Q(n,q): ={q : π(n,d,q) ∈ P} and the notation |.|
represents the cardinality of a set. The term “consistent” here
refers to a set whose elements are all decodable by the scalable
decoder, i.e., children do not appear in the set without parents.
Children here refers to the NAL units that directly depend on
others (parents). Note that φ(n,d) = 0 indicates that no NAL
unit for frame n at resolution d has been included in the set.
When d represents the base resolution, φ(n,d) = 0 means that
the base layer of frame n has been skipped and therefore the
frames which depend on it through MCP are undecodable.
We further deﬁne the channel coding function ψ : Z+3 →
(0,1] such that ψ(n,d,q) denotes the channel rate allocation
associated with π(n,d,q). Then, the problem of optimal bit
extraction and channel rate allocation can be formulated as
(φ
∗,ψ
∗) = min
φ∈ ,ψ∈ 
E{D(φ,ψ; )}
s.t. R(φ,ψ) ≤ RT
(3)
where φ and ψ are vector representations of the φ and ψ
functions, respectively, with element values of φ(n,d) and
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Fig. 3. Example of a selection map and channel rate allocation for a single
resolution bit stream.
ψ(n,d,q) for all n, d and q, respectively.   is the set of
all possible channel coding rates. Here, due to the nonde-
terministic nature of channel losses an expected distortion
measure is assumed for video quality evaluation. The expected
distortion depends on the source packet selection map φ(n,d)
and the associated channel coding rates ψ(n,d,q), as well as
the transport packet loss probability  . Further, it should be
noted that the variables φ(n,d) and ψ(n,d,q) are dependent
variables since the channel coding rate of a packet is only
meaningful if it is included for transmission as indicated by
φ(n,d). In other words, for any possible n and d, ψ(n,d,q)
is undeﬁned when q>φ (n,d). An example of selection and
channel coding rate functions for a single resolution bit stream
(i.e., d is ﬁxed) is illustrated in Fig. 3.
In principle, a solution to (3) can be found using a
non-linear optimization scheme if fast evaluation of the
objective functions is possible. However, this problem is
characterized by a large number of unknown parameters per
sequence or GOP whose optimal values are to be determined.
Due to the high dimensionality of the feasible space, a huge
number of objective function evaluations are necessary before
convergence is reached. Unfortunately, each evaluation of the
objective function E{D(φ,ψ; )} is highly computationally
intense. Various packet loss scenarios with their associated
probabilities and reconstructed signal qualities have to be taken
into account. Due to the hierarchical prediction structure and
existence of drift, evaluation of the video quality for each loss
pattern requires decoding of multiple images by performing
complex motion compensation operations. Consequentially,
the computational burden of this optimization is considered to
be far away from being manageable. As a solution, in the next
section we propose a computationally efﬁcient and yet accurate
model that provides an estimate of the sequence distortion for
any selection map φ and channel rate allocation function ψ.
III. Expected Distortion Calculations
As discussed in Section II-B, fast evaluation of the sequence
expected distortion plays an essential role in solving the
optimization problem of (3) and thus constitutes the main
Fig. 4. Hierarchical prediction structure in a GOP of size 4.
contribution of our paper. In this section, we introduce an
approximation method for the computation of this distortion.
For this purpose, we consider a single-resolution SVC stream
in this paper. Nonetheless, our calculations can be directly
applied to the more general multiresolution case if we assume
that all quality NAL units associated with lower resolution
spatial layers are included before the base quality of a higher
resolution. This constraint reduces the degrees of freedom
associated with the selection and channel rate allocation func-
tions by one. Hence, they can be denoted by φ(n) and ψ(n,q),
respectively. Regardless of the number of spatial layers in
the SVC bitstream, a target resolution has to be speciﬁed
to evaluate the quality of the reconstructed sequence. The
quality increments from spatial layers lower than the target
resolution need to be up-sampled to the target resolution to
evaluate their impact on the signal quality. The video quality
is measured using the mean square error metric with respect
to the fully reconstructed signal. The reason for this is that the
considered system is a transmission system often implemented
separately from the encoder and thus has no access to the
original uncompressed signal.
For applications in which transmission over a packet lossy
network is required, the expected distortion has to be consid-
ered to evaluate the video quality at the encoder. Our expected
distortion model assumes knowledge of channel state informa-
tion and the particular error concealment method employed by
the decoder. In this paper, a simple and popular concealment
strategy is employed: the lost picture is replaced by the nearest
temporal neighboring picture. The expected distortion of a
GOP is calculated based on the selection function φ(n)o ft h e
GOP. As mentioned in Section II-B for the general case, φ(n)
speciﬁes the number of quality increments to be sent per frame
n. We consider a generic case where a packet loss probability
of pq
n is assigned to the qth quality increment packet of frame
n, i.e., π(n,q). Recall that pq
n is dependent on the transport
packet loss probability and the speciﬁc channel coding rate
ψ(n,q). Additionally, let the set S = {s0,s 1,...,sN} represent
the N pictures in the GOP plus the key picture of the preceding
GOP denoted by s0 as portrayed in Fig. 4 (for N = 4). We
further deﬁne a function g : S → Z such that g(x) indicates
the display order frame number of any x ∈ S. Note that in
our notation the nth frame (in display order) is denoted as n
and sn, interchangeably.
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Let ˜ Dn denote the distortion of frame n after decoding as
seen by the encoder, i.e., ˜ Dn represents a random variable
whose sample space is deﬁned by the set of all possible
distortions of frame n at the decoder. Then, assuming that
a total number of Q quality levels exist per frame, the
conditional expected frame distortion E{ ˜ Dn|BL} given that
the base layer is received intact is obtained by
E{ ˜ Dn|BL} =
φ(n) 
q=1
pq
nDn(q − 1)
q−1 
i=0
(1 − pi
n)
+ Dn(φ(n))
φ(n) 
i=0
(1 − pi
n)
(4)
where Dn(q) is the total distortion of frame n reconstructed
by inclusion of q>0 quality increments. The ﬁrst term in
(4) accounts for cases in which, all (q − 1) quality segments
have been successfully received but the qth segment is lost,
therefore, the reconstructed image quality is Dn(q − 1). The
second term, on the other hand, accounts for the case where all
quality increments in the current frame sent by the transmitter
[given by φ(n)] are received.
Due to the hierarchical coding structure of the SVC, decod-
ing of the base layer of a frame not only requires the base
layer of that frame but also the base layers of all preceding
frames in the hierarchy which were used for the prediction of
the current frame. For instance, decoding any of the frames in
the GOP requires that the key picture of the preceding GOP,
s0, be available at the decoder. We deﬁne a relation   on the
set S such that if x,y ∈ S and x   y then x depends on y via
motion-compensated prediction; x is referred to as child of y if
it is directly predicted from y. For each frame sn ∈ S, a set  n
can be formed consisting of all reference pictures in S that the
decoder requires in order to decode a base quality of the frame.
This set is also referred to as the ancestor frames set. It can
be veriﬁed that the set  n plus the relation   on the set form
a well-ordered set since all four properties, i.e., reﬂexivity,
antisymmetry, transitivity, and comparability (trichotomy law)
hold. Note that because all frames in the GOP depend on the
key picture of the preceding GOP and no frame in  n depends
on frame sn, for all n ≤ N we have
s0   x, sn   x, ∀x ∈  n(x). (5)
In the case that the base layer of a frame x ∈  n is lost,
the decoder is unable to decode frame n and therefore has to
perform concealment from the closest available neighboring
frame in display order. If we denote this frame by k, then the
distortion of frame n after concealment can be represented
by Dcon
n,k. Consequently, the expected distortion of frame n is
computed according to
E{ ˜ Dn} =

i∈ n
p0
i Dcon
n,k

j∈ n
j≺i
(1 − p0
j)
+ E{ ˜ Dn|BL}

j∈ n
(1 − p0
j)
(6)
where k represents the concealing frame, sk, speciﬁed as the
nearest available temporal neighbor of i, i.e.,
sk = arg min
x∈ n
i≺x
|g(x) − g(si)|. (7)
Here, g(x) indicates the display order frame number as deﬁned
before. The ﬁrst term in (6) deals with situations in which the
base layer of a predecessor frame i is lost (with probability
p0
i) and thus frame n has to be concealed using a decodable
temporal neighbor while the second term indicates the case in
which all base layers are received.
From (4) and (6), it is apparent that the calculation of the
expected distortion E{ ˜ Dn} requires computation of Dn(q) for
all q<Qand Dcon
n,k for various concealment options. Dn(q)
refers to the total distortion of frame n if q>0 quality
increments are received (it is assumed that the base layer has
been received). Note that even though Dn(q) refers to the case
where q quality increments have been successfully received
for sn, it still represents a non-deterministic variable since the
number of quality increments received for the ancestor frames
of sn ( n) is unknown. For situations in which the base quality
of the nth frame cannot be reconstructed the decoder performs
error concealment. The frame distortion in this case is given
by Dcon
n,k. Below, we discuss the computations of Dn(q) and
Dcon
n,k in detail.
A. Frames With Decodable Base Layer
Since for MGS coding of SVC, motion compensated pre-
diction is conducted using the highest available quality of the
reference pictures (except for the key frames), propagation of
drift has to be taken into account whenever a reﬁnement packet
is missing. Let f
d
n and fn denote a vector representation of
the reconstructed nth frame using all of its quality increments
in the presence and absence of drift, respectively. Note that
although all quality increments of frame n are included for the
reconstruction of both fn and f
d
n, in general f
d
n  = fn since
some quality increment of the parent frames may be missing
in the reconstruction of f
d
n. Furthermore, missing quality
increments of frame n introduce additional degradation. Let
en(q) represent the error vector resulting from the inclusion
of q ≤ Q quality increments for the nth frame in the absence
of drift. It should be noted that this error vanishes when all
reﬁnements of the frame are added, i.e., en(Q)=0. We refer
to this error as the EL clipping error. The total distortion of
frame n due to drift and EL clipping (i.e., Dn) with respect to
fn is obtained according to
Dn(q)=||fn − f
d
n + en(q)||2
= Dd
n + De
n(q)+2 ( fn − f
d
n)Ten(q)
(8)
where Dd
n and De
n(q) represent, respectively, the distortion,
i.e., sum of squared errors, due to drift and EL clipping
(associated with the inclusion of q quality increments). The
symbol ||.|| here represents the l2-norm. Since the Cauchy–
Schwartz inequality provides an upper bound to (8) we can
approximate the total distortion Dn as
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Fig. 5. Example of a parent–child distortion relationship with a quadratic
surface ﬁt.
Dn(q) ≈ Dd
n + De
n(q)+2 κ

Dd
n

De
n(q)
≤ Dd
n + De
n(q)+2

Dd
n

De
n(q)
(9)
where κ is a constant in the range 0 ≤ κ ≤ 1 obtained exper-
imentally from test sequences. In consequence, to calculate
the total distortion, we only need the drift and EL clipping
distortions, Dd
n and De
n(q), respectively. Fortunately, the error
due to EL clipping, De
n(q), can be easily computed by inverse
transforming the de-quantized coefﬁcients read from the bit
stream. The drift distortions, on the other hand, depend on
the computationally intensive motion compensation operations
and propagate from a picture to its descendants.
Similarly, to the deﬁnition of the ancestor set  n we can
deﬁne a parent set  n to include the two parents of sn referred
to as s1
n and s2
n. For instance, the parent set for frame s2
in Fig. 4 equals  2 = {s0,s 4}. Further, let Di represent the
total distortion of a parent frame of sn, where, i ∈  n. Then,
we can assume that the drift distortion inherited by the child
frame, denoted by Dd
n, is a function of parent distortions, i.e.,
Dd
n = F(Ds1
n,D s2
n). Therefore, an approximation to Dn
d can be
obtained by a second order Taylor expansion of the function
F around zero
Dd
n ≈ γ +

i∈ n
αiDi +

i∈ n

j∈ n
βijDiDj. (10)
Here the coefﬁcients αi and βij are ﬁrst and second order
partial derivatives of F at zero and are obtained by ﬁtting
a 2-D quadratic surface to the data points acquired by the
decodings of the sequence/GOP with a limited number of
different reconstructed qualities. The constant term γ =0
since there is no drift distortion when both reference frames
are fully reconstructed, i.e., Di =0 ,i=1 ,2. Note that
technically, F(Ds1
n,D s2
n) is not a function since the mapping
{Ds1
n,D s2
n}→Dd
n is not a unique mapping because distortions
may be due to various error distributions. Therefore, (10) can
only be justiﬁed as an approximation. It should be noted that
the coefﬁcients αi and βij are computed per frame and are
speciﬁc to a single SVC bit stream reﬂecting the characteristics
of that bit stream. Fig. 5 demonstrates an example of this
parent–child distortion relation for a frame of the Foreman
sequence. The coefﬁcients of this equation for all frames
except the key frames can be obtained by several decodings of
different substreams extracted from the global SVC bit stream.
Nevertheless, different methods for choosing the data points
may exist. For instance, a simple method to acquire these data
points is described in [20].
Once the coefﬁcients αi and βij are computed for each frame
(except for the key frames), the drift distortion of the child
frame Dd
n can be estimated depending on the distortion of the
parent frames according to (10). Note that the actual distortion
of the parent frames is unknown to the transmitter; thus, an
expected value of the parent distortion has to be used. Since
a decodable base layer is assumed in this section, the drift
distortions are obtained as
Dd
n ≈

i∈ n
αiE{ ˜ Di|BL}
+

i∈ n

j∈ n
βijE{ ˜ Di|BL}E{ ˜ Dj|BL}.
(11)
The total distortion Dn(q) is then computed according to (9).
Note that since the drift distortions depend on the qualities
of the parent frames, for each GOP the expected distortion
computation has to start from the highest level in the prediction
hierarchy, i.e., the key frame, for which Dd
n = 0. Once the total
distortion of the key frame is attained, its expected distortion
given the base layer E{ ˜ Dn|BL} can be calculated as described
by (4). This value is then used to ﬁnd the drift distortion of the
child frame utilizing the above equation. This drift distortion
then yields to the computations of Dn(q) and E{ ˜ Dn|BL} for
the child frame according to (9) and (4), respectively. This
process continues for the children of the child frame until the
conditional expected distortions E{ ˜ Dn|BL} are computed for
the entire GOP.
B. Frames With Missing Base Layer
The base quality NAL unit may be skipped at the transmit-
ted or be damaged or lost in the channel and therefore become
unavailable to the decoder. In this scenario, all descendants of
the frame to which the NAL unit belongs to are also discarded
by the decoder and an error concealment technique is utilized.
To be able to determine the impact of a frame loss on the
overall quality of the video sequence, the distortion of the lost
frame after concealment needs to be computed.
As before, let Dcon
n,i denote the distortion of a frame n
concealed using frame i with a total distortion of Di. From our
experiments, we observed that Dcon
n,i does not vary noticeably
with respect to Di, therefore we use a ﬁrst order expansion to
approximate Dcon
n,i , i.e.,
Dcon
n,i ≈ µi + νiDi (12)
where µi and νi are constant coefﬁcients calculated for each
frame with all concealment options (different i’s). In a high
activity video sequence, due to the content mismatch between
frame n and i we have µi   νi. On the other hand, for low
activity sequence, we expect µi ≈ 0 and νi ≈ 1. For each
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frame, there are usually multiple concealment options, as an
example, in Fig. 4, the concealment options for frame s3,i n
the preferred order, are {s2,s 4,s 0}. The coefﬁcients in (12)
are obtained by conducting a linear regression analysis on the
actual data points. Note that these data points are acquired by
performing error concealment on frames reconstructed from
decodings explained in Section III-A. Hence, no extra decod-
ing is required for this process. Based on the above discussion,
the distortion after concealment Dcon
n,k in (6) is computed by
Dcon
n,k ≈ µk + νkE{ ˜ Dk|BL}. (13)
Finally, with the calculation of Dcon
n,k, the overall expected
distortion of the entire GOP can be estimated using (6). Recall
that the conditional expected distortions E{ ˜ Dk|BL} are known
by this time as discussed in Section III-A. In order to evaluate
the accuracy of the proposed expected distortion model, we
compared the calculated expected distortion to an average of
the decoded distortion for various loss patterns. Fig. 6 shows
an example of this comparison for the Foreman common
intermediate format (CIF) sequence. A random selection map
is ﬁrst generated for the sequence, then, according to the selec-
tion map packets are either discarded or transmitted through a
channel with pre-deﬁned loss probabilities (no channel coding
was considered). The solid line shows the average per-frame
distortions obtained by considering 500 channel realizations,
while the dashed line represents the estimated distortions
computed using the proposed method. Moreover, the grey area
indicates the standard deviation of the reconstructed signal
quality overall channel realizations.
IV. Solution Algorithm
The distortion model proposed, in this paper, allows for
accurate and fast computation of the expected distortion of
the SVC bit streams transmitted over a generic packet lossy
network. In this section, utilizing this distortion model, we de-
velop an algorithm to perform joint bit extraction and channel
rate allocation for robust delivery of SVC streams. Note that
according to (4) and (6), the expected distortion of the video
sequence directly depends on the source mapping function
φ(n). Its dependence on the channel coding rates, on the other
hand, is implicit in those equations. The source packet loss
probabilities, pq
n’s, used for the computation of the expected
distortion depend on the channel conditions, as well as the
particular channel coding and rate employed as shown in (1).
The optimization can be performed over an arbitrary number
of GOPs, denoted by M. Note that increase in the size of
the optimization window, M, may result in a greater perfor-
mance gain but at a price of higher computational complexity.
The source mapping function φ(n) initially only includes the
base layer of the key pictures with an initial channel coding
rate of 1. Then, at each time step, a decision is made whether
to add a new packet to the transmission queue or increase
the forward error correction protection of an existing packet.
Among all already included packets in the transmission queue,
we identify a π(n∗,q ∗) such that an increase in its channel
protection results in the highest expected distortion gradient,
Fig. 6. Actual versus estimated frame distortions for various loss proba-
bilities; grey area denotes the standard deviation of the actual distortions.
(a) p = 5%. (b) p = 15%.
δED∗. Thus, we have
δED∗ = max
n
max
q<φ(n)
|
∂ED(φ,ψ)/∂ψ(n,q)
∂Rt(φ,ψ)/∂ψ(n,q)
| (14)
where ED and Rt represent the expected distortion and the
total rate associated with the current φ and ψ. Here, the
constraint q<φ (n) ensures that the packet has already
been included in the selection map at a preceding time
step. Likewise, among the candidate packets for inclusion, let
π(n†,φ(n†)) denote the one with highest expected distortion
gradient, δED†, i.e.,
δED† = max
n
max
ψ(n,q)∈ 
|
∂2ED(φ,ψ)/∂φ(n)∂ψ(n,q)
∂2Rt(φ,ψ)/∂φ(n)∂ψ(n,q)
| (15)
where q = φ(n). In cases for which δED∗ > δED†, the channel
protection rate of the already included packet π(n∗,q ∗)i s
incremented to the next level by padding additional parity
bits. Conversely, when δED∗ < δED†, the source packet
π(n†,φ(n†)) is included in the transmission queue with a
channel coding rate ψ(n†,φ(n†)) obtained from (15). Note that
in both scenarios, the corresponding functions φ and ψ are
updated according to the changes made to the transmission
queue. This process is continued until the bit rate budget for
the current optimization window RT is reached.
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Fig. 7. PSNR performance of the three transmission systems versus packet
loss rate. (a) Stefan QCIF, RT = 500 kb/s. (b) Coastguard QCIF,
RT = 400 kb/s.
V. Experimental Results
In this section, we evaluate the performance of our proposed
optimized bit extraction and channel coding scheme for the
H.264/AVC scalable extension. The simulation is implemented
with the reference software joint scalable video model (JSVM)
9.15. Various test sequences at CIF and quarter common
intermediate format (QCIF) resolutions are considered in our
experiments. These sequences are encoded into two layers,
a base layer and a quality layer, with basis quantization
parameters QP = 36 and QP = 24, respectively. Furthermore,
the quality layer is divided into ﬁve MGS layers. In our
experiments, we used RS codes of the form (32,k) with a
symbol length of m = 5. All results were obtained using a
100 channel realization. We also assumed an i.i.d. channel
model: each transport packet may be lost in the channel with
a ﬁxed loss probability,  , independent of the others.
To evaluate the performance of the proposed UEP scheme,
we consider a memoryless channel with various transport layer
packet loss probabilities denoted by  . Figs. 7 and 8 show
the average peak signal-to-noise ratio (PSNR) of the decoded
sequence for various test sequences/resolutions. The three
transmission schemes considered here are: 1) our proposed
join extraction with UEP, referred to as “Opt Extraction +
UEP”; 2) our proposed source extraction with the best ﬁxed
Fig. 8. PSNR performance of the three transmission systems versus packet
loss rate. (a) Tempete CIF, RT = 2 Mb/s. (b) City CIF, RT = 900 kb/s.
channel coding rate obtained exhaustively from the set of
channel coding rates for each transmission bit rate, referred
to as “Opt Extraction + EEP”; and 3) JSVM basic extraction
with the best ﬁxed channel coding rate. In order to build fair
comparison criteria, we assume that the base layers of the
key frames are coded using the lowest channel coding rate
and therefore always received intact for all three schemes.
As illustrated in Figs. 7 and 8, the joint extraction with
UEP outperforms the other two schemes. Note that packets
in equal error protection schemes may be lost with a constant
probability; however, the UEP scheme distributes parity bits
such that important packets have smaller loss probabilities
and therefore some less important packets have higher loss
probabilities. Fig. 9 illustrates the allocation of the available
bandwidth in the proposed system for the City CIF sequence.
Fig. 9(a) shows the probability that a NAL unit in a particular
location of a GOP is included in the queue for transmission.
Fig. 9(b) on the other hand shows the average channel coding
rates allocated to the NAL units when they are included
for transmission. As expected, NAL units that belong to
the higher levels in the prediction hierarchy are more often
included in the transmission queue with adequate channel
protection. Nevertheless, the actual rate allocation depends on
the particular content of the GOP, as well as the available
bandwidth and channel conditions.
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Fig. 9. Bandwidth allocation of the proposed system,   = 10% and RT =1
Mb/s. (a) Probability of NAL unit inclusion. (b) Average channel coding rate
allocated.
VI. Conclusion
A method was proposed for cross-layer optimization of the
scalable extension of the H.264/AVC, which ensures robust
delivery of scalable video over error-prone channels. The
transmitter computes an estimate of the total distortion of
the reconstructed frame at the decoder for the given avail-
able bandwidth, packet loss condition, and error concealment
method. The algorithm recursively computes the total distor-
tion of each GOP at a picture-level to accurately account
for both enhancement layer clipping and drift propagation.
The accuracy of the estimate was demonstrated via simulation
results. We further incorporated the estimate within a cross-
layer framework for optimized content-aware bit extraction
and unequal channel protection. Using this framework, for a
given transmission rate and channel condition, we identiﬁed
packets with most expected contribution to the end video qual-
ity and their appropriate channel protection rate. Simulation
results showed the effectiveness of the proposed framework
compared to the JSVM content-independent bit extraction with
equal error protection.
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