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Abstract
We prove that the semilinear system u = a(x)upvq , v = b(x)urvs in a smooth bounded domain Ω ⊂
R
N has a unique positive solution with the boundary condition u = v = +∞ on ∂Ω , provided that p, s > 1,
q, r > 0 and (p − 1)(s − 1) − qr > 0. The main novelty is imposing a growth on the possibly singular
weights a(x), b(x) near ∂Ω , rather than requiring them to have a precise asymptotic behavior.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and results
This work is concerned with the uniqueness issue of positive solutions to the boundary blow-
up elliptic system⎧⎨
⎩
u = a(x)upvq in Ω,
v = b(x)urvs in Ω,
u = v = +∞ on ∂Ω,
(1.1)
where p, s > 1, q, r > 0, Ω is a bounded C2 domain of RN , a, b ∈ Cη(Ω) are positive weight
functions, which may be singular on ∂Ω and 0 < η < 1. The boundary condition is interpreted
as u(x), v(x) → +∞ as d(x) = dist(x, ∂Ω) → 0+.
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been usually considered, and little work has been devoted to systems. For the particular equation
u = a(x)up , p > 1, which is linked to (1.1) in an important fashion, almost everything is
known: existence and nonexistence of solutions, uniqueness, boundary behavior of the solution
and its normal derivatives, second order estimates near the boundary, etc. The assumptions on
the weight a(x) have varied along the years: first, it was assumed to be bounded and bounded
away from zero in Ω in [1,2,11,24,25,29,30] (in [11] for the p-Laplacian operator) or [10]; then,
it was allowed to vanish on ∂Ω in [15,18,27] (see also [14] for the p-Laplacian setting); and
finally it could also be unbounded on ∂Ω : see [4,5,31]. Some recent work trying to find optimal
conditions on a(x) to ensure uniqueness has also been done in [6–8,28] or [17]. We refer the
interested reader to [16] for an extensive list of references with more general nonlinearities f (u),
as the important pioneering works [3] and [22].
As for systems, there are only some particular results. We quote [9] for predator–prey Lotka–
Volterra systems, [12,13,19,26] and [21] for competitive type systems and [20] for cooperative
systems. In spite of this, large solutions were only explicitly treated in [19,20] and [21].
Problem (1.1) was deeply analyzed in [21]. Some existence and nonexistence results, to-
gether with uniqueness and boundary behavior of solutions were obtained under the assumption
a(x) ∼ C1d(x)γ1 and b(x) ∼ C2d(x)γ2 as d(x) → 0 for some C1,C2 > 0 and γ1, γ2 > −2 (cf.
Theorem 11 there). We remark that the uniqueness proof there was achieved by means of bound-
ary estimates for the solutions, a procedure which is usual in the literature. For the scalar problem
u = a(x)up , it has been shown however that the exact boundary behavior of solutions is not
needed, but only estimates of this behavior (see [5,23] and [17]; the method is also used in [16]
to deal with some more general nonlinearities).
Our intention in the present work is to extend the idea in [23] to deal with problem (1.1). Since
only global estimates for the solutions are then needed, it is not necessary to impose a boundary
behavior to the weights a(x) and b(x), but only a control on their growth near ∂Ω . Thus we are






C1d(x)γ1  a(x) C2d(x)γ1 ,
C′1d(x)γ2  b(x)C′2d(x)γ2
for x ∈ Ω. (W)
We remark that in this case weak solutions to (1.1) are indeed classical, i.e. u,v ∈ C2,η(Ω).
However, the smoothness assumption could be weakened to have a, b ∈ L∞loc(Ω), and in that
case solutions would belong to W 1,ploc (Ω)∩ C1,ν(Ω) for all p > 1 and ν ∈ (0,1).
We state next our main result, which is an extension of Theorem 11 of [21]. Although our
main interest is uniqueness, we are also including the issues of existence and nonexistence for
the sake of completeness.
Theorem 1. Assume p, s > 1, q, r > 0 and (p − 1)(s − 1) − qr > 0, and let a, b ∈ Cη(Ω) for
some η ∈ (0,1) verify hypothesis (W). Then problem (1.1) admits a positive classical solution
(u, v) if and only if γ1, γ2 > −2 and
q
s − 1 <
2 + γ1




This solution is in addition unique, and verifies
D1d(x)−α  u(x)D2d(x)−α,
D′ d(x)−β  v(x)D′ d(x)−β
for x ∈ Ω,
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α = (γ1 + 2)(s − 1)− (γ2 + 2)q
(p − 1)(s − 1)− qr , β =
(γ2 + 2)(p − 1)− (γ1 + 2)r
(p − 1)(s − 1)− qr .
Organization of the paper: in Section 2 we collect some preliminary results which are essential
for the proof of Theorem 1, which will be performed in Section 3.
2. Preliminaries
This section is dedicated to recall some already known results which will be used in the proof
of Theorem 1. They all deal with the reference equation{
u = d(x)γ up in Ω,
u = +∞ on ∂Ω, (2.1)
where d(x) stands for the distance of a point x ∈ Ω to the boundary ∂Ω , γ ∈ R and p > 1.
We are not including most of the proofs, but refer the reader to [21]. Only the case γ < 0 was
considered there, but this is precisely the most interesting for our purposes.
Lemma 2. Problem (2.1) has a positive classical solution if and only if γ > −2. In that case, the
solution is unique and will be denoted by Up,γ . This solution is obtained as the limit as n → +∞
of the solution Un to the problem{
u = d(x)γ up in Ω,






α(α + 1)) 1p−1
for every x0 ∈ ∂Ω , where α = (2 + γ )/(p − 1).
As a consequence of Lemma 2, the quantities
Ap,γ := sup
x∈Ω
d(x)αUp,γ (x), Bp,γ := inf
x∈Ω d(x)
αUp,γ (x) (2.2)
are finite and positive. We are quoting one of their important properties.
Lemma 3. The quantities Ap,γ and Bp,γ are bounded and bounded away from zero when γ is
bounded and bounded away from −2. Also,
lim
γ→−2+Ap,γ = limγ→−2+Bp,γ = 0 .
We are stating next a comparison lemma related to problem (2.1). Its proof follows thanks to
uniqueness, the method of sub and supersolutions and a suitable rescaling.
Lemma 4. Let u ∈ C2(Ω) verify u Cd(x)γ up in Ω for some positive constant C, and u =
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γ −2. This will also be used in the nonexistence proof.
Lemma 5. Let u ∈ C2(Ω) verify uCdγ up in Ω , for some γ −2. Then u is bounded in Ω .
Proof. Let x ∈ Ω , and introduce the function v(y) = d(x)αu(x + d(x)y), for y ∈ B1/2(0) with
α = (2 + γ )/(p − 1)  0. It is not hard to see that v verifies v  Cvp in B1/2(0), and by
Lemma 4, v  C−
1
p−1 Up,0 in B1/2(0), where Up,0 denotes in this context the solution to (2.1)
in B1/2(0) with γ = 0. In particular, for y = 0, we have
u(x) = v(0)d(x)−α  C− 1p−1 Up,0(0)d(x)−α
in Ω , which implies that u is bounded since α  0. This concludes the proof. 
Remark 1. Observe that the proof of Lemma 5 also shows that when γ < −2 then necessarily
u = 0 on ∂Ω .
3. Proof of Theorem 1
We are now ready to prove Theorem 1, whose proof will be split in several lemmas. We begin
by showing that condition (1.2) is sufficient for the existence of positive solutions. Throughout
the whole section, we are assuming without loss of generality that C1 = C′1 and C2 = C′2 in
condition (W).
Lemma 6. Assume γ1, γ2 > −2 and (1.2) holds. Then problem (1.1) admits at least one positive
classical solution (u, v).
Proof. We use the method of sub and supersolutions. We remark that the system in (1.1) is of
competitive type, and hence the sub and supersolutions are to be considered with one of the
inequalities reversed (see the Appendix in [21]). We are searching for the sub and supersolutions
with the aid of Lemma 2.
We look for a subsolution of the form (u, v) = (εUp,τ , ε−δUs,σ ), where we are using the
notation of Section 2, ε > 0 is small and τ, σ, δ > 0 are to be chosen. Then (u, v) will be a
subsolution provided
εp−δq−1C2dγ1−τUqs,σ  1, εr−δ(s−1)C1dγ2−σUrp,τ  1. (3.1)
It is not hard to show that condition (1.2) allows us to select τ, σ > −2 so that
γ1 − τ
q
= σ + 2
s − 1 ,
γ2 − σ
r
= τ + 2
p − 1
and hence inequality (3.1) will hold for small ε if p − δq − 1 > 0, r − δs + δ < 0, thanks
to Lemma 2. Thus, fixing r/(s − 1) < δ < (p − 1)/q , we obtain a subsolution. It is similarly
checked that (u, v) = (MUp,τ ,M−δUs,σ ) is a supersolution when M > 0 is large enough. Since
u u, v  v, Theorem A.2 in the Appendix of [21] implies the existence of a positive solution
(u, v) to (1.1) (we mention that that theorem was considered there for the case a(x) = b(x) = 1,
but its generalization is straightforward). 
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ior of all possible positive solutions (the estimates are indeed global, since solutions are smooth
in Ω). This is the content of the next result.
Lemma 7. Let (u, v) be a positive classical solution to (1.1). Then there exist constants D1, D2,
D′1, D′2 such that
D1d(x)−α  u(x)D2d(x)−α,
D′1d(x)−β  v(x)D′2d(x)−β
for x ∈ Ω,
where
α = (γ1 + 2)(s − 1)− (γ2 + 2)q
(p − 1)(s − 1)− qr , β =
(γ2 + 2)(p − 1)− (γ1 + 2)r
(p − 1)(s − 1)− qr . (3.2)
Proof. We use the iterative argument in [21]. Since v is strictly positive, it follows that u 

















where α1 = (2 + γ1)/(p − 1). Inserting this inequality in the second equation of (1.1), we ob-
tain v  C2(C1 infΩ vq)−
r
p−1 Arp,γ1d(x)














where β1 = (2 + γ2 − α1r)/(s − 1). We now iterate this procedure to obtain that
u(x)Mnd(x)−αn,
v(x)Nnd(x)−βn, (3.3)
















αn = 2 + γ1 − βn−1q
p − 1 ,
βn = 2 + γ2 − αnr
s − 1 . (3.5)
It is then easily seen that
αn = 2 + γ1




s − 1 +
qr
(p − 1)(s − 1) αn−1,
and since qr/(p − 1)(s − 1) < 1 the sequence αn converges to α, given by (3.2). This implies
that βn → β , also given by (3.2).










. (3.6)2 2 n−1 n−1
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Lemma 3 the existence of a constant K > 0 such that
Mn KMδn−1,
where δ = qr






Letting n → ∞, we have that Mn is bounded from above by a positive constant D2, and it is
similarly shown that Nn is bounded from below by a positive constant D′1. This implies, passing
to the limit in (3.3) that uD2d(x)−α , v D′1d(x)−β . The symmetric reasoning gives positive
constants D1 and D′2 such that uD1d(x)−α and v D′2d(x)−β . This proves the lemma. 
We now proceed to prove uniqueness of positive solutions to (1.1). The proof is an adaptation
of that in Lemma 10 of [21], but substituting the use of the maximum principle by an adaptation
of the device in [23] (see also [17], where a refinement was already made).
Lemma 8. Problem (1.1) admits at most one positive classical solution.
Proof. Let (u1, v1), (u2, v2) be positive solutions to (1.1). We first remark that, thanks to
Lemma 7, the quotients u1/u2 and v1/v2 are bounded and bounded away from zero. Thus let
θ = supΩ u1/u2, and assume θ > 1.
Let δ > 0 be such that
r




We claim that v2  θδv1 in Ω . Suppose not. Then there exists a point x0 ∈ Ω such that v2(x0) >




)= b(x)(ur2vs2 − θδur1vs1)> θδb(x)(θδ(s−1)−r − 1)ur1vs1.
Thanks to the choice of δ and the estimates furnished by Lemma 7, taking into account that





>Cθδργ2−αr−βs = Cθδρ−β−2 (3.7)
(in the rest of the proof, C will denote a positive constant, not depending on x0). Now let φ
be the solution to −φ = 1 in Bρ(x0), with φ = 0 on ∂Bρ(x0). It is immediately seen that
φ(x) = C(ρ2 −|x −x0|2) for some positive constant C. Thanks to (3.7), we have (v2 − θδv1 +
Cθδρ−β−2φ) > 0 in Ω0, and the maximum principle gives a point x1 ∈ ∂Ω0 such that
v2(x0)− θδv1(x0)+ Cθδρ−β−2φ(x0) < v2(x1)− θδv1(x1)+Cθδρ−β−2φ(x1). (3.8)
If we assume that v2(x1) = θδv1(x1), we obtain that φ(x0) < φ(x1), which is a contradic-
tion, since φ(x0) = supBρ(x0) φ. Thus v2(x1) > θδv1(x1) and this implies x1 ∈ ∂Bρ(x0). Hence
φ(x1) = 0 and (3.8) gives
Cθδρ−β < v2(x1)− θδv1(x1).
We now use again the estimates of Lemma 7, and find that ρ−β  Cv1(x1). This entails v2(x1) >
(1 + C)θδv1(x1), where C is a constant which does not depend on x0 or on x1. We can iterate
this procedure to obtain a sequence {xn} ⊂ Ω such that
v2(xn) > (1 + C)nθδv1(xn),
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Now let θn = θ − 1/n, and choose a sequence {xn} ⊂ Ω such that u1(xn) > θnu2(xn). Intro-
duce the set Ωn = {u1 > θnu2} ∩Bρn(xn), where ρn = d(xn)/2. Then in Ωn:





−δq − 1)up2 vq2 .
Since θp−1n θ−δq → θp−1−δq > 1, by the choice of δ, we have for a positive constant C, as in the
first part of the proof:
(u1 − θnu2) > Cθnργ1−αp−βqn = Cθnρ−α−2n
in Ωn, for large n. Introducing the function φ as before, but in the ball Bρn(xn) instead, and
applying the maximum principle, we get the existence of points yn ∈ ∂Ωn such that
u1(xn) − θnu2(xn)+Cθnρ−α−2n φ(xn) < u1(yn)− θnu2(yn)+Cθnρ−α−2n φ(yn).
It follows in the same manner that φ(yn) = 0, and then Cθnρ−αn < u1(yn)− θnu2(yn). By means
of the estimates for u1 we finally arrive at
u1(yn) > (1 +C)θnu2(yn).
Thanks to the definition of θ as the supremum of u1/u2, we then have θ > (1 + C)θn, and we
arrive at a contradiction when we let n go to infinity.
This contradiction shows that θ  1, that is, u1  u2. The symmetric argument proves then
that u1 = u2, and the first equation in (1.1) finally implies v1 = v2, as we wanted to prove. 
We finally show that the conditions γ1, γ2 > −2 and (1.2) are necessary for (1.1) to have a
positive solution.
Lemma 9. Assume problem (1.1) has a positive classical solution (u, v). Then γ1, γ2 > −2 and
(1.2) holds.
Proof. Assume (1.1) admits a positive classical solution (u, v) with γ1 −2. Since v is bounded
from below, we have u C1(infΩ vq)d(x)γ1up in Ω , and it follows from Lemma 5 that u is
bounded, a contradiction. Thus γ1 > −2 and it is similarly proved that γ2 > −2.
Now assume (1.2) does not hold. With no loss of generality, we may assume
2 + γ1
2 + γ2 
q




the other case being handled similarly (the second inequality always holds thanks to our assump-
tion (p − 1)(s − 1) − qr > 0). We are using an iterative procedure similar to the one already
employed in the proof of Lemma 7 to arrive at a contradiction (cf. also [21]).
To this aim, assume initially that the first inequality in (3.9) is strict. Notice that inequalities
(3.3) with Mn, Nn given by (3.4) and αn, βn by (3.5) still hold, but αn → α < 0. Since α1 > 0,
we can select an appropriate n so that αn > 0, αn+1  0, which is equivalent to βn−1q < 2 + γ1
and βnq  2 + γ1. Since, according to (3.3), v Nnd−βn , we have that
uC1Nqn dγ1−βnqup
in Ω , and since γ1 − βnq −2 Lemma 5 implies that u is bounded, a contradiction.
Now consider the remaining case (γ1 + 2)(s − 1) − (γ2 + 2)q = 0. The iterative proce-
dure and estimates (3.3) are valid, with αn → α = 0 while βn → β > 0. Now notice that
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Ap,γ1−βn−1q → 0 while Bs,γ2−αn−1r is bounded and bounded away from zero. Hence (3.6) im-
plies that for ε > 0,
Mn  εMδn−1,
where δ = qr/(p − 1)(s − 1) < 1, provided that n is large enough. Proceeding as in the proof of






and since ε is arbitrary, this shows that Mn → 0. Thus (3.3) gives that u ≡ 0, which is not
possible. This concludes the proof. 
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