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Abstract. Electron microscopy techniques yield informa-
tion for crystal structure analysis that is remarkably com-
plementary to that obtained from X-ray powder diffraction
data. Structures of polycrystalline materials that resist so-
lution by either method alone can sometimes be solved by
combining the two. For example, the intensities extracted
from an X-ray powder diffraction pattern are kinematical
and can be interpreted easily, while those obtained from a
typical selected area electron diffraction (SAED) or preces-
sion electron diffraction (PED) pattern are at least partially
dynamical and therefore more difficult to use directly. On
the other hand, many reflections in a powder diffraction
pattern overlap and only the sum of their intensities can
be measured, while those in an electron diffraction pattern
are from a single crystal and therefore well separated in
space. Although the intensities obtained from either SAED
or PED data are less reliable than those obtained with X-
rays, they can be used to advantage to improve the initial
partitioning of the intensities of overlapping reflections.
However, it is the partial crystallographic phase informa-
tion that can be extracted either from high-resolution trans-
mission electron microscopy (HRTEM) images or from
PED data that has proven to be particularly useful in com-
bination with high-resolution X-ray powder diffraction
data. The dual-space (reciprocal and real space) structure
determination programs Focus and Superflip have been
shown to be especially useful for combining the two dif-
ferent types of data.
1. Introduction
X-ray powder diffraction and electron microscopy are prob-
ably the two most valuable techniques for analyzing the
structures of polycrystalline materials. Although it is rela-
tively easy to measure an X-ray powder diffraction pattern,
a detailed interpretation of the data is not always straightfor-
ward. Reflections from differently oriented crystallites are
measured simultaneously, so reflections that happen to have
similar d-spacings (and therefore similar diffraction angles)
overlap in the powder pattern. This hinders structure eluci-
dation by conventional (single-crystal) crystallographic
methods, because the algorithms assume that the intensities
are reliable. However, a wide variety of approaches have
been developed to deal with this overlap problem, and now
structures of moderate complexity can be solved from pow-
der diffraction data in an almost routine manner [1].
Because electrons interact with matter much more
strongly than do X-rays, very tiny crystals (<100 nm) can
be examined individually in an electron microscope.
Furthermore, because electrons can be focussed, both dif-
fraction patterns and high-resolution images can be ob-
tained. Unfortunately, the operation of an electron micro-
scope requires considerable expertise, whether it is to
collect a complete set of good electron diffraction data or
to record a high-resolution image. Until quite recently,
electron diffraction data collection was limited to sets of
isolated 2-dimensional patterns that had to be merged with
one another to form an incomplete set of 3-dimensional
data. Efforts to devise a more automated and complete
data collection strategy are now quite advanced [2, 3], so
this limitation can be expected to be reduced in future.
Although electron diffraction intensities are distorted by a
number of effects that are not easy to control or correct
for, electron crystallography has been applied successfully
to various classes of materials [4, 5].
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Table 1. Comparison of X-ray Powder and Electron Diffraction.
X-ray Powder Electron
Data collection easy difficult
Data set complete incomplete
Lattice parameters precise approximate
Intensities kinematic dynamical
Multiple diffraction no yes
Systematic absences difficult easy
Crystallite size mm nm
Reflection overlap yes no
Phase information no yes
These two techniques are remarkably complementary
(see Table 1), and several ways of combining them have
been developed to address structures that cannot be solved
by either method alone. In the following sections, the rele-
vant features of the two techniques, the algorithms used to
combine the different kinds of data, and some recent ex-
amples are described.
2. X-ray powder diffraction
2.1 The overlap problem
The main limitation of X-ray powder diffraction data is
reflection overlap. In most cases, the total intensity meas-
ured for a group of overlapping reflections is simply equi-
partitioned over the contributing reflections. The problem
can be reduced by collecting high-resolution data at a syn-
chrotron facility, but it cannot be eliminated entirely. Sev-
eral approaches that use the intensities of the non-overlap-
ping reflections to estimate those of the overlapping ones
have been developed [6, 7, 8], but for a diffraction pattern
with a high degree of overlap these methods are not very
reliable. In such cases, more elaborate data collection stra-
tegies, in which several diffraction patterns are measured
on the same sample under different conditions, can be em-
ployed (e.g. [9–11]). All of the measured patterns are then
used simultaneously to derive a single set of reflection
intensities, which are more single-crystal-like in character
than those obtained in a conventional manner. Whichever
approach is used, however, a certain degree of ambiguity
in the intensities of the overlapping reflections remains
and must be taken into consideration during structure solu-
tion.
2.2 Structure determination from powder
diffraction data
Crystallographers have developed and optimized a number
of methods to address the phase problem for single-crystal
data (e.g. [12]), and direct methods programs are now
used to solve the vast majority of structures for which
single crystals are available. However, these algorithms as-
sume that the reflection intensities are reliable, because
relationships between sets of reflections and their intensi-
ties are used to estimate the phases. With powder diffrac-
tion data, of course, this condition is not fulfilled. When it
became apparent in the late 1980’s that structure solution
from powder diffraction data was indeed feasible given the
improved instrumentation and increasing computer power,
the existing methods were adapted where possible to deal
with the reflection overlap problem (e.g. EXPO [13],
XLENS [14] and MICE [15]).
However, it was soon recognized that alternative ap-
proaches would be required for diffraction patterns with
severe overlap. Supplementing the powder diffraction data
with chemical information (known bond distances and an-
gles, coordination numbers, connectivity, etc.) was found
to be a particularly effective approach [1]. This resulted in
a number of automated model-building programs based on
global optimization algorithms (both evolutionary and si-
mulated annealing) that used the powder diffraction pat-
tern to identify the better models during the course of the
optimization. By working in real or model-building (di-
rect) space, these algorithms bypass the problem of reflec-
tion overlap, because the intensities of the individual re-
flections are not needed. Only the diffraction pattern as a
whole is used to assess the reliability of the models gener-
ated during the structure solution procedure. For more de-
tailed information, the reader is referred to the book Struc-
ture Determination from Powder Diffraction Data [16] and
the special issue of Z. Kristallogr. devoted to the same
topic [11].
While global optimization algorithms work in direct
space, direct methods operate in reciprocal space (i.e. with
reflection intensities and phases). A few algorithms, such
as the shake-and-bake modification to direct methods [17],
the charge-flipping algorithm that was introduced only re-
cently [18], and the zeolite-specific program Focus [19],
alternate between the two spaces and can therefore benefit
from the individual strengths of both.
2.3. Structure envelopes
It is possible to facilitate structure determination in direct
space by identifying the regions within the unit cell that
are most likely to contain atoms. For this purpose, the
concept of a structure envelope was introduced [20]. The
main difference between this structure envelope and the
molecular envelope that is used in protein crystallography
is that the former does not necessarily have a closed form.
It is a periodic nodal surface [21] that separates regions of
high electron density from those of low electron density,
and can be generated from just a few strong, low-index
reflections [22].
In the case of a zeolite, this curved surface describes
the pore system (e.g. Fig. 1), with the framework atoms
lying on the positive side of the surface. For a molecular
structure it is a closed envelope that describes the approx-
imate positions, orientations and shapes of the molecules
in the unit cell.
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Fig. 1. The framework structure of the zeolite CIT-1 with a structure
envelope generated using just four strong, low-index reflections. Note
that the framework atoms all lie on the dark gray (positive) side of
the structure envelope.
3. Electron microscopy
Although electron crystallography has a long history [4], it
has never been a mainstream technique for crystal struc-
ture determination. The reason is that the diffraction inten-
sities are strongly affected by dynamical/multiple scatter-
ing. Because the electrons interact with the sample so
strongly (ca. 103 times more than X-rays), the diffracted
beams are also strong and can, in turn act as incident
beams. Thus, the interaction between the incident beam
and the crystal cannot be treated as a single-scattering
event for each reflection as it is for X-rays (kinematical
approximation). The system must be treated as a whole to
account for multiple scattering. That is, all simultaneously
excited reflections must be considered together. The thick-
er the sample, the more severe this effect.
3.1 Selected area electron diffraction (SAED)
Dynamical effects can be minimized by selecting a very
thin crystal ( 50 nm or less). Then the diffraction intensi-
ties measured using a conventional selected area electron
diffraction (SAED) technique can be treated as quasi-kine-
matical. For an SAED pattern, a very small area of the
crystal is selected using an aperture below the sample
holder. This approximation has been used successfully for
structure analysis by a number of specialists (e.g. [4, 5]
and references therein).
The 100–300 keV acceleration voltages typically used
in electron microscopes correspond to wavelengths of
0.037–0.020 A˚. This means that the Ewald sphere has a
very large radius (1/l), so many reflections fulfill the dif-
fraction condition at once (Fig. 2). In a typical SAED pat-
tern, the incident beam is generally aligned along a zone
axis, and the complete zero-order diffraction pattern for
that zone (zero order Laue zone or ZOLZ) can be re-
corded out to a resolution of less than 1 A˚ in a single
shot. However, because many reflections are excited si-
multaneously, multiple scattering effects can be severe,
particularly if the specimen is not ideally thin.
3.2. Precession electron diffraction (PED)
The precession electron diffraction (PED) technique,
which reduces the dynamical scattering [23], was first
introduced by Vincent and Midgley in 1994. The elec-
tron beam is deflected and then precessed around a sta-
tionary crystal, and with this tilted illumination, only a
few reflections are excited at a time, so the possibilities
for multiple scattering are reduced and the resulting dif-
fraction intensities are more kinematical in nature (Fig. 2).
Although the PED intensities are still not ideal, they are
significantly improved over typical SAED intensities
[24], and have been used to solve several structures [25–
29].
3.3. High-resolution transmission electron
microscopy (HRTEM)
Because the electron beam can be focussed, it is also pos-
sible to record a magnified image of the sample with an
electron microscope. The magnification attainable depends
upon the wavelength, and resolution in the subnanometer
range is possible.
The advantages of having a high-resolution transmis-
sion electron microscope (HRTEM) image for structure
analysis are twofold. First, the image shows approximately
where the atoms are in that projection of the unit cell even
if atomic resolution is not attained, so the validity of a
structure envelope can be evaluated by eye. Second, the
Fourier transform of the image yields a list of structure
factor amplitudes and phases for the reflections in the cor-
responding diffraction pattern.
Before the Fourier transform is performed, a contrast-
transfer-function (CTF) correction, which allows for the
modulation of the amplitudes and phases caused by var-
ious parameters of the microscope (spherical aberration of
the objective lens, wavelength, defocus and spatial fre-
quency), is applied. Then the image is lattice and symme-
try averaged to obtain a clearer and defect-free image.
Fourier transform of this modified image then generates
the desired phase information. The crystallographic image
processing software package CRISP [30] can be used to
perform these calculations.
It has been found that including even the limited phase
information that can be derived from a single projection
can have significant impact on structure solution from
powder diffraction data [31].
4. Dual-space structure solution algorithms
It was mentioned earlier that a few structure determina-
tion algorithms work in both reciprocal and direct space,
so information from different sources can be added in
either realm quite easily. Such algorithms are particularly
well-suited for combining data from different sources. In
the last few years, two of them, Focus and powder
charge flipping (pCF), have been used successfully to
combine X-ray powder diffraction and electron micro-
scopy data.
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Fig. 2. Ewald construction for a 1.0 A˚ (typical X-ray) and for a
0.02 A˚ (typical EM) wavelength. The effect of tilting the EM Ewald
sphere by 3 (typical precession angle) is also shown (dashed line).
Note that the intersection of the Ewald sphere (diameter ¼ 1/l) with
points in reciprocal space (i.e. reflections in diffracting condition) is
much larger with the smaller wavelength and that this number is re-
duced by tilting.
4.1 Focus
Focus is a zeolite-specific structure-solution program that
uses chemical information (direct space) to compensate for
the ambiguities in the reflection intensities (reciprocal
space) extracted from a powder diffraction pattern [19].
Structure factor amplitudes are calculated from the ex-
tracted intensities (overlapping reflections are usually equi-
partitioned), and are then assigned starting phases (usually
random). These are used to generate a (random) electron
density map. The program then employs one of two meth-
ods to interpret the map and calculate a (partial) model. It
is primarily in this interpretation step that the chemical
information about zeolite framework structures (4-con-
nected, 3-dimensional network of well defined corner-shar-
ing TO4 tetrahedra, where T is any tetrahedrally coordi-
nated atom such as Si or Al) is exploited. New phases are
then calculated from the structural model and applied to
the extracted intensities to generate a new electron density
map and this Fourier recycling procedure continues until
the phases converge or a maximum number of cycles is
reached. Each time an electron density map is generated,
the program conducts an exhaustive search for a 3-dimen-
sional, 4-connected framework structure. If one is found, it
is classified and written to a file. When a sufficient num-
ber of frameworks have been found, a histogram is gener-
ated, and in general, the framework found most frequently
(from different starting phase sets) will be the correct one.
The algorithm has now been applied by many different
laboratories to data collected on a wide variety of zeolites
with considerable success. Its only drawback is that it is
specific to zeolites.
In 2005 the germanosilicate ITQ-22 [32] had the most
complex zeolite framework structure known (16 Si/Ge
atoms in the asymmetric unit), so it was used to test the
value of including some initial phases in the Focus input
[31]. These tests showed that by prescribing the phases of
just 31 of the 992 strongest reflections, the time required
for structure solution could be reduced from 31 days to
44 hours. Doubling the number of phases to 62 resulted in
17 solutions within 11 hours. Obviously even a limited
amount of phase information has a significant effect on
the structure solution process.
4.2 Powder charge flipping
In 2004, Oszla´nyi and Su¨to˝ introduced a more general al-
gorithm for structure solution from single-crystal data
(Fig. 3), that they called charge flipping [33, 34]. It starts
in much the same way as does Focus. That is, random
phases are assigned to the set of structure factor ampli-
tudes (jFhklj) derived from the diffraction intensities, and
an electron density map (r(r)) is generated. Then the signs
of all electron density points below some user-defined
threshold d (a small positive number) are reversed
(“flipped”) to produce a perturbed electron density map
(g(r)). In effect, all negative electron densities, which are
not physically meaningful, are made positive. From this
map, a new set of structure factor amplitudes (jGhklj) and
phases (jhkl) are calculated, and the new phases are com-
bined with the measured amplitudes (jFhklj) and a new
electron density map is calculated. This cycle is repeated
until the calculated structure factor amplitudes match the
measured ones or until a preset number of cycles has been
reached.
To accommodate powder diffraction data, something
had to be done about the relative intensities of overlapping
reflections. In the implementation by Wu et al. [35], the
ratios of the calculated structure factor amplitudes (jGhklj)
in each overlap group are used to repartition the measured
intensity. In the pCF algorithm by Baerlocher, McCusker
and Palatinus [36], which is implemented in the program
Superflip [37], an additional modification to the map
based on a histogram-matching algorithm [38] is per-
formed (h(r)), and then the structure factor amplitudes
jHhklj calculated from this map are used for the repartition-
ing step. This second type of perturbation of the electron
density map simply forces it to reflect the chemical com-
position of the material under investigation, and has pro-
ven to be quite effective. Histogram matching has a bene-
ficial side effect in that it also eliminates the “uranium
atom” solution trap that the charge flipping algorithm is
prone to.
5. Combining X-ray powder diffraction data
with HRTEM images
Data from high-resolution electron microscopy images can
be supplied to the Focus and pCF algorithms in several
different ways. For example, a structure envelope for a
zeolite derived from one or more HRTEM images can be
imposed in real space to limit the peak search in Focus or
to set the electron density in the pore regions to zero in
pCF. Alternatively, the phases of the reflections used to
generate the structure envelope can be fixed in reciprocal
space. It is also possible to include all phases obtained
from HRTEM images (i.e. not just the few used to gener-
ate a structure envelope) in the starting phase set in either
program. Although it would be possible to keep these
phases fixed, experience has shown that it is more prudent
to allow them to change during the normal procedure,
whether in Focus or pCF, to allow any incorrect phases to
correct themselves. However, in pCF, it is critical that they
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Fig. 3. A simple outline of the charge flipping algorithm. The origi-
nal single-crystal cycle is shown in black, and the loop for repartition-
ing the intensities of overlapping reflections that was added for pow-
der diffraction data is shown on the left in gray. The latter is executed
at periodic intervals during the course of a run.
be fixed for the initial 10–20% of the cycles if they are to
be effective. A further option is to use an approximate or
partial model that has been deduced from HRTEM images
as a seed for generating starting phase sets.
Different combinations of these options eventually led
to the determination of the three most complex zeolite
structures known (TNU-9 [39], IM-5 [40] and SSZ-74
[41]). The relevant aspects of these structure solutions are
given in the following sections to illustrate the procedure.
More information can be found in the original papers and
in the Chem. Commun. review article by McCusker and
Baerlocher [42]. Although all three materials are zeolites,
only the first was solved using the zeolite-specific pro-
gram Focus. The more generally applicable pCF algorithm
was used for the other two, and the concepts applied in all
three cases should be readily transferable to non-zeolite
materials.
5.1 TNU-9
The first true test of the value of including phase informa-
tion in the Focus algorithm was performed on the high-
silica zeolite TNU-9 [43], whose structure was unknown.
Most of the peaks in the high-resolution synchrotron
powder diffraction pattern could be indexed with a mono-
clinic unit cell (C2/m, a ¼ 28.2219 A˚, b ¼ 20.0123 A˚,
c ¼ 19.4926 A˚, b ¼ 92.33), but a few smaller peaks re-
mained unindexed. Therefore, SAED data were used to
verify that these were indeed impurity peaks and to con-
firm the unit cell of the main phase. Attempts to solve the
structure with Focus using the powder diffraction data
alone, however, were not successful.
From three high-quality HRTEM images of TNU-9
(along the [010], [001] and [110] zone axes), the phases of
258 reflections were estimated using the CRISP software
package. As an example, the image taken along the [010]
zone axis is shown in Fig. 4. Only when all of these
phases were included in the Focus input, could the struc-
ture, with 24 Si and 52 O atoms in the asymmetric unit, be
solved. Structure solution required 16 days of CPU time.
5.2 IM-5
In the case of IM-5 [44], another high-silica zeolite, a
slightly different approach was used. As for TNU-9, impu-
rities were present, so SAED experiments were performed
to verify the unit cell (Cmcm, a ¼ 14.299 A˚, b ¼ 57.413 A˚
and c ¼ 20.143 A˚).
Initially, the phases of 95 reflections were estimated
from three HRTEM images (along the [100], [010] and
[001] zone axes) and included in pCF runs, but the result-
ing electron density maps could not be interpreted on an
atomic level. After careful corrections to the HRTEM
images, a 3-dimensional potential map was generated in
the space group C2cm using just 71 phases (Fig. 5) and a
model with 36 Si atoms in the asymmetric unit deduced.
Although this structural model was geometrically strained
and its calculated powder pattern did not fit the measured
one very well, it was reasoned that it was probably at least
partially correct (certainly more so than a random struc-
ture). Therefore it was used as a seed to generate 1000
different starting phase sets for 1000 pCF runs. That is,
the phase of each structure factor calculated from the geo-
metrically optimized model was varied by up to 25% in a
random manner. The 1000 electron density maps resulting
from these pCF runs were symmetry averaged assuming
the space group C2cm, and then the best five were com-
bined. Interpretation of this map was almost trivial: 35 of
the 36 Si atoms and 61 of the 79 O atoms could be lo-
cated directly in the strongest 106 peaks (Fig. 6). The po-
sition of the missing Si atom was derived from the posi-
tions of the four surrounding Si atoms and the missing
bridging O atoms were added. Rietveld refinement of this
model revealed that additional symmetry was present in
the structure. That is, atomic positions related by a center
of symmetry (not present in C2cm) were found to be in-
significantly different from one another, so the structure
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Fig. 4. HRTEM image of TNU-9 taken along the [010] zone axis
[39]. The insets show the corresponding SAED pattern (left), the con-
trast-transfer-function corrected and symmetry-averaged image, from
which the phases were calculated (middle), and the computer simula-
tion from the structural data (right).
Fig. 5. Potential maps for the [001], [010] and [100] projections (top
to bottom) of IM-5 generated in C2cm from the 71 amplitudes and
phases estimated from the HRTEM images. It can be seen from the
refined framework structure that has been superimposed, that a con-
siderable amount of structural information is contained in these few
reflections. However, some of the finer details, particularly in the
[100] projection, are incorrect.
could be described in the higher space group Cmcm with
24 Si atoms in the asymmetric unit.
Improved HRTEM images of IM-5 were later used to
test the limits of electron crystallography [45]. From the
systematic absences in the SAED patterns and the projec-
tions symmetries of the HRTEM images, the correct space
group Cmcm was obtained. It was possible to derive
144 structure factor amplitudes and phases from the set of
HRTEM images, and these produced a potential map from
which the positions of all 24 Si atoms could be deter-
mined.
5.3 SSZ-74
The pCF approach was also applied to synchrotron pow-
der diffraction data collected on the high-silica zeolite
SSZ-74 [46]. In this case, no impurities were present and
the pattern could be indexed with confidence with a mono-
clinic unit cell (C2/c or Cc, a ¼ 20.514 A˚, b ¼ 13.395 A˚,
c ¼ 20.097 A˚, b ¼ 102.2). However, only one HRTEM
image (taken along the [110] zone axis) of relatively low
resolution was available, and only 29 structure factor am-
plitudes and phases could be derived from it. These were
used to construct a structure envelope that could be im-
posed in real space in the pCF algorithm to eliminate any
electron density in the pores (Fig. 7).
The best electron density maps generated from a series
of pCF runs were examined by eye. Those judged to have
realistic pores and at least a partial framework structure
were averaged (Fig. 8b), and then used as a seed within
the Superflip program to generate 100 new starting phase
sets in a manner analogous to that used for IM-5 (but with
a map in this case rather than a model). The ten best maps
from these runs were then averaged (Fig. 8c), and the fra-
mework structure could be recognized easily.
The symmetry of this map was somewhat ambiguous,
so the centrosymmetric space group C2/c was assumed.
Eleven Si positions were taken from the pCF map, and a
twelfth one was added by hand to yield a fully 4-con-
nected framework with a pattern very similar to the meas-
ured one. Subsequent Rietveld refinement showed that this
twelfth Si position was in fact only half occupied, and that
the twofold axis was not present. The space group symme-
try was reduced to Cc, and the final structure, with 23 Si
atoms in the asymmetric unit, proved to be a most unusual
one with ordered Si vacancies.
6. Combining X-ray powder
with precession electron diffraction data
Although it is readily apparent that HRTEM images can
be extremely useful in the structure determination process,
they are not always easy to obtain, especially if the sam-
ple is beam sensitive. To circumvent this problem, Xie
et al. [47] investigated the possibility of using the less de-
manding precession electron diffraction (PED) technique
in place of HRTEM. PED and X-ray powder diffraction
data were used in combination by Dorset [48] to solve
and refine the structure of the zeolite ZSM-10. However,
in that case, the structure was solved from the PED data
and then refined with the X-ray data. The question here is
whether or not the two sets of data can be combined to
facilitate structure solution. The PED data can be used in
two ways: (1) to identify weak reflections to improve the
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Fig. 6. Electron density map from the pCF algorithm in Superflip
that was used to derive the structure of IM-5. To allow more detail to
be seen, only a portion of the unit cell is shown. The refined frame-
work structure has been superimposed for comparison.
Fig. 7. The HRTEM image of SSZ-74 taken along the [110] direc-
tion (left) with an enlarged inset showing a translationally averaged
image, and the structure envelope (right) calculated from the
29 structure factors derived from the image shown in the inset. The
refined framework structure has been overlaid for comparison.
Fig. 8. Solution of the structure of SSZ-74. (a) The structure enve-
lope (same as that shown in Fig. 7 but rotated), (b) The powder
charge-flipping electron density map generated using random starting
phases and the structure envelope. (c) The electron density map gen-
erated using the map shown in (b) as a seed. The electron density
maps shown in both (b) and (c) are averages of the better solutions.
The same electron density contour level was used for both maps.
a
b c
powder diffraction intensity extraction, and (2) to estimate
the phases of the reflections in the projection. Both strate-
gies proved to have a significant and beneficial impact on
the structure solution process. To keep things simple, the
structure factors derived from the PED patterns were cal-
culated assuming kinematical scattering and no geometric
corrections were applied.
6.1 Weak reflection elimination
Although the scattering factors for X-rays and electrons
are not identical, they do show the same general trend, so
reflections that are weak in the electron diffraction pattern
should also be weak in the corresponding X-ray diffrac-
tion pattern (Fig. 9) [49]. Thus, if those weak reflections
are eliminated during the X-ray intensity extraction pro-
cess, the intensities of the remaining reflections in an
overlap group should be better estimated (Fig. 10).
Tests on the zeolite ZSM-5 (Pnma; a ¼ 20.022 A˚,
b ¼ 19.899 A˚, c ¼ 13.383 A˚ [50]) using PED patterns
from just four projections (½010, ½012, ½021 and ½101
with a total of 594 reflections) showed that the electron
density map generated by pCF with intensities derived
using this weak reflection elimination (WRE) procedure
improved significantly. Of the 3042 reflections in the pow-
der diffraction pattern, 412 were defined to be weak and
eliminated from the intensity extraction procedure. With
the new set of intensities, the best maps produced by the
powder charge flipping algorithm matched the correct one
much better (Fig. 11). The agreement factor Rmap, which
compares the pCF map with a reference map calculated
from the true structure, decreased from over 55% without
WRE to less than 25% with WRE.
6.2 Phase retrieval from PED data using
charge flipping
Precession electron diffraction data have already been used
in combination with direct methods and maximum entropy
methods to determine two-dimensional structures [25–28].
This is an indication that the reflection intensities are reli-
able enough and have sufficient resolution for the phasing
process to succeed. For three-dimensional structures, of
course, a single projection is insufficient to solve the struc-
ture, but the phases for selected projections can be used in
combination with X-ray powder diffraction data in the
same way as those derived from 2-dimensional electron
microscopy images.
Xie et al. used the single-crystal charge-flipping algo-
rithm of Oszla´nyi and Su¨to˝ [18, 33, 34] implemented in
the program Superflip [37] rather than direct or maximum
entropy methods to estimate the phases. Using the same
PED patterns for ZSM-5 as for the weak reflection eli-
mination study, 100 charge-flipping runs, each with
500 iterations, were performed on each of the four two-
dimensional datasets (289 reflections for [010], 162 for
½012, 124 for ½021 and 246 for ½101). The resolution for
each of these datasets was ca. 0.8 A˚.
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Fig. 9. Comparison of the structure factor amplitudes calculated for
ZSM-5 with electron (vertical axis) and X-ray (horizontal axis) scat-
tering factors. Although the correlation is not 100%, it can be seen
that the structure factor amplitudes that are weak in the electron dif-
fraction case are also weak with X-rays.
Fig. 10. The effect of weak reflection elim-
ination on intensity extraction. The true in-
tensities of three reflections (10, 7, 1) under
a single peak are shown in the center. On
the left is a conventional equipartitioning
(6, 6, 6), and on the right, equipartitioning
after the weak reflection has been elimi-
nated (9, 9, 0).
Fig. 11. Electron density maps (approximately along [001]) produced
by pCF for ZSM-5 using (a) a normal intensity extraction procedure
(all 3042 reflections, Rmap  55%), and (b) intensity extraction after
elimination of 412 weak reflections from the reflection list (2630 re-
flections, Rmap  25%). The framework structure has been superim-
posed for comparison.
a b
For each projection, the five maps with the best Super-
flip R-values were averaged. Then a Fourier transform was
applied to calculate the phases of the corresponding reflec-
tions. Even though the symmetry of the map at this stage
was P1, the space group symmetry was imposed for this
transformation to ensure that only phases consistent with a
centrosymmetric space group were obtained. The total am-
plitude that was correctly phased was more than 70% for
each of the four zones. This number compares well with
that obtained for the phases derived from HRTEM images.
Inclusion of the 594 phases from the four projections in
the starting phase sets of pCF runs using the 3042 reflec-
tion intensities extracted from X-ray powder diffraction
data led to a significant improvement in the resulting elec-
tron density maps (Rmap reduced from 57% to 18%).
6.3 Combining weak reflection elimination
and phase retrieval
The combination of weak reflection elimination and phase
retrieval was tested with PED data recorded for the zeolite
TNU-9. Five PED patterns were used to eliminate 323
reflections and to derive 176 phases, and then 100 pCF
runs of 600 iterations each were performed. The best map
showed the positions of 23 of the 24 Si atoms in the
asymmetric unit and many of the O atoms. However, the
heights of the peaks did not reflect the relative scattering
powers of Si and O. Therefore, this map was used as a
seed in Superflip to generate 100 new starting phase sets
by allowing the phases calculated from the seed map to
vary by up to 20% in a random fashion. The best electron
density maps resulting from this second series of pCF
runs showed all 24 Si atom positions and more realistic
electron densities for Si and O (Fig. 12).
7. Combining X-ray powder with selected area
electron diffraction data
Selected area electron diffraction patterns can also be used
to advantage in conjunction with X-ray powder diffraction.
Not only can the unit cell dimensions be verified, but the
intensities can also be used if sufficient care has been ta-
ken in recording them. In the case of the zeolite ITQ-26
(I4/mmm, a ¼ 26.7769(8) A˚, c ¼ 13.2505(5) A˚), Dorset
et al. (2008) used 41 and 17 SAED intensities taken along
the [001] and [100] directions, respectively [51], as input
to the maximum entropy program MICE [15] to produce
low resolution electrostatic potential maps. These were not
sufficiently detailed to allow direct interpretation, but
could be used to screen the framework structures gener-
ated by Focus from the X-ray powder diffraction data.
Sun et al. used SAED data in a somewhat different
way to solve the structure of the germanosilicate zeolite
ITQ-37 (P4132, a ¼ 26.5126(3) A˚) [52]. Because the unit
cell is cubic and rather large, the overlap problem is quite
severe. In particular, many symmetry-unrelated reflections
overlap exactly in the powder pattern (e.g. 511 and 333).
SAED patterns were recorded along the [100], [110],
[111] and [120] directions and their intensities extracted
using the program ELD [53]. To get a better estimate of
the relative intensities of the reflections overlapping in the
powder diffraction pattern, the ratios of the corresponding
SAED intensities were used to prepartition them. This im-
proved set of intensities was then used as input for Super-
flip, and the resulting electron density maps could be
interpreted in a straightforward manner to produce the fra-
mework structure shown in Fig. 13.
8. Conclusions
The combination of X-ray powder diffraction and electron
microscopy techniques is a powerful one for the determi-
nation of the structures of polycrystalline materials that
resist solution by more conventional methods. Crystallo-
graphic phase information obtained from high-resolution
electron microscopy images or from precession electron
diffraction patterns has proven to be particularly useful.
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Fig. 12. Final powder charge flipping electron density map for TNU-
9 (approximately along [010]) obtained by combining weak reflection
elimination and phase retrieval. The final framework structure is
superimposed for comparison.
Fig. 13. The chiral framework structure of the cubic germanosilicate
ITQ-37 highlighting the fluorine-centered double 4-ring building
units. Nodes are Ge or Si atoms. Bridging oxygen atoms have been
omitted for clarity.
The powder diffraction structure determination programs
Focus and pCF, both of which operate in both direct and
reciprocal space, use the phase information in the critical
early stages of the structure solution procedure. Electron
diffraction data, whether recorded using the conventional
selected area or the newer precession technique, can also
be exploited to get a better estimation of the relative inten-
sities of overlapping reflections, and thereby a more sin-
gle-crystal-like dataset. By combining data from these two
different sources, several complex zeolite structures have
been solved. The concepts used for these zeolite structure
solutions are general, and can also be applied to other
classes of materials, whose structures cannot be solved by
more traditional methods.
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