The velocity of both Ml and M2 appears to have experienced a sharp and persistent downward shift during 1981 and 1982. The implications of this shift are reexamined within the context of the previous literature on quarterly econometric equations explaining the demand for money.
The implications of the 1981-82 velocity decline for monetary 'Previous discussions include Gordon (1984b Gordon ( , 1984c . policy depend on its origin. The familiar undergraduate textbook exposition of the IS-LM model shows that shifts in velocity can originate in either the commodity (IS) or money (LM) markets. As Poole demonstrated in his classic (1970) analysis, for any given variance of IS shifts, targeting on the money supply rather than the interest rate reduces the variance of total spending if the demand for money is a stable function of spending and the interest rate, while targeting on the interest rate is more desirable and on the money supply less desirable, the more the money demand function exhibits instability. Thus the behavior of velocity in 1981-82 appears to reopen the debate over the stability of the money demand function that is already treated in the large literature on the "Goldfeld money demand puzzle (Goldfeld 1973 (Goldfeld , 1976 Judd-Scadding 1982) . If a well-specified money demand equation 
Alternative Approaches
Any attempt to design econometric tests that quantify the extent of instability (if any) in the 1981-82 episode immediately confronts difficult conceptual issues. These arise because the behavior of velocity, i.e., the ratio of nominal spending (PQ) to money (M), is addressed by several hitherto unrelated strands of literature. Clearly the enormous literature on "structural" money demand equations, including that on the Goldfeld puzzle, has implications for velocity behavior. But so also does the literature on St. Louis-type reduced-form equations in which the change in nominal spending is the dependent variable, explained mainly by current and lagged changes in money. Equally relevant are equations explaining money and/or spending in Sims-type vector autoregressive models (e.g., Sims 1980a Sims , 1980b . More recently Tatom (1983) , the first to address the 1981-82 velocity episode quantitatively, has estimated equations that directly specify the rate of change of velocity as the dependent variable.
The relation between the money demand and St. Louis approaches can be discussed initially in terms of a simple money demand equation of the Goldfeld type. The money demand approach involves variables expressed in log levels--the quantity of real balances (Mt -Pr), real income one or more interest rates (Rn), and the lagged dependent 
where E is an error term. Taking the derivative of each term with respect to time, we can write the implied evolution of velocity growth as follows, where lower-case letters indicate growth rates:
In this framework the velocity decline of 1981-82 might be explained by a decline in real income growth (if a1 < 1), by negative growth in the interest rate, by rapid growth in real balances last period, or by positive realizations of the growth-rate error term e--i.e., a continuous increase in the log-level error term 41.
Some of the issues to be addressed in this paper can be introduced by writing an equation that explains nominal CNP growth + q) as depending on current and lagged money growth (nit), changes in the interest rate (rt), and possible changes in another variable (xe), e.g., high-employment expenditures in the St. Louis model:
where the coefficients are allowed to be polynomials in the lag operator. The path of velocity growth implied by (3) is:
It is evident that (2) and (4) differ in numerous ways, yet each purports to describe the evolution of velocity changes. Specification differences may yield differing conclusions regarding the significance, magnitude, and even the sign of shifts in the error terms e and e.
This paper develops a parallel analysis of the 1981-82 period of velocity decline, and of the 1973-79 period previously identified as involving shifts in the money demand function (1). After an initial discussion of specification and estimation issues, it turns to estimation of equations in which levels and changes in various monetary aggregates, and changes in nominal spending, are alternative dependent variables.
Plan of the Paper
Part II contains a discussion of specification and estimation issues, some of which are summarized in the differences between (2) and (4) Simulations of the effect of an exogenous shock require that some assumption be made about the causal ordering of the relation. As shown by Gordon and King (1982, p. 212-3) , it is impossible to avoid making an arbitrary decision about the ordering, and any such choice amounts to a decision about admitting current variables into the estimating equation.
The necessity for this arbitrary choice is usually swept under the rug in the discussion of money demand equations, but it seems just as plausible to assume that money is exogenous in the short run as to assume as in (5) that output is exogenous. In fact the direction of contemporaneous influence may have shifted over time, since the Fed has moved from interest rates to monetary aggregates as its main target. As recognized in the recent surveys by Laidler (1980) and Judd-Scadding (1982) , it seems plausible to explore as alternatives to (5) Consider first the influence of demand shifts that exhibit positive serial correlation. Since there is no other variable on the right-hand side of (5) to explain this source of change in the dependent variable, all of the explanation is attributed to the lagged dependent variable.
More generally, the omission from the specification of y relevant variable which happens to exhibit positive serial correlation causes an upward bias on the coefficient of the lagged dependent variable.
More generally the Goldfeld specification may in part represent a spurious relation in the sense of Granger-Newbold (1974) , and it may be possible to improve the performance of post-sample dynamic simulations by differencing (Plosser-Schwert, 1978) . The large coefficient on the lagged dependent variable may result mainly from a trend in the dependent variable that is not filtered out by prior detrending or by inclusion of a trend as an explanatory variable.
These factors, a downward bias in the coefficients on output and the interest rate, and an upward bias in the coefficient on the lagged dependent variable, help to explain the tendency of the post-1972 predicted values of (5) What seems to have occurred is that Goldfeld estimated his original demand for money equation over the same quiescent 1953-72 period which misled Fama (1975) into claiming that the real interest rate was con-
Li a-stant, and that misled numerous investigators into thinking that the Phillips curve was a stable function of unemployment and lagged wages or prices. The resemblance between Goldfeld's equation and a Phillips curve is evident when we rearrange (1) as follows:
Let us assume that the interest rate can be decomposed into a real interest rate, which can be written as a constant plus a linear function of real output, and an expected inflation term, which is simply equal to last period's actual rate of inflation:
We now rewrite (6) with this expression for the interest rate substituted for Rt, and with the additional assumption that, because of the values close to unity for a3, found in most empirical research, a3 in (6) can be approximated by 1.0:
(Recall that lower-case letters represent rates of change, and so
If we can view (7) as an approximation to the reduced-form inflation equation implied by most pre-1973 Phillips curve research, then we can interpret post-1973 prediction errors as caused by the omission of variables to represent the effects of supply shocks and flexible exchange rates. These factors caused the rate of inflation to accelerate relative to the prediction of an equation like (7). Converted back into its "dual," the money demand equation (1), the supply shocks had the effect of introducing a serially correlated negative error term that has been misinterpreted as a 'money demand puzzle."
The Case for Spending Changes as the Dependent Variable
The two preceding sections develop two independent sets of reasons to reject (1) as a plausible formulation of the relation between money and spending. First, because the financial market is likely to clear faster than the commodity market, it is likely that money and interest rates are simultaneously determined, and that output experiences its major adjustment in a subsequent period. While all three variables are endogenous, the postulated timing relationship, if true, suggests that treating output rather than money as the dependent variable is more sensible in studies of quarterly dynamics. Second, the role of supply shocks in raising the growth rates of prices and reducing the growth rate of output, while leaving the growth rate of nominal CNP relatively unaffected, suggests that the study of reduced-form macroeconomic relationships may be usefully dichotomized into questions involving (a) the response of nominal GNP changes to changes in nominal money and interest rates, and (b) the division of those nominal GNP changes between inflation and real GNP changes. If we write nominal GNP changes as depending on past changes in money and interest rates, and the inflation rate as depending on its own lagged value, on the level and change in (detrended) output and on the influence of supply shocks (zt), we can determine output change as a residual. Thus:
= li(m_1, ri zr). (10) if this dichotomy is valid, then velocity changes are determined completely by (8) and are entirely independent of supply shocks and other factors determining the rate of inflation:
We conclude, then, that the topic of this paper is best studied in the framework of (8). One possible econometric specification of (8) 1953-61, 1962-70, and 1971-79) , and two alternative measures for the period extending form 1979:Q4 to 1983:Q2. The straightforward calculation in the fourth column is supplemented by an additional figure in the fifth column that excludes the two quarters most affected by the Carter credit controls (1980:Q2 and l980:Q3).
The collection of mean rates of change in the upper section of The bottom half of Table 1 and Ml is a familiar result, but less well known is the reverse phenomenon--a sharp acceleration in velocity growth for Divisia M2 and M3. The Divisia calculation seems to make no appreciable difference for Ml but converts a mild slowdown in M2 velocity into a marked increase.
The array of standard deviations in the bottom half of Table 2 tells a consistent story of more variable velocity and interest rates after 1979 by every measure shown. It is interesting to note that, when the middle quarters of 1980 are omitted, the standard deviation of velocity growth is lowest for the monetary base on a one-quarter change basis, and lowest for the base and for divisia Ml on a four-quarter change basis. Despite the widespread attention paid to the unstable behavior of Ml velocity in 1981-82, the variance of M2 velocity is actually higher than that of Ml velocity during 1979-83 by both the conventional and Divisia measures. Table 4 . Because a notable feature of the 1981-82 episode is the decline in nominal GNP relative to nominal personal consumption expenditures (PCE), it has been suggested that the velocity puzzle could be partly explained if money demand depended more on consumption than on total spending. However, Table 4 shows that when real PCE is substituted for real GNP in the Goldfeld specification, the in-sample and out-of-sample performance of the equation is uniformly inferior. Versions are also shown with real M2 as the dependent variable, and real GNP and real PCE as alternative income variables, with results that are quite similar to those for Ml. Perhaps the only en- An Alternative Specification
Our discussion above in Part II criticized the Goldfeld specification for applying the Chow gradual adjustment approach to real balances, on the grounds that individual agents face different sets of transaction costs to achieve changes in nominal balances than in response to externally-imposed changes in the price level. Another potential weakness in that specification is the possibility of a spurious regression when a lagged dependent variable is allowed to enter an equation for a variable that is not detrended yet contains a pronounced trend.
The bottom half of Table 4 exhibits equations which alter both of these features of the Goldfeld approach. In place of log levels all variables are defined as first differences. And both the monetary and income variables are expressed in nominal rather than real form.
Finally, a series of lagged terms is allowed to enter, rather than just one. Thus the specification can be written as:
where the L notation as before indicates a polynomial in the lag operator.
The first line in the bottom half of Table 4 exhibits results when (12) is estimated with the quarterly rate of change of Ml as the dependent variable, and the current and three lagged values of quarterly real GNP changes is the explanatory income variable. Also included are the successive lags of the dependent variable. The coefficients shown in Table 4 are sums of coefficients, and it is evident that the alternative specification yields higher coefficients for income and lower coefficients for the lagged dependent variable than the Goldfeld specification. The standard error of estimate is also lower, and this is particularly true for the extended 1953-79 sample period (units of measurement are comparable across the two specifications when the rate of change is calculated as the first difference in the log). Also impressive is the fact that the standard error does not increase at all when the end of the sample period is extended from 1973 to 1979.
Corresponding to this evidence of stability is the important result that prediction performance for the alternative fitted series in Figure 2 between the two major differences in specification--nominal vs. real and changes vs. log levels. This can be done by calculating 1973-79 postsample dynamic simulations for four versions: log level real, log level nominal, one-quarter-change real, and one-quarter--change nominal. In each case the sample period is l953:Q1-l972:Q4, and the errors for the one-quarter-change versions are calculated by cumulating errors into the implied fitted log level series, as described above: Thus it appears that both aspects of the change in specification make a major contribution to the improved post-sample predictive performance of the nominal change version. In terms of the absolute reduction in the prediction error, the shift from log levels to rates of change is more important than the shift from a real to a nominal specification.
V. ALTERNATIVE EQUATIONS EXPLAINING CHANGES IN NOMINAL SPENDING
The introduction to this paper contrasted explanations of velocity changes based on equations explaining the evolution of money and alternative equations in which nominal spending is the dependent variable.
This section describes results obtained when specification (3) above is estimated for postwar quarterly data on nominal spending, nominal money, and the Treasury bill rate. As summarized in Table 5 , the results are identical in all details to those shown in the bottom half of Table 4 , except that the roles of the dependent and first independent variable are switched. Now the dependent variable is the one-quarter rate of change of spending, and the list of independent variables includes the current and three lagged changes in money and in the Treasury bill rate, as well as four values of the lagged dependent variable. Table 5 shares with Table 4 its display of results for an "early" sample period The first few columms of Table 5 Table 5 , as contrasted with the money change equations in the bottom half of Table 4 , is consistent with the higher standard deviations for spending changes observed for the l9SOs and l97Os in the statistical summary of Table 1 .
The post-sample dynamic simulation performance of all the 1953-72 nominal spending equations is quite poor. The mean errors and RMSE statistics are calculated in the same way as in Table 4 , by cumulating one-quarter-change errors into implied fitted values of log levels.
Each of the six equations for 1953-72 displays a tendency to drift, with the major error occurring in the form of a substantial underprediction of spending changes in 1976-78. Thus the Goldfeld money-demand puzzle emerges in a stronger form in Table 5 than in the bottom half of Table   4, The post-sample prediction performance of the nominal spending equations in Table 5 Equally important is the lack of any strong influence of past interest rate changes on nominal GNP or PCE.
The absence of a strong feedback from money to spending, excent for the Ml-nominal GNP equation, suggests that further research in this area might well follow the lead of King (1983) , who shows that there is a weak influence of past changes in the monetary base on income hut a strong influence of past changes in the money multiplier (i.e., Ml divided by the base). King's hypothesis is confirmed in my own preliminary explorations of the relations among the base, multiplier, and spending (Gordon, 1984c) . The main conclusion of this paper is that the standard log-levelreal specification used in most previous studies of the demand for money 
