Sentiment analysis is crucial for extracting social signals from social media content. Due to the prevalence of images in social media, image sentiment analysis is receiving increasing attention in recent years. However, most existing systems are black-boxes that do not provide insight on how image content invokes sentiment and emotion in the viewers. On the other hand, psychological studies have confirmed that salient objects in an image often invoke emotions. In this work, we investigate more fine-grained and more comprehensive interaction between visual saliency and visual sentiment. In particular, we partition images in several meta-level scene-type dimensions that are relevant to most images, including: openclosed, natural-manmade, indoor-outdoor, and face-noface. Facilitated by state of the art saliency detection algorithm and sentiment classification algorithm, we examine how the sentiment of the salient region(s) in an image relates to the overall sentiment of the image. The experiments on a representative image emotion dataset have shown interesting correlation between saliency and sentiment in different scene types and shed light on the mechanism of visual sentiment evocation.
INTRODUCTION

Visual Sentiment Analysis
The power of convolutional neural networks has been harnessed recently to discover the sentiment carried in images [1, 2] . However, most of the work are dedicated to fine-tuning pre-trained deep neural network models, such as VGGNet [3] and ResNet [4] . Most models are used as black boxes and little research has paid attention to what elements or attributes of the image are responsible for invoking emotions.
Saliency Detection
In the meantime, saliency detection [5, 6] is also shifting from common visual feature based classifiers to deep learning based models [7, 8] . Recently, researchers start to uti-lize CNN to capture high-level visual concepts and produce saliency models with better detection performance [7, 9] .
Saliency detection focuses on attention analysis, while visual sentiment analysis focuses on emotion analysis. In psychological and neuroscientific area, there is an ongoing discrepancy between those who suggest that emotional perception is automatic, namely in the manner that it is independent of top-down factors such as attention [10] , and those illustrating the dependence on attention [11, 12] . However, no computer vision research has been done to discover how emotion depends on attention, especially salient object(s), in an image. Even though it has been an active research topic in neuroscience, most of the neuroscientists fail to answer the question that whether the salient object shares similar sentiment with the entire image. If so, what category do they fall into? Do they share some common attributes like human-made objects or human faces? In this work, we address the questions above and make several contributions:
• We investigate fine-grained interaction between visual saliency and visual sentiment over several primary scene types, including open-closed, natural-manmade, indoor-outdoor, and face-noface.
• We employ the state-of-the-art saliency algorithm and visual sentiment classification model to accurately analyze region-level interactions.
• We utilize a large public image emotion dataset to discover the relationship between saliency and sentiment over different scene types to understand the evocation mechanism of visual sentiment.
RELATED WORK
To the best of our knowledge, there is no related work on combining saliency and sentiment analysis to understand how image invokes human emotion. The most relevant work is image sentiment localization. Sun et al. [13] adopt an offthe-shelf object detection algorithm [14] to generate random proposals, and then the sentiment of both the proposals and the entire image will be evaluated to discover affective sentiment regions. However, this method utilizes explicit object recognition, which has to generate thousands of proposal windows in order to yield to a high recall rate of affective regions proposals. It also incurs a high computational overhead.
In [15] , the authors use a pre-trained and fine-tuned model to predict Emotion Stimuli Map and conclude that neither saliency nor objectness can correctly predict the image regions that evoke emotion. However, they fail to justify the choice of a dataset that consists of predominantly landscape scenes, and do not give any insight on why the saliency detection method does not work for detecting affective emotion region of such images.
Inspired by these recent discoveries, we are particularly interested in analyzing the correlation between saliency and the emotion of images. Thus, we propose a framework to understand what attributes are involved in sentiment perception invoked by salient attention.
METHODOLOGY
Framework Overview
The overall structure of the framework is summarized in Figure 1 . Details of the steps are as follows:
1. We use a saliency detection model [16] to detect salient object(s), if any, for each image. Both the detected regions and the original input images are inputs of the next step.
2. A state-of-the-art sentiment classification model [17] is used to obtain the sentiment scores for both the whole image and all of its salient regions produced in Step 1, if any.
3 & 4. Based on the sentiment scores obtained above, we are able to find out for each image, if any salient object shares the same sentiment with the entire image. Consequently, we can partition the entire dataset into two parts: those images where at least one of their salient objects agree with the whole image's sentiment, and those images where none of their salient objects agrees with the whole image. For simplicity, images without any salient object detected are simply excluded from further analysis. Please refer to the Visual Sentiment Analysis section for details about the definition of sentiment agreement.
5 & 6. Within the two partitions obtained from previous steps, we apply a scene attribute detector and human face detector to further partition each part based on the detected attribute of the image. We choose the four meta-level attributes that reflect general characteristics of most scenes, instead of specific scene attributes that only apply to a small percentage of images. Note that the three categories of indoor VS outdoor, open VS closed, and natural VS man-made were the subject of the early study on spatial envelope [18] , which preceded the scene attribute study [19] . As for face VS noface, it is an apparent choice since a majority of images contain faces. Open describes vast scene, while closed describes images with closed up objects and narrow space. Other attributes are quite evident and are well defined in [18] . 7. We evaluate the results of the classification mentioned above and gather any interesting findings.
Dataset
We use the dataset released by [20] for visual emotion prediction. Currently, this is the largest publicly available dataset labeled manually for visual emotion analysis. This dataset has 8 different categories. For each category, we randomly sample 30% of the first 8000 images for the experiment. And we end up with a collection of 13,048 images with one or more salient objects.
Salient Object Detection
We adopt a state-of-the-art saliency detection model [16] to detect whether an image has any salient object and if there is, locate those salient objects. This model leverages the high expressiveness of the VGGNet to detect whether there is any salient object in it and we save the detected salient objects for subsequent scene-attribute based partitioning.
Visual Sentiment Analysis
We use the state-of-the-art CNN model proposed by [17] . Their model is fine-tuned on an existing CNN model trained for image recognition. Several boosting techniques are added to improve the overall performance and produce one of the best results on sentiment analysis, with an accuracy of over 82%. We employ this model to extract the sentiment distribution on positive and negative categories for a given image. We denote the sentiment score of image i as p i = (Pr(p) i , Pr(n) i ), which represents the probability of the emotion being positive and negative, respectively. Next, we define SAR, Sentiment Agreement Rate. For each image i,
where S(i) is the set of all salient objects of image i. Intuitively, SAR is designed to find the saliency region that has the closest sentiment score with the original overall image.
Given this metric, we are able to partition the dataset into two groups: agree and disagree. We define that for an image, its salient object(s) agrees with the sentiment of the whole image if SAR(i) < θ where θ is the threshold. In other words, for an image, if the sentiment score of at least one of its salient object(s) is within the range of θ of the whole image's sentiment score, then it is regarded as an image whose salient object(s) agrees with the sentiment of the entire image, and is classified to the partition of agree. Otherwise, it will be classified to disagree. For experiments, we use the agreement threshold of 0.08, 0.1, 0.15, 0.18 and 0.2.
Attribute Extraction and Categorization
For each obtained partition from the previous step, we fine-tune a state-of-the-art scene recognition model, Places- 
CNN [21]
, to further classify it into indoors and outdoors. For a given image, the model will produce a 205x1 vector, and each of the entry corresponds to the probability of one of 205 scenes. According to the given indoors/outdoors label reference, we use the labels of top 5 predicted places categories to vote whether it is indoor or outdoor.
Next, we use the deep features from the last fully connected layers to detect 102 SUN scene attributes [19] . We compare scores of open vs closed, natural vs man-made. Whichever attribute of a pair has a higher probability score than the other one is used to represent the image. We define that attribute as a dominant attribute in its attribute pair. Finally, we utilize a leading cloud-based face recognition service Face++ [22] to detect whether there is any face in a given image, based on which we can further classify the partition into images that contain face(s) and those that do not.
EXPERIMENT AND EVALUATION
We conduct experiments on different sentiment agreement thresholds and obtain the results shown in Table 1 . To understand the table, we introduce discrimination ratio, DR,
where ) : expected frequency for the number of images that have dominant attribute A in partition P P : number of images in partition P All A : for the entire dataset, the number of images that have dominant attribute A All: number of images in the entire dataset Discrimination Ratio is a modification to χ 2 statistics, inheriting its property of measuring the dependence between two categorical data. If images are randomly split into agree and disagree, then the DR rate for each attribute in each partition should be small, since the observed frequency will be as closed to the expected frequency as possible. Additionally, DR also preserves the information of what partition the attribute is classifying the image into. A more positive discrimination ratio of an attribute A in a partition P indicates that an image with such an attribute is easier to be classified into P . In other words, the higher the discrimination ratio is, the more likely the images in partition P are going to have attribute A, and a more negative ratio means the more likely the images in partition P will have the opposite attribute. Table 1 suggests some similar patterns for various sentiment agreement thresholds ranging from 0.08 to 0.2: 1) Since the absolute value of all DRs, excluding natural and manmade, are greater than χ 2 0.005,1 = 7.88, we can reject the null hypothesis H 0 : The partition of agree and disagree is independent of open-closed, indoor-outdoor, face-noface, at a significance level of 99.5%. Natural and manmade have the weakest differentiate power, but still can discriminate the dataset at a significance level of at least 90%.
2) For images whose salient object(s) agree with the whole images, they tend to contain face(s) or out-standing man-made object(s), or tend to be more closed or more likely to be an indoor scene than images whose salient objects disagree with the whole images.
3) The face-noface column has higher DR value than any other column given a specific agreement threshold, indicating that images containing faces are highly likely to express the same sentiment as the faces express, while images without faces are more unlikely to invoke human emotion solely due to the salient objects. This observation follows the intuition that faces tend to dominate the sentiment perception by humans. For example, we can easily tell the sentiment of the left images in Figure 2 simply by looking at the human face(s) without paying attention to other objects or elements.
Fig. 2.
Red boxes indicate detected salient objects. Left column shows example images whose salient objects agree with the whole images. Right column shows example images whose salient objects disagree with the whole images. Text under each image indicates its dominant attribute.
We conduct another experiment to further evaluate the partitioning power of attribute combinations of closed, manmade, indoor and face, which individually has a great tendency of partitioning the images to agree. In this experiment, we partition the agree and disagree classes according to all the possible combinations of these four pairs of attributes. For example, for each class, we compute the total number of closed, manmade, indoor and face images, and also the total number of its entire opposite, namely open, natural, outdoor and noface images. For each combination in each partition, we will also calculate its DR metric.
The observations from Table 2 lead to the following interesting findings:
1) The combination with the most positive DR is 0, 0, 1 and 1, while the one with the most negative DR is exactly its opposite. That is to say, an image with an attribute combination of closed, manmade, indoor and face is the most likely to be classified to the partition of agree, verifying our aforementioned hypothesis.
2) Combinations with the face attribute are all with high positive DR, which further confirms that images with faces will be more likely to be classified into the partition of agree. 
CONCLUSION AND FUTURE WORK
In this work, we obtain salient object proposals and analyze their sentiment agreement with the whole images. We extract scene attributes from the images and examine the finegrained interaction between visual saliency and visual sentiment. Our results suggest that images that contain outstanding man-made objects or human faces, or are indoors and closed, tend to express sentiment through their salient objects. On the other hand, images in which natural objects are more outstanding than man-made objects or do not contain human faces, or are outdoors and open, usually do not convey their sentiment information solely through their salient objects.
We will conduct further experiments on the scene attribute distribution for each emotion class to study the evocation mechanism for each specific emotion. Furthermore, we may also explicitly take salient maps into account in image sentiment classification. We hope ultimately this line of research will provide guidance for both in-depth image sentiment analysis and psycho-visual understanding.
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