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Avant-propos 
Ce mémoire est constitué de deux parties relativement indépendantes, dont la première 
partie porte sur les méthodes de mesure de température par méthodes multi-spectrales 
(pyrométrie optique passive), et la seconde sur la caractérisation thermique à haute 
température par transformations intégrales de matériaux orthotropes.  
Cependant, certains chapitres ou sections de la partie « multi-spectrale » ont une 
utilité commune aux deux parties. En particulier, la section 6.1 (p.74) présentant les 
algorithmes d’estimations, ainsi que le chapitre 7 (p.119) traitant de la thermographie 
seront également utiles à la partie « caractérisation thermique ».  
Une démarche directrice des différents chapitres constitutifs de ce manuscrit a été de 
faire le lien lorsque cela était possible entre différentes méthodes, menant 
éventuellement aux mêmes résultats. Elle pourrait se résumer en un sens à l’adage : 
« De la diversité naît la richesse ». Ainsi, par exemple, dans la partie « multi-
spectrale » un lien entre rapport signal sur bruit, erreur relative sur la température, 
sensibilité du flux à la température, écart-type sur la température, critère de séparation 
de longueurs d’ondes et écarts entre longueurs d’ondes optimales, a été établit. Dans la 
partie « caractérisation thermique », deux démonstrations de la justification des 
« fonctions de corrections affines » ont été présentées. La première est basée sur la 
décomposition en série de la solution complète, et la seconde repose sur le principe de 
superposition. 
La raison de la présentation de ces différentes démarches, pouvant de prime abord 
alourdir la présentation, repose sur le constat qu’en fonction du problème à résoudre, 
une méthode peut être plus adaptée/simple qu’une autre, ou être tout simplement 
inopérante. 
Enfin, le choix délicat d’intégrer certaines démarches calculatoires dans le corps du 
texte a été fait. Cela alourdi sans nul doute la présentation, mais a l’avantage d’exposer 
clairement le raisonnement ainsi que les différentes hypothèses et subtilités calculatoires 
(s’il y a) nécessaires à l’obtention des résultats. D’autre part, la volonté personnelle de 
faire un document « aide-mémoire calculatoire » présentant les démarches calculatoires 
imposa de mettre les calculs secondaires en annexe et une synthèse des résultats 
importants dans le corps du texte. 
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PARTIE 1 : 
Mesure de Température 
par Méthodes Multi-
Spectrales 
 
 
 

 
 
Nomenclature Multi-Spectrale non exhaustive 
Symboles Latins Symboles Grecques 
b : biais ( photons ) α : rapport d’émittance 
c : vitesse de la lumière ( 1.m s. ) 'α : rapport de flux photonique 
k : coefficient quelconque mα : coefficient d’absorption à la longueur 
d’onde m  
bk : constante de Boltzmann (
1.J K. ) δm : bande passante des filtres (m ) 
h : constante de Planck ( .J s ) tδ : temps d’intégration (s ) 
rn ,n : flux photonique total reçu ( 1.photons s. ) ε : émissivité totale 
, rn nm m : flux photonique spectral reçu 
( )1.photons s.  
appε : émissivité totale apparente 
nm : flux photonique reçu à m  ( 1.photons s. ) noε : signal de bruit 
enm : flux photonique spectral émis ( 1.photons s. ) mε : émissivité spectrale  
q : nombre d’intervalles d’intégration tδ  
mε : émissivité spectrale m  
S : surface ( 2m ) η : rendement quantique 
A : coefficient quelconque (loi d’étalonnage) m : longueur d’onde (m ) 
fA : surface sous courbe de transmittance (
2m ) m : longueur d’onde moyenne des filtres (m ) 
oMm : émittance du corps noir (
2.W m. ) µ : espérance ( photons ) 
Mm : émittance d’un corps non noir (
2.W m. ) σ : écart-type ( 1.photons s. ) 
N : flux photonique ( 1.photons s. ) τ : transmitivité à m  
expN : flux photonique expérimentale  objτ : transmitivité de l’objectif 
dT  : Température du détecteur (K ) epτ : transmitivité de l’oculaire 
T : température (K ) mτ : transmitivité spectrale 
LT : température de luminance (K ) ϖ : probabilité de réception d’un photon 
X : photons comptés durant tδ  ou coefficient de 
la fonction de transfert globale 
t∆ : temps de comptage (s ) 
Y : photons comptés durant t∆  ou coefficient de 
la fonction de transfert globale 
Symboles Mathématiques 
≡  : Identique à. 
Τ : transmitivité constante   : Egale par définition à. 
0U  : offset numérique  
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1. Introduction 
La physique quantique nous assure que nous ne pourrons jamais faire de mesure exacte, 
car toute mesure perturbe le milieu et par conséquent l’état des grandeurs physiques 
que nous voulons mesurer. Fort de cela, la métrologie est la discipline des sciences qui 
étudie les divers moyens d’améliorer la mesure. 
Afin d’améliorer la mesure de température, une idée intéressante est d’effectuer celle-ci 
par voie optique en champ lointain dans la gamme Ultraviolet-Infrarouge. Avec cette 
méthode, les échanges d’énergie entre le capteur et l’objet ne peuvent se faire que par 
transferts radiatifs, ce qui permet de s’affranchir des perturbations par contact. De 
plus, les mesures s’effectuant à distance, la méthode est applicable à des objets difficiles 
d’accès ou soumis à de fortes contraintes empêchant la mise en place d’un capteur in 
situ (très hautes températures ou flux, par exemple). 
Ces méthodes ont commencé à être étudiées vers les années trente [1, 2], mais les 
dernières évolutions technologiques, notamment celles concernant les caméras 
matricielles à base de détecteurs quantiques refroidis à l’azote liquide, ont permis un 
bond dans l’avancée des recherches, car jusqu’alors, seules des mesures ponctuelles de 
température étaient envisageables, à l’aide de sondes thermiques ou de microscopes à 
force atomique, par exemple. Cela a notamment ouvert la voie au contrôle qualité 
(contrôle non destructif « CND ») dans les chaines de production industrielle. 
Bien que les caméras matricielles à détecteurs quantiques semblent fort intéressantes 
pour bien des raisons, telles que celles citées précédemment, elles n’en restent pas moins 
un outil de mesure comportant également ses défauts. En effet, il existe de nombreux 
facteurs d’influence que nous ne maitrisons pas, tels que l’émissivité et la fonction de 
transfert de la chaine de mesure, qui pénalisent la précision des mesures. 
Dans ce manuscrit nous présenterons l’intérêt d’utiliser les courtes longueurs d’ondes 
pour la mesure de température, ainsi que les stratégies permettant d’améliorer ces 
mesures à l’aide, notamment, d’un critère de séparation de longueurs d’ondes et de 
méthodes multi-spectrales, méthodes, qui comme le fait remarquer Krapez [3], 
consistent en un compromis entre différents critères souvent contradictoires, pour la 
mesure de température.  
Nous commencerons par montrer en quoi consistent certains de ces compromis, avant 
de proposer une notion de longueurs d’ondes optimales au sens de la minimisation de 
l’écart-type sur la température. En particulier, pour un bruit supposé constant sur le 
flux, une expression analytique permettant de déterminer ces longueurs d’ondes 
optimales sera proposée dans le cadre de l’approximation de Wien, et semi-analytique 
(choix heuristique de l’expression, et validation numérique) dans le cas de la loi de 
Planck. Ces expressions analytiques et semi-analytiques seront déterminées pour les 
méthodes mono-spectrales et bi-spectrales. 
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Dans les cas d’un bruit non constant sur le flux, et/ou de mesures multi-spectrales, 
deux méthodes seront proposées. L’une appelée « pseudo-optimale », consistant en une 
sélection séquentielle des longueurs d’ondes, et l’autre, plus générale, permettant une 
minimisation globale (pondérée ou non, avec ou sans contraintes sur la gamme 
spectrale et sur les paramètres) de l’écart-type sur la température. 
Enfin, ces méthodes seront tout d’abord validées numériquement avant une mise en 
œuvre expérimentale de la plus probante. 
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2. Rayonnement thermique 
L’objectif de ce chapitre est de rappeler brièvement les différentes notions et grandeurs 
thermiques intervenant en transfert radiatif, et utiles à la thermographie et aux 
mesures de température par méthodes spectrales (monospectrale, bi-spectrale, ou multi-
spectrales) qui vont être abordées dans la suite du manuscrit. Notons que de plus 
amples détails peuvent être trouvés dans [4, 5, 6, 7]. 
2.1. Classification 
Le spectre électromagnétique est divisé en un nombre plus ou moins arbitraire de 
domaines de longueur d’onde, appelés « bandes » qui ne diffèrent que par les modes de 
production et de détection de leur rayonnement. Une représentation schématique est 
donnée ci-dessous : 
 
Figure 2.1 : Spectre de longueurs d’ondes, et utilisation courante des différentes bandes [8]. 
Les bandes Ultraviolet et Visible peuvent être découpées comme suit [9] : 
- Ultraviolet : 0,01 µm à 0,4 µm 
- Visible : 0,4 µm à 0,8 µm 
La thermographie utilise généralement la bande infrarouge comprise entre le 
rayonnement visible et les micro-ondes radio dans la bande millimétrique. 
La bande infrarouge est divisée en 4 régions [9] : 
- Le proche infrarouge (IR I) : 0,8 µm à 2,7 µm 
- L’infrarouge moyen (IR II) : 2,7 à 5,2 µm 
- L’infrarouge lointain (IR III) : 8 à 14 µm 
- L’infrarouge extrême (IR IV) : 14 à 100 µm 
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2.2. Loi de Wien et loi de Planck 
2.2.1. Loi d’émission de Planck 
Un corps noir6 à la température T (K) et de surface unité, émet spectralement son 
énergie7 dans tout le demi-espace suivant la loi (2.2.1) établit par Planck en 1901 [10, 
11, 12] :  
 
52 5
1
, ,
2
.2. . . .
.exp 1 exp 1
. . .
o o
T T
b
Ch cM L
Ch c
k T T
m m
mπ m
π
m m
..
= = =
      . .       
  (2.2.1) 
,
o
TMm  est appelée émittance monochromatique du corps noir et s’exprime en 
2 1. .W m mµ. .     ou encore en 
3.W m.    . ,
o
TLm  est appelée luminance monochromatique du 
corps noir. Elle s’exprime en 2 1 1. . .W m m srµ. . .     ou en 
3 1. .W m sr. .    , et s’interprète 
comme la puissance (ou énergie) rayonnée par unité d’angle solide entourant une 
direction donnée et par unité de surface projetée. 
occ
n
=  : la célérité de la lumière dans le milieu d’indice n.  
Dans le vide (on considèrera également vrai pour l’air) : 8 13 10  .c m s.≈ ×  
346.6 10  .h J s.≈ ×  : Constante de Planck 
23 11.4 10  .bk J K
. .≈ ×  : Constante de Boltzmann 
2 16 2
1 02 3,741.10  .C hc W mπ
.= ≈  
0
2 0, 014388 .
b
hc
C m K
k
= ≈  
2.2.2. Loi de déplacement de Wien 
Un corps noir à la température T en Kelvin (K) émet le maximum d’énergie à la 
longueur d’onde mm  définie par :  
 m
2898
 m
T
m µ=   (2.2.1) 
Notons que 95% de l’énergie est comprise dans la bande  ; 5
2
m
m
m
m
 
 
    
                                      
6 Défini comme étant l’émetteur et le récepteur théorique parfait. Tout corps réel ne peut recevoir (resp. 
n’émettre) qu’une fraction du flux que recevrait (resp. n’émettrait) le corps noir théorique dans les 
mêmes conditions. 
7 Plus largement, tout corps ayant une température non nulle (en Kelvin) émet dans le milieu qui 
l’entoure un rayonnement électromagnétique, qu’on appellera rayonnement thermique. 
 
7 
  
Figure 2.2 : Emittance du Corps Noir (loi de Planck) en échelle linéaire à gauche et semi-log 
à droite. 
2.2.3. Approximations de la loi de Planck : Wien et Rayleigh-Jean 
Il existe principalement deux approximations de la loi de Planck, l’une pour 2T Cm >>  
appelée approximation de Rayleigh-Jeans, et l’autre pour 2 14400 m.KT Cm µ<< ≈  
appelée approximation de Wien. C’est de cette dernière dont nous allons nous servir 
par la suite. 
• Approximation de Rayleigh-Jeans 
Pour 2T Cm >> , nous avons : 
 
5
41 1
,
2 2
.
exp 1
.
o
T
C C
M T
C C
T
m
m
m
m
.
.=
   .   
   (2.2.2) 
• Approximation de W ien 
Pour 2 14400 m.KT Cm µ<< ≈ , nous avons :  
 
5
51 2
, 1
2
.
exp
.
exp 1
.
o
T
C C
M C
C T
T
m
m
m
m
m
.
.
 .  =       .   
  (2.2.3) 
Le Tableau 2.1 indique la valeur limite de la longueur d’onde pour l’approximation de 
Wien en fonction de la température [13] : 
1 2 3 4 5 6 7 8 9 10 11 12
0.5
1
1.5
2
2.5
3
x 1010 Emittance du corp noir : Loi de Planck
E
m
itt
an
ce
 : 
M
To (
λ)
 e
n 
[W
/m
3 ]
Longueur d'onde  λ en [µm]
 
 
Lieu des maximums
T = 293 K
T = 393 K
T = 493 K
T = 593 K
T = 693 K
T = 793 K
T = 893 K
T = 993 K
T = 1093 K
T = 1193 K
T↗
1 2 3 4 5 6 7 8 9 10 11 1210
0
102
104
106
108
1010
1012
Emittance du corp noir : Loi de Planck
E
m
itt
an
ce
 : 
M
To (
λ)
 e
n 
[W
/m
3 ]
Longueur d'onde  λ en [µm]
 
 
Lieu des maximums
T = 300 K
T = 500 K
T = 750 K
T = 1000 K
T = 2500 K
T = 5580 K
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Température [K] 
Longueur d’onde [µm] 
limite supérieure pour 
une erreur inférieure à 
1K 
Longueur d’onde [µm] 
limite supérieure pour 
une erreur inférieure à 
10K 
3500 0,65 0,8 
2900 0,8 1,1 
2400 1 1,4 
1700 1,5 2,2 
1300 2 3 
900 3 4,8 
300 11,3 19,7 
Tableau 2.1 : Précision de l’approximation de Wien en fonction de la longueur d’onde. 
2.3. Emissivité 
L’émissivité d’un corps est définie comme étant le rapport de l’intensité du flux radiatif 
émis par ce corps, par celle qu’émettrait le corps noir dans les même conditions 
(températures, angle solide, surface….). L’émissivité dépend de la longueur d’onde, de la 
température, de l’angle solide et de l’état de surface de l’objet (rugosités, cavités…). 
On a donc :  
 ( ) ( )
( )0
, , , , ( , (
, , , , ( , (
,
surface
surface
L T x y
T x y
L T
m r ϕ η
ε m r ϕ η
m
=   (2.3.1) 
On en déduit : d dT d d d
T
ε ε ε ε
ε m η
m η
∂ ∂ ∂ ∂
= + + + Ω
∂ ∂ ∂ ∂Ω
  
Dans le cadre de notre application, l’objet et la caméra seront supposés immobiles 
durant toute l’expérience, par conséquent, l’angle solide sous lequel l’objet est vu par la 
caméra sera constant ( csteΩ = ) et chaque élément du détecteur (pixel) verra un 
unique élément de surface que nous pourrons supposer homogène et ayant un état de 
surface constant ( csteη = ). Nous aurons donc pour chaque pixel 0d dηΩ = =  et par 
conséquent : 
 d dT d
T
ε ε
ε m
m
∂ ∂
= +
∂ ∂
 (2.3.2) 
De nombreux matériaux ont une émissivité qui croît vers les courtes longueurs d’ondes, 
comme l’illustré la figure ci-dessous [13] :  
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Figure 2.3 : Emissivité Spectrale pour différents matériaux 
De plus, souvent en première approximation nous pourrons supposer (cf. Figure 2.4 et 
Figure 2.5) : 
 
T
ε ε
m
∂ ∂
<<
∂ ∂
 (2.3.3) 
Dans la suite, nous noterons l’émissivité ,Tmε , même si nous supposerons toujours 
vérifiée la condition (2.3.3), cela afin de rappeler la dépendance théorique de l’émissivité 
à la température. 
 
Figure 2.4 : Emissivité totale de métaux [13]  
Figure 2.5 : Emissivité totale de 
diélectriques [13] 
Pour finir, remarquons que la variation spectrale directionnelle (d’angle d’incidence 
nul) de l’émissivité des matériaux métalliques purs et polis peut être décrite par la loi 
de Drude pour les ondes électromagnétiques [7]. 
En effet, le coefficient monochromatique d’absorption mα  est relié à l’indice 
d’extinction de l’onde Km  par 
4 Km m
π
α
m
= .  
Si le matériau est un métal ou un diélectrique imparfait, alors dans ce cas en appelant 
er  la résistance électrique on a : 0 04 e
c
K
rm
µ m
π
=  
 
10 
D’où, 1/2.Amα m
.= , et d’après la loi de Kirchhoff on a : m mα ε=  
Donc finalement : 
 1/2.Amε m
.=  (2.3.4) 
 Ce qui implique que l’émissivité de matériaux métalliques purs et polis augmente 
lorsque la longueur d’onde diminue. 
2.4. Flux photonique 
2.4.1. Approche statistique du flux photonique 
Lorsqu’on travaille aux courtes longueurs d’ondes (UV) et à des températures 
inférieures à 1000K, le rayonnement thermique devient discontinu et il convient mieux 
de parler de nombre de photons émis, que d’énergie [14]. 
L’énergie transportée par un photon étant : cE hm m
=
 
On définit l’émittance photonique monochromatique du corps noir par :  
 
4
1
, 1
,
2
.
 en .
exp 1
.
o
To
T
C
M hc photon s
E C
T
m
m
m
m
ψ
m
.
. = =      .   
  (2.4.1) 
L’analogue de la loi de Stefan est : 
30, 37o
b
T
k
σ
ψ =   (2.4.2) 
L’approximation de Wien devient : 
4
1 2
,
.
exp
.
o
T
C C
n
hc Tm
m
m
.  .     
  (2.4.3) 
L’analogue de la loi de déplacement de Wien est : max 3663 .T m Km µ=  (2.4.4) 
Le flux photonique émis par un objet réel de surface S est donc :  
 
4
, 1 2
,
. . .
exp
.
Te
T
SC C
n
hc T
m
m
ε m
m
.  .     
  (2.4.5) 
Cette émission photonique se fait de façon aléatoire et suit une loi Binomiale qui peut 
être approchée par une loi de Poisson ou une loi Normale en fonction du temps de 
comptage des photons. 
Si nous définissons l’estimation N du flux photonique n comme étant le nombre de 
photons Y comptés pendant un temps t∆ , alors dans ce cas nous avons [14, 15] : 
YN
t
=
∆
,  et en introduisant ( (E Yµ = , on a ( (( ( E Yn E N
t t
µ
= = =
∆ ∆
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De plus, on montre que si la probabilité d’apparition d’un photon est faible, alors la 
variance de Y devient égale à µ , et l’écart-type de l’estimateur du flux photonique 
devient : 2( ( N
nV N
t
σ= =
∆
 
On en déduit donc, que plus la durée de comptabilisation est importantes, meilleure 
sera la précision sur le flux photonique. 
2.4.2. Effet du bruit expérimental sur la mesure du flux 
photonique 
Le flux photonique N peut être entaché d’une erreur due à un bruit aléatoire be  non 
corrélé avec l’émission de la surface. Dans ce cas nous avons [14, 15] : 
exp bN N e= + ⇔ ( )exp ( ( ( (bE N E N E e n b= + = +  
Il y a donc apparition d’une valeur non nulle et constante qui représente le biais de 
mesure dont nous devrons tenir compte dans la mesure du vrai flux photonique n.  
Pour estimer l’erreur commise sur expN , nous pouvons calculer la variance modifiée 
exp( (mV N . En calculant la variance à partir du flux photonique n au lieu de exp( (E N  
afin de faire apparaitre le biais, nous avons : 
( ) ( )2 2exp exp( ( ( ( ( ( ( ( 2 ( (m b b bV N E N n V N V e b E e N n b e b = . = + + + . + .   (2.4.6) 
En supposant be  et N comme des grandeurs stochastiques indépendantes, elles peuvent 
être supposées décorrélées. Donc le dernier terme de (2.4.6) est nul. L’erreur commise 
sur N est finalement : 
 2exp( ( ( ( ( (m bV N V N V e b= + +  (2.4.7) 
Une estimation de l’erreur sur la variance est donnée par : 
exp
2
( ( ( (mV N be V e b= + . 
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3. Principe de mesure de température par 
pyrométrie optique passive : généralités 
 La pyrométrie optique consiste à déterminer la température d’un objet en mesurant le 
flux radiatif (thermique) émit par celui-ci. Cette méthode s’effectuant sans contact, elle 
a l’avantage d’être peut intrusive. Lorsque la mesure du flux radiatif s’effectue 
respectivement, pour une ou deux ou plusieurs longueurs d’ondes données, la mesure 
est dite respectivement, mono-spectrale ou bi-spectrale ou multi-spectrale. 
L’une des difficultés de ces méthodes est la méconnaissance de facteurs d’influence tels 
que la fonction de transfert globale de la chaine de mesure, ou de l’émissivité,… 
Afin de pallier ces difficultés, de nombreuses méthodes existent. L’une d’entre elles 
consiste à proposer des modèles d’interpolation mathématiques ou physique.   
La Figure 3.1 propose une vision synthétique du principe de mesure par pyrométrie 
optique. Les mots ayant été mis en gras correspondent aux cas auxquels nous nous 
restreindrons dans ce manuscrit. 
Notons, que des informations complémentaires ainsi que de nombreuses références 
bibliographiques peuvent être trouvées dans les états de l’art exhaustifs réalisés par 
Legrand et Meriaudeau [13, 16], Krapez [3], ou Duvaut [17, 18, 19].  
Ces revues bibliographiques peuvent être complétées par les travaux récents de Madura 
[20] qui propose une « compensation automatique » de l’émissivité à l’aide de trois 
longueurs d’ondes en choisissant automatiquement le modèle (constant, mononomial, 
ou exponentiel) le plus adapté par comparaison de résultats avec les températures de 
luminances et bi-spectrales. On peut également citer ceux de Wen [21, 22, 23] qui teste 
de nombreux modèles d’émissivité, dont certains dépendent également de la 
température. Ces différents modèles sont utilisés et comparés à l’aide de méthodes 
multi-spectrales afin de déterminer l’émissivité et la température de certains métaux. 
Enfin, on peut conclure sur les travaux de Lu [24], ainsi que ceux de Fu [25], 
concernant les mesures de température par méthodes multi-spectrale à l’aide de caméra 
CCD et de filtres de Bayer. 
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Figure 3.1 : Schéma de synthèse du principe de mesure par pyrométrie optique passive. 
Remarque 1 : Sur la Figure 3.1, les coefficients ia  dans les modèles physiques 
d’émissivité, sont supposés être des constantes. Dans le cas de Drude, le coefficient A  
peut, dans l’absolu, dépendre de la température8. 
Remarque 2 : Tous les travaux cités précédemment et réalisés pour différents 
matériaux, différentes températures, et différents nombres de longueurs d’ondes, 
s’accordent tous pour illustrer la complexité des mesures de températures par 
pyrométrie optique passive, notamment à cause de la difficulté à extirper une méthode 
de mesure générale (nombre de longueurs d’ondes, modèle d’émissivité et de la fonction 
de transfert,…) donnant unanimement les meilleurs résultats (comparés à ceux des 
autres méthodes) quelles que soient les conditions expérimentales. L’objectif de ce 
manuscrit est d’apporter une nouvelle pierre à l’édifice en tentant d’établir des critères 
de mesure permettant de tracer un « chemin » ayant pour vocation d’aider à la 
détermination du choix des longueurs d’ondes. 
                                      
8 Notamment à cause de la dépendance en température de la résistivité électrique du matériau métallique 
(cf. (2.3.4)). 
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4. Mesure Mono-Spectrale 
• Remarques préliminaires 
Notons tout d’abord, que pour effectuer des mesures à courtes longueurs d’ondes il sera 
nécessaire que la température soit suffisamment élevée, car plus les longueurs d’ondes 
sont courtes, plus l’intensité du flux radiatif est faible. Donc si l’on veut avoir un signal 
exploitable en un temps raisonnable, nous devons respecter un certain seuil. 
Dorénanvant, afin d’établir les résultats qui vont suivre, il sera fréquemment fait usage 
de l’approximation de Wien qui a pour avantage de simplifier/permettre les calculs 
analytiques. 
L’émittance d’un corps réel de surface unitaire s’écrira donc :  
 
5
, 1 5 2
, 1  Approx.2  de Wien
( , ( exp
.
exp 1
T
T
C C
M T C
C T
T
m
m
ε m
m ε m
m
m
.
.
 .  =        .   
  (4.1.1) 
De plus, le flux ( ),Tϕ m  émis pouvant généralement être considéré comme 
proportionnel à l’émittance, dans ce manuscrit, pour des raisons de simplifications, nous 
confondrons souvent les deux notions. Ainsi, nous poserons :  
 ( ) ( ) ( ) ( ), , , ,T M T T M Tϕ m m ϕ m m∝ → ≡   (4.1.2) 
4.1. Température de luminance et température vraie 
En l’absence de connaissance préalable sur l’émissivité d’une surface, il est coutumier 
de supposer celle-ci comme étant égale à 1 et de calculer sa température à partir de 
l’émittance mesurée.  
Il est intéressant de voir le lien qui existe entre la température vraie T  d’une surface 
d’émissivité ,Tmε  et la température de luminance LT  qui suppose la surface noire. Nous 
avons donc : 
,( ( ( (
o o
L TM T M Tm m mε= ⇔ 5 52 21 , 1. .exp . . .exp. .TL
C C
C C
T Tm
m ε m
m m
. .
   . .   =         
 ⇔ ,
2
1 1
ln( (T
LT T C
m
m
ε= +  (4.1.3) 
Notons que , ,1 ln( ( 0T Tm mε ε≤ ⇔ ≤ . 
Nous en déduisons que la température vraie sera toujours supérieure à la température 
de luminance. Néanmoins, nous voyons que plus nous travaillerons à de courtes 
longueurs d’ondes plus l’écart entre la température vraie et la température de 
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luminance sera faible. En effet, lorsque la longueur d’onde diminue, le terme ,ln( (Tmm ε  
tend vers zéro. Ceci est illustré par le graphique ci-dessous Figure 4.1. 
 
Figure 4.1 : Variations du logarithme de l’émissivité spectrale de quelques matériaux. 
4.2. Erreur de mesure sur la température 
En différentiant9 (4.1.1) nous avons : 
 , 2 2
,
( , (
5
( , (
T
T
d C CdM T d dT
M T T T T
m
m
εm m
m ε m m m
  = + . +   
 (4.2.1) 
En assimilant les termes différentiels à des erreurs et en supposant nulle l’erreur sur 
l’émittance, nous avons : 
 ,
2 , 2
5
1TT
T
e ee T T
T C C
mε m
m
m m
ε m
= + .  (4.2.2) 
Si dans un premier temps on suppose également nulle l’erreur sur la longueur d’onde (
0em = ), alors (4.2.2) devient : 
 ,
2 ,
TT
T
ee T
T C
mε
m
m
ε
=  (4.2.3) 
On constate ainsi, que l’erreur sur la température due à une erreur sur l’émissivité sera 
d’autant plus atténuée que Tm  sera petit. De plus, cela sera d’autant plus vrai si la 
condition , 0 1Tm mε →→  est vérifiée.  
Si maintenant, nous supposons dans (4.2.2) que c’est l’erreur sur l’émissivité qui est 
nulle (
,
0
T
e
mε
= ), alors nous avons : 
                                      
9 On emploiera dans ce document le terme (n’existant pas dans le dictionnaire) « différentiant » pour 
signifier de façon condensée que l’on calcule la différentielle (mathématique) d’une expression. 
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2
5
1T
ee T
T C
mm
m
= .  (4.2.4) 
L’erreur sur la température sera nulle si :  
 2
2
5
1 2877,6 .
5
CT T m K
C
m
m µ= ⇔ = ≈  (4.2.5) 
Nous retrouvons la loi de déplacement de Wien : 2898 .mT m Km µ≈  ; l’écart que l’on 
trouve est dû à l’approximation de la loi de Planck. 
L’équation (4.2.5) nous indique qu’en l’absence d’erreur sur l’émissivité et sur le flux, il 
existe une longueur d’onde minimisant l’incidence sur la mesure de température d’une 
erreur sur la longueur d’onde (des filtres, par exemple). Cette longueur d’onde 
correspond à celle donnée par la loi de déplacement de Wien. 
• Synthèse partielle 
Premièrement, plus on est à courtes longueurs d’ondes, plus l’émissivité est proche de 1 
et plus sa variation est faible (hypothèses expérimentalement vérifiées pour de 
nombreux matériaux). 
Deuxièmement, plus on travaille à de courtes longueur d’onde, plus on doit travailler à 
de hautes températures afin de récupérer en un temps raisonnable un signal 
d’amplitude suffisant pour être exploitable. Or, on sait que l’émittance est maximale à 
la longueur d’onde donnée par la loi de déplacement de Wien. 
Pour finir, on déduit d’après (4.2.5) que si les erreurs sur l’émissivité et sur l’émittance 
sont nulles (ou négligeables), alors l’erreur sur la température sera nulle à la longueur 
d’onde donnée par la loi de Wien. 
On peut donc dire en première conclusion, que pour une mesure mono-spectrale (dans 
le cadre des hypothèses précédentes), on diminuera l’erreur sur la mesure de 
température en travaillant à courtes longueur d’onde, et en choisissant comme longueur 
d’onde celle pour laquelle l’émittance est maximale. 
4.3. Sensibilités et sensibilités réduites 
4.3.1. Sensibilité réduite en fonction de la température 
Si l’on suppose ne s’intéresser qu’à l’émittance émise à une longueur d’onde donnée et 
telle que l’erreur sur la longueur d’onde soit nulle (on ne s’intéresse qu’au phénomène 
physique d’émission spectrale), on a alors : 0d emm ≡ = . 
En considérant également qu’en général ,Tmε  varie peu avec la température, ce qui est 
d’autant plus vrai aux courtes longueurs d’ondes que ( , ( 1Tε m →  et ( , ( 0d Tε m → . 
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A partir de la loi de Planck, l’émittance (ou flux) émise par un objet de surface 
unitiaire, est défini par :   
 ( , ( ( , (oM T M Tmm ε m=   (4.3.1) 
En supposant m  comme paramètre, la différentielle de l’expression (4.3.1), s’écrit : 
 ( ( ( ( ( (o odM T dM T M T dm m m m mε ε= +   (4.3.2) 
En assimilant les termes différentiels à des erreurs et en supposant que l’erreur Me m  sur 
le flux est nulle, ce qui revient à considérer qu’une erreur sur l’émissivité est 
intégralement compensée par une erreur sur le flux corps noir oMe m , et par conséquent, 
sur la température, la relation (4.3.2) peut s’écrire sous la forme : 
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mm
m
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mε
.  =   
  (4.3.3) 
On note ainsi à partir de l’expression (4.3.3), que plus la sensibilité réduite 
1 ( (
( (
o
o
Md
dT T
T
M
m
m
 du flux à la température sera grande, plus l’erreur sur la température 
due à une erreur sur l’émissivité sera faible. 
Il est possible de montrer que les sensibilités réduites 1 ( (
( (
o
o
Md
dT T
T
M
m
m
 et ( (1
( (
dM T
M T dT
m
m
 
sont d’autant plus grandes que le produit Tm  est petit. Pour cela, on va utiliser 
l’approximation de Wien. 
D’après l’équation (4.2.1) nous avons :  
 , 2 2
,
( , (
5
( , (
T
T
d C CdM T d dT
M T T T T
m
m
εm m
m ε m m m
  = + . +   
  (4.3.4) 
En considérant comme précédemment que 0d emm ≡ = , et en supposant10 
, 2
2
,
T
T
d C
dT
T
m
m
ε
ε m
<< , nous avons : 
 * 2 2
2
( (( (1 1
1 e
(
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( ( (
o
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M TdM T dC C
M T d dT TTT MT
m
m
m
m
d
mm
  .   = .      
   (4.3.5) 
L’égalité de droite s’obtient directement en dérivant (par rapport à T) la loi de Planck 
(égalité de gauche de (4.1.1), en supposant ( ),Tmε ε m≡ ).  
                                      
10 Cela est d’autant plus vérifié que nous considérons, ici, que 𝜆𝜆 est un paramètre (la différentielle se 
résume donc à une simple dérivée en fonction de T) et que l’émissivité varie peu avec la température.    
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Remarque : En notant que dans le cadre de l’approximation de Wien avec 
( ),Tmε ε m≡ , on a 
( (1 1
(
( (
( ((
o
o
dM T d
M T d
T
TT
M
M dT
m
m
m
m
= , « l’égalité » de gauche de (4.3.5) 
aurait également pu être établit en identifiant (4.3.3) et (4.2.3).  
On constate donc que la sensibilité réduite *Td  augmente lorsque la longueur d’onde 
diminue ou lorsque la température diminue. Ce constat est illustré par la Figure 4.2. De 
plus, la sensibilité réduite étant toujours meilleure aux courtes longueurs d’ondes, il 
n’existe donc pas à priori pour ce critère, de longueur d’onde optimale pour une 
température donnée. 
  
Figure 4.2 : Sensibilité Réduite de l’émittance à la température, en échelle linéaire à gauche 
et semi-log à droite. 
Cependant, une propriété appréciable peu être révélée à partir de l’utilisation 
simultannée des informations issues des sensibilités réduites du flux à la température 
(4.3.5), et du flux à la longueur d’onde (cf. section 4.3.3). 
Pour cela, considérons une mesure de flux à deux températures différentes, mais à une 
même longueur d’onde, et posons : ( (i iM M Tm= , 1i iT T T+∆ = . , et 
1( ( i iM T M Mm +∆ = . . Dans ce cas, on a : 
 1*
( (1 1
1iT
i i
MM T
M T T M
md +
 ∆  ≈ = .  ∆ ∆  
  (4.3.6) 
 1
*
1
1i
iT
M
T
Md
+
  ⇒ ∆ ≈ .   
  (4.3.7) 
• Conclusion 
D’une part, il a été établit avec l’expression (4.3.5) que la sensibilité réduite *Td  
augmente lorsque le produit Tm  diminue. Ainsi, à l’aide de (4.3.3) on en déduit qu’une 
erreur sur l’émissvité aura un impacte d’autant plus faible sur l’erreur de température, 
que le produit Tm  sera faible.  D’autre part, l’expression (4.3.7) montre que pour un 
rapport de flux 1i
i
M
M
+
     
 donné, plus la sensibilité réduite sera grande, plus l’erreur sur la 
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température sera petite ( )0T∆ → . Notons cependant, que ce critère ne tient pas 
compte du rapport signal sur bruit. 
4.3.2. Sensibilité en fonction de la température  
Si maintenant nous décidons non plus de nous intéresser à la sensibilité réduite mais à 
la sensibilité, il suffit de reprendre l’équation (4.3.5) et nous avons : 
 2
2
( (
( (T
dM T C
M T
dT T
m
md m
=   (4.3.8) 
 1 *1 .iiT i T
i
MM
M
T M
d d+
  ⇒ ≈ . =  ∆  
 (4.3.9) 
On constate que la valeur de la sensibilité dépend de la valeur du flux, ce n’est donc 
pas un critère objectif simple permettant de conclure sur la diminution ou non de 
l’erreur de mesure sur la température contrairement à la sensibilité réduite. 
Les courbes de sensibilité Td  du flux à la température sont représentées Figure 4.3. 
  
Figure 4.3 : Sensibilité de l’émittance à la température, en échelle linéaire à gauche et semi-
log à droite. 
Notons que les courbes de sensibilités se croisent, ce qui laisse penser qu’il existe une 
longueur d’onde optimale pour une température donnée. Il sera montré dans la section 
4.4 que cela est effectivement le cas. 
4.3.3. Sensibilité réduite en fonction de la longueur d’onde 
Rappelons que d’après l’équation (4.2.1) nous avons :  
, 2 2
,
( , (
5
( , (
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M T T T T
m
m
εm m
m ε m m m
  = + . +     
En supposant que seule l’évolution de l’émittance en fonction de la longueur d’onde 
pour une température donnée nous intéresse, que l’erreur commise sur la température 
est nulle ( )0TdT e≡ =  et que 
, 2
,
5T
T
d C d
T
m
m
ε m
ε m m
  << .   
, dans ce cas nous avons : 
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   (4.3.10) 
Par conséquent, nous voyons que plus la longueur d’onde sera petite, plus la sensibilité 
réduite du flux à la longueur d’onde sera grande. Une représentation graphique de cette 
sensibilité réduite est donnée Figure 4.4. 
  
Figure 4.4 : Sensibilité Réduite de l’émittance à la longueur d'onde, en échelle linéaire à 
gauche et semi-log à droite. 
Afin d’en avoir une interprétation différente, comme précédemment manipulons 
l’expression de la sensibilité réduite *md . Pour cela, considérons une mesure de flux à 
deux longueurs d’ondes différentes, mais à une même température, et posons : 
( (i T iM M m= , 1i im m m+∆ = . , et 1( (T i iM M Mm +∆ = . . Dans ce cas, on a : 
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+
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 (4.3.11) 
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  ⇒ ∆ ≈ .   
  (4.3.12) 
 
• Conclusion 
Sachant que la sensibilité réduite *md  augmente quand la longueur d’onde diminue (cf. 
(4.3.10)), on conclut à partir de (4.3.12) que plus on travaillera à courte longueur 
d’onde, moins les filtres auront besoin d’être éloignés afin d’avoir un rapport de flux 
1i
i
M
M
+
     
 donné. Nous verrons par la suite que c’est une qualité appréciable pour la 
mesure en multi-spectrale. 
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4.3.4. Sensibilité en fonction de la longueur d’onde 
De la même façon que précédemment, nous pouvons établir l’expression de la sensibilité 
à l’aide de l’équation (4.3.10). La sensibilité est donc : 
 2( ( ( (5T TdM C M
d Tm
m m
d
m m m
  = .   
  (4.3.13) 
 *1 .fi i
ini
MM
M
Mm m
d d
m
  ⇒ ≈ . = ∆  
 (4.3.14) 
Une illustration graphique des courbes de sensibilité md  du flux à la longueur d’onde 
est donnée Figure 4.5. 
 
Figure 4.5 : Sensibilité de l’émittance à la longueur d'onde. 
Comme précédemment, nous voyons que les courbes de sensibilités font apparaitre des 
optimums, ce qui laisse penser qu’il peut être possible de définir un critère de mesure 
optimale. Ce point fait l’objet de la section 4.4. 
 
• Synthèse partielle : 
En conclusion, nous voyons que l’avantage de travailler à courtes longueurs d’ondes est 
double : d’une part, on améliore la précision sur la température (cf. (4.3.7)), et d’autre 
part, cette précision pourra être obtenue avec des filtres d’autant plus proches que les 
longueurs d’ondes seront petites (cf. (4.3.12)). Cependant, ces constats ne tiennent pas 
compte du rapport signal sur bruit. Par ailleurs, le tracé des courbes de sensibilités 
insufflent l’idée de l’existence d’un critère objectif de mesure optimale. L’établissement 
de ce critère fait l’objet de la section suivante. 
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4.4. Longueur d’onde optimale en Mono-Spectrale : 
expression analogue à la loi de Wien 
L’objectif de cette section est de démontrer, d’une part, qu’il existe une longueur 
optimale pour la mesure de température en mono-spectrale, et d’autre part, qu’il existe 
une loi analogue à la loi de déplacement de Wien permettant de la déterminer. 
Nous établirons également les liens qui existent entre minimisation d’erreur relative sur 
la température, écart-type sur la température, et rapport signal sur bruit. En 
particulier, nous montrerons qu’il est équivalent de minimiser l’écart-type sur la 
température au sens des moindres carrés, ou l’erreur relative sur la température. Ces 
deux minimisations donnant exactement la même solution de longueur d’onde optimale. 
4.4.1. Mise en évidence d’une longueur d’onde optimale au sens 
de la minimisation de l’erreur relative sur la température 
En assimilant les termes différentiels de la relation (4.2.1) à des erreurs, l’erreur de 
mesure sur la température est donnée par :  
 , 2 2
,
5TM T
T
e ee C C e
M T T T
mε m
mε m m m
  = + . +   
  (4.4.1) 
Si l’on suppose que les erreurs sur la température ne sont dues qu’à des erreurs sur le 
flux, c’est-à-dire si l’on suppose11 0em =  et , ,/ /T T Me e Mm mε m mε << , dans ce cas l’erreur 
sur la température devient : 
 
2
MT
ee T
T C M
m
m
m
   (4.4.2) 
Si de plus on suppose que l’erreur sur le flux12 est constante pour une température 
fixée, telle que :  
 Me cstem =   (4.4.3) 
 
 
                                      
11 Notons que dans le cadre où l’on identifie em  à dm , poser 0em =  est équivalent à considérer que m  
est un paramètre, et non plus une variable. De plus, rappelons que dans le document on suppose toujours 
de façon implicite que ( ),Tmε ε m≡ . Ainsi, nous avons d’une part o oM Me M e Mm mm m≡ , et d’autre part, 
sans approximation de Wien : 2
2
1 exp
oMT
o
ee CT
T C TM
m
m
m
m
  .   = .       
.   
12 Pour des raisons de simplifications, on confondra le terme d’émittance spectrale avec celui de flux 
(spectral). Ces deux grandeurs étant généralement proportionnelles. 
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Alors, l’expression (4.4.2) de l’erreur relative sur la température, devient : 
 
2
constant
à T fixé
Te kT
T C Mm
m
=   (4.4.4) 
Ainsi, pour une température fixée (température expérimentale que l’on veut mesurer, 
par exemple) et une erreur constante sur le flux, on voit que l’erreur relative sur la 
température est due à une « concurrence » entre la valeur de la longueur d’onde m  et 
le flux (l’émittance, dans (4.4.4)) Mm . Ces deux grandeurs apparaissant dans (4.4.4) 
sous la forme d’un rapport, et Mm  étant non monotone, cela suggère l’existence d’un 
extrémum.  
Comme l’illustre la Figure 4.6 représentant les variations pour T=623K du rapport 
/ T
e
M
Tm
m ∝ , avec et sans approximation de Wien pour l’émittance, cet extremum 
existe bien, et est en réalité un minimum. 
 
Figure 4.6 : Variation pour T=623K du rapport / o T
e
M
Tm
m ∝ , avec et sans approximation 
de Wien pour oMm  dans (4.4.4). 
On constate que les solutions avec et sans approximation de Wien pour l’émittance 
dans (4.4.4) sont très proches. En effet, on a : 
 
( )
( )
623 3,86
623 3,85
WP
opt
Wien
opt
T K m
T K m
m µ
m µ
 = ≈ = ≈
  (4.4.5) 
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4.4.2. Expression analytique de la longueur d’onde optimale 
minimisant l’erreur relative sur la température : loi 
analogue à la loi de Wien 
4.4.2.1. Démonstration analytique : approximation de W ien 
Nous avons montré graphiquement à partir de la relation (4.4.4), Figure 4.6, qu’il 
existait une longueur d’onde « optimale » qui minimisait l’erreur relative sur la 
température.  
Une façon d’obtenir une expression analytique de ce minimum dans le cadre de 
l’approximation de Wien13, consiste à résoudre : 
 
2
0T
e kT
T C Mm
m
m m
  ∂ ∂    = =    ∂ ∂   
  (4.4.6) 
En utilisant l’approximation de Wien pour l’émittance, l’expression (4.4.4) s’écrit : 
 6 2
1 2
   = ,
constant
à T fixé
expT
e CkT
T C C T
c
m
ε m
 .  =    
  (4.4.7) 
D’où l’on déduit : 
 5 6 2 2
2
6 expT
e C C
T TT
c m m
m mm
     ∂     = .     ∂     
  (4.4.8) 
Par conséquent, résoudre (4.4.6), équivaut à résoudre : 
 5 6 2
2
6 0
C
T
m m
m
. =   (4.4.9) 
Ayant pour solution14 : 
 2
6
Wien R
opt MSW
C
T Cm = =   (4.4.10) 
Ainsi, pour la constante 2 14388 .C m Kµ= , la longueur d’onde optimale recherchée 
s’écrit :   
 2
2398
14388 WienoptC T
m= ⇒ =   (4.4.11) 
 
 
                                      
13 Rappelons que la relation (4.4.1) a été obtenue dans la cadre de l’approximation de Wien. 
14 Dans la constante RMSWC , MSW signifie « Mono-Spectrale, sous approximation de Wien ». 
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• Applications numériques pour T=623K  
La relation (4.4.11) donne pour T=623K : 
 2
14388
3,85
623
Wien
opt
C
m
T K
m µ
 = ⇒ ≈ =
  (4.4.12) 
Notons que la loi de déplacement de Wien donne pour T=623K, 
max 2898 / 4,65 3,85
Wien
optT m mm µ m µ= ≈ > ≈ . Les longueurs d’ondes optimales sont 
donc légèrement décalées à gauche par rapport aux maximums des courbes de Planck.  
4.4.2.2. Démonstration heuristique : loi de Planck 
Remarque préliminaire : Afin d’alléger la présention, cette section à été reléguée en 
Annexe A.1 p.283. Nous ne présenterons donc, ici, que les résultats essentiels. 
L’objectif est de vouloir étendre la relation (4.4.10), au changement de constante près, 
à une émittance définie par la loi de Planck, et donc de chercher une relation sous la 
forme15 : 
 
R
Planck MSP
opt
C
T
m =   (4.4.13) 
La démarche consiste à différentier l’émittance (définie par la loi de Planck) par 
rapport à la température, puis à minimiser l’erreur relative sur la température, en 
supposant que l’erreur sur le flux est constante. Après calcul, l’expression de l’erreur 
relative sur la température, est définie par : 
 

2
2
constant
à T fixée
1 expT
e CkT
T C T M
m
m
  .  = .     
  (4.4.14) 
Puis, à partir de l’ensemble des longueurs d’ondes optimales ( )Planckopt Tm  (minimisant 
(4.4.14)) obtenues numériquement et représentées sur la Figure 4.7, on peut déterminer 
la constante RMSPC  en effectuant, par exemple, une estimation par moindres carrées (cf. 
Annexe A.8 p.363, et [26]). On obtient alors : 
 2410,29 .Planck Ropt MSPT C m Km µ= ≈   (4.4.15) 
Les longueurs d’ondes optimales obtenues numériquement et calculées à partir de la 
relation (4.4.13) après estimation de la constante16 2410,29RMSPC ≈ , sont représentées 
                                      
15 Dans la constante RMSPC , MSP signifie « Mono-Spectrale, avec loi d’émission de Planck ». 
16 En toute rigueur, la constante RMSPC  devrait continuer à être notée ˆ
R
MSPC , car elle est estimée (c’est 
un estimateur « fourni » par la méthode des  moindres carrés), mais afin d’alléger l’écriture, nous 
l’omettrons dans la suite de ce manuscrit. 
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sur la Figure 4.8. On observe une parfaite adéquation entre les longueurs d’ondes 
optimales obtenues numériquement et la loi (4.4.15) proposée. 
Remarquons que les longueurs d’ondes optimales obtenues sont indépendantes de la 
valeur (supposée constante) de l’émissivité. 
Ainsi, dans le cadre de la loi d’émission de Planck, bien qu’une démonstration 
analytique soit délicate, il semble que l’on puisse définir une loi analogue à celle de 
Wien, permettant d’obtenir les longueurs d’ondes optimales au sens de la minimisation 
de l’erreur relative sur la température. 
 
Figure 4.7 : ( )21 exp T
e
C T M
Tm
m m . . ∝   , 
pour 300 ;1300T K K ∈     et 
0, 4 ;12µm µmm  ∈    . 
 
Figure 4.8 : Longueurs d’ondes optimales 
obtenues numériquement et par la loi 
/Planck Ropt MSPC Tm = , pour 
300 ;1300T K K ∈     et 0, 4 ;12µm µmm
 ∈    . 
Les résidus ont été multipliés par 100. 
La Figure 4.9 illustre sur les courbes de Planck, les solutions trouvées pour les 
longueurs d’ondes optimales au sens de la minimisation de l’erreur relative sur la 
température. 
 
Figure 4.9 : Représentation graphique sur courbes de Planck des longueurs d’ondes optimales 
au sens de la minimisation de l’erreur relative sur la température en mono-spectrale. 
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On note que les valeurs trouvées pour les longueurs d’ondes optimales sont légèrement 
inférieures (décalées à gauche) à celles correspondant au maximum d’émission de la 
courbe Planck, données par la loi de déplacement de Wien. 
Ainsi, ce n’est pas un flux maximum qui permet une mesure optimale de la 
température (comme aurait pu le laisser penser la relation17 (4.2.5)), mais une variation 
maximale du flux pour une variation donnée de la température. 
La justification de cette observation peut être obtenue à l’aide de la maximisation de la 
sensibilité du flux à la température. Cette notion étant elle-même liée à la notion de 
minimisation d’écart-type sur la température au sens des moindres carrés, ou à la 
maximisation du rapport signal sur bruit. 
Afin d’alléger la présentation, ces derniers points font l’objet des Annexes A.2 p.287 et 
A.3 p.289. Notons cependant, qu’ils sont à la base des idées et de l’interpretation 
physique des résultats qui vont permettre la généralisation de la méthode de 
détermination de longueurs d’ondes optimales (Mono-Spectrales) aux méthodes Bi-
Spectrales et Multi-Spectrale.  
 
• Synthèse partielle : 
Dans le cas d’une mesure mono-spectrale, sous hypothèse d’erreur nulle sur la longueur 
d’onde, d’erreur relative sur l’émissivité négligeable devant celle sur le flux, et pour une 
erreur constante sur le flux ; on a montré que les notions de minimisation d’erreur 
relative ou d’écart-type sur la température, de maximisation de la sensibilité du flux à 
la température ou du rapport signal sur bruit en température (en assimilant erreurs et 
écart-types), sont liées entre elles et conduisent toutes à une notion de longueurs 
d’ondes optimales, définie par : 
 
2
22400 . ,6
2410, 3 .
Wien R
opt MSW
Planck R
opt MSP
C
T C m K T C
T C m K
m µ m
m µ
 = ≡ ≈ ∀ << = ≈
  (4.4.16) 
Les critères permettant de définir les longueurs d’ondes optimales en mono-spectral 
ayant été établis, ce sont ceux de la méthode bi-spectrale qui vont désormais faire 
l’objet de la section suivante. 
 
                                      
17 Rappelons que la relation (4.2.5) a été obtenue en supposant nulle l’erreur sur le flux, ce qui bien 
entendu ne correspond pas à la réalité expérimentale… 
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5. Mesures Bi-Spectrales : extension à plusieurs 
longueurs d’ondes 
Il a été vu dans la partie précédente qu’il était avantageux d’effectuer des mesures de 
température à courte longueur d’onde. Néanmoins, il existe de fortes contraintes afin de 
pouvoir réduire les erreurs sur la mesure. Dans cette partie, une méthode couramment 
employée et permettant d’améliorer la mesure tout en diminuant ces contraintes, est 
présentée. 
En particulier, cette méthode basée sur le rapport de flux et appelée « Méthode Bi-
Spectrale18 », permet de remonter à la température de surface d’un objet sans 
connaissance préalable de l’émissivité, à condition que l’émissivité soit indépendante 
des longueurs d’ondes et des températures considérées. 
Elle permet également de diminuer l’influence des diverses fonctions de transferts 
(filtres, objectifs, rendement quantique du détecteur…) intervenant dans la chaine de 
mesure. 
Dans cette section, le principe de la « Méthode Bi-Spectrale » est présenté ainsi que 
certains critères permettant d’améliorer la méthode de mesure. En particulier, il est 
démontré que le modèle est biaisé en cas de bruit sur le flux, qu’il est préférable d’avoir 
en grand rapport de flux, et des longueurs d’ondes suffisamment éloignées l’une de 
l’autre. Une prise en compte de la fonction de transfert globle de la chaine de mesure 
sous la forme d’une fonction linéaire est également présentée. Enfin, la méthode de 
détermination de longueurs d’ondes optimales à l’aide d’une lois analogue à celle de 
Wien, et présentée dans le cas de mesure Mono-Spectrales, sera étendue au cas des 
mesures Bi-Spectrales.    
5.1. Température de couleur et température vraie 
Soit deux mesures de flux à deux longueurs d’ondes ( )1 2,m m  différentes. En calculant le 
rapport, on peut définir la température de couleur (ou pyrométrique) comme étant celle 
qu’aurait le corps noir afin que ce rapport soit le même. Nous avons donc : 
 
2 2
5 5
1 1 1 1 1 2 1 2
5 5
2 2 22 2 1 2 2
1 1
exp 1 exp 1
exp 1 exp 1
o
c
o
c
C C
M M C T T
M C CM C
T T
ε m m m m
ε m m
m m
. .
. .
      . .       
= ⇔ =
      . .       
 (5.1.1) 
En supposant 2T Cm <<  (approximation de Wien), l’équation (5.1.1) devient : 
                                      
18 La dénomination Bi-Spectrale est généralement liée à l’hypothèse de corps gris (ou de façon moins 
restrictive, à celle de rapports d’émissivités constants), et également souvent associée à l’approximation 
de Wien. 
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1 2 2 2
,1 1 1 1 1
ln
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T
T T C T
ε m
m m ε m
         . .             
  (5.1.2) 
En posant 2 1m m m= + ∆ , l’équation (5.1.2) s’écrit : 
 ( )
( )
11 1
2 2
,1 1
1 ln
,C
T
T T C T
ε mm m
m ε m
          . +         ∆     
  (5.1.3) 
En supposant 1m m∆ << , l’équation (5.1.3) se simplifie en : 
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( )
2
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2 2
,1 1
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,C
T
T T C T
ε mm
m ε m
     .    ∆   
  (5.1.4) 
• Analyse des ordres de grandeur 
D’une part,  
 
2
1
1 1
m
m m
m
<< ∆ ⇒ <<
∆
  (5.1.5) 
En pratique, dans le domaine UV, nous avons : 
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 (5.1.6) 
Dans le domaine IR, nous avons : 
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mmm
. .
.
..
   ⇒ ⇒ <<   ∆∆∆ 
∼ ∼
∼
∼∼
 (5.1.7) 
 
• Remarques 
En comparant les équations (4.1.3) et (5.1.4), exprimant la température vraie 
respectivement en fonction de la température de luminance (cas mono-spectral), et de 
la température de couleur (cas bi-spectral) ; nous voyons que le rapport des flux 
donnera une meilleure approximation de la température vraie si 1 2ε ε= 19. Or, 
expérimentalement cela peut arriver localement20 si les longueurs d’ondes sont choisies 
suffisamment proches l’une de l’autre ( )0m∆ →  pour que ( ) ( )( )1 2ln , , 0T Tε m ε m → .    
                                      
19 Sauf dans le cas du corps noir, i.e. dans le cas d’une émissivité unitaire. 
20 Le terme est à prendre au sens sens mathématique, et correspond donc à une notion de voisinage. 
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5.2. Intérêt et principe de la mesure Bi-Spectrale 
5.2.1. Expression de la température 
Soient, deux mesures de flux effectuées à des longueurs d’ondes im  et jm  pour une 
température T. D’après l’équation (4.1.1) pour les flux continus (domaine IR) et 
d’après l’équation (2.4.5) pour les flux discontinus (domaine UV), nous avons : 
 5 2, 1( , ( . . exp .ii T i i
C
M T SC
Tm
m ε m
m
.
 .  =    
 (5.2.1) 
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En notant ( ), ,i j Tα m m  le rapport de ces flux continus et ( )' , ,i j Tα m m  celui des flux 
discontinus, nous avons : 
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On en déduit :  
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Ainsi, si l’on suppose21 que , ,i jT Tm mε ε= , il est alors possible de déterminer la 
température T à partir (5.2.7) ou (5.2.8).  
• Remarques 
En appellant ijT  la température calculée à partir de (5.2.7) ou (5.2.8) à l’aide de flux 
mesurés aux longueurs d’ondes im  et jm , une première extension « classique » de la 
« Méthode Bi-Spectrale » consiste à déterminer la température T comme étant la 
moyenne des ijT . Une illustration des résultats obtenus par cette méthode est donnée 
en section 5.3.3 p.42, montrant par la même occasion l’intérêt d’avoir un grand rapport 
de flux. 
Enfin, une extension de la « Méthode Bi-Spectrale » pour la prise en compte de la 
fonction de transfert globale (incluant l’émissivité) sera proposée dans la section 6 
consacrée aux Méthodes Multi-Spectrales. 
5.2.2. Détermination des longueurs d’ondes à l’aide de la fonction 
de Lambert 
Rappelons que l’idée est d’avoir im  et jm  les plus proches possibles afin de pouvoir 
s’approcher au mieux de : , ,i jT Tm mε ε≈ . 
Remarquons que si im  et jm  sont suffisamment proches l’un de l’autre afin d’avoir 
( ) 5 1j im m
.
≈  (resp. ( ) 4 1j im m
.
≈ ) et , , 1j iT Tm mε ε ≈ , alors dans ce cas, nous devons 
éviter d’avoir 1
i j
M Mm m ≈  (resp. 1i jn nm m ≈ ), afin de pouvoir remonter à la 
température. Plus nous travaillerons à courtes longueurs d’ondes plus nous devrons 
prendre garde à avoir un rapport de flux éloigné de 1 afin d’éviter que le dénominateur 
de (5.2.7) ne s’annule. 
Afin de nous faciliter la tâche dans cette démarche (choisir deux longueurs d’ondes les 
plus proches possible tout en évitant d’avoir un rapport de flux proche de 1), nous 
allons utiliser la fonction de Lambert [27, 28, 29, 30, 31, 32]. Pour cela, nous allons 
procéder comme suit : 
 
 
 
 
                                      
21 En l’absence de connaissance sur l’émissivité, c’est une hypothèse classique sur laquelle repose les 
mesures Bi-Spectrales. 
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• Pour les flux continus (domaine IR) : 
En posant : ,
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, l’équation 
(5.2.5) devient successivement : 
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 ( )** x ix e γ m=  (5.2.11) 
Il est possible de résoudre l’équation (5.2.11) à l’aide de la fonction de Lambert notée 
W . On a donc : 
 ( )* ** xW x e x=  (5.2.12) 
On en déduit :  
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• Pour les flux discontinus (domaine UV) : 
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, les résultats sont analogues 
aux précédents et nous avons : 
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Et on en déduit :  
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 (5.2.15) 
La fonction de Lambert est une fonction multiforme à valeurs complexes. Néanmoins, il 
existe sur l’intervalle 1  ; 0e. .    deux solutions réelles, puis une seule solution réelle sur 
0 ; + ∞  . Une représentation graphique de ces deux branches de la fonction de 
Lambert est donnée ci-dessous : 
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Figure 5.1 : Représentation Graphique des deux branches réelles de la fonction de Lambert 
A partir de l’équation (5.2.13) (resp.(5.2.15)) nous voyons que nous pouvons tracer le 
rapport des longueurs d’ondes i jx m m=  en fonction du rapport des flux i jM Mm mα =  
(resp. '
i j
n nm mα = ). Donc en se fixant une longueur d’onde initiale im  et un rapport 
des flux α  (resp. 'α ), nous pourrons trouver la deuxième longueur d’onde jm  à laquelle 
il faut faire la mesure à partir de la valeur de x. 
5.3. Erreur sur la mesure de température 
5.3.1. Expression générale 
En différentiant respectivement les équations (5.2.5) et (5.2.6) et en considérant les 
termes différentiels comme des erreurs, nous avons respectivement : 
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5.3.2. Expression pour une variation linéaire de l’émissivité 
En supposant que l’on choisisse im  et jm  telles que , ,i jT Tm mε ε≈ , dans ce cas, nous 
pouvons faire un développement de Taylor de ,i Tmε  autour de ,j Tmε  et nous avons : 
 ( ) ( ) ( )( )
2
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ε ε m m m m
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En utilisant les équations (5.2.5) (resp. (5.2.6)) et en y remplaçant le rapport i
j
m
m
ε
ε
 par 
son développement de Taylor à l’ordre 1, puis en différentiant toute l’équation, nous 
avons à l’ordre 1 : 
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Nous en déduisons l’erreur relative sur la température en considérant les termes 
différentiels comme des erreurs. Pour les flux continus nous avons : 
 
2 25 5 ...ji
i ji i
jT i
i i j j
eee C Cd d
T T d T d
mm
m mm m
mm ε ε
m m ε m m m ε m

= . . + . .

 
 2 1 1ji
i j
MM
i j
ee C
M M T
mm
m m m m


+ + .


 (5.3.7) 
Pour les flux discontinus nous avons : 
2 24 4 ...ji
i ji i
jT i
i i j j
eee C Cd d
T T d T d
mm
m mm m
mm ε ε
m m ε m m m ε m

= . . + . .

 
 
42 
 2 1 1ji
i j
nn
i j
ee C
n n T
mm
m m m m


+ + .


 (5.3.8) 
5.3.3. Intérêt d’un grand rapport de flux 
En remarquant que dans les équations (5.3.1) ou (5.3.7) il apparait le terme : 
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On a donc :  
 ji i
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MM Mee e
M M M
mm m
m m m
±   (5.3.11) 
On en déduit que plus on aura un grand rapport de flux, plus on pourra négliger un 
terme d’erreur par rapport à l’autre et par conséquent on diminuera l’erreur commise 
sur la mesure de température. 
• Illustration de l’intérêt d’un grand rapport de flux : 
Afin d’illustrer l’influence (positive) d’un grand rapport de flux sur l’estimation de la 
température, nous avons représenté dans le Tableau 5.1 les valeurs moyennes de 
température estimées par méthode de Monte-Carlo pour la méthode bi-spectrale 
appliquée à différents couples de longueurs d’ondes, pour différentes variations 
d’émissivité, et pour une température nominale de 873K. 
Les variations (et valeurs) d’émissivité sont les mêmes que celles présentées dans la 
section 6.5, p.104 (cf. Figure 6.10). Les estimations de température sont réalisées à 
l’aide de la relation (5.2.7) dans laquelle nous avons supposé , ,/ 1j iT Tm mε ε =  pour les 
différents couples de longueurs d’ondes.  
Les longueurs d’ondes choisies pour les simulations correspondent à celles utilisées 
expérimentalement et permettant de rester sur la partir croissante de la courbe de 
Planck. Ce choix sera justifié dans la section 5.6. Ainsi, les longueurs d’ondes choisies 
sont : { }2;2, 35;2,85;4mm µ  =  . En numérotant ces différents filtres de 1 à 4, on peut 
définir différents rapports pour le calcul de la température par la relation (5.2.7). On 
propose de comparer les résultats obtenus en utilisant respectivement les rapports 
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( )
1 1;3
/
i i i
M Mm m + ∈   
 d’une part, et les rapports ( )
1 2 ; 4
/
i i
M Mm m ∈   
 d’autre part. Notons 
que compte tenu du fait que l’on soit sur la partie croissante de Planck, on aura 
toujours : 
1 1
/ /
i i i
M M M Mm m m m+ ≥ . 
Dans le Tableau 5.1, les valeurs de la température estimée correspondent à la moyenne 
des trois températures bi-spectrales obtenues à partir des rapports proposés.  
Moyenne des températures bi-spectrales : λ [m] = {2e-6 ; 2.35e-6 ; 2.85e-6 ; 4e-6} 
Texp = 873 K  ;  Loi Emittance : Planck  ;   Bruit: Non 
Emissivité Modèle T [K] Erreur [K] Erreur Relative [%] 
Constante Tm (i/i+1) 
870,03 2,97 0,34 
Tm (1/i) 871,38 1,62 0,19 
Linéaire Tm (i/i+1) 
946,10 73,10 8,37 
Tm (1/i) 927,94 54,94 6,29 
Ordre 2 Tm (i/i+1) 
944,88 71,88 8,23 
Tm (1/i) 912,56 39,56 4,53 
Drude Tm (i/i+1) 
947,61 74,61 8,55 
Tm (1/i) 940,87 67,87 7,77 
Tableau 5.1 : Influence du choix des rapports de flux sur l’estimation de la température, pour 
différentes variations d’émissivités. 
Les erreurs de température obtenues (2,97K et 1,62K) dans le cas d’une simulation 
d’émissivité constante sont principalement dues à l’approximation de Wien utilisée 
pour l’obtention de l’expression (5.2.7) de la méthode bi-spectrale, alors que le flux 
simulé est celui de la loi de Planck. Il s’agit donc d’un biais de modèle systématique. 
Les différentes estimations de température (moyenne) obtenues pour les différentes 
variations d’émissivité, montrent clairement que l’utilisation des rapports 
( )
1 2 ; 4
/
i i
M Mm m ∈   
 donnent toujours de meilleurs résultats que ceux obtenus à l’aide des 
rapports ( )
1 1;3
/
i i i
M Mm m + ∈   
. Cela illustre donc clairement l’intérêt d’avoir un grand 
rapport de flux pour l’estimation de la température par méthode bi-spectrale. 
Il faut néanmoins prendre garde à ne pas extrapoler ce constat au fait qu’il soit 
préférable expérimentalement de prendre les rapports ( )
1 2 ; 4
/
i i
M Mm m ∈   
. En effet, une 
condition forte est d’avoir , ,/ 1j iT Tm mε ε =  pour tout couple ( ),i j  choisi. Or, cette 
approximation est généralement plus difficile à respecter en choisissant les rapports 
( )
1 2 ; 4
/
i i
M Mm m ∈   
 que ceux en ( )
1 1;3
/
i i i
M Mm m + ∈   
, d’autant plus que nous montrerons 
en section 5.5 qu’il est préférable de ne pas choisir des longueurs trop proches afin de 
ne pas amplifier les différentes erreurs. 
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5.4. Influence d’un bruit additif au flux et pas à la 
température : erreur systématique 
A l’aide du Tableau 5.1, nous avons montré d’une part, l’intérêt d’un grand rapport de 
flux pour la mesure de température bi-spectrale22, et d’autre part, l’incidence néfaste 
sur l’estimation de la température qu’a l’approximation de Wien utilisée pour 
l’obtention du modèle bi-spectral (5.2.7). 
Une autre conséquence déplaisante de la méthode bi-spectrale est l’apparition d’un 
biais systématique en présence de bruit sur le flux (qui correspond généralement à ce 
que l’on mesure expérimentalement). 
En effet, en supposant que sur chaque flux 
i
Mm  on a un bruit additif gaussien iMmδ  
indépendant de variance constante, alors l’expression (5.2.7) s’écrit en notant T  la 
valeur estimée de la température due au bruit :  
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En supposant que le bruit sur le flux est petit vis-à-vis du flux, tel que : 
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Et en utilisant le développement en série entière23 : 
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La relation (5.4.2), devient : 
                                      
22 Pour laquelle nous rappelons que l’approximation de Wien sera toujours utilisée. 
23 Le rayon de convergence de la série entière (5.4.4) étant 1R = , la condition ( ) { }, 1k k i jx ∈   sur le 
bruit, généralement vérifiée expérimentalement, permet d’assurer la convergence de la série.   
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, l’expression (5.4.5) s’écrit de façon plus compacte, sous la 
forme :   
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  (5.4.6) 
Et dans le cas où le bruit sur le flux est toujours suffisamment faible (5.4.3), tel que 
l’on ait24 1ijX <  pour pouvoir utiliser (5.4.4) dans la relation (5.4.6), alors on a : 
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En substituant l’expression de ijX  dans (5.4.7), on obtient : 
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  (5.4.8) 
On voit ainsi, que la température estimée à partir des flux bruités, s’exprime comme la 
contribution d’un terme correspondant à la température « vraie » bi-spectrale, et d’un 
terme d’espérance non nulle25 dû au bruit sur le flux. 
                                      
24 C’est en particulier pour la validité du développement en série de 1
1 ijX+
, que l’on voit l’importance 
d’un bruit « suffisamment négligeable » sur le flux, pour avoir 1ijX < . 
25 Le second terme de la somme (5.4.8) fait apparaitre des termes d’ordre supérieur à 1. 
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Cela a pour conséquence d’induire un biais systématique sur l’estimation de la 
température. 
De façon plus générale, le fait de construire un estimateur dont le bruit n’est pas 
additif à la grandeur que l’on veut estimer, aura généralement pour conséquence 
d’induire un biais systématique en présence de bruit sur la mesure.   
5.5. Critère sur l’écart minimum min∆m  entre deux 
longueurs d’ondes 
Remarquons que dans les équations (5.3.1) à (5.3.8) il apparaît à chaque fois au 
dénominateur le même terme 2 1 1
i j
C
T m m
. , qui selon sa valeur peut amplifier ou 
atténuer la valeur du terme de l’erreur sur la température relative. Examinons donc à 
quelle condition ce terme atténuera l’erreur sur la température. 
L’erreur sera atténuée si :  
 2 1 1 1
i j
C
T m m
. >  (5.5.1) 
En posant 0j im m m∆ = . > , la condition (5.5.1) s’écrit alors :  
 
2 2
i j i j
T T
C C
m m m m m∆ > =   (5.5.2) 
Afin d’obtenir une relation exploitable, il est nécessaire de remanier l’expression (5.5.2) 
en exprimant le second membre de l’inéquation uniquement à l’aide d’une longueur 
d’onde (et non du produit de deux longueurs d’ondes).  
En conservant la convention 0j im m> > , deux choix s’offrent à nous pour modifier 
(5.5.2) : choisir les longueurs d’ondes par ordre décroissant en posant i jm m m= .∆ , ou 
choisir les longueurs d’ondes par ordre croissant en posant j im m m= + ∆ . Ce choix aura 
pour conséquence de fournir ou non le plus grand minorant. Afin de le déterminer, les 
deux cas sont traités. 
 Si i jm m m= .∆  
L’inéquation (5.5.2) devient : 
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Si l’on fait la même hypothèse que celle faite pour l’approximation de Wien (
2 1jT Cm << ), alors dans ce cas ( )2 21 1j jT C O T Cm m+ = + , et (5.5.3) devient :  
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m∆ >  (5.5.4) 
 Si j im m m= + ∆  
Dans ce cas, (5.5.2) devient : 
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  (5.5.5) 
En se plaçant comme précédemment dans le cadre de l’approximation de Wien, on a : 
 
2
2
iT
C
m
m∆ >   (5.5.6) 
• Détermination du meilleur critère : 
En posant, 2 2j jT Cm m∆ >  et 2 2i iT Cm m∆ > , et en conservant la convention 
0j im m> > , on a : 
2 2
j i j im m m m> ⇔ ∆ > ∆ . Or, on doit avoir jm m∆ > ∆  et im m∆ > ∆ . 
Par conséquent, on en déduit que le plus grand minorant est jm∆ . Le meilleur critère 
sur l’écart minimum de longueur d’onde permettant d’éviter tout recouvrement, est par 
conséquent : 
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  (5.5.7) 
Les relations (5.5.7) imposent donc de choisir les différentes longueurs d’ondes im  par 
ordre décroissant et définies par :  
 
2
2
j
i j
T
C
m
m m< .   (5.5.8) 
Ainsi, d’après (5.5.8) plus on travaillera à courte longueur d’onde, plus les longueurs 
d’ondes im  et jm  pourront être proches l’une de l’autre tout en permettant d’éviter 
d’amplifier l’erreur sur la mesure de température. 
La mise en œuvre pratique du choix des filtres s’appuyant sur le critère26 (5.5.7) est 
décrite dans la section suivante. 
                                      
26 Initialement, lors de la détermination des filtres expérimentaux, nous ne disposions pas encore du 
critère de longueur d’onde optimale en Mono-Spectrale et Bi-Spectrale. Ainsi, la méthode de sélection 
proposée s’appuiera uniquement sur les autres critères présentés précédemment.  
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5.6. Choix des filtres à l’aide du critère min∆m  
Dans cette partie, nous allons montrer comment ont été choisis nos quatre filtres 
expérimentaux afin d’effectuer nos mesures de températures, tout en respectant les 
différents critères précédents, et en particulier le critère m∆  défini par la relation (5.5.7)
. Pour nos mesures, nous devons choisir trois27 longueurs d’ondes, dont la première est 
certainement la plus délicate car elle est issue de nombreuses contraintes et compromis. 
Afin de simplifier le choix des filtres, il est préférable de choisir tous les filtres dans une 
zone où la fonction de Planck est monotone. 
Nous nous fixerons comme contrainte de toujours choisir nos filtres de telle sorte à ce 
qu’ils se situent dans la partie croissante de la courbe de Planck, donc à gauche du 
maximum de la courbe. Il y a deux raisons principales à cela : La première est que dans 
cette zone la sensibilité réduite de l’émittance à la température est meilleure, la seconde 
est que c’est également dans cette zone que l’approximation de Wien, ainsi que 
l’approximation numérique (développement en série) de la fonction de Lambert sont les 
plus précises28. 
5.6.1. Choix du 1er  filtre 
Tout d’abord, il convient de connaître au préalable autour de quelle température va 
évoluer celle de notre objet, ensuite à partir de la loi de déplacement de Wien (2.2.1) 
nous calculons le maxm  à ne pas dépasser, celui-ci devant être inférieur à la longueur 
d’onde maxdm  maximale de la bande passante du détecteur. 
Notons, qu’il est préférable de choisir comme premier filtre, celui qui aura la plus 
grande longueur d’onde, car cela simplifiera29 le choix des filtres suivants qui seront 
déterminés à partir du critère (5.5.7) d’écart minimum entre deux filtres (on évitera 
ainsi les problèmes de recouvrement).   
Donc, en fonction des possibilités techniques (disponibilité des filtres fournisseurs, 
bande passante de la chaine de mesure,…), nous choisirons le premier filtre de telle sorte 
qu’il ait la plus courte longueur d’onde possible, tout en tâchant de s’assurer qu’il reste 
au moins deux autres filtres possibles de longueur d’onde inférieure à celui-ci. 
Remarque : Il a été montré qu’il est préférable de travailler à courtes longueurs 
d’ondes, néanmoins, en fonction de la température à mesurer, un compromis doit être 
fait. En effet, plus la température sera basse, plus les longueurs d’ondes devront être 
grandes afin d’obtenir un signal exploitable.  
                                      
27 Le quatrième filtre existant déjà au laboratoire. 
28 Erreur inférieure à 5% sous Matlab, Maple et Mathematica, pour la fonction de Lambert. 
29 Cette notion de « simplification » est due au fait que chronologiquement, les résultats établis dans la 
section 5.7 sont postérieurs à la méthodologie mise en place pour la sélection des filtres expérimentaux.  
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Choix de la 1ère longueur d’onde : Pour effectuer des mesures autour de 723 K dans le 
domaine infrarouge, un filtre de longueur d’onde moyenne maximale 1 4 mm µ=  a été 
choisi, car c’est à cette longueur que l’on a le maximum de la courbe de Planck.  
5.6.2. Choix des deux autres filtres 
Le 2ème filtre devra respecter le critère d’écart minimum calculé au 1er filtre, puis le 3ième 
devra respecter le critère d’écart minimum calculé à partir du 2ème filtre choisi. On 
remarque que l’écart entre le 2ème et le 3ème filtre pourra donc être plus faible que celui 
entre le premier et le deuxième. Rappelons que nous voulons choisir les filtres les plus 
proches possibles les uns des autres afin de s’approcher au mieux de 
i jm m
ε ε≈ . 
Afin de choisir les différents filtres, un programme Matlab a été réalisé.  
Les résultats obtenus à l’aide du programme avec comme longueur d’onde du 1er filtre 
1 4 mm µ= , sont illustrés par les figures ci-dessous : 
 
Figure 5.2 : Utilisation de la fonction de Lambert 
La Figure 5.2 représente le tracé des deux branches purement réelles de la fonction de 
Lambert utilisée dans l’équation (5.2.13). A partir de ce graphe, nous pouvons choisir 
la longueur d’onde du second filtre, soit à partir du rapport des longueurs d’ondes, soit 
à partir du rapport des flux. En pratique, nous essayons d’avoir un rapport de flux 
proche de 2, d’une part pour avoir un signal exploitable, d’autre part pour atténuer 
l’effet du bruit et éviter de changer de calibre sur les appareils de mesure. Remarquons 
que la zone ne respectant pas le critère d’écart minimum entre deux longueurs d’ondes 
est représentée sur le graphe afin de simplifier le choix « visuel » des filtres.  
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Figure 5.3 : Evolution de l'émittance monochromatique du corps noir en fonction de la 
température 
La Figure 5.3 permet de visualiser l’évolution de l’émittance monochromatique du corps 
noir en fonction de la température pour chacun des filtres choisis. Il donne une 
indication sur la sensibilité de l’émittance à la température, ainsi qu’une information 
sur l’évolution de l’écart de flux entre chacun des filtres. En fonction du rapport de flux 
que nous désirons, ce graphe peut nous permettre de savoir pour quelle température la 
condition sera vérifiée (approximativement).     
 
Figure 5.4 : Représentation du choix des filtres sur la courbe de Planck, pour T=723K 
La Figure 5.4 permet la visualisation du choix des différents filtres et indique la valeur 
du rapport des flux ainsi que l’écart de flux entre deux filtres consécutifs. Le but de ce 
graphique est de vérifier la cohérence et la validité du choix des filtres. En effet, compte 
tenu des erreurs d’approximations numériques (pouvant dépasser 5%) de la fonction de 
Lambert, il se peut que celle-ci n’indique aucune solution possible alors qu’il en existe 
bien une. Pour finir, nous allons présenter les possibilités qu’offre le programme au 
travers d’une boîte de dialogue. Le programme permet de tester de multiples solutions 
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de filtres et de les visualiser. N’ayant pas30 de méthode absolue permettant un choix 
déterministe des filtres, les fonctions de ce programme permettent un gain de temps 
considérable et en un certain sens une optimisation rapide du choix des filtres. 
La Figure 5.6 représente la boite de dialogue du programme et permet :  
- d’entrer directement la longueur d’onde du filtre. Le programme en propose une 
par défaut qui respecte le critère d’écart minimum tout en évitant de prendre 
une solution qui dépasserait maxm . 
- d’entrer la valeur du flux (émittance) que l’on désire avoir (utile si l’on se sert 
du tracé de la courbe de Planck). 
- d’entrer la valeur du rapport des longueurs d’ondes ou d’émittances (utile 
lorsqu’on se sert de la courbe de Lambert). 
- de trouver les longueurs d’ondes permettant d’avoir un rapport d’écart de flux 
égaux par rapport à la 1ère longueur d’onde (utile si l’on veut par exemple un 
écart de flux égal par rapport à la longueur d’onde du filtre central). 
Pour finir, il permet de recommencer le choix des filtres pour un nouveau filtre. 
 
Figure 5.5 : Boite de dialogue de 
validation du choix des filtres 
 
Figure 5.6 : Boite de dialogue permettant la 
sélection du filtre suivant différents critères 
• Remarques 
Il sera montré dans la section concernant la détermination des longueurs optimales en 
multi-spectrale, au sens de la minimisation de l’écart-type sur la température, que les 
filtres choisis ne sont pas optimaux au sens global. Cependant, l’optimisation globale 
donnant des valeurs de filtres n’appartenant pas à la bande passante de la camera, la 
méthode proposée a l’avantage de pouvoir tenir compte de cette contrainte, ainsi que 
des contraintes expérimentales (disponibilité réelle des filtres,…). De plus, on verra que 
l’écart-type obtenu par cette méthode est meilleur que celui que l’on pourrait obtenir 
                                      
30 Au moment de la réalisation de ce programme qui a servi à la détermination des filtres expérimentaux 
dont nous nous servirons dans les parties expérimentales de ce manuscrit. 
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par une méthode de pseudo-optimisation séquentielle qui sera également présentée, et 
qui a pour avantage de visualiser à chaque étape l’influence des nouveaux filtres sur 
l’évolution de l’écart-type de la température. 
L’obligation de choisir les filtres de façon décroissante peut être contraignant car 
nécessite de procéder par étape itérative afin de finir sur la plus courte longueur d’onde 
possible correspondant à nos contraintes. Une méthode permettant de déterminer les 
longueurs d’ondes par ordre croissant sera présentée dans la section suivante. 
A partir des relations (5.5.7) et (5.5.8), deux autres constats peuvent également être 
faits. D’une part, on peut démontrer qu’il existe une longueur d’onde maximale maxcm  à 
partir de laquelle il n’est plus possible de respecter le critère (5.5.7), et d’autre part, 
que ce critère se linéarise à courtes longueurs d’ondes. La démonstration de ces deux 
points fait l’objet de la section suivante. 
5.7. Conséquences du critère min∆m  sur le nombre 
maximum de longueurs d’ondes, et linéarisation du 
critère à courtes longueurs d’ondes 
Remarque preliminaire : Cette section étant particulièrement longue et calculatoire, 
elle a été reléguée en Annexe A.4 p.295. Ainsi, seuls les résultats essentiels sont 
présentés ici. 
5.7.1. Position du problème 
La mesure par méthode multi-spectrale (basée sur la méthode bi-spectrale, ici) impose 
de respecter de nombreux critères (contraintes) pour que celle-ci soit précise. Parmi ces 
critères, il y a en a un qui impose que la mesure soit faite à partir d’un écart minimum 
entre les différentes longueurs d’ondes. 
Il a été montré qu’il était possible de déterminer ces longueurs d’ondes par ordre 
décroissant à l’aide de la relation (5.5.8). Néanmoins, la mesure étant d’autant plus 
précise lorsqu’elle est faite à courtes longueurs d’ondes31, il semble préférable 
expérimentalement de pouvoir les choisir par ordre croissant32. 
Ainsi, l’objectif de cette section est multiple. D’une part, ayant choisi la longueur 
d’onde minimale, calculer les prochaines longueurs d’ondes auxquelles on peut effectuer 
la mesure sachant que celles-ci devront respecter le critère d’écart minimum (ou critère 
de séparation). D’autre part, chercher à déterminer la longueur d’onde maximale maxm  
                                      
31 En l’absence de considérations du rapport signal sur bruit. 
32 En effet, en utilisant la relation (5.5.8) il est difficile de prévoir à l’avance pour un nombre de 
longueurs d’ondes fixés, qu’elle sera la valeur de la plus courte longueur d’onde. Or, il se peut que cette 
longueur d’onde soit hors de la gamme spectrale du détecteur. 
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à laquelle il est possible d’effectuer nos mesures tout en respectant ce critère. En 
particulier, on montre qu’en l’absence de contraintes sur la gamme spectrale, il existe 
une longueur d’onde maxm  (ou longueur d’onde limite) à partir de laquelle le critère de 
séparation ne peu plus être satisfait.   
Ainsi, on montre dans l’Annexe A.4 p.295 qu’il est possible de déterminer les longueurs 
d’ondes par ordre croissant en utilisant les relations :  
 1,2 1,2
2
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L’équation (5.7.2) montre que lorsqu’on choisira im  tel que 
2
1
4
iT
C
m
= , alors, il n’y aura 
plus qu’une solution possible (respectant le critère de séparation) et cette solution 
vaudra im m∆ = . 
On en déduit que la dernière longueur d’onde possible (respectant le critère de 
séparation), est : 
 2max 1/4 1/4 1/42 2
C
Tα α α
m m m m= = == + ∆ = =  (5.7.3) 
5.7.2. Linéarisation du critère min∆m  à courtes longueurs d’ondes 
Rappelons que plus on veut effectuer des mesures à hautes températures, plus on devra 
choisir des filtres ayant des faibles longueurs d’ondes, d’une part pour profiter 
pleinement du gain de sensibilité, et d’autre part afin de s’assurer d’avoir un bon 
rapport signal sur bruit. 
On peut montrer (cf. Annexe A.4 p.295) qu’à courtes longueurs d’ondes, le critère m∆  
se linéarise, et il est alors possible de choisir des filtres espacés en progression 
géométrique. 
On montre ainsi qu’à courtes longueurs d’ondes l’écart entre les longueurs d’ondes doit 
respecter :  
 
2
2
2
1 2 1 2 2
1
lin i i i
sol
i
i
T
C T
T
C
αm m m
m γ
α α m
m
α
 ∆∆ = = = = . . . = <
  (5.7.4) 
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• Remarque : Simplification due à l’approximation de W ien 
Notons que la relation (5.7.4) peut encore se simplifier si l’on fait appel à 
l’approximation de Wien 
2
1i
T
C
m
  . 
En effet, dans ce cas on a : 
 
2 2 3 2
2
2 2
2
2
1 2
1 2
lin i i i i
sol
i
T T T
T C CC
C
m m m m
m
α m
 ∆  ∆ = = = + Ο    .   .   
  (5.7.5) 
 
2
2
lin Wien i
sol i
T
C
m
m m.⇔ ∆ ∆ =   (5.7.6) 
La relation (5.7.6) montre en particulier qu’à courte longueur d’onde, la relation (5.5.6) 
est applicable en première approximation, ce qui a pour conséquence de permettre de 
choisir les longueurs d’ondes de façon simple par ordre croissant, sans avoir besoin 
d’établir les relations (5.7.1) et (5.7.2). 
C’est en particulier ce qui a intuitivement été fait par [14]. 
• Application Numérique : 
Supposons que l’on veuille effectuer des mesures de température à 1300K, avec un 
premier filtre de longueur d’onde 380nmm =  (pour fixer les idées, on supposera que 
cela correspond à la limite basse de la bande passante de la chaine de mesure). 
Les solutions obtenues par les expressions (5.7.1), (5.7.4), et (5.7.6) sont regroupées 
dans le tableau ci-dessous : 
 1m∆  2m∆  3m∆  
1 2 1 4
2 / i
α α
α m
. ± .
 14,03 15,13 16,36 
1 2
iαm
α.
 14,01 15,10 16,33 
2
2/iT Cm  13,05 13,96 14,97 
Tableau 5.2 : Comparaison des minm∆  : Relation générale, relation dégénérée pour les courtes 
longueurs d’ondes, relation dégénérée sous approximation de Wien.  
On constate que les résultats obtenus par la relation générale (5.7.1) et la relation 
dégénérée sous approximation de courtes longueurs d’ondes sont en bonne adéquation. 
Les m∆  obtenu par la relation dégénérée sous approximation de Wien sont un peu 
moins précis : Il semble y avoir une erreur systématique d’environ 1nm, par rapport au 
deux autres modèles.  
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5.8. Mesure Bi-Spectrale avec linéarisation des fonctions 
de transfert 
Jusqu’à présent, nous n’avons considéré que les phénomènes physiques intervenant 
dans l’émission du flux thermique. Mais dans la réalité expérimentale, nous n’avons pas 
accès au flux émis par l’objet, mais seulement au flux reçu par le détecteur qui 
correspond à une fraction du flux émis. Nous devons donc prendre en compte les 
différentes fonctions de transfert intervenant dans la chaine de mesure. 
Dans cette section, nous chercherons à linéariser chacune des fonctions de transfert, à 
l’exception de celle des filtres que nous chercherons à modéliser soit par un créneau, 
soit par une gaussienne. Il est également toujours question de choisir im  et jm  aussi 
proches que possible afin de pouvoir considérer 
i jm m
ε ε≈ . 
L’objectif est de montrer comment étendre la méthode bi-spectrale classique à la prise 
en compte de la fonction de transfert de la chaine de mesure, qui est souvent non 
parfaitement connue (ou corrigée), par une fonction de transfert moyenne 
« équivalente ». En particulier, il est possible (et c’est ce que nous ferons dans les 
sections suivantes) de globaliser sous la forme d’une « fonction de transfert globale 
moyenne », l’émissivité avec la fonction de transfert de la chaine de mesure, ou plus 
généralement, toutes les inconnues du problème. 
Afin d’alléger la taille des paragraphes, nous n’établirons ici que les résultats pour les 
flux continus (domaine IR). Pour avoir leurs analogues en flux photoniques (domaine 
UV), il suffira de remplacer le chiffre 5 apparaissant dans les différentes équations par 
le chiffre 4. 
5.8.1. Modélisation des fonctions de transfert 
En réalité, les filtres ne sont pas monochromatiques mais sont définis par une longueur 
d’onde moyenne (centrale) m  et une bande passante de largeur 2δm . 
5.8.1.1. Fonction de transfert de l’appareil de mesure 
En appelant FTm  la fonction de transfert de l’appareil de mesure (microscope ou 
camera) ne comprenant pas les filtres mais incluant par exemple le rendement 
quantique ( (η m  du détecteur, la transmittance de l’objectif ( (objτ m , celle de l’oculaire 
( (epτ m , etc… 
 ( ( ( ( ( (obj epFTm τ m τ m η m=  (5.8.1) 
Nous pouvons définir une fonction de transfert moyenne FTm  s’écrivant : 
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 1
2
FT FT FT d
m δm
m m m
m δm
m
δm
+
.
= = ∫  (5.8.2)  
5.8.1.2. Fonction de transfert des filtres 
• M odélisation par une fonction créneau 
La fonction créneau présente une transmitivité τ  constante sur toute la bande 
passante  ; m δm m δm . +   du filtre. Il est nécessaire que l’aire 2δmτ  du créneau soit 
égale à l’aire fA  du filtre original. Nous devons donc avoir l’égalité : 
 
0
2 fd d A
m δm
m
m δm
τ m τ m δmτ
+ +∞
.
= ⇔ =∫ ∫  (5.8.3) 
On en déduit la valeur de la transmitivité iτ  : 
 
2
fAτ
δm
=  (5.8.4) 
• M odélisation par une fonction gaussienne 
Cette fois ci, l’aire de la gaussienne devant être égale à celle du filtre original, nous 
devons avoir [14] : 
 
2
fAτ
σ π
=  (5.8.5) 
Et,  
 
2
1
2e
m m
στ τ
 . .     =  (5.8.6) 
Notons que la longueur d’onde moyenne m  et l’écart type σ  de la loi normale peuvent 
être estimés à partir du spectre du filtre original à l’aide d’une méthode de type 
moindres carrés basée sur l’algorithme de Levenberg-Marquardt, par exemple.  
5.8.2. Expressions du flux et de l’erreur de mesure sur la 
température 
5.8.2.1. Filtres modélisés par une fonction créneau 
En notant k  un facteur prenant en compte les aspects géométriques tels que l’angle 
solide, l’ouverture numérique, le facteur de forme, etc… ; l’expression du flux reçu (sous 
approximation de Wien) s’écrit :  
 
2
51( (
C
TC sT k FT e d
hc
m δm
m
m m m
m δm
ϕ ε τ m m
+ .
.
.
= ∫  (5.8.7) 
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En remplaçant chacune des fonctions de transfert par leur transmitivité moyenne 
calculée dans la partie 2.4.1.2, et en considérant que l’émissivité mε  est constante sur 
l’intervalle  ; m δm m δm . +   ; dans ce cas, l’émissivité et chacune des fonctions de 
transfert peuvent être sorties de l’intégrale. De plus, en ne considérant que le 
développement à l’ordre 1 de 
2
5
C
Te mm
.
. , on montre que [14] : 
 
2 2
5 5
C C
T Te d e
m δm
m m
m δm
m m m
+ . .
. .
.
≈∫  (5.8.8) 
Et l’expression du flux devient : 
 
2
51( (
C
TC sT k FT e
hc
m
m m m mϕ ε τ m
.
.=  (5.8.9) 
En écrivant l’équation (5.8.9) pour deux longueurs d’ondes im  et jm , puis en calculant 
le rapport nous en déduisons l’expression de la température et l’erreur de mesure sur 
celle-ci : 
 
( )2
5
1 / 1 /
ln j j ji
j i i i
j i
j
i
C
T
FT
FT
m m mm
m m m m
m m
ε τϕ m
ϕ ε τ m
.
.
=
           
 (5.8.10) 
...j j j ji i i i
i j i j i j i j
FTFTT
e e e ee e e ee
T FT FT
m m m mm m m m
ϕ ε τϕ ε τ
m m m m m m m mϕ ϕ ε ε τ τ
   = . . + . + . +    
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2 2
1 15 j ji i
i j i ji j
e ee eC C
T T
m mm m
m m m mm m
            + . . . .                  
 (5.8.11) 
 
5.8.2.2. Filtres modélisés par une fonction gaussienne 
L’expression du flux reçu s’écrit : 
 
2
2
1
251( (
C
TC sT k FT e e d
hc
m mm δm
σm
m m m
m δm
ϕ ε τ m m
 . .+ .    .  
.
= ∫  (5.8.12) 
Comme la loi normale décroît rapidement avec la longueur d’onde, le domaine 
d’intégration peut être réduit significativement, en effet : 
 
2
13
2
3
1
0, 998
2
e d
m mm σ
σ
m σ
m
σ π
 . .+     
.
≈∫  (5.8.13) 
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On montre [14] qu’en ne conservant que le développement à l’ordre 1 de 
2
5
C
Te mm
.
.  et en 
tenant compte de (5.8.13), nous avons :  
 
2
2 2
13
25 5
3
2
C C
T Te e d e
m mm σ
σm m
m σ
m m σ πm
 . .+ . .   .   .
.
≈∫  (5.8.14) 
En faisant les mêmes considérations concernant les fonctions de transfert et l’émissivité 
que celles faites pour la fonction créneau, l’expression du flux reçu devient : 
 
2
51( ( 2
C
TC sT k FT e
hc
m
m m m mϕ ε σ πτ m
.
.=  (5.8.15) 
En écrivant cette équation pour deux longueurs d’ondes im  et jm , puis en calculant le 
rapport nous en déduisons l’expression de la température et l’erreur de mesure sur 
celle-ci : 
 
( )2
5
1 / 1 /
ln j j ji
j i i i
j i
j j
i i
C
T
FT
FT
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m m m m
m m
ε τ σϕ m
ϕ ε τ σ m
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=
           
 (5.8.16) 
...j j j j ji i i i i
i j i j i j i j
FTFTT
i j
e e e ee e e e eee
T FT FT
m m m mm m m m
ϕ ε τϕ ε τ σσ
m m m m m m m mϕ ϕ ε ε τ τ σ σ
   = . . + . + . + . +    
  
 2 2
2 2
1 15 j ji i
i j i ji j
e ee eC C
T T
m mm m
m m m mm m
            + . . . .                  
  (5.8.17) 
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5.9. Longueur d’onde optimale au sens de la minimisation 
de l’écart-type sur la température en Bi-Spectrale : 
expression analogue à la loi de Wien  
5.9.1. Solution faible et conjecture dans le cadre de 
l’approximation de Wien : expression analytique 
Comme cela a été montré dans la section précédente, la méthode bi-spectrale permet en 
un certain sens, de s’affranchir de la fonction de transfert globale moyenne, si celle-ci 
prend la même valeur aux deux longueurs d’ondes considérées pour la mesure. 
Dans cette section, nous allons montrer que sous cette hypothèse il est possible de 
définir une notion de longueurs d’ondes optimales au sens de la minimisation de l’écart-
type sur la température, au sens des moindres carrés. Pour cela, nous anticipons sur la 
section 6 traitant des méthodes de mesures multi-spectrales, et allons suivre une 
démarche analogue à celle utilisée dans la section A.3.1 p.289 pour la détermination des 
longueurs d’ondes optimales en mono-spectrale. 
En particulier, sous l’hypothèse de validité de l’approximation de Wien, nous 
commencerons par démontrer33 l’existence pour la détermination des longueurs d’ondes 
optimales, d’une loi analogue à celle de la loi de déplacement de Wien. Puis nous 
montrerons que cette loi reste valide dans le cas d’une émission définie par la loi de 
Planck.  
Ainsi, en nommant « a  » le facteur modélisant la valeur de la fonction de transfert 
globale moyenne (incluant cette fois-ci l’émissivité), supposée constante sur la gamme 
spectrale de mesure, l’approximation de Wien s’écrit : 
 5 2, 1( ( expa T
C
aC
T
ϕ m m
m
.
 .     
   (5.9.1) 
La méthode consiste ici à ne pas considérer le rapport des deux mesures, mais à 
minimiser la somme des écarts quadratiques34 définis par : 
 ( ) ( ) ( )( )
2 2exp
1
, , ,i i i i
i
J T a T aϕ m ϕ m
=
= .∑   (5.9.2) 
 ( )
( )
( )( )
, 0 ;1
ˆ ˆ ˆ, arg min ,
T a
T a J T ac
+  ∈ ×  
⇔ =

   (5.9.3) 
                                      
33 La démonstration portera en réalité sur l’existence d’une solution faible (à entendre au sens de pseudo-
solution, ou de quasi-solution) du problème. La notion de solution faible étant due au fait que nous 
allons résoudre des conditions suffisantes, ce qui revient à ne considérer que la réciproque de la 
démonstration. Cela permettra de justifier l’existence de la forme de la solution finale. 
34 L’objectif étant d’élaborer une méthode générale permettant de généraliser la détermination des 
longueurs d’ondes optimales Mono-Spectrales aux cas des mesures Bi-Spectrales et Multi-Spectrales. 
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Les paramètres à estimer sont T et a, que l’on peut regrouper au sein d’un vecteur 
paramètres ( ),T a=β .  
La minimisation de la fonction coût ( ),J T a , définie par (5.9.2), fait intervenir (cf. 
Annexe A.8 p.363, et [26]) la matrice X  de sensibilité (également appelée Jacobienne) 
du flux aux différents paramètres à estimer (regroupés dans β ), définie par : 
 
1 1
2 2
i
j
T a
T a
ϕ ϕ
ϕ
ϕ ϕc
 ∂ ∂ ∂  ∂ ∂= ≡  ∂ ∂∂  
 ∂ ∂ 
X   (5.9.4) 
A l’aide de l’écart-type (supposé constant) ϕσ  sur le flux, et de la matrice de sensibilité 
(5.9.4), on peut définir35 la matrice de variance-covariance, par : 
 ( ) ( )
2 1 2
2
cov( , (
cov
cov( , (
T
a
T a
T a ϕ
σ
σ
σ
.  = = 
  
β σX X   (5.9.5) 
De (5.9.4), on en déduit :  
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1 1 2 2 1 2
T T T a T a
T a T a a a
ϕ ϕ ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ ϕ ϕ
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σX X   (5.9.6) 
Afin d’alléger les notations, on posera : T ii T
ϕ
ϕ
∂
∂
 , et a ii a
ϕ
ϕ
∂
∂
 . 
L’expression de l’écart-type Tσ  sur la température fait intervenir celle de ( )det σX X , 
qui s’écrit : 
 ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 21 2 1 2 1 1 2 2det T T a a T a T aϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ
    = + + . +      
σX X   (5.9.7) 
 Qui se simplifie en : 
 ( ) ( )21 2 1 2det T a a Tϕ ϕ ϕ ϕ= .σX X   (5.9.8) 
A partir de (5.9.5), on en déduit l’expression de l’écart-type Tσ  sur la température : 
 ( )
( ) ( )
( )
( )
2 2
1 2
1 2 1 2 1 22
1 2 1 2
, , 0
a a
T a a T
T
T a a T
ϕ ϕ
σ m m ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ
+
= ∀ . ≠
.
  (5.9.9) 
                                      
35 La relation (5.9.5) n’est exacte que dans le cas d’un modèle linéaire vis-à-vis des paramètres. Dans le 
cas contraire, c’est une approximation qui n’est valide qu’au voisinage de la solution. 
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La fonction x x  étant strictement croissante sur + , il est équivalent de minimiser 
la variance sur la température ou son écart-type. 
Pour des raisons de commodités calculatoires, on cherchera donc à minimiser :  
( ) ( )
( ) ( )
( )
2 2 2 2
1 22 1 2
1 2 1 2 2
1 2 1 2 1 2 1 21 2 1 2
, ,
a a a a
T T T a a T T a a TT a a T
v
ϕ ϕ ϕ ϕ
m m σ m m
ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕϕ ϕ ϕ ϕ
   +     = = = +     . .   .
  (5.9.10) 
Compte tenu de l’approximation de Wien (5.9.1), on a : 
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  (5.9.11) 
Afin de simplifier les calculs qui vont suivre, posons : 
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  (5.9.12) 
• Propriété de symétrie 
A partir de (5.9.10), on remarque que ( ) ( )1 2 2 1, ,T Tv vm m m m= , ce qui implique que la 
fonction Tv  admet la 1ère bissectrice du plan  comme axe de symétrie. 
• Conditions pour l’existence du minimum local : Cas Général 
Dans le cas général où les longueurs d’ondes ( )1 2;m m  sont supposées indépendantes, 
chercher les points stationnaires36 (également appelés points critiques) de (5.9.10) 
                                      
36 Notons que les points stationnaires ne définnissent pas nécéssairement un extremum local (exemple : 
points selles). Ainsi, une démarche plus rigoureuse imposerait de déterminer les extremums locaux (qui 
peuvent ne pas être des points stationnaires : points anguleux ou appartenant à la frontière du domaine), 
de sélectionner ceux qui sont des minimums, et de les comparer afin de déterminer le minimum global 
(simple ou multiple). On supposera ici, qu’il n’existe que deux minimums locaux symétriques par rapport 
à la première bissectrice du plan ( )1 2Om m . Ce point sera vérifié dans la section 6.4.4.1 traitant de 
l’optimisation globale des méthodes multi-spectrales. Notons également qu’il conviendrait de montrer que 
( )1 2Om m
 
62 
revient à chercher l’ensemble des couples ( )1 2;opt optm m  appartenant à l’équation du plan 
tangent à ( )1 2,Tv m m  et parallèle à ( )1 2Om m .  
On cherche donc les couples solution de : 
 
( )( ) ( )
( ) ( )
1 2
1 2 1 2
2
1 2 1 2,
1 2
1 2, ,
min , , 0
0
opt opt opt opt
opt opt
T T
T T
dv
v v
d d
m m
m m m m
σ m m m m
m m
m m
⇒ =
∂ ∂
⇒ + =
∂ ∂
  (5.9.13) 
Ce qui est vérifié si, et seulement si :                                                                                                                                                            
 
( )
( )
1 2
1 2
1 ,
2 ,
0
0
opt opt
opt opt
T
T
v
v
m m
m m
m
m
∂ = ∂∂ =∂
  (5.9.14) 
Avec,  
 
1 2
1 1 1
1 2
1 2
2 2 2
, ,
T
T
v
v
φ φ
m m m
m m
φ φ
m m m
∂ ∂ ∂ = + ∂ ∂ ∂ ∀∂ ∂ ∂ = + ∂ ∂ ∂
  (5.9.15) 
De plus, si on suppose que Tv  est de classe 2C , les coefficients différentiels de Tdv  
vérifient le théorème de Schwarz37. Et compte tenu de (5.9.14) et (5.9.15), on a :  
 
2 2 2
1 2
2 1 2 1 2 1
2 2 2
1 2
1 2 1 2 1 2
T
T
v
v
φ φ
m m m m m m
φ φ
m m m m m m
 ∂ ∂ ∂ = +∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ = +∂ ∂ ∂ ∂ ∂ ∂
  (5.9.16) 
Les fonctions 1φ  et 2φ  étant supposées de classe 2C , elles vérifient également le 
théorème de Schwarz, tel que : 
 
2 2
1 1
2 1 1 2
2 2
2 2
1 2 2 1
φ φ
m m m m
φ φ
m m m m
 ∂ ∂ =∂ ∂ ∂ ∂ ∂ ∂ =∂ ∂ ∂ ∂
  (5.9.17) 
 
                                                                                                                    
Tv   est bien différentiable (i.e. admet une forme différentielle exacte) aux points (extremums) 
considérés, ce qui est vérifié si Tv  est de classe 
1C .  
37 Ce théorème est également appelé « théorème de Clairaut », et indique que si une fonction est deux 
fois différentiable (ou de classe 2C ), alors les dérivées croisées des coefficients différentiels sont égales.  
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En utilisant les notations de MONGE38, définies par : 
 
1 2 1 2 1 2
2 2 2
2 2
1 21 2, , ,
; ;
opt opt opt opt opt opt
T T Tv v vr s t
m m m m m m
m mm m
∂ ∂ ∂
= = =
∂ ∂∂ ∂
  (5.9.18) 
L’existence d’un minimum strict en ( )1 2;opt optm m  est assurée si : 
 
2 0
0
s rt
r
 . < >
  (5.9.19) 
Ainsi, dans le cas où les longueurs d’ondes ( )1 2;m m  sont indépendantes, l’obtention 
d’un minimum nécéssite que (5.9.19) soit vérifiée. Néanmoins, compte tenu des 
résultats obtenus en section 5.5 concernant l’écart minimum entre deux longueurs 
d’onde (i.e. le critère minm∆ ), il semble raisonnable de supposer que les longueurs 
d’ondes ( )1 2;opt optm m  sont liées. On est alors amené à résoudre (5.9.13) dans le cadre des 
fonctions implicites. C’est ce cas particulier qui est proposé dans la suite de cette sous-
section. 
• Longueurs d’ondes liées : Conditions d’existence du minimum local 
Dans le cas particulier où les longueurs d’ondes ( )1 2;opt optm m  ne sont pas indépendantes, 
(5.9.13) peut être vérifié même si les conditions (5.9.14) ne sont pas vérifiées (grâce à 
un phénomène de compensation). En effet, si ( )1 2;m m  sont liées, i.e. ( )1 2fm m= , alors 
(5.9.13) devient (avec 11 2
2
d d
m
m m
m
∂
=
∂
) :  
 
( ) ( )1 2 1 2
1
2 2
1 2 2, ,
0
opt opt opt opt
T Tv vd d
m m m m
m
m m
m m m
∂ ∂ ∂
+ =
∂ ∂ ∂
  (5.9.20) 
 
( ) ( )1 2 1 2
1
1 2 2, ,
0
opt opt opt opt
T Tv v
m m m m
m
m m m
∂ ∂ ∂
⇔ + =
∂ ∂ ∂
  (5.9.21) 
 ( )
( )
( )
1 2
1 2
1 2
2 ,1
2 1 ,
1 ,
, 0
opt opt
opt opt
opt opt
T
T
T
v
v
cste
v
m m
m m
m m
mm
m m
m
∂
.
∂∂ ∂
⇔ = = ∀ ≠
∂ ∂ ∂
∂
  (5.9.22) 
 1 2 ,opt optk km m= ∈    (5.9.23) 
                                      
38 La notation de MONGE est généralement employée dans le cas de fonctions à deux variables. Dans le 
cas général de fonctions à plus de deux variables, l’obtention d’un minimum local strict est assurée si la 
forme quadratique Q  (développement de Taylor-Young à l’ordre 2) de Tv  est positive et non dégénérée. 
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• Longueurs d’ondes liées : Forme des Solutions 
En tant que variables liées, la théorie des fonctions implicites implique : 
 1 2
2 1
1
m m
m m
∂ ∂
=
∂ ∂
  (5.9.24) 
De plus, d’après le théorème de dérivation de fonctions composées, on a : 
 
1
1 1 1 1 2
1 2 2 2 1
1
φ
φ m φ m m
m m m m φ
m
∂
∂ ∂ ∂ ∂ ∂
= ⇔ =
∂ ∂ ∂ ∂ ∂
∂
  (5.9.25) 
 
2
2 1 2 1 2
1 2 2 2 2
1
φ
φ m φ m m
m m m m φ
m
∂
∂ ∂ ∂ ∂ ∂
= ⇔ =
∂ ∂ ∂ ∂ ∂
∂
  (5.9.26) 
Il reste maintenant à égaliser les expressions (5.9.25) et (5.9.26), afin de trouver une 
relation entre 1optm  et 2optm . Pour cela, calculons les différentes dérivées partielles 
apparaisant dans ces deux relation ( )1 2m m∀ ≠  : 
 
2
1 1
2
1 1 1 2 1 2 1
2 2
2
1
a
T a a T
T
C
φ ϕ
m m ϕ ϕ ϕ ϕ m
ϕ
m
 ∂ ∂  = = ∂ ∂ .    .   
  (5.9.27) 
 
2
2 2
2
2 2 1 2 1 2 2
2 1
1
1
a
T a a T
T
C
φ ϕ
m m ϕ ϕ ϕ ϕ m
ϕ
m
 ∂ ∂ . = = ∂ ∂ .    .   
  (5.9.28) 
 
2 2
2
1 1 1 2
2
2 2 1 2 1 2 2
2 2
1
1 11 5
1
a
T a a T
C
T
T
C
m
φ ϕ m m
m m ϕ ϕ ϕ ϕ m
ϕ
m
       . + . . +        ∂   ∂   = = ∂ ∂ .    .   
  (5.9.29) 
 
2 2
1
2 2 1 2
2
1 1 1 2 1 2 1
2 1
2
1 11 5
1
a
T a a T
C
T
T
C
m
φ ϕ m m
m m ϕ ϕ ϕ ϕ m
ϕ
m
       . . . +        ∂   ∂   = = ∂ ∂ .    .   
  (5.9.30) 
Ainsi, d’une part, en substituant (5.9.27) et (5.9.29) dans (5.9.25), on obtient : 
 
2
1 2 1
2
2 1 2 2
1 1
1 5
C
T
m m
m
m m m m
     ∂        = . + . . +           ∂      
  (5.9.31) 
Et d’autre part, en substituant (5.9.28) et (5.9.30) dans (5.9.26), on a : 
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2
1
1 2
2 2
1
1 2
1 11 5
C
T
m
m m
m
m
m m
  .  ∂  
=
   ∂     . . . +         
  (5.9.32) 
 
2
2 2 2
1
1 1 2 1
1 1
1 5
C
T
m m
m
m m m m
     ∂        ⇔ = . . . . +           ∂      
  (5.9.33) 
Enfin, en substituant (5.9.31) et (5.9.33) dans (5.9.24), on obtient finalement : 
 2 22 1
1 2 1 2
1 1 1 1
1 5 1 5 1
C C
T T
m m
m m m m
                   + . . + . . . + =                          
  (5.9.34) 
Afin de résoudre analytiquement (5.9.34), une démarche analogue à celle de Newton39 
pour la résolution de problèmes non linéaires, peut être suivie. Ainsi, au lieu de 
résoudre directement (5.9.34), l’idée consiste dans un premier temps à trouver une 
solution du problème (approché) : 
 2 22 1
1 2 1 2
1 1 1 1
1 5 1 5 0
C C
T T
m m
m m m m
                   + . . + . . . + =                          
  (5.9.35) 
Or, (5.9.35) est vérifié si l’un des facteurs est nul, et en particulier si les deux facteurs 
sont simultanément nuls. C’est dans ce dernier cas que la solution va être cherchée. 
 
 
 
                                      
39 La méthode de Newton est un cas particulier de la méthode (ou théorème) du point fixe (de Banach), 
stipulant que si une fonction f  (définie dans l’expression ( )f x x= ) est strictement contractante sur 
un fermé non vide d’un espace vectoriel normé, alors f  admet un unique point fixe. Notons que résoudre 
( )g x a=  est équivalent à résoudre ( ) ( )f x g x a x= . + , et à trouver le point fixe de f  (en 
espérant que cette dernière soit contractante, au moins localement).  
La méthode de Newton pour la résolution de ( ) 0f x =  consiste alors à trouver le point fixe de 
( )g x x= , avec ( ) ( ) ( )'g x x f x f x= . . En pratique, la méthode consiste à choisir une valeur 
initiale 0x  et à déterminer le pas xδ  tel que ( )0 0f x xδ+ = . La nature du processus itératif provient 
du fait que l’on ne résoud pas directement ( )0 0f x xδ+ = , mais qu’un développement de Taylor de 
f  est réalisé, que les termes d’ordre supérieurs à deux sont négligés, et que l’on résoud  
( ) ( ) ( ) ( )0 0 0 0' 0 'f x f x x x f x f xδ δ+ ⇔ .  . Ainsi, le pas xδ  trouvé ne permet pas de 
trouver rigoureusement ( )0 0f x xδ+ = , car la « correction » n’est pas parfaite. On pose alors 
1 0x x xδ= +  et on réitère avec 1x   le processus de résolution approchée. Le processus est poursuivi 
jusqu’à convergence des nx , définis par : 1n n nx x xδ+ = + , n∀ ∈  . 
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Par conséquent, (5.9.35) sera vérifié si : 
 
( )
( )
2
2
1 2
2
1
1 2
1 1
1 5 0 1
1 1
1 5 0 2
C
E
T
C
E
T
m
m m
m
m m
        + . . + =                 . . . + =         
  (5.9.36) 
En posant, 2i
i
C
x
Tm
= , les système (5.9.36) s’écrit : 
 
( ) ( )
( ) ( )
2
2 1 2 1
2
1 2 1 2
6 5 0 1 '
6 5 0 2 '
x x x x E
x x x x E
 . + + = . + + =
  (5.9.37) 
 
( ) ( )
( ) ( ) ( )( )
2
2 1 2 1
1 2
6 5 0 1 '
11 3 2 ' 1 '
x x x x E
x x E E E
 . + + =⇔  = . ← .
  (5.9.38) 
Puis en substituant ( )3E  dans ( )1'E , on a :  
 
( )
( )
2
2 2
1 2
2 22 55 0 4
11 3
x x E
x x E
 . + = = .
  (5.9.39) 
Le discriminant de ( )4E  donne 44 0∆ = > ⇒  2 Solutions, définies par : 
 
2
2,1
2,1
2
2,2
2,2
11 11
7,16
2
11 11
3,84
2
C
x
T
C
x
T
m
m
 + ≡ = ≈ . ≡ = ≈
  (5.9.40) 
En injectant les solutions 2,ix  dans ( )3E , on trouve le couple de solutions symétrique. 
Les deux longueurs d’ondes optimales au sens de la minimisation de l’écart-type sur la 
température pour les mesures bi-spectrales, sont donc uniques, et définies par :  
 
1
1
2 2
2
2010 .
14388 .
3750 .
bi Wien R
opt faible BSW
bi Wien R
opt faible BSW
T C m K
C m K
T C m K
m µ
µ
m µ
.
.
.
.
 = ≈= ⇒  = ≈
  (5.9.41) 
Remarquons d’une part, que (5.9.41) définit bien des solutions vérifiant (5.9.23), et 
d’autre part, que le critère minm∆  (défini en section 5.5) est respecté entre les deux 
longueurs d’ondes optimales trouvées. En observant les expressions (5.9.12), on note 
que le terme ayant permis d’établir le critère minm∆  apparait également au 
dénominateur. De plus, on constate à l’aide de (5.9.12) que l’écart-type tend vers infini 
si l’on choisit 1 2m m→  (ce point sera retrouvé numériquement dans la section 6.4.3).  
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Remarque 1 : Notons que les solutions (5.9.41) du problème (5.9.35) correspondent à 
des pseudo-solutions40 de (5.9.34). L’obtention de la soltution finale de (5.9.34) 
nécessiterait alors la mise en œuvre du calcul itératif de la méthode de Newton. 
Néanmoins, la validité de la forme de la solution ayant été démontrée par (5.9.23) et 
confirmée par (5.9.41), la poursuite du processus itératif n’a que peut d’intérêt 
pratique, car il aurait pour seule conséquence que de faire converger les valeurs des 
constantes de (5.9.41) vers des valeurs solutions de (5.9.34) (faisant usage de 
l’approximation de Wien, et ne correspondant pas par conséquent à l’émission réelle 
des corps). 
 
Remarque 2 : L’intérêt d’une résolution analytique comparée à une résolution 
numérique est l’étendue souvent plus vaste du domaine de validité de la relation. En 
effet, une solution numérique n’est valide (avec certitude) que sur le domaine pour 
lequel elle a été obtenue et toute extrapolation est alors soumise à caution. En 
revanche, la solution analytique a un domaine de validité défini une fois pour toute. 
Ainsi, dans le cas de la relation (5.9.41), bien qu’obtenue sous une forme faible, celle-ci 
est valable Tm∀ . L’approximation de Wien étant valide sur une large étendue du 
spectre utile, il est raisonnable de penser que la solution optimale globale soit dans le 
voisinage proche de la solution faible obtenue. Et comme cela doit être vrai Tm∀ , on 
est amené à conjecturer que les solutions optimales seront également définies suivant 
une loi analogue à celle des solutions faibles Tm∀ . Une étude de la régularité (infinie 
dérivabilité, positivité, fonction bornée admettant un unique maximum,…) de la loi de 
Planck et de l’approximation de Wien, ainsi que de la majoration de l’erreur entre ces 
deux expressions, légitimerait probablement d’autant plus cette conjecture. 
La mise en évidence de l’existence potentielle41 pour la détermination des longueurs 
d’ondes optimales en bi-spectrale, de lois analogues à celle de la loi de déplacement de 
Wien, incite tout naturellement à vouloir étendre ces lois au cadre plus général qui est 
celui d’une émission régie par la loi de Planck. 
 
 
                                      
40 Car les solutions ont été obtenues dans un voisinage des solutions de (5.9.34).    
41 En effet, la résolution a été faite par conditions suffisantes, ce qui revient à trouver une solution faible 
du problème de départ. La notion de solution faible est d’autant plus vraie que les relations (5.9.41) ont 
été établies dans le cadre de l’approximation de Wien. 
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5.9.2. Loi dans le cadre d’une émission de Planck : Solution 
numérique 
Afin de déterminer si des relations de la forme de (5.9.41) restent valides dans le cas 
d’une émission de Planck, nous allons chercher numériquement (par méthode de 
Nelder-Mead42, par exemple) l’ensemble des couples ( )1, 2,,opt opti im m  de longueurs d’ondes 
minimisant (5.9.10) pour différentes températures iT . Nous obtiendrons ainsi deux 
ensembles de longueurs d’ondes optimales { }1,optim  et { }2,optim , associés respectivement à 
la première longueurs d’ondes optimale, et à la deuxième longueur d’onde optimale. A 
partir de ces deux ensembles, nous pourrons estimer numériquement par une méthode 
de minimisation par moindres carrés la constante optimale pour chacune des relations 
de (5.9.41). Les fonctionnelles à minimiser sont donc : 
 
( )
( )
21
1
1 1,
22
2
2 2,
R
R opt BSP
BSP i
i i
R
R opt BSP
BSP i
i i
C
J C
T
C
J C
T
m
m
    = .        = .     
∑
∑
  (5.9.42) 
Les constantes 1RBSPC  et 2RBSPC  seront donc définie par : 
 
( )( )
( )( )
1
2
1 1
1
2 2
2
ˆ arg min
ˆ arg min
R
BSP
R
BSP
R R
BSP BSP
C
R R
BSP BSP
C
C J C
C J C
 = =
  (5.9.43) 
Remarque : Une méthode alternative consiste à déterminer le couple ( )1 2,R RBSP BSPC C  en 
minimisant simultanément la somme des fonctionnelles ( )11 RBSPJ C  et ( )22 RBSPJ C . Le 
couple ( )1 2,R RBSP BSPC C  sera donc solution de : 
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∑   (5.9.44) 
Les longueurs d’ondes optimales obtenues numériquement par minimisation de l’écart-
type sur la température et celles obtenue à partir des lois (5.9.45) sont représentées 
Figure 5.7, et les résidus correspondant aux longueurs d’ondes obtenues par les deux 
méthodes sont illustrés Figure 5.8. A des fins de comparaison, les longueurs d’ondes 
optimales pour la mesure mono-spectrale ont également été représentées. 
                                      
42 Cette méthode est également couramment appelée « méthode du simplexe », mais est à ne pas 
confondre avec  l’algorithme du simplexe, initialement proposé par Dantzig, et qui est utilisé pour la 
résolution de problèmes de programmation linéaire. Afin d’éviter toute confusion, nous conserverons la 
dénomination « Nealder-Mead ». 
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Figure 5.7 : Comparaison des longueurs d’ondes 
obtenues par minimisation de l’écart-type sur la 
température, et par la loi de la forme : 
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,
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Figure 5.8 : Résidus (écarts) entre les 
longueurs d’ondes obtenues par 
minimisation de l’écart-type sur la 
température, et par la loi de la forme : 
{ }
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,
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k
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∈
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La faible valeur des résidus (de l’ordre de 410 mµ. ) obtenus, permettent conclure sur la 
validité de la loi de la forme ( ) { }
,
, 1;2
bi Planck R k
opt k BSP k
T Cm .
∈
=  pour la détermination des 
longueurs d’ondes optimales au sens de la minimisation de l’écart-type sur la 
température par méthode bi-spectrale. 
Afin de vérifier si le critère ( )2min 2 2/bi Planckopt T Cm m .∆ =  défini en section 5.5 est bien 
respecté, et déterminer si il existe une relation particulière entre ce critère minm∆  et 
l’écart entre les deux longueurs d’ondes optimales pour la mesure bi-spectrale, nous 
avons représenté Figure 5.9 l’évolution en fonction de la température des écarts imposés 
par le critère minm∆ , et ceux correspondant à la différence 
2 1
bi Planck bi Planck bi Planck
opt opt optm m m
. . .∆ = .   entre les deux longueurs d’ondes optimales 
obtenues. Leur rapport min/
bi Planck
optm m
.∆ ∆  a également été représenté.  
Un fait marquant est que l’on a min1, 9bi Planckoptm m.∆ = ∆ , et cela quel que soit la 
température 300 ;1300T K K ∈    . Cela montre ainsi que le critère minm∆  initialement 
utilisé pour choisir les longueurs d’ondes des filtres expérimentaux n’est pas optimal, 
mais n’est pas non plus complétement aberrant, et est fortement lié à la minimisation 
de l’écart-type sur la température par méthode bi-spectrale.   
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Figure 5.9 : Comparaison des écarts imposés par le critère ( )2min 2 2/bi Planckopt T Cm m .∆ = , et 
ceux correspondant à la différence 2 1
bi Planck bi Planck bi Planck
opt opt optm m m
. . .∆ = . . 
Enfin, la Figure 5.10 illustre sur les courbes de Planck pour 300 ;1300T K K ∈    , les 
différentes longueurs d’ondes optimales pour les mesures mono-spectrales et bi-
spectrales. On note que les longueurs d’ondes mono-spectrales optimales sont toujours 
comprises entre les deux longueurs d’ondes optimales bi-spectrales. 
 
Figure 5.10 : Illustration sur les courbes de Planck pour 300 ;1300T K K ∈    , des différentes 
longueurs d’ondes optimales pour les mesures bi-spectrales et mono-spectrales. 
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6. Méthodes Multi-Spectrales : longueurs d’ondes 
optimales au sens de la minimisation de l’écart-
type de la température 
Dans la section 5.8, il a été montré comment prendre en compte les fonctions de 
transfert de la chaine de mesure sous la forme d’une fonction de transfert moyenne puis 
nous l’avons intégrée dans le calcul de la température.  
L’objectif de cette section est d’étendre la méthodologie précédente à l’estimation de la 
température par méthode de moindres carrés avec prise en compte d’une fonction de 
transfert globale pouvant varier spectralement et incluant l’émissivité. Pour que cela 
soit rendu possible, il va être nécessaire d’utiliser plusieurs longueurs d’ondes. Ces 
méthodes (utilisant plusieurs longueurs d’ondes) portent communément la 
dénomination de « méthodes multi-spectrales ». 
Plusieurs méthodes sont possibles pour la modélisation de la fonction de transfert 
globale. Nous choisirons ici de l’interpoler au plus par une fonction polynomiale d’ordre 
2. Ce choix est dû à de nombreux critères.  
En effet, le choix d’une base polynomiale d’interpolation est dû au fait que le modèle de 
variations réelles de l’émissivité est souvent méconnu, néanmoins, le théorème43 
d’approximation de Weierstrass nous assure que cette fonction (si elle est continue sur 
l’intervalle de mesure) peut être approchée (convergence uniforme44) de façon aussi fine 
que l’on veut par un polynôme, dont le degré et les coefficients dépendent de la 
précision voulue. On est ainsi assuré qu’il existera toujours du point de vue théorique 
un polynôme pouvant décrire le comportement de l’émissivité45. 
Concernant le choix du degré maximum du polynôme d’interpolation, celui-ci se base 
sur le constat que l’estimation de la température avec prise en compte d’un polynôme 
d’ordre 1n .  implique 1n +  inconnues46 et impose donc l’utilisation de 1n +  
longueurs d’ondes afin que le problème soit exactement déterminé47. Or, si nous 
désirons respecter à minima le critère minm∆  pour chacun des couples de longueurs 
d’ondes, nous serons contraints par deux limitations : d’une part, il existe un nombre 
maximum de longueurs d’ondes respectant ce critère (comme cela a été démontré en 
section 5.7), et d’autre part, l’écart entre les deux longueurs d’ondes extrêmes, 
s’accroissant de façon non linéaire à mesure que l’on rajoute des longueurs d’ondes, non 
                                      
43 Ou plus généralement, le théorème de Stone-Weierstrass. 
44 Au sens de la norme infinie. 
45 En d’autres termes, la base de fonctions polynomiales est complète pour les fonctions continues, sur un 
espace vectoriel normé, associé à la norme infinie. 
46 Une pour la température et n  pour les coefficients du polynôme de degré 1n . . 
47 Au sens de l’adéquation entre nombre d’équations et nombre d’inconnues. 
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seulement la gamme spectrale de la chaine de mesure risque de ne pas être adaptée, 
mais de plus, l’hypothèse de modélisation par un polynôme d’ordre 1n .  tombera 
probablement très vite en défaut, et engendrera ainsi un biais de modèle. 
Enfin, on peut invoquer le fait que lors d’une estimation par une méthode de moindres 
carrés, on peut montrer que l’écart-type augmente à mesure que le nombre de 
paramètres augmente. 
Nous commencerons par présenter succinctement les différents algorithmes testés, et en 
particulier celui qui a été retenu pour les estimations. Puis nous aborderons les modèles 
d’estimation associés à leur fonction coût, qui seront comparés numériquement pour 
différentes variations d’émissivité à travers des simulations bruitées et non bruitées de 
type Monte-Carlo, afin de choisir le meilleur modèle pour la présentation de deux 
méthodes de sélection de longueurs d’ondes « optimales », dont une mise en œuvre 
expérimentale sera proposée pour le meilleur des modèles étudiés.  
La première méthode qui sera présentée consiste en une sélection séquentielle des 
longueurs d’ondes « pseudo-optimales ». On montrera que cette méthode ne fournit pas 
les meilleures longueurs d’ondes au sens de la minimisation globale de l’écart-type sur 
la température, mais a l’avantage de permettre un suivi de l’évolution de ce dernier, 
non seulement en fonction du nombre de longueurs d’ondes choisi mais également de 
leurs valeurs, et ainsi de s’adapter à d’éventuelles contraintes expérimentales 
concernant la (non-)disponibilité des filtres « optimaux ».  
Enfin, la seconde méthode qui sera présentée, et sélectionnée pour la mise en œuvre 
expérimentale car fournissant le minimum de variance48, est basée sur la minimisation 
(par méthodes numériques) de l’écart-type sur la température au sens des moindres 
carrés, comme cela a été illustré à la section 5.9.1.  
6.1. Algorithmes d’estimation 
Différents algorithmes et méthodes d’estimation (par minimisation au sens des 
moindres carrés [26, 33, 34]) ont été testés, mais seuls les résultats obtenus à partir de 
celle qui nous a semblé être le meilleur compromis efficacité-précision-rapidité seront 
présentés. En particulier, des méthodes avec et sans gradient49 ont été comparées. 
Une méthode d’estimation par essaim de particules50 a été implémentée, mais elle n’a 
pas été retenue car prohibitive en temps de calcul, y compris en l’absence de bruit. Cet 
                                      
48 Sous hypothèse d’un bruit additif non corrélé, de moyenne nulle, et de variance constante, le théorème 
de Gauss-Markov affirme que l’estimateur « fourni » par la méthode des moindres carrés est celui qui 
donne le minimum de variance sur l’estimé. 
49 Les méthodes sans gradient sont également appelée « méthodes d’ordre zéro », et celle avec gradient 
« méthode d’ordre 1 ».  
50 « Particules Swarm Optimization » (PSO) en anglais. Cette méthode fait partie des méthodes appelées 
méthodes stochastiques. 
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algorithme est relativement récent, cependant, la littérature y faisant référence est 
foisonnante. De nombreuses références pourront être trouvées dans les mémoires de 
thèse de Ruffio [35] et El Dor [36]. On peut également citer quelques articles récents 
et/ou faisant références :[37, 38, 39, 40, 41, 42, 43, 44, 45]. 
Une méthode d’estimation basée sur l’algorithme Nelder-Mead51 [46, 47] a également 
été testée. Cette méthode également d’ordre zéro présente de nombreux avantages 
comparée aux autres méthodes d’ordre zéro. En particulier, elle est simple à mettre en 
œuvre et a l’avantage d’être généralement plus rapide et robuste que les méthodes de 
minimisation par algorithmes génétiques ou par essaims particulaires, qui nécessitent 
par ailleurs un réglage empirique d’hyper-paramètres permettant d’ajuster le 
compromis entre exploration (de l’espace de paramètres) et exploitation (précision de la 
solution, sous contrainte d’un nombre limité d’itérations). Cependant, la méthode ne 
convergeait pas nécessairement et présentait une relative lenteur [48, 49, 50]. De 
nombreuses évolutions de cette méthode existent et permettent d’en améliorer la 
convergence locale, telle que la méthode de Torczon [51, 52, 53, 54, 55] qui limite les 
phénomènes de dégénérescence du simplexe52. D’autres évolutions de la méthode 
permettent de prétendre à une convergence globale [56, 57, 58] de l’algorithme par 
réinitialisation (à partir des valeurs de convergence) ou en l’associant à une méthode 
métaheuristique telle que les « algorithmes génétiques » [59, 60, 61, 62], ou les 
« algorithmes à essaim particulaire » [63, 64, 65, 66, 67, 68, 69], par exemple. 
Ces évolutions n’ont pas étés réalisées, car elles ont pour conséquence d’augmenter le 
temps de calcul, ce qui était contraire à l’objectif recherché. 
L’algorithme choisi53 s’inspire de celui de Gill [70, 71] pour la décomposition en valeurs 
singulières54 de la matrice de sensibilité55, et de celui de Levenberg-Marquardt [72, 73] 
                                      
51 Méthode couramment appelée « méthode du simplexe », mais est à ne pas confondre avec  l’algorithme 
du simplexe, iniatialement proposé par Dantzig, et qui est utilisé pour la résolution de problèmes de 
programmation linéaire. Afin d’éviter toute confusion, nous conserverons la dénomination « Nealder-
Mead ». 
52 Egalement appelé « polytope » ou encore « n-polytope », et correspond mathématiquement à la 
généralisation à la dimension n de la notion géométrique du triangle en dimension 2. 
53 L’algorithme implémenté sous la forme d’une fonction « leasqr.m » et adaptée au logiciel Octave est 
disponible à l’adresse [230]. 
54 Il s’agit plus particulièrement dans l’algorithme utilisé d’une décomposition en valeurs singulières « 
économique (également appelée « fine ») » qui fait partie de la classe des décompositions en valeurs 
singulières réduites. La méthode consiste à ne conserver que les n premiers vecteurs singuliers à gauche 
(i.e, les n premières colonnes de la matrice U, pour les notations classiques de la SVD), n étant le 
nombre de vecteurs singuliers à droite (i.e, la dimension de la matrice V, toujours pour les notations 
classique de la SVD). Remarquons que la matrice des valeurs singulières est ainsi carrée, de dimension n, 
et diagonale. De plus, notons que dans le cas d’une estimation de paramètres, n est égale au nombre de 
paramètres, car lors d’une décomposition en valeurs singulières de la matrice de sensibilité, le nombre de 
vecteurs singuliers à droite est égal au nombre de colonnes de la matrice de sensibilité (qui lui-même est 
égal au nombre de paramètres). 
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pour la régularisation de l’inversion de l’équation normale56 par adjonction d’un terme 
de pénalisation.  
Les étapes clefs de l’algorithme utilisé sont : 
- Pré-conditionnement57 [74, 75, 76] de la matrice de sensibilités (également 
appelée Jacobienne) par adimensionnement (à chaque itération du calcul du 
nouveau pas de descente) des sensibilités par normalisation au sens de la norme 
euclidienne. 
- Régularisation au sens de Levenberg-Marquardt par adjonction d’un terme de 
pénalisation dans la matrice diagonale des valeurs singulières, et recherche 
linéaire « inexacte58 » (par liste de valeurs prédéfinies) du terme de pénalisation 
optimal au sens de la minimisation des résidus. Notons que la recherche linéaire 
donne un caractère globalisant59 à la convergence de la méthode [77, 78]. Les 
faibles valeurs du terme de pénalisation impliquent une plus grande fidélité au 
problème initial, mais qui peut être sensible au bruit/erreurs numériques et de 
mesure à cause de faibles valeurs singulières, alors que de fortes valeurs du 
terme de pénalisation impliquent une réduction de la sensibilité au bruit, ainsi 
que l’apparition d’un biais de modèle [79, 80, 81, 82]. 
Cette méthode a été choisie pour ses performances, car elle est relativement rapide et 
robuste comparée aux autres méthodes citées précédemment. De plus, l’utilisation de 
cet algorithme n’a pas nécessité la mise en place de contraintes pour converger60. 
Enfin, précisons qu’un algorithme à régions de confiance a également été testé, 
notamment à titre de comparaison lors de la mise en place de contraintes sur les 
paramètres, mais n’a pas été retenu car était globalement moins performant que 
l’algorithme choisi.  
                                                                                                                    
55 Egalement appelée Jacobienne en mathématique. 
56 En algèbre linéaire, la dénomination « équations normales » est donnée aux équations (matricielles) de 
la forme : t tA Ax A b= . Les solutions d’un tel système (dont le système initial Ax b=  est 
généralement sur-déterminé) sont appelées « pseudo-solutions ».    
57 De nombreux exemple de l’importance d’un pré-conditionnement et de l’impact d’un mauvais 
conditionnement sur la sensibilité (et donc l’estimation) du système aux erreurs sont abordés dans les 
références citées. 
58 La terminologie « inexacte » est employée par opposition à « exacte » car les valeurs sont ici tabulées, 
contrairement à la recherche linéaire « exacte » de pas optimal qui est issue de la résolution d’un sous-
problème de minimisation. 
59 Les méthodes de Newton, de Gauss-Newton, et par extension, de Levenberg-Marquardt classique, ont 
un caractère de convergence locale. Cependant, on peut montrer que la recherche linéaire (exacte ou 
inexacte) de pas optimal, confère à ces méthodes un certain caractère de convergence globale. Cela est en 
grande partie due au fait que la variation du pas de descente permet de « s’extirper » de certains 
minimums locaux. 
60 A l’exception de rares cas. 
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6.2. Présentation des différents modèles d’estimation 
Trois modèles vont être présentés et comparés. Chacun de ses modèles permettra de 
prendre en compte une modélisation polynomiale jusqu’à l’ordre 2 des variations 
spectrales de la fonction de transfert globale (incluant l’émissivité) de la chaine de 
mesure. Le premier modèle est basé sur le rapport de flux sous approximation de Wien. 
Il s’inspire donc du modèle utilisé en mesure bi-spectrale. Le second est uniquement 
basé sur le rapport de flux, sous hypothèse d’émission de Planck. Enfin, le dernier est 
simplement basé sur la loi d’émission de Planck. 
6.2.1. Méthode Multi-Spectrale basée sur le rapport de flux et 
l’approximation de Wien : Méthode « TNL.TXY » 
En notant ( )f m  la fonction de transfert globale (incluant l’émissivité) de la chaine de 
mesure, le flux ( ),i i Tϕ m  reçu par le détecteur à la longueur d’onde im  sous 
approximation de Wien, s’écrit :  
 ( ) ( )
5
51 2
1 2
2
exp ,
exp 1
i
i i i i i
i
i
C C
f f C T C
C T
T
m
ϕ m m m m
m
m
.
.
 .  = ∀ <<      .   
   (6.2.1) 
En effectuant un développement limité61 à l’ordre 2 de la fonction ( )f m  autour de la 
longueur d’onde moyenne 
1
/
fN
m i f
i
Nm m
=
= ∑ , on a alors : 
 ( ) ( ) ( )20 1 2m mf a a am m m m m= + . + .   (6.2.2) 
Le principe de la mesure est alors le suivant : Soient ( ),
f
i j i j N
m m
< ≤
 les couples de deux 
longueurs d’ondes auxquelles on veut effectuer nos mesures, avec fN  le nombre de 
longueurs d’ondes différentes. Dans notre cas 4fN = , car nous aurons quatre 
paramètres à estimer : La température T et les trois coefficients du polynôme 
d’interpolation d’ordre 2. En pratique, ces longueurs d’ondes correspondent à celles des 
filtres monochromatiques.  
Pour chaque couple de longueur d’onde, à partir de l’approximation de Wien (6.2.1), on 
peut calculer à l’aide du rapport des flux, la température ijT  définie par :  
                                      
61 Rappelons que la notion de développement limité est plus générale que celle de développement de 
Taylor, car elle ne nécessite pas, par exemple, que la fonction soit deux fois  -différentiable. 
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  (6.2.3) 
En factorisant par 0a  numérateur et dénominateur de la fraction correspondant au 
rapport des fonctions de transferts globales, on peut diminuer le nombre de paramètres 
à estimer, et l’expression (6.2.3) se simplifie en :    
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j m j m ji
j ii m i m
C
T a a
a a
a a
m m
m m
m m m m mϕ
ϕ mm m m m
.
   .   
= ∀ ≠
     + . + .           + . + .    
  (6.2.4) 
Avec : 10 1 0/a a a= , et 20 2 0/a a a= .  
Pour des raisons numériques62, il peut également être avantageux de réduire les 
paramètres 10a  et 20a . Ainsi, en mettant mm  en facteur devant chacune des 
parenthèses concernées, l’expression (6.2.4) devient : 
 ( )
2
2
5
2
1 1
, ,
1 1 1
ln
1 1 1
j i
ij i j
j j
m m ji
j ii i
m m
C
T X Y
X Y
X Y
m m
m m
m m
m m mϕ
ϕ mm m
m m
.
   .   
= ∀ ≠
             + . + .                                + . + .                
  (6.2.5) 
Avec : 10mX am= , et 20mY am= .  
C’est l’expression (6.2.5) que nous utiliserons pour effectuer l’estimation de paramètres. 
 
Remarque : Nous montrerons en section 6.3 p.87 que l’emploi de la relation (6.2.3) 
pour chacun des couples de longueurs d’ondes mènerait à un système sous-déterminé. 
En effet, il y a les quatre paramètres { }0 1 2, , ,T a a a  à estimer, et il est possible à l’aide 
de quatre longueurs d’ondes de former 24 6C =  rapports de flux différents. Cependant, 
nous montrerons que seuls trois rapports de flux sont indépendants, et que par 
conséquent il n’est possible d’identifier que trois paramètres. D’où la nécessité des 
                                      
62 Du point de vue numérique, afin de limiter les erreurs d’arrondis et de troncatures, il est souvent 
préférable de manipuler des nombres ayant le même ordre de grandeur. Bien que les erreurs numériques 
puissent souvent sembler dérisoires à première vue, la propagation de celles-ci, ou leur incidence en cas 
de matrices mal conditionnées, peuvent être considérables. 
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expressions (6.2.4) ou (6.2.5) pour que le problème soit bien déterminé au sens de la 
concordance entre nombre d’équations et de paramètres à estimer. 
 
L’estimation des paramètres { }, ,T X Y  sera réalisée par minimisation de la fonction 
coût (6.2.6), dans laquelle ( ),ijT X Y  représente la température bi-spectrale calculée à 
l’aide du rapport 
exp
exp
i
j
ϕ
ϕ
 des flux expérimentaux mesurés aux longueurs d’ondes ( ),i jm m  : 
( ) ( )( )
( ) ( )( ) ( )( ) ( )( )
2
1
2
2 2 2
12 13 14
, , ,
, , , , ,
fN
W j
j
W
S T X Y T T X Y
S T X Y T T X Y T T X Y T T X Y
=
= .
⇔ = . + . + .
∑
  (6.2.6) 
Notons que l’on aurait également pu choisir toute autre combinaison d’au moins trois 
couples ( ),i j  possibles, tels que :  
 
( ) ( )( )
( ) ( )( ) ( )( ) ( )( )
1
2
1
1
2 2 2
12 23 34
, , ,
, , , , ,
fN
W ij
i
j i
W
S T X Y T T X Y
S T X Y T T X Y T T X Y T T X Y
.
=
= +
= .
⇔ = . + . + .
∑
  (6.2.7) 
Ou encore, la minimisation des 24 6C =  couples possibles. Néanmoins, d’une part, dans 
la section 5.3.3 il a été montré qu’il était préférable de choisir de grand rapport de flux, 
c’est à dire les rapport 1/i au lieu des rapports i/(i+1), et d’autre part, non seulement 
il sera montré en section 6.3 p.87 que toute combinaison de longueurs d’ondes déjà 
utilisées n’apporte aucune information supplémentaire, mais de plus, des simulations 
numériques ont montré que les estimations pouvaient s’en trouver fortement dégradées. 
En particulier, même sans bruit et sans biais de modèle, c’est-à-dire pour un flux simulé 
à l’aide de la loi de Wien, il est possible d’obtenir des erreurs sur la température de 
l’ordre de 70K si l’interpolation est réalisée sur les trois premières longueurs d’ondes ! 
Nous choisirons donc la fonctionnelle (6.2.6) pour toutes nos estimations effectuée à 
l’aide du modèle (6.2.5). 
La méthode présentée dans cette section 6.2.1 sera appelée méthode « TNL.TXY ». Le 
préfixe « TNL » pour Température par modèle Non Linéaire, et le suffixe « TXY » 
pour rappeler les paramètres à estimer. Le même principe de dénomination sera utilisé 
pour les autres méthodes. 
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6.2.2. Linéarisation du modèle « TNL.TXY » et estimation par 
prédiction-correction : Méthode « TL.TXY » 
Il a été constaté que l’estimation est sensible aux valeurs d’initialisation des 
paramètres. Ce point soulève les questions de problème bien ou mal posé, bien ou mal 
conditionné, ou encore de corrélations entre les paramètres. L’étude théorique de ces 
points est en cours. Cependant, afin de faciliter la convergence de l’algorithme, on se 
propose de l’initialiser avec les solutions obtenues à l’aide d’un système linéarisé, dont 
les solutions sont estimées par prédiction-correction à l’aide d’une méthode de moindres 
carrés ordinaires. 
L’idée est de ne considérer dans un premier temps qu’une dépendance linéaire de la 
fonction de transfert globale, de linéariser le système (6.2.4), d’estimer les paramètres 
par moindres carrés ordinaires63 (inversion matricielle de l’équation normale associée), 
puis de recommencer la procédure en considérant une dépendance quadratique (ordre 
2) de la fonction de transfert globale, mais dans laquelle on a injecté la solution 
précédemment trouvée comme voisinage de recherche de paramètre Xδ . 
Contrairement à la section 6.2.1, supposons : 
 
( ) ( ) ( ) ( )
( ) ( )
2
0 1 2
2
1 2
, ,
ij
j j i j i i j
j i ij ij
f a a a
f f a a
m
m m m m m m m
m m m
∆
= + . + . ∀
⇔ = + ∆ + ∆

  (6.2.8) 
Dans ce cas, on a : 
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f f f
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∆
= + . + .
⇔ = + ∆ + ∆

 
  (6.2.9) 
On peut alors exprimer la température bi-spectrale ijT  à l’aide du rapport de flux 
/j iϕ ϕ , en écrivant successivement : 
 ( )
2
2
5
2
exp
exp
1j jij ij
i
i
i
j
C
T
C
T
X Y
ϕ m
m
m
m
ϕ m
.
 .     
 .     
         = + ∆ + ∆          
  (6.2.10) 
                                      
63 La démarche consiste donc dans un premier temps à trouver la pseudo-solution (au sens de l’algèbre 
linéaire) du problème faible (au sens mathématique) ne considérant qu’une dépendance linéaire de la 
fonction de transfert globale. 
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1 1
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j i
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ij ij
j i
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m m
m m
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ϕ m
.
   .   
⇒ = ∀ ≠
     + ∆ + ∆      
  (6.2.11) 
En ne considérant dans (6.2.11) que le développement à l’ordre 1 (en ijm∆ ) de la 
fonction de transfert globale, on a :  
( ) ( )
2 2
5 5
5
1 1 1 1
ln 1
ln 1 ln 1
ln
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j i j i
L
j j iji i
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j i j i ji
j i
C C
T T
X
X
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.
       . .        
≈ = =
         + ∆         + ∆ +                                  
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

 
 
 
 
  (6.2.12) 
On peut alors exprimer (6.2.12) à l’aide de la température bi-spectrale ijT  en posant :  
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j i
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ϕ m
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.
     .     =                  + ∆ =                   
  (6.2.13) 
D’où :  
 
1ij
ij
L
ij
T
T T
δ
≈ =
+
  (6.2.14) 
En supposant en première approximation que 1ijδ  , on a alors au premier ordre 
( )1 / 1 1ij ijδ δ+ . , et l’expression (6.2.14) se simplifie en :   
 
ijL ij ij ij
T T T T δ≈ .   (6.2.15) 
Sous hypothèse que 1ijXm∆  , au premier ordre on a, ( )ln 1 ij ijX Xm m+ ∆ ∆ , et la 
relation (6.2.15) s’écrit finalement : 
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T K X T
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ϕ m
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∆
≈ .
           
⇔ + =


  (6.2.16) 
Remarque : Notons que dans le cas du corps gris (( ) ( ), 0, 0 0ijX Y δ= ⇒ = ), les 
expressions (6.2.15) et (6.2.16) nous permettent de calculer la température vraie (sous 
approximation de Wien), qui est égale à la température bi-spectrale, car on a : 
ijL ij
T T T= = .  
Les paramètres { },T X  de (6.2.16) peuvent alors être estimés au sens des moindres 
carrés par résolution du système matriciel associé à (6.2.16), en remplaçant dans les 
expressions i
j
ϕ
ϕ
 par le rapport de flux expérimentaux 
exp
exp
i
j
ϕ
ϕ
. 
En notant ( )0 0,T X  la solution de (6.2.16) au sens des moindres carrés, l’expression 
(6.2.11) peut alors s’écrire sous la forme : 
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   .   
= ∀ ≠
     + ∆ + + ∆      
  (6.2.17) 
Dont les inconnues sont maintenant ( ), ,T X Yδ .  
Afin de les estimer, la méthode consiste à linéariser (6.2.17), en supposant 
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m δ
ϕ m
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 , et en développant au premier 
ordre :  
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   .   
=
      + + ∆ + + ∆      
  (6.2.18) 
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      + ∆ + + ∆   ⇔ = .    + ∆ + + ∆       +                           
   (6.2.19) 
Reste alors à linéariser le logarithme de la fonction de transfert globale, pour cela 
remarquons que  :  
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 ∆  + ∆ + + ∆ = + ∆ + ∆ + +    + ∆ + ∆ 
  (6.2.20) 
 
Or, nous avons d’une part : 
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  ∆  + ∆ + ∆ = + ∆ +   + ∆   
    ∆  ⇔ + ∆ + ∆ = + ∆ + +   + ∆     


  (6.2.21) 
En supposant 1Yδ  , on a au premier ordre, ( )ln 1 Y Yδ δ+  , d’où :   
 ( )
0
2
0ln 1 ij ij X YX Y Lm δ+ ∆ + ∆ +   (6.2.22) 
D’autre part, en posant 
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, et en supposant 1XYδ  , au 
premier ordre nous avons également : 
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    (6.2.23) 
Si de plus on suppose 
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
  (6.2.24) 
Finalement, en posant 
5
ln jiij
j i
K
mϕ
ϕ m
.     =       
, l’expression linéarisée de (6.2.18) s’écrit : 
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D’où, en posant 
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=
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1 Xij ijX ij X ij
ij ij ij
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T R X R Y T
K K K
δ m
  + + ∆ = .    
  (6.2.26) 
Expression à partir de laquelle les paramètres ( ), ,T X Yδ  peuvent être estimés au sens 
des moindres carrés par résolution du système matriciel associé à (6.2.26). 
La température estimée à partir de (6.2.26) servira de valeur d’initialisation aux autres 
modèles (non linéaires) d’estimation. 
Cette méthode d’estimation par prédiction-correction sera appelée méthode TL.TXY. 
Comme indiqué en section 6.2.1, le préfixe « TL » a pour but ici de désigner 
Température par modèle Linéarisé, et le suffixe « TXY » rappelle les paramètres 
concernés.   
Les méthodes TNL.TXY et TL.TXY étant basées sur l’approximation de Wien, elles 
induisent par conséquent un biais de modèle qui nuit64 à la précision de l’estimation de 
la température. 
Dans les deux sections suivantes on se propose de présenter deux méthodes ne reposant 
pas sur l’approximation de Wien. La première, basée sur le rapport de flux exprimés à 
l’aide de la loi de Planck est présentée en section 6.2.3, et la seconde, reposant 
simplement sur la loi de Planck, est présentée section 6.2.4. 
6.2.3.  Méthode Multi-Spectrale basée sur le rapport de flux et la 
loi de Planck : Méthode « TNL.Tbc » 
La démarche est analogue à celle développée en section 6.2.1, si ce n’est que nous 
n’utiliserons pas l’approximation de Wien, mais la loi de Planck, et que par conséquent 
nous ne pourrons exprimer la température ijT  en fonction du rapport de flux. 
Ainsi, le modèle proposé s’écrit : 
                                      
64 Ce terme pourrait être nuancé au sens où dans certains cas, tels que celui des problèmes mal posés, il 
peut être préférable de biaiser le modèle (par réduction de paramètres, par exemple) afin de réduire la 
variance sur les paramètres estimés. Cependant, cela n’est pas le cas du modèle TNL.TXY, qui par 
ailleurs, conserve le même nombre de paramètres que le modèle non biaisé TNL.Tabc qui sera présenté.    
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Qui comme pour les expressions (6.2.4) et (6.2.5), peut se simplifier (diminution du 
nombre de paramètres) et s’exprimer à l’aide de coefficients réduits, par : 
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Avec : 1 0/mb a am= , et 2 0/mc a am= .  
L’estimation des paramètres { }, ,T b c  sera alors réalisée par minimisation de la fonction 
coût (6.2.29), dans laquelle expkϕ  désigne le flux expérimental spectral mesuré à la 
longueur d’onde km  : 
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  (6.2.29) 
Remarque : Les commentaires de la section 6.2.1 concernant les différentes possibilités 
de choix de couples de longueurs d’ondes pour la fonction coût (6.2.6), restent 
également valables pour la fonction coût (6.2.29).  
La méthode d’estimation présentée dans cette section 6.2.3 sera appelée méthode 
« TNL.Tbc », dont la dénomination suit le même principe que celui utilisé pour définir 
le nom des modèles définis précédemment. 
6.2.4. Méthode Multi-Spectrale basée sur la loi de Planck 
6.2.4.1. Développement limité de la fonction de transfert globale 
Les modèles précédents étant basées sur le rapport de flux, éventuellement associés à 
l’approximation Wien, ces modèles d’estimation présenteront par conséquent un biais 
systématique en présence de bruit (cf. section 5.4), biais pouvant devenir non 
négligeable en fonction des conditions expérimentales. C’est pourquoi, nous allons 
présenter un modèle non biaisé, que nous appellerons modèle « TNL.Tabc », basé sur 
l’estimation des flux exprimés à l’aide de la loi de Planck. Ce modèle prendra 
également en compte une modélisation jusqu’à l’ordre 2 de la fonction de transfert 
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spectrale globale de la chaine de mesure (incluant l’émissivité) à l’aide de coefficients 
(a,b,c) qui seront à estimer.  
Le modèle proposé s’écrit donc : 
 ( ) ( )
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L’estimation des paramètres { }, , ,T a b c  sera alors réalisée par minimisation de la 
fonction coût (6.2.31), dans laquelle expkϕ  désigne le flux expérimental spectral mesuré à 
la longueur d’onde km , et avec ( ), , ,k T a b cϕ  donné par (6.2.30) : 
 
( ) ( )
( ) ( ) ( )
2exp
1
2 2exp exp
1 1 4 4
, , , ( , , , (
, , , ( , , , ( ........... ( , , , (
fN
i i
i
J T a b c T a b c
J T a b c T a b c T a b c
ϕ ϕ
ϕ ϕ ϕ ϕ
=
= .
⇔ = . + + .
∑
  (6.2.31) 
6.2.4.2. Développement sur la base des polynômes de Lagrange pour la 
mise en place de contraintes 
Afin de pouvoir régulariser la méthode d’estimation par mise en place de contraintes, il 
peut être avantageux d’exprimer la fonction de transfert globale (incluant l’émissivité), 
à l’aide des polynômes d’interpolation de Lagrange. En effet, la décomposition de la 
fonction de transfert ( )f m  dans la base de Lagrange a pour conséquence que les 
coefficients des différents polynômes constitutifs de la base de projection correspondent 
respectivement aux valeurs ( )i if m  de la fonction de transfert aux différentes longueurs 
d’ondes im . 
Afin d’illustrer ces propos, on donne l’expression de la fonction de transfert globale 
( )f m  à l’ordre n dans la base des polynômes de Lagrange, qui s’écrit : 
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  (6.2.32) 
Les valeurs de la fonction de transfert étant nécessairement compris entre 0 et 1, il 
nous sera possible de mettre en place un algorithme avec contraintes sur les coefficients 
du polynôme de Lagrange, ce qui correspond à contraindre les valeurs de la fonction de 
transfert, tel que ( ) 0,1 ,i if m m ∈ ∀  .  
En particulier, dans notre cas correspondant au développement à l’ordre 2 de la 
fonction de transfert globale, on aura : 
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Notons que l’indice i dans l’expression (6.2.33) représente trois longueurs d’ondes 
quelconques parmi les quatre possibles. En pratique, afin d’améliorer le 
conditionnement numérique du système, il est préférable de choisir les deux premières 
longueurs d’ondes proches et de prendre pour dernière longueur d’onde une qui soit très 
éloignée des deux précédentes65. En effet, cela a pour première conséquence de 
« casser » l’effet linéarisant potentiel d’un choix de longueurs d’ondes proches, ce qui 
améliorera la sensibilité au coefficient quadratique du polynôme d’interpolation. De 
plus, cela limitera également les éventuels phénomènes de Runge66.   
Notons également que c’est à l’aide de cette dernière méthode (méthode 
« TNL.Tabc ») que nous établirons la méthode de sélection des longueurs d’ondes 
optimales, car le modèle (6.2.30) ne souffre ni d’un biais dû à l’approximation de Wien, 
ni d’un rapport de flux induisant un biais systématique en présence de bruit. 
Rappelons que l’illustration du biais systématique induit par la présence de bruit dans 
les modèles basés sur le rapport de flux à fait l’objet de la section 5.4. Bien qu’établie 
dans le cadre des méthodes bi-spectrales, celle-ci s’étend tout naturellement aux 
méthodes multi-spectrales.  
6.3. Nombre de degrés de liberté du système d’équation 
des méthodes basées sur le rapport de flux 
Remarque préliminaire : Cette section étant particulièrement calculatoire, elle a été 
reléguée en Annexe A.5 p.311. Ainsi, seuls les principaux résultats seront présentés ici. 
L’idée initiale de l’extension de la méthode bi-spectrale à plusieurs longueurs d’ondes 
était de pouvoir estimer la température, ainsi que les deux coefficients { },X Y  du 
polynôme d’ordre 2 modélisant la fonction de transfert globale (incluant l’émissivité), à 
partir du rapport des mesures de flux effectuées à 3 longueurs d’ondes différentes, car le 
rapport permettait de s’affranchir d’un coefficient. 
                                      
65 Dans l’idéal, si le rapport signal sur bruit est favorable, il est préférable de prendre la plus éloignée de 
toutes. 
66 Du point de vue de l’interpolation polynomiale « pure », on montre qu’un choix de points 
régulièrement espacés conduit à des phénomènes de divergence (oscillations parasites) du polynôme 
d’interpolation. Néanmoins, ces phénomènes peuvent être limités en choisissant des points dits de 
« Chebyshev-Gauss-Lobatto », qui d’un point de vue géométrique, revient à choisir les abscisses des 
points régulièrement espacés sur le cercle trigonométrique. 
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De plus, de prime abord, une autre idée séduisante des méthodes basées sur le rapport 
de flux est le nombre ( )2 1 / 2NC N N= .  de combinaisons différentes de rapports de 
flux qu’il est possible de former à partir de N  mesures de flux.  
Cependant, on peut montrer (cf. Annexe Annexe A.5 p.311) que les équations du 
système formé à partir de l’ensemble de ces combinaisons sont liées. Par conséquent, 
pour avoir un système linéairement indépendant, il est nécessaire d’avoir une longueur 
d’onde de plus que de paramètres apparents dans le rapport simplifié de la fonction de 
transfert, c’est-à-dire qu’il est nécessaire d’avoir autant de longueurs d’ondes que de 
paramètres « réels » à estimer.  
Ainsi, en particulier, si l’on veut estimer les paramètres (T,X,Y) il est nécéssaire 
d’avoir quatre longueurs d’ondes distinctes. 
Bien entendu, ce constat est généralisable pour un plus grand nombre de longueurs 
d’ondes et une fonction de transfert d’ordre plus élevé (cf. Annexe A.5 p.311).   
6.3.1. Conclusion 
En conclusion, en numérotant les mesures de flux ϕ  à la longueur d’onde im  sous la 
forme iϕ , nous avons montré qu’en formant tous les rapports de la forme 1/i iϕ ϕ + , 
nous pouvons en déduire par combinaisons de ces rapports n’importe quel autre 
rapport. Ceci traduit en fait, qu’il est indispensable d’introduire des rapports faisant 
intervenir à chaque fois au moins une longueur d’onde encore non utilisée, sans quoi 
nous aurons un système lié, et par conséquent, sous-déterminé. 
6.4. Longueurs d’ondes optimales 
Dans cette section, nous allons tout d’abord établir des critères permettant de 
déterminer la méthodologie à suivre pour effectuer les mesures sans amplifier les 
erreurs67. Puis, celle-ci sera mise à profit dans la présentation d’une méthode 
permettant de déterminer séquentiellement les longueurs d’ondes « pseudo-
optimales68 » au sens de la minimisation de l’écart-type sur la température. Bien que 
cette méthode ne soit pas optimale, elle présente néanmoins l’avantage de visualiser 
l’évolution de l’écart-type sur la température en fonction de la valeur des longueurs 
d’ondes et de leur nombre. Enfin, les résultats obtenus à l’aide de la méthode 
d’optimisation globale69 (avec et sans contraintes) seront présentés. Afin de simplifier 
l’interprétation des résultats, bien que les méthodes restent applicables dans le cas 
                                      
67 Dues au bruit de mesure et/ou à la méconnaissance des valeurs réelles des grandeurs concernées. 
68 La terminologie « pseudo-optimales » est due au fait que nous montrerons que cette méthode n’est pas 
celle qui fournit le minimum d’écart-type sur la température. 
69 Au sens de la minimisation de l’écart-type sur la température. 
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d’une émissivité70 variable, nous la supposerons constante et unitaire pour les deux 
méthodes : séquentielle et globale. 
6.4.1. Méthodologie de mesure 
Bien que les modèles présentés précédemment en section 6.2 (cf. équations (6.4.1) à 
(6.4.3)), consistent à effectuer des mesures de température sans pour autant maitriser 
tous les facteurs d’influence, il est cependant nécessaire de prendre certaines 
précautions afin de minimiser l’erreur de mesure sur la température.  
D’une part, nous ne travaillerons que sur la partie croissante de la courbe de Planck 
car les sensibilités réduites du flux à la température Td  et à la longueur d’onde md  
sont d’autant meilleures que l’on travaille à courtes longueurs d’ondes (6.4.4). 
D’autre part, nous essayerons d’avoir un rapport de flux le plus grand possible afin de 
minimiser l’erreur de mesure 
i
e
mϕ
 sur le flux à la longueur d’onde im  (6.4.5) (on 
supposera que 
i j
e e
m mϕ ϕ
≈ ). 
De plus, nos filtres devront respecter un écart minimum m∆  (6.4.6) pour ne pas 
amplifier l’erreur de mesure, tout en restant les plus proches possible afin de minimiser 
l’erreur de mesure due à la variation spectrale71 de l’émissivité. Cependant, notons 
qu’aux très courtes longueurs d’ondes (UV), la relation (6.4.6) se linéarise et par 
conséquent il devient possible de choisir un écart constant entre deux longueurs d’ondes 
successives.  
Remarquons que pour effectuer N rapports de flux indépendants, il est nécessaire 
d’avoir N+1 mesures. Cela implique que pour estimer trois paramètres à partir de 
(6.4.1) ou (6.4.2), nous aurons besoin de 3+1=4 longueurs d’ondes. Cette précaution 
nous permettra d’éviter de lancer nos estimations avec un système sous-déterminé. 
Pour finir, notons d’une part, que l’approximation de Wien devient d’autant moins 
précise que la température et/ou la longueur d’onde diminue ( 2iT Cm << ), et d’autre 
part, que l’erreur relative sur la température due à une erreur sur l’émissivité (en 
supposant que 
, ,
/
T T
e cste
mε m
ε ≈ ) diminue dans les mêmes circonstances (6.4.7). 
                                      
70 Dans cette section, afin d’alléger la présentation des méthodes de sélection des longueurs d’ondes 
optimales, nous parlerons d’émissivité au lieu de fonction de transfert globale de la chaine de mesure. Ces 
deux termes pouvant bien entendu être substitués sans perte de généralité, car ces deux fonctions 
doivent être bornées entre 0 et 1.  
71 Qui, dans l’idéal, doit pouvoir être modélisée par un polynôme d’ordre 2. 
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• Remarque concernant les dénominations des modèles : 
La dénomination de chacun des modèles est composée du préfixe « TNL », signifiant 
Température obtenue par modèle Non Linéaire.  
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Les différents préfixes utilisés servent à indiquer les paramètres qui sont à estimer. En 
particulier, « TNL.TXY » indique que les paramètres à identifier sont 
{ }, ,T X Y  (modèle de variation quadratique); alors que « TNL.TX » sera utilisé pour 
indiquer que les seuls paramètres à estimer sont { },T X  (modèle de variation linéaire), 
le paramètre Y  du modèle « TNL.TXY » étant fixé à zéro. 
Cette convention de notation sera utilisée pour chacun des différents modèles : 
« TNL.TXY », « TNL.Tbc », « TNL.Tabc ».  
6.4.2. Modèle commun aux méthodes de minimisation séquentielle 
et globale 
Les critères précédemment établis, exprimés pour la plupart sous forme d’inégalités, 
nous permettent de définir une méthodologie de mesure. Cependant, comme ils 
apparaissent en termes d’inégalités, ils n’indiquent pas avec précision quelles sont les 
longueurs d’ondes optimales auxquelles il faut effectuer nos mesures. Pour cela, il faut 
définir une nouvelle fonctionnelle à minimiser. La méthode utilisée pour l’estimation de 
la température étant basée sur la minimisation d’une fonction coût à l’aide d’une 
méthode de moindres carrés [26], il semble alors naturel de définir comme « longueurs 
d’ondes optimales72 », celles qui minimisent l’écart-type sur la température estimée. La 
détermination des différentes longueurs d’ondes optimales sera réalisée à l’aide de la 
fonction coût ( ), , ,J T a b c  (6.4.3) associée au modèle « TNL.Tabc », car celui-ci est le 
seul (comparé aux autres modèles proposés) qui ne nécessite ni l’approximation de 
Wien, ni ne présente de biais systématiques en présence d’un bruit additif au flux et de 
moyenne nulle73. Les propriétés statistiques de l’estimateur des paramètres associées à 
(6.4.3) et « fourni » par la méthode des moindres carrées sont données par la matrice 
de Variance-Covariance, matrice à partir de laquelle on peut déterminer les écart-types 
ic
σ  des différents paramètres, et en particulier, celui de la température Tσ . Le modèle 
« TNL.Tabc » (6.4.3) étant non linéaire, nous utiliserons l’expression approchée de la 
matrice de Variance-Covariance des moindres carrés ordinaires, qui est donnée pour un 
vecteur paramètres ( ), , ,T a b c=β , sous hypothèses d’un bruit additif, indépendant, 
identiquement distribué (variance 2bruitσ constante74, et moyenne nulle), par : 
                                      
72 Ou « pseudo-optimales » dans le cas de la sélection séquentielle. 
73 Ce qui n’est pas le cas des méthodes basées sur le rapport de flux, comme cela a été démontré en 
section 5.4. 
74 En statistique, on emploi également le terme « d’Homoscédasticité », pour désigner le fait que la 
variance des erreurs stochastiques soit constante (identique pour chaque observation). 
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Avec X  la matrice de sensibilité, définie par : 
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On prendra pour valeur de l’écart-type du bruit, celui que l’on a expérimentalement 
avec la caméra infrarouge, et ayant pour valeur 4 28, 97.10 .bruit W mσ .≈  (soit 
37, 43.10 %.  du maximum de la loi de Planck). 
6.4.3. Longueurs d’ondes « Pseudo-Optimales » : Méthode 
Séquentielle 
6.4.3.1. Principe de la M éthode de Sélection Séquentielle  
La méthode de sélection séquentielle de longueurs d’ondes « pseudo-optimales » 
consiste à choisir pour premier filtre de longueur d’onde 1optm , celui qui minimise 
l’écart-type Tσ  sur la température (6.4.8), en supposant que la mesure est mono-
spectrale75. Il n’y a donc qu’un seul paramètre à estimer76, la température T. La 
matrice de sensibilité X  n’est alors composée que de la première colonne de (6.4.9). Les 
résultats obtenus pour la sélection de 1optm  sont illustrés en Figure 6.1 et Figure 6.2. 
Les résultats obtenus sont bien entendu identiques à ceux de la section 4.4. En 
particulier, on remarque que la longueur d’onde optimale est légèrement inférieure à 
celle donnant le maximum de flux (Figure 6.1), et que l’écart-type augmente lorsque le 
rapport signal sur bruit ou la sensibilité du flux à la température .T Tϕ d  (6.4.4) 
diminuent (Figure 6.2). Notons également, que la longueur d’onde optimale obtenue est 
indépendante de la valeur fixée pour l’émissivité77 (cf. section 4.4). 
                                      
75 Les détails de la méthode ont été présentés en section 4.4, et plus précisément en section A.3.1 p.257 
dans le cas de l’approximation de Wien. La démarche est ici analogue, si ce n’est l’emploi de la loi de 
Planck (6.4.3) (et non de l’approximation de Wien), impliquant une minimisation numérique. 
76 L’émissivité est supposée constante. 
77 La valeur de l’émissivité à ici été fixée égale à 1 uniquement pour des raisons de représentations 
graphiques.  
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Figure 6.1 : Sensibilité réduite du flux à la 
température pour une émissivité unitaire (
1mε = ), 0 623T K= , et avec ( )TM m  
donnée par (6.4.3). 
 
Figure 6.2 : Ecart-type de la température 
pour une émissivité unitaire ( 1amε ≡ = ), 
avec Tσ  donné par (6.4.8), et 
0 0 623T Kc ≡ =  (une seule longueur d’onde : 
1m  ; et le paramètre T) 
 
La sélection du second filtre est réalisée en fixant 1 1 3,87opt µmm m= ≈ , et en cherchant 
pour seconde longueur d’onde, la plus courte ( 21 2,64opt µmm ≈ , ici) qui minimise 
l’écart-type local de la température dans le modèle « TNL.Ta » (cf. Figure 6.3) tout en 
appartenant à la gamme spectrale de la caméra. Cette dernière contrainte justifie le fait 
que 21optm  ait été choisie à la place de 22optm  car cette dernière est en dehors de la 
gamme spectrale de la caméra.  
Notons la présence d’une asymptote verticale ( Tσ → ∞ ) en 2 3,87µmm ≈ . Cela peut 
être expliqué par le fait que le problème à résoudre devienne mal posé (et par 
conséquent78 numériquement mal conditionné) et mène ainsi à des écart-types infinis. 
Le caractère mal posé provient du fait qu’il y ait plus d’inconnues que d’équations (et 
donc une infinité de solutions) : les deux paramètres ( ),T a , et une seule équation 
(dépendant de 2m  ). Pour 2 21optm m<  et 2 22optm m> , l’augmentation de l’écart-type 
( )2Tσ m  est respectivement due au faible rapport signal sur bruit et à la décroissance de 
la sensibilité du flux à la température. Enfin, dans le cas 21 2 22opt optm m m< < , ( )2Tσ m
augmente car le critère (6.4.6) est de moins en moins respecté. 
Remarque : Ayant choisi comme 1ère longueur d’onde « pseudo-optimale » celle 
donnée par la minimisation en mono-spectrale (section 4.4.2.2), cela a pour conséquence 
directe que le couple des deux longueurs d’ondes « pseudo-optimales » sera à priori 
différent des longueurs d’ondes optimales (5.9.45) définies pour la mesure bi-spectrale 
(section 5.9.2). En effet, les longueurs d’ondes optimales en bi-spectrale sont 
{ }1 22.94 ; 7.17bi biopt optµm µmm m= ≈ ≈biopσm , et les longueurs d’ondes pseudo-optimales les 
plus proches de ce couple sont { }1 23.87 ; 7.23seq seqopt optµm µmm m= ≈ ≈mseqopσ . Les écart-types 
                                      
78 Notons que la réciproque est fausse. En effet, il existe des problèmes bien posés (au sens fonctionnel), 
mais qui sont numériquement mal conditionnés. 
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associés sont ( ) 0, 02T Kσ ≈mbiopσ , et ( ) 0, 03T Kσ ≈mseqopσ . Ces deux résultats sont très 
proches en terme d’écart-type de la température, cependant, ils supposent tous deux de 
prendre une longueur d’onde hors de la gamme spectrale de la caméra. Enfin, pour 
clore la remarque, notons que si l’on avait choisi 1 1 2.94
seq bi
opt opt µmm m= ≈  pour 1ère 
longueur d’onde pseudo-optimale, alors nous aurions trouvé 2 27.17
seq bi
opt optµmm m≈ ≡  
comme seconde longueur d’onde pseudo-optimale. 
 
Figure 6.3 : Ecart-type de la température pour une émissivité unitaire (
1 2
1m mε ε= = ), avec 
1 1optm m=  fixée, Tσ  donné par (6.4.8) (Modèle « TNL.Ta »), et ( ) ( )0 0 0, 623 ;1T a Kc ≡ =  
(une seule longueur d’onde variable : 2m  ; et deux paramètres : { },T a )  . 
En poursuivant la procédure afin d’obtenir la troisième longueur d’onde ( 3optm ) qui 
minimise l’écart-type de la température du modèle « TNL.Tab » avec ( )1 21,opt optm m  
fixées, on obtient la Figure 6.4 qui montre qu’il n’y a que deux longueurs d’ondes 
{ }31 322, 05 ; 3, 34opt optµm µmm m≈ ≈  qui appartiennent à la gamme spectrale de la 
caméra.  
En poursuivant le processus à partir de chacune des deux longueurs d’ondes  
{ }31 322, 05 ; 3, 34opt optµm µmm m≈ ≈ , les solutions possibles pour la 4ème longueur d’onde (
4optm ) minimisant l’écart-type de la température du modèle « TNL.Tabc » avec 
( )1 21 3, ,opt opt optm m m  fixées sont représentées Figure 6.5 pour 3 31 2, 05opt opt µmm m= ≈ , et 
Figure 6.6 pour 3 32 3, 34opt opt µmm m= ≈ . 
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Figure 6.4 : Ecart-type de la température pour une émissivité unitaire (
1 2 3
1m m mε ε ε= = =
), avec ( )1 1 2 21;opt optm m m m= =  fixées, Tσ  donné par (6.4.8) (Modèle « TNL.Tab »), et 
( ) ( )0 0 0 0, , 623 ;1;0T a b Kc ≡ =  (une seule longueur d’onde variable : 3m  ; et trois 
paramètres : { }, ,T a b ). 
 
Figure 6.5 : Ecart-type de la température 
pour ( ) 1ε m ≡ , ( )1 21 31 4; ; ;opt opt optm m m m , 
Modèle « TNL.Tabc », ( )0 623 ,1, 0, 0K=β . 
 
Figure 6.6 : Ecart-type de la température 
pour ( ) 1ε m ≡ , ( )1 21 32 4; ; ;opt opt optm m m m , 
Modèle « TNL.Tabc », ( )0 623 ,1, 0, 0K=β  
La question est alors de savoir quel est le meilleur ensemble de longueurs d’ondes parmi 
les deux choix possibles : ( ) ( )3 4 31 43; 2, 05 ; 3,58opt opt opt optµm µmm m m m= ≈ ≈  ou 
( ) ( )3 4 31 41; 3, 34 ; 1,88opt opt opt optµm µmm m m m= ≈ ≈ . On observe graphiquement que ces 
deux solutions semblent donner un écart-type similaire sur la température, ce qui est 
confirmé par la valeur numérique qui donne strictement le même résultat dans les deux 
cas, et vaut 1,14T Kσ ≈ . Cependant, du point de vue expérimental, la longueur d’onde 
41 1,88opt µmm ≈  étant très proche de la limite basse de la gamme spectrale de la caméra, 
il semble préférable de choisir 4 43 3,58opt opt µmm m= ≈ . De plus, un autre constat 
favorable au choix de cette longueur d’onde est que c’est-elle qui minimise la largeur de 
bande spectrale des filtres. En effet, si l’on choisit 4 43 3,58opt opt µmm m= ≈ , les différents 
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filtres solutions auront pour longueurs d’ondes 
( ) ( )31 21 43 1; ; ; 2.05;2.64 ;3.58;3.87opt opt opt optm m m m =  ayant une largeur de bande spectrale 
1 31
max 1,82µmm
.∆ =  ; alors que si l’on choisit pour longueurs d’ondes 
( ) ( )41 21 32 1; ; ; 1.88;2.64 ;3.34 ;3.87opt opt opt optm m m m = , la largeur de bande spectrale est 
1 41
max 1, 99µmm
.∆ = . L’intérêt de la diminution de la gamme spectrale étant de pouvoir  
approcher au mieux les variations spectrales de la fonction de transfert globale79 
(incluant l’émissivité) par un polynôme d’ordre 2. Ou tout du moins, de pouvoir 
interpoler les valeurs d’émissivité aux quatre longueurs d’ondes par un polynôme 
d’ordre 2. La difficulté étant de pouvoir « interpoler » quatre valeurs d’émissivité à 
l’aide de trois valeurs, la quatrième étant extrapolée, à cause de la température qui est 
également inconnue. Une synthèse des différentes solutions possibles ainsi que les écart-
types associés est donnée Figure 6.7. 
 
Figure 6.7 : Schémas de synthèse des différentes longueurs d’ondes « pseudo-optimales » 
obtenues par méthode de minimisation séquentielle. 
On observe qu’à chaque fois qu’une longueur d’onde est rajoutée, l’écart-type se 
détériore d’environ un facteur 10. 
Rappelons qu’à priori cette méthode n’est pas optimale, mais son intérêt est de pouvoir 
l’associer le cas échéant à la méthode globale optimale (qui sera présentée dans la 
section 6.4.4) afin de choisir les filtres les plus adaptés en cas de contraintes 
expérimentales, telles que l’indisponibilité ou l’inexistence de certains filtres, par 
exemple. 
                                      
79 Confondue dans cette section 6 avec la notion d’émissivité, pour des raisons de simplicité, mais sans 
perte de généralité. 
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6.4.3.2. Vérification du critère minm∆  et choix des longueurs d’ondes 
« Pseudo-Optimales » 
Une question qu’il est légitime de se poser est de savoir si le critère minm∆  (6.4.6) est 
respecté pour chaque couple de longueurs d’ondes. 
En considérant que l’on choisisse pour longueurs d’ondes « pseudo-optimales » 
{ }2.05;2.64 ;3.58;3.87 µm=opt_seqm , les écarts successives entre les longueurs d’ondes 
sont { }0.58;0.94 ;0.29 µm=opt_seq∆m , et les écarts définis par le critère (6.4.6) sont
{ }min 0.30 ;0.55;0.65 µm=∆ m . On remarque que le critère minm∆  est respecté pour les 
deux premiers couples de longueurs d’ondes, mais pas pour le dernier. Cependant, si la 
gamme spectrale de la caméra le permet, il sera également possible de choisir une 
quatrième longueur d’onde permettant de respecter le critère minm∆  avec le dernier 
couple. En effet, en observant la Figure 6.5, on remarque que pour toute longueur 
d’onde au-delà de 4µm , l’écart-type sur la température sera plus faible que celui 
obtenu avec 4 3.87µmm = , i.e. ( ) ( )4 3.87 4T Tµm µmσ m σ m= > > . En particulier, si l’on 
choisit pour quatrième longueur d’onde 4 5.5µmm =  (limite haute de la gamme 
spectrale de la caméra), on a alors { }max_cam 2.05;2.64 ;3.58;5.5 µm=opt_seqm , 
{ }max 0.58;0.94 ;1.92 µm=opt_seq∆ m , et on obtient pour écart-type 
( )max_cam 0,73T Kσ ≈opt_seqm . On améliore ainsi théoriquement80 l’écart-type d’un facteur 
1,56. 
On peut également s’intéresser, comme cela a été fait section 5.9.2, au rapport qui 
existe entre opt_seq∆m  et min∆ m . On obtient { }min/ 1.93;1.71;0.45 µm=opt_seq∆ ∆m m . 
On voit alors que l’on a comme en section 5.9.2, min1, 9≈opt_seq∆ ∆m m , pour les deux 
premières valeurs de rapports. Cependant, notons que les valeurs des deux derniers 
rapports peuvent être ajustées en choisissant pour { }3 4;m m , des longueurs d’ondes qui 
soient plus proches de la limite haute de la gamme spectrale de la caméra.  
En particulier, en conservant 1 3,87opt µmm ≈  et en fixant 43optm  à la borne supérieure 
de la gamme spectrale de la caméra, i.e. 43 433,58 5,5opt optµm µmm m≈ → = , il est 
possible de choisir pour longueurs d’ondes séquentielles « pseudo-optimales » 
{ }max_cam 2.05;2.64 ;3.87 ;5.5 µm=opt_seq -2m , donnant pour écarts successifs entre les longueurs 
d’ondes { }0.58;1.23;1.63 µm=opt_seq -2∆m . 
                                      
80 Compte tenu de l’ensemble des hypothèses qui ont été fixées. 
 
98 
Les écarts définis par le critère (6.4.6) sont alors { }min 2 0.30 ;0.65;1.31 µm. =∆ m , ce qui 
implique { }min 2/ 1.93;1.89;1.25 µm. =opt_seq -2∆ ∆m m , et ( )max_cam 0,64T Kσ ≈opt_seq -2m . 
On note que les deux premiers rapports respectent désormais min 21, 9 .≈opt_seq -2∆ ∆m m , 
ce qui a permis une diminution de l’écart-type. Seul le dernier rapport n’a pu être 
ajusté à cause de la trop faible gamme spectrale de la caméra. Cependant, notons que 
l’écart-type de la température étant moins sensible à la plus grande longueur d’onde 
(cf. Figure 6.3 à Figure 6.6), il est préférable d’ajuster celle-ci en dernier.  
Enfin, rappelons qu’à cause de contraintes expérimentales (disponibilités des filtres 
monochromatiques), nous n’avons pu disposer que des filtres { }2;2.35;2.85;4 µm=expm
, fournissant pour écart-type de la température ( ) 2,55T Kσ ≈expm , avec 
( )0 623 ,1, 0, 0K=β .    
6.4.3.3. Synthèse partielle des résultats 
Dans le cadre d’une émissivité (ou fonction de transfert globale, incluant l’émissivité) 
supposée constante, et compte tenu de la gamme spectrale de la caméra, les longueurs 
d’ondes « pseudo-optimales » obtenue à l’aide de la méthode de sélection séquentielle 
sont : 
 
{ }
{ }
{ }
max_cam
max_cam
2.05;2.64 ;3.58;3.87
2.05;2.64 ;3.58;5.5
2.05;2.64 ;3.87 ;5.5
1,14
0,73
0,64
T
T
T
µm K
µm K
µm K
σ
σ
σ
 = ⇒ ≈ = ⇒ ≈ = ⇒ ≈
opt_seq
opt_seq
opt_seq -2
m
m
m
  (6.4.10) 
Et les contraintes expérimentales (disponibilité des filtres monochromatiques et 
sélection des longueurs d’ondes81 avant la mise en place de la méthode séquentielle) ont 
imposé : 
 { }2;2.35;2.8 2,555;4 Tµm Kσ= ≈⇒expm   (6.4.11) 
6.4.4. Longueurs d’ondes optimales globales 
Dans cette section, seront présentés les résultats obtenus en termes de longueurs 
d’ondes optimales pour des minimisations globales de l’écart-type de la température, 
sans contraintes, avec contraintes sur la gamme spectrale de la caméra, et avec 
contraintes spectrales forçant à rester sur la partie croissante de la courbe de Planck. 
La méthode consiste à déterminer le minimum global (simultanément pour l’ensemble 
des longueurs d’ondes et pour l’ensemble des paramètres) de la fonction coût (6.4.3) à 
                                      
81 Les longueurs d’ondes ont initialement été sélectionnées à l’aide du critère minm∆  (6.4.6) (cf. section 
5.5 à 5.7). 
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l’aide de l’un des algorithmes de minimisation présentés en section 6.1, tel que celui de 
« Nelder-Mead », de « Levenberg-Marquardt » régularisé, ou de « Région de 
Confiance ». Cependant, notons que les minimisations avec contraintes sur la gamme 
spectrale seront ici réalisées à l’aide de l’algorithme de région de confiance. 
Comme dans la section 6.4.3, on prendra pour valeur de l’écart-type du bruit, celui 
obtenu expérimentalement avec la caméra infrarouge, et ayant pour valeur 
48.97.10bruit Wσ ≈ (soit 
37.43.10 %.  du maximum de la loi de de Planck). Les valeurs 
nominales des paramètres pour le calcul des dérivées de (6.4.9) seront également prises 
identiques à celles de la section 6.4.3, et seront donc définies par 
( ) ( )0 0 0 0 0; ; ; 623 ;1;0 ;0T a b c K≡ =β .  
6.4.4.1. Longueurs d’ondes optimales pour une minimisation globale 
non-contrainte 
- Pour ( ), , ,T a b c≡β  : 
 
{ }2.53;4.70 ;8.87 ;26.18
0, 07T
µm
Kσ
 = ≈
opt_globalm   (6.4.12) 
- Pour ( ), ,T a b≡β  : 
 
{ }2.67 ;5.24 ;12.57
0, 05T
µm
Kσ
 = ≈
opt_globalm   (6.4.13) 
- Pour ( ),T a≡β  : 
 
{ }2.94 ;7.17
0, 02T
µm
Kσ
 = ≈
opt_globalm   (6.4.14) 
Les résultats (6.4.14) obtenus pour82 ( ),T a≡β , c’est-à-dire pour le modèle 
« TNL.Ta » (6.4.3) correspondant à une méthode bi-spectrale (sans approximation de 
Wien), appelle plusieurs commentaires. 
D’une part, on remarque que les longueurs d’ondes optimales (6.4.14) sont les mêmes 
que celles que l’on aurait obtenues à l’aide des relations (5.9.45), relations analogues à 
la loi de Wien, mais pour l’obtention des longueurs d’ondes optimales au sens de la 
minimisation de l’écart-type pour une méthode bi-spectrale sans approximation de 
Wien (cf. section 5.9.2). D’autre part, la Figure 6.8 montre que le minimum de l’écart-
                                      
82 La dénomination ( ), , ,T a b c≡β  est à comprendre au sens de l’utilisation du modèle « TNL.Tabc » : 
modélisation de la fonction de transfert globale par un polynôme d’ordre 2, et utilisation de 4 longueurs 
d’ondes. 
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type de la température défini par { }2.94 ;7.17 µm=opt_globalm  est unique (deux solutions 
symétriques), et correspond par conséquent au minimum global de l’écart-type. 
 
Figure 6.8 : Iso-valeurs de l’écart-type de la température (6.4.8) en bi-spectrale : Modèle 
« TNL.Ta » (6.4.3), ( ) ( )0 0 0, 623 ;1T a K≡ =β  
Enfin, notons que ce constat justifie83 à postériori l’hypothèse faite en section 5.9.1 
(note 36, p.61) concernant l’existence d’un minimum unique, mais éventuellement 
symétrique. 
6.4.4.2. Longueurs d’ondes optimales pour une minimisation globale 
contrainte à la gamme spectrale de la caméra 
Bien que ces différents ensembles de longueurs d’ondes ((6.4.12) à (6.4.14)) soient les 
meilleurs en termes de minimisation de l’écart-type sur la température, leur mise en 
œuvre expérimentale peut être délicate, car la gamme spectrale requise étant très 
étendue, il peut être difficile, voire impossible de trouver des détecteurs « couvrant » 
cette gamme spectrale. 
Il peut alors être avantageux de contraindre l’estimation à la gamme spectrale du 
détecteur. Par exemple, en contraignant l’estimation à la gamme spectrale 
1.5 ;5.5µm µm    , correspondant à celle de la caméra infrarouge qui sera utilisée 
expérimentalement, nous avons :  
- Pour ( ), , ,T a b c≡β  : 
                                      
83 Une justification plus rigoureuse consisterait à démontrer qu’il existe une bijection entre ces deux 
minimums ( ),T a∀ , et plus généralement, qu’il est possible de définir des fonctions réciproques pour les 
minimas de Tσ .   
Solutions Symétriques 
définies par :
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{ }2.14 ;3.39;4.76;5.50
0, 32T
µm
Kσ
 = ≈
opt_camm   (6.4.15) 
- Pour ( ), ,T a b≡β  : 
 
{ }2.43;4.21;5.50
0, 09T
µm
Kσ
 = ≈
opt_camm   (6.4.16) 
- Pour ( ),T a≡β  : 
 
{ }2.93 ; 5.50
0, 03T
µm
Kσ
 = ≈
opt_camm   (6.4.17) 
En comparant les résultats de (6.4.17) avec ceux de (6.4.14), on remarque que l’écart-
type sur la température est peu sensible à la plus grande longueur d’onde. Ce résultat 
corrobore ceux de la section 4 à 4.3, et rappelé en section 6.4.1. 
Notons que c’est également ici que les graphiques de la méthode « pseudo-optimale » se 
révèlent être d’un grand intérêt. En effet, en observant les Figure 6.3 à Figure 6.6, on 
remarque que les minimas (de l’écart-type sur la température) correspondant à la plus 
grande longueur d’onde, appartiennent à des « bassins » beaucoup plus évasés et plats 
que les autres. Ainsi, cela illustre que de grandes variations de la dernière longueur, 
induiront de relativement faibles84 variations de l’écart-type sur la température. 
6.4.4.3. Longueurs d’ondes optimales pour une minimisation globale 
contrainte à la partie croissante de la courbe de Planck 
L’approximation de Wien étant d’autant meilleure que l’on se trouve à gauche du 
maximum de la courbe de Planck, on pourrait pour des raisons pratiques, telles que 
l’inter-validation des résultats expérimentaux à l’aide des différentes méthodes 
d’estimations (cf. section 6.2), et en particulier pour la méthode « TNL.TXY », vouloir 
contraindre l’estimation à la gamme spectrale correspondant à la partie croissante de la 
courbe de Planck. Dans ce contexte, l’estimation globale avec contrainte par 
1.5 ;2898 /µm T µmm  ∈   
85 , donne : 
- Pour ( ), , ,T a b c≡β  : 
 
{ }2.03;3.11;4.15;4.65
0,52T
µm
Kσ
 = ≈
opt_max-Planckm   (6.4.18) 
                                      
84 Par rapport à la variation de la longueur d’onde, ainsi qu’aux variations qui auraient été induites au 
voisinage des autres « bassins ». 
85 Dans notre cas, on a : 623 2898 / 4,65T K T µm= ⇒ ≈ .  
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- Pour ( ), ,T a b≡β  : 
 
{ }2.32;3.79;4.65
0,14T
µm
Kσ
 = ≈
opt_max-Planckm   (6.4.19) 
- Pour ( ),T a≡β  : 
 
{ }2.82;4.65
0, 03T
µm
Kσ
 = ≈
opt_max-Planckm   (6.4.20) 
On constate que dans les deux cas d’estimations contraintes (sections 6.4.4.2 et 
6.4.4.3), la plus grande longueur d’onde est toujours égale à la borne supérieure de la 
contrainte, ce qui laisse supposer que la longueur d’onde optimale est probablement en-
dehors de l’intervalle. 
Enfin, en comparant les résultats des sections 6.4.4.1 à 6.4.4.3, on remarque que l’écart-
type de la température est d’autant plus dégradé par ajout de paramètres 
supplémentaires, que l’intervalle d’estimation est contraint sur une gamme spectrale 
réduite. En effet, d’une part, à nombre de paramètres égaux, les écart-types sur la 
température augmentent d’autant plus que la gamme spectrale d’estimation est réduite 
(exception faite des mesures bi-spectrales86) ; et d’autre part, on observe également que 
l’écart-type augmente d’autant plus par ajout de paramètres, que la gamme spectrale 
d’estimation est réduite. 
6.4.5. Synthèse des longueurs d’ondes optimales, pseudo-
optimales, et remarques concernant l’extension des 
méthodes 
6.4.5.1. Synthèse des longueurs d’ondes optimales et pseudo-optimales 
Les différents résultats obtenus pour les quatre longueurs d’ondes optimales globales et 
pseudo-optimales, non contraintes et contraintes sur la gamme spectrale de la caméra, 
sont regroupés sur la Figure 6.9. 
                                      
86 La raison étant celle annoncée en fin de section 6.4.4.2, i.e. la faible sensibilité à la plus grande 
longueur d’onde. 
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Figure 6.9 : Synthèse sur courbe de Planck pour T = 623K, des longueurs d’ondes optimales 
et « pseudo-optimales », avec et sans contraintes sur la gamme spectrale.  
Les différentes longueurs d’ondes de la Figure 6.9 ont pour valeurs : 
 
{ }
{ }
{ }
{ }
{ }
max_cam
2.05;2.64 ;3.58;3.8
2.14 ;3.39;4.76;5.50 0, 32
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σ
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= ⇒
opt_cam
opt_global
opt_seq
opt_seq -2
exp
m
m
m
m
m


  (6.4.21) 
6.4.5.2. Remarques concernant l’extension des méthodes 
Bien que pour des raisons de simplifications d’interprétation des résultats, l’écart-type 
du bruit sur le flux ainsi que l’émissivité ont été supposés constants87, notons que la 
méthode d’optimisation globale, de même que la méthode de sélection séquentielle de 
longueurs d’ondes « pseudo-optimales » présentée en section 6.4.3, peuvent également 
s’appliquer lorsque l’écart-type du bruit n’est pas constant88, lorsque la fonction de 
transfert globale (incluant l’émissivité) varie spectralement, et lorsque les paramètres 
                                      
87 Ou tout du moins, en ce qui concerne l’émissivité, avoir des valeurs identiques aux différents nœuds 
d’interpolation, ce qui est moins contraignant que de conserver la même valeur sur toute la gamme 
spectrale (ce que suppose une fonction constante). 
88 En statistique on parle également « d’Hétéroscédasticité ». Dans ce cas, il est possible d’appliquer la 
méthode proposée en utilisant les moindres carrés pondérés, dont la matrice de pondération sera, par 
exemple, constituée des inverses des variances aux différentes longueurs d’ondes [26].  
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(en plus de la gamme spectrale) sont contraints. Lorsque cela est le cas, il devient alors 
avantageux d’utiliser la formule d’interpolation de Lagrange (section 6.2.4.2) pour la 
fonction de transfert globale89.  
En effet, l’interpolation de Lagrange présente de nombreux avantages, dont celui de 
faire apparaitre la valeur de la fonction transfert globale aux différents nœuds 
d’interpolation comme coefficients des polynômes de la base d’interpolation. Cela 
simplifie non seulement la mise en place de contraintes sur les coefficients, qui doivent 
être compris90 entre 0 et 1, mais également l’implémentation éventuelle de 
connaissances à priori, ou expérimentales91, concernant ces coefficients. 
Rappelons que pour des raisons de contraintes expérimentales92, nous n’avons pu 
disposer que des filtres { }2;2.35;2.85;4 µm=expm , fournissant pour écart-type de la 
température ( ) 2,55T Kσ ≈expm , avec ( )0 623 ,1, 0, 0K=β . 
 
6.5. Validation Numérique : comparaison des différents 
modèles pour la mesure de température dans la 
gamme infrarouge 
Afin de comparer les différents modèles proposés93, nous avons simulé par méthode de 
Monte-Carlo 1000 flux (émittances) bruités94 (Tableau 6.2) et non bruités (Tableau 6.1) 
à partir de quatre variations différentes d’émissivité (cf. Figure 6.10) : constante, 
linéaire, d’ordre 2 et de type Drude (𝜀𝜀𝜆𝜆 ∝ 𝜆𝜆−1/2 ). Nous avons pris garde à ce que les 
variations d’ordre 2 et de type Drude soient significatives sur l’intervalle spectral 
(infrarouge) de l’étude, et en accord avec le comportement expérimental de certains 
matériaux. 
                                      
89 Ou l’émissivité, si l’on suppose connue les autres fonctions de transfert de la chaine de mesure. 
90 De par leurs définitions, l’émissivité et les fonctions de transfert devant être comprises entre 0 et 1, 
leur produit le sera également.  
91 Dans le cas où ils seraient mesurés par une méthode ou un appareil de mesure complémentaire, ou 
donnés par des tables, par exemple.  
92 Disponibilités des filtres monochromatiques, filtres déjà existant, et sélection des nouveaux filtres à 
l’aide du critère minm∆ , car commandé avant mise en place des méthodes de sélection optimale. 
93 Les modèles sont : « TNL.TXY », « TNL.Tabc », et « TNL.Tbc », ainsi que les sous-modèles associés 
correspondant à un nombre inférieur de paramètres utilisés pour interpoler la fonction de transfert 
globale (incluant l’émissivité), et rappelés en section 6.4.1. 
94 Bruit normal ayant pour écart-type celui mesuré sur les images thermographiques expérimentales dans 
les mêmes conditions, 48.97.10bruit Wσ ≈ , soit environ 37.43.10 %.  du maximum de la loi de Planck. 
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Figure 6.10 : Variations spectrales de l’émissivité utilisées pour la validation numérique 
Remarque : De nouveau, dans cette section, pour des raisons de simplicité et afin de 
donner une certaines justification physique au cas test de la variation de type Drude, 
nous assimilerons le terme d’émissivité à celui de fonction de transfert globale (incluant 
l’émissivité), et cela sans perte de généralité car la démarche est strictement analogue 
dans les deux cas95. Cependant, dans le cas expérimental où certaines fonctions de 
transfert peuvent être connues, il peut être avantageux d’implémenter cette information 
dans les différents modèles d’estimation en suivant une démarche analogue à celle 
présentée en section 5.8, plutôt que d’estimer les coefficients de la fonction de transfert 
globale (incluant l’émissivité).  
Les tableaux ci-dessous donnent les résultats obtenus pour les quatre filtres choisis 
expérimentalement : { }2;2.35;2.85;4 µm=expm .  
Nous avons appelé Tm, la température moyenne des Tij correspondant à des mesures 
bi-chromatiques obtenues en supposant une émissivité constante dans (6.4.1) 
(X=Y=0). L’abréviation TNL signifie que la température est obtenue à partir d’une 
estimation de type « moindres carrés non linéaires » (cf. (6.4.1) à (6.4.3)) en utilisant 
l’algorithme régularisé de « Levenberg-Marquardt » décrit en section 6.1 (page 75). La 
dénomination TNL.TXY (respectivement TNL.TX), implique qu’on utilise (6.4.1) avec 
Nf =4 (resp. Nf =3), et avec pour paramètres inconnus (T,X,Y) (resp. (T,X)). Notons 
qu’afin d’alléger la présentation des résultats des différents tableaux, et en vertu du 
constat de la section 5.3.3, lorsque Nf =3 nous prenons les trois plus courtes longueurs 
d’ondes parmi les quatre utilisées pour réaliser les tableaux96. On utilisera une notation 
                                      
95 L’émissivité ou la fonction de transfert globale (incluant l’émissivité) étant toute deux comprises entre 
0 et 1 (cf. note 90, p.90). On supposera donc dans cette section que les différentes fonctions de transfert 
de la chaine de mesure sont constantes et unitaires. 
96 Les simulations en prenant les trois plus grandes longueurs d’onde, ont également été réalisées, et le 
constat de la section 5.3.3 s’est avéré vérifié dans chacun des cas (avec bruit ou sans bruit, et quel que 
soit la variation d’émissivité). 
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analogue pour les méthodes/modèles TNL.Tbc (6.4.2), TNL.Tabc (6.4.3), et TL.TXY97 
(décrite en section 6.2.2, p.80). 
Notons qu’afin de limiter au mieux les effets d’éventuels problèmes de mauvais 
conditionnement, la température estimée par la méthode TL.TXY servira de 
température d’initialisation pour les autres méthodes/modèles d’estimation, et tous les 
autres paramètres seront initialisés avec la valeur 0,5. 
Enfin, précisons que bien que cela ne soit pas présenté à des fins d’allègement de 
présentation, il a été vérifié que les différentes méthodes donnaient des erreurs nulles en 
l’absence de biais de modèle et de bruit. En particulier, la méthode98 TNL.TXY donne 
bien des erreurs nulles lorsque le flux simulé (sans bruit) est basé sur l’approximation 
de Wien. 
6.5.1. Effet préjudiciable des systèmes surdéterminés sur 
l’estimation de la température en cas de biais de modèle 
Le choix d’adapter le nombre de longueurs d’ondes utilisées en fonction du nombre de 
paramètres à estimer, c’est-à-dire de conserver autant de longueurs d’ondes99 que de 
paramètres à estimer, peut surprendre de prime abord.  
En effet, on pourrait être tenté de vouloir utiliser à chaque fois les quatre longueurs 
d’ondes, y compris lorsque le nombre de paramètres à estimer serait inférieur à quatre, 
i.e. pour les modèles TNL.TX, TNL.Tb, TNL.Tab, et même éventuellement pour 
TNL.Ta. Cependant, les simulations numériques, qui ne seront pas présentées ici afin 
de ne pas alourdir la présentation et la taille des tableaux, montrent que cela pénalise 
fortement la précision de l’estimation en présence de biais de modèle100. Cela peut 
s’expliquer par le fait que les systèmes surdéterminés (plus de données que d’inconnues) 
sont généralement mal posés par nature (pas de solution unique lorsque le nombre 
d’équation est supérieur au nombre de degrés de libertés), ce qui se traduit 
numériquement par un problème mal conditionné, qui aura pour conséquence 
d’amplifier les erreurs dues aux différents biais.  A titre d’exemple, pour la méthode 
TNL.Ta, dès qu’il y a présence d’un biais de modèle (i.e. dès que l’émissivité simulée 
n’est plus constante), l’erreur absolue sur la température est de l’ordre de 53K pour une 
émissivité simulée d’ordre 1, de 62K pour une émissivité d’ordre 2, et d’environ 45K 
pour une émissivité de type Drude. Comme nous le verrons, ces erreurs sont atténuées 
dans le cas de la méthode Tm, car le système résolu n’est pas surdéterminé : moyenne 
                                      
97 La méthode TL.TXY correspond à une estimation par prédiction/correction qui est basée sur la 
linéarisation succéssive du modèle TNL.TXY. 
98 Ainsi que la sous méthode TNL.TX. 
99 Ou de couples de longueurs d’ondes, en fonction de la méthode concernée. 
100 En revanche, les erreurs sont biens nulles dans le cas contraire, i.e. en l’absence de biais de modèle. 
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des trois résultats (températures Tij) obtenus à l’aide de trois équations101 à une 
inconnue, T. La dégradation102 des résultats d’estimation de la température en cas 
d’utilisation des quatre longueurs d’ondes pour les méthodes TNL.TX et TNL.Tb, 
comparés à ceux que l’on obtient en n’utilisant que trois longueurs d’ondes, est 
d’environs 5K pour une émissivité simulée d’ordre 2, et de 2K dans le cas de type 
Drude. En revanche, cette dégradation est environ deux fois plus importante avec la 
méthode TNL.Tab, soit approximativement 9K pour une émissivité simulée d’ordre 2, 
et 4K pour une émissivité de type Drude. 
6.5.2. Simulations non bruitées 
Les résultats des estimations de la température obtenus à partir des différents modèles 
d’estimation et pour des flux non bruités sont regroupés dans le Tableau 6.1. 
Les erreurs non nulles d’estimations obtenues avec les modèles/méthodes TL.TXY, 
TNL.TXY, TNL.TX et Tm pour une émissivité constante illustrent l’influence du biais 
de modèle dû à l’approximation de Wien. Et en particulier, la valeur Tm = 0.13 K 
donne la valeur de ce biais. Cependant, nous remarquons que l’estimation TNL.TXY (4 
bandes103) donne de bons résultats jusqu’à une variation d’ordre 2 de l’émissivité, en 
corrigeant partiellement ce biais. Les fortes erreurs obtenues dans le cas d’une variation 
de type Drude semblent, au regard des erreurs des autres méthodes (TNL.Tabc et 
TNL.Tbc) qui sont du même ordre de grandeur, principalement dues au biais de 
modèle. Les résultats TNL.TXY  sont à rapprocher de ceux donnés par TNL.TX (3 
bandes) qui sont meilleurs jusqu’à ce que les biais de modèles interviennent (ordre 2 et 
Drude). Les modèles TNL.Tabc et  TNL.Tab n’utilisant pas l’approximation de Wien, 
leurs erreurs d’estimations sont nulles jusqu’à ce qu’il y ait un biais de modèle (ordre 2 
pour TNL.Tab, et Drude pour les deux modèles, i.e. TNL.Tab et TNL.Tabc). On note 
également que la méthode TL.TXY donne des résultats plus que satisfaisant comparée 
aux autres méthodes. En particulier, erreurs inférieures à 0,6K pour une émissivité 
constante ou linéaire, et résultats similaires aux méthodes TNL.TXY, TNL.Tabc, 
TNL.Tbc, en cas de variation d’émissivité de type Drude. Cependant, ses résultats sont 
intermédiaires entre ceux des méthodes d’ordre 1 et 2 en cas de variations d’ordre 2 de 
l’émissivité. 
Enfin, notons qu’en présence de biais de modèles (émissivité non constante), le modèle 
TNL.Ta (4 bandes) donne les plus mauvais résultats (cf. section 6.5.1). 
                                      
101 Une pour chaque couple de longueurs d’ondes d’indices : (1,2), (1,3), (1,4). 
102 Ecarts impliquant une température estimée plus éloignée de la température cible, que celle obtenue à 
partir de seulement trois longueurs d’ondes à l’aide d’un même modèle. 
103 Le terme « bandes » est à entendre au sens « bandes spectrales ». Cette terminologie est justifiée par 
le fait qu’expérimentalement, les filtres n’étant pas des Dirac, ils ne sont par conséquent pas 
monochromatiques, mais sont généralement à bande spectrale étroite. Ainsi, dans cette section, lorsqu’on 
emploiera le terme « n bandes », cela signifiera également « n longueurs d’ondes ». 
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ESTIMATIONS DE TEMPERATURES : lambda [µm] = {2 ; 2.35 ; 2.85 ; 4} 
Texp = 623 K  ;  Loi émittance : Planck 
Bruit Emissivité Modèle T [K] Erreur Absolue [K] 
Erreur Relative 
[%] 
Sigma 
[K] 
Sigma 
[%] 
Sa
ns
 
Constante 
TL.TXY (4) 622.45 -0.55 -0.09 - - 
TNL.TXY (4) 622.47 -0.53 -0.09 - - 
TNL.TX (3) 623.16 0.16 0.03 - - 
Tm (4) 622.87 -0.13 -0.02 - - 
TNL.Tabc (4) 623.00 0.00 0.00 - - 
TNL.Tab (3) 623.00 0.00 0.00 - - 
TNL.Ta (2) 623.00 0.00 0.00 - - 
TNL.Tbc (4) 623.00 0.00 0.00 - - 
TNL.Tb (3) 623.00 0.00 0.00 - - 
 Linéaire 
TL.TXY (4) 623.25 0.25 0.04 - - 
TNL.TXY (4) 622.78 -0.22 -0.04 - - 
TNL.TX (3) 623.10 0.10 0.02 - - 
Tm (4) 651.21 28.21 4.53 - - 
TNL.Tabc (4) 623.00 0.00 0.00 - - 
TNL.Tab (3) 623.00 0.00 0.00 - - 
TNL.Ta (2) 642.80 19.80 3.18 - - 
TNL.Tbc (4) 623.00 0.00 0.00 - - 
TNL.Tb (3) 623.00 0.00 0.00 - - 
 Ordre 2 
TL.TXY (4) 617.36 -5.64 -0.91 - - 
TNL.TXY (4) 622.72 -0.28 -0.05 - - 
TNL.TX (3) 608.59 -14.41 -2.31 - - 
Tm (4) 643.53 20.53 3.30 - - 
TNL.Tabc (4) 623.00 0.00 0.00 - - 
TNL.Tab (3) 608.52 -14.48 -2.32 - - 
TNL.Ta (2) 630.81 7.81 1.25 - - 
TNL.Tbc (4) 623.00 0.00 0.00 - - 
TNL.Tb (3) 608.52 -14.48 -2.32 - - 
 Drude 
TL.TXY (4) 636.50 13.50 2.17 - - 
TNL.TXY (4) 636.58 13.58 2.18 - - 
TNL.TX (3) 641.17 18.17 2.92 - - 
Tm (4) 657.58 34.58 5.55 - - 
TNL.Tabc (4) 636.91 13.91 2.23 - - 
TNL.Tab (3) 641.01 18.01 2.89 - - 
TNL.Ta (2) 653.66 30.66 4.92 - - 
TNL.Tbc (4) 636.91 13.91 2.23 - - 
TNL.Tb (3) 641.01 18.01 2.89 - - 
Tableau 6.1 : Estimations non bruitées de la température par les différents modèles. 
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6.5.3. Simulations bruitées 
Les résultats des estimations de la température obtenus à partir des différents modèles 
d’estimation et pour les 1000 flux bruités sont regroupés dans le Tableau 6.2. Le bruit 
simulé est un bruit normal ayant pour écart-type celui mesuré sur les images 
thermographiques expérimentales dans les mêmes conditions ( 48.97.10bruit Wσ ≈ ). Les 
valeurs données dans le Tableau 6.2 correspondent aux propriétés statistiques de la 
température, obtenues à l’aide des 1000 flux bruités. 
Notons que le bruit est additif au flux, et non à la température. Le bruit induira donc 
un biais dans les modèles TNL.TXY (6.4.1), TNL.TX, Tm,   TNL.Tbc (6.4.2) et 
TNL.Tb, qui sont basés sur le rapport de flux (cf. section 5.4).  
De plus, les erreurs non nulles obtenues à l’aide du modèle TNL.Tabc pour des 
variations d’émissivité d’ordre 0 à 2, donc sans biais de modèle, illustrent le caractère 
mal conditionné du problème, et que par conséquent il risque d’être délicat d’estimer la 
température avec précision en cas de bruit important sur le flux. Cette observation est 
corroborée par les meilleurs résultats obtenus par TNL.TX, TNL.Tab, et TNL.Tb, 
comparés à ceux de TNL.TXY, TNL.Tabc, et TNL.Tbc, dans le cas d’émissivité 
constante ou linéaire, ce qui montre qu’il est possible de régulariser le problème en 
diminuant le nombre de paramètres.  
Cependant, il est important de noter que les écart-types sur les estimations sont 
relativement non négligeables, bien qu’ils diminuent globalement de moitié par 
diminution du nombre de paramètres et de longueurs d’ondes, ce qui implique qu’il sera 
nécessaire d’avoir beaucoup de points ou avoir un grand temps d’intégration si l’on 
veut être précis sur la moyenne.  
Enfin, remarquons que les constats de la section 6.5.2 sont ici encore globalement 
vérifiés, et en particulier, le modèle TL.TXY donne une fois de plus des résultats 
(température et écart-types) proches de ceux du modèle TNL.TXY tant que 
l’émissivité à des variations d’ordre 0 ou 1, ou de type Drude. 
Le modèle TNL.Tabc étant celui qui donne globalement les meilleurs résultats, et qui 
souffre le moins de biais, c’est le modèle qui sera utilisé pour les essais expérimentaux 
de la section 6.6.   
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MOYENNE DES 1000 ESTIMATIONS DE TEMPERATURES : lambda [µm] = {2 ; 2.35 ; 2.85 ; 4} 
Texp = 623 K  ;  Loi émittance: Planck ; Bruit: constant  ;  Ecart-type du Bruit: 8,97.104 W 
Bruit Emissivité Modèle T [K] Erreur Absolue [K] 
Erreur Relative 
[%] 
Sigma 
[K] 
Sigma 
[%] 
Av
ec
 
 Constante 
TL.TXY (4) 622.46 -0.54 -0.09 1.13 0.18 
TNL.TXY (4) 622.48 -0.52 -0.08 1.11 0.18 
TNL.TX (3) 623.16 0.16 0.03 0.52 0.08 
Tm (4) 622.87 -0.13 -0.02 0.08 0.01 
TNL.Tabc (4) 623.02 0.02 0.00 1.13 0.18 
TNL.Tab (3) 623.00 0.00 0.00 0.52 0.08 
TNL.Ta (2) 623.00 0.00 0.00 0.02 0.00 
TNL.Tbc (4) 623.02 0.02 0.00 1.13 0.18 
TNL.Tb (3) 623.00 0.00 0.00 0.52 0.08 
 Linéaire 
TL.TXY (4) 623.25 0.25 0.04 0.60 0.10 
TNL.TXY (4) 622.78 -0.22 -0.03 0.69 0.11 
TNL.TX (3) 623.10 0.10 0.02 0.32 0.05 
Tm (4) 651.21 28.21 4.53 0.07 0.01 
TNL.Tabc (4) 623.01 0.01 0.00 0.70 0.11 
TNL.Tab (3) 623.00 0.00 0.00 0.32 0.05 
TNL.Ta (2) 642.80 19.80 3.18 0.02 0.00 
TNL.Tbc (4) 623.01 0.01 0.00 0.70 0.11 
TNL.Tb (3) 623.00 0.00 0.00 0.32 0.05 
 Ordre 2 
TL.TXY (4) 617.36 -5.64 -0.91 0.51 0.08 
TNL.TXY (4) 622.73 -0.27 -0.04 1.04 0.17 
TNL.TX (3) 608.59 -14.41 -2.31 0.30 0.05 
Tm (4) 643.53 20.53 3.30 0.07 0.01 
TNL.Tabc (4) 623.02 0.02 0.00 1.05 0.17 
TNL.Tab (3) 608.52 -14.48 -2.32 0.30 0.05 
TNL.Ta (2) 630.81 7.81 1.25 0.02 0.00 
TNL.Tbc (4) 623.02 0.02 0.00 1.05 0.17 
TNL.Tb (3) 608.52 -14.48 -2.32 0.30 0.05 
 Drude 
TL.TXY (4) 636.51 13.51 2.17 0.75 0.12 
TNL.TXY (4) 636.59 13.59 2.18 0.71 0.11 
TNL.TX (3) 641.17 18.17 2.92 0.37 0.06 
Tm (4) 657.58 34.58 5.55 0.07 0.01 
TNL.Tabc (4) 636.91 13.91 2.23 0.72 0.12 
TNL.Tab (3) 641.01 18.01 2.89 0.37 0.06 
TNL.Ta (2) 653.66 30.66 4.92 0.02 0.00 
TNL.Tbc (4) 636.91 13.91 2.23 0.72 0.12 
TNL.Tb (3) 641.01 18.01 2.89 0.37 0.06 
Tableau 6.2 : Estimations bruitées de la température par les différents modèles. 
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6.6. Résultats expérimentaux 
6.6.1. Description du banc expérimental 
Le schéma de principe du montage expérimental est illustré en Figure 6.11. Un 
échantillon en fonte oxydée sur lequel est gravé (perforation) le motif « FT 25 » (sa 
surface étant non-uniforme, il en sera de même pour son émissivité) est placé dans un 
four tubulaire régulé par PID à 623K avec une grande stabilité (pas d’oscillations sur la 
température enregistrée par caméra due à la régulation du four). La température de 
l’échantillon est mesurée par un thermocouple placé sur sa face arrière.  
 
Figure 6.11 : Schéma de principe du banc de mesure 
multi-spectrale. 
 
Figure 6.12 : Echantillon 
présentant un défaut d'uniformité 
d'émissivité. 
Devant l’échantillon, est également placée une caméra matricielle à base de capteurs 
InSb sensible sur la gamme spectrale [1.5µm ; 5.5µm] et équipée de quatre filtres de 
longueurs d’ondes { }exp 2;2.35;2.85;4 µm=m , afin de mesurer le flux radiatif spectral 
émis par la surface de l’échantillon aux quatre longueurs d’ondes différentes. La camera 
délivre des niveaux numériques codés sur 14bits (DL, pour Digital Levels), 
correspondants à la quantification d’une tension qui est l’image104 du flux reçu. A 
chaque pixel il sera associé un niveau numérique correspondant au flux partant d’un 
élément de surface de l’échantillon. Avant la montée en température de l’échantillon, la 
caméra a été préalablement étalonnée sur la plage de températures 573 ;673K K     à 
l’aide d’un corps noir étendu de dimensions 4 " 4 "× .   
                                      
104 Quand on est sur la plage de linéarité de la caméra, la tension de la caméra est proportionnelle au flux 
reçu. 
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6.6.2. Méthodologie de mesure et de traitement des données, et 
résultats 
A l’aide du four tubulaire, l’échantillon est chauffé aux températures {T1=573K ; 
T2=623K ; T3=673K}. Pour chaque température, une séquence de 1000 images pour 
chaque filtre est enregistrée, en prenant soin avant chaque acquisition que l’équilibre 
thermique des filtres soit atteint (plus de dérive en température à l’écran). 
Afin de pouvoir s’affranchir de la réflexion105 du flux émis par les parois du four sur 
l’échantillon, nous utilisons les images moyennes réalisées pour chacun des 4 filtres à 
573K et 673K pour corriger l’offset existant entre nos mesures à ces 2 températures et 
le flux qu’émettrait un corps noir à ces mêmes températures. Appelant ( )exp
i
jM Tm  le flux 
mesuré expérimentalement à la longueur d’onde im  et à la température jT , et iK  une 
variable permettant de corriger l’offset existant entre le flux mesuré et le flux corps 
noir, nous avons un système de 8 équations à 8 inconnues (les 4 couples ( );i iKε ) à 
résoudre. Le système s’écrit : 
 
( ) { }
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

  (6.6.1) 
Les 8 inconnues ( )
1;4
;i i iKε ∈   
 sont estimées à l’aide d’une méthode de moindres carrés 
basée sur l’algorithme de Levenberg-Marquardt [70, 71, 72, 73] et brièvement décrit en 
section 6.1. 
A l’aide des iK , supposant que le flux réfléchi est constant entre 573K et 673K, les  
flux expérimentaux peuvent être corrigés afin de s’affranchir de la réflexion. 
Finalement, les flux expérimentaux sont corrigés pour chaque pixel à l’aide de la 
relation : 
 ( ) ( )exp exp , 1 ; 4 1 ; 3
i i
j j iT M T K i et jm mϕ = . ∀ ∈ ∀ ∈
           (6.6.2) 
L’objectif est désormais, de pouvoir estimer à l’aide des flux corrigés ( )exp
i
jTmϕ  émis par 
chaque pixel, le champ de températures de l’échantillon lorsque le four est à T2=623K. 
                                      
105 Non négligeable à ce niveau de température, due à la présence proche des parois chaudes du four et au 
fait que l’échantillon soit non noir (au sens radiatif). 
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Pour cela, nous chercherons, pour chaque pixel, la valeur de la température T qui 
minimise la fonction coût (6.4.3) de la méthode TNL.Tabc. 
Les Figure 6.13 à Figure 6.18 montrent la moyenne des 1000 images thermographiques 
enregistrées par la caméra aux différentes longueurs d’ondes expérimentales 
{ }2;2.35;2.85;4 µm=expm . L’inscription « FT25 » est d’autant plus visible que le flux 
reçu est important (indiscernable à 2µm et très net à 4µm).  
Le résultat de l’estimation de la température par inversion de la loi de Planck 
(hypothèse d’émissivité unitaire) est donné par la Figure 6.17 pour la longueur d’onde à 
4µm. Nous remarquons que cette estimation simpliste ne permet pas de corriger le 
champ d’émissivité car le motif « FT25 » est encore visible. De plus, l’erreur 
d’estimation de la température est important car la température expérimentale est 
environ 623K, alors que la température moyenne estimée est environ 588K (6% d’erreur 
ou 35K), avec un écart-type de 0,52K.  
La Figure 6.18 illustre le résultat de l’estimation du champ de températures Tbispectral 
obtenu par Méthode Bi-Spectrale « classique106 » avec { }2;2.35 µm=expm . Ces 
longueurs d’ondes ont été choisies car ce sont celles qui ont un écart minimal (0,35µm), 
ce qui facilite la validité de l’hypothèse d’émissivité constante (ou égale aux deux 
longueurs d’ondes). L’hypothèse semble relativement bien vérifiée, car la température 
estimée est d’environ 616K (1% d’erreur ou 7K) avec un écart-type de 3,6K.   
La Figure 6.19 montre l’influence du biais de modèle dû à une émissivité non constante, 
et par conséquent l’avantage de choisir des longueurs d’ondes les plus proches possibles. 
En effet, cette figure représente le champ de températures estimé Tm (environ 596K, et 
un écart-type de 2,3K) donné par la valeur moyenne des trois températures Bi-
Spectrales ijT  : modèle TNL.TXY avec 1i = , 2;4j ∈     et X=Y=0. On observe que 
l’erreur de température (27K, soit 4%) est quatre fois supérieure à celle obtenue par la 
méthode Bi-Spectrale « classique ». Cela est en grande partie dû à la trop grande 
distance entre les différentes longueurs d’ondes, ayant pour conséquence de mettre en 
défaut l’hypothèse d’émissivité constante. 
Enfin, la Figure 6.20 montre le résultat de l’estimation du champ de températures par 
le modèle TNL.Tabc (minimisation de la fonction coût (6.4.3)). On observe que le motif 
« FT25 » a également disparu et que l’erreur sur la température moyenne (environ 
625K) est d’environ 2K (0.3%), avec un écart-type de 4K.  
Notons que le modèle TNL.Tab a également été testé, avec trois et quatre longueurs 
d’ondes, mais les résultats étant moins concluant que ceux du modèle TNL.Tabc, ils 
n’ont pas été représentés.   
                                      
106 i.e. le modèle TNL.TXY avec X=Y=0, ou le modèle TNL.Tabc avec b=c=0. 
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Figure 6.13 : Flux 2µm 
 
Figure 6.14 : Flux 2.35µm 
 
Figure 6.15 : Flux 2.85µm 
 
Figure 6.16 : Flux 4µm 
 
Figure 6.17: Températures estimées : TCN 
4µm 
 
Figure 6.18: Températures estimées : Tbispectral 
 
Figure 6.19 : Températures estimées : Tm 
(moyenne des Tbispectral) 
 
Figure 6.20 : Températures estimées : Tabc  
TCN ; λ = [4e-06]
<T> = 588.21K ; std = 0.52K
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6.7. Conclusion 
Il a été montré à l’aide des Tableau 6.1 et Tableau 6.2 (simulations non bruitées et 
bruitées, de type Monté Carlo) que les modèles basés sur le rapport de flux et/ou 
l’approximation de Wien présentaient un biais dû d’une part à l’approximation de 
Wien (modèle TNL.TXY), et d’autre part à la non additivité de l’erreur du flux aux 
modèles (TNL.TXY et TNL.Tbc, cf. section 5.4, p.44).  
En revanche, les résultats donnés par le modèle non biaisé TNL.Tabc, n’utilisant ni le 
rapport de flux, ni l’approximation de Wien, et regroupés dans le Tableau 6.2, sont très 
satisfaisants pour des variations d’émissivité d’ordre 0 à 2. Cependant, le cas des 
variations de type Drude est plus délicat. 
Deux méthodes de sélection de longueurs d’ondes « pseudo-optimales » ou  
« optimales » minimisant l’écart-type de la température ont également été proposées. 
La première est basée sur une procédure de sélection séquentielle des longueurs d’ondes. 
La seconde, donnant les meilleurs résultats, consiste en une minimisation globale avec 
ou sans contrainte sur la gamme spectrale. Bien que la méthode de sélection itérative 
soit moins performante en termes de minimisation d’écart-type de la température, elle 
présente l’avantage de montrer l’importance du choix des différentes longueurs d’ondes, 
et d’être exploitables expérimentalement. En particulier, elle permet une étude 
graphique de la sensibilité de l’écart-type de la température aux différentes longueurs 
d’ondes. 
Enfin, notons que les résultats expérimentaux obtenus à l’aide de la méthode 
d’estimation TNL.Tabc à partir des filtres disponibles expérimentalement 
{ }exp 2;2.35;2.85;4 µm=m  (assez proches des filtres théoriques 
{ }2.03;3.11;4.15;4.65opt µm=m ) sont également très encourageants avec une erreur sur 
la température moyenne d’environs 2K (0.3%), et un écart-type de 4K, pour une 
température de consigne de 623K. 
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7. Thermographie 
7.1. Détection du rayonnement et principe de 
fonctionnement de la camera 
Ce chapitre a pour objectif de présenter brièvement le principe de fonctionnement et les 
caractéristiques de la caméra utilisées pour les mesures expérimentales des parties 
« multi-spectrale » et « caractérisation thermique ». Les principales références qui ont 
été consultés et dans lesquelles de plus amples détails peuvent être trouvés sont : 
- Pour les caractéristiques techniques de la caméra : Documents constructeur 
livrés avec la caméra, dont certains sont disponibles sur le site du constructeur 
[83]. Notons également qu’une étude détaillée des caractéristiques 
expérimentales de la caméra du LEMTA a été réalisée par Souhar [84]. 
- Pour les informations relatives au fonctionnement et à la physique des 
détecteurs : [85, 86, 87, 88, 89, 90, 91]. 
- Pour la thermographie : [5, 4, 92, 93, 94, 9, 85, 95, 96, 97, 6, 98, 99, 100, 101, 
102].  
- Pour le traitement d’image : [103, 104, 105, 106, 107, 108, 109, 110]. 
7.1.1. Types de détecteurs des caméras 
Il existe principalement deux grandes classes de type de détecteurs implémentés dans 
les caméras thermiques : 
- Les détecteurs thermiques, dont le principe de fonctionnement repose sur la 
variation d’une grandeur physique sensible à une variation de température, et 
non directement au flux reçu. Cette classe de détecteurs regroupe généralement 
les détecteurs de type bolométrique ou microbolométrique, pyroélectrique, 
pyromagnétique, thermopile, et pneumatique. Ces détecteurs ont pour 
particularités d’être sensible sur une très large gamme spectrale et ne nécessite 
pas d’être refroidi, mais ont également un temps de réponse relativement long 
comparé à celui des détecteurs quantiques. 
- Les détecteurs quantiques (photoniques), qui sont sensibles à un flux de photons. 
Cette classe de détecteur regroupe généralement les détecteurs de type 
photoémissif, photoconducteur, et photovoltaïque. Ces détecteurs ont la 
particularité de présenter une meilleure sensibilité et un meilleur temps de 
réponse que les détecteurs thermiques, mais ne sont sensibles que sur des bandes 
spectrales généralement peu étendues (le choix du détecteur se fait en fonction 
de la gamme spectrale de mesure) et nécessitent d’être refroidis. On peut citer 
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par exemple : les détecteurs à base d’InSb généralement sensibles aux longueurs 
d’ondes 3,5  ; 5,5m mm µ µ ∈   , et les détecteurs à base de HgCdTe sensibles pour 
8  ; 12m mm µ µ ∈   . 
Pour les mesures expérimentales, une caméra à détecteur quantique à base Antimoniure 
d’Indium (InSb), refroidi à l’azote liquide (77 K) par un moteur Stirling sera utilisée. 
Une représentation graphique de son rendement quantique (donnée constructeur) est 
donnée Figure 7.1, et la détectivité spécifique (correspondant à une mesure du rapport 
signal sur bruit) de quelques détecteurs quantiques les courants est illustrée Figure 7.2. 
 
Figure 7.1 : Rendement quantique du 
détecteur InSb de la Caméra 
 
Figure 7.2 : Détectivité spécifique de 
certains détecteurs quantiques en fonction de 
la longueur d’onde [85].  
7.1.2. Principe de fonctionnement de la caméra 
7.1.2.1. Fonctionnement physique et caractéristiques de la caméra 
• Le détecteur quantique 
Le principe de fonctionnement des caméras quantiques à base de détecteurs InSb 
(utilisées pour les expériences) est le suivant : 
Un détecteur refroidi par azote liquide (température de changement de phase 77 K) à 
l’aide d’un moteur Stirling est sensible au flux photonique incident d’un angle solide 
autour d’une direction. Un mécanisme (roue à filtre) permet de sélectionner le filtre à 
utiliser pour la mesure (il est possible d’effectuer des mesures sans filtre), puis un 
Convertisseur Analogique/Numérique permet de convertir le flux reçu par la caméra en 
niveaux numériques (DL, pour Digital Level). 
Ce détecteur est de type photoconducteur, c'est-à-dire qu’un photon incident sur le 
détecteur ayant une énergie supérieure à la bande interdite (GAP) libère un ou 
plusieurs électrons qui passent de la bande de valence à la bande de conduction, ce qui 
a pour effet d’augmenter la conductivité du matériau. 
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D’où, l’existence d’une longueur d’onde maximum due au GAP à franchir, et une 
longueur d’onde minimum due au fait qu’au-delà d’une certaine énergie le photon 
traverse le matériau sans libérer d’électrons. 
• Caractéristiques techniques 
La caméra (Titanium 560M de chez Cedip-Flir) est capable d’acquérir des images 
thermographiques à une fréquence pouvant varier de 5 Hz à 100 Hz lorsqu’on l’utilise 
dans sa résolution maximale 640*512 pixels, mais cette fréquence peut être augmentée 
par sous-fenêtrage (diminution de la résolution). Ainsi, il est possible d’utiliser une 
fréquence maximale de 383 Hz en 320*240 pixels, jusqu’à 4980 Hz en 16*4 pixels. 
Elle possède une roue à filtres (4 emplacements) dont la rotation est commandée par le 
logiciel Altair fourni avec la caméra, et son détecteur est sensible sur la gamme 
spectrale 1.5 ;5.1µm µmm  ∈    . 
La mesure de la quantité de photons impactant la surface des photosites est réalisée 
pour un temps d’intégration durant lequel ils sont comptabilisés. Plus on diminue ce 
temps et plus l’on peut travailler à haute température. 
La caméra offre la possibilité de régler ce temps d’intégration sur une gamme allant de 
3 µs à 20 ms, par pas de 1 µs. 
Selon les caractéristiques fournies par le constructeur, l’incertitude sur la température 
mesurée et la température réelle est inférieure à 25 mK (sur une moyenne temporelle) 
lorsque la mesure est réalisée à 25°C avec un temps d’intégration de 1600 µs. 
7.1.2.2. Correction de Non Uniformité (NUC, CNUC et BPR)  
Lors d’une acquisition d’une image thermographique, bien que l’objet visé soit 
homogène et ait une température uniforme, il arrive fréquemment que l’image présente 
une non-uniformité. Cette non-uniformité a différentes causes. 
D’une part, les différents photosites (supposés indépendants107) composant le détecteur 
quantique matriciel de la caméra n’ont généralement pas des caractéristiques108 
rigoureusement identiques.   
D’autre part, il existe également des aberrations optiques au niveau de l’objectif. 
Afin de s’affranchir de ces disparités physiques, une méthode consiste à effectuer une 
correction numérique appelée NUC109 (Non Uniformity Correction) lors d’une 
                                      
107 En réalité ils sont corrélés car les puits à électrons ne sont pas parfaitement isolés les uns des autres. 
108 Les raisons des disparités sont nombreuses. On peut citer par exemple, la non uniformité des capacités 
de stockage, des multiplexeurs, des propriétés physiques des galettes de semi-conducteurs utilisées pour 
la réalisation des différents détecteurs de la matrice (photosites),… 
109 Ou « Correction de Non Uniformité » (de la matrice), en français. 
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acquisition, et consistant en une correction affine de la quantité de photons reçus par 
chaque photosite, afin qu’ils aient tous le même comportement statique et dynamique. 
Les deux coefficients de cette correction affine sont calculés pour chaque photosite, soit 
à partir de deux temps d’intégration différents sur une surface homogène, soit à partir 
de deux températures différentes mesurées sur cette même surface (cette dernière 
méthode donnant de meilleurs résultats). Expérimentalement, la surface homogène 
utilisée est un corps noir étendu110 pour des températures allant de la température 
ambiante Tamb à 500°C, et un corps noir à cavité pour des températures allant de 300°C 
à 1700°C. Ces différents corps noirs sont représentés Figure 7.3 et Figure 7.4.  
 
Figure 7.3 : Corps noirs étendus. 
 
Figure 7.4 : Corps noir à cavité. 
La correction de l’ordonnée à l’origine, est dite « NUC 1 point », et la correction des 
deux coefficients (pente et ordonnée à l’origine) est dite « NUC 2 point ». 
Une autre correction, appelée CNUC (certainement pour Cedip NUC), est une 
amélioration de la correction NUC en permettant en fonction de la gamme de 
température et du temps d’intégration de changer de table de NUC « à la volée ».  
La caméra permet également un remplacement des pixels défectueux, appelé BPR (Bad 
Pixel Replacement). Sont considérés comme défectueux les pixels ayant une courbe de 
réponse trop éloignée de celle des autres (comme les pixels figés ou morts). Cependant, 
cette correction a ses limites, car elle consiste à remplacer la valeur du « mauvais » 
pixel par celle de son voisin le plus proche. Notons qu’il est possible de ne pas utiliser le 
BPR. Cela laisse ainsi la liberté de les remplacer en post-traitement à l’aide de 
méthodes plus sophistiquées telles qu’une méthode de moyennage, ou d’interpolation 
bilinéaire, voire trilinéaire, par exemple.  
                                      
110 Le laboratoire LEMTA dispose de deux corps noirs étendus. Le premier est régulé par effet Peltier et 
permet de travailler sur la gamme de température 5 C;100°CT  ∈ °   . Le second, permettant de travailler 
sur la gamme de température (Tamb signifie température ambiante) ;500 CambT T ∈ °    est régulé par PID 
et refroidi par convection naturelle.   
Refroidi par convection naturelle
Refroidi par effet Peltier
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7.1.3. Avantage du refroidissement du détecteur 
- La diminution de la température du détecteur augmente le flux net reçu par 
celui-ci et diminue le bruit thermique (courant d’obscurité « idark » qui croit 
avec la température). 
- Le refroidir avec de l’azote liquide permet de le garder à une température quasi-
constante de 77 K (température de changement de phase de l’azote liquide) et 
améliore ainsi la précision en évitant toutes fluctuations du flux (et donc des 
niveaux numériques) dues à une fluctuation de la température du capteur. 
7.1.3.1. Expression générale du flux net reçu par le détecteur 
En considérant un bilan radiatif simplifié, le flux net reçu par le capteur supposé 
parfait (linéaire et sensible sur une gamme spectrale infinie) peut s’écrire en ne 
considérant que les échanges entre l’objet et le détecteur (pas d’échange entre le boitier 
de la caméra et le détecteur, absence de filtre) et en supposant la surface du détecteur 
petite devant celle de l’objet visé( )dS S<< , nous avons :  
 
( )
( ) ( )
4 4
4 4
1 11 1
d d d d o
net d
d d o d d
d d o d d
T T S F
T T
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σ ε σ
ε ε εε
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.
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Φ = = .
. . +.
+ +
 (7.1.1) 
En posant 
( )1
d d d o
d o d d
S F
F
k
ε σ
ε ε
.
. . +
= , le flux net s’écrit finalement : 
 ( )4 4net dk T TΦ = .  (7.1.2) 
Avec T  (resp. ε ) la température (resp. l’émissivité moyenne) de l’objet visé, dT  (resp. 
dε ) la température (resp. l’émissivité moyenne) du détecteur, d oF .  le facteur de forme 
géométrique entre le détecteur et l’objet, et dS  (resp. S ) la surface du détecteur (resp. 
de l’objet visé). 
Sachant que le détecteur de la camera a une loi de comportement de la forme111 :  
 . netU s= Φ  (7.1.3) 
Afin de voir l’intérêt du refroidissement deux cas sont à considérer, lorsque dT  et T  
sont proches l’un de l’autre, et lorsque dT  est petit devant T . 
7.1.3.2. Expression du flux net pour Td proche de T 
En posant : dT T T= + ∆ , ( )1
d d d o
d o d d
S F
F
k
ε σ
ε ε
.
. . +
= , on a : 
                                      
111 Dans sa gamme de linéarité. 
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4 4
4 4. . 1 . . 1 1net d d
d d
T TkT kT
T T
      ∆      Φ = . = + .                
 (7.1.4) 
Au premier ordre on a : 
 
4 2
1 1 4
d d d
T T TO
T T T
     ∆ ∆ ∆     + = + +           
 (7.1.5) 
D’où (7.1.4) devient : 
 34 .net dkT TΦ ∆  (7.1.6) 
La sensibilité du flux à la température est donc : 
 34net dk cT
T ste
Φ
=
∂
∂
  (7.1.7) 
Ainsi, en supposant que la tension délivrée par le détecteur (et donc les niveaux 
numériques) est proportionnelle au flux, on déduit de (7.1.7) que pour une température 
dT  du détecteur proche de celle de l’objet, on aura une sensibilité constante du 
détecteur à la température, c’est-à-dire : 
 34. . . d
U s kT c e
T
st=∂
∂
  (7.1.8) 
7.1.3.3. Expression du flux net pour Td petit devant T 
En posant : dT T T= + ∆  ; ( )1
d d d o
d o d d
S F
F
k
ε σ
ε ε
.
. . +
= , on a : 
 
4
4 1 dnet
T
kT
T
    Φ = .      
  (7.1.9) 
Pour 1dd
T
T T
T
<< ⇔ << , on a :  
 
4
1 1d
T
T
    .      
  (7.1.10) 
D’où (7.1.9) devient : 
 4net kTΦ   (7.1.11) 
La sensibilité du flux à la température est donc : 
 34net kT cste
T
Φ
≠
∂
∂
  (7.1.12) 
Donc la sensibilité du détecteur à la température sera : 
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 34. . .U s k c e
T
T st≠∂ =
∂
 (7.1.13) 
D’une part, on remarque à partir de l’équation (7.1.11) que tout se passe comme si le 
détecteur n’intervenait pas dans le bilan radiatif (si ce n’est à travers la présence du 
terme k) ; d’autre part, à partir de l’équation (7.1.13), on remarque que la sensibilité à 
la température sera d’autant plus grande que la température sera élevée. Ce dernier 
point permet de conclure que le refroidissement du détecteur améliore la sensibilité de 
celui-ci. 
7.2. Equation thermographique 
7.2.1. Equation thermographique générale 
Le bilan que nous allons effectuer comportera dès le début de nombreuses hypothèses 
simplificatrices, ce qui implique qu’il ne sera pas rigoureusement exact.  
On supposera l’air comme étant un milieu semi-transparent homogène, isotherme, non 
diffusif et à propriétés radiatives constantes. Toutes les propriétés radiatives 
correspondront aux propriétés radiatives moyennes calculées à partir d’un volume 
d’atmosphère hémisphérique équivalent.  
Enfin, le fond, le boitier, le détecteur, et l’objet seront supposés opaques 
( )( )0 1τ ρ ε= ⇒ = .  et la loi de Kirchhoff sera supposée applicable à chacun des 
milieux. Un schéma illustrant la situation est représenté Figure 7.5. 
L’objectif, est d’illustrer sous quelles conditions il est possible d’aboutir à l’expression 
de la loi d’étalonnage (simple) généralement utilisée pour les caméras. 
 
Figure 7.5 : Illustration de la scène thermographique [101] 
 
• Flux spectral arrivant sur l’atmosphère en direction du détecteur 
Il y a le flux spectral oϕ  dû à l’émission propre de l’objet, celui du fond ( fϕ ), la partie 
de flux spectral réfléchi sur l’objet provenant, d’une part de l’atmosphère ( aϕ ), et 
d’autre part de l’environnement ( eϕ ). On notera, i jF .  la fraction de flux spectral émis 
par la surface i et reçu par la surface j. Le bilan spectral s’écrit donc : 
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( ) ( ) ( ) ( ) ( )
emission propre réflexion sur l'objet du flux réflexion sur l'objet du flux 
de l'objet provenant de l'atmosphère provenant de l
, 1 , 1 ,e a o d o o o a o a a o e o e eF T F T F Tϕ ϕ m ε ϕ m ε ϕ m→ . . .= + . + .  ( )
emission propre
'environnement du fond
,f d f fF Tϕ m.  +      
 
  (7.2.1) 
 
• Flux incident de l’atmosphère vers le détecteur 
Ce flux est composé de la transmission par l’atmosphère du flux spectral arrivant sur 
celle-ci en direction du détecteur ( )e aϕ→ , et de son émission propre. En notant, aτ  le 
facteur de transmission spectral de l’atmosphère, on a : 
 ( )
Flux transmis émission propre
par l'atmosphère de l'atmosphère
,i ea d a a a d a aF Tϕ τ ϕ ϕ m→ → .= +   (7.2.2) 
 
• Flux incident sur le détecteur 
Avant d’arriver au détecteur, le flux spectral incident de l’atmosphère vers le détecteur 
traverse un système optique {filtre+objectif} de longueur d’onde moyenne m  et de 
bande passante112 2δm . A ce flux, il faut ajouter celui provenant du boitier (incluant 
l’émission propre du filtre, supposé à même température que le boitier). 
En notant soτ  le facteur de transmission spectral du système optique {filtre+objectif}, 
le bilan s’écrit : 
 ( ) ( ) ( )
flux ayant traversé émission propre réflexion sur le boitier du flux 
le système optique du boitier provenant du dé
et provenant de 
l'atmosphère
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tecteur

 (7.2.3) 
 
• Flux net reçu par le détecteur 
Il y a le flux spectral incident sur le détecteur et l’émission propre du détecteur. En 
supposant que le détecteur n’absorbe ce flux que sur un intervalle de longueur d’onde 
centrée sur 1m  et d’amplitude 2 m∆ , dans ce cas le bilan s’écrit : 
 ( )
1 1
1 1
, ,
i
net d d d dd T d
m m m m
m m m m
φ ϕ m ϕ m m
+∆ +∆
→
.∆ .∆
= .∫ ∫  (7.2.4) 
En faisant apparaitre tous les termes, on a : 
                                      
112 On supposera que la restriction de la bande passante n’est due qu’au filtre. 
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  (7.2.5) 
7.2.2. Equation thermographique simplifiée 
• Hypothèses simplificatrices 
(H1) : Le coefficient de réflexion de l’atmosphère sera supposé négligeable : 
( )0 1a a aρ ε τ= ⇒ = .  
(H2) : Le détecteur sera supposé suffisamment refroidi pour que le flux émis par celui-
ci puisse être négligé devant celui des autres flux incidents, et en particulier, devant 
celui du boitier : 
( )
( )
1
1
1
1
,
0
,
d dT d
T d
m m
m m
m m
m m
ϕ m m
ϕ m m
+∆
.∆
+∆
.∆
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∫
∫
 
(H3) : L’angle d’ouverture de l’objectif sera supposé suffisamment faible pour que 
compte tenu du niveau de température du fond, le flux de celui-ci puisse être négligé 
devant celui de l’objet visé : 
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(H4) : La bande passante de l’ensemble {filtre+objectif} sera supposée inclue dans 
celle du détecteur : 1 1 ;  ; m δm m δm m m m m   . + ⊂ .∆ + ∆    .
 
(H5) : La distance séparant la caméra de l’objet sera supposée suffisamment faible 
pour avoir : 1aτ =  (atmosphère parfaitement transparente). Une représentation des 
spectres d’absorption de l’atmosphère et des différentes molécules le constituant est 
donnée Figure 7.6 et Figure 7.7. 
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Figure 7.6 : Transmission spectral de l'atmosphère sur 
2km au Sol [9] 
 
Figure 7.7 : Absorption 
moléculaire des constituants  
atmosphériques [9] 
• Simplification du bilan 
A partir de (H1) et (H5), et en rappelant que ( ) ( ), ,oa a a a aT Tϕ m ε ϕ m= , nous avons 
respectivement dans les équations (7.2.1) et (7.2.2) : 
 
( ) ( ) ( ) ( )
( ) ( ) ( )
1 , 1 ,
1 1 , 0
o
o a o a a o a o a a a
o
o a o a a a
F T F T
F T
ε ϕ m ε ε ϕ m
ε τ ϕ m
. .
.
. = .
= . . ≈
 (7.2.6) 
Et : 
 ( ) ( ) ( ) ( ), , 1 , 0o oa d a a a d a a a a d a a aF T F T F Tϕ m ε ϕ m τ ϕ m. . .= = . ≈  (7.2.7) 
A partir (H3) à (H5), l’équation (7.2.2) intégrée sur 1 1 ; m m m m . ∆ + ∆  , devient : 
 ( ) ( ) ( )( ), 1 ,ia d so a o d o o o e o e eF T F T d
m δm
m δm
φ τ τ ϕ m ε ϕ m m
+
→ . .
.
≈ + .∫  (7.2.8) 
A partir de (H2), l’équation (7.2.3) intégré sur 1 1 ; m m m m . ∆ + ∆  , donne : 
 
( ) ( ) ( )( )
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∫ ∫
∫
 (7.2.9) 
 
 
 
• Expression simplifiée du flux net reçu par le détecteur 
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Compte tenu de (H2) et des simplifications précédentes, l’équation (7.2.4) s’écrit : 
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( ) ( ) ( )( )
( )
1 1 1
1 1 1
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+
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.
+∆
.
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∫ ∫ ∫
∫
∫

 (7.2.10) 
Dans le cas où la caméra et l’objet restent immobiles durant toute l’expérience, on a 
o dF cste. = . En supposant que l’émissivité de l’objet et de l’environnement varient peu 
sur la bande passante étroite  ; m δm m δm . .  , que celle du boitier varie peu sur 
1 1 ; m m m m . ∆ + ∆  , et que la température du boitier ainsi que celle de l’environnement 
sont très peu différentes, respectivement des température moyennes bT  et eT , dans ce 
cas le théorème de la moyenne intégrale donne : 
 ( ) ( ) ( ), 1 21 22 1, , ,net d o o e e b bk T k T k Tφ ϕ m ϕ m ϕ m≈ + +  (7.2.11) 
Avec 1 2 . so a o dk F csteδm τ τ .= = , ( )21 2 . 1so a o d o e ok F F csteδm τ τ ε. .= . = , et 
22 2 . b dk F cstem .= ∆ = . 
Les flux moyens équivalents ( ),e eTϕ m  et ( )1,b bTϕ m  étant constants par définition, 
l’expression (7.2.11) peut s’écrire sous la forme simplifiée : 
 ( ), 1 2,net d o ok T kφ ϕ m≈ +   (7.2.12) 
Avec, ( ) ( )2 21 22 1, ,e e b bk k T k Tϕ m ϕ m= + . 
Remarque : On voit à partir de l’équation (7.2.12) que si toutes les hypothèses 
précédentes sont vérifiées, alors les variations du flux reçu par le détecteur seront 
proportionnelles à celle flux émis par la surface de l’objet visé. 
 
7.3. Etalonnage 
7.3.1. Approximation des flux 
En supposant la surface du détecteur petite devant celle du boitier qui l’entoure 
0 et 1d d cam
cam
S
F
S .
  ≈ ≈   
, le flux radiatif net émis par le boitier et le filtre (émission 
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propre due à sa température) de la caméra vers le détecteur pourra s’écrire (en 
première approximation113) :  
 
( ) ( )
4 4
4 4
1 11
cam d
cam d d d cam d
cam d
cam cam d d d
T T
S T T
S S S
σ
ε σ
ε ε
ε ε
.
.
Φ ≈ ≈ .
. .
+ +
 (7.3.1) 
On supposera que la température du détecteur est suffisamment faible devant celle de 
l’objet visé afin de négliger son influence dans le bilan radiatif.  
Soit, ( ) ( ),T T d
m δm
m δm
φ ϕ m m
+
.
= ∫  un flux provenant de la scène thermique et arrivant sur le 
détecteur après avoir traversé le filtre (ou système optique) de longueur d’onde 
moyenne m  et de bande passante 2δm . En supposant que la bande passante du filtre 
soit suffisamment étroite afin que les variations de ( ),Tϕ m  soient linéarisables sur 
 ; m δm m δm . +  , on pourra approcher
114 son intégrale par la méthode du point 
milieu (équivalente à l’approximation des trapèzes pour une fonction affine) : 
 ( ) ( ) ( ), 2 . ,
exp 1
AT T d T
B
T
m δm
m δm
φ ϕ m m δmϕ m
+
.
=
  .  
∫    (7.3.2) 
7.3.2. Constats expérimentaux 
Afin de pouvoir établir la loi d’étalonnage, il peut être avantageux d’étudier au 
préalable certains comportements expérimentaux propres au fonctionnement de la 
caméra, telles que l’influence du temps d’intégration sur la mesure, ou la forme de la 
courbe d’étalonnage. 
• Courbes DL=f(IT) 
A titre d’exemple, nous avons tracé sur les Figure 7.8 à Figure 7.11, les courbes 
expérimentales réalisées sur un corps noir étendu, et représentant l’évolution des 
niveaux numériques (DL) en fonction du temps d’intégration (IT) pour différents filtres 
et différentes températures. 
                                      
113 A un facteur de proportionnalité près. 
114 Méthode analogue à celle utilisée pour obtenir (7.2.11).  
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Figure 7.8 : Courbes DL=f(IT), pour 
21.5 C;250 CT  ∈ ° °    et 2,85µmm = .   
 
Figure 7.9 : Courbes DL=f(IT), pour 
21.5 C;250 CT  ∈ ° °    et 3, 9µmm = .   
 
 
Figure 7.10 : Courbes DL=f(IT), pour 
21.5 C;250 CT  ∈ ° °    et 4,25µmm = .   
 
Figure 7.11 : Courbes DL=f(IT), pour 
450 CT = °  et { }2;2.35;2.85;4 µmm = .   
Deux constats : 
- D’une part, au-delà de 12000 niveaux numériques (DL : Digital Levels), les 
courbes DL=f(IT) ne sont plus linéaires. Cela est dû à la non linéarité de la 
caméra à partir de ce seuil. 
- D’autre part, nous voyons que pour des niveaux inférieurs à 12000DL, les 
courbes DL=f(IT) semblent modélisables par des fonctions affines, ayant une 
ordonnée à l’origine que l’on notera 0U . On en déduit que pour un temps 
d’intégration nul, il existera un niveau numérique non nul, qui est généralement 
appelé « offset ».  
• Courbes d’étalonnages 
Les courbes d’étalonnages expérimentales DL=f(T) réalisées sur un corps noir étendu, 
pour un temps d’intégration unique (IT = 500µs) sur la gamme de températures 
20 C;400 CT  ∈ ° °   , et pour les filtres de longueurs d’ondes { }2.85;3.9;4.25 µmm ∈ , sont 
représentées Figure 7.12. Notons que sur ces graphes, il apparait dans la légende deux 
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filtres à 3.9 mµ , dont l’un est désigné par « HyperCalV2 ». Cette courbe correspond à 
celle réalisée à partir du CNUC de la caméra, réalisé par la société FLIR. 
Les courbes d’étalonnages expérimentales DL=f(T) réalisées sur un corps noir étendu, 
pour des temps d’intégration différents pour chaque filtre { }2;2.35;2.85;4 µmm ∈  sur la 
gamme de températures 200 C;500 CT  ∈ ° °   , sont représentées Figure 7.13. 
 
Figure 7.12 : Courbes d’étalonnage 
DL=f(T), pour IT=500µs, 20 C;400 CT  ∈ ° °  
, et { }2.85;3.9;4.25 µmm ∈ . 
 
Figure 7.13 :Courbes d’étalonnage DL=f(T), 
pour différents IT, 20 C;400 CT  ∈ ° °   , et 
{ }2.85;3.9;4.25 µmm ∈ . 
Les courbes d’étalonnage semblent montrer qu’il existe un offset numérique (pour une 
température nulle, il existe un niveau numérique non nul) qu’on notera 0U , car cette 
offset est normalement le même que celui trouvé dans les courbes DL=f(IT). 
7.3.3. Expression de la loi d’étalonnage de la caméra 
7.3.3.1. Loi d’étalonnage à 3 paramètres : Choix expérimental 
Sachant d’une part, que pour une température et une longueur d’onde données, la 
valeur de la tension délivrée par le détecteur (ou valeur des niveaux numériques) est 
proportionnelle au temps d’intégration, et d’autre part, que pour un temps 
d’intégration nul, la tension délivrée par le détecteur est non nulle (ce qui revient à dire 
que la courbe d’étalonnage ne passe pas par 0), on peut écrire la loi d’étalonnage sous 
la forme : 
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Avec ( )Tφ  pouvant se décomposer comme étant la somme des contributions du flux 
( )o Tφ  provenant de l’objet visé, et du flux ( )e eTφ   provenant de l’environnement.  
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Si on suppose que la température de la caméra et celle du détecteur varient peu au 
court de l’expérience, dans ce cas on a ( )4 4cam dT T cste.  .  
En posant ( )40 4cam dk T T csteα . == , (7.3.3) s’écrit également : 
 ( ) ( )( )0 0o e eU s T T IT Uφ φ α= × + + × +  (7.3.4) 
Et en utilisant l’approximation (7.3.2) pour ( )o Tφ , la relation (7.3.4) devient : 
 ( )1 0 0
exp 1
e e
A
U s T IT U
B
T
φ α
     = × + + × +       .       
 (7.3.5) 
Remarque : Le « CNUC HyperCal » de la caméra permet de corriger en temps réel 
l’influence de la dérive en température du boitier de la caméra, i.e. en déterminant 0α  
(variable dans le temps). 
Si l’on suppose que la température de l’environnement est constante ( ( )e eT csteφ ≈ ), et 
que l’équilibre thermique du boitier de la caméra est établit ( 0 csteα ≈ ), alors sous ces 
hypothèses, on remarque que dans (7.3.5) les paramètres ( )e eTφ , 0α , et 0U  sont 
corrélés. En globalisant les constantes en posant 1A sA=  et 
( )( )0 0. e eC s IT T Uφ α= + + , alors (7.3.5) peut  s’écrire sous la forme simplifiée :  
 
exp 1
AU IT C
B
T
= +
  .  
 (7.3.6) 
Remarque : On aurait également pu globaliser le temps d’intégration (IT) dans la 
constante A, cependant, celui-ci étant connu, il est préférable de ne pas le globaliser 
afin de faciliter l’initialisation de l’algorithme d’estimation. 
Les résultats expérimentaux obtenus à l’aide de la loi d’étalonnage (7.3.6) sont 
représentés sur les Figure 7.14 et Figure 7.15. 
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Figure 7.14 : Courbes d’étalonnages estimées 
(modèle (7.3.6)) et expérimentales (1ère figure), 
et résidus associés (2ème figure). 
 
Figure 7.15 : Erreurs relatives associées aux 
courbes d’étalonnages du modèle (7.3.6). 
On constate que l’erreur relative maximale est de l’ordre de 0,7%, pour les courbes en 
DL, ce qui peut laisser espérer une erreur relative maximale plus faible pour les courbes 
en température (cf. (7.3.6)). 
7.3.3.2. Lois d’étalonnage à 4 et 5 paramètres 
Compte tenu des résultats des Figure 7.14 et Figure 7.15, on pourrait vouloir 
augmenter « artificiellement » le nombre de paramètre du modèle (7.3.6), en espérant 
diminuer les résidus. Plusieurs choix sont alors possibles. En voici quelques-uns. 
• M odèle à 4 paramètres 
Une solution « classique » consiste à rajouter un paramètre devant le terme en 
exponentiel. La relation (7.3.6) devient alors : 
 
exp 1
AU IT C
BD
T
= +
  .  
  (7.3.7) 
Les résultats expérimentaux obtenus à l’aide de cette loi d’étalonnage sont représentés 
sur les Figure 7.16 et Figure 7.17. 
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Figure 7.16 : Courbes d’étalonnages 
estimées (modèle (7.3.7)) et expérimentales 
(1ère figure), et résidus associés (2ème figure). 
 
Figure 7.17 : Erreurs relatives associées aux 
courbes d’étalonnages du modèle (7.3.7). 
A l’aide de la Figure 7.17 on constate que dans notre cas, l’erreur relative maximale a 
approximativement été divisée par 3 comparés à celle obtenue en Figure 7.15.  
Bien que le modèle (7.3.7) donne ici de meilleurs résultats que ceux du modèle (7.3.6), 
il convient néanmoins de rester prudent sur son usage. En effet, dans certaines 
circonstances les paramètres A et D peuvent devenir corrélés, au point qu’il devienne 
impossible d’obtenir des résultats satisfaisants. Cette corrélation intervient lorsque 
l’on a : 
 exp 1
exp
B AD U IT C
T BD
T
  ⇒ +        
    (7.3.8) 
La relation (7.3.8) est mal posée (au sens d’Hadamard) à cause de la présence du 
rapport /A D  qui implique l’existence d’une infinité de valeurs possibles de A et D  
permettant d’obtenir une unique valeur du rapport /A D .  
Remarque : Cette corrélation est généralement d’autant plus favorisée que les 
conditions expérimentales permettent la validité de l’approximation de Wien 
( )2T Cm  . 
• M odèles à 5 paramètres, mais corrélés  
Du point de vue expérimental, on pourrait considérer que le temps d’intégration réel de 
la caméra n’est pas exactement celui qui a été choisi, et ainsi rajouter un paramètre 
permettant de tenir compte de ce décalage. La relation (7.3.8) deviendrait alors : 
 ( )
exp
AU IT D C
BD
T
= . +
    
  (7.3.9) 
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Cependant, on remarque que cette solution est vaine car les paramètres A et D sont 
malheureusement corrélés. Ainsi, en terme de degrés de libertés ce modèle est 
équivalent à (7.3.8).  
• Remarque :  
Compte tenu des résultats établis dans cette section 7.3.3, nous avons choisi la relation 
(7.3.6) comme loi d’étalonnage de la caméra. 
7.3.4. Intérêt de l’adimensionnement 
Dans certains cas, il n’est pas nécessaire de connaître l’évolution de la température 
absolue d’un objet mais simplement l’évolution de sa température relative ou du flux 
relatif (contrôle non destructif, estimations de paramètres thermiques par méthode 
flash,…). Dans ces cas, l’utilisation de la caméra s’en trouve simplifiée. 
7.3.4.1. Cas de fortes variations de température 
Dans le cas où les hypothèses de la section 7.3.3 sont supposées vérifiées, que les 
mesures ne sont effectuées qu’à une seule longueur d’onde, que le temps d’intégration 
est le même pour toutes les mesures, et que la bande passante du filtre est 
suffisamment étroite (approximation de mesure monochromatique), alors on a : 
 ( )( ) ( )0 0 . . oU s T IT U s IT Tφ α φ α= × + × + = +  (7.3.10) 
Avec, 
 ( )( )0 0. e es IT T Uα φ α= + +  (7.3.11) 
Soient, iU  et jU  deux mesures en [DL] issues de deux températures iT  et jT différentes, 
et maxU  la valeur maximale relevée durant l’expérience. Si l’hypothèse (2.3.3) est 
vérifiée ( ,
k
kmε ε≈ ∀ ), dans ce cas on a : 
 
( )( ) ( )( )
( )( ) ( )( )max max
. . . .
. . . .
j i o j o i
i o o i
U U s IT T s IT T
U U s IT T s IT T
φ α φ α
φ α φ α
. + . +
=
. + . +
 (7.3.12) 
Qui se simplifie en : 
 
( ) ( )
( ) ( )max max
j i o j o i
i o o i
U U T T
U U T T
φ φ
φ φ
. .
=
. .
 (7.3.13) 
En procédant ainsi, on s’affranchi de l’offset numérique oU , de la sensibilité du 
détecteur s , de l’émissivité ε  (apparaissant dans l’expression de ( )o Tφ ), du temps 
d’intégration IT, et des flux 0α  et ( )e eTφ  reçus par le détecteur en provenance de 
l’environnement et du boîtier de la caméra. Cela permet en particulier d’améliorer le 
contraste thermique, et est ainsi adapté à du contrôle qualitatif, tel que le CND 
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(« Contrôle Non Destructif ») de délaminages ou d’équirépartition de chauffe dans des 
processus de fabrications industriels, par exemple. Cependant, si l’application visée 
nécessite de manipuler des températures, telle que la caractérisation thermique, par 
exemple, un étalonnage reste nécessaire afin de transformer la variation relative du 
flux, non linéaire à cause de l’hypothèse de fortes variations de températures, en 
variation relative de température. 
7.3.4.2. Cas de faibles variations de température  
Dans le cas où les variations de température sont suffisamment faibles pour pouvoir 
linéariser la courbe de flux reçu pour un temps d’intégration donné, dans ce cas, il est 
possible de s’affranchir de l’étalonnage. 
En effet, si la bande passante du filtre est suffisamment étroite, nous avons : 
 ( ) ( ),
exp 1
o o
AT T d
B
T
m δm
m δm
φ φ m m
+
.
=
  .  
∫   (7.3.14) 
Dans le cas de faibles variations de température, nous avons à l’ordre 1 autour de la 
température moyenne (ou initiale, c’est selon) mT : 
( ) ( )( )22
2
. .exp
exp 1 exp 1 exp 1
m
m m
mm m
BAB
TA A T T O T T
B B B TT T T
     
= + . + .
         .   .      .               
 (7.3.15) 
En posant, 
2
2
. .exp
exp 1
m
m
m
BAB
T
B T
T
α
     
=
       .         
 et 
.exp
1
exp 1 exp 1
m
m
m m
BB
TA
B B T
T T
c
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, on a : 
 
exp 1
A T
B
T
α c+
  .  
  (7.3.16) 
On en déduit l’expression des niveaux numériques délivrés par la caméra : 
 ( )( )0 0 ' 'e eU s T T U Tα c φ α α c= + + + + = +  (7.3.17) 
Avec, ' sα α=  et ( )( )0 0' . e es T Uc c φ α= + + +   
Soient, iU  et jU  deux mesures issues de deux températures iT  et jT différentes, et maxU  
la valeur maximale relevée durant l’expérience (dans le cadre de faible variation de 
température). Dans ce cas, nous avons : 
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( )
( )
*
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' ' ' '
j i j i j i
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= = = ∆
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 (7.3.18) 
En procédant ainsi, on s’est affranchi de l’offset numérique ( )oU , de la sensibilité du 
détecteur ( )s , de l’émissivité ( )ε , et des flux reçus par le détecteur en provenance de 
l’environnement et du boîtier de la caméra. De plus, on remarque que la mesure est 
intrinsèque, car la relation (7.3.18) décrit l’évolution relative de la température de 
l’objet visé. Cela permet de s’affranchir de l’étalonnage lorsque l’application visée ne 
nécessite pas la connaissance de la température absolue, telle que la caractérisation 
thermique de matériaux par méthode flash, par exemple. 
7.4. Traitement des données issues de la caméra 
La mesure du champ de températures d’un objet est effectuée à l’aide d’une caméra à 
base de détecteurs quantiques. L’enregistrement vidéo se fait dans un fichier 
d’extension «.ptw » qui contient diverses informations. Ce fichier contient un en-tête 
dans lequel est par exemple indiqué le nombre d’images enregistrées dans celui-ci. 
Chaque image (codée en niveau de gris « DL ») de ce fichier contient également un en-
tête dans lequel sont indiqués entre autres, la température de la caméra, la date en 
seconde à laquelle a été enregistrée l’image, la taille de l’image… 
Divers programmes Matlab ont étés créés afin de récupérer, convertir et traiter ces 
données. On récupère les informations et les images stockées dans le fichier « .ptw », 
puis on les convertit afin de les stocker dans un tableau de données en « .mat » plus 
aisément manipulable par Matlab. Les échantillons dont nous disposons pouvant être 
circulaires ou rectangulaires, deux programmes différents ont étés réalisés afin de 
s’adapter à chacune de ces situations. 
7.4.1. Récupération, Conversion et Stockage des données 
L’un des problèmes majeurs de ces films est qu’ils peuvent être très gourmands en 
espace de stockage ainsi qu’en demande de capacité de calculs. C’est pourquoi en 
fonction de la taille que l’objet occupe sur l’image, il peut être intéressant de ne stocker 
que la partie de l’image correspondant à l’objet. Ceci afin de diminuer l’espace 
qu’occupera le fichier en mémoire statique (généralement le disque dur), ainsi que sa 
demande de ressource en mémoire vive (généralement la mémoire RAM). En effet, si 
nous ne prenons pas garde à minimiser la taille des données à traiter et à optimiser le 
programme de traitement, nous risquons d’avoir des temps de traitement très longs ou 
une incapacité à traiter ces données à cause d’un « Out Of Memory » (manque de 
mémoire). 
Les Figure 7.18 et Figure 7.19 montrent respectivement, l’image originale avec zone de 
sélection pour le redimensionnement, et l’image après redimensionnement. . Le 
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rectangle de sélection est soumis à des contraintes lui évitant de sortir de la zone de 
l’image et évite ainsi des erreurs de programme. 
 
Figure 7.18: Images avant redimensionnent 
 
Figure 7.19: Image après redimensionnement 
7.4.2. Détection de contour circulaire, détection de l’excitation, 
filtrage et champ de températures 
Une fois les données stockées dans un format manipulable par Matlab, il est possible de 
traiter les données, et en particulier de récupérer le champ de températures de 
l’échantillon. Les fonctionnalités principales du programme réalisé sont les suivantes : 
- Détection automatique de l’image à laquelle est réalisée l’excitation, par 
détection d’élévation brutale des niveaux numériques (DL). 
- Filtrage des données à l’aide, entre autre, du filtre de Weiner afin d’améliorer la 
détection de contour, mais enregistrement du champ de températures non filtré.  
- Détection du contour de l’échantillon circulaire par 4 méthodes au choix. (1) : 
En définissant (par clic sur l’image) le centre et le rayon de l’échantillon ; (2) : 
Par méthode des cordes en utilisant 3 points sur la périphérie de l’échantillon ; 
(3) : Détermination automatique du centre et du rayon par méthode 
statistique ou détermination de l’isobarycentre, avec possibilité de réajustement 
manuel après affichage du résultat ; (4) : Par méthode graphique en définissant 
un cercle de taille variable et déplaçable sur l’image afin de faire correspondre au 
mieux ce cercle avec la géométrie de l’échantillon. L’ensemble de ces méthodes 
peuvent être couplées à une détection de contour automatique à l’aide de filtres 
de Sobel, Prewitt, Roberts, ou Canny… 
- Calcul du champ de températures ( ), ,T x y t  non filtré de l’échantillon, et 
conversion en coordonnées cylindriques : ( ) ( ), , , ,T x y t T r tr . 
La partie la plus délicate est la détection de contour de l’échantillon. C’est un domaine 
qui fait encore pleinement partie de la recherche car de nombreuses améliorations sont 
à faire. En effet, si les méthodes actuelles donnent de bons résultats dans le cadre de la 
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détection de contour sur des images à fort contraste (écritures noires sur fond 
homogène blanc, par exemple), elles ne sont plus du tout aussi efficaces lorsque le 
contraste est faible et en présence de bruit sur l’image. Malheureusement, c’est ce 
dernier cas qui correspond à notre situation expérimentale. 
Parmi les méthodes les plus connues de détection de contour nous pouvons citer : 
- L’approche par convolution : filtres de Roberts, Sobel, Prewitt, Kirsh, le 
« Seuillage », des méthodes basées sur le Laplacien… 
- L’approche par filtrage optimal : filtres de Canny, Dériche… 
- Méthodes basées sur les opérateurs Morphomathématiques : dilatation, érosion, 
dualité, ouverture et fermeture, gradient, amincissement, squelittisation… 
Pour ne citer que celles-ci. Dans notre cas, la solution retenue a été l’utilisation du 
seuillage115 et du filtre de Canny, car ces méthodes semblaient être un bon compromis 
entre temps de calcul et efficacité. 
7.4.2.1. Détection automatique de contour par filtre de Canny 
Lorsqu’on exécute le programme, la possibilité est donnée à l’utilisateur de choisir sur 
quelle image travailler. La première est non traitée et la deuxième correspond à une 
image de contraste116 telle que, la moyenne des images avant excitation lui a été 
retranchée, puis filtrage par un filtre de Wiener afin de réduire le bruit sur l’image de 
contraste, enfin on lui applique un filtre de Canny afin d’effectuer une détection 
automatique des contours. 
Notons que chaque expérience est différente, aussi il faudra probablement changer le 
traitement de l’image et/ou le choix de l’image de référence afin d’obtenir de meilleurs 
résultats. Plusieurs cas ont été implémentés dans le programme, mais ils sont 
perfectibles. Il est donc préférable d’avoir une supervision humaine. 
Afin d’illustrer nos propos, une image avant traitement et après détection automatique 
de contour par filtre de Canny sont données respectivement en Figure 7.20 et Figure 
7.21. 
                                      
115 Cette méthode consiste à binariser l’image en fonction du seuil défini. Ainsi, par exemple, tous les 
pixels ayant des niveaux numériques supérieur au seuil prendront la valeur 1 et les autres 0. La 
démarche opposée étant également possible. 
116 L’image choisie est généralement une image après flash et telle que la chaleur ait eu le temps 
d’entièrement diffusée dans le matériau afin d’augmenter le contraste entre celui-ci et le porte échantillon 
et/ou l’environnement. 
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Figure 7.20 : Image exempte de traitements. 
 
Figure 7.21 : Image après détection 
automatique des contours par filtre de Canny. 
Remarquons que sur la Figure 7.21 il y a bien la présence du contour d’un cercle. En 
comparant les figures Figure 7.20 et Figure 7.21 nous constatons que la détection de 
contour semble donner des résultats globalement satisfaisants malgré l’absence de 
traitements particuliers de l’image. 
Néanmoins, afin de pouvoir déterminer par nous-mêmes le contour, d’autres fonctions 
ont été implémentées dans le programme, elles sont illustrées dans la sous-section 
suivante. 
7.4.2.2. Détection par méthode statistique 
Le fonctionnement de cette méthode créée par mes soins est globalement le suivant. Un 
seuillage est effectué par rapport à l’intensité moyenne de l’image, ce qui va permettre 
la création d’un masque composé de NaN (Not a Number) en dehors de l’échantillon. 
Après application du masque sur l’image à traiter, on recherche l’isobarycentre de 
l’ensemble des points du disque, afin de déterminer les coordonnées du centre. Le rayon 
est ensuite déterminé en calculant l’ensemble des distances entre le centre du cercle et 
les différents pixels appartenant au disque, puis en choisissant la distance pour laquelle 
il y a un maximum d’occurances.  
Une autre méthode développée, mais plus lente, consiste à rechercher statistiquement 
pour quelle abscisse et quelle ordonnée il y a le plus de points. 
Le résultat obtenu à partir de la méthode statistique, ainsi que la boite de dialogue 
associée permettant de modifier, si besoin, la taille et la position du cercle, sont affichés 
sur la Figure 7.22. 
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Figure 7.22 : Détection de Contour par Méthode Statistique. 
La méthode statistique, qui ne demande pas non plus d’intervention utilisateur, semble 
ici plus précise que la méthode par filtre de Canny. 
Notons que durant le traitement, il y a détection et remplacement des pixels morts par 
la valeur moyenne du champ de températures. 
Une illustration d’images de films thermographiques obtenues après sélection des 
données par détection de contour est donnée en Figure 7.23 (excitation colimatée de 
façon circulaire) et Figure 7.24 (excitation colimatée sous forme d’une croix). 
 
Figure 7.23 : Dernière image après 
traitement 
 
Figure 7.24 : Champ de températures après 
traitement (20ième image après excitation) 
• Remarque : 
Le redimensionnement de l’image avant son stockage a pour conséquence de diminuer 
l’influence du champ de températures extérieure à l’échantillon sur la détermination des 
paramètres géométriques de celui-ci par méthode statistique. 
La boîte de dialogue permettant de modifier la taille et la position du cercle est 
présente dans chacune des méthodes : méthode des cordes, méthode statistique, 
méthode graphique,… 
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7.4.2.3. Détection par méthode graphique 
Cette méthode consiste à définir graphiquement un cercle de taille variable et 
déplaçable sur l’image, afin de faire correspondre au mieux ce cercle avec la géométrie 
de l’échantillon (cf. Figure 7.25).  
 
Figure 7.25 : Traçage graphique du cercle permettant l’extraction du champ de 
températures de l’échantillon. 
Les résultats obtenus après traitement ressemblant à ceux obtenus au paragraphe 
7.4.2.2, ils ne seront pas représentés ici. 
Cette méthode a l’avantage de permettre à l’utilisateur de facilement déplacer, 
agrandir, rétrécir, ajuster à son gré les dimensions et emplacement du cercle dont le 
pourtour doit se confondre avec celui de l’échantillon. Elle est principalement utile 
lorsque la méthode statistique échoue ou lorsque que l’échantillon apparaît nettement 
sur l’image. 
• Remarques générales : 
Le cas idéal pour la détection de contour dans notre cas serait que l’échantillon et 
l’environnement aient chacun une température uniforme et qu’il existe entre eux un 
fort contraste d’intensité (ou de température). 
Chaque expérience étant différente, il n’existe à priori pas de méthode générale. 
Cependant, dans certaines situations il est possible de s’approcher du cas idéal. 
En effet, si la diffusivité de l’échantillon est grande par rapport à la durée de 
l’expérience, il est préférable de choisir une image « loin » de celle où s’est produit 
l’excitation (la dernière, par exemple), car d’une part, la température globale de 
l’échantillon aura augmenté, d’autre part, on peut supposer que sa température aura eu 
le temps de s’uniformiser. 
Notons, qu’il est généralement préférable de retrancher l’image moyenne avant 
excitation à l’ensemble du film thermographique, afin d’améliorer les contrastes. 
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Après sélection de la zone d’étude (celle correspondant à l’échantillon circulaire), le 
champ de températures de l’échantillon, en données brutes (DL) et en température 
( ), ,T x y t  non filtrés obtenue à l’aide de la courbe d’étalonnage (si elle existe), sont 
stockés, ainsi que leurs équivalent en coordonnées cylindriques : ( ) ( ), , , ,T x y t T r tr . 
7.4.3. Détection de contour rectangulaire, détection de 
l’excitation, filtrage et champ de températures 
L’extraction du champ de températures d’échantillons de forme rectangulaire posant 
des difficultés particulières, notamment à cause d’une rotation possible de celui-ci par 
rapport aux axes principaux de la caméra lors de son placement au centre du four 
tubulaire117, un programme différent a été réalisé afin de traiter les images 
thermographique pour ce type d’échantillons. 
Les outils de traitement d’image par seuillage, filtrage, ou détection de contour 
automatique par filtre de Canny sont encore possibles, mais les outils propres à la 
détection de contour circulaire ne sont bien entendu plus adaptés.  
Contrairement au cas d’échantillon circulaires, l’objectif n’est plus de transformer le 
champ de températures en coordonnées cartésiennes en champ de températures en 
coordonnées cylindriques, mais de faire correspondre les axes principaux de l’échantillon 
avec ceux de la matrice de la caméra en effectuant une rotation sur le champ de 
températures mesuré (images thermographiques). 
Les fonctionnalités principales du programme réalisé sont les suivantes : 
- Sélection de la zone pour la détection de l’excitation. Cette option est utile 
lorsqu’il existe un jour118, ce qui est fréquent, entre l’échantillon et le tube du 
four.  
- Redimensionnement de l’image afin d’améliorer la détection de contour 
automatique, et de diminuer l’occupation mémoire. 
- Détection automatique de contours (par filtre de Canny). 
                                      
117 En effet, le diamètre et la longueur du tube du four (tubulaire) ne permet pas un placement précis de 
celui-ci, car l’échantillon (rectangulaire ou carré) est maintenu par un porte échantillon circulaire (adapté 
au tube du four), et le placement de l’ensemble au centre du four est généralement réalisé à l’aide  d’un 
réglé. Lorsque le porte échantillon est poussé par le réglé jusqu’au centre du four, il arrive fréquemment 
qu’il subisse en même temps une rotation désaxant les axes principaux de l’échantillon par rapport à 
ceux de la matrice de la caméra.  
118 En effet, le porte échantillon est rarement parfaitement ajusté au diamètre intérieur du tube du four, 
notamment afin d’éviter que lors des montées en température le porte échantillon ne fracture le tube du 
four due à une trop forte dilatation, par exemple. De plus, il arrive parfois que le porte échantillon lui-
même permette de laisser apparaitre à scène thermique arrière, dans le cas où l’échantillon n’est tenu que 
sur les coins, par exemple.  
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- Rotation de l’image et ajustement du contraste, avec prévisualisation 
instantanée. 
- Détection automatique de l’image à laquelle est réalisée l’excitation, par 
détection d’élévation brutale des niveaux numériques (DL), avec vérification 
visuelle (possibilité de zoomer), décalage du vecteur temps pour que t=0 
corresponde à l’instant de l’excitation, et possibilité de modification par boite de 
dialogue. 
- Vérification graphique de la durée de l’excitation, avec possibilité de zoom 
graphique, et de modification par boite de dialogue. 
Les Figure 7.26 et Figure 7.27 montrent respectivement la zone de sélection de 
détection de l’excitation sur l’image de référence, et différentes boites de dialogues de 
sélection d’options de traitement.  
 
Figure 7.26 : Sélection de la zone de 
détection de l’excitation. 
 
Figure 7.27 : Boites de dialogues de quelques 
options de traitements possibles. 
Sur la Figure 7.28 est indiquée la zone de sélection de l’échantillon permettant de 
définir les différents paramètres de rotation (centre et angle de rotation) de l’image. 
Différents paramètres de contrôle sont affichés en instantané au-dessus de l’image. Les 
couples ( );i ix y  définissent les différentes positons des quatre points de contrôle 
matérialisés par les points jaunes sur la figure. Les angles ( )1 2;α α  correspondent à deux 
angles diamétralement opposés de la zone de sélection, afin de vérifier que la zone 
sélectionnée (ou que l’échantillon) soit bien rectangulaire. La valeur rr  correspond à 
la valeur moyenne des quatre angles de rotation rir  définis à partir des quatre arrêtes 
du rectangle. 
La Figure 7.29 illustre la boite de dialogue de contrôle du contraste ayant permis de 
passer de l’image de la Figure 7.26 à celle de la Figure 7.28, permettant ainsi 
d’améliorer la visibilité du contour de l’échantillon. 
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Figure 7.28 : Sélection de l’échantillon et 
détermination des paramètres de rotation. 
 
Figure 7.29 : Boite de dialogue de contrôle 
et modification du contraste. 
La Figure 7.30 montre la prévisualisation instantanée qui est réalisée lorsque l’on 
déplace les différents points de contrôle sur l’image de Figure 7.28, permettant de 
vérifier le bon alignement des axes principaux de l’échantillon sur ceux de la grille 
superposée. 
Sur la Figure 7.31, est illustrée la zone de sélection de la zone utile à extraire après 
rotation du champ de températures. 
 
Figure 7.30 : Prévisualisation instantanée de 
la rotation en fonction des paramètres de la  
Figure 7.28. 
 
Figure 7.31 : Sélection de la zone utile 
(échantillon) à extraire après rotation.  
La Figure 7.32 correspond à la figure affichée après zoom afin de faciliter la détection 
du temps initial de l’excitation. L’échelle de temps a été décalée automatiquement à 
partir de la détection automatique. Il est possible de zoomer d’avantage afin d’effectuer 
une vérification plus précise. La Figure 7.33 illustre la boite de dialogue associée qui 
permet d’entrer (ou de confirmer) la valeur du temps initial de l’excitation sur l’échelle 
(xi , yi) = [ (235 , 429)  ;  (508 , 374)  ;  (446 , 102)  ;  (178 , 161) ]
(α1 , α2) = [ 90.62 ; 90.43 ]
(θr1 , θr2 , θr3 , θr4) = [ -11.39 ; -12.01 ; -12.42 ; -12.84 ]
<θr> = -12.16
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de temps décalée. Ici, la détection automatique ayant réussie, il suffit simplement de 
valider la valeur 0 en cliquant sur « ok ».   
 
Figure 7.32 : Evolution (zoomée) du flux de la zone de 
détection de l’excitation.   
 
Figure 7.33 : Boite de 
dialogue permettant 
d’indiquer le temps initial de 
l’excitation. 
Enfin, la détermination et/ou le contrôle de la durée de l’excitation est réalisée à partir 
de la Figure 7.34 sur laquelle sont représentés après zoom, les flux moyens normalisés 
de la zone de détection de l’excitation, et de l’échantillon. La Figure 7.35 représente la 
boite de dialogue permettant d’indiquer la valeur de la durée de l’excitation. 
 
Figure 7.34 : Graphe zoomé permettant l’estimation de la 
durée de l’excitation. 
 
Figure 7.35 : Boite de 
dialogue permettant 
d’indiquer la durée de 
l’excitation. 
Le champ de températures ainsi que les différents paramètres utiles (vecteur temps 
original et décalé, temps initiale et durée du flash,…) sont ensuite  
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8. Conclusion générale de la partie Multi-Spectrale 
et Perspectives 
8.1. Conclusion 
Dans cette partie « Mesure de température par méthodes Multi-Spectrales » différents 
compromis inhérents à ces méthodes ont été présentés, ainsi que différents critères 
permettant de limiter les erreurs de mesures et/ou d’estimation de la température. 
Pour les méthodes Bi-Spectrales, d’une part, un critère de séparation de longueurs 
d’ondes permettant d’éviter l’amplification de l’erreur de mesure sur la température a 
été établit, d’autre part, l’intérêt d’avoir un grand rapport de flux sur la minimisation 
de l’erreur sur la température a également été montré. Ces points impliquent non 
seulement que les longueurs d’ondes doivent être choisies soigneusement, mais 
également que les rapports de flux ne doivent pas être réalisés de façon arbitraire. De 
plus, la présence d’un biais systématique dû au bruit sur le flux et/ou à 
l’approximation de Wien dans les méthodes basées sur le rapport de flux a été 
démontrée. 
Par ailleurs, les notions de longueurs d’ondes optimales globales et « pseudo-
optimales » au sens de la minimisation de l’écart-type sur la température ont été 
établies. La première méthode consiste en une optimisation simultanée des longueurs 
d’ondes minimisant l’écart-type de la température au sens des moindres carrés. Cette 
méthode peut être réalisée avec ou sans contraintes sur la gamme spectrale et/ou sur 
les paramètres. La seconde méthode, appelée « pseudo-optimale » car consistant en une 
sélection séquentielle des longueurs d’ondes « optimales », bien que moins performante 
que la première, a le mérite de permettre l’observation de l’évolution de l’écart-type de 
la température en fonction du nombre de filtres et du choix de leur longueurs d’ondes. 
En particulier, elle permet de s’adapter facilement à des contraintes expérimentales, 
telle que l’indisponibilité d’un filtre précis dont la longueur d’onde aurait été déterminé 
par la méthode d’optimisation globale, par exemple. Il a ainsi été possible d’établir un 
lien entre le critère de séparation de longueurs d’ondes et l’écart entre deux longueurs 
d’ondes optimales. 
De plus, il a été montré dans le cadre des mesures mono-spectrales qu’il était 
équivalent de minimiser l’écart-type ou l’erreur relative sur la température, ou encore, 
de maximiser le rapport signal sur bruit ou la sensibilité du flux à la température. 
La notion de longueurs d’ondes optimales à également menée à l’établissement d’une loi 
analogue à la loi de déplacement de Wien, permettant de déterminer les différentes 
longueurs d’ondes optimales avec et sans approximation de Wien, pour les mesures par 
méthodes mono-spectrales et bi-spectrales.  
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Enfin, différents modèles, avec et sans approximation de Wien, avec et sans rapport de 
flux, ainsi qu’un modèle linéarisé ont été testés à travers des simulations de type 
Monte-Carlo bruitées et non bruitées pour différentes variations d’émissivités (fonction 
polynomiale d’ordre 0 à 2, et variation de type Drude). Ces simulations ont permises de 
mettre en exergue le modèle le plus approprié pour les essais expérimentaux. Le modèle 
qui a été choisit est le modèle « TNL.Tabc » basé sur le modèle de Planck, ayant 
l’avantage de ne reposer ni sur l’approximation de Wien, ni sur le rapport de flux, 
permettant ainsi de limiter la présence de biais systématique au seul biais de modèle 
(dû au modèle de l’émissivité). 
Pour conclure, notons que la mise en œuvre expérimentale a donné des résultats 
encourageant. En effet, il a été possible par la méthode et le modèle proposés, associés à 
une méthode permettant de prendre en compte la réflexion119, de « corriger » des 
défauts d’uniformité spatiale de l’émissivité d’un échantillon en fonte oxydé et perforé. 
En particulier, l’erreur obtenue sur la température moyenne est de l’ordre de 2K 
(0,3%), et avec un écart spatial maximum de température d’environ 25K (4%).   
8.2. Perspectives  
Les premiers résultats théoriques et expérimentaux sont encourageants, mais à cause de 
contraintes expérimentales concernant la disponibilité des filtres, ces derniers n’ont pu 
avoir des longueurs d’ondes correspondant aux longueurs d’ondes optimales théoriques.  
Ainsi, une première voie d’amélioration concerne la mise en place de Vari-Spectres120, 
afin d’approfondir la validation expérimentale de la méthode de sélection de longueurs 
d’ondes optimales. 
Dans un deuxième temps, une mise en œuvre expérimentale pour le suivi de 
température lors de la pyrolyse de biomasses, et/ou pour la caractérisation à hautes 
température de matériaux anisotropes, est également envisagée. 
La première étape permettra de tester la méthode dans le cas de températures 
statiques, avant son application à des températures variables. Cependant, cette seconde 
phase imposera probablement des contraintes supplémentaires, telles qu’une procédure 
de sélection-estimation itératives des longueurs d’ondes optimales et de la température. 
Un autre axe d’amélioration envisagé (et actuellement à l’étude) concerne une meilleure 
prise en compte de la réflexion dans la mesure multi-spectrale. La correction proposée 
dans la section 6.6.2 (p.112) donne des résultats encourageants, mais reste néanmoins 
perfectible. 
                                      
119 Sous hypothèse que la réflexion soit constante à trois niveaux de température. 
120 Dispositifs à base de prisme faisant office de filtre, et permettant de sélectionner de façon précise 
(sélective) et presque continue les longueurs d’ondes expérimentales.   
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Enfin, afin de mieux cerner la validité ou les limites théoriques de la méthode, une 
étude analogue à celle qui a été mené dans ce manuscrit, mais pour un écart-type non 
constant, proportionnel au flux121 par exemple, et pour un plus large panel de variations 
d’émissivité, pourrait être réalisée. 
 
                                      
121 Ce cas revêt une importance particulière, car physiquement, il correspond au comportement 
expérimental observé de l’écart-type du flux. 
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9. Etat de l’Art 
9.1. Introduction 
Au cours du XXème siècle, la nécessité d’optimisation énergétique s’est faite sentir 
notamment après les chocs pétroliers qui ont eu pour conséquence une forte hausse du 
prix de l’énergie. Cela a été le moteur de nombreuses évolutions des méthodes de 
caractérisation thermique de matériaux ayant eu lieu parallèlement à l’améliorer les 
appareils de mesure rendues possibles par les évolutions technologiques. 
De nombreuses grandeurs physiques interviennent dans la caractérisation thermique de 
matériaux, et malheureusement, il n’existe pas de méthode unique de caractérisation 
qui soit adaptée à l’ensemble de ces grandeurs thermiques. Il existe ainsi de nombreuses 
méthodes différentes, souvent adaptées à l’estimation d’une grandeur particulière.  
La profusion des méthodes de caractérisation, souvent adaptées à l’estimation d’une 
grandeur particulière, rend leur classification délicate. Néanmoins, certains auteurs ont 
proposé une classification en grandes classes de méthodes en fonction de certains 
critères. 
Dans ce chapitre, une première partie présente un panorama de différentes méthodes 
permettant la détermination de grandeurs thermiques. Ces méthodes peuvent être avec 
ou sans contact, et fonctionner en régime permanent ou variable. Elles seront 
brièvement présentées, et souvent synthétisées sous forme de tableaux. Nous en 
indiquerons quelques domaines d’applications, les grandeurs thermiques accessibles, 
ainsi que des références bibliographiques dans lesquelles se trouvent de plus amples 
développements, et notamment les principes et limites de fonctionnement de ces 
méthodes. 
Une seconde partie est consacrée aux évolutions des méthodes appartenant à la classe 
des « méthodes flash » (régime variable et sans contact) à laquelle appartiennent les 
nouvelles méthodes de caractérisation que nous développons dans ce manuscrit. Les 
méthodes proposées ont pour finalité de permettre la caractérisation à haute 
température (estimation de diffusivités) de matériaux « localement » orthotropes. 
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9.2. Panorama des méthodes de détermination des 
propriétés thermiques liées à la conduction 
thermique 
Une synthèse (« généraliste ») des différentes méthodes de « mesure122 » des propriétés 
thermiques (conductivité, diffusivité, effusivité, capacité calorifique) des solides a été 
réalisée par Degiovanni en 1994 [111]. Pour de plus amples informations concernant les 
différentes méthodes citées par Degiovanni dans [111], on peut consulter des revues 
bibliographiques plus spécialisées telles que celle de Deponte réalisée en 2002 [112] 
notamment pour les isolants, ou celles de Krapez publiées en 2006 [113, 114, 115] sur la 
mesure d’effusivité, ou encore la synthèse bibliographique de 1979 de Diot [116] sur les 
mesures de capacité thermique, ainsi que les synthèses plus récentes réalisées en 2010-
2011 par Grenet et Legendre [117, 118, 119]. Enfin, on peut citer la revue 
bibliographique traitant de la méthode flash, et réalisée en 2004 par Hay [120]. Notons 
que de nombreux détails concernant divers méthodes de mesures des propriétés 
thermiques (méthode flash, fil chaud, plan chaud, ruban chaud, hot-disk, tricouche…) et 
libres d’accès sont donnés dans le document réalisé en 2011 par Jannot [121]. 
Selon Degiovanni [111], la détermination d’une grandeur thermique nécessite trois 
étapes : 
- L’élaboration d’un modèle thermocinétique tenant compte de la réalité physique 
de l’expérience (prise en compte des transferts au sein de l’échantillon et de 
l’environnement). 
- La mesure de grandeurs physiques intervenant dans le modèle (température 
et/ou flux, dans le cas du transfert de chaleur). 
- La mise en œuvre d’une méthode d’estimation de paramètres (basée sur la 
comparaison modèle-expérience). 
Remarques : La détermination simultanée de plusieurs paramètres est souvent 
délicate, car elle nécessite de maitriser parfaitement les grandeurs constitutives de 
l’expérience, ainsi que les corrélations éventuelles entre les paramètres. De plus, une 
méthode optimisée pour la détermination d’un paramètre (grandeur thermique par 
exemple), ne l’est généralement pas pour les autres. Enfin, on montre [26] que 
l’augmentation du nombre de paramètres à estimer sur une même expérience a 
                                      
122 Par abus de langage, on emploiera le terme de « mesures » (ou on parlera de mesurer) de propriétés 
thermophysiques, bien que ce ne soient pas ces grandeurs qui sont à proprement parlé mesurées. Un 
terme plus approprié serait « détermination » ou « estimation ». En effet, la définition exacte de la 
mesure (dans notre contexte) est : « Action de déterminer la valeur de certaines grandeurs par 
comparaison avec une grandeur constante de même espèce, prise comme terme de référence (étalon, 
unité) » [Le Petit Robert]. Les propriétés concernées sont en réalités déterminées à partir d’autres 
grandeurs qui sont accessibles à la mesure.   
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généralement tendance à augmenter l’écart-type sur l’estimation de chacun des 
paramètres. Ainsi, il est fréquent que plusieurs méthodes soient employées 
conjointement afin de déterminer un ensemble de paramètres, mais chacune ayant pour 
objectif principal la détermination d’un unique paramètre. Notons que la diffusivité 
thermique a [m2.s-1] (pour une direction spatiale donnée) est à priori123 l’un des 
paramètres thermiques les plus simples à déterminer, car elle ne fait intervenir que les 
grandeurs fondamentales que sont le « temps » et la « longueur ». La méthode 
d’estimation de la diffusivité de Parker124 [122] est basée sur ce constat. De plus, ce 
paramètre intervient naturellement dans l’expression du temps et de la longueur 
caractéristiques de diffusion, définis respectivement par : 𝜏𝜏𝑐𝑐𝑐𝑐 = 𝑒𝑒2/𝑎𝑎, et 𝑙𝑙𝑐𝑐𝑐𝑐 = √𝑎𝑎 𝑡𝑡. 
Bien qu’une quête du chercheur soit l’unification… Il n’existe à priori à ce jour aucune 
méthode unique permettant de déterminer les différentes grandeurs thermiques, ni de 
classement universel de ces différentes méthodes. Cependant, il est possible de les 
classer selon différents critères :  
- La catégorie de régime à partir duquel l’estimation est réalisée : permanent ou 
variable. Dans la catégorie « variable », on peut distinguer les types de régimes 
suivants : lentement variable ou quasi-établi (temps longs), périodique établi, 
transitoire. 
- La forme temporelle de l’excitation : Dirac, échelon, périodique, de formes 
quelconques mais à support limité en temps et en énergie (excitation de type 
créneau, Gaussien, aléatoire…). 
- La forme spatiale d’excitation : uniforme, locale, modulée (spatialement).  
- La méthode d’excitation : électrothermique (chauffage par effet Joule), 
photothermique… 
- La méthode de mesure : avec ou sans contact. 
- L’étendue spatiale de mesure : locale ou étendue. 
- Le lieu de mesure : localisé sur ou hors de l’excitation.  
- Les grandeurs mesurées : températures, flux, pressions, angles,… Deux grandes 
classes se distinguent à priori lorsque la mesure est sans contact :  
                                      
123 Nous utiliserons dans ce document la graphie francisée de « a priori » (et nous écrirons donc « à 
priori ») afin d’éviter l’emploi de l’italique, et en accord avec les conventions d’écritures actuelles (en 
2013). 
124 Le principe de cette méthode reposant sur la valeur du nombre de Fourier (Fo = at1/2/e2 = 0,139)  
pour le temps de demi-montée t1/2 du thermogramme 1D sans pertes sera développé dans le chapitre 
traitant des méthodes flash. 
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o les méthodes photoacoustiques (détection d’effets mécaniques induits) qui 
sont principalement composées des méthodes interférométriques, 
piézoélectriques, microphoniques et de  photodéformation. 
o  les méthodes photothermiques principalement composées des méthodes 
par photoréflexion, effet mirage, et radiométriques.  
- La géométrie du problème déterminée par la forme de l’excitation125 ainsi que la 
géométrie du système : 1D, 2D, ou 3D. Le repère peut être cartésien, cylindrique 
ou sphérique. (exemple : un milieu de forme rectangulaire mais pouvant être 
considéré comme infini, et étant soumis à une excitation circulaire, pourra 
avantageusement être décrit à l’aide d’un repère cylindrique…) 
Compte tenu de la diversité des critères intervenant dans les méthodes de mesures 
et/ou de caractérisation, il est délicat d’en faire une synthèse les regroupant toutes. 
Néanmoins une première tentative de présentation synthétique du panorama des 
méthodes de détermination de paramètres thermiques fut réalisée en 1994 par 
Degiovanni [111]. On pourrait représenter son classement par le schéma de principe 
suivant :  
 
Figure 9.1 : Exemple de classification des méthodes de détermination de propriétés thermiques 
• Remarques :  
- En régime permanent (également appelé régime stationnaire) seule la 
conductivité thermique (équivalente) est accessible. Elle se déduit généralement 
du calcul de la résistance thermique équivalente126. En revanche, le régime 
variable est plus « riche » et permet l’accès à plus de grandeurs thermiques : 
                                      
125 Voir par exemple [231] pour des cas de transfert 1D en géométrie et repérage cartésien, cylindrique et 
sphérique. Le transfert 1D ayant été obtenu grâce à une excitation uniforme spatialement.  
126 Il est difficile d’avoir un contact parfait entre sonde et échantillon, et la résistance de contact 
modélisant le contact imparfait est généralement délicate à déterminer… 
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Conductivité m, la capacité thermique volumique ρc, l’effusivité thermique 
b cmρ= , ou autres groupements de m et ρc. 
- Les méthodes par contact sont génératrices de quelques difficultés : 
détermination de la résistance de contact (car contact non parfait), de la 
détermination de la capacité de la sonde127, problèmes de tenue à haute 
température… Ces difficultés peuvent être résolues en utilisant des méthodes de 
mesure sans contact128 (méthodes photoacoustiques ou photothermiques). 
Dans son article, Degiovanni [111] propose de regrouper les méthodes instationnaires  
suivant la figure ci-dessous : 
 
Méthode Grandeur thermique accessible 
A : Méthode flash face avant 
Diffusivité a 
B : Régime sinusoïdal face avant 
C : Sonde thermique bifilaire 
D : Méthode flash 
E : Méthode flash en géométrie cylindrique 
F : Méthode de l’onde convergente 
G : Régime sinusoïdal face arrière 
H : Méthode calorimétrique Conductivité m 
I : Régime sinusoïdal face avant et arrière 
Diffusivité a 
J : Régime sinusoïdal sur film mince 
K : Méthode de l’ailette 
L : Sonde thermique trifilaire 
M : Méthode de l’ailette en conduction radiale 
N : Méthode du plan chaud Effusivité b cmρ=  
                                      
127 La présence de la sonde perturbe localement le champ de température. 
128 Cependant, comme toute méthode, d’autres contraintes inhérentes au principe de mesure vont 
« apparaître ».  
 
164 
O : Méthode du fil chaud Conductivité m 
P : Méthode de la sonde sphérique Groupement m3/ρc 
Q : Méthode flash face avant Effusivité b cmρ=  
R : Perturbation aléatoire face avant 
Diffusivité a S : Perturbation aléatoire face arrière 
T,U,V : Flash 2D 
W : Méthode du tricouche 
{Diffusivité a,  
Chaleur volumique ρc}  
X : Méthode du disque chaud 
Y : Méthode du ruban chaud 
Z : Méthode du tricouche cylindrique 
Figure 9.2 : Regroupement des méthodes de caractérisation instationnaires. 
 
Figure 9.3 : Panorama des méthodes  de détermination de grandeurs thermiques en régime 
instationnaire [111]. 
• Remarques :  
- Bien que les évolutions technologiques des appareils de mesures (caméras 
thermiques à détecteurs matriciels) permettent théoriquement d’employer la 
méthode flash pour une géométrie 3D, en pratique, il est d’usage fréquent de se 
ramener à une géométrie 1D ou 2D en moyennant suivant l’une ou les autre(s) 
direction(s)129.   
                                      
129 On montre que des transformations intégrales permettent des séparer les paramètres d’intérêt 
(diffusivités) suivant chacune des directions principales d’anisotropie. Le nombre important de 
photodétecteurs présents dans les caméras matricielles permet par prise de moyenne de réduire les effets 
du bruit et ainsi l’écart-type sur les mesures, bien que les photosites soient souvent corrélés [160, 84].  
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- Les méthodes « aléatoires en temps » ont généralement pour but de reconstruire 
le contenu fréquentiel de l’impulsion (Dirac). L’avantage est de pouvoir utiliser 
des sources d’énergie de plus faible puissance que celles des méthodes flash 
classiques, limitant ainsi les risques de détérioration locale du matériau. Mais ces 
méthodes sont souvent complexes car elles nécessitent des méthodes de 
traitement du signal élaborées (analyses corrélatoires, paramétriques…). Voir par 
exemple, [123, 124, 125, 126] pour plus de détails concernant les PRBS (Pseudo 
Random Binary Sequence) et quelques évolutions permettant de se rapprocher 
du contenu fréquentiel du bruit blanc théorique. Une application au CND 
(Contrôle Non Destructif)  est proposée par Batsale [127], et Battaglia [128] 
l’utilise conjointement à des dérivées (et modèles) d’ordre non entier très 
connues des automaticiens de l’Université de Bordeaux I [129, 130, 131, 132]. 
Ces derniers semblent avoir inspiré les thermiciens de cette même Université 
pour son extension à la caractérisation thermique [133, 134, 135]. Depuis, cette 
méthode est également appliquée par Gabano [136] en 2011 pour le CND, et 
Fudym [137] en 2005 pour la détermination de propriétés thermiques (effusivité 
et conductivité thermique). Un état de l’art a été réalisé par Malti [131] en 2007 
concernant les identifications de systèmes utilisant les modèles fractionnaires. 
- La première utilisation d’une modulation spatiale du flux dans le cadre du CND 
semble due à Lesniak [138, 139] en 1993, et a fait l’objet de brevets [140, 141] 
ainsi que de nombreuses publications, dont une application à la détection de 
fractures lors d’essais thermomécaniques [142]. Entre 1997 et 1998, Lesniak 
perfectionnât sa méthode afin de pouvoir tenir compte de l’influence de 
l’émissivité (séparation des effets par dérivation) [143, 144, 145, 146]. Ce 
principe de modulation spatiale d’excitation inspirera Krapez en 1999 [147, 148, 
149] pour l’estimation de diffusivité dans le plan. Son objectif est de pouvoir 
accroitre les gradients thermiques spatiaux du matériau afin d’améliorer le 
rapport signal sur bruit de la mesure obtenue par caméra infrarouge, tout en 
évitant d’avoir des élévations locales de température pouvant détériorer le 
matériau. Cela est rendu possible en répartissant sur une plus grande surface 
l’énergie émise par la source d’excitation. Cette méthode d’estimation a été 
appliquée par Zhang [150] en 2006 pour la caractérisation (diffusivité thermique) 
de plaquettes de freins en carbone. Elle a également été couplée à une méthode 
de Décomposition en Valeurs Singulières (DVS ou SVD en anglais pour : 
Singular Value Decomposition) pour le CND et l’estimation de diffusivité, voir à 
cet effet les manuscrits de thèse de Bamford et Ayvazyan [151, 152] ainsi que les 
articles afférents [153, 154, 155, 156, 157, 158]. 
- De nombreux développements concernant l’utilisation de la méthode 
d’hétérodynage par thermographie ont été réalisés par Clerjaud, dont la mesure 
de diffusivité (et de cartographie de diffusivité) d’un échantillon solide [159, 
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160], ainsi qu’une application à la mesure de vitesse en microfluidique [161]. Le 
principe de l’hétérodynage130 est basé sur celui des techniques stroboscopiques et 
consiste à ralentir artificiellement un phénomène périodique haute-fréquence. 
- Des études comparatives d’utilisation de méthode périodiques, et impulsionnelles 
appliquées au Contrôle Non Destructif (CND) ont étés réalisées par [162, 163, 
164, 165]. 
Ce foisonnement de méthodes différentes pour la détermination (ou « mesure ») de 
grandeurs thermiques est en grande partie dû au fait que ces différentes méthodes 
donnent accès qu’à certaines grandeurs physiques, moyennant une certaine précision 
sur celle-ci pour un domaine d’application donné.  
Afin de faciliter le choix de la méthode appropriée, un regroupement de ces différentes 
informations au sein d’un tableau a été proposé par Krapez [113] : 
 
Tableau 9.1 : Domaine d'application et incertitudes de mesure de quelques méthodes (avec 
contact), [113]. 
                                      
130 L’hétérodynage est également très utilisé en électronique pour le décalage de fréquences dans les 
systèmes de réception d’ondes radio (poste de radio).  
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Des informations complémentaires concernant les temps caractéristiques ainsi que les 
échelles de mesures de quelques méthodes sont données par Schick [166] et Clerjaud  
[160] : 
 
Tableau 9.2 : Temps caractéristiques et échelles spatiales de mesure de quelques méthodes de 
métrologie, [166]. 
Des références bibliographiques, ainsi que le principe de fonctionnement et les limites 
des méthodes 3w, SThM, de thermoréflectométrie, de radiométrie photothermique 
modulée, et d’acoustique picoseconde, sont présents dans [166]. 
Parmi les méthodes basées sur une excitation sans contact (excitation par émission-
absorption131 de photon), on pourrait distinguer deux grandes classes de méthodes : les 
méthodes photoacoustiques, et les méthodes photothermiques. 
Les méthodes photoacoustiques reposent sur l’analyse de phénomènes mécaniques 
induits, dus à l’échauffement provoqué par l’excitation photothermique. 
Les méthodes photothermiques sont plutôt associées à des phénomènes optiques induits 
(émission photoniques ; variation du facteur de réflexion, de l’indice optique de 
milieu…). 
Une synthèse des méthodes sans contact (photothermique et photoacoustique) a été 
réalisée par Balageas [167] et Remy [168] : 
                                      
131 Emission de photons par une source (radiative, telle que les lampes flash et halogènes, panneaux 
radiants, diodes lasers…), et absorption par l’échantillon d’une partie des photons émis. 
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 Méthode 
Equations à 
résoudre 
Inconvénients Avantages 
P
H
O
T
O
T
H
E
R
M
IQ
U
E
 
Radiométrique 
3D 
Diffusion de la 
chaleur non 
couplée 
• Sensibilité moyenne à 
température ambiante 
• Connaissance parfois 
nécessaire de l'émissivité 
de la surface 
• Echantillon 
quelconque 
• Expérience facile 
• Très grande bande 
passante 
Effet mirage 
3D 
Diffusion de la 
chaleur non 
couplée 
• Surfaces convexes 
• Bon état de surface 
• Bande passante et 
résolution spatiale 
moyennes 
• Très grande sensibilité 
• Interprétation simple 
Photoréflexion 
3D 
Diffusion de la 
chaleur non 
couplée 
• Bonnes surfaces réflectrices 
• Sensibilité dépendant de 
l'échantillon 
• Interprétation simple 
• Grande résolution 
spatiale 
• Grande bande 
passante (Mhz) 
P
H
O
T
O
A
C
O
U
ST
IQ
U
E
 
Microphonique 
1D 
Scalaires couplées 
• Petits échantillons 
• Cellule fermée 
• Bande passante et 
résolution faibles 
• Interprétation 1D 
possible 
• Bonne sensibilité 
Piézo-électrique 
Vectorielles 
couplées 
• Capteur collé sur 
échantillon 
• Interprétation difficile 
• Grande bande 
passante 
• Utilisable dans les 
microscopes 
électroniques 
Photodéformation 
3D 
Vectorielles 
couplées 
• Bonnes surfaces réflectrices 
• Interprétation difficile 
• Grande résolution 
spatiale 
• Grande bande 
passante (Mhz) 
Interférométrie 
3D 
Vectorielles 
couplées 
• Bonnes surfaces réflectrices 
• Interprétation difficile 
• Très grande sensibilité 
Tableau 9.3 : Tableau de synthèse des méthodes photoacoustiques et photothermiques 
(Méthodes sans contact), [168]. 
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Figure 9.4 : Schémas de principe des méthodes thermiques sans contact. : méthodes 
photothermiques radiométriques (a), par effet mirage (b) et par photoréflexion (c), méthodes 
photoacoustiques microphoniques (d), piézoélectriques (e), et par photodéformation (f). [167]. 
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• Remarques :  
- Une confusion pourrait régner entre les méthodes par photodéformation, 
photoréflexion, et effet mirage. Elles sont en effet très proches car elles 
exploitent la déformation de surface de l’échantillon (ou le gradient d’indice de 
réflexion), mais diffèrent par le procédé d’analyse. Dans le cas de la 
photodéformation, on mesure la déviation de la réflexion d’un faisceau sonde due 
à la déformation de la surface induite par l’échauffement de celle-ci. La 
photoréflexion est basée sur la mesure des variations d’intensité de la réflexion 
d’un faisceau sonde due à l’échauffement de la surface à analyser. Enfin, l’effet 
mirage consiste à mesurer la déviation d’un faisceau sonde léchant (ou 
traversant l’échantillon si il est semi-transparent) la surface chauffée par un 
faisceau pompe, cette déviation étant due au gradient d’indice du fluide 
(échauffé par la paroi) régnant au voisinage de la paroi considérée. 
- Des informations complémentaires ainsi que de nombreuses références 
bibliographiques concernant les méthodes du Tableau 9.3 sont données dans : 
[169, 168, 170, 171, 123, 166]. En particulier, des explications synthétiques sont 
présentes dans [168], et des explications plus étoffées comportant de nombreux 
schémas (souvent issus des publications initiales des inventeurs des méthodes) se 
trouvent dans [169, 171]. Ces derniers abordent également de nombreuses autres 
méthodes. 
- Les avantages et inconvénients des excitations flash, sinusoïdale et aléatoire,  
sont abordés dans [123].   
La radiométrie photothermique repose sur la mesure du rayonnement thermique 
(généralement infrarouge) émis par une surface en réponse à une excitation 
photothermique (excitation radiative). La suite du document s’intéressera à la méthode 
radiométrique appelée Méthode Flash. Pour cela, nous commencerons par rappeler les 
origines de la méthode, ainsi que ces évolutions, et plus particulièrement celles qui ont 
inspirées les nouvelles méthodes proposées dans la suite de ce manuscrit. 
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9.3. La Méthode Flash et ses évolutions 
Remarque préliminaire : Afin d’alléger la présentation, la méthode flash de Parker 
ainsi que les différentes évolutions de cette méthode pour l’estimation 1D de diffusivité 
ont été reléguées en Annexe A.6 p. 317. Ainsi, seules les méthodes d’estimation flash 
2D et 3D sont présenté ici. 
9.3.1. Premières études des effets de conduction bidimensionnelle 
dus à une excitation non uniforme : DONALDSON (1975), 
AMAZOUZ (1987), et LACHI (1991)  
Parallèlement au développement de méthodes permettant de prendre en compte la 
forme temporelle du flash et les pertes, il y eut des études afin d’adapter la méthode 
flash classique de Parker aux matériaux anisotropes.  Donaldson & Taylor en 1975 
[172] ont été les premiers à étudier le transfert radial dans un cylindre en l’irradiant sur 
une surface de rayon inférieur, afin de déterminer les diffusivités selon les axes 
principaux d’anisotropie. Quelques années plus tard, Amazouz en 1987[173], et Lachi & 
Degiovanni en 1991 [174], affinent cette technique en séparant le terme radial et axial 
de l’équation de la chaleur, dans le cas d’un cylindre orthotrope, irradié partiellement 
sur une surface de rayon inférieur par une excitation impulsionnelle uniformément 
répartie, et pour un coefficient d’échange thermique supposé uniforme et constant. La 
méthode nécessite la mesure de deux températures en face arrière, et l’estimation de la 
diffusivité radiale est réalisée à l’aide des moments d’ordre 0 et -1 du rapport des 
températures. 
 
Figure 9.5 : Principe de la méthode flash bidimensionnelle utilisée par Lachi [174]. (Extrait de 
[170]). 
Remarque : Ces méthodes sont très sensibles au positionnement et à la taille de 
l’excitation et de la détection. Elles illustrent la difficulté technique qu’impose la 
mesure simultanée des deux grandeurs (diffusivités axiale et radiale). 
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9.3.2. Méthode de PHILIPPI (1994) : Estimation de diffusivités 
longitudinales de matériaux anisotropes  
En 1994, Philippi & Batsale [175, 176, 177] proposent une méthode afin de déterminer 
les diffusivités dans le plan132 d’un matériau anisotrope et homogène (sans hypothèse 
d’ailette), à l’aide d’une caméra infrarouge. Sa méthode permet non seulement de 
prendre en compte les échanges thermiques133 en face avant et arrière (flux latéraux 
supposés nuls), mais également de s’affranchir de la forme spatiale de l’excitation 
lorsque celle-ci est impulsionnelle en temps (Dirac). Le schéma de principe est donné 
Figure 9.6 : 
 
Figure 9.6 : Schéma de principe de la méthode de Philippi 1994. (Extrait de [84]) 
Le système d’équations différentielles régissant le transfert de chaleur est :  
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Le principe consiste à appliquer au système (9.3.1) transitoire, une double 
transformation Fourier-Cosinus-Finie en espace, et une transformation de Laplace 
unilatérale en temps134. Elle obtient ainsi l’expression (9.3.3) du champ de températures 
en face arrière dans l’espace transformé : 
                                      
132 La géométrie et le repère utilisés seront cartésiens. 
133 Les échanges latéraux sont négligés, et ceux en face-avant et arrière seront modélisés par un coefficient 
d’échange h uniforme, et constant.  
134 Les détails calculatoires peuvent être trouvés dans les travaux de Philippi [175, 176, 177], ou l’ouvrage 
[197], ainsi que dans les travaux plus récents [84, 183, 35]. Les transformations intégrales seront 
également utilisées dans la suite du manuscrit, dans la partie « Méthode de caractérisation thermique ».  
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En appelant ( ) ( )( )1, ,zT z t G z p.= L  le champ de températures monodimensionnel135, 
l’expression du champ de températures dans l’espace réel s’écrit :  
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135 Champ de température moyenné suivant (Ox) et (Oy). 
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 ( ) ( ) ( ),, , , , , ,z x yT x y z t T T z t T x y t∞⇔ . =   (9.3.5) 
Expressions dans lesquelles, ia   et im  représentent respectivement la diffusivité et la 
conductivité dans la direction principale i d’anisotropie, T∞  la température initiale 
d’équilibre avec l’environnement, et p la variable de Laplace. 
On voit ainsi à partir de l’expression (9.3.4) que le champ de températures est 
séparable en espace, et s’exprime à partir du produit d’une fonction ( ),zT z t  dépendant 
de l’épaisseur z, et l’autre ( ), , ,x yT x y t  du plan (xOy). 
En se servant de la propriété de translation de la variable de Laplace136, Philippi 
obtient une expression simple permettant d’identifier les diffusivités suivant les axes 
principaux du plan : 
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  (9.3.7) 
Avec, t1 et t2 les deux instants pour lesquels la transformation de Fourier est calculée. 
( )0, 0, ,z tΘ  correspond à la valeur moyenne du champ de températures à la cote z et à 
l’instant t. 
L’expression (9.3.7) est utilisée pour l’identification des diffusivités ax et ay. La méthode 
proposée est alors simple et rapide, car il suffit de tracer cette expression en fonction de 
( )2 2 1t tα .  avec 0c = , pour obtenir une droite de pente ax. L’obtention de ay se fait 
de façon analogue en posant 0α =   et en traçant (9.3.7) en fonction de ( )2 2 1t tc . . 
  De plus, Philippi montre que pour des faibles nombres de Biot137 , et des temps 
grands devant le temps de diffusion dans l’épaisseur ( )21 0,8 / zt e a> , il est possible 
d’exprimer l’ordonnée à l’origine en fonction uniquement des pertes, par l’expression : 
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Le paramètre identifiable est alors : 2hH
ceρ
=  
Et les diffusivités selon les directions x et y sont alors obtenues par :  
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  (9.3.9) 
• Remarques :  
- Une étude de sensibilité réalisée par Philippi pour un champ de températures 
(moyenné suivant y afin d’améliorer le rapport signal sur bruit) ( ), ,T x z t  
montre que pour α fixé, les paramètres H et ax sont corrélés, et qu’il sera par 
conséquent impossible de les identifier simultanément. Elle propose ainsi, 
d’identifier le paramètres H à partir de α=0, puis d’identifier ax avec α≠0 et 
pour un écart de temps ( )2 1t t.  optimal au sens de l’analyse de sensibilités.  
- Elle montre également que l’estimation de la diffusivité ax par régression linéaire 
n’est possible qu’aux basses fréquences, et que l’effet du bruit réduit d’autant la 
plage de basses fréquences exploitable. Cette mésaventure est imputable au biais 
de modèle (l’effet des pertes latérales ne peut plus être négligé au temps long), 
ce qui sera confirmé par Rémy [178]. Un calcul analytique de la matrice de 
covariance des paramètres sera réalisé, lui permettant ainsi d’optimiser ces 
mesures. Afin de réduire l’écart-type sur l’estimation des paramètres, elle 
proposera d’utiliser plusieurs couples de temps138 (t1, t2).  
- La méthode de Philippi est en un sens, l’aboutissement unificateur des tentatives 
d’amélioration de mesures précédentes. Cependant, il subsiste deux contraintes 
inhérentes à sa méthode, d’une part, le caractère nécessairement impulsionnel de 
                                      
138 Elle sera cependant limitée par les technologies de son époque : espace mémoire limité pour 
l’acquisition des images thermographiques obtenues par caméra infrarouge, et fréquence d’acquisition 
d’images moins performantes que de nos jours. 
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l’excitation, et d’autre part, l’absence de prise en compte des pertes latérales. 
Cela implique donc des conditions expérimentales particulières pour que les 
hypothèses restent valides.  
- Ces travaux seront la genèse de travaux récents ayant pour objectifs d’accroître  
la précision ainsi que le caractère général de la méthode, et « d’aller » vers des 
mesures locales de diffusivités. Des méthodes tentant d’associer CND et 
caractérisation locale verront également le jour, notamment avec Krapez en 1999 
[147, 149], Batsale en 2004 [127], Bamford en 2008 [155, 156], et Ayvazyan en 
2010 [158, 152]. 
9.3.3. Nouvelle fonction d’estimation proposée par REMY (2007) 
pour l’estimation des diffusivités de matériaux orthotrope 
Remy en 2007  [178] propose une extension de la méthode de Philippi en utilisant pour 
fonction d’estimation :  
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  (9.3.10) 
L’estimation est alors réalisée, non plus sur un ensemble restreint de couples de points, 
mais sur l’ensemble de l’évolution temporelle, permettant ainsi d’améliorer l’estimation 
des paramètres par réduction de l’écart-type (dû au grand nombre de mesures).  
Remy illustrera également l’incidence de pertes latérales non nulles (biais de modèle dû 
à l’hypothèse de flux latéraux nuls) sur le comportement (non linéarité temporelle) des 
harmoniques utilisés pour l’estimation des diffusivités. 
 
• Remarques :  
- La méthode proposée constitue une extension de la méthode de Philippi, 
permettant d’améliorer le rapport signal sur bruit des mesures en exploitant 
l’ensemble des mesures temporelles disponibles. 
- Il faut néanmoins que l’excitation soit de type Dirac en temps, et que la 
condition de flux latéraux nuls soit vérifiée. 
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9.3.4. Méthode d’estimation 2D locale proposée par KRAPEZ 
(1999, 2004) : Transformation de Fourier et augmentation 
des gradients thermiques longitudinaux par utilisation 
d’une grille 
Une méthode permettant d’accroître le rapport signal sur bruit lors de la 
caractérisation locale de matériaux anisotropes sera proposée en 1999 par Krapez [147, 
149], s’inspirant d’un montage expérimental (cf. Figure 9.7) réalisé par Lesniak en 1993 
[138, 142, 139, 143, 144, 145, 146] pour le contrôle non destructif par thermographie à 
diffusion forcée.    
 
a. Principe de la thermographie à  diffusion 
forcée proposée par Lesniak 
 
 
b. Montage expérimental utilisé par Lesniak. 
 
c. Diffusion de la chaleur lors d’un 
chauffage uniforme, pour la détection 
d’une fissure. Configuration peu sensible 
à la fissure, car diffusion et fissure sont 
dans le même sens.  
 
d. Diffusion de la chaleur lors d’un chauffage 
par diffusion forcée (masque et 
déplacement), pour la détection d’une 
fissure. Configuration sensible à la fissure, 
car la diffusion longitudinale est « freinée » 
par celle-ci. 
Figure 9.7 : Principe de la thermographie à diffusion forcée utilisée par Lesniak pour la 
détection de fissure. (Extrait de [139]). 
Le principe de la méthode consiste à créer, à l’aide d’un « masque » placé devant 
l’excitation, d’importants gradients thermiques, tant dans le plan que dans l’épaisseur, 
et à mesurer l’évolution du champ de températures à l’aide d’une caméra. Lesniak 
utilisait un masque en forme de grille spatialement périodique (et par conséquent 
l’excitation l’était également), qu’il déplaçait sur l’ensemble de l’échantillon afin de 
détecter les différentes fissures. 
Excitation thermique 
spatialement modulée
Caméra
Grille et système de 
balayageEchantillon
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En 1999 (et 2004), Krapez [147, 149] reprendra l’idée de l’utilisation d’un masque 
permettant l’augmentation des gradients thermiques sur toute la surface de 
l’échantillon, et par conséquent du rapport signal sur bruit de la mesure du champ de 
températures. En utilisant un masque en forme de grille spatialement périodique139, et 
fixe, il étendra la technique de Lesniak à l’estimation locale de diffusivités, supposées 
localement constantes (cf. Figure 9.8). 
 
a. Dispositif expérimental proposé 
par Krapez pour l’estimation 
locale de diffusivités 
longitudinales. 
 
 
b. Champ de température expérimental obtenu en face 
arrière à divers instants après le flash sur échantillon 
d’aluminium AU4G, de 3mm d’épaisseur. 
Figure 9.8 : Dispositif expérimental de Krapez pour l'estimation locale de diffusivités 
longitudinales. (Extrait de [147]) 
Son procédé permet ainsi l’estimation de diffusivité longitudinale tout en 
s’affranchissant de la contrainte des excitations locales intenses pouvant détériorer 
localement le matériau. 
Le principe d’estimation consiste à appliquer de façon locale la méthode de Philippi140, 
sur une fenêtre spatiale glissante de largeur égale à la période spatiale de la grille (cf. 
Figure 9.9). L’utilisation d’une fenêtre glissante judicieusement choisie (utilisation de la 
symétrie des bandes d’excitation) lui permet d’avoir une expérience locale en bon 
accord avec la condition de flux latéraux nuls, bien que cette hypothèse ne soit par 
nécessaire pour la mise en œuvre de sa méthode. 
                                      
139 Notons que le cadre général théorique initial de la méthode proposée par Krapez [147, 149] permet de 
faire usage d’une grille non nécessairement périodique. 
140 Du point de vue formel, le cadre initial de la méthode présentée par Krapez [147, 149] diffère quelque 
peu de celui de Philippi. En effet, contrairement à Philippi qui considère un échantillon de dimensions 
finies et utilise des Tranformations de Fourier Finies, Krapez considère un échantillon de dimensions 
infinies (suivant le plan) et fait usage de Transformations de Fourier (non finies). Cependant, pour la 
mise en œuvre expérimentale, Krapez particularisera le cadre théorique initial à celui d’un échantillon de 
dimensions finies, subissant un flux périodique (grille périodique) suivant (Ox) et homogène suivant (Oy). 
De plus, il utilisera une fenêtre spatiale choisie de façon à ce que les flux latéraux puissent être considérés 
comme nuls (effet de symétrie). Il est alors possible de montrer (au sens des distributions) que, dans ce 
cadre, l’approche de Philippi et de Krapez sont équivalentes.  
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Figure 9.9 : Fenêtre glissante utilisée par Krapez pour l'estimation locale des diffusivités 
longitudinales (Extrait de [149]) 
Il propose en particulier pour fonction d’estimation de la diffusivité longitudinale141 xa  :  
 
( )
( )
( )
( )
2, , , ,ln ln
0, 0, , 0, 0
2 /
m m
x
z t F
a t
z t F
α c α c
α
α π
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  (9.3.11) 
Pour estimer la diffusivité ya  une rotation de 90° du masque est nécessaire. 
Par une analyse de sensibilité, il déterminera la meilleure fenêtre temporelle142 pour 
effectuer l’estimation des diffusivités. Il obtient par sa méthode des erreurs relatives de 
l’ordre de 3% aux endroits où la diffusivité est constante et des erreurs plus 
importantes au niveau des discontinuités de diffusivités. 
Sa méthode sera par la suite utilisée par Vavilov [179] et Bison [180]. 
Vavilov testera différentes forme de grille, et conclura que la forme spatiale de 
l’excitation n’est pas déterminante, contrairement à la forme temporelle (nécessité 
d’être de type Dirac). 
Bison utilisera la fonction d’estimation aux temps courts sur des matériaux bicouches 
dans le but d’évaluer le vieillissement de protections thermiques. 
• Remarques :  
- Les résultats obtenus par la méthode de Krapez sont encourageants, et ouvrent 
la voie à de nombreux travaux143 portant sur la caractérisation locale par 
méthode flash.  
                                      
141 L’estimation de la diffusivité tranverse za  est réalisée séparement à l’aide du champ moyen ( )0, 0, 0, tΘ  
142 Une analyse de la meilleure période spatiale de la grille en fonction des diffusivités de matériau est 
également réalisée.  
143 Notamment dans le domaine de la thermomécanique. L’objectif étant souvent, de relier fracturations 
et variations locales de propriétés thermophysiques.  
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- Sa méthode conserve non seulement tous les avantages de celle de Philippi, mais 
elle permet également de réduire le biais de modèle (en diminuant les pertes 
latérales par effet de symétrie). 
- Cependant, l’hypothèse du flux impulsionnel (Dirac) demeure, et il est nécessaire 
de réitérer l’expérience en décalant la grille de / 4∆  pour la 
détection/caractérisation de fissures transverses.  
9.3.5. Apports de SOUHAR (2011) et RUFFIO (2011) à la méthode 
de PHILIPPI : Prise en compte d’une excitation de forme 
temporelle quelconque, mais connue, et améliorations de la 
méthode d’estimation 
En 2011, Souhar [181, 182, 84, 183] proposera de nouvelles méthodes d’estimation, qui 
ne seront plus basées sur le rapport de deux températures, et permettront de prendre 
en compte une excitation de forme temporelle quelconque, mais connue. Il établira 
également un modèle prenant en compte le couplage par diffusion qui peut exister entre 
l’échantillon et l’air se situant au voisinage proche des parois. Ce couplage sera 
formalisé à l’aide d’un modèle quadripolaire 3D multicouche, en modélisant les couches 
d’air au voisinage des deux faces planes de l’échantillon comme étant des milieux 
conductifs purs de dimension « transverse » finie ou non (cf. Figure 9.10). 
 
Figure 9.10 : Modélisation de Souhar du couplage conductif entre l'échantillon et l'air 
avoisinant par modèle multicouches. (Extrait de [183]). 
Dans le cas où le couplage avec l’air est négligé, le système d’équations à résoudre ainsi 
que la démarche de résolution sont alors les mêmes que ceux réalisés par Philippi144, à 
l’exception de la forme temporelle du flash qui peut être quelconque.  
                                      
144 Notons qu’en l’absence de couplage avec l’air, il proposera également un modèle théorique permettant 
la prise en compte de conditions aux limites de type Neumann non homogènes (flux de type Newton aux 
limites). 
matériau
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La solution du problème (sans hypothèse d’excitation impulsionnelle (Dirac) en temps) 
est alors : 
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  (9.3.12) 
Avec, ( )G p  la transformée de Laplace de la forme temporelle de l’excitation. 
L’expression (9.3.12) peut également s’écrire en face arrière : 
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  (9.3.13) 
Afin de réaliser l’estimation de paramètres une double transformation Fourier-Cosinus 
discrète sera appliquée (sur l’espace) au champ de températures expérimental mesuré 
par caméra infrarouge, et une inversion numérique de Laplace (algorithme de de-Hoog 
[184]) sera utilisée sur le modèle ( ), , ,e pr α c .  
Les estimations de diffusivités seront réalisées en deux étapes, et harmoniques par 
harmoniques, dans le domaine temporel à l’aide d’une méthode de moindres carrés 
(algorithme de Levenberg-Marquardt [72, 73]). 
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La première étape de l’estimation consiste à estimer ( ){ }lim, , 0, 0za Bi T  à partir de 
0α =  et 0c =  (car γ  est alors indépendant de xa  et ya ). Une fois que
( ){ }lim, , 0, 0za Bi T  ont été estimés, les différentes estimations (autant que d’harmoniques 
α ) de xa  sont réalisées de façon séquentielle pour chaque harmonique α , avec 
( ){ }lim, , 0, 0za Bi T  fixés, et 0c = . De la même façon, les estimations de ya  seront 
réalisées avec ( ){ }lim, , 0, 0za Bi T  fixés, et 0α = . La valeur retenue pour les estimations 
des diffusivités xa  et ya  sera donnée par la moyenne au sens de Gauss-Markov 
(moyenne arithmétique pondérée par l’inverse de la variance des estimations). Afin 
d’améliorer les estimations, Souhar proposera d’effectuer un calcul analytique de la 
jacobienne intervenant dans l’algorithme de régression par moindres carrés. 
Remarques : Les travaux de Souhar permettent d’étendre les méthodes de 
caractérisation locale de matériaux anisotropes à des excitations quelconques (mais 
finies en temps), pourvu que la forme temporelle soit connue. L’estimation est réalisée 
harmonique par harmonique, et non plus à l’aide du rapport de deux températures. 
L’estimation harmonique par harmonique permet de sélectionner les harmoniques sur 
lesquelles l’estimation doit être effectuée, et par conséquent, de ne garder que les 
harmoniques contenant un rapport signal sur bruit suffisant. Il propose également un 
modèle multicouche permettant de prendre en compte un couplage purement diffusif de 
l’échantillon avec l’air. Cependant, sa méthode repose, comme les autres, sur 
l’hypothèse de flux latéraux nuls, et par conséquent, un soin tout particulier doit être 
apporté à la mise en œuvre expérimentale. 
Enfin, nous pouvons citer quelques apports des travaux de Ruffio [35] à la méthode 
flash. Ses travaux ont porté sur les méthodes d’estimations de paramètres et de 
conditions aux limites thermiques en conduction instationnaire pour des matériaux 
anisotropes, ainsi que sur les méthodes de conceptions optimales d’expériences. 
Il proposera plusieurs améliorations de procédés d’estimation. En premier lieu, il 
recommande d’utiliser pour harmonique de normalisation, non plus l’harmonique 
( )0, 0, ,e tr  utilisée par Krapez et Remy, mais plutôt l’harmonique ( )2,2, ,e tr  car elle est 
selon lui porteuse de plus d’informations. Il montrera également, à travers des 
simulations numériques, que les meilleures estimations sur les paramètres sont obtenues 
lorsqu’elles sont réalisées simultanément sur l’ensemble des harmoniques et pour 
l’ensemble des paramètres.   
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9.3.6. Méthodes de Plana (2003), Batsale (2004), Bamford (2008), 
et Ayvazyan (2012) : CND et estimation de diffusivités par 
discrétisation de l’équation de la chaleur 
Les méthodes proposées par Plana, Batsale, Bamford, et Ayvazyan sont différentes des 
méthodes précédemment citées, au sens où elles reposent sur une estimation des 
propriétés thermiques par discrétisation de l’équation de la chaleur. 
Les travaux de Plana [170] portent sur la caractérisation 3D de matériaux composites 
hétérogènes. La modélisation analytique des transferts au sein de ces matériaux étant 
complexe, il utilise un code de calcul numérique (non commercial) en différences finis 
ou en volumes finis, afin de discrétiser les équations de son problème et obtenir une 
solution numérique (évolution du transfert de chaleur dans le matériau). L’estimation 
de paramètres est alors obtenue par une méthode de moindres carrés (BFGS) entre le 
champ expérimental (obtenu par caméra infrarouge) et le champ théorique obtenu par 
le code de calcul numérique.  Des études de sensibilités seront réalisées afin d’obtenir 
les conditions expérimentales optimales (épaisseur, temps d’excitation,…).  
Les travaux de Batsale en 2004 [127] s’inspireront du montage expérimental proposé 
par Krapez, mais utiliserons une grille ayant une répartition spatiale aléatoire (cf. 
Figure 9.11) afin de diminuer les zones spatiales où le laplacien de la température serait 
nul.  
 
a. Dispositif expérimental de méthode flash 
associée à une excitation spatiale aléatoire. 
 
b. Exemple de masque pouvant être utilisé 
pour l’excitation. 
Figure 9.11 : Dispositif expérimental proposé par Batsale [127], et basé sur une excitation 
spatiale aléatoire. (Extrait de [152]). 
A l’instar des travaux de Plana, la méthode d’estimation de Batsale ne repose pas sur 
l’application des transformations intégrales de Fourier et de Laplace, mais effectue 
l’estimation dans l’espace spatio-temporel, à l’aide d’une discrétisation (volumes finis) 
de l’équation de la chaleur. L’estimation est réalisée à l’aide des moindres carrés, avec 
pour matrice de sensibilité le laplacien du champ de températures et pour observable la 
dérivée temporelle de ce même champ. Sa méthode se confronte à de nombreuses 
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difficultés : matrice de sensibilité bruitée car basée sur des mesures expérimentales, 
faible sensibilité locale aux paramètres, non validité du modèle local, corrélation de 
certains termes du modèle,…Tous ces facteurs ayant pour incidences une variation 
apparente (fictive) des diffusivités locales. 
C’est dans le but de remédier à ces contraintes que de nouveaux travaux vont voir le 
jour, tels que ceux de Bamford [154, 153, 151, 155, 156] (qui utilisera la grille proposée 
par Krapez [147, 149], ainsi qu’une grille en forme de damier [185]), Ayvazyan [158, 
152], ou Godin [186]. 
Les travaux de Bamford (qui ne tiennent pas compte de la diffusion dans le plan) et 
Ayvazyan porterons principalement sur l’application de transformations orthogonales 
de décomposition et développement145 en valeurs singulières permettant d’une part,  de 
séparer l’espace et le temps dans la formulation discrétisée de l’équation de la chaleur, 
et d’autre part, de réduire l’effet du bruit haute fréquence sur la mesure par troncature 
de la SVD. Une étude de corrélation146 (entre dérivées spatiales et temporelles) sera 
également réalisée afin de définir les zones spatiales de l’image qui sont les plus 
sensibles (pour une meilleure inversion de modèle). 
Ayvazyan étendra les travaux de Bamford afin de prendre en compte des transferts de 
chaleur 2D ou 3D, en définissant une SVD-2D s’appliquant à l’espace 2D et au temps, 
sous conditions que le champ de températures soit à variables séparables en espace tel 
qu’il puisse s’exprimer sous la forme ( ) ( ) ( ), , , ,x yT x y t T x t T y t= . Par superposition, le 
problème initial sera transformé en deux problèmes 1D transitoires.  
La méthode Ayvazyan [152] sera appliquée à l’estimation de diffusivités longitudinales 
de matériaux homogènes (lame de verre mince et plaque de PVC), au contrôle non 
destructif de matériaux non homogènes, ainsi qu’à l’estimation de la répartition de 
champs de température initiaux bidimensionnels ou tridimensionnels. Des comparaisons 
d’estimation de diffusivités longitudinales entre sa méthode et celle de Philippi seront 
réalisées sur des échantillons, et un écart de 5% différenciera les estimations données 
par les deux méthodes.  
 
• Remarques :  
- Les méthodes développées par Bamford et Ayvazyan donnent des résultats 
convaincants dans le domaine du contrôle non destructif et de l’estimation de 
champ de températures initiales. 
                                      
145 Le terme « décomposition » étant associé au domaine discret, et « développement » à celui des 
fonctions continues (de l’espace réel). 
146 Il semble d’après leurs travaux, qu’une forte corrélation entre dérivées spatiales et temporelle, 
implique la validité du modèle diffusif. 
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- Les méthodes sont annoncées par les auteurs comme étant rapides.  
- Leurs méthodes nécessitent l’intervention de nombreux « réglages » pseudo-
empiriques, tel que l’ordre de troncature de la SVD, la valeur du seuil de filtrage 
des données (reliée à la valeur des corrélations), le choix de la largeur de la 
fenêtre spatiale utilisée pour l’estimation,… 
- L’analyse des propriétés statistiques des estimations semblent plus complexe que 
dans le cas des méthodes classiques (sans SVD). Ce point fera l’objet des 
travaux de Godin [186]. 
- Les estimations de diffusivités semblent peu performantes au voisinage des bords 
de l’échantillon, alors que des erreurs de l’ordre de 2% sont obtenues au centre 
(lors de simulations numériques). 
 

 
 
 
 
 
Chapitre 10 
Méthodes de 
Caractérisation Thermique : 
Introduction 
Caractérisation thermique de matériaux anisotropes par 
transformations intégrales et principe de superposition, 
avec prise en compte du couplage entre l’échantillon et 
son support 
  

 
 
Nomenclature Méthodes de Caractérisation 
Thermique non exhaustive 
x,y,z Coordonnées spatiales, m 
t Temps, s 
T Température, K 
T* T-Text, K 
*T   T* moyennée suivant y, K 
*T  Transformée de Fourier de *T  
r  Transformée de Laplace de *T  
r  *T dans l’espace Fourier-Laplace 
a Diffusivité thermique, m2.s-1 
h Coefficient d’échange global, W.m-2.K-1 
L Longueur de la zone d’étude 
1.
L  Transformation inverse de Laplace 
t
⊗  Convolution en temps 
 
Symboles grecs 
ϕ  Flux, W 
ϕ  Flux moyenné suivant y, W 
Φ  ϕ  dans l’espace de Fourier 
m   Conductivité thermique, W.m-1.K-1 
ρ   Masse volumique, kg.m-3 
c Chaleur massique, J.kg-1.K-1 
 
Indices et exposants 
i Indice numérique des sous-problèmes 
k Indice numérique d’itérations 
x,y,z Directions spatiales (Ox), (Oy), (Oz) 
ext extérieur 
SPi Sous-Problème N°i  
flash associé au flash 
z0, zL associé aux pertes (en z=0 et z=Lz) 
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10. Méthodes de Caractérisation Thermique : 
Introduction 
En 1961, Parker [122] développe la méthode flash pour l’estimation de diffusivité 
transverse (suivant l’épaisseur) az d’un matériau homogène et isotrope soumis à une 
excitation uniforme, et impulsionnelle en temps. Cette méthode a été étendue en  1975 
et 1991 par Donaldson [172], et Lachi [174] dans le but de permettre la caractérisation 
thermique de matériaux anisotropes à l’aide d’une excitation localisée. La mesure de 
diffusivité dans le plan a été améliorée entre 1964 et 1967 par Harmathy [187] and 
Steere [188, 189] en utilisant le rapport de deux températures mesurées en un même 
point spatial, mais à deux instants différents, et dans le cadre d’un milieu semi-infini 
parfaitement isolé. Katayama [190] propose en 1969 de prendre le rapport de l’évolution 
temporelle de deux températures mesurées à deux positions spatiales différentes. Toutes 
ces méthodes sont réalisées dans le domaine spatio-temporel (avec des thermocouples), 
et le flux de chaleur est supposé connu en temps et en espace. Dans le but de 
s’affranchir de la forme temporelle de l’excitation, Kavianipour & Beck [191] en 1977, 
et Hadisaroyo [192, 193] en 1992, appliquent une transformation de Laplace (en temps) 
sur le champ température, mais la forme spatiale de l’excitation doit encore être 
connue. En notant qu’il est plus aisé de déterminer la forme temporelle du flux 
(excitation) que sa forme spatiale, Philippi en 1994 [175, 176, 177], Krapez en 2004 
[149], et Remy en 2005 [194], proposent de travailler dans l’espace de Fourier 
(transformation du domaine spatial) afin de s’affranchir de la distribution spatiale de 
l’excitation. Cependant, Philippi et Krapez [175, 149] supposent une excitation de type 
Dirac en temps, et Remy [194] suppose qu’il n’y a pas de sources entre les températures 
mesurées. Finalement, en 2010 Souhar [182, 84, 183] améliore ces méthodes travaillant 
dans l’espace de Fourier, et effectue les estimations non linéaires de paramètres, 
harmonique par harmonique, et dans le domaine temporel. La valeur des diffusivités est 
obtenue par moyenne pondérée au sens de Gauss-Markov. La méthode d’estimation 
permet de prendre en compte une excitation de forme spatiale quelconque mais connue 
en temps, et suppose des conditions aux limites latérales de type Neumann homogènes 
(flux latéraux nuls).   
Ainsi, il devient fréquent d’utiliser des transformations intégrales lorsque l’on cherche 
par méthodes inverses à identifier des distributions de flux [195, 196] ou à caractériser 
des matériaux anisotropes à hautes températures (méthodes flash 3D). Les méthodes 
précédemment citées supposent que la surface latérale de l’échantillon soit parfaitement 
isolée. Cependant, pour la caractérisation de matériaux à hautes températures, il est 
fréquent de devoir utiliser des porte-échantillons ayant des diffusivités thermiques 
proches de celles du matériau à caractériser (céramiques, céramiques isolantes,…), 
pouvant non seulement occulter partiellement la surface apparente de l’échantillon, 
mais également induire un couplage thermique non négligeable avec celui-ci. Par 
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conséquent, l’hypothèse de flux latéraux nuls ne sera plus valide. De plus, la présence 
du support ne permet pas toujours l’accès à l’intégralité de la face arrière de 
l’échantillon (Figure 11.1). Sous ces conditions, la transformation Fourier-Cosinus 
classique n’est plus réellement adaptée et induit des erreurs sur les estimations des 
diffusivités.  
Dans une première partie (sections 11 à 16), deux méthodes d’estimation appelées « Sin 
Imp » et « Sin Ind », et regroupées indifféremment sous le terme global de « méthodes 
Sinus » ou « Sin AH147 », sont présentées. Ces méthodes permettent de prendre en 
compte les variations temporelles du flux et de la température aux bords de 
l’échantillon. L’idée consiste à utiliser la température mesurée par caméra infrarouge 
aux bords (de la partie visible par la caméra) de l’échantillon comme conditions aux 
limites du problème, et à obtenir par superposition un sous-problème simple ayant des 
conditions aux limites de type Dirichlet homogènes (températures nulles). Des solutions 
asymptotiques des solutions des sous-problèmes contenant les conditions aux bords sont 
présentées, car celles-ci serviront à initialiser l’algorithme d’estimation. L’estimation des 
paramètres est réalisée simultanément sur l’ensemble des harmoniques.  
Le principe de la méthode d’estimation classique « Cos H/H148 » [182, 84, 183] est 
rappelé : transformation Fourier-Cosinus, et estimation harmonique par harmonique. 
Une amélioration « Cos AH149 » de la méthode classique « Cos H/H » est également 
proposée : la transformation en Fourier-Cosinus ainsi que les conditions aux limites de 
type Neumann homogènes sont conservées, mais l’estimation est réalisée simultanément 
sur l’ensemble des harmoniques.  
Un phénomène de corrélation des paramètres inhérente à la méthode « Cos H/H », et 
la notion de « durée d’exploitabilité des harmoniques » applicable à l’ensemble des 
méthodes présentées, sont développés.  
Dans une deuxième partie (section 17), les méthodes « Sin AH » et « Cos AH » sont 
validées à l’aide de simulations numériques et les résultats d’estimation sont comparés 
à ceux donnés par la méthode classique « Cos H/H ».  Dans cette partie, plusieurs 
expériences bruitées et non bruitées, avec différentes conditions aux limites et 
différentes configurations d’excitation (localisation et extension de l’excitation), ont étés 
simulées. Les différentes conditions aux limites testées sont de type Dirichlet homogène 
(températures nulles), Neumann homogène (flux nuls), et résistance de contact 
permettant de modéliser le contact non parfait entre l’échantillon et son support. 
                                      
147 La dénomination « Sin AH » signifie : « Sinus All Harmonics » (Sinus tous harmoniques). 
148 La dénomination « Cos H/H » signifie : « Cosinus Harmonic by Harmonic » (Cosinus harmonique par 
harmonique). 
149 La dénomination « Cos AH » signifie : « Cosinus All Harmonics » (Cosinus tous harmoniques). 
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Puis dans la troisième partie (section 18), les différentes méthodes seront appliquées à 
des mesures expérimentales réalisées sur un matériau (composite) conducteur 
anisotrope en carbone.  
Enfin, dans la dernière partie (section 19), une amélioration des méthodes « Sin Imp » 
et « Sin Ind » sera proposée. Cette dernière sera comparée aux méthodes précédentes à 
travers une mise œuvre expérimentale, ainsi que des simulations bruitées et non 
bruitées de type Monte-Carlo, toutes deux réalisées sur une zone de mesure réduite.  
Remarque : Afin de ne pas alourdir la présentation, la modélisation et la résolution 
(détaillée) du problème 3D général a été reléguée en Annexe A.7 p.333. Les modèles qui 
y sont établis peuvent être utilisés (en l’absence de contraintes techniques) pour une 
estimation de diffusivités 3D. Notons qu’une justification du choix et de l’intérêt des 
transformations intégrales y est également abordée. Ainsi, dans les sections 10 à 20 de 
cette partie « Méthodes de caractérisation thermique », certains détails calculatoires 
ont été omis, lorsque ces derniers faisaient l’objet de l’Annexe A.7 p.333. 
De plus, notons qu’une justification/présentation des besoins expérimentaux ayant 
amené aux différents modèles présentés est également abordée dans l’Annexe A.7 p.333.  
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11. Problème Général 
L’échantillon à caractériser est supposé de forme parallélépipédique, maintenu en 
position verticale (suivant (Oy)) à l’aide d’un support sur ses cotés latéraux. Il subit 
sur l’une de ses faces (« face avant ») une sollicitation sous forme de flux à variables 
séparables ( ) ( ) ( ), , , .flash x y t x y tϕ φ ψ≡ . La mesure du champ de température se fait sur 
une partie de la face opposée à celle de l’excitation (« face arrière ») comme indiqué sur 
les Figure 11.1 et Figure 11.2. De plus, le champ de température initial ( ), , 0T x z t =  et 
la température extérieure extT  sont supposés constants et égaux.   
 
Figure 11.1 : Illustration schématique du 
principe de mesure 
 
Figure 11.2 : Illustration schématique de la 
zone de mesure 
Soient, {Lx, Ly, Lz} les dimensions de la zone d’étude (inférieures ou égales à celles de 
l’échantillon total). Les pertes radio-conducto-convectives150 avec l’extérieur sont 
linéarisées (faible écart de température) et prises en compte par des coefficients 
d’échange constants et uniformes notés 
0z
h  et 
Lz
h . Le flux échangé avec l’extérieur par 
la « face avant » de l’échantillon est noté ( ) ( )( )
0 0
, , , , 0,z z extx y t h T x y t Tϕ = .  et celui 
échangé par la « face arrière » ( ) ( )( ), , , , ,
L Lz z z ext
x y t h T x y L t Tϕ = . .  
On pose :  
                                      
150 Les pertes sont supposées être dues à des effets radiatifs, conductifs, et convectifs. 
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  (11.1.1) 
Les conditions aux limites ( )0xT t∆ , ( )LxT t∆  (les points jaunes sur la Figure 11.1) 
mesurées par la caméra sont supposées uniformes dans l’épaisseur au sens de 
l’approximation de l’ailette (faible écart de température suivant l’épaisseur), ce qui 
peut être réalisé en utilisant une excitation localisée et une extension spatiale de mesure 
tenant compte des temps caractéristiques de diffusion. De plus, le champ de 
température est moyenné suivant (Oy) en supposant que les écarts de gradients aux 
limites en 0y =  et yy L=  sont négligeables. Ce dernier point peut être 
expérimentalement réalisé pour une excitation localisée, en effectuant une excitation 
centrée suivant (Oy) (et pour de faibles phénomènes convectifs purs sur les faces avant 
et arrière151), et en choisissant une extension spatiale suivant (Oy) suffisamment grande 
compte tenu de la durée de l’expérience (durée d’acquisition des données 
thermographiques).  
L’équation de la chaleur 3D transitoire moyennée suivant (Oy) s’écrit : 
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  (11.1.2) 
En supposant que l’opérateur d’intégration puisse commuter avec les opérateurs de 
dérivation ne dépendant pas de la variable d’intégration, l’équation devient : 
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  (11.1.3) 
                                      
151 L’échantillon est supposé être en position verticale (direction (Oy)). Les effets convectifs (purs) 
peuvent être négligés par exemple pour de faibles élévations de température, ou pour des expériences 
sous vide. 
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  (11.1.5) 
Or, si les écarts de gradients aux limites en 0y =  et yy L=  sont négligeables par 
rapport au phénomène de diffusion suivant les deux autres directions spatiales, on a : 
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Et l’expression (11.1.5) devient :  
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Sous ces conditions, le problème illustré Figure 11.1 est modélisé par :   
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Il est à noter qu’en utilisant les données mesurées par la caméra aux bords de 
l’échantillon comme conditions aux limites ( )0xT t∆ , ( )LxT t∆ , il n’est pas nécessaire 
de modéliser le transfert de chaleur à travers le support. 
 
Remarque : Notons que dans le cas d’une excitation centrée, par mégarde nous 
pourrions être tentés de poser 
* *
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 (au lieu de (11.1.6)) par raison 
de symétrie. Néanmoins, cette égalité est fausse si les flux sont non nuls aux bords.  
En effet, en supposant que le champ de température est symétrique par rapport à l’axe 
/ 2yy L= , on a par définition 
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, et les 
expressions des flux aux bords s’écrivent152 : 
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Or, par symétrie, on a ( ) ( )* * 0yT L T=  et ( ) ( )* *yT L dy T dy. = , d’où (11.1.10) 
s’écrit : 
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152 Dans les expressions des flux, on utilise, ici, la signification physique des incréments différentiels dy . 
Ainsi, ils représentent donc ici un accroissement infinitésimal, ce qui rappellons-le, n’est pas le cas de leur 
définition mathématique, dans laquelle ils représentent un incrément quelconque…  
Par ailleurs, notons d’une part, que la condition de symétrie du champ de température n’est pas 
nécessaire à la démonstration de la non nullité de la différence des flux, et d’autre part, que cette non 
nullité aurait également pu être établit par bilan de flux (au sens de l’analyse vectorielle) sur les 
frontières… 
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12. Solution analytique du problème général par 
superposition et Transformation Fourier-Sinus 
Afin de résoudre le problème (11.1.8), deux transformations intégrales lui seront 
appliquées. Une transformation Fourier-Sinus selon x permettant de s’affranchir de la 
répartition spatiale de l’excitation, et une transformation de Laplace en temps. 
Cependant, si aucune modification n’est effectuée préalablement au système (11.1.8), 
les conditions aux limites étant non homogènes, elles feront apparaitre des termes 
« sources153 » durant les transformations intégrales. Afin d’éviter l’apparition de ces 
termes « sources », par superposition (propriété de linéarité du système (11.1.8)), le 
problème va être décomposé en la somme de trois sous-problèmes comme indiqué par la 
Figure 12.1.  
 
Figure 12.1 : Illustration du principe de décomposition par superposition du problème complet 
en sous-problèmes 
Le champ de température complet peut alors s’écrire :  
 ( ) ( )
3
* *
1
, , , ,SPi
i
T x z t T x z t
=
= ∑   (12.1.1) 
Où, *SPiT  représente le champ de température du sous-problème i.  
Notons que les sous-problèmes 2 et 3 sont des problèmes 1D transitoires (suivant xe
e ) 
dépendant de la diffusivité longitudinale ax. Pour l’estimation de paramètres, les 
champs de température de ces sous-problèmes seront soustraits au champ de 
température expérimental mesuré par la caméra infrarouge afin d’obtenir un champ 
                                      
153 La dénomination « termes sources » est due à la physique. Du point de vue mathématique, ces termes 
sont appelés  « termes inhomogènes ». 
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expérimental « corrigé », et l’estimation sera réalisée par une méthode de moindres 
carrés minimisant l’écart quadratique entre le sous-problème 1 et le champ de 
température expérimental corrigé.  
12.1. Résolution du sous-problème 1 
 Par construction, les conditions aux limites du sous-problème 1 sont de type 
Dirichlet homogènes (températures nulles) suivant (Ox), et le problème est décrit par:   
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  (12.1.2) 
Ce problème ayant des conditions aux limites de type Dirichlet homogènes suivant 
(Ox), il admet des fonctions propres [197] ( ) sin( (n nX x xα= , avec pour valeurs propres 
/n xn Lα π= , *n ∈  . En effectuant une transformation de Laplace en temps suivi 
d’une transformation Fourier-Sinus154 au système d’équation (12.1.2) et en posant :  
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Le système (12.1.2) devient :  
                                      
154 Car les fonctions propres sont des Sinus. 
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D’où en posant : 
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


  (12.1.5) 
La solution du sous-problème 1 en face-arrière de l’échantillon : 
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   + + +   

   (12.1.6) 
Les nombres de Biot (
0z
Bi  et 
Lz
Bi ) étant corrélés dans l’expression (12.1.6) (cf. par 
exemple [84]), il sera délicat, voire impossible de les estimer correctement. Par 
conséquent, afin de s’affranchir de la corrélation, nous poserons 
0 Lz z
Bi Bi Bi= = , et 
l’expression (12.1.6) devient ainsi :  
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n z
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T p
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L p
BiL L Bi L
L
α
r α
γ γ γ
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=
  + +   

   (12.1.7) 
En pratique, l’estimation des propriétés sera réalisée sur les harmoniques spatiaux 
temporels ( ) ( )( )1* 1, , , ,n z SP n zT L t L pα r α
.=  L  par une méthode de moindres carrés (cf. 
Annexe A.8 p.363, et [26]), et l’inversion de Laplace se fera numériquement à l’aide de 
l’algorithme de de-Hoog [184].  
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Les paramètres à estimer seront ( ) ( ) ( ){ }lim 1 lim 2 lim, , , , , ... ,x z na a Bi T T Tα α α   . La forme 
temporelle ( )tψ  de l’excitation et sa transformée de Laplace ( )pΨ  seront supposées 
parfaitement connues. 
12.2. Résolution des sous-problèmes 2 et 3 
Les conditions aux limites en  0x =  et xx L=   sont supposées uniformes suivant (Oz) 
(au sens de l’approximation de l’ailette) et celles en z étant de type Neumann 
homogènes (flux nuls), on peut montrer que la conduction est strictement 1D suivant 
(Ox).  
12.2.1. Démonstration du caractère 1D des sous-problèmes 2 et 3 
En effet, une méthode simple (minimisant les calculs) pour montrer que la conduction 
est strictement 1D est d’utiliser le principe de superposition. La méthode pouvant 
s’appliquer au cas plus général constitué de la réunion (au sens mathématique) des 
sous-problèmes 2 et 3, nous l’appliquerons donc au problème suivant : 
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 ∂ ∂ ∂ + = ∂∂ ∂ = = = = = = ∂ = . = ∂ ∂ = . = ∂
  (12.2.1) 
La solution de (12.2.1) peut s’écrire sous la forme : 
 ( ) ( ) ( )* 1 2, , ,T x z t T x t T z= +   (12.2.2) 
Avec ( )1 ,T x t  solution de : 
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 ∂ ∂ = ∂∂ = = = = = =
  (12.2.3) 
Et ( )2T z  solution de :  
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m
m
=
=
 ∂ = ∂ ∂ = . = ∂ ∂ = . = ∂
  (12.2.4) 
Les relations (12.2.4) mènent à : 
 ( )2 0T z ≡   (12.2.5) 
Par conséquent, on a : 
 ( ) ( )* 1, , , , 0, zT x z t T x t z L ≡ ∀ ∈      (12.2.6) 
Ainsi, la conduction des sous-problèmes 2 et 3 est strictement 1D suivant (Ox). Pour la 
résolution de ces sous-problèmes, on posera dans la suite : ( )* * ,T T x t≡ . 
Remarque : Pour la résolution du problème (12.2.1), on aurait pu chercher la solution 
sous la forme ( ) ( ) ( )* 1 2, , , ,T x z t T x t T z t= +  tel que ( )2 , 0 0T z t = = , puis chercher la 
solution ( )2 ,T z t  à l’aide de la méthode de séparation des variables ou à l’aide d’une 
transformation de Laplace, et on aurait abouti à ( )2 , 0T z t ≡ .    
12.2.2. Résolution (1D) des sous-problèmes 2 et 3 
Soient : 
 
( )
2 * *
2
*
0
1
0, , 0
x
t
T T
a tx
t T x t
=
∂ ∂ = ∂∂ = =
  (12.2.7) 
Avec comme conditions aux limites pour les sous-problèmes 2 (SP2) et 3 (SP3):  
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 = = = =
  (12.2.8) 
En appliquant une transformation de Laplace en temps à l’équation de la chaleur 
(12.2.7), l’équation devient : 
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d p
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r. =   (12.2.9) 
Avec comme conditions aux limites pour les sous-problèmes 2 et 3 :   
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  (12.2.10) 
En posant 2
x
p
a
γ = , les solutions des sous-problèmes 2 et 3 dans le domaine temporel155, 
sont : 
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  (12.2.11) 
Et,  
                                      
155 Notons que les expressions analytiques de ( )
0x
pr∆  et ( )
Lx
pr∆  ne sont pas connues contrairement à 
celles de ( )0xΔT t  et ( )LxΔT t . Rappelons que ⊗  désigne une convolution temporelle.  
Obtenu expérimentalement 
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( ) ( )( )
( )
( )
( )( )
( ) ( )( ) ( )
3
1*
3
,
sh
,
sh
, ,
L
L
L
LL
x
SP x
x
t
SP x
H x p
x
x p p
L
T x t H x p
γ
r r
γ
.
= ∆
⇒ = ⊗

 L
L
xΔT t
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  (12.2.12) 
Où ( )0 ,xH x p , ( ),LxH x p  correspondent aux fonctions de transfert (dans le domaine de 
Laplace) des sous-problèmes 2 et 3. Notons que ( )0 ,xH x p , ( ),LxH x p  (des fonctions 
analytiques156 connues) dépendent de la diffusivité longitudinale ax, et par conséquent 
( )* 2 ,SPT x t , ( )* 3 ,SPT x t  également. Ces solutions sont données dans le domaine temporel 
car ( )0xΔT t , ( )LxΔT t  sont mesurées expérimentalement par caméra infrarouge (les 
bords de l’image correspondent aux conditions aux limites en température de la zone 
visible en face-arrière de l’échantillon). De même que pour (12.1.6), l’inversion 
numérique de Laplace sera réalisée à l’aide de l’algorithme de de-Hoog. 
Cependant, numériquement la convolution avec les réponses impulsionnelles pouvant 
être délicate157, une alternative consiste à calculer les champs de températures  * 2SPT  et 
*
3SPT  à l’aide des réponses indicielles (théorème de Duhamel) qui permettent une 
meilleure précision numérique158 lorsque le signal expérimental présente un bruit 
suffisamment faible159. Ainsi, nous aurons : 
 ( )
( ) ( )
01*
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,
,
tx
SP
H x p t
T x t
p t
.
  ∂ = ⊗  ∂ 
L  0
xΔT   (12.2.13) 
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, LL
tx
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H x p t
T x t
p t
.
  ∂ = ⊗  ∂ 
L
xΔT
   (12.2.14) 
                                      
156 Elles sont en fait holomorphes sur   privé des pôles. 
157 A cause des erreurs de troncatures numériques dues au faible support des réponses impulsionnelles, à 
l’incapacité de reproduire numériquement des Diracs dûs aux singularités des fonctions,… 
158 Il y a deux raisons majeures à cette amélioration de précision. La première raison est dûe au fait, 
qu’au sens des distributions, la réponse impulsionnelle correspond à la dérivée de la réponse indicielle. 
Ainsi, si la réponse impulsionnelle est un Dirac, cela implique que la réponse indicielle est un échelon 
(numériquement plus simple à réaliser). La seconde raison provient du fait que le support des réponses 
indicielles est souvent plus grand que celui des réponses impulsionnelles. 
159 C’est ici, que le moyennage du champ de température suivant (Oy) revêt tout son intérêt. En effet, 
celui-ci aura pour effet de diminuer l’écart-type du bruit, et ainsi diminuer le phénomène d’amplification 
dû à l’opérateur de dérivation (cf. section 12.2.3). 
Obtenu expérimentalement 
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12.2.3. Amplification du bruit par l’opérateur de dérivation : 
Intérêt du moyennage suivant (Oy) 
Le moyennage du champ de température suivant (Oy) revêt plusieurs intérêts.  
Le premier concerne la diminution de la taille des matrices à manipuler 
numériquement, ce qui permet une diminution du temps de calcul et des ressources 
mémoires nécessaires. 
Le second a attrait à un fait souvent bien connu des physiciens, qui est l’amplification 
du bruit de mesure par l’opérateur de dérivation. Ainsi, en ce sens, les relations 
(12.2.13) et (12.2.14) ont toutes les chances de donner des résultats peu satisfaisants 
lorsque le bruit de mesure atteint un seuil critique, à partir duquel, l’amplification des 
fluctuations du bruit par l’opérateur de dérivation engendre des erreurs prépondérantes 
par rapport à la diminution des erreurs numériques dues à l’utilisation des réponses 
indicielles au lieu des réponses impulsionnelles. C’est afin de « compenser » (ou 
minimiser) les erreurs engendrées par l’amplification du bruit par l’opérateur de 
dérivation, que le moyennage suivant (Oy) a été réalisé. 
12.2.3.1. Démonstration de l’amplification du bruit par dérivation 
En supposant que la température ( )i iT T t≡ , mesurée au temps it , est la somme de la 
température vraie (ou moyenne) oiT  et d’un bruit d’amplitude (ou d’écart-type) iε , on 
a alors, oi i iT T ε= + , et la dérivation temporelle numérique s’écrit :   
 2 1 2 1
  Dérivation du Dérivation
signal non bruité  du bruit
o oo T TT T
t t t t t
ε εε . .∂ ∂ ∂
= + ≈ +
∂ ∂ ∂ ∆ ∆ 
  (12.2.15) 
On observe alors à partir de (12.2.15), que pour des pas de temps t∆  tels que 
2 1t ε ε∆ . , l’écart crête-à-crête du bruit est amplifié. De plus, les variations 
temporelles de températures étant généralement plus lentes que celles du bruit, la 
relation (12.2.15) montre également que la contribution du bruit peut être 
prépondérante vis-à-vis de celle de la température vraie dans l’opération de dérivation 
temporelle. Cela aura alors pour conséquence de « noyer » l’information utile dans celle 
du bruit. Cette situation correspond alors à la situation inverse de la situation initiale, 
pour laquelle le signal utile oiT  est supposé plus grand que celui du bruit iε . 
12.2.3.2. Intérêt du moyennage suivant (Oy) 
Il est possible de tirer avantage du nombre de détecteurs de la matrice160 de la caméra, 
en moyennant le champ de température suivant (Oy) afin de minimiser l’effet 
                                      
160 Que l’on supposera ergodique, c’est-à-dire, que les propriétés statistiques spatiales et temporelles des 
détecteurs sont identiques (ou interchangeables). 
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d’amplification du bruit lors de la dérivation des conditions aux limites T∆
0x
 et 
L
T∆ x  
dans (12.2.13) et (12.2.14).  
En effet, en assimilant les valeurs données par chacun des détecteurs de la caméra à des 
variables aléatoires iX  pouvant avoir des lois de probabilités différentes, mais 
admettant des moments d’ordre 1 (espérance iµ ) et 2 (variance 2iσ ), l’espérance et la 
variance de la moyenne X  de ces variables aléatoires sont définies par : 
 
( )
( ) ( ) ( )
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n n
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n n
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     ≡ =         ≡ = +      
∑ ∑
∑ ∑ ∑
E E
V
V V Cov
  (12.2.16) 
Si l’on suppose que les variables aléatoires associées aux différents détecteurs sont 
indépendantes161, ont même espérance162 (ou moyenne) µ , et même variance 2σ , alors 
(12.2.16) devient :  
 
( )
( )
2
X
X
n
µ
σ
 = =
E
V
  (12.2.17) 
En appliquant la relation (12.2.17) aux conditions aux limites 0xΔT  et LxΔT , 
moyennées163 suivant (Oy), on en déduit la relation sur l’écart-type164 : 
 ( ) ( ) ( )
n
= <00 0
x
x x
ΔT
ΔT ΔT
σ
σ σ   (12.2.18) 
Ainsi, en assimilant165 l’écart-type au bruit, et en appliquant (12.2.18) à (12.2.15), on 
voit que le moyennage suivant (Oy) diminuera en 1 / n  le phénomène d’amplification 
du bruit par l’opérateur de dérivation temporelle. Ce constat justifie ainsi l’intérêt du 
moyennage. En moyennant suivant (Oy), on aura donc toutes les chances d’améliorer 
les résultats des relations (12.2.13) et (12.2.14).  
Enfin, notons que le moyennage permet également, en vertu du théorème central limite, 
de prétendre que les variables aléatoires iX  suivent (approximativement) une loi 
                                      
161 Et par conséquent, non corrélées, ce qui implique ( ), 0i jX X =Cov . Notons que la réciproque est 
généralement fausse. 
162 En procédant expérimentalement à une Correction de Non Uniformité de la matrice (NUC 2pts), par 
exemple (cf. section 7 p.103). 
163 En appelant n le nombre de détecteurs utilisés suivant (Oy) pour effectuer la moyenne. 
164 Notons que les propriétés statisques des détecteurs (variables aléatoires iX ) sont définies en fonction 
du temps, alors que celles de X  (la moyenne spatiale suivant (Oy) des iX ) sont définies en fonction de 
l’espace (suivant (Oy)). Rappelons que l’on a supposé qu’il y avait ergodicité. 
165 Pour une justification de cette assimilation, voir la remarque de la section A.3.2 p.260. 
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normale ( ), , iXT x t
n
σ      
N , ce qui revet un intérêt pour la détermination des propriétés 
statistiques des estimateurs « fournis » par la méthode des moindres carrés.   
12.2.4. Valeurs des fonctions de correction * 2SPT  et * 3SPT , en x=0 et 
x=Lx  
Les réponses impulsionnelles166 ( )
0
,xH x p  et ( ),LxH x p , rappelées en (12.2.19) et 
introduites respectivement dans les expressions (12.2.11) et (12.2.12), admettent des 
valeurs particulières au voisinage des points x=0 et x=Lx, que l’algorithme de de-Hoog 
a des difficultés à calculer. 
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sh
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sh
,
shL
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L x
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H x p
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γ
γ
γ
γ
 . = =
  (12.2.19) 
Notamment, l’algorithme de de-Hoog ne sait pas calculer l’inverse numérique de 
Laplace des valeurs 0 et 1 . Ces incapacités numériques se répercuteront inévitablement 
lors du calcul des produits de convolution (12.2.11) à (12.2.14). Il est alors intéressant 
de rentrer « manuellement » ces valeurs, afin de diminuer les erreurs numériques sur le 
calcul des réponses ( )* 2 ,SPT x t  et ( )* 3 ,SPT x t . Pour les même raisons, les produits de 
convolution aux limites par les réponses indicielles seront également calculés 
analytiquement. 
 Pour x=0 
Dans ce cas, les réponses impulsionnelles ( )
0
0,xH x p=  et ( )0,LxH x p=  valent : 
 
( )
( )
0
0, 1
0, 0
L
x
x
H x p
H x p
 = = = =
  (12.2.20) 
Et, les réponses indicielles ont pour expressions : 
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p p
H x p
p
 = = = =
  (12.2.21) 
Les originaux dans le domaine spatio-temporel s’écrivent donc : 
                                      
166 Ou fonctions de transferts du milieu suivant (Ox). 
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L
L
L
L
  (12.2.22) 
Avec ( )U t  la fonction échelon de Heaviside définie167 par : 
 ( )
0 si 0
1
si 0
2
1 si 0
t
U t t
t
 <= = >
  (12.2.23) 
On en déduit par conséquent les expressions de ( )* 2 0,SPT x t=  et ( )* 3 0,SPT x t=  à l’aide 
de la convolution par les réponses impulsionnelles ((12.2.11) et (12.2.12)) ou des 
réponses indicielles ((12.2.13) et (12.2.14)). 
- Si on utilise les expressions (12.2.11) et (12.2.12) (réponses impulsionnelles), on 
a : 
 
( ) ( ) ( ) ( )
( ) ( )
0 0
*
2
*
3
0,
0, 0 0L
t
x xSP
t
xSP
T x t t T t T t
T x t T t
δ ∆ ∆
∆
 = = ⊗ = = = ⊗ =
  (12.2.24) 
- Si ce sont les expressions (12.2.13) et (12.2.14) (réponses indicielles) qui sont 
utilisées, nous avons : 
 
( ) ( )
( )
*
2
*
3
0,
0, 0 0L
t
SP
t
SP
T x t U t
t
T x t
t
 ∂ = = ⊗ ∂
 ∂ = = ⊗ = ∂
0x
x
ΔT
ΔT
  (12.2.25) 
 
 
 Pour x=Lx 
                                      
167 D’autres convention existent concernant la définition de la valeur en 0 de la fonction de Heaviside. 
Celle utilisée ici correspond aux valeurs données par la décomposition en série de Fourier (convergence 
ponctuelle => convergence vers la régularisée de Heaviside). La valeur donnée à la fonction en 0 n’a 
cependant aucune incidence sur la valeur du produit de convolution (intégration au sens de Lebesgue), 
car une valeur ponctuelle constitue un ensemble de mesure nulle. 
 
190 
De façon analogue (les expressions sont les symétriques des précédentes), les réponses 
impulsionnelles (fonctions de transfert) dans l’espace de Laplace ont pour expression : 
 
( )
( )
0
, 0
, 1
L
x x
x x
H x L p
H x L p
 = = = =
  (12.2.26) 
Ce qui implique : 
 
( )
( )
0
0,
0
0, 1L
x
x
H x p
p
H x p
p p
 = = = =
  (12.2.27) 
On en déduit les expressions des originaux dans le domaine spatio-temporel : 
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.
.
 = = = = = = = =   =   = = =         =    = = =     
L
L
L
L
  (12.2.28) 
Les produits de convolution des expressions (12.2.11) et (12.2.12) (réponses 
impulsionnelles) s’écrivent alors :  
 
( ) ( )
( ) ( ) ( ) ( )
*
2
*
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, 0 0
, L
t
SP x
t
SP x
T x L t
T x L t tδ
 = = ⊗ = = = ⊗ =
0
0
x
x x
ΔT t
ΔT t ΔT t
  (12.2.29) 
Et ceux des expressions (12.2.13) et (12.2.14) (réponses indicielles) sont donnés par : 
 
( )
( ) ( )
*
2
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, 0 0
, L
t
SP x
t
SP x
T x L t
t
T x L t U t
t
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 ∂ = = ⊗ ∂
0x
x
ΔT
ΔT
  (12.2.30) 
Afin de diminuer les erreurs numériques, les valeurs (numériques) obtenues par les 
expressions (12.2.24), (12.2.25), (12.2.29), et (12.2.30) remplaceront celles données par 
l’inversion numérique de Laplace calculées à l’aide de l’algorithme de de-Hoog. 
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13. Solutions dégénérées des sous-problèmes 2 et 3 
L’objectif de cette section est d’établir des expressions permettant d’initialiser les 
algorithmes des méthodes d’estimation qui vont être proposées en section 15.2 (p.213). 
Cette nécessité d’initialisation est due au caratère itératif des méthodes d’estimation 
proposées. Cependant, afin d’assurer/faciliter la convergence de l’algorithme et de 
diminuer le temps de calcul, il est nécessaire que l’initialisation ne soit pas arbitraire, 
mais soit, dans l’idéal, la plus proche possible de la solution finale. La méthode que 
nous proposons afin d’obtenir ces valeurs d’initialisation, consiste à utiliser un modèle 
analytique simplifié (ou « dégénéré »). Deux démarches permettant d’obtenir ce modèle 
« dégénéré » vont être présentées. La première repose sur l’utilisation d’un 
développement limité de la solution analytique ((12.2.11) et (12.2.12)) du problème 
initial, pour lequel on ne conservera que le développement à l’ordre 1. La seconde 
méthode consiste simplement à faire usage du principe de superposition dans (12.2.7) et 
(12.2.8), ce qui permettra d’exprimer la solution finale sous la forme d’une somme de 
deux fonctions, dont l’une est une « fonction affine ». Dans le cas particulier des sous-
problèmes SP2 et SP3, on montrera que ces deux méthodes mènent à la même solution 
« dégénérée ».     
13.1. Méthode Heuristique et DL168 : Solutions pseudo-
stationnaires issues des fonctions de corrections 
exprimées dans l’espace de Laplace à l’aide d’un 
DL1 
La méthode présentée est une méthode heuristique « à la physicienne » permettant 
d’obtenir de façon simple une solution dégénérée (au temps long) à partir de la solution 
complète (au sens des EDO) exprimée dans l’espace de Laplace. 
Le système d’équations différentielles ((12.2.9) et (12.2.10)) régissant le transfert de 
chaleur étant linéaire, il est possible d’exprimer la solution 1D transitoire sous la forme 
de la superposition169 d’une solution analogue à celle d’un régime forcé, et d’une 
solution analogue à celle d’un régime libre. La particularité est qu’ici la réponse du 
système dépend du temps et de l’espace. Ainsi, en considérant uniquement la réponse 
spatiale du système (champ de température) à chaque instant t  donné (supposé fixé 
pour le calcul de chaque réponse spatiale), il est possible de décomposer la solution 
                                      
168 DL signifie ici développement limité, et DL1 signifie développement limité à l’ordre 1. 
169 Cette méthode de superposition de « régime » est d’usage courant en électrocinétique. Les solutions 
sont alors appelées : Solution du régime libre (réponse du système à une condition initiale non nulle, et 
sans source), et solution du régime forcé (réponse du système à une condition initiale nulle, et à une 
source). 
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spatiale sous la forme d’une somme d’un pseudo-régime forcé obtenu en exprimant 
(12.2.11) au temps long avec ( )0xΔT t  supposé constant, et d’un pseudo-régime libre. 
La solution stationnaire correspond physiquement à t → +∞  (temps longs). Or d’après 
les théorèmes taubériens et le lemme de Watson, nous avons l’équivalence (sous 
certaines conditions que nous supposerons vérifiées) : 
 0t p→ +∞ ⇔ →   (13.1.1) 
En se rappelant que : 
 
( ) ( ) ( )
( ) ( ) ( )
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2 2
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= +
+
∑
∑
∼
∼
  (13.1.2) 
On en déduit les expressions stationnaires des réponses impulsionnelles ( )
0
,xH x p  et 
( ),
Lx
H x p  des expressions (12.2.11) et (12.2.12) : 
( )( )
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LL p pL L
a a
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→
→
    . .  .   = = . =                  = = =       
∼
∼
  (13.1.3) 
Alors, en décomposant les réponses impulsionnelles en la somme d’une partie 
stationnaire ( ( )
0
s
xH x  et ( )L
s
xH x ) et d’une partie transitoire ( ( )0 ,
t
xH x p  et ( ),L
t
xH x p ), les 
réponses impulsionnelles s’écrivent : 
 
( ) ( ) ( )
( ) ( ) ( )
0 0 0
, ,
, ,
L L L
s t
x x x
s t
x x x
H x p H x H x p
H x p H x H x p
 = + = +
  (13.1.4) 
Par conséquent, en écrivant aux temps longs ( 0p → ) les solutions ( )* 2 ,SPT x t  et 
( )* 3 ,SPT x t  des expressions (12.2.11) et (12.2.12), nous avons : 
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  (13.1.5) 
Ainsi, en substituant les expressions (13.1.3) et (13.1.4) dans (13.1.5), on a : 
 ( ) ( ) ( )( ) ( )0 0
0
1*
2
pseudo-régime libre
pseudo-régime forcé
, 1 ,
tt
x xSP x
x
xT x t T t H x p T t
L
∆ ∆.
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L   (13.1.6) 
Et, 
 ( ) ( ) ( )( ) ( )1* 3
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, ,L L
L
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x xSP x
x
xT x t T t H x p T t
L
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
L   (13.1.7) 
Les solutions ( )* 2 ,SPT x t  et ( )* 3 ,SPT x t  apparaissent donc comme la superposition d’une 
« fonction affine » (de coefficient directeur ( )0, /Lx xT t L∆ ) et d’un terme 
temporellement convolutif, c’est-à-dire dont il est nécessaire d’avoir toute l’histoire 
temporelle pour pouvoir en déduire son expression spatiale à chaque instant donné. 
Les expressions ( )
0,
,
L
t
xH x p  correspondent en fait aux restes des développements limités 
(à l’ordre 1) réalisés en (13.1.3). Ils « contiennent » par conséquent la courbure des 
réponses ( )* 2 ,SPT x t  et ( )* 3 ,SPT x t . Ainsi, plus le matériau sera diffusif dans le plan (
xa → +∞ ), plus on aura 0
x
p
a
→  pour un même intervalle de temps donné, et plus le 
terme affine (également appelé improprement « terme linéaire ») deviendra 
prépondérant. 
Par conséquent, pour des temps longs devant le temps de diffusion xτ  dans le plan, tel 
que :  
 
2
0xx x
x x
Lp L p p
a a
τ= = →   (13.1.8) 
On aura en première approximation (à l’ordre 1) : 
 ( ) ( )0* 2 , 1 xSP
x
xT x t T t
L
∆
  .   
   (13.1.9) 
Et,  
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 ( ) ( )* 3 , LxSP
x
xT x t T t
L
∆   (13.1.10) 
• Remarques :  
- Les expressions (13.1.9) et (13.1.10) seront appelées fonctions de correction 
affines dans la partie « Méthodes d’estimation » (section 15.2, p.213) et serviront 
à initialiser l’algorithme d’estimation. 
- Les fonctions de correction affines auraient pu être trouvées en exprimant 
directement les réponses impulsionnelles à l’aide de leur développement (infini, 
sous réserve de convergence des séries) en série170 en p, puis en calculant 
analytiquement l’inverse de Laplace de chacun des termes de la série, et en ne 
conservant que les termes d’ordre inférieur ou égaux à 1. Cependant, cela aurait 
probablement fait perdre la notion de comportement asymptotique au temps 
longs (solution stationnaire), souvent chère au physicien. 
Une illustration graphique de la « dégénérescence » (asymptotique) des fonctions de 
correction en fonctions affines est donnée Figure 13.1 à Figure 13.5.  
Les graphes ont étés réalisés avec un temps caractéristique 50x sτ =  (tel que par 
exemple : 40xL mm=  et 6 2 13,2 10xa m s. .= ⋅ ⋅ ), et les conditions aux limites 
( ) ( ) ( )0 Lx xT t T t U t∆ ∆= = 171). 
Sur les Figure 13.1 et Figure 13.2 représentant les évolutions spatio-temporelles des 
fonctions de correction gauche (13.1.6) et droite (13.1.7), on remarque d’une part, que 
les fonctions de correction gauche et droite sont symétriques par rapport à x=0,02, et 
d’autre part, qu’au temps long les fonctions de correction tendent vers des fonctions 
affines (affine pour ( )* 2 ,SPT x t , et linéaire pour ( )* 3 ,SPT x t ). 
                                      
170 Ce qui correspond en un sens, à utiliser une démarche inverse à celle couramment utilisée pour 
trouver les solutions générales des équations différentielles, et consistant à chercher la solution sous la 
forme d’une série entière. En effet, ici, la solution analytique est connue, mais on la décompose sous la 
forme d’une série pour n’en garder que les 1er termes. 
171 ( )U t  représente la fonction de Heaviside définie en (12.2.23). La fonction d’inversion numérique de 
Laplace utilisée (basée sur l’algorithme de de-Hoog) n’étant pas capable de donner de résultats pour t=0, 
tous les graphes sont réalisés pour t>0. 
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Figure 13.1 : Evolution spatio-temporelle de 
la fonction de correction gauche ( )* 2 ,SPT x t  
(13.1.6) 
 
Figure 13.2 : Evolution spatio-temporelle de 
la fonction de correction droite ( )* 3 ,SPT x t  
(13.1.7) 
La fonction de correction gauche ainsi que son approximation affine ont été 
représentées au temps initial ( 0 0, 05t t s= + ∆ = ) Figure 13.3, et au temps long (
50xt sτ= = ) Figure 13.4. On voit sur la Figure 13.4 qu’au temps long, la fonction de 
correction semble confondue avec son approximation affine.  
 
Figure 13.3 : Fonction de correction gauche 
à t=0,05s et son approximation affine 
 
Figure 13.4 : Fonction de correction gauche 
à t=50s et son approximation affine 
Afin de mieux visualiser la différence entre la fonction de correction au temps long et 
son approximation affine, l’écart entre ces deux fonctions a été représenté Figure 13.5. 
 
Figure 13.5 : Ecart entre la fonction de correction gauche à t=50s  et son approximation 
affine 
L’erreur étant de l’ordre de 10-5, cela illustre le fait que les fonctions de correction 
peuvent être assimilées à des fonctions affines au temps long.  
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13.2. Méthode de superposition : expression des fonctions 
de correction par utilisation du principe de 
superposition des solutions d’une EDP linéaire  
Une autre façon d’obtenir les fonctions de correction affine est de se servir de la 
linéarité du système d’EDP décrivant les sous-problèmes 2 et 3, et défini par les 
expressions (12.2.7) et (12.2.8). En effet, le système d’EDP étant linéaire, la solution 
complète peut être obtenue par superposition de solutions particulières. En particulier, 
l’une de ces solutions particulières sera, ici172, la fonction de correction affine. Afin 
d’illustrer la méthode, nous traiterons un cas légèrement plus général que celui des 
sous-problèmes 1 et 2, en résolvant directement la réunion des sous-problèmes 2 et 3. 
Puis nous identifierons les contributions des solutions des sous-problèmes 2 et 3. Le 
problème à résoudre est donc : 
 ( )
( ) ( )
( ) ( )
0
2 * *
2
*
0
*
0
*
1
0, , 0
0, ,
, , L
x
x
t
xx
xx x L
T T
a tx
t T x t
x T x t T t
x L T x t T t
∆
∆
=
=
=
∂ ∂ = ∂∂ = = = = = =
  (13.2.1) 
Le principe est de décomposer le champ de température (solution) *T  sous la forme 
d’une superposition (somme) d’une solution particulière (de correction) ( )* ,cT x t  
permettant de rendre les conditions aux limites homogènes (en x) et d’une solution 
( )* ,sT x t  du problème transitoire modifié homogène en x. Pour cela, on cherchera une 
solution ( )* ,cT x t  sous la forme d’une fonction affine en x. 
On cherche donc la solution du problème (13.2.1) sous la forme :  
 ( ) ( ) ( )* * *, , ,c sT x t T x t T x t= +   (13.2.2) 
 Tel que ( )* ,cT x t  soit solution de :  
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=
 = + = = = =
  (13.2.3) 
Et que ( )* ,sT x t  soit par conséquent, solution de : 
                                      
172 Notons, que dans le cas général, il n’est pas toujours possible de trouver une fonction affine comme 
solution particulière. Cela dépend de l’équation différentielle et des conditions aux limites. 
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  (13.2.4) 
On remarque, en comparant (13.2.1) et (13.2.4), que la contrepartie de « l’annulation » 
des conditions aux limites spatiales, est l’apparition d’un terme source et de la 
modification de la condition initiale. 
La résolution du problème (13.2.3) mène à :  
 ( ) ( )
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0
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2 3
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1 1
, 1 L
SP SP
x xc
x x
DL T DL T
x xT x t T t T t
L L
∆ ∆
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  (13.2.5) 
On retrouve donc ainsi les fonctions de correction affines des sous-problèmes 2 et 3 
établies en (13.1.9) et (13.1.10). 
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14. Résolution par Transformation Fourier-
Cosinus : Hypothèse de conditions aux limites 
de type flux nuls 
La résolution du problème général par transformation Fourier-Cosinus associée à 
l’hypothèse de flux nuls sur les bords en x du domaine (conditions aux limite de type 
Neumann homogènes) est la méthode habituellement utilisée. Le problème (11.1.8) 
devient alors : 
 
( )
( )
0
2 * 2 * *
2 2
*
0
*
0
*
*
0
*
0, , , 0
0, 0
, 0
0, ,
,
x
L
z
x z
t
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x
x z
x L
z flash z
z
z z z
z L
T T Tc
tx z
t T x z t
Tx
z
Tx L
z
Tz x t
z
Tz L
z
m m ρ
m
m
m ϕ ϕ
m ϕ
=
=
=
=
=
 ∂ ∂ ∂ + = ∂∂ ∂ = = ∂ = . = ∂ ∂ = . = ∂ ∂ = . = . ∂ ∂ = . = ∂
  (14.1.1) 
Le problème (14.1.1) se résoud selon une méthode analogue à celle utilisée pour 
résoudre le sous-problème 1 (p.180), mais en remplaçant la transformation Fourier-
Sinus par une transformation Fourier-Cosinus en espace. Remarquons que 0 est alors 
cette fois-ci une valeur propre du problème.  
On posera ainsi :  
( ) ( )
( )
( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
*
0
*
0
*
0 0
0 0 0 0
, , cos
, ,
, , cos
. , cos cos
,
x
x
x x
L
n n
pt
L
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n n
L L
pt pt
n flash n n
n
x
T z t T x dx
x z p T e dt
z p T e x dt dx
p x t e x dtdx x x dx t e dt
n n
L
α α
r
r α α
α ϕ α φ α ψ
π
α
+∞
.
+∞
.
+∞ +∞
. .
 = = =Φ Ψ = = = ∀ ∈
∫
∫
∫ ∫
∫ ∫ ∫ ∫




  (14.1.2) 
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Et la solution du problème s’écrit alors sous la même forme de (12.1.7), c’est-à-dire :  
 ( )
( ) ( )
( ) ( )
2
lim
c 2
.
, ,
sh 2 ch
z
n
z
n z
n z n z n z
n z
L
T p
a
L p
BiL L Bi L
L
α
r α
γ γ γ
γ
Ψ
=
  + +   

   (14.1.3) 
Avec :  
 
( ) ( )
2 2
lim
/ ,
x
n n
z z
n
n
z
z
z
n z
ap
a a
T
cL
hL
Bi
n L n
γ α
α
α
ρ
m
α π
 = + Φ = = = ∈



  (14.1.4) 
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15. Méthodes d’estimation 
Dans cette section, nous commencerons par rappeler le principe de la méthode 
d’estimation classique « Cos H/H », ainsi que les corrélations aux temps longs de 
certains de ses paramètres. Puis, les nouvelles méthodes d’estimation proposées « Sin-
Imp » et « Sin-Ind » seront présentées, et un critère de durée d’exploitabilité des 
harmoniques, applicable à l’ensemble des méthodes d’estimations présentées, sera 
établi. Enfin, l’incidence sur les harmoniques, d’une excitation symétrique et centrée sur 
l’échantillon, sera abordée. 
15.1. Méthode d’estimation classique « Cos H/H », 
corrélation des paramètres, et évolution de la 
méthode : méthode « Cos AH » 
15.1.1. Principe de la méthode d’estimation 
A partir de l’équation (14.1.3), la méthode d’estimation classique consiste à estimer les 
paramètres ( ) ( ) ( ){ }lim 0 lim 1 lim, , , , , ... ,x z na a Bi T T Tα α α    de façon séquentielle. Les 
ensembles de paramètres ( ){ }lim 0, ,za Bi T α  et ( ){ } *lim,x n na T α ∈  sont obtenus 
indépendamment. 
Les paramètres ( ){ }lim 0, ,za Bi T α  sont déterminés à l’aide de l’harmonique 
( )c 0 0, ,zL pr α =  d’ordre 0, car celui-ci ne dépend pas de ax. En effet, on a : 
2
0 00 0
z
pn
a
α γ= ⇒ = ⇒ = . 
Une fois que ces paramètres ont été estimés, ils sont injectés dans le modèle (14.1.3) en 
tant que constantes. Puis à l’aide des n harmoniques restants, on pourra obtenir n 
estimations successives des paramètres ( ){ } *lim,n nx n na T α ∈
173. Enfin, la valeur de ax est 
obtenue par moyenne arithmétique pondérée au sens de Gauss-Markov (15.1.1). Cette 
méthode d’estimation est appelée méthode « harmonique par harmonique » ou méthode 
« Cos H/H ».  
                                      
173 L’exposant n est utilisé ici afin d’indiquer le rang de l’itéré, et ne doit pas être confondu avec une 
puissance. Dans l’expression (15.1.1), l’indice i dans la notation ,x ia  désigne également le rang de l’itéré. 
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( )2 2 , 2
,
1
1
1
Si, eti x i i
i
n
i x i
i
x n
i
i
a w
w a
a
w
σ σ
σ
=
=
≡ =
⇒ =
∑
∑
  (15.1.1) 
Avec iσ  l’écart-type de la valeur estimée de la diffusivité ,x ia  à l’aide de l’harmonique 
de rang i. 
15.1.2. Différence entre moyenne arithmétique et moyenne 
intégrale numérique 
Comme cela a été fait remarqué précédemment (section 15.1), les paramètres 
( ){ }lim 0, ,za Bi T α  sont déterminés à l’aide de l’harmonique ( )c 0 0, ,zL pr α =  d’ordre 0. 
La transformation intégrale utilisée étant une transformation de Fourier-Cosinus, cet 
harmonique d’ordre 0 peut s’interpréter au sens fonctionnel comme étant174 la valeur 
moyenne de la température (de la surface arrière du matériau). Ainsi, on pourrait être 
tenté pour réaliser une estimation 1D en face-arrière, de calculer la température 
moyenne expérimentale par une moyenne arithmétique175, à l’aide d’une fonction 
prédéfinie dans le logiciel de calcul numérique, par exemple.  
Cependant, du point de vue numérique, l’égalité entre température moyenne 
arithmétique et température moyenne intégrale numérique n’est pas rigoureusement 
exacte176. 
En effet, supposons un champ de température 1D (ou déjà moyenné suivant (Oy)) 
suivant (Ox), dans ce cas, la température moyenne arithmétique mT  de N points, est 
définie par : 
                                      
174 De façon plus précise, l’harmonique d’ordre 0 s’interprète (au sens fonctionnel) comme la température 
moyenne T , mais à un facteur multiplicatif près, dépendant du coefficient utilisé pour définir les 
fonctions propres.  
Ainsi, si les fonctions propres utilisées sont ( )cosn nX xα= , alors l’harmonique d’ordre 0 correspond à 
xL T , alors que, 
( )
( )c 0
0
cos 1
0
xL
n
n
x x
x
X T Tdx T
L L
α
α= ⇒ = = ≡∫ . 
175 Les estimations étant réalisées à l’aide de logiciel de calculs numériques tel que Matlab, la  
tentation a souvent pour cause la présence de fonctions Matlab prédéfinies telle que « mean() », facile 
d’usage et rapide.  
176 Bien entendu, l’erreur diffère en fonction de la méthode de quadrature (numérique) utilisée. 
Néanmoins, ici, on n’abordera que la méthode des rectangles, car c’est cette dernière qui a été utilisée 
pour les calculs. De plus, c’est également une méthode de quadrature très fréquenmment utilisée pour le 
calcul numérique d’intégral. 
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1
1 N
m i
i
T T
N =
= ∑   (15.1.2) 
Alors que la température moyenne intégrale numérique (des rectangles à gauche), est 
définie par : 
( ) ( ) ( ) ( )
1
1 10
1 1 1x
L N N
i i N N i i
i ix x x
T T x dx T x x T x x T x x
L L L
.
= =
  = ≈ ∆ = . ∆ + ∆    
∑ ∑∫   (15.1.3) 
En supposant que le pas spatial ix∆  est constant entre deux mesures, on a : 
( ) ( ) ( ) ( )
1 1
1 1 1
1
1
1 1 1
m
x
N N N
i N ix
i
i i ix
T
L
x
N
T x T x T xL N NT T x
L N N N N N N
. .
= = =
∆ = .       ≈ = = . +   . . .     
∑ ∑ ∑

  (15.1.4) 
D’où, en substituant (15.1.2) dans (15.1.4) : 
 ( ) ( ) 1
0
1
, , 1
1 1 11
n
N Nm
m
n
T x T xT
T T N N
N N N
N
∞
.
=
 ≈ . + = . + ∀ <   . .
.
∑   (15.1.5) 
On voit ainsi à partir de (15.1.5), que la température moyenne arithmétique mT  
s’identifie d’autant mieux à la température moyenne intégrale numérique T , que le 
nombre de points N  est grand. Ces deux grandeurs ne pouvant être numériquement 
égales que lorsque 1 / N ε<  et ( )N
T x
N
ε< , en notant ε  la précision numérique (du 
calculateur). Notons que pour une quadrature par méthode des rectangles à droite, une 
expression analogue à (15.1.5) est obtenue, mais en remplaçant ( )NT x  par ( )1T x . 
15.1.3. Corrélation aux temps longs des paramètres lors de 
l’estimation harmonique par harmonique (« Cos H/H »), 
et intérêt de la méthode « Cos AH ». 
Sous certaines conditions (données par les théorèmes Taubériens et le lemme de 
Watson) que nous supposerons vérifiées, il y a l’équivalence (15.1.6) entre les 
comportements asymptotiques des variables temporelles et de Laplace : 
 0t p→ +∞ ⇔ →   (15.1.6) 
En posant : 
 
2 2
, etz xz x
z x
L L
a a
τ τ= =   (15.1.7) 
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Dans l’expression (14.1.3), nous avons : 
 
( )
( )
2 2
2 2 2
2
2 2
2
2 2
x
n n
z z
z n n x z
z n x z
x
z n z
x
ap
a a
L p a
nL p a
L
n
L p
γ α
γ α τ
π
γ τ
π
γ τ
τ
= +
⇔ = +
     ⇔ = +       
   ⇔ = +    
  (15.1.8) 
Ainsi, aux temps longs et pour des harmoniques177, tels que178 : 
 ( )
2
1z n z
x
n
L p
π
γ τ
τ
   = +    
   (15.1.9) 
 Nous pouvons effectuer dans l’expression (14.1.3) un développement limité à l’ordre 1 
des fonctions hyperboliques ch(x) et sh(x) au voisinage de 0, avec (x ∈  ) : 
 
( ) ( ) ( )
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∑
∑
∼
∼
  (15.1.10) 
Et l’expression (14.1.3) devient : 
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2 1
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n z
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T p
L p
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α
r α
α
τ
Ψ
⇔
 + + +   

    (15.1.11) 
Notons que dans le cas où l’excitation est suffisamment brève devant le temps de 
diffusion transverse pour pouvoir être considérée comme une impulsion de Dirac (
( ) 1pΨ = ), on a :  
                                      
177 L’expression est particulièrement vraie aux temps longs pour l’harmonique d’ordre 0 (n=0). 
178 La présence des valeurs absolues est due au fait que p est considéré comme étant une variable 
complexe. Il est possible d’écrire la relation (15.1.9) sans les valeurs absolues à condition de considérer 
que p +∈  .  
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 ( ) ( )limc
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2 1
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n z
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L p
Bi Bip a
α
r α
α
τ
 + + +   

    (15.1.12) 
Et en utilisant la propriété de translation de la variable de Laplace, (15.1.12) peut se 
mettre sous la forme : 
 ( ) ( )
2
2
2
1
2
c lim, ,
z
n x
z
Bia Bia t
L
n z nT L t T e
α
α α
   . + +          (15.1.13) 
Notamment, l’estimation des paramètres Bi  et za  se faisant à partir de l’harmonique 
d’ordre 0, (15.1.13) s’écrit : 
 ( ) ( ) 2
2
1
2
c 0 lim 00, , 0
z
z
Bia Bi t
L
zT L t T eα α
 .  +   = =    (15.1.14) 
On voit ainsi à partir de l’expression (15.1.11) ou (15.1.14), qu’aux temps longs et pour 
des harmoniques tels que (15.1.9) soient vérifiés, les paramètres Bi  et za  sont corrélés. 
Cette corrélation aura d’autant moins d’incidence que l’intervalle temporel d’estimation 
inclura les temps courts. 
Les sensibilités réduites aux paramètres ( ){ }lim 0, ,za Bi T α  calculées à partir de 
l’harmonique d’ordre 0 de l’expression (14.1.3) sont données Figure 15.1, et les 
sensibilités non réduites Figure 15.2. Les valeurs nominales des différents paramètres 
ayant servi à la réalisation de ces graphes sont données à la section « Validation 
numérique » section 17.1 (flux nuls en x=0 et x=Lx).  
D’une part, sur la Figure 15.1, on remarque qu’à partir de 10t s≈  les différentes 
sensibilités réduites ont des pentes extrêmement semblables, et que les sensibilités 
réduites à Bi  et za  sont presque confondues, ce qui confirme le constat fait à partir de 
l’expression (15.1.11) concernant la corrélation de ces deux paramètres.  
 
Figure 15.1 : Sensibilités réduites aux 
paramètres ( ){ }lim 0, ,za Bi T α  
 
Figure 15.2 : Sensibilités aux paramètres 
( ){ }lim 0, ,za Bi T α  
D’autre part, la Figure 15.2 montre que les sensibilités aux paramètres Bi  et ( )lim 0T α  
sont négligeables vis-à-vis de la sensibilité à za . 
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Ces constats appellent plusieurs remarques179 : 
- La sensibilité réduite à la diffusivité thermique za  étant plus importante au 
temps court (cf. Figure 15.1), il est préférable de l’estimer sur cette plage 
temporelle. 
- La sensibilité réduite au nombre de Biot Bi , et donc aux pertes, étant presque 
nulles au temps court (cf. Figure 15.1), ce paramètre nécessite d’utiliser des 
temps suffisamment longs pour pouvoir être estimé « correctement ». 
- La sensibilité aux paramètres ( )lim 0 0T α =  et Bi  étant négligeable vis-à-vis de 
celle de za  (cf. Figure 15.2), cela implique un fort écart d’ordre de grandeur entre 
les différents coefficients de la matrice de sensibilité. Cette forte disparité d’ordre 
de grandeur des coefficients aura pour conséquence, un mauvais conditionnement 
de la matrice de sensibilité. Ce dernier point illustre l’intérêt de travailler avec 
des sensibilités réduites ou normalisées dans l’algorithme d’estimation (cf. section 
6.1 p.74 de la partie Multi-Spectrale) basée sur la méthode de minimisation par 
moindres carrés, sous peine de risquer d’avoir des fortes erreurs d’estimation, 
notamment en présence de bruit ou de biais de modèle (cf. sections 17.4 et 17.5). 
Afin d’illustrer ces propos, le conditionnement de la matrice de sensibilité 0X  et de 
sensibilité réduite *0X  ayant servies à tracer respectivement, les courbes de la Figure 
15.2 et de la Figure 15.1, a été évalué dans différents cas : 
 
( )
( )
6
0
*
0
cond 1,51.10
0,16
cond 67,61
X
t s
X
 ≈ ∈ ⇒     ≈
  (15.1.15) 
 
( )
( )
8
0
* 5
0
cond 6,28.10
16 s, 32
cond 1, 06.10
X
t s
X
 ≈ ∈ ⇒     ≈
  (15.1.16) 
 
( )
( )
5
0
*
0
cond 6, 35.10
0, 32
cond 30,12
X
t s
X
 ≈ ∈ ⇒     ≈
  (15.1.17) 
La forte dégradation du conditionnement (pour une même largeur temporelle) entre 
(15.1.15) et (15.1.16), y compris pour la sensibilité réduite, montrent l’effet néfaste de 
la corrélation des paramètres. 
En comparant les conditionnements (15.1.15) et (15.1.17), on observe une amélioration 
du conditionnement, ce qui à priori tenterait à indiquer qu’il est préférable d’effectuer 
l’estimation des paramètres sur l’ensemble de la plage temporelle. Cependant, du point 
de vue « pratique », nous effectuerons les estimations sur l’intervalle 0,16s    afin de 
limiter l’effet du biais des nombres de Biot Bi  sur l’estimation de la diffusivité za . En 
                                      
179 Notons que ces constats et remarques enfoncent en réalité des portes ouvertes, car sont bien connus 
des « inverseurs ». 
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effet, rappelons que les pertes ont étés supposées constantes et identiques en face-avant 
et arrière dans le modèle, ce qui a peu de chance de correspondre à la réalité 
physique180.    
Une estimation sur l’ensemble des harmoniques permet de diminuer ces corrélations 
(car n csteα ≠ )  et donc d’améliorer l’estimation, et plus particulièrement l’écart-type 
comme nous le verrons dans la partie « Validation Numérique » avec les méthodes 
« Cos AH », « Sin Ind », et « Sin Imp ». De plus, une mise à l’échelle des coefficients181 
de la matrice de sensibilités permettra également d’améliorer le conditionnement de 
celle-ci. 
La méthode « Cos AH » proposée, consiste à estimer simultanément l’ensemble des 
paramètres en utilisant l’ensemble des harmoniques, par une méthode de moindres 
carrés régularisés basée sur l’algorithme de Levenberg-Marquardt (cf. section 6.1 p.74 
de la partie Multi-Spectrale). 
15.2. Méthodes d’estimation « Sin Ind » et « Sin Imp » 
Comme expliqué à la section 11 (p.173), le champ de température instationnaire de la 
face-arrière de l’échantillon est premièrement moyenné suivant  (Oy). Dans ce cas, les 
profils182 de température dépendent uniquement des paramètres 
( ) ( ) ( ){ }lim 1 lim 2 lim, , , , , ... ,x z na a Bi T T Tα α α   . 
Notons que pour estimer ay, la méthode est similaire, si ce n’est qu’il faille moyenner 
suivant (Ox).  
L’objectif est d’estimer les paramètres inconnus par une technique inverse [26] 
(moindres carrés basés sur l’algorithme de Levenberg-Marquardt [72, 73], cf. section 6.1 
p.74 de la partie Multi-Spectrale), qui consiste à minimiser une fonction cout définie 
comme étant la différence entre le champ expérimental corrigé et le champ donné par le 
modèle théorique SP1, comme expliqué à la section 0 (p.176) et montré Figure 12.1. Le 
signal expérimental qui est considéré dans notre cas correspond à la transformation de 
Fourier du champ de température expérimental (mesuré par caméra infrarouge) 
( ) ( )*exp exp, , , ,z z extT x L t T x L t T= . , auquel ont été préalablement retranchées les solutions 
( )* 2 ,SPT x t , ( )* 3 ,SPT x t  des sous-problèmes 2 et 3. La transformation Fourier-Sinus 
discrète de * * *exp 2 3SP SPT T T. .  est notée ( )*exp, , ,cor n zT L tα . La fonction cout J est définie à 
                                      
180 En effet, la face-avant étant plus chaude que la face-arrière, et soumise à une excitation à durée 
limitée, les coefficients d’échanges conducto-convectifs ont toutes les chances d’être différents. 
181 Rappelons que cette mise à l’échelle (normalisation) des coefficients de la Jacobienne (matrice de 
sensibilités) est automatiquement réalisée dans l’algorithme d’estimation utilisée et décrit en section 6.1 
p.60 de la partie Multi-Spectrale. Cependant, bien que la normalisation améliore le conditionnement, il 
n’en reste pas moins préférable, d’avoir une matrice initialement la mieux conditionnée possible.  
182 Un « champ de température 1D » est également appelé « profil de température ». 
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partir des harmoniques expérimentaux ( )*exp, , ,cor n zT L tα  et théoriques ( )* 1 , ,SP n zT L tα  
(12.1.6) par : 
 ( ) ( )( )2* *1 exp,
,
, , , ,SP n z i cor n z i
n i
J T L t T L tα α= .∑     (15.2.1) 
Comme le paramètre inconnu ax apparait dans les sous-problèmes 2 et 3, il sera 
nécessaire de mettre en place une procédure d’estimation itérative. 
La méthode d’estimation consiste à initialiser l’algorithme en annulant les températures 
( ) ( )0 *exp 0, ,x zT t T L t∆ =  et ( ) ( )*exp , ,Lx x zT t T L L t∆ =  en effectuant une correction affine 
(solution approchée de (12.2.13)). On obtient ainsi ( )*0exp, , ,cor zT x L t ) donnant une 
première estimation des paramètres  ( ) ( ) ( ){ }0 0 0 0 0 0lim 1 lim 2 lim, , , , , ... ,x z na a Bi T T Tα α α   . 
Après cette première estimation, il est ensuite possible d’implémenter une procédure 
d’estimation itérative consistant à calculer les deux solutions particulières  ( )* 2 ,kSPT x t  et 
( )* 3 ,kSPT x t  (k>1) calculées avec la valeur de diffusivité 1kxa .  estimée à l’itération 
précédente, à les soustraire à ( )*exp , ,zT x L t , dans le but d’obtenir ( )*exp, , ,k cor n zT L tα  
(transformation Fourier=Sinus discrète de * * *exp 2 3
k k
SP SPT T T. . ) et estimer 
( ) ( ) ( ){ }lim 1 lim 2 lim, , , , , ... ,k k k k k kx z na a Bi T T Tα α α    à l’aide de (15.2.1). On réitère la séquence 
jusqu’à convergence.  
L’originalité des méthodes « Sin AH » et « Cos AH » est que les diffusivités thermiques 
sont estimées en même temps en utilisant tous les harmoniques183, contrairement à la 
méthode classique « Cos H/H » [182, 183], où les diffusivités ax et az sont estimées 
indépendamment.  
Dans la section 17 (p.229), afin de montrer l’intérêt des méthodes “Sin AH”, celles-ci 
seront comparées à la méthode classique “Cos H/H”, ainsi qu’à son amélioration “Cos 
AH” dont l’estimation est réalisée simultanément sur l’ensemble des harmoniques (la 
transformation en Fourier-Cosinus étant conservée).  
 
                                      
183 Le genre du nom « harmonique » est initialement masculin (cf. Dictionnaires « Larousse », « Littré », 
ou « CNRTL »), mais est par abus de langage, souvent employé au féminin. Dans ce manuscrit, nous 
utiliserons le genre masculin. 
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15.3. Durée d’exploitabilité des harmoniques 
En supposant qu’un harmonique temporel184 ( ) ( )1, , , ,n z n zT L t L pα r α
.  =  
 L  n’est 
exploitable que si son module ( ), ,n zT L tα  est supérieur à la fois à son écart-type nTσ   
et au seuil de détection 
nT
S   qui tient compte du seuil de détection de l’appareil de 
mesure, ainsi que des précisions de traitement numérique,…, il est possible de définir un 
temps maximum d’exploitabilité pour chacun des harmoniques. On impose donc : 
 ( ) ( ), , max ,
n nn z T Tt
T L t Sα σ≥     (15.3.1) 
 A partir des expressions (12.1.7), (14.1.3), et à l’aide de la propriété de translation de 
la variable de Laplace, on pose n∀ ∈   : 
 ( ) ( ) 21 0
      facteur
d'amortissementfacteur d'amplitude
, , 0, , n xa tn z zT L t L p e
αα r α. . = = 
 

L   (15.3.2) 
Remarques : Dans le cas d’une transformation Fourier-Cosinus, 
( ) ( )1 10 00, , 0, ,z c zL p L pr α r α
. .   = ≡ =   
 L L  représente la solution du transfert de 
chaleur 1D, avec pertes avant et arrière. Mais cela n’est pas le cas pour la 
transformation Fourier-Sinus car 0 n’est pas une valeur propre. Ainsi, dans le cas d’une 
transformation Fourier-Sinus, ( )1 1 0 0, ,SP zL pr α
.  = 
L  est à considérer au sens 
symbolique du terme, représentant une fonction de référence à partir de laquelle la 
décroissance des harmoniques va être décrite. 
La fonction ( ), ,n zT L tα  s’exprime donc à l’aide d’un produit de deux fonctions dont 
l’une est à décroissance exponentielle et peut s’interpréter comme un facteur 
d’amortissement. En l’absence de pertes, ( )1 0 0, ,c zL pr α
.  = 
L  est une fonction 
croissante du temps qui admet une asymptote horizontale (régime stationnaire => 
température constante), et la décroissance de ( ), ,n zT L tα  est par conséquent 
uniquement due au terme 2n xa te α. , pour tout 0nα ≠ . En présence de pertes, la fonction 
( )1 0 0, ,c zL pr α
.  = 
L  n’est plus monotone, elle passe par un maximum, puis décroit. 
Cette décroissance est d’autant plus marquée que les pertes sont importantes. La 
décroissance de ( ), ,n zT L tα  sera alors plus rapide (produit de deux fonctions 
décroissantes), et par conséquent, la durée d’exploitabilité des harmoniques s’en 
trouvera réduite. Ce dernier constat est également vrai pour ( )1 1 0, ,SP n zL pr α
.  ≠ 
L . 
                                      
184 Par extrapolation abusive, les développements qui suivent sont valables que ce soit les méthodes 
Cosinus ( ( )c , ,n zL tr α  ) ou Sinus ( ( )1 , ,SP n zL tr α ).  
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Ainsi, pour chaque harmonique ( ), ,n zT L tα  de rang n, il est possible de définir un 
intervalle de temps min max;n nt t     pour lequel la relation (15.3.1) est vérifiée. Et 
min max;
n nt t t ∀ ∈    , tel que ( )
1
0 0, , 0zL pr α
.  = ≠ 
L , on a :  
 
( ) ( )
( ) ( )
( )
( )
( )
( )
2
2
1
0
1
0
2
1
0
min 2
      facteur
d'amor
, , max ,
0, , max ,
max ,
0, ,
max ,
ln
0, ,
1
n n
n x
n n
n nn x
n n
n z T Tt
a t
z T Tt
T Ta t t
z
T Tt
n x
z
n
n x
T L t S
L p e S
S
e
L p
S
a t
L p
t t
a
α
α
α σ
r α σ
σ
r α
σ
α
r α
α
. .
.
.
.
≥
 ⇔ = ≥ 
⇔ ≥
 = 
    ⇔ . ≥      =    
⇔ ≤ ≤
 
 
 
 




L
L
L

( )
( )
1
0
max
facteur d'amplitudetissement
0, ,
ln
max ,
n n
z n
T Tt
L p
t
S
r α
σ
.   =     ≤     


L
  (15.3.3) 
La relation (15.3.3) montre que le temps maximum d’exploitabilité des harmoniques 
décroit en 
2
1
n xaα
. 
Par conséquent, plus on utilisera des harmoniques d’ordre élevé, plus la durée 
d’exploitabilité sera faible (cf. Figure 15.3 et Figure 15.4). De plus, notons que la 
contrainte est double, car compte tenu du terme 2n xa te α.  dans l’expression(15.3.2), nous 
avons 1min minn nt t+ > . 
A titre d’illustrations, les Figure 15.3 et Figure 15.4 représentent respectivement les 
harmoniques obtenus par la méthode « Cos H/H », et la méthode « Sin Ind ». Les 
paramètres de simulation (FlexPDE) sont donnés dans la section 17.1, p.232.  
 
Figure 15.3 : Harmoniques simulés avec 
FlexPDE et estimés (Cos H/H) 
 
Figure 15.4 : Harmoniques simulés avec 
FlexPDE corrigés (SP1) et estimés (Sin Ind) 
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Afin de vérifier la véracité de la relation (15.3.3) de décroissance du temps maximum 
d’exploitabilité en 
2
1
n xaα
, appliquons la aux harmoniques des méthodes « Cos H/H » 
(Figure 15.3), et « Sin Ind » (Figure 15.4).  
 
 Application de la relation (15.3.3) aux harmoniques « Cos H/H » 
Supposons que tous les harmoniques sont exploitables pour la même valeur185 de 
( )max ,
n nT Tt
Sσ   . Afin d’obtenir un ordre de grandeur du facteur d’amplitude 
( )
( )
1
0 0, ,
ln
max ,
n n
z
T Tt
L p
S
r α
σ
.   =         
L
, utilisons l’harmonique ( )* *2 cos 2, ,zT T L tα≡   d’ordre 2 de la 
Figure 15.3, et l’inégalité de droite de (15.3.3). 
En supposant que l’harmonique *2T  est exploitable jusqu’à 2,max 30t s= , on a :   
( )( )
( ) 
2,max
2
1 2
0 2 6
2,max 2 3
0, , 2
ln 30 5 10 3,7
max , 40 10
xn n
z
x
t aT Tt
L p
t a
S
α
r α π
α
σ
.
.
.
 =   ⋅    ≈ = ⋅ ≈     ⋅   



L
  (15.3.4) 
Avec, n
x
n
L
π
α = , et 340 10xL .= ⋅ .   
On peut désormais en déduire le temps maximum d’exploitabilité 4,maxt  de 
l’harmonique *4T  d’ordre 4 (par parité, les harmoniques d’ordre impair sont nuls) : 
 
( )( )
( )
1
0
4,max 2
4
0, ,1
ln 7,5
max ,
n n
z
T Tx t
L p
t s
Sa
r α
σα
. =   ≈ ≈     
L
  (15.3.5) 
De la même façon, on obtient :  
 
( )( )
( )
1
0
6,max 2
6
0, ,1
ln 3, 33
max ,
n n
z
T Tx t
L p
t s
Sa
r α
σα
. =   ≈ ≈     
L
  (15.3.6) 
 
 
 
 
                                      
185 Une autre manière de présenter le problème est de considérer pour valeur seuil : ( )
,
max ,
n nT Tn t
Sσ   . 
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 Application de la relation (15.3.3) aux harmoniques « Sin Ind » 
En utilisant cette fois-ci l’harmonique ( )*3 3, ,zT T L tα≡   d’ordre 3 de la Figure 15.4, et 
en supposant que cet harmonique est exploitable jusqu’à 3,max 16t s= , nous avons : 
( )( )
( ) 
3,max
3
1 2
0 2 6
3,max 3 3
0, , 3
ln 16 5 10 4, 44
max , 40 10
xn n
z
x
t aT Tt
L p
t a
S
α
r α π
α
σ
.
.
.
 =   ⋅    ≈ = ⋅ ≈     ⋅   



L
  (15.3.7) 
 Ce qui permet de déterminer le temps maximum d’exploitabilité 5,maxt  de 
l’harmonique *5T  d’ordre 5 (par imparité, les harmoniques d’ordre pair sont nuls) :   
 
( )( )
( )
1
0
5,max 2
5
0, ,1
ln 5,76
max ,
n n
z
T Tx t
L p
t s
Sa
r α
σα
. =   ≈ ≈     
L
  (15.3.8) 
De même, on a : 
 
( )( )
( )
1
0
7,max 2
7
0, ,1
ln 2, 94
max ,
n n
z
T Tx t
L p
t s
Sa
r α
σα
. =   ≈ ≈     
L
  (15.3.9) 
• Remarques :  
- Les temps obtenus semblent en bon accord avec les valeurs que l’on pourrait 
obtenir par lecture graphique sur les Figure 15.3 et Figure 15.4.  
- Les durées d’exploitabilités des harmoniques des « méthodes Sinus » seront plus 
courtes que celles des « méthodes Cosinus ». En effet, l’ordre (ou rang) du 
premier harmonique non nul des « méthodes Cosinus » est 0, alors que celui des 
« méthodes Sinus » est 1. Ce décalage unitaire sera conservé pour les autres 
harmoniques non nuls. L’information utile est ainsi concentrée sur des temps plus 
courts dans le cas des « méthodes Sinus ». Les expériences et les estimations 
pourront donc être réalisées sur des durées plus courtes. 
- Le nombre d’harmoniques exploitables dépend de la régularité du champ de 
températures prolongé (par construction, due à l’utilisation des transformations 
intégrales Fourier-Sinus ou Fourier-Cosinus) par parité ou imparité, et périodisé 
(cf. section 16). En effet, si le champ de température186 ( )tT x  est de classe 
                                      
186 On note, ici, le champ de température ( )tT x , afin de rappeler que les transformations de Fourier 
étant appliquées à la variable spatiale, la variable temporelle est par conséquent considérée comme 
paramètre.  
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( )1k. C , et que ( ) ( )1ktT x
.  est de classe187 ( )1m C , alors la décroissance des 
coefficients de Fourier (Harmoniques) ( )n nT α  est définie par : 
( ) ( )1 kn n nT nα ο→∞= . En particulier, comme ( ) 2L 0 ;tT x L ∈     (cf. note 191, 
p.223), on est assuré d’après la théorie hilbertienne, et plus particulièrement, 
d’après le théorème de Parseval188, que les carrés des harmoniques décroissent 
plus vite que189 1 n , ce qui est corroboré par le comportement190 des 
harmoniques des Figure 15.3 et Figure 15.4.  
 
                                      
187 La notation ( )1m C  signifie, de classe ( )1 C  par morceaux sur  . Notons, qu’il est équivalent de 
dire « ( )tT x  est de classe ( )1k. C , et ( ) ( )
1k
tT x
.  est de classe ( )1m C  », ou de dire « ( )tT x  est de 
classe ( )1k. C , et de classe ( )km C  ». 
188 Il s’agit plus spécifiquement du théorème de Riesz-Fischer, qui stipule qu'une fonction 2L 0 ;Lf L ∈     
(cf. notes 191 p.203, et 195 p.204)  si, et seulement si, la série de ses coefficient Fourier nc  (en 
représentation complexe) converge en moyenne quadratique, i.e. : 2n
n
c
+∞
=.∞
< +∞∑ .  
189 On sait d’après la théorie des séries de Riemann (de terme général 1nu nα= , avec α ∈   et 
*n ∈ 
) ne convergents que pour 1α > , que la série 2n
n
c
+∞
=.∞
< +∞∑  ne pourra converger que si les 2nc  sont 
d’ordre supérieur à 1 n . 
190 Comparer l’évolution des amplitudes des différents harmoniques, pour un même temps donné (fixé). 
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16. Comportement des harmoniques d’une 
excitation symétrique et centrée en Lx/2 (centre 
de l’échantillon) 
L’objectif de cette section est d’établir un résultat concernant le comportement des 
harmoniques d’une excitation symétrique et centrée en Lx/2 (centre de l’échantillon). 
Ce résultat servira de « point de contrôle » afin de vérifier à minima, d’une part, que 
les simulations numériques (sous FlexPDE) se sont déroulées correctement, et d’autre 
part, que lors d’une estimation sur zone réduite, celle-ci a bien été centrée sur 
l’excitation laser (présentant peu d’asymétries).  
Cette section a donc pour finalité de démontrer le constat suivant : Dans le cas d’une 
fonction ayant pour axe de symétrie x= 2L , lors d’une transformation Fourier-Sinus-
Finie, les harmoniques de rang pairs sont nuls, alors que pour une transformation 
Fourier-Cosinus-Finie, ce sont les harmoniques impairs qui sont nuls.   
Soit, ( )of x  la fonction originale appartenant191 à 2L 0 ;L    , d’axe de symétrie x= 2L , et 
que l’on désire projeter (ou décomposer) sur la base hilbertienne de fonctions Sinus ou 
Cosinus. Cette fonction étant définie sur un intervalle borné, il est possible de la 
prolonger par parité ou imparité, et/ou par périodicité. 
Ainsi, nommons d’une part, ( )sf x  la fonction ( )of x  prolongée par imparité sur ;0L .  
, puis par périodicité sur   ; et d’autre par, ( )cf x  la fonction ( )of x  prolongée par 
parité sur ;0L .   , puis par périodicité sur  . Par construction, nous avons ( )sf x  qui 
est 2L-périodique, et ( )cf x  qui est L-périodique192. Ces fonctions admettent donc un 
développement en série de Fourier. 
                                      
191 L’espace 2L 0 ;L     des fonctions de 0 ;L
 
    dans  , de carré sommable (ou intégrable), et définies à une 
égalité presque partout, défini l’espace fonctionnel le plus naturel pour le physicien. En effet, en physique 
classique on suppose toujours, en vertu du premier principe de la thermodynamique, que l’énergie 
(globale de l’univers) est conservative, et par conséquent, finie. Le physicien (des sciences de l’ingénieur) 
postule donc toujours, qu’il travaille avec des signaux à énergie finie et à support borné. Or, ces signaux 
appartiennent justement à l’espace 2L 0 ;L    .  
192 Notons que la L-périodicité (au lieu de 2L) de ( )cf x  est due à l’hypothèse de symétrie d’axe 2x L=  
de ( )of x . Cette symétrie implique en particulier que la périodisée (de période L) de ( )of x  est une 
fonction paire. Par conséquent, la représentation graphique sur l’intervalle ;L L .    de la périodisée de 
( )of x  est identique à celle de ( )cf x  sur ce même intervalle. 
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Par conséquent, on doit avoir193 : 
 ( ) ( )
p.p p.p
1 0
2
0 ; , sin coss c n p
n p
n x p xx L f x f x b a
L L
π π∞ ∞
= =
       ∀ ∈ = ⇔ =            ∑ ∑   (16.1.1) 
  Les coefficients pa  et nb  de (16.1.1), sont définis par : 
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  (16.1.2) 
Afin de fixer les idées, et de permettre une convergence uniforme194 des deux 
décompositions en séries de Fourier, on choisira, par exemple, pour fonction ( )of x  celle 
qui est illustrée Figure 16.1. Les fonctions ( )sf x  et ( )cf x  associées sont représentées 
respectivement sur la Figure 16.2 et la Figure 16.3.  
La famille de fonctions 
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n
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π
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          
 formant une famille orthogonale totale195 de 
l’espace de Hilbert des fonctions de 2L 0 ;L    , on a (par projection sur la base de 
fonctions Sinus) : 
*
1 0
0 0
2
sin sin cos sin ,
L L
n p
n p
n x m x p x m xb dx a dx m
L L L L
π π π π∞ ∞
= =
                    = ∀ ∈                              
⌠ ⌠
  ⌡ ⌡
∑ ∑   (16.1.3) 
                                      
193 Car, par construction, les fonctions ( )sf x  et ( )cf x  sont égales (au sens, « presque partout ») à la 
fonction ( )of x . 
194 La convergence uniforme implique que la fonction ( )of x  doit être continue et de classe 1mC  (i.e, de 
classe 1C  par morceaux). Rappelons que la condition sur la continuité est nécessaire, car 
1 0 0
m m⇒ ⇒C C C . Pour s’en convaincre, il suffit de penser aux fonctions créneaux ou échelons. Notons 
également que sous cette condition de convergence uniforme, l’égalité (16.1.1) au sens « presque 
partout », devient une égalité stricte. Ainsi, nous omettrons dorénavant le symbole p.p=  au profit de =. 
195 Elle forme donc une base de l’espace de Hilbert des fonctions de 2L 0 ;L    . Notons que de façon plus 
générale, la famille 
*
sin
n
n x
L
π
∈
           
 forme une base de l’espace de Hilbert des fonctions de 2L 0 ;L L    , i.e. 
des fonctions L-périodiques et de carré intégrable (ou sommable) sur 0 ;L    .  
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Figure 16.1 : Représentation de la fonction ( )of x . 
 
Figure 16.2 : Représentation de la fonction 
( )sf x  sur une période (T=2L). 
 
Figure 16.3 : Représentation de la fonction 
( )cf x  sur deux périodes (T=L). 
 
Et en faisant usage de la propriété d’orthogonalité des fonctions de la base : 
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Or, la première intégrale vaut :  
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  (16.1.5) 
Et la seconde intégrale vaut : 
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Donc, (16.1.4) s’écrit : 
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Trois cas sont alors à distinguer. Lorsque n est pair (non nul), impair, et lorsque 
2n p= . Les deux premiers cas se déduisent de (16.1.8), et on a :   
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 (16.1.10) 
Le cas 2n p=  nécessite de revenir à la formulation intégrale (16.1.6), d’où l’on déduit : 
 *22 0,pn p b p= ⇒ = ∀ ∈    (16.1.11) 
Ainsi, de (16.1.9) et (16.1.11), on déduit que dans la décomposition en série de Fourier-
Sinus, tous les harmoniques de rangs pairs sont nuls : 
 2 0,kb k= ∀ ∈    (16.1.12) 
Et de (16.1.10), on déduit que dans la décomposition en série de Fourier-Sinus, seuls les 
harmoniques de rangs impairs sont non nuls : 
 2 1 0,kb k+ ≠ ∀ ∈    (16.1.13) 
• Remarques : 
- A l’aide d’une démarche analogue à celle présentée, en remplaçant la projection 
(16.1.3) sur la base de fonctions Sinus par une projection sur la base de fonctions 
Cosinus, il est possible de montrer que dans la décomposition en série de Fourier-
Cosinus, seuls les harmoniques de rangs pairs sont non nuls.  
- Notons que la décomposition en série de Fourier-Sinus (16.1.1) aurait également 
pu être définie à partir de l’harmonique d’ordre 0, à condition de poser n ∈   et 
0 0b = . Il n’y aurait alors eu que deux cas (au lieu de trois) à traiter, car la 
relation (16.1.8) aurait alors été (inchangée, mais) vraie pour 0n = , et par 
conséquent il en aurait été de même pour (16.1.9). 
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17. Validation numérique 
Afin de valider les méthodes d’identification proposées (« Sin Imp», « Sin Ind », et 
« Cos AH »), plusieurs expériences bruitées et non bruitées, avec différentes conditions 
aux limites, et différentes configurations d’excitation (localisation et extension de 
l’excitation), ont été simulées à l’aide du code d'éléments finis FlexPDE. Les 
différentes conditions aux limites testées sont de type Dirichlet homogène 
(températures nulles), Neumann homogène (flux nuls), et résistance de contact 
permettant de modéliser le contact non parfait entre l’échantillon et son support. 
L’amplitude du bruit supposé additif, Gaussien, de moyenne nulle, d’écart-type σb, et 
indépendant, représente 5% de la valeur maximale du thermogramme 1D. Ce bruit a 
été ajouté au champ de températures expérimentales donné par FlexPDE. 
Rappelons que « Cos H/H » correspond à la méthode classique basée sur la 
transformation Fourier-Cosinus avec estimation harmonique par harmonique [182, 183], 
« Cos AH » signifie méthode classique mais avec estimation simultanée sur l’ensemble 
des harmoniques, et « Sin Imp », « Sin Ind », représentent les méthodes proposées 
basées sur la transformation Fourier-Sinus avec estimation simultanée de l’ensemble des 
paramètres en utilisant simultanément l’ensemble des harmoniques. Les méthodes « Sin 
Ind » et « Sin Imp » ne diffèrent que par les fonctions de correction utilisées : « Sin 
Ind » utilise les fonctions de correction données en (12.2.13) et (12.2.14), alors que 
« Sin Imp » utilise (12.2.11) et (12.2.12). 
Pour la méthode classique « Cos H/H », les valeurs des diffusivités sont obtenues  par 
moyenne arithmétique pondérée par l’inverse de la variance (moyenne au sens de 
Gauss-Markov) (15.1.1). Les écart-types sont calculés pour l’ensemble des estimations 
faites pour les différents harmoniques. Pour les méthodes proposées « Sin AH » et 
« Cos AH »,  les écart-types ont été calculés à partir de la matrice de variance-
covariance [26] pour un bruit d’écart-type σb. 
Compte tenu du mauvais conditionnement de la matrice d’information de la méthode 
« Cos H/H » (cf. section 15.1.3, p.209), seuls les harmoniques (non nuls) de rang pair 
seront utilisés lorsque l’excitation196 est centrée, afin d’améliorer le conditionnement de 
cette matrice, et par conséquent, de diminuer l’écart-type sur l’estimation des 
paramètres. En revanche, lorsque l’excitation sera excentrée, les harmoniques d’ordre 
pair n’étant plus nuls, l’estimation sera réalisée sur l’ensemble des harmoniques (pairs 
et impairs). 
                                      
196 Notons que l’excitation considérée pour les simulations numériques sera toujours symétrique (créneau 
spatial). 
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Pour les différentes simulations de validation, on suppose, sauf mention contraire, que 
l’excitation est réalisée en face-avant (z=0), et d’extension spatiale / 10xL . Cinq cas 
différents sont traités. Les quatre premiers considèrent une excitation ayant lieu au 
centre de l’échantillon en x=Lx/2, alors que le dernier suppose que l’excitation a lieu en 
x=Lx/4 (premier quart de l’échantillon). Les différents cas sont les suivants : 
- Echantillon seul avec conditions aux limites (en x) de type Neumann homogène 
(flux nuls) : c’est un cas favorable aux méthodes « Cos H/H » et « Cos AH ». 
L’excitation a lieu au centre de l’échantillon en x=Lx/2. 
- Echantillon seul avec conditions aux limites (en x) de type Dirichlet homogène 
(températures nulles) : c’est un cas favorable aux méthodes « Sin Ind » et « Sin 
Imp ». L’excitation a lieu au centre de l’échantillon en x=Lx/2. 
- Simulation comprenant l’échantillon et son support, avec conditions aux limites 
(en x) de type résistance de contact : ce cas est celui qui se rapproche le plus du 
cas réel rencontré lors des expériences. L’excitation a lieu au centre de 
l’échantillon en x=Lx/2. 
- Simulation comprenant l’échantillon et son support, avec conditions aux limites 
(en x) de type résistance de contact : l’excitation a lieu au centre de l’échantillon 
en x=Lx/2, et son extension fait la moitié de la largeur totale de l’échantillon 
(Dflash=Lx/2). 
- Simulation comprenant l’échantillon et son support, avec conditions aux limites 
(en x) de type résistance de contact : l’excitation est centrée en x=Lx/4, 
correspondant au centre de la première moitié de l’échantillon. 
Les paramètres de simulations choisis sont : 
0
10
Lz z
h h= = W.m-2.K-1, excitation 
uniforme, créneau en temps et en espace, de durée 420.10-3s, échantillon de dimensions 
{ 40xL mm= , 2.5zL mm= } et de propriétés thermiques { 65.10xa .= m2.s-1, 
75.10za
.= m2.s-1, 51,5.10pCρ = J.m-3.K-1}. La conductivité du support a été choisie 
identique à celle de l’échantillon. La durée de la simulation a été fixée à 1,3 fois le 
temps de réponse (ou temps caractéristique) 2 12,5c z zt L a s= =  dans l’épaisseur, afin 
de correspondre à la durée expérimentale (t=16s) permettant d’avoir des harmoniques 
exploitables (rapport signal sur bruit). Pour les mêmes raisons, nous n’utiliserons que 
les harmoniques de rangs inférieurs ou égaux à 6 pour l’estimation par les « méthodes 
Cosinus » (« Cos H/H » et « Cos AH »), et inférieurs ou égaux à 7 pour les 
« méthodes Sinus » (« Sin Imp » et « Sin Ind »). Le contact non parfait entre 
l’échantillon et son support a été modélisé par une résistance de contact (10-4 m2.K.W-1) 
aux frontières en x=0 et x=Lx .   
La comparaison des résultats d’estimation de diffusivité des quatre méthodes (Cos 
H/H, Cos AH, Sin Ind, Sin Imp), va être réalisée à l’aide des différentes simulations 
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numériques dont les résultats d’estimation pour chacune des simulations seront 
regroupés dans un tableau.  
Dans les tableaux, plutôt que de donner les écart-types (tenant compte de la valeur de 
l’écart-type du bruit) des valeurs estimées des paramètres, ce sont les écart-types 
supposant un bruit d’écart-type unitaire qui sera donné. La matrice X tX est parfois 
appelée matrice d’information ou matrice de Fisher. Les coefficients diagonaux de sa 
matrice inverse (XtX)-1 peuvent être interprétés comme des facteurs d’amplification du 
bruit de mesure induisant une amplification de la variance sur l’estimation des 
paramètres. En effet, si le bruit de mesure est supposé additif, Gaussien, de moyenne 
nulle, d’écart-type σb, et indépendant, alors les variances sur les paramètres sont 
données (au sens des moindres carrés) par  : 
 ( ) ( ) ( )1 12 2 2diag Cov( ( diag diagb bσ σ
. .     = = =       β
σ β σ σX X X X   (17.1.1) 
Avec, β  le vecteur de paramètres, 
( )* ,i n i
j
T tα
c
 ∂ =  ∂  

X  la matrice de sensibilité 
(Jacobienne) de l’harmonique de rang n, et 2βσ  le vecteur des variances des paramètres.   
C’est afin de pouvoir comparer l’évolution de ces termes d’amplification lors de l’ajout 
d’un bruit, que le choix à été fait de les donner dans le tableau au lieu des écart-types. 
De plus, remarquons qu’il est possible d’obtenir l’écart-type « réel » sur les paramètres 
estimés (tenant compte de la valeur de l’écart-type du bruit) en multipliant l’écart-type 
du bruit par les résultats donnés dans la colonne (XtX)-1 du tableau (cf . (17.1.1)). 
Un code de couleur est utilisé dans les tableaux comparatifs afin de classer 
qualitativement les méthodes entre elles. Par ordre croissant de qualité d’estimation, il 
y a : Rouge<Orange<Jaune<Vert. Le classement est fait colonne par colonne et pour 
chacun des cas : avec bruit, et sans  bruit. 
Pour des raisons de clarté, seuls certains graphes seront donnés, et seule une courbe sur 
vingt (1/20) sera représentée sur les graphiques. Ainsi par exemple, les figures 
représentant « le champ de température bruité », ainsi que les « thermogrammes 
bruités » ne seront présentées que dans la section 17.1, car l’amplitude relative du bruit 
étant la même quelles que soient les simulations, ces figures n’apporteraient que peu 
d’informations supplémentaires par rapport aux graphes non bruités. 
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17.1. Flux nuls en x=0 et x=Lx, et excitation en x=Lx/2 
Le problème considéré est illustré Figure 17.1, et l’évolution temporelle de l’écart 
maximum de température suivant l’épaisseur au niveau des conditions aux limites (en 
x) de type Neumann homogène (flux nuls) est donnée Figure 17.2. Ce problème est un 
cas favorable aux méthodes « Cos H/H » et « Cos AH » comme l’illustre le Tableau 
17.1. 
 
Figure 17.1 : Illustration du Problème 
(conditions aux limites du type Neumann 
homogène) 
 
Figure 17.2 : Evolution temporelle de l'écart 
maximum de température suivant l'épaisseur 
(Oz) en x=0 et x=Lx (CLs) 
Remarques : Dans le cas d’une excitation centrée197 en x=Lx/2, les harmoniques 
impairs des « méthodes Cosinus » sont nuls (Figure 17.15 et Figure 17.16), alors que ce 
sont ceux de rangs pairs qui sont nuls pour les « méthodes Sinus » (Figure 17.17 et 
Figure 17.18). Afin d’améliorer l’écart-type sur les paramètres obtenus par la méthode 
« Cos H/H », nous n’effectuerons l’estimation que sur les harmoniques de rangs pairs. 
En revanche, pour les autres méthodes, nous nous placerons dans le cas le plus 
défavorable, et effectuerons les estimations sur l’ensemble des harmoniques. 
Le Tableau 17.1 montre également que les méthodes basées sur la tranformation 
Fourier-Cosinus donnent des erreurs pouvant être considérées comme nulles, ce qui 
valide le fait que ces méthodes sont bien adaptées à ce type de problèmes (flux nuls aux 
bords suivant x).  
De plus, on remarque que les écart-types les plus faibles, notammant pour az, sont 
obtenus avec la méthode « Cos AH » utilisant simultanément l’ensemble des 
harmoniques, alors que les plus élevés sont donnés par la méthode d’estimation 
harmonique par harmonique « Cos H/H » dans le cas de l’estimation de la diffusivité 
transverse ax.  
  
                                      
197 cf. section 16 p.203. 
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Bruit : 5% du max du 
thermogramme 1D ax (Valeur cible = 5e-6 m
2.s-1) az (Valeur cible = 5e-7 m2.s-1) 
Bruit  
(5%) 
Méthode 
Valeur 
estimée 
Erreur 
Absolue 
Erreur 
Relative 
[%] 
(XtX)-1 Valeur estimée 
Erreur 
Absolue 
Erreur 
Relative 
[%] 
(XtX)-1 
Sans 
COS H/H 5.00E-06 1.79E-10 0.00 5.47E-05 5.00E-07 5.96E-11 0.01 1.17E-06 
COS AH 5.00E-06 2.15E-10 0.00 1.38E-05 5.00E-07 6.96E-11 0.01 9.78E-07 
SIN  Ind 4.99E-06 9.53E-09 0.19 2.25E-05 4.99E-07 1.05E-09 0.21 1.21E-06 
SIN  Imp 5.00E-06 5.05E-09 0.10 2.25E-05 5.00E-07 4.77E-10 0.10 1.21E-06 
Avec 
COS H/H 5.00E-06 4.97E-09 0.10 5.48E-05 5.00E-07 1.12E-10 0.02 1.17E-06 
COS AH 4.99E-06 5.27E-09 0.11 1.38E-05 5.00E-07 1.42E-11 0.00 9.78E-07 
SIN  Ind 5.00E-06 4.07E-09 0.08 2.24E-05 4.97E-07 2.91E-09 0.58 1.21E-06 
SIN  Imp 4.99E-06 1.42E-08 0.28 2.24E-05 5.00E-07 4.92E-10 0.10 1.21E-06 
Tableau 17.1 : Résultats des estimations des diffusivités donnés par les quatre méthodes pour 
des conditions aux limites de type flux nuls. 
Les nouvelles méthodes proposées « Sin Ind » et « Sin Imp » utilisant également 
l’ensemble des harmoniques donnent des résultats d’une précision très proche de celle 
obtenue par les méthodes « Cos H/H » et « Cos AH ». Pour ce cas particulier (flux 
nuls aux bords), on note que « Sin Imp » donne des estimations légèrement plus 
précises que « Sin Ind », notamment pour le cas bruité. 
En présence de bruit, il semblerait qu’un phénomène de transvasement d’erreurs ait eu 
lieu pour la méthode « Sin Ind ». En effet, l’erreur sur ax a été divisée par deux et 
demi, mais celle sur az a triplé. Avec la méthode « Sin Imp » l’erreur d’estimation sur 
az ne varie pas, mais en revanche, celle sur ax triple. 
Des sources d’erreurs possibles pour ces deux méthodes sont les erreurs dues au 
numérique (erreurs de troncatures/arrondis/quadrature, incapacités à reproduire des 
distributions telles qu’un Dirac,…), et le biais de modèle dû à l’hypothèse de 
température uniforme dans l’épaisseur aux bords. Or, ce dernier point n’est pas 
rigoureusement vérifié comme le montre la Figure 17.2, mais reste néanmoins très 
faible : l’écart maximum moyen de température est d’environ 0,02°C. De plus, la 
méthode « Sin Ind » utilisant des fonctions de corrections qui nécessitent de calculer la 
dérivée du signal, lorsque celui-ci est bruité, l’effet du bruit est amplifié par l’opération 
de dérivation (comparer Figure 17.17 et Figure 17.18). 
Les champs de température et thermogrammes non bruités sont donnés Figure 17.3 et 
Figure 17.4, et ceux bruités sont donnés Figure 17.5 et Figure 17.6, afin d’illustrer la 
dégradation de la qualité du signal due au bruit. 
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Figure 17.3 : Champ de température 
 
Figure 17.4 : Thermogrammes 
 
Figure 17.5 : Champ de température bruité 
 
Figure 17.6 : Thermogrammes bruités 
L’excitation étant centrée et l’échantillon étant homogène, les fonctions de corrections 
gauches et droites (expressions (12.2.11) à (12.2.14)) sont symétriques par rapport au 
centre de l’échantillon (x=Lx/2). Ainsi, afin d’alléger la présentation, seules les 
fonctions de correction gauches sont présentées Figure 17.7 (expression (12.2.11)) et 
Figure 17.8 (expression (12.2.13)).  
 
Figure 17.7 : Fonctions de correction gauche 
de « Sin Ind » 
 
Figure 17.8 : Fonctions de correction gauche 
de « Sin Imp » 
Les champs de température et thermogrammes non bruités, après correction affine 
utilisée pour l’initialisation du processus d’estimation, sont donnés Figure 17.9 et 
Figure 17.10.  
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Figure 17.9 : Champ de température après 
correction affine (pour l'initialisation de la 
procédure d'estimation) 
 
Figure 17.10 : Thermogrammes après 
correction affine (pour l'initialisation de la 
procédure d'estimation) 
Ceux obtenus après les corrections (12.2.13) et (12.2.14) (pour la méthode « Sin Ind ») 
sont représentés Figure 17.11 et Figure 17.12, alors que ceux obtenus après corrections 
(12.2.11) et (12.2.12) (pour la méthode « Sin Imp ») sont Figure 17.13 et Figure 17.14. 
 
Figure 17.11 : Champ de température après 
correction (« Sin Ind ») 
 
Figure 17.12 : Thermogrammes après 
correction (« Sin Ind ») 
 
Figure 17.13 : Champ de température après 
correction (« Sin Imp ») 
 
Figure 17.14 : Thermogrammes après 
correction (« Sin Imp ») 
On remarque que le champ de température après correction affine (Figure 17.9) est 
légèrement plus concave près des bords que celui corrigé par les expressions (12.2.13) et 
(12.2.14) (Figure 17.11), et que les thermogrammes (Figure 17.10 et Figure 17.12) 
diffèrent principalement aux temps longs, par une élévation plus faible de la 
température dans le cas de la correction affine. 
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La différence de correction entre les méthodes « Sin Ind » et « Sin Imp » se voit 
principalement sur le champ de température corrigé. Les déformations du champ près 
des bords dans le cas de la méthode « Sin Imp » (correction par les expressions 
(12.2.11) et (12.2.12)) sont imputables aux erreurs de troncatures et à l’incapacité 
numérique de reproduire un Dirac temporel. 
Les harmoniques expérimentaux (obtenus par simulation numérique avec FlexPDE) 
bruités et corrigés (SP1), et ceux estimés pour les différentes méthodes sont donnés 
Figure 17.15 à Figure 17.18. Sur la Figure 17.17 (méthode « Sin Ind ») on remarque 
sur l’écart-type des harmoniques l’influence d’une correction faisant intervenir la 
dérivation d’un signal bruité (expressions (12.2.13) et (12.2.14)). Celui-ci se trouve 
amplifié (comparer la Figure 17.17 avec la Figure 17.18).  
 
Figure 17.15 : Harmoniques expérimentaux 
bruités et estimés (Cos H/H) 
 
Figure 17.16 : Harmoniques expérimentaux 
bruités et estimés (Cos AH) 
 
Figure 17.17 : Harmoniques expérimentaux 
bruités corrigés (SP1) et estimés (Sin Ind) 
 
Figure 17.18 : Harmoniques expérimentaux 
bruités corrigés (SP1) et estimés (Sin Imp) 
Notons que l’excitation étant centrée, les harmoniques de rangs impairs sont nuls 
lorsqu’on utilise une méthode basée sur une transformation Fourier-Cosinus, ce qui est 
le cas des méthodes « Cos H/H » (Figure 17.15) et « Cos AH » (Figure 17.16). En 
revanche, pour les méthodes telles que « Sin Ind » (Figure 17.17) et « Sin Imp » 
(Figure 17.18) basées sur une transformation Fourier-Sinus, ce sont les harmoniques de 
rangs pairs qui sont nuls (cf. section 16 p.223).  
Remarquons également que la durée d’exploitabilité des harmoniques (cf. section 15.3 
p.215) des « méthodes Cosinus » (Figure 17.15 et Figure 17.16) est plus grande que 
celle des « méthodes Sinus », ce qui peut s’interpréter comme une concentration de 
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l’information utile sur des temps plus courts dans le cas des « méthodes Sinus » 
(Figure 17.17 et Figure 17.18). 
17.2. Températures nulles en x=0 et x=Lx, et excitation 
en x=Lx/2 
Notons que ce problème, illustré Figure 17.19, est équivalent à un problème avec 
conditions aux limites de type Flux infinis et température extérieure nulle.  
 
Figure 17.19 : Illustration du Problème (conditions aux limites du type Dirichlet homogène) 
Il est favorable aux méthodes « Sin Ind » et « Sin Imp », dont les erreurs d’estimation 
peuvent être considérées comme nulles, comme l’illustre le Tableau 17.2. En revanche, 
les flux n’étant plus nuls aux bords (suivant x), on voit que les « méthodes Cosinus » 
(« Cos H/H » et « Cos AH ») ne sont plus du tout adaptées.  
Bruit : 5% du max du 
thermogramme 1D ax (Valeur cible = 5e-6 m
2.s-1) az (Valeur cible = 5e-7 m2.s-1) 
Bruit  
(5%) 
Méthode 
Valeur 
estimée 
Erreur 
Absolue 
Erreur 
Relative 
[%] 
(XtX)-1 Valeur estimée 
Erreur 
Absolue 
Erreur 
Relative 
[%] 
(XtX)-1 
Sans 
COS H/H 2.89E-06 2.11E-06 42.11 5.57E-05 4.58E-07 4.20E-08 8.40 1.06E-06 
COS AH 3.14E-06 1.86E-06 37.15 1.16E-05 4.95E-07 5.01E-09 1.00 9.73E-07 
SIN  Ind 5.00E-06 3.67E-10 0.01 2.25E-05 5.00E-07 7.55E-11 0.02 1.21E-06 
SIN  Imp 5.00E-06 3.67E-10 0.01 2.25E-05 5.00E-07 7.55E-11 0.02 1.21E-06 
Avec 
COS H/H 2.89E-06 2.11E-06 42.13 5.60E-05 4.58E-07 4.23E-08 8.46 1.06E-06 
COS AH 3.14E-06 1.86E-06 37.18 1.16E-05 4.95E-07 5.37E-09 1.07 9.72E-07 
SIN  Ind 4.99E-06 1.37E-08 0.27 2.24E-05 5.00E-07 9.64E-11 0.02 1.21E-06 
SIN  Imp 4.99E-06 9.24E-09 0.18 2.24E-05 5.00E-07 3.29E-10 0.07 1.21E-06 
Tableau 17.2 : Résultats des estimations des diffusivités donnés par les quatre méthodes pour 
des conditions aux limites de type températures nulles. 
En effet, elles engendrent des erreurs relatives de l’ordre de 40% sur l’estimation de ax, 
et de 1% à 8,4% sur az, contrairement aux « méthodes Sinus » (« Sin Ind » et « Sin 
( )flashφ x,t
zL
xL
0z
φ
zL
φ
T = 0T = 0
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Imp ») dont les erreurs relatives ne dépassent pas 0,02% sans bruit, et 0,27% avec 
bruit. 
Les températures aux bords étant nulles (conditions aux limites), il en sera de même 
pour l’évolution temporelle de l'écart maximum de température suivant l'épaisseur, 
ainsi que les fonctions de corrections gauches et droites des « méthodes Sinus » (« Sin 
Ind » et « Sin Imp »). Ces graphes ne seront donc pas représentés.  
On remarque que pour ce problème, l’ajout du bruit influe peu sur la précision des 
« méthodes Cosinus » (très faible augmentation de l’erreur relative). 
En revanche, l’ajout de bruit à une légère incidence sur la précsion des « méthodes 
Sinus » pour l’estimation de ax. Contrairement au cas précédent (flux nuls), cette fois 
c’est la méthode « Sin Ind » qui a une erreur relative sur az qui varie peu, alors que 
celle de la méthode « Sin Imp » est multipliée par 3.5, bien qu’elle reste très faible 
(0,07%).  
Les champs de température et thermogrammes non bruités sont donnés Figure 17.20 et 
Figure 17.21. On remarque sur le champ de température (Figure 17.20) que les 
températures aux bords sont bien nulles, et que le flux est non nul (pentes non nulles 
aux bords). 
 
Figure 17.20 : Champ de température 
 
Figure 17.21 : Thermogrammes 
Les harmoniques expérimentaux (obtenus par simulation numérique avec FlexPDE), 
et ceux estimés pour les différentes méthodes sont donnés Figure 17.22 à Figure 17.25. 
La concordance entre les harmoniques expérimentaux et estimés, semble très bonne 
dans le cas des « méthodes Sinus », alors que celle obtenue par les « méthodes 
Cosinus » apparait nettement plus perfectible. Concernant les « méthodes Sinus », les 
résultats d’estimation du Tableau 17.2 corroborent la bonne adéquation des 
harmoniques obtenus Figure 17.24 et Figure 17.25. 
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Figure 17.22 : Harmoniques expérimentaux 
et estimés (Cos H/H) 
 
Figure 17.23 : Harmoniques expérimentaux 
et estimés (Cos AH) 
 
Figure 17.24 : Harmoniques expérimentaux 
et estimés (Sin Ind) 
 
Figure 17.25 : Harmoniques expérimentaux 
et estimés (Sin Imp) 
En comparant les Figure 17.22 et Figure 17.23, on remarque qu’il semble y avoir une 
meilleure concordance (ou « fitting » en anglais) entre les harmoniques expérimentaux 
(simulés par FlexPDE) et estimés par la méthode « Cos H/H » (Figure 17.22), 
comparée à ceux estimés par la méthode « Cos AH » (Figure 17.23), excepté pour 
l’harmonique *2T  de rang 2. Cependant, si l’on observe les résultats d’estimations 
donnés dans le Tableau 17.2, on constate que les estimations données par la méthode 
« Cos AH » sont meilleures que celles obtenues par la méthode « Cos H/H ». Une 
explication possible de ce paradoxe apparent, est la corrélation des paramètres (cf. 
section 15.1.3 p.209) lors de l’utilisation de la méthode « Cos H/H ». Ces paramètres 
vont « s’ajuster » pour réduire au mieux l’écart entre les harmoniques expérimentaux 
et estimés, et « compenser » le biais de modèle. Mais les paramètres étant corrélés (cf. 
section 15.1.3, p.209), ils pourront prendre une infinité de valeurs différentes pour un 
même résultat, et par conséquent, avoir des valeurs très éloignées des valeurs nominales 
attendues. Notamment, l’estimation étant séquentielle, lors de l’estimation des 
paramètres ( ){ }lim 0, ,za Bi T α  à l’aide de l’harmonique d’ordre 0, une erreur sur az 
pourra être compensée par une erreur sur Bi, grâce à la corrélation existant entre ces 
deux paramètres (cf. section 15.1.3, p.209). Or, ces paramètres apparaissent ensuite en 
tant que constante dans le modèle d’estimation des paramètres ( ){ } *lim,x n na T α ∈ . 
Ainsi, un biais sur les premiers paramètres ( ){ }lim 0, ,za Bi T α , induira un biais sur les 
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autres paramètres ( ){ } *lim,x n na T α ∈ . De plus, notons que d’après Ruffio [35], 
l’harmonique de rang 2 est l’harmonique qui porte le plus d’information. Ainsi, la 
meilleure estimation de l’harmonique de rang 2 par la méthode « Cos AH » corrobore 
les meilleurs résultats d’estimation sur les paramètres.  
17.3. Résistance de contact en x=0 et x=Lx, et excitation 
en x=Lx/2 
Afin de valider la méthode d’identification proposée, une expérience avec porte 
échantillon (support et échantillon supposés orthotropes) est simulée à l’aide du code 
d'éléments finis FlexPDE. Le contact non parfait entre l’échantillon et son support a 
été modélisé par une résistance de contact (10-4 m2.K.W-1) aux frontières en x=0 et 
x=Lx . Le problème considéré est celui qui se rapproche le plus du cas réel rencontré 
lors des expériences, et est illustré Figure 17.26 et Figure 17.27. La Figure 17.27 montre 
clairement le saut de température à l’interface due aux conditions aux limites de type 
résistance de contact.  
 
Figure 17.26 : Illustration du Problème 
(conditions aux limites du type résistance de 
contact) 
 
Figure 17.27 : Saut de Température dû à une 
résistance de contact. Profil suivant x le long 
de la ligne 1-2 en z = Lz/2. Les dimensions 
spatiales sont adimensionnées. 
L’évolution temporelle de l’écart maximum de température suivant l’épaisseur au 
niveau des conditions aux limites (en x) de type résistance de contact (saut de 
température) est donnée Figure 17.28, et la distribution spatiale du flux à la fin de la 
simulation est montrée Figure 17.29 (l’échelle a été modifiée pour montrer la 
répartition du flux au sein du matériau et à l’interface entre l’échantillon et le support). 
La Figure 17.29 illustre clairement que l’hypothèse de flux nuls aux bords faite 
« implicitement » par les « méthodes Cosinus », n’est pas valide. 
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Figure 17.28 : Evolution temporelle de 
l'écart maximum de température suivant 
l'épaisseur (Oz) en x=0 et x=Lx (CLs) 
 
Figure 17.29 : Diffusion du flux dans le 
support. Figure dilatée afin d’améliorer la 
visibilité. 
Les champs de température et thermogrammes non bruités avant correction sont 
donnés respectivement Figure 17.30 et Figure 17.31. On remarque sur les Figure 17.30 
(aux bords en x=0 et x=Lx) et Figure 17.31 ( ( )0, Lx xT t∆ ) que les températures aux 
frontières (x=0 et x=Lx) sont non nulles et dépendent du temps.  
 
Figure 17.30 : Champ de température avant 
correction 
 
Figure 17.31 : Thermogrammes avant 
correction 
Rappelons que l’excitation étant centrée et l’échantillon étant homogène, les fonctions 
de corrections gauches et droites (expressions (12.2.11) à (12.2.14)) sont symétriques 
par rapport au centre de l’échantillon (x=Lx/2). Ainsi, seules les fonctions de correction 
gauches des méthodes « Sin Ind » et « Sin Imp » sont présentées respectivement Figure 
17.32 (expression (12.2.11)) et Figure 17.33 (expression (12.2.13)).  
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Figure 17.32 : Fonctions de correction 
gauche de « Sin Ind » 
 
Figure 17.33 : Fonctions de correction 
gauche de « Sin Imp » 
Les champs de température et thermogrammes non bruités, après correction affine 
utilisée pour l’initialisation du processus d’estimation, sont donnés Figure 17.34 et 
Figure 17.35. 
 
Figure 17.34 : Champ de température après 
correction affine (pour l'initialisation de la 
procédure d'estimation) 
 
Figure 17.35 : Thermogrammes après 
correction affine (pour l'initialisation de la 
procédure d'estimation) 
Ceux obtenus après les corrections (12.2.13) et (12.2.14) de la méthode « Sin Ind » sont 
représentés Figure 17.36 et Figure 17.37, alors que ceux obtenues après corrections 
(12.2.11) et (12.2.12) de la méthode « Sin Imp » sont donnés Figure 17.38 et Figure 
17.39. 
On remarque que quelle que soit la méthode, « Sin Ind » (Figure 17.37) ou « Sin Imp » 
(Figure 17.39), les températures ( )0, Lx xT t∆  aux bords (en x=0 et x=Lx) sont bien 
nulles après correction. Cela pourrait surprendre à la vue du champ de température 
corrigé de la méthode « Sin Imp » (Figure 17.38), mais rappelons que les solutions aux 
bords sont calculées de façon analytique (cf. section 12.2.4, p.188).  
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Figure 17.36 : Champ de température après 
correction (« Sin Ind ») 
 
Figure 17.37 : Thermogrammes après 
correction (« Sin Ind ») 
 
Figure 17.38 : Champ de température après 
correction (« Sin Imp ») 
 
Figure 17.39 : Thermogrammes après 
correction (« Sin Imp ») 
Les constats faits à la section 17.1 p.232, concernant les différences entre les graphes 
après les différentes corrections, sont également valables ici. En effet, le champ de 
température après correction affine (Figure 17.34) est légèrement plus concave près des 
bords, que celui corrigé par les expressions (12.2.13) et (12.2.14) (Figure 17.36). Et les 
thermogrammes (Figure 17.35 et Figure 17.37) diffèrent principalement au temps long, 
par une élévation plus faible de la température dans le cas de la correction affine. Les 
déformations du champ (Figure 17.38) près des bords dans le cas de la méthode « Sin 
Imp » (correction par les expressions (12.2.11) et (12.2.12)) sont imputables aux erreurs 
numériques (erreurs de quadrature lors de la convolution) et à l’incapacité numérique 
de reproduire un Dirac temporel. 
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Figure 17.40 : Harmoniques expérimentaux 
(simulés) et estimés (Cos H/H) 
 
Figure 17.41 : Harmoniques expérimentaux 
(simulés) et estimés (Cos AH) 
 
Figure 17.42 : Harmoniques expérimentaux 
(simulés) corrigés (SP1) et estimés (Sin Ind) 
 
Figure 17.43 : Harmoniques expérimentaux 
(simulés) corrigés (SP1) et estimés (Sin Imp) 
Graphiquement, en comparant les harmoniques des « méthodes Cosinus » Figure 17.40 
et Figure 17.41, il semble y avoir peu de différences. De même, il est difficile de 
distinguer une différence entre les harmoniques des « méthodes Sinus » Figure 17.42 et 
Figure 17.43. Cependant, on constate tout de même que la concordance des 
harmoniques des « méthodes Sinus » semble meilleure que celle obtenue par les 
« méthodes Cosinus ». Ce constat sera conforté par les résultats d’estimation des 
différentes méthodes qui ont étés regroupés dans le Tableau 17.3. 
Le problème considéré est celui qui se rapproche le plus du cas réel rencontré lors des 
expériences, et ne favorise à priori aucune des méthodes car ni la température (Figure 
17.27, Figure 17.28, Figure 17.30 et Figure 17.31), ni les flux (Figure 17.29), ne sont 
nuls aux bords (suivant x).  
Cependant, le Tableau 17.3 montre que les méthodes Sinus sont plus précises que les 
méthodes Cosinus, notamment en ce qui concerne l’estimation suivant ax. En effet, les 
« méthodes Cosinus » ont des erreurs d’estimation pour ax de l’ordre de 7%, alors que 
les « méthodes Sinus » ont des erreurs maximales allant de 0,1% (sans bruit) à 0,6% 
(avec bruit). La précision des estimations de az obtenues par la méthode « Cos AH » 
sont globalement du même ordre de grandeur que celle des « méthodes Sinus ». Ainsi, 
il semble que le biais de modèles est principalement une incidence sur l’estimation de la 
diffusivité longitudinale ax. 
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Bruit : 5% du max du 
thermogramme 1D ax (Valeur cible = 5e-6 m
2.s-1) az (Valeur cible = 5e-7 m2.s-1) 
Bruit  
(5%) 
Méthode 
Valeur 
estimée 
Erreur 
Absolue 
Erreur 
Relative 
[%] 
(XtX)-1 Valeur estimée 
Erreur 
Absolue 
Erreur 
Relative 
[%] 
(XtX)-1 
Sans 
COS H/H 4.65E-06 3.50E-07 7.00 6.05E-05 4.91E-07 9.06E-09 1.81 1.26E-06 
COS AH 4.64E-06 3.64E-07 7.28 1.47E-05 4.99E-07 9.83E-10 0.20 1.07E-06 
SIN  Ind 4.99E-06 6.69E-09 0.13 2.47E-05 4.99E-07 9.33E-10 0.19 1.33E-06 
SIN  Imp 5.00E-06 2.23E-09 0.04 2.47E-05 5.00E-07 4.14E-10 0.08 1.33E-06 
Avec 
COS H/H 4.65E-06 3.47E-07 6.94 6.05E-05 4.90E-07 9.71E-09 1.94 1.26E-06 
COS AH 4.64E-06 3.62E-07 7.23 1.47E-05 4.98E-07 1.52E-09 0.30 1.07E-06 
SIN  Ind 4.99E-06 6.68E-09 0.13 2.47E-05 4.95E-07 4.84E-09 0.97 1.33E-06 
SIN  Imp 4.97E-06 3.20E-08 0.64 2.46E-05 4.99E-07 5.48E-10 0.11 1.33E-06 
Tableau 17.3 : Résultats des estimations des diffusivités donnés par les quatre méthodes pour 
des conditions aux limites de type résistance de contact. 
En l’absence de bruit, la méthode « Sin Imp » est la seule à trouver la valeur exacte 
des diffusivités ax et az, bien que la méthode « Sin Ind » donne des résultats 
extrêmement proches (erreur relative inférieur à 0,2%). En présence de bruit, les 
« méthodes Sinus » donnent des résultats peu différents. Il semble qu’il y ait, comme 
pour le cas des conditions aux limites de type flux nuls », un effet de transvasement des 
précisions sur les estimations. En effet, la méthode « Sin Imp » donne de meilleurs 
résultats pour az, alors que c’est l’inverse pour ax. 
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17.4. Résistance de contact en x=0 et x=Lx, et excitation 
d’extension Lx/2 centré en x=Lx/2 
Le problème considéré se rapproche du cas précédent, mais différent par la largeur de 
l’excitation qui fait ici la moitié de la largeur de l’échantillon. L’objectif est de tester les 
« méthodes Sinus » dans une configuration de mesure « locale » où l’écart de 
température suivant l’épaisseur aux bords (suivant x) serait plus important. Ainsi, ce 
qui nous intéresse principalement cette fois-ci, ce sont les résultats d’estimation (donnés 
dans le Tableau 17.4), et par conséquent, seuls certains graphes seront donnés à titre 
d’illustration.  
Le problème est illustré Figure 17.44, et l’évolution temporelle de l’écart maximum de 
température suivant l’épaisseur au niveau des conditions aux limites (en x) de type 
résistance de contact est donnée Figure 17.45. En comparant les Figure 17.28 et Figure 
17.45, on remarque que dans le cas présent, l’écart maximal de température suivant 
l’épaisseur est bien supérieur pour un temps de simulation inférieur à 5s, mais qu’après 
(à partir d’environ 8s), l’écart devient peu différent.    
 
Figure 17.44 : Illustration du Problème : 
Excitation d’extension Lx/2, et conditions aux 
limites du type résistance de contact 
 
Figure 17.45 : Evolution temporelle de 
l'écart maximum de température suivant 
l'épaisseur (Oz) en x=0 et x=Lx (CLs) 
Les champs de température et thermogrammes non bruités avant correction sont 
donnés respectivement Figure 17.46 et Figure 17.47. On remarque sur la Figure 17.46 
que le champ de température est beaucoup plus évasé que dans le cas précédent (Figure 
17.30). Sur la Figure 17.47 on voit que les températures finales aux bords en face 
arrière sont identiques au cas précédent, mais que l’augmentation de température se 
fait deux fois plus rapidement (à partir de 2s, comparé à 5s). Cela s’explique par le fait 
que l’extension de l’excitation soit plus large, mais que la quantité d’énergie apporté 
soit identique.  
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Figure 17.46 : Champ de température avant 
correction 
 
Figure 17.47 : Thermogrammes avant 
correction 
Les champs de température et thermogrammes non bruités, après correction (12.2.13) 
et (12.2.14) de la méthode « Sin Ind » sont représentés Figure 17.48 et Figure 17.49, 
alors que ceux obtenus après corrections (12.2.11) et (12.2.12) de la méthode « Sin 
Imp » sont donnés Figure 17.50 et Figure 17.51. 
 
Figure 17.48 : Champ de température après 
correction (« Sin Ind ») 
 
Figure 17.49 : Thermogrammes après 
correction (« Sin Ind ») 
Les harmoniques expérimentaux (obtenus à partir des simulations numériques avec 
FlexPDE), et ceux estimés pour les différentes méthodes sont donnés Figure 17.52 à 
Figure 17.55. 
 
Figure 17.50 : Champ de température après 
correction (« Sin Imp ») 
 
Figure 17.51 : Thermogrammes après 
correction (« Sin Imp ») 
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Figure 17.52 : Harmoniques expérimentaux 
(simulés) et estimés (Cos H/H) 
 
Figure 17.53 : Harmoniques expérimentaux 
(simulés) et estimés (Cos AH) 
 
Figure 17.54 : Harmoniques expérimentaux 
(simulés) corrigés (SP1) et estimés (Sin Ind) 
 
Figure 17.55 : Harmoniques expérimentaux 
(simulés) corrigés (SP1) et estimés (Sin Imp) 
On constate premièrement que quelle que soit la méthode utilisée (« Cosinus » ou 
« Sinus »), seuls deux harmoniques portent réellement de l’information exploitable. 
Pour les « méthodes Cosinus » (Figure 17.52 et Figure 17.53), ce sont les harmoniques 
de rangs 0 et 2, et pour les « méthodes Sinus » (Figure 17.54 et Figure 17.55), ce sont 
les harmoniques de rangs 1 et 3. 
Deuxièmement, en observant les harmoniques des « méthodes Cosinus » on remarque 
un phénomène inhabituel (non survenu jusqu’à présent), l’harmonique d’ordre 6 est 
devenu plus porteur d’informations que l’harmonique d’ordre 4. 
Une explication possible de la diminution du nombre d’harmoniques porteurs 
d’informations, provient de la largeur de l’excitation. En effet, celle-ci étant plus large 
(Lx/2), on remarque sur la Figure 17.46 que le champ de température aux temps courts 
a déjà une forme très proche de celle aux temps longs. En particulier, les variations 
spatiales du champ de température étant plus lentes (variations des dérivées plus 
faibles) comparées aux différents cas précédents, des harmoniques de plus basses 
fréquences suffiront à reconstruire le champ de température.   
Les résultats d’estimation des différentes méthodes sont donnés dans le Tableau 17.4. 
Compte tenu du comportement spécifique de l’harmonique *4T , celui-ci n’est pas pris en 
compte pour la méthode « Cos H/H » dans le calcul de (XtX)-1 de ax , car il engendre 
un écart-type infini sur ax. 
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Bruit : 5% du max du 
thermogramme 1D ax (Valeur cible = 5e-6 m
2.s-1) az (Valeur cible = 5e-7 m2.s-1) 
Bruit  
(5%) 
Méthode 
Valeur 
estimée 
Erreur 
Absolue 
Erreur 
Relative 
[%] 
(XtX)-1 Valeur estimée 
Erreur 
Absolue 
Erreur 
Relative 
[%] 
(XtX)-1 
Sans 
COS H/H 4.09E-06 9.09E-07 18.18 3.18E-04 4.92E-07 8.30E-09 1.66 1.18E-06 
COS AH 4.07E-06 9.26E-07 18.51 2.05E-05 4.97E-07 3.15E-09 0.63 1.11E-06 
SIN  Ind 5.21E-06 2.06E-07 4.12 7.84E-05 5.00E-07 2.30E-11 0.00 1.47E-06 
SIN  Imp 5.19E-06 1.90E-07 3.81 7.79E-05 4.99E-07 5.15E-10 0.10 1.48E-06 
Avec 
COS H/H 4.09E-06 9.07E-07 18.14 3.28E-04 4.92E-07 8.19E-09 1.64 1.18E-06 
COS AH 4.08E-06 9.23E-07 18.47 2.05E-05 4.97E-07 3.17E-09 0.63 1.11E-06 
SIN  Ind 5.21E-06 2.10E-07 4.19 7.80E-05 4.99E-07 1.46E-09 0.29 1.47E-06 
SIN  Imp 5.18E-06 1.80E-07 3.61 7.76E-05 4.99E-07 9.13E-10 0.18 1.47E-06 
Tableau 17.4 : Résultats des estimations des diffusivités donnés par les quatre méthodes pour 
une excitation d’extension Lx/2, et des conditions aux limites de type résistance de contact. 
On observant le Tableau 17.4 donnant les résultats d’estimation obtenus par les 
différentes méthodes (« Cosinus » et « Sinus »), on voit que les erreurs d’estimation sur 
ax des « méthodes Cosinus » ont presque triplé par rapport au cas précédent (cf. 
Tableau 17.3), alors que celles des « méthodes Sinus » ont globalement été multipliées 
par 40.  
Cependant, les résultats obtenus par les « méthodes Sinus » sur l’estimation de ax 
restent en moyenne 10 fois meilleurs que ceux des « méthodes Cosinus ». En effet, 
l’erreur moyenne des « méthodes Cosinus » sur l’estimation de ax est d’environ 18%, 
alors que celle des « méthodes Sinus » est aux alentours des 4%. Les estimations de az 
sont peu différentes des précédentes. Cependant, on peut noter qu’en l’absence de bruit, 
la méthode « Sin Ind » donne, ici, une erreur relative nulle sur l’estimation de az. Pour 
finir, remarquons que la méthode « Cos H/H » à une matrice d’information très mal 
conditionnée, car l’écart-type sur ax est 3,18E-04 ! Cette méthode ne semble ainsi plus 
du tout adaptée lorsqu’il y a un fort biais de modèle et/ou peu de points de mesures.  
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17.5. Résistance de contact en x=0 et x=Lx, et excitation 
en x=Lx/4 
L’objectif est d’étudier le comportement (la précision) des différentes méthodes 
d’estimation dans le cas d’une excitation excentrée, car expérimentalement il peut être 
délicat de centrer rigoureusement l’excitation.  
Le problème est illustré Figure 17.56, et l’évolution temporelle de l’écart maximum de 
température suivant l’épaisseur au niveau des conditions aux limites (en x) de type 
résistance de contact est donnée Figure 17.57.  
En observant la Figure 17.57, on remarque que l’excentrage de l’excitation produit un 
écart maximum de température suivant l’épaisseur, différent en x=0 et x=Lx. L’écart en 
x=0 a été multiplié par 10 par rapport au précédent (comparer les Figure 17.57 et 
Figure 17.45), et est presque nul en x=Lx. Cela s’explique par le fait que le bord droit 
(x=Lx) est suffisamment distant de l’excitation pour que la température ait eu le temps 
de s’uniformiser suivant l’épaisseur. 
 
Figure 17.56 : Illustration du Problème : 
Excitation centrée en Lx/4, et conditions aux 
limites du type résistance de contact 
 
Figure 17.57 : Evolution temporelle de 
l'écart maximum de température suivant 
l'épaisseur (Oz) en x=0 et x=Lx (CLs) 
Les champs de température et thermogrammes non bruités avant correction sont 
donnés respectivement Figure 17.58 et Figure 17.59. On remarque sur la Figure 17.58 
que l’excentrage de l’excitation a pour effet d’asymétriser également le champ de 
température : plusieurs degrés en x=0, et presque nul en x=Lx. Les thermogrammes 
(Figure 17.59) sont également fortement modifiés. En effet, toutes les courbes ne se 
superposent plus : certaines s’intersectent.   
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Figure 17.58 : Champ de température avant 
correction 
 
Figure 17.59 : Thermogrammes avant 
correction 
Les représentations graphiques des fonctions de corrections gauches et droites de la 
méthode « Sin Ind » (expressions (12.2.13) et (12.2.14)) sont données respectivement  
Figure 17.60 et Figure 17.61, et celles de la méthode « Sin Imp » (expressions (12.2.11) 
et (12.2.12)) sont Figure 17.62 et Figure 17.63. 
 
Figure 17.60 : Fonctions de correction 
gauche « Sin Ind » 
 
Figure 17.61 : Fonctions de correction droite 
« Sin Ind » 
 
Figure 17.62 : Fonctions de correction 
gauche « Sin Imp » 
 
Figure 17.63 : Fonctions de correction droite 
« Sin Imp » 
Le champ de température et les thermogrammes non bruités, après correction affine 
utilisée pour l’initialisation du processus d’estimation, sont donnés Figure 17.64 et 
Figure 17.65. 
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Figure 17.64 : Champ de température après 
correction affine (pour l'initialisation de la 
procédure d'estimation) 
 
Figure 17.65 : Thermogrammes après 
correction affine (pour l'initialisation de la 
procédure d'estimation) 
Ceux obtenus après les corrections (12.2.13) et (12.2.14) de la méthode « Sin Ind » sont 
représentés Figure 17.66 et Figure 17.67, alors que ceux obtenus après corrections 
(12.2.11) et (12.2.12) de la méthode « Sin Imp » sont donnés Figure 17.68 et Figure 
17.69. 
Cette fois-ci, on constate que la correction affine donne des résultats (champ de 
températures et thermogrammes) très différents des corrections obtenues par les 
« méthodes Sinus ». Cela est dû au fait que contrairement aux corrections des 
« méthodes Sinus » (cf. Figure 17.60 à Figure 17.63), la correction affine ne « corrige » 
(compense) pas la convexité des courbes, ce qui a pour conséquence de donner lieu par 
exemple à des températures négatives (cf. Figure 17.64 et Figure 17.65). 
 
Figure 17.66 : Champ de températures après 
correction (« Sin Ind ») 
 
Figure 17.67 : Thermogrammes après 
correction (« Sin Ind ») 
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Figure 17.68 : Champ de températures après 
correction (« Sin Imp ») 
 
Figure 17.69 : Thermogrammes après 
correction (« Sin Imp ») 
Les harmoniques expérimentaux (obtenus à partir des simulations numériques de  
FlexPDE), et ceux estimés pour les différentes méthodes sont donnés Figure 17.70 à 
Figure 17.73. 
L’excitation n’étant plus centrée, on remarque que les harmoniques sont presque tous 
non nuls, et cela quel que soit la méthode utilisée (« Cosinus » ou « Sinus »). 
De plus, on observe un phénomène inhabituel, puisque pour chacune des méthodes, 
l’harmonique d’ordre 2 n’a pas une amplitude classique. En effet, dans tous les cas 
précédemment étudiés, les différents harmoniques avaient tous des variations 
d’amplitude analogues (croissance, puis décroissance). Or, dans le cas présent, pour les 
« méthodes Cosinus », non seulement l’harmonique d’ordre 2 a une croissance 
monotone (et donc ne décroît pas comme les autres harmoniques), mais est aussi 
presque nul. Et dans le cas des « méthodes Sinus », l’harmonique d’ordre 2 intersecte 
l’harmonique d’ordre 1.  
 
Figure 17.70 : Harmoniques expérimentaux 
(simulés) et estimés (Cos H/H) 
 
Figure 17.71 : Harmoniques expérimentaux 
(simulés) et estimés (Cos AH) 
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Figure 17.72 : Harmoniques expérimentaux 
(simulés) corrigés (SP1) et estimés (Sin Ind) 
 
Figure 17.73 : Harmoniques expérimentaux 
(simulés) corrigés (SP1) et estimés (Sin Imp) 
Les résultats d’estimation des différentes méthodes sont donnés dans le Tableau 17.5. 
Compte tenu du comportement spécifique de l’harmonique *2T , celui-ci n’est pas pris en 
compte pour la méthode « Cos H/H » dans le calcul de (XtX)-1 de ax , car il engendre 
un écart-type infini sur ax. 
A partir du Tableau 17.5 donnant les résultats d’estimation obtenus par les différentes 
méthodes (« Cosinus » et « Sinus »), on voit que les erreurs d’estimation sur ax des 
différentes méthodes ont toutes diminué par rapport au cas précédent (excitation 
d’extenson Lx/2). En l’absence de bruit, les erreurs d’estimation ont globalement été 
divisées par trois pour les « méthodes Cosinus », et par dix pour les « méthodes 
Sinus ».   
Bruit : 5% du max du 
thermogramme 1D ax (Valeur cible = 5e-6 m
2.s-1) az (Valeur cible = 5e-7 m2.s-1) 
Bruit  
(5%) 
Méthode 
Valeur 
estimée 
Erreur 
Absolue 
Erreur 
Relative 
[%] 
(XtX)-1 Valeur estimée 
Erreur 
Absolue 
Erreur 
Relative 
[%] 
(XtX)-1 
Sans 
COS H/H 4.46E-06 5.37E-07 10.74 1.8E-03 4.95E-07 5.17E-09 1.03 1.17E-06 
COS AH 4.34E-06 6.56E-07 13.11 1.76E-05 4.97E-07 3.38E-09 0.68 9.60E-07 
SIN  Ind 4.98E-06 1.87E-08 0.37 1.84E-05 4.97E-07 2.87E-09 0.57 1.23E-06 
SIN  Imp 4.98E-06 2.46E-08 0.49 1.84E-05 4.95E-07 4.92E-09 0.98 1.23E-06 
Avec 
COS H/H 4.46E-06 5.41E-07 10.82 2.0E-03 4.95E-07 5.04E-09 1.01 1.17E-06 
COS AH 4.34E-06 6.58E-07 13.17 1.76E-05 4.97E-07 3.43E-09 0.69 9.60E-07 
SIN  Ind 5.09E-06 8.59E-08 1.72 1.89E-05 4.87E-07 1.29E-08 2.58 1.22E-06 
SIN  Imp 4.97E-06 2.54E-08 0.51 1.84E-05 4.95E-07 5.26E-09 1.05 1.22E-06 
Tableau 17.5 : Résultats des estimations des diffusivités donnés par les quatre méthodes pour 
une excitation centrée en Lx/4, et des conditions aux limites de type résistance de contact. 
Pour l’estimation de az, les erreurs données par la méthode « Cos H/H » sont 
légèrement plus faibles que dans le cas précédent, alors que celles de la méthode « Cos 
AH » sont sensiblement identiques. En revanche, les erreurs des « méthodes Sinus » 
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ont toutes augmenté. En particulier, en présence de bruit, on remarque que la méthode 
« Sin Ind » est celle qui produit la plus grande erreur avec 2,58%, soit le double des 
méthodes « Cos H/H » et « Sin Imp » ! 
Notons également que les méthodes « Cos H/H » et « Sin Imp » donnent des résultats 
d’une précision semblable concernant l’estimation de az, que ce soit avec ou sans bruit 
de mesure. 
Une explication possible à l’amélioration des estimations des « méthodes Cosinus » est 
un biais de modèle plus faible. En effet, en comparant la Figure 17.58 et la Figure 
17.46, on remarque que sur la Figure 17.46 les flux aux deux bords (pertes en x=0 et 
x=Lx) sont non nuls, alors que sur la Figure 17.58 les flux sont non nuls en x=0 et 
presque nuls en x=Lx. 
La dégradation des estimations par les « méthodes Sinus » est probablement 
principalement due au biais de modèle causé par la non uniformité de la température 
aux limites (en x). De plus, contrairement aux différents cas précédents, ici l’écart de 
signal en x=0 et x=Lx est important, et le niveau absolu du signal est très faible en 
x=Lx (inférieur à 0,5). Cela aura probablement également pour conséquence 
d’augmenter l’incidence des erreurs numériques. Notamment, les importantes erreurs de 
la méthode « Sin Ind » peuvent être imputables en grandes partie à l’amplification du 
bruit de mesure par l’opération de dérivation du signal correspondant aux conditions 
aux limites. Ainsi, l’influence du bruit sera probablement prépondérante par rapport à 
celle du signal, lors de la dérivation de la condition aux limites en x=Lx. 
 

 
 
 
 
 
Chapitre 18 
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18. Résultats expérimentaux 
Afin de tester expérimentalement la méthode, nous avons réalisé les estimations à 
température ambiante sur un échantillon orthotrope en carbone composite de 
dimensions 39,7mm x 39,5mm x 2.3mm. Le porte échantillon est en céramique 
(Stumatite), et a une ouverture rectangulaire dimension 37,5mm x 37,5mm (le reste de 
l’échantillon est en contact avec le support (≈1mm sur chaque bord)). Il est situé au 
centre du four tubulaire à 90cm de la caméra infrarouge FLIR SC7600 ayant : un 
détecteur matriciel à base d’InSb sensible dans la gamme spectrale [1.5µm, 5.1µm], une 
résolution numérique de 640x512 pixels, une fréquence d’acquisition de 100Hz, un 
temps d’intégration de 2200µs, et un objectif infrarouge de 100mm. La source 
d’excitation est un faisceau laser CO2 continu d’une puissance de 130W (longueur 
d’onde centrale à 10.6µm), avec une durée de 210ms, et le diamètre du faisceau sur 
l’échantillon est d’environ 4mm. Le montage expérimental est illustré Figure 18.1. Une 
vue éclatée de l’échantillon et de son support se trouve Figure 18.2 , et le principe 
schématique de mesures est donné Figure 18.3. De plus amples détails concernant le 
banc de mesure expérimental peuvent être trouvés dans le manuscrit de Souhar [84]. 
 
Figure 18.1 : Banc de mesures des diffusivités thermiques à haute 
température (extrait de [84]) 
 
Figure 18.2 : Vue 
éclatée du support et de 
l'échantillon 
 
Figure 18.3 : Schéma du montage expérimental 
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Les champs de température et thermogrammes expérimentaux non corrigés sont donnés 
respectivement Figure 18.4 et Figure 18.5. On remarque sur la Figure 18.4 que la 
température en x=Lx est légèrement supérieure à celle en x=0, et que les flux aux bords 
sont non nuls (pentes non nulles). Sur la Figure 18.5 on voit que deux thermogrammes 
se croisent, ce qui corrobore l’asymétrie du champ de températures (cf. section 17.5, 
p.250). 
 
Figure 18.4 : Champ de températures 
expérimental (avant correction) 
 
Figure 18.5 : Thermogrammes expérimentaux 
(avant correction) 
Le champ de températures et les thermogrammes expérimentaux, après correction 
affine utilisée pour l’initialisation du processus d’estimation, sont donnés Figure 18.6 et 
Figure 18.7. 
 
Figure 18.6 : Champ de températures 
expérimental après correction affine (pour 
l'initialisation de la procédure d'estimation) 
 
Figure 18.7 : Thermogrammes expérimentaux 
après correction affine (pour l'initialisation de 
la procédure d'estimation) 
Ceux obtenus après les corrections (12.2.13) et (12.2.14) de la méthode « Sin Ind » sont 
représentés Figure 18.8 et Figure 18.9, alors que ceux obtenus après corrections 
(12.2.11) et (12.2.12) de la méthode « Sin Imp » sont donnés Figure 18.10 et 
Figure 18.11. On constate qu’après corrections plus aucun thermogramme ne se croise 
(Figure 18.7, Figure 18.9, Figure 18.11). 
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Figure 18.8 : Champ de températures 
expérimental après correction («Sin Ind») 
 
Figure 18.9 : Thermogrammes 
expérimentaux après correction («Sin Ind») 
 
Figure 18.10 : Champ de températures 
expérimental après correction (« Sin Imp ») 
 
Figure 18.11 : Thermogrammes 
expérimentaux après correction (« Sin Imp ») 
Les harmoniques expérimentaux, et ceux estimés pour les différentes méthodes sont 
donnés Figure 18.12 à Figure 18.15. Visuellement, il semble que la méthode « Cos 
H/H » conduise à de meilleurs résultats (adéquation entre harmoniques expérimentaux 
et estimés) que la méthode « Cas AH », exception faite de l’harmonique d’ordre 0 pour 
lequel les deux méthodes semblent équivalentes. En revanche, il est plus difficile de 
discerner une différence entre les méthodes « Sin Ind » (Figure 18.14) et « Sin Imp » 
(Figure 18.15) 
Notons que la non nullité parfaite des harmoniques de rangs impairs pour les 
« méthodes Cosinus » (Figure 18.12 et Figure 18.13) , et ceux de rangs pairs pour les 
« méthodes Sinus » (Figure 18.14 et Figure 18.15) corrobore une fois de plus 
l’asymétrie du champ de températures (Figure 18.4 et cf. section 17.5, p.250). 
Les résultats d’estimation des différentes méthodes sont donnés dans le Tableau 18.1. 
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Figure 18.12 : Harmoniques expérimentaux 
et estimés (Cos H/H) 
 
Figure 18.13 : Harmoniques expérimentaux 
et estimés (Cos AH) 
 
Figure 18.14 : Harmoniques expérimentaux 
corrigés (SP1) et estimés (Sin Ind) 
 
Figure 18.15 : Harmoniques expérimentaux 
corrigés (SP1) et estimés (Sin Imp) 
 ax [m2.s-1] az [m2.s-1] 
Méthode 
Valeur 
estimée (X
tX)-1 Valeur estimée (X
tX)-1 
COS H/H 4.46E-06 1.8E-03 4.95E-07 1.17E-06 
COS AH 4.34E-06 1.76E-05 4.97E-07 9.60E-07 
SIN  Ind 4.98E-06 1.84E-05 4.97E-07 1.23E-06 
SIN  Imp 4.98E-06 1.84E-05 4.95E-07 1.23E-06 
Tableau 18.1 : Estimation des diffusivités {ax, az} pour un échantillon en carbone composite 
Une fois de plus, on remarque que la méthode « Cos H/H » est la méthode qui donne le 
plus grand écart-type sur la valeur estimée de ax, et que celle qui provoque le plus faible 
écart-type sur az est la méthode « Cos AH ».  
On observe que les méthodes Cosinus donnent des valeurs très différentes des méthodes 
Sinus pour l’estimation de la diffusivité ax. 
En revanche, les différentes méthodes donnent des résultats relativement proches 
concernant la valeur de la diffusivité az.  
Notons qu’il n’y a qu’un seul cas étudié dans la partie « Validation numérique » pour 
lequel les méthodes « Cos H/H » et « Sin Imp » donnent des résultats identiques, c’est 
celui dans lequel le flux est excentré en x=Lx/4 (section 17.5, p.250). 
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19. Amélioration des « méthodes d’estimation 
Sinus », et application sur zone réduite : 
Travaux en cours 
Il a été montré que les méthodes d’estimation « Sin-Imp » et « Sin-Ind », qu’on 
appellera respectivement « Sin-Imp1 » et « Sin-Ind1 » dans cette section, souffraient de 
certaines limitations numériques. En particulier, la méthode « Sin-Imp1 » présente des 
Diracs en x=0 et x=Lx (les bords du domaine), et souffre également d’un faible support. 
Ces problèmes ont motivés le développement de la méthode « Sin-Ind1 », qui les 
résous, mais qui nécessite de dériver le signal expérimental (champ de températures), ce 
qui peut également induire de fortes erreurs numériques en présence de bruit. 
L’objectif de cette section198 est de présenter une nouvelle méthode d’estimation 
permettant de s’affranchir des difficultés précédentes. Cette nouvelle méthode 
d’estimation qu’on appellera « Sin-Imp2 », sera comparée aux précédents modèles à 
travers des simulations numériques de type Monte-Carlo bruitées et non bruitées, avant 
d’être mise en œuvre expérimentalement pour l’estimation de diffusivités thermiques 
sur une zone réduite d’un échantillon en carbone composite (identique à celui de la 
section 18).  
19.1. Présentation de la méthode d’estimation « Sin-
Imp2 » 
Le problème a résoudre, identique à celui de la section 12 p.179, est illustré en Figure 
19.1. On rappelle que la solution du sous-problème 1 dans l’espace transformé de 
Fourier-Laplace, est (cf. section 12.1 p.180) : 
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Et que le sous-problème 2, est défini par (cf. section 12.2.1 p.182) : 
                                      
198 Par manque de temps, les résultats de cette section ayant été obtenus après la réalisation des sections 
précédentes, ces derniers n’ont malheureusement pas pu être intégrés de façon plus cohérentes dans ce 
manuscrit (présentation du modèle « Sin-Imp2 » en même temps que les autres modèles, validations 
numériques pour l’ensemble des cas traités, validation expérimentale sur le même échantillon,…). 
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  (19.1.2) 
Dont la solution dans le domaine spatio-temporel peut s’exprimer à l’aide de la réponse 
impulsionnelle (méthode « Sin-Imp1 »), sous la forme (19.1.3), ou alors à l’aide de la 
réponse indicielle (méthode « Sin-Ind1 »), sous la forme (19.1.4) : 
( ) ( )( ) ( )
( )( )
( )( ) ( )
( )( )
0
1 1
0
* 1 1
2 Imp1 , , , LL
x xL
t t
SP x x
p p
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r r. .
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.
= ∆ = ∆
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L L
L L0x xΔT t ΔT t   (19.1.3) 
( )
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01 1*
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, ,
, L L
t tx x
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H x p H x p
T x t
p t p t
. .
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   ∂ ∂    = ⊗ + ⊗    ∂ ∂     
L L0
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Avec, ( ) ( )( )( )0
sh
,
sh
x
x
x
L x
H x p
L
γ
γ
.
= , et ( ) ( )( )
sh
,
shLx x
x
H x p
L
γ
γ
= .  
La méthode « Sin-Imp2 » consiste à effectuer l’estimation simultanée de l’ensemble des 
paramètres dans l’espace de Fourier-Sinus, à l’aide du champ de températures 
expérimental transformé et de la réunion (somme) des sous-problèmes 1 et 2, tous deux 
également exprimés dans l’espace de Fourier. 
 
Figure 19.1 : Illustration du principe de décomposition par superposition du problème 
complet en sous-problèmes. 
L’estimation des paramètres est réalisée à l’aide d’une méthode de minimisation par 
moindres carrés (cf. section 6.1 p.74 et Annexe A.8 p.363, ou [26]) consistant à 
minimiser la fonction coût : 
 ( ) ( ) ( )( )2* * *1 2 exp
,
, , , , ,SP n z i SP n i n z i
n i
J T L t T t T L tα α α= + .∑      (19.1.5) 
Avec, ( )* 2 ,SP nT tα  la solution du sous-problème 2 (SP2, cf. Figure 19.1) exprimé dans 
l’espace de Fourier-Sinus, et défini par : 
( )0xΔT t ( )LxΔT t
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méthodes Sin-Imp1 et Sin-Ind1
( )LxΔT t
Champs utilisés pour la 
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 ( ) ( ) ( ) ( )2 21* 2 Imp2 , 1x n x n L
t tna t a t
SP n x n x nT t a e a e
α αα α α
+. .
. = ⊗ + . ⊗ 0x xΔT t ΔT t   (19.1.6) 
Ainsi, contrairement aux méthodes « Sin-Imp1 » et « Sin-Ind1 », il n’y aura pas de 
procédure itérative pour l’estimation des paramètres, car c’est le champ de 
températures expérimental complet ( ) ( )*exp exp, , , ,z z extT x L t T x L t T= .  (« mesuré » par la 
caméra infrarouge) qui est utilisé (i.e. transformé, et d’expression ( )*exp , ,n z iT L tα ), et 
non le champ de températures expérimental corrigé (cf. section 15.2 p.213). 
Notons, que l’expression (19.1.6) peut être obtenue de deux façon différentes que l’on se 
propose de présenter dans la section 19.2, avant de comparer les différentes méthodes, à 
l’aide de simulations numériques de type Monte-Carlo et d’une mise en œuvre 
expérimentale sur un échantillon en carbone composite. 
19.2. Détermination du modèle « Sin-Imp2 » par 
diagonalisation partielle ou totale de l’opérateur 
différentiel du sous-problème-2 
19.2.1. Résolution analytique dans l’espace de Fourier-Sinus : 
Diagonalisation de l’opérateur différentiel spatial d’ordre 
2 
En appliquant une transformation de Fourier-Sinus au système (19.1.2), afin de 
diagonaliser l’opérateur différentiel spatial d’ordre 2, on a : 
 ( ) ( ) ( )
2 * * *
2
0
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x x
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  (19.2.1) 
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  (19.2.2) 
Donc : 
 ( ) ( ) ( ) ( ) ( )0
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2 *
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x
α α α α ∆ ∆
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   (19.2.3) 
D’où, (19.1.2) s’écrit dans l’espace de Fourier-Sinus : 
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 ( ) ( ) ( ) ( )0
* 12 * , 1 L
n
x xx n n x n
dT a T t a T t T t
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α α α ∆ ∆
+ + = + . 
 

   (19.2.4) 
La relation (19.2.4) en tant qu’équation différentielle linéaire du 1er ordre avec second 
membre, elle admet pour solution homogène : 
 ( ) ( )* 2, exp ,n x nT t k a t kα α= . ∈    (19.2.5) 
La solution particulière peut alors être déterminée par la méthode de Lagrange199 
(Méthode de la variation de la constante).  
Soit : 
 ( ) ( ) ( )* 2, expn x nT t k t a tα α= .   (19.2.6) 
 ( ) ( ) ( )
*
2 2' expx n x n
dT k t a k t a t
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α α ⇒ = . .  

  (19.2.7) 
En substituant (19.2.6) et (19.2.7) dans (19.2.4), on a :  
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D’où, en substituant (19.2.8) dans (19.2.6), on déduit que (19.2.4) admet pour solution 
: 
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On obtient ainsi la solution du sous-problème 2 annoncée en (19.1.6). 
                                      
199 Egalement appelée « méthode de la variation de la constante ». Cette méthode consiste à transformer 
l’équation différentielle linéaire inhomogène initiale du 1er ordre (à variables non séparables) en EDO à 
variables séparées (ou séparables), permettant/facilitant ainsi sa résolution. 
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19.2.2. Résolution analytique dans l’espace de Fourier-Sinus et de 
Laplace : Diagonalisation complète de l’opérateur 
différentiel du sous-problème-2 
La méthode utilisée dans la section 19.2 pour obtenir (19.2.9) (et donc (19.1.6)) 
consiste à diagonaliser uniquement l’opérateur différentiel spatial d’ordre 2 (
2
2x
∂
∂
), ce 
qui revient à diagonaliser partiellement l’opérateur différentiel 
2
2 tx
∂ ∂
≡ .
∂∂
D  associé 
aux conditions aux limites (19.1.2). 
L’objet de cette section est d’illustrer l’utilité des transformations intégrales dans la 
résolution d’EDP, en montrant comment celles-ci permettent de transformer un 
problème d’EDP en un problème algébrique200, par diagonalisation complète de 
l’opérateur différentiel définissant l’EDP associée aux conditions aux limites.  
La première étape consiste à déterminer les transformations intégrales adaptées à la 
diagonalisation de chacun des opérateurs différentiels partiels de D  associés aux 
conditions aux limites201. Il est possible de montrer202 que la transformation intégrale 
adaptée à l’opérateur différentiel temporel (
t
∂
∂
) est la transformation de Laplace, alors 
que celle qui est adaptée à l’opérateur différentiel spatial d’ordre 2 (
2
2x
∂
∂
) est la 
transformation de Fourier-Sinus. 
Ainsi, en appliquant successivement une transformation de Fourier-Sinus, puis une 
transformation de Laplace au système différentiel (19.1.2), nous obtiendrons une 
                                      
200 On parle également de calcul symbolique ou de calcul opérationnel. 
201 En d’autres termes, il faut trouver les transformations intégrales permettant de transformer le 
problème aux valeurs limites (19.1.2) en un simple problème algébrique, i.e. en la résolution d’une 
équation algébrique. Notons que la transformation intégrale adaptée dépend non seulement de l’opérateur 
différentiel, mais également des conditions aux limites. 
202 La démonstration mathématique rigoureuse fait appel à la notion d’opérateurs adjoints. La démarche 
générale étant longue et fastidieuse, y compris pour le cas des opérateurs différentiels généraux d’ordre 2 
(de la forme ( ) ( ) ( )
2
1 2 32
a x a x a x
xx
∂ ∂
≡ + +
∂∂
D ) dont on montre qu’il peuvent toujours être rendu auto-
adjoints, nous utiliserons ici, les résultats généraux déjà établis sur ce sujet. Cependant, notons que les 
opérateurs compacts auto-adjoints jouissent de nombreuses propriétés intéressantes. En effet, on montre, 
en particulier, que ces opérateurs admettent une famille dénombrable (mais infinie) de valeurs propres 
réelles, et que les fonctions propres associées forment une base orthogonale de 2L ,a b   . Cela permet en 
outre, de résoudre les équations différentielles générales d’ordre 2 avec second membre, de la forme 
( ) ( ) ( ) ( ) ( )
2
1 2 32
f ff a x a x a x f g x
xx
∂ ∂
≡ + + =
∂∂
D  (fréquentes en physique), en décomposant le second 
membre sur la base orthogonale de fonctions propres.  
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équation algébrique dont l’expression analytique de la solution (dans l’espace 
transformé) sera « simple » à établir. 
En appliquant une transformation de Fourier-Sinus au système (19.1.2), on a (cf. 
section 19.2) : 
 ( ) ( ) ( ) ( )0
* 12 * , 1 L
n
x xx n n x n
dT a T t a T t T t
dt
α α α ∆ ∆
+ + = + . 
 

   (19.2.10) 
Puis, en appliquant une transformation de Laplace à (19.2.10), cette dernière devient : 
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Avec :  
 
( ) ( )
( ) ( ) { }
*
0
0
, ,
, 0 ;
pt
n n
pt
xx
p T t e dt
p T t e dt Lκκ
r α α
r ∆ κ
+∞
.
+∞
.
 =∆ = ∀ ∈
∫
∫
 
  (19.2.13) 
Enfin, par transformation de Laplace inverse appliquée à (19.2.12), on en déduit 
l’expression (19.1.6) recherchée. En effet, on a : 
( ) ( )( )( )
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L
L L   (19.2.14) 
D’où, par linéarité de l’opérateur de Laplace inverse, (19.2.14) devient : 
 ( ) ( ) ( ) ( )2 0
1* , 1x n L
t na t
x xn x nT t e a T t T t
αα α ∆ ∆
+.  = ⊗ + . 
 
   (19.2.15) 
On retrouve ainsi, avec peu de calculs et de difficultés calculatoires, la solution du sous-
problème 2 annoncée en (19.1.6). 
Remarque : L’utilisation de transformations intégrales adaptées a permis la 
diagonalisation complète de l’opérateur différentiel, transformant ainsi la résolution 
d’une EDP, en un problème (équation) algébrique plus « simple » à résoudre. En un 
certain sens, les transformations intégrales « rejettent les difficultés » de la résolution 
initiale, dans la transformation inverse permettant d’exprimer la solution (dans l’espace 
transformé) dans l’espace initial. Ainsi, le retour analytique dans l’espace réel n’est pas 
toujours aussi aisé que celui de la relation (19.2.14). Cependant, dans ce dernier cas, il 
est parfois possible de contourner cette difficulté en faisant usage des algorithmes 
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d’inversion numérique, comme cela a été illustré pour les méthodes « Sin-Imp1 » et 
« Sin-Ind1 ». 
19.3. Validation numérique 
Afin de valider la nouvelle méthode d’estimation (« Sin-Imp2 ») proposée, nous allons 
réaliser des simulations numériques de type Monte-Carlo bruitées et non bruitées. Les 
estimations seront réalisées sur une zone réduite de l’échantillon, et les résultats seront 
comparés à ceux obtenus par les méthodes d’estimation présentées précédemment 
(« Sin-Imp1 », « Sin-Ind1 », et « Cos AH »). 
L’expérience numérique avec échantillon supposé orthotrope et porte échantillon, est 
simulée à l’aide du code d'éléments finis FlexPDE©. Les paramètres de simulations 
choisis sont : Bi=0,33, excitation spatialement uniforme et créneau en temps de durée 
200.10-3s, centrée suivant (Ox), d’extension spatiale Lx/10=4mm, échantillon de 
dimensions totales {lx=40mm, Lz=2,5mm}, zone d’étude définie par 
{ }10 ;30 ; 0 ;2,5x mm mm z mm   ∈ ∈        (la taille de la zone d’étude est donc {Lx=20mm, 
Lz=2,5mm}), et de propriétés thermiques { 65.10xa .=  m2.s-1, 75.10za .=  m2.s-1}. De 
plus la diffusivité du support a été choisie identique à celle de l’échantillon. Par la suite 
on ne considérera que la zone d’étude telle que par changement de coordonnées on ait : 
10 ;30 0 ;20x mm mm x mm   ∈ → ∈       . La durée de la simulation a été choisie égale au 
temps de réponse dans l’épaisseur 2 12c z zt L a s= = , afin de correspondre à la durée 
expérimentale permettant d’avoir des harmoniques exploitables. Pour les mêmes 
raisons, nous n’utiliserons que les 7 premiers harmoniques pour l’estimation. Le contact 
non parfait a été modélisé par une résistance de contact (10-4 m2.K.W-1) aux frontières 
en x=0 et x=Lx, et les autres conditions aux limites du support sont du type Neumann 
homogène. Afin de valider les différents modèles/méthodes, nous avons simulé par 
méthode de Monte-Carlo avec N=100 thermogrammes face-arrière bruités (bruit 
normal d’écart-type 1,2K correspondant à 10% du maximum du thermogramme 
moyen). Les résultats obtenus à l’aide des simulations bruitées et non bruitées sont 
donnés dans le Tableau 19.1. Nous avons appelé « écart-type TH » la moyenne des 
N=100 écarts-types théoriques obtenus à l’aide de la matrice de variance-covariance 
(cf. Annexe A.8 p.363, ou [26]), et « écart-type MC » l’écart-type statistique obtenu à 
l’aide des différentes (N=100) valeurs estimées de diffusivités. 
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 ax (valeur cible = 5e-6 m2.s-1) az (valeur cible = 5e-7 m2.s-1) 
Bruit 
1,2K Méthode 
Valeur 
Estimée 
Erreur 
Absolue 
Erreur 
Relative 
[%] 
Ecart- 
Type 
TH 
Ecart- 
Type 
MC 
Valeur 
Estimée 
Erreur 
Absolue 
Erreur 
Relative 
[%] 
Ecart- 
Type 
TH 
Ecart- 
Type 
MC 
Sans 
COS AH 1.97e-06 3.03e-06 60.57 - - 5.10e-07 1.03e-08 2.07 - - 
SIN 
Imp1 5.47e-06 4.75e-07 9.49 - - 4.94e-07 6.28e-09 1.26 - - 
SIN  
Ind1 5.29e-06 2.91e-07 5.82 - - 4.95e-07 5.01e-09 1.00 - - 
SIN 
Imp2 5.00e-06 5.42e-10 0.01 - - 4.96e-07 3.93e-09 0.79 - - 
Avec 
COS AH 1.97e-06 3.03e-06 60.57 1.11e-05 8.81e-12 5.10e-07 1.03e-08 2.07 1.03e-06 1.71e-14 
SIN 
Imp1 5.47e-06 4.67e-07 9.33 1.01e-04 1.76e-07 4.94e-07 6.03e-09 1.21 1.47e-06 2.67e-09 
SIN  
Ind1 5.34e-06 3.42e-07 6.84 1.00e-04 3.48e-07 5.00e-07 1.52e-10 0.03 1.48e-06 4.05e-08 
SIN 
Imp2 4.90e-06 9.96e-08 1.99 6.38e-05 1.17e-07 4.97e-07 3.26e-09 0.65 1.45e-06 2.21e-09 
Tableau 19.1 : Simulations de Monte-Carlo (N=100)  pour l’estimation de diffusivité en face-
arrière sur zone réduite (de 50%) de dimensions {Lx=20mm, Lz=2,5mm}. 
Simulations non bruités : Elles permettent de constater que la méthode « Cos AH » 
est mise en échec pour l’estimation de la diffusivité longitudinale ax (60% d’erreur), 
notamment car le flux n’est pas nul aux conditions aux limites, ce qui induit un biais 
de modèle important. Cependant, elle donne des valeurs acceptables pour la diffusivité 
transverse az (2% d’erreur), en présence de bruit ou non. Les méthodes ont étés classées 
dans le tableau, de la moins précise à la plus précise (du haut vers le bas). On note 
ainsi que la méthode « Sin-Ind1 » utilisant la relation (19.1.4), donne de meilleurs 
résultats que la méthode « Sin-Imp1 » utilisant l’expression (19.1.3), et que la meilleure 
méthode d’estimation est « Sin-Imp2 » basée sur la relation (19.1.6). Cette dernière est 
en effet la seule à obtenir la valeur « juste » pour ax, et donne également les meilleurs 
résultats pour az (0,8% d’erreur). 
Simulations bruitées : Tout d’abord, on constate que les écarts-types théoriques 
(« écart-type TH ») calculés à partir de la matrice de variance-covariance, surestiment 
beaucoup l’écart-type « réel » donné par la méthode de Monte-Carlo (« écart-type 
MC »). Le classement des meilleures méthodes est identique à celui des simulations non 
bruitées. On remarque également que l’amplitude du bruit n’est encore pas suffisante 
pour que la méthode « Sin-Ind1 » donne de moins bons résultats que la méthode « Sin-
Imp1 ». Néanmoins, l’influence du bruit se traduit à travers l’écart-type. Bien que la 
méthode « Sin-Ind1 » donne la bonne valeur pour la diffusivité az, cela n’est pas 
révélateur, car de nouvelles simulations auraient données des résultats tout autres 
(dérivation d’un signal bruité). Remarquons que toutes les méthodes donnent des 
résultats satisfaisants (erreur inférieure à 2%) pour az. Enfin, notons que c’est encore la 
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méthode « Sin-Imp2 » qui donne les meilleurs résultats pour les deux diffusivités, avec 
une erreur inférieure à 2% pour ax, et à 1% pour az. 
19.4. Résultats expérimentaux 
Afin de tester expérimentalement la méthode « Sin-Imp2 », des estimations ont été 
réalisées sur un échantillon anisotrope monolithique en carbone de dimensions totales 
40mm x 40mm x 2.3mm, et ayant été étudié par Souhar [84]. Le banc de mesure et le 
schéma de principe dispositif expérimental sont les mêmes que ceux de la section 18, 
mais l’échantillon est différent. Le champ de températures a préalablement été 
moyenné suivant (Oy). La zone d’étude est définie par 9 ;33x mm mm ∈     (soit une 
réduction de 40% de la zone totale), et l’excitation est réalisée à l’aide du laser CO2 
ayant un diamètre de faisceau d’environ 4mm. La durée d’excitation est contrôlée et 
fixée à 224ms.  
Méthodes COS 
AH 
SIN 
Imp1 
SIN 
Ind1 
SIN 
Imp2 
ax 
Valeur 
Estimée 
[m2.s-1] 
2.21e-06 4.60e-06 3.89e-06 4.02e-06 
Ecart-Type TH 1.44e-05 7.81e-05 6.56e-05 4.70e-05 
az 
Valeur 
Estimée 
[m2.s-1] 
4.22e-07 4.17e-07 4.19e-07 4.18e-07 
Ecart-Type TH 1.10e-06 1.48e-06 1.48e-06 1.51e-06 
Tableau 19.2 : Estimation des diffusivités 
{ax, az} pour un échantillon monolithique en 
carbone 
 
Figure 19.2 : Harmoniques expérimentaux et 
estimés de la méthode « Sin-Imp2 » 
Les résultats des estimations des diffusivités sont donnés dans le Tableau 19.2.  
De même que lors des simulations numériques, les différentes méthodes donnent des 
valeurs très proches pour la diffusivité transverse az. On peut donc raisonnablement 
estimer que az = 4,18e-7 m2.s-1. Concernant la diffusivité longitudinale ax, on remarque, 
ici, que les méthodes « Cos AH » et « Sin-Imp1 » donnent des résultats sensiblement 
différents entre elles, et de ceux obtenus par les méthodes « Sin-Ind1 » et « Sin-Imp2 ». 
Si l’on se fie aux constats faits lors des simulations numériques, il semble légitime 
d’accorder plus de confiance aux résultats obtenus par ces deux dernières méthodes, et 
ainsi, estimer que ax est peu différent de 4e-06 m2.s-1. A titre d’illustration, les graphes 
de la valeur absolue des harmoniques expérimentaux et estimés de la méthode « Sin-
Imp2 » sont représentés sur la Figure 19.2. Notons que les harmoniques impairs sont 
nuls car l’excitation est centrée et les fonctions propres sont des fonctions sinus. Le 
« rebond » de l’harmonique ( ) ( )* * *3 1 3 2 3, , ,SP z i SP iT T L t T tα α= +    est dû au fait que l’on 
trace la valeur absolue des harmoniques. 
( )* *Imp2 , ,n n zT T L tα≡ 
{ }
*
2, 4,6iT ∈

*
3T
*
1T
*
5T
*
7T
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Remarque : L’échantillon en carbone étudié dans cette section 19.4, a également fait 
l’objet d’une caractérisation en face avant dans [198].  
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20. Conclusion Générale et Perspectives de la 
Partie Caractérisation 
20.1. Conclusion 
De nouvelles méthodes « Sin Ind1 », « Sin Imp1 »„ « Sin Imp2 », et « Cos AH » 
basées sur une estimation utilisant simultanément l’ensemble des harmoniques ont étés 
présentées. Les méthodes « Sin Ind1 » et « Sin Imp1 » consistent à « corriger » le 
champ de températures expérimental par deux solutions particulières (principe de 
superposition), afin de transformer le problème initial en un problème ayant des 
conditions aux limites de type Dirichlet homogènes (températures nulles) pour lequel 
des transformations intégrales simples existent. Par ailleurs, une notion de durée 
d’exploitabilité des harmoniques a également été développée. 
Il a été montré que la méthode classique « Cos H/H », consistant en une estimation 
harmonique par harmonique, présente aux temps longs une corrélation entre les 
paramètres za  et Bi . En réalisant l’estimation simultanée de l’ensemble des paramètres 
en utilisant simultanément l’ensemble des harmoniques, la méthode « Cos AH » a 
permis de s’affranchir de cette corrélation. 
Les « méthodes Sinus » permettent de prendre en compte des conditions aux limites 
plus générales que celles prises en compte par les « méthodes Cosinus » (conditions aux 
limites de type Neumann Homogène (flux nuls)). Cependant, parmi les « méthodes 
Sinus1203 », la méthode « Sin-Imp1 » présente l’inconvénient d’avoir des réponses 
impulsionnelles  qui prennent pour valeur un Dirac en x=0 et x=Lx (bords du domaine 
d’étude) qu’il n’est pas possible de réaliser numériquement, et de provoquer des erreurs 
de troncature non négligeables dues à leur faible support. La méthode « Sin-Ind1 » 
comble ces inconvénients (Diracs et faible support), car les réponses indicielles ne 
présentent pas de Dirac et leur support est plus large, mais en revanche, cette méthode 
nécessite de dériver le signal expérimental, généralement bruité, ce qui aura pour 
conséquence d’amplifier l’effet du bruit de mesure si celui-ci n’est pas d’amplitude 
relativement faible. Afin de diminuer l’effet d’amplification du bruit, le champ de 
températures a été moyenné suivant une direction du plan.  
Dans le but de tester la validité des méthodes dans différentes configurations, des 
simulations ont étés réalisées avec une excitation centrée (en Lx/2) ou excentrée (en 
Lx/4), localisée (d’extension Lx/10) ou étendue (Lx/2), et pour différentes conditions 
aux limites : de type Dirichlet homogène, Neumann homogène, et résistance de contact. 
                                      
203 Le terme « méthodes Sinus1 » désigne les méthodes : « Sin-Imp1 » et « Sin-Ind1 ». 
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Ces simulations numériques ont permis de montrer que les méthodes développées 
(« méthodes Sinus » et « Cos AH ») mènent toujours à de meilleurs résultats que ceux 
obtenus par la méthode classique « Cos H/H », en permettant, contrairement à cette 
dernière, d’estimer simultanément la diffusivité transverse az et longitudinale ax de 
l’échantillon. Il a également été observé que les « méthodes Sinus » donnent, à 
quelques rares exceptions près, des résultats proches et sont globalement les plus 
précises comparé aux « méthodes Cosinus ». En effet, se sont les seules qui permettent 
de prendre en compte (ou s’affranchir de) la diffusion dans le porte échantillon par 
introduction des températures mesurées par la caméra infrarouge sur les bords de 
l’échantillon comme conditions aux limites.  
Enfin, afin de remédier aux difficultés numériques rencontrées avec les « méthodes 
Sinus1 », une nouvelle méthode nommée « Sin-Imp2 » a été développée. Cette dernière 
diffère des précédentes de par le modèle d’estimation et par le fait que l’estimation est 
réalisée sur le champ de températures expérimental non corrigé. Cette méthode a été 
comparée aux « méthodes Sinus1 » et « Cos AH » à l’aide de simulations numériques 
bruitées et non bruitées de type Monte-Carlo, et sur zone réduite. Ces simulations ont 
ainsi permis de montrer la pertinence de la méthode « Sin-Imp2 » qui s’est avérée être 
la plus précise. 
Pour conclure, notons que les différentes méthodes ont également été appliquées sur des 
mesures expérimentales réalisées sur zone réduite et non réduite, et à température 
ambiante, afin de s’affranchir des difficultés expérimentales imputables à la réalisation 
de mesures à hautes températures. Dans le cas des mesures sur zone non réduite, une 
bonne adéquations entre les résultats des méthodes « Sin-Imp1 » et « Sin-Ind1 » a été 
constatée pour l’estimation des deux diffusivités (longitudinale xa  et transverse za ). En 
revanche, dans le cas des mesures sur zone réduite, les résultats entre les différentes 
méthodes ne sont proches que pour l’estimation de la diffusivité transverse za , et 
diffèrent sensiblement d’une méthode à l’autre pour l’estimation de la diffusivité 
longitudinale xa . Cependant, dans ce dernier cas, notons que les méthodes « Sin-Ind1 » 
et « Sin-Imp2 » donnent néanmoins des résultats relativement proches.  
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20.2. Perspectives 
Les voies d’amélioration des méthodes d’estimation proposées peuvent être numériques 
et analytiques. 
Les possibilités d’amélioration des méthodes numériques peuvent être les suivantes :  
- Améliorer l’algorithme d’inversion numérique de Laplace afin de permettre le 
calcul de la valeur des fonctions de correction à t=0, ce qui est une limitation de 
l’algorithme actuellement utilisé (de-Hoog). Il existe de nombreux algorithmes 
d’inversion, dont certains permettent l’inversion en t=0 et/ou l’emploi de calcul 
symboliques. Il reste à comparer leur précision à celle de l’algorithme de de-Hoog. 
- Améliorer la précision de la convolution numérique. Il existe en effet plusieurs 
méthodes pour effectuer une convolution numérique, telles que : Convolution 
régulière (« zero-padding »), Convolution circulaire (périodisation du signal), 
Convolution basée sur la transformée de Fourier discrète, Convolution basée sur 
la transformée en Z,… 
- Améliorer l’algorithme de minimisation, afin de diminuer les erreurs numériques 
lors de l’estimation de paramètres, en effectuant, par exemple, des calculs 
analytiques des Jacobiennes intervenant dans l’algorithme de minimisation par 
moindres carrés, mais cela probablement au prix de long temps de calculs. 
Un autre axe d’amélioration concerne celui du modèle analytique d’estimation. En 
particulier, trois études sont en cours : 
- Etendre/développer les « méthodes Sinus », afin de permettre la prise en compte 
d’une variation spatiale (suivant l’épaisseur) des conditions aux limites. 
- Développer un nouveau modèle, mais à convergence uniforme (et non 
ponctuelle), afin de s’affranchir de certains problèmes numériques persistants. 
- Développer un modèle avec identification d’un terme source et adjonction 
d’informations issues de la caméra, afin de permettre la prise en compte d’un 
écart de gradients non nuls lors du moyennage suivant une direction du plan. Ce 
dernier a déjà été appliqué sur des mesures expérimentales, et les résultats sont 
encourageants. Cependant, les études numériques et de corrélation restent à 
réaliser.  
Les avancées les plus prometteuses ont bien entendu pour vocation d’être fusionnées à 
terme.   
Enfin, un rapprochement entre les méthodes de mesure de températures par méthodes 
multi-spectrales et les méthodes de caractérisation de matériaux est envisagé, 
notamment pour les caractérisations à hautes températures. 
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A.1. Expression analogue à la loi de Wien pour la 
détermination des longueurs d’ondes optimales 
en Mono-Spectrale dans la cadre de la loi de 
Planck : Démonstration heuristique 
L’approximation de Wien étant particulièrement précise sur la partie croissante de 
Planck, partie dans laquelle sont situées les longueurs d’ondes optimales précédemment 
trouvées, il est légitime de vouloir étendre la relation (4.4.10), au changement de 
constante près, à une émittance définie par la loi de Planck. 
On cherche donc une relation sous la forme204 : 
 
R
Planck MSP
opt
C
T
m =   (21.1.1) 
Pour cela, on va suivre une démarche analogue à celle utilisée dans la section 4.4.1. 
Cependant, notons que nous ne pouvons réutiliser la relation (4.4.2), car celle-ci a été 
obtenue à l’aide de l’approximation de Wien. 
La démarche consiste donc comme précédemment à différentier l’émittance (définie 
cette fois-ci par la loi de Planck) par rapport à la température, puis à minimiser 
l’erreur relative sur la température, en considérant les termes différentiels comme des 
erreurs et en supposant que l’erreur sur la flux est constante. 
Ainsi, la loi de Planck étant définie par :  
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=
   .   
  (21.1.2) 
En supposant que l’on a : 
 MdM dT
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∂
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∂
  (21.1.3) 
On en déduit : 
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     
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  (21.1.4) 
Qui peut s’écrire sous la forme : 
                                      
204 Dans la constante RMSPC , MSP signifie « Mono-Spectrale, avec loi d’émission de Planck ». 
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 2
2
1 exp
CdT T dM
T T C M
m
m
  .  = .     
  (21.1.5) 
En assimilant les termes différentiels à des erreurs et en supposant : 
 Me cste k= = ∈    (21.1.6) 
L’expression de l’erreur relative sur la température, est définie par : 
 

2
2
constant
à T fixée
1 expT
e CkT
T C T M
m
m
  .  = .     
  (21.1.7) 
Notons que pour 2T Cm >> , la relation (4.4.14) « dégénère » en la relation (4.4.4). 
Contrairement au cas précédent (section 4.4.2.1), une démonstration analytique de 
l’existence de la loi (4.4.13) à partir de l’équation (4.4.14) est délicate. C’est pourquoi 
nous utiliserons une méthode numérique basée sur la minimisation par moindres carrés.  
Ainsi, on cherchera numériquement l’ensemble des minimums de (4.4.14) (avec loi de 
Planck) pour chacune des températures 300 ;1300T K K ∈    , avec 0, 4 ;12µm µmm
 ∈    , 
afin d’obtenir un ensemble de longueurs d’ondes optimales ( )Planckopt Tm .  
Comme l’illustre la Figure 4.7 représentant les variations de 21 exp /C M
T m
m
m
  .  .     
, 
identiques à celles de l’erreur relative sur la température pour T fixé, pour chaque 
température 300 ;1300T K K ∈    , il existe une unique solution sur l’intervalle de 
longueurs d’ondes 0, 4 ;12µm µm    . 
 
Figure 20.1 : Variations de ( )21 exp T
e
C T M
Tm
m m . . ∝   , pour 300 ;1300T K K
 ∈     et 
0, 4 ;12µm µmm  ∈    . Pour des raisons de clarté, seule 1 courbe sur 30 est représentée.  
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A partir de l’ensemble des longueurs d’ondes optimales obtenues numériquement et 
représentées sur la Figure 4.7, on peut déterminer la constante RMSPC  en effectuant, par 
exemple, une estimation par moindres carrées (cf. Annexe A.8 p.363, et [26]).  
Ainsi, la constante RMSPC  sera estimée en minimisant l’écart quadratique défini par : 
 ( ) ( )
2R
R Planck MSP
MSP opt i
i i
C
J C T
T
m
  = .   
∑   (21.1.8) 
Elle est donc définie par : 
 ( )
2
ˆ arg min
R
MSP
R
R Planck MSP
MSP opt i
C i i
C
C T
T
m
  = .   
∑   (21.1.9) 
On appellera résidus, les écarts entre le modèle et les données, défini par:  
 ( ) ( )
ˆR
Planck MSP
opt
C
R T T
T
m= .   (21.1.10) 
Les longueurs d’ondes optimales obtenues numériquement et calculées à partir de la 
relation (4.4.13) après estimation de la constante205 2410,29RMSPC ≈ , sont représentées 
sur la Figure 4.8 :  
 
Figure 20.2 : Longueurs d’ondes optimales obtenues numériquement et par la loi 
/Planck Ropt MSPC Tm = , pour 300 ;1300T k K ∈     et 0, 4 ;12µm µmm
 ∈    . Les résidus ont été 
multipliés par 100. 
Notons que sur la Figure 4.8, le résidu maximum est de l’ordre de 45.10 mµ. , et que la 
courbe des résidus a été multipliée par 100 afin que les fluctuations puissent être 
visibles. 
                                      
205 En toute rigueur, la constante RMSPC  devrait continuer à être notée ˆ
R
MSPC , car elle est estimée (c’est 
un estimateur « fourni » par la méthode des  moindres carrés), mais afin d’alléger l’écriture, nous 
l’omettrons dans la suite de ce manuscrit. 
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On observe donc une parfaite adéquation entre les longueurs d’ondes optimales 
obtenues numériquement par minimisation de l’erreur relative sur la température 
(équation (4.4.14)), et la loi proposée, définie par :  
 2410,29 .Planck Ropt MSPT C m Km µ= ≈   (21.1.11) 
Remarquons également que les longueurs d’ondes optimales obtenues sont 
indépendantes de la valeur (supposée constante) de l’émissivité. 
Ainsi, dans le cadre de la loi d’émission de Planck, bien qu’une démonstration 
analytique soit délicate, il semble que l’on puisse définir une loi analogue à celle de 
Wien, permettant d’obtenir les longueurs d’ondes optimales au sens de la minimisation 
de l’erreur relative sur la température. 
La Figure 4.9 illustre sur les courbes de Planck, les solutions trouvées pour les 
longueurs d’ondes optimales au sens de la minimisation de l’erreur relative sur la 
température. 
 
Figure 20.3 : Représentation graphique sur courbes de Planck des longueurs d’ondes 
optimales au sens de la minimisation de l’erreur relative sur la température en mono-spectrale. 
On note que les valeurs trouvées pour les longueurs d’ondes optimales sont légèrement 
inférieures (décalées à gauche) à celles correspondant au maximum d’émission de la 
courbe Planck, données par la loi de déplacement de Wien. 
Ainsi, ce n’est pas un flux maximum qui permet une mesure optimale de la 
température (comme aurait pu le laisser penser la relation206 (4.2.5)), mais une 
variation maximale du flux pour une variation donnée de la température. 
La justification de cette observation peut être obtenue à l’aide de la maximisation de la 
sensibilité du flux à la température. Cette notion étant elle-même liée à la notion de 
minimisation d’écart-type sur la température au sens des moindres carrés.  
                                      
206 Rappelons que la relation (4.2.5) a été obtenue en supposant nulle l’erreur sur le flux, ce qui bien 
entendu ne correspond pas à la réalité expérimentale… 
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A.2. Longueur d’onde optimale au sens de la 
maximisation de la sensibilité du flux à la 
température 
Afin de pouvoir obtenir une expression analytique, nous allons de nouveau, dans cette 
section, faire usage de l’approximation de Wien. 
L’objectif est de montrer qu’il existe un lien étroit entre la minimisation de l’erreur 
relative sur la température, et la maximisation de la sensibilité du flux à la 
température.  
Pour cela, nous allons démontrer que les longueurs d’ondes solution de la maximisation 
de la sensibilité du flux à la température sont obtenues à l’aide de la relation (4.4.10), 
définie précédemment à partir de la minimisation de l’erreur relative sur la 
température.  
En assimilant le flux à l’émittance pour des raisons de simplifications207, et en 
définissant la sensibilité du flux à la température par la relation : 
 ( ) ( ), ,T
T M T
T T
ϕ m m
d
∂ ∂
= ≡
∂ ∂
  (22.1.1) 
Une interprétation graphique de la sensibilité du flux à la température, et à la longueur 
d’onde est donnée par la Figure 20.4. 
 
Figure 20.4 : Interprétation graphique de la sensibilité du flux à la température, et à la 
longueur d’onde. 
 
                                      
207 Le flux pouvant généralement s’exprimer comme étant proportionnel à l’émittance, le résultat de la 
démonstration de cette section restera inchangée que l’on considère le flux ou l’émittance. 
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On observe graphiquement que les longueurs d’ondes optimales obtenues précédemment 
correspondent aux longueurs d’ondes pour lesquelles la variation du flux est la plus 
importante pour une variation donnée de la température. 
Ces longueurs d’ondes optimales, au sens de la minimisation de l’erreur relative sur la 
température, maximise donc la sensibilité du flux à la température. 
Ainsi, en supposant l’émissivité comme constante, et en utilisant la loi de Wien, on a :  
 ( ) 5 21, exp
C
T C
T
ϕ m ε m
m
.
 .  =    
  (22.1.2) 
 
( ) 61 2 2
2
,
exp
T C C C
T TT
ϕ m ε m
m
.  ∂ .  ⇒ =   ∂  
  (22.1.3) 
Maximiser (22.1.3) en fonction de m , revient à résoudre : 
 
( )2 ,
0
T
T
ϕ m
m
∂
=
∂ ∂
  (22.1.4) 
Or, on a : 
 
( )
( )
2
7 61 2 2 2 2
2 2
2
6 11 2 2 2
2 2
,
6 exp exp
,
exp 6
T C C C C C
T T TT T
T C C C C
T TT T
ϕ m ε
m m
m m mm
ϕ m ε
m m
m m m
. .
. .
    ∂ . .    = . +     ∂ ∂     
  ∂ .    ⇔ = . +    ∂ ∂   
  (22.1.5) 
Ainsi, résoudre (22.1.4) est équivalent à résoudre : 
 1 2
2
6 0
C
T
m
m
.. + =   (22.1.6) 
Ayant pour unique solution : 
 2 2400 .
6
Wien R
opt MSW
C
T C m Km µ= ≡ ≈   (22.1.7) 
La relation (22.1.7) étant identique à (4.4.10), on en conclut qu’il est équivalent de 
minimiser l’erreur relative sur la température, ou de maximiser la sensibilité du flux à 
la température, pour une émissivité constante. 
Il est également possible de relier ces notions à la minimisation de l’écart-type sur la 
température au sens des moindres carrés, ainsi qu’au rapport signal sur bruit. 
La présentation de l’interconnexion de ces notions fait l’objet de la section suivante. 
Notons que ces liens seront mis à profit dans les méthodes multi-spectrales afin de 
déterminer les longueurs d’ondes optimales. 
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A.3. Lien entre écart-type sur la température au 
sens des moindres carrés, sensibilité du flux à 
la température, et rapport signal sur bruit 
Dans cette section, pour des raisons de cohérences avec les notions présentées 
précédemment, nous anticipons sur la section traitant de l’estimation de la température 
par méthodes multi-spectrales à l’aide d’une minimisation par moindres carrés. 
A.3.1. Lien entre écart-type sur la température au sens 
des moindres carrés, et sensibilité du flux à la 
température 
A partir de l’approximation de Wien, et en supposant l’émissivité constante, l’objectif 
est d’estimer la température par une méthode de moindres carrés en minimisant la 
fonctionnelle : 
 ( ) ( )( ) ( )( )
1 2 2exp exp
1 1 1
1
, ,i i i
i
J T T Tϕ ϕ m ϕ ϕ m
=
= . = .∑   (23.1.1) 
Où, i  désigne l’indice de la longueur d’onde à laquelle est effectuée la mesure, expiϕ  
désigne la mesure expérimentale du flux à la longueur d’onde correspondante, et ( )i Tϕ  
correspond à la valeur numérique du flux obtenu pour la même longueur d’onde à l’aide 
du modèle théorique du flux, assimilé à la loi de Wien (23.1.2).  
 ( ) 5 21, exp
C
T C
T
ϕ m ε m
m
.
 .  =    
  (23.1.2) 
La minimisation de la fonction coût ( )J T , définie par (23.1.1), fait intervenir (cf. 
section 6.4.2) la matrice X  de sensibilité (également appelée Jacobienne) du flux aux 
différents paramètres à estimer, et l’écart-type Tσ  sur la température est donnée ici208 
(en mono-spectrale) en fonction de l’écart-type ϕσ  sur le flux, par209 : 
 ( ) 1T ϕσ σ
.
= σX X   (23.1.3) 
                                      
208 Dans le cas de la mesure mono-spectrale (une seule mesure et un seul paramètre à estimer : T), la 
matrice de covariance se réduit à la variance sur la température estimée. 
209 L’obtention de la relation (23.1.3) nécessite également certaines propriétés particulières du bruit sur le 
flux : bruit Normal, indépendant (non corrélés), et d’écart-type ϕσ  constant.  
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N’ayant qu’une seule mesure (mesure mono-spectrale, 1i = ), et l’émissivité étant 
supposée ici constante (mais de valeur quelconque), le seul paramètre que l’on peut 
estimer est la température T. 
Par conséquent,  
 ( )
2
1
2
1t tX X X X X
T T
T
ϕ ϕ
ϕ
. ∂ ∂ ≡ ⇒ = ⇒ = ∂ ∂   ∂    ∂ 
  (23.1.4) 
D’où, l’écart-type sur la température : 
 T
T
ϕσσ
ϕ
=
∂
∂
  (23.1.5) 
Or,  
 
6
1 2 2 2
2 2
exp
C C C C
T TT T
ε mϕ
ϕ
m m
.  .∂  = =  ∂  
  (23.1.6) 
Ainsi, pour un écart-type constant sur le flux, minimiser l’écart-type sur la température 
(23.1.5), revient à maximiser la sensibilité du flux à la température 
T
ϕ∂
∂
, ce qui mène à 
la démarche présentée en section A.2. 
On trouve donc que l’écart-type sur la température sera minimisé si, et seulement si :   
 2 2400 .
6
Mono R
opt MSW
C
T C m Km µ= ≡ ≈   (23.1.7) 
Il est donc équivalent de minimiser l’écart-type sur la température, ou l’erreur relative 
sur la température, ou encore, de maximiser la sensibilité du flux à la température. 
Fort de ce lien entre ces trois notions, il est également possible en un certain sens de 
relier ces notions au rapport signal sur bruit. Ce point fait l’objet de la section 
suivante. 
A.3.2. Lien entre rapport signal sur bruit, sensibilité du 
flux à la température, et erreur relative sur la 
température 
En désignant la température comme étant le signal, et en assimilant210 l’écart-type sur 
la température au bruit sur la température, on peut définir le rapport signal sur bruit 
par : 
                                      
210 Il existe normalement une différence fondamentale entre ces deux notions. L’écart-type est une 
grandeur statistique (mais également utilisée en probabilité en tant que racine carré du moment central 
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 T
T
TRSB
σ
=   (23.2.1) 
 Or, compte tenu des relations (23.1.5) et (23.1.6), on a : 
 

2
T
RSB
C
RSB
T
ϕ
ϕ
ϕ
m σ
=   (23.2.2) 
On note ainsi que le rapport signal sur bruit de la température est fonction du rapport 
signal sur bruit du flux, et qu’à T  et m  fixés, ils sont proportionnels. 
En effet, (23.2.2) s’écrit également : 
 2T
C
RSB RSB
T ϕm
=   (23.2.3) 
Il est également possible d’exprimer le rapport signal sur bruit en fonction de la 
sensibilité réduite en température du flux à la température : 
 

1
T
T
TRSB T Tϕ ϕ
d
dϕ
σ σ
+
+∂
= =
∂
  (23.2.4) 
Bien entendu, les expressions (23.2.2) et (23.2.4) sont équivalentes, et elles peuvent être 
reliées à l’erreur relative sur la température. 
En effet, à partir de la relation (4.4.2), on a : 
 2
T
CT
e T eϕ
ϕ
m
=   (23.2.5) 
Ce qui s’écrit compte tenu de (23.2.2) : 
 T
T
T RSB
e e
ϕ
ϕ
σ
=   (23.2.6) 
Ainsi, si l’on identifie l’erreur sur le flux à son écart-type, on a : 
 T
T
T RSB
e
≡   (23.2.7) 
Et (23.2.1) associée à  (23.2.7) donnent l’ « équivalence triple » : 
                                                                                                                    
d’ordre 2 de la fonction de distribution) reliée à la notion de dispersion et d’intervalle de confiance à 
68,3% (pour une loi normale), alors que l’erreur (stochastique/statistique, ou systématique) est une 
grandeur physique reliée à l’écart entre les données expérimentales et celles du modèle. Cependant, il est 
coutumier en physique « expérimentale », pour des raisons de commodités, de confondre par moment ces 
deux grandeurs, tout en gardant à l’esprit que cela suppose une distribution gaussienne, avoir assimilé la 
valeur « vraie » de la grandeur physique à la moyenne de la distribution, et l’erreur à l’écart-type de la 
distribution. 
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 T
T T
T TRSB
e σ
≡ ≡   (23.2.8) 
Qui s’écrit également : 
 1T T
T
e
T RSB T
σ
≡ ≡   (23.2.9) 
Finalement, en associant (23.2.4) à (23.2.9), on aboutit  à :  
 1T T
T T
ee
T RSB T
ϕ σ
d+
≡ ≡ ≡   (23.2.10) 
La relation (23.2.10) exprime de façon synthétique le fait que minimiser l’erreur relative 
sur la température est équivalente à maximiser le rapport signal sur bruit, ce qui est 
également équivalent à minimiser l’écart-type211 sur la température, ou encore à 
maximiser la sensibilité du flux à la température, l’erreur sur le flux étant supposée 
constante. On retrouve donc dans cette relation toutes les notions abordées 
précédemment, et reliées à la notion de rapport signal sur bruit.  
En particulier, pour une température donnée et un écart-type (ou erreur, en confondant 
les deux grandeurs) constant sur le flux, on note à partir de (23.2.2) que maximiser 
TRSB  est équivalent à minimiser /m ϕ , comme présenté en section 4.4.1. 
En effet : 
 
2 2
2
T
C C
T e TC
RSB
T
ϕ ϕ
ϕ
σϕ
m σ m m
ϕ ϕ
= = ≡   (23.2.11) 
 
• Remarque concernant la définition du Rapport Signal sur Bruit 
En physique, la définition du rapport signal sur bruit peut varier en fonction du champ 
disciplinaire considéré. Par exemple, en traitement du signal, le rapport signal sur bruit 
est définit comme étant le rapport de la puissance (ou énergie) contenue dans le signal 
utile par celle contenue dans le bruit. En revanche, en physique « expérimentale », il 
est coutumier d’assimiler le bruit à l’écart-type du signal mesuré, ou à l’erreur 
maximale (écart maximum entre le modèle, s’il y en existe un, et le signal bruité). Ce 
choix est généralement guidé par des raisons de simplifications, mais également à des 
fins de cohérence avec l’assimilation des différentielles aux termes d’erreurs (en valeurs 
absolues), lors des calculs d’incertitudes. Notons cependant, que toutes ces définitions 
                                      
211 Rappelons que la seule variable explicite dans ces relations est la longueur d’onde. La température 
« jouant » le rôle de paramètre. Ainsi, minimiser l’écart-type relatif sur la température, est ici, 
équivalent à minimiser l’écart-type absolu. 
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trouvent une justification mathématique qui est donnée par la théorie de la mesure212. 
En effet, la définition du rapport signal sur bruit basée sur la puissance (ou énergie) du 
signal, fait appelle à la mesure au sens de la 2-norme (norme euclidienne) associée à 
l’espace213 2 , celle basée sur l’erreur (écart) maximale fait référence à la norme infinie 
associée à l’espace ∞ , alors que celle basée sur la notion d’écart-type (ou de variance) 
est issue de la notion de mesure au sens des probabilités. Il existe en réalité de 
nombreuses manières de mesurer (des ensembles) en mathématiques, dont la plus 
ancienne et connue est probablement la notion de moyenne arithmétique.   
 
• Synthèse partielle : 
Dans le cas d’une mesure mono-spectrale, sous hypothèse d’erreur nulle sur la longueur 
d’onde, d’erreur relative sur l’émissivité négligeable devant celle sur le flux, et pour une 
erreur constante sur le flux ; on a montré que les notions de minimisation d’erreur 
relative ou d’écart-type sur la température, de maximisation de la sensibilité du flux à 
la température ou du rapport signal sur bruit en température (en assimilant erreurs et 
écart-types), sont liées entre elles et conduisent toutes à une notion de longueurs 
d’ondes optimales, définie par : 
 
2
22400 . ,6
2410, 3 .
Wien R
opt MSW
Planck R
opt MSP
C
T C m K T C
T C m K
m µ m
m µ
 = ≡ ≈ ∀ << = ≈
  (23.2.12) 
Les critères permettant de définir les longueurs d’ondes optimales en mono-spectral 
ayant été établis, ce sont ceux de la méthode bi-spectrale qui vont désormais faire 
l’objet de la section suivante. 
 
                                      
212 S’appuyant elle-même sur la théorie des ensembles, et en particulier, des ensembles mesurables. 
213 Les espaces p  munis de la p-norme, 1p ≥ , son défini comme l'ensemble des suites infinies de 
nombres réels ou complexes dont la p-norme est finie.  
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A.4. Conséquences du critère min∆m  sur le nombre 
maximum de longueurs d’ondes, et linéarisation 
du critère à courtes longueurs d’ondes 
A.4.1. Position du problème 
La mesure par méthode multi-spectrale (basée sur la méthode bi-spectrale, ici) impose 
de respecter de nombreux critères (contraintes) pour que celle-ci soit précise. Parmi ces 
critères, il y a en a un qui impose que la mesure soit faite à partir d’un écart minimum 
entre les différentes longueurs d’ondes des filtres monochromatiques. Afin d’avoir la 
mesure la plus juste possible, les filtres ne doivent pas avoir des longueurs d’ondes 
centrales trop proches.  
De plus, la mesure étant d’autant plus précise lorsqu’elle est faite à courtes longueurs 
d’ondes, l’objectif ici sera multiple. D’une part, ayant choisi la longueur d’onde 
minimale, nous chercherons à calculer les prochaines longueurs d’ondes auxquelles on 
peut effectuer la mesure sachant que celles-ci devront respecter le critère d’écart 
minimum (ou critère de séparation). D’autre part, nous chercherons à déterminer la 
longueur d’onde maximale maxm  à laquelle nous pouvons effectuer nos mesures tout en 
respectant ce critère.  
 
Figure 20.5 : Décalage itératif des longueurs d'onde 
Une contrainte supplémentaire nous sera fixée, car expérimentalement nous sommes 
limités dans notre choix par la disponibilité (ou existence) des filtres aux différentes 
longueurs d’ondes. L’objectif principal sera donc d’obtenir les écarts minimum à 
respecter entre les différents filtres, pour un ensemble de filtres donné. 
Le problème est donc le suivant : ayant choisi une longueur d’onde initiale minimale im
, nous pouvons déterminer à partir du critère de séparation des longueurs d’ondes, la 
longueur d’onde suivante 
1
2
1
2
i
j i i
T
C
m
m m m m= + ∆ = + . Mais nous voyons (cf. Figure 
20.5) qu’en calculant ce critère à partir de cette nouvelle longueur d’onde 
1j
m , nous 
avons un recouvrement. En effet, 1
1 1 11
2
2
2
j
j i j j i
T
C
m
m m m m m m m∆ = ∆ = > ∆ ∆ ⇒ .∆ <=  . 
iλ 1jλ 2jλ 3jλ1λ∆
2λ∆
3λ∆
( )
2 3 2j
λ λ λ+ ∆ − ∆

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Il nous faut donc prendre pour nouvelle longueur d’onde 
2 2j i
m m m= + ∆ . Mais une fois 
de plus, lorsqu’on calcule le critère pour 
2j
m , il y a recouvrement car 
2 3 2j
m m m∆ = ∆ > ∆
.  De nouveau, nous allons choisir pour nouvelle longueur d’onde 3im m+ ∆ , ce qui 
revient à décaler 
2j
m  de l’amplitude du recouvrement, à savoir :  3 2R m m= ∆ .∆ . Et 
ainsi de suite jusqu’à ce que le recouvrement soit nul. 
Afin de résoudre ce problème, deux approches sont possibles, l’une est numérique, 
l’autre analytique (si le problème est analytiquement soluble). Cependant, notons que 
la résolution numérique ne converge pas nécessairement. Ce point sera également 
abordé. 
A.4.2. Algorithme de résolution numérique du problème 
Notre problème peut être modélisé par le schéma suivant : 
 
Figure 20.6 : Illustration des recouvrements successifs 
Nous avons vu dans le paragraphe précédent, qu’ayant choisi la longueur d’onde de 
notre 1er filtre, celle du deuxième sera déterminée par essais successifs jusqu’à ce que le 
recouvrement dû à l’application du critère de séparation des filtres soit nul. 
Nous avons successivement : 
- 1er calcul du 2nd filtre : ( ) 1
1
2 1m m m= + ∆   
- 1er recouvrement : ( ) ( )( )1 11 1 2 2R m m m= . .∆  
- 2ième calcul du 2nd filtre : ( )2 1
(1(
2 2m m m= + ∆   
- 2ième recouvrement : ( ) ( )( )1 22 222R m m m= . .∆  
-   
- kième calcul du 2nd filtre : ( ) 1
( (
2 2
k km m m= + ∆   
- kième recouvrement : ( ) ( )( )1 2 2k kkR m m m= . .∆  
Il y a convergence lorsque, pour *n ∈  , 0nR = . 
Afin de résoudre ce problème non linéaire nous pouvons utiliser l’algorithme ci-dessous 
dans un logiciel de calcul numérique tel que Matlab®. 
(1)
2λ
1λ∆
(2)
2λ
(3)
2λ1λ
(1)
2λ∆
(2)
2λ∆
( )(1) (1)1 1 2 2R λ λ λ= − − ∆
( )(2) (2)2 1 2 2R λ λ λ= − − ∆
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- Choisir la valeur de la longueur d’onde 1m  du 1
er filtre. 
- Choisir la valeur de la température nominale T. 
- Choisir la valeur du seuil de convergence ε . 
- Choisir la valeur du nombre maximum N d’itérations (critère d’arrêt si non 
convergence). 
- Initialiser l’algorithme avec : 1jm m= , et 62 14388.10C .≈ .  
- Tant que R ε>  et k N< , faire : 
                       
2
2
j
j
T
C
m
m =∆  
                       1j jm m m= + ∆  
                       ( )1 j jR m m m= . .∆  
- Fin Tant que. 
- Afficher la solution jm  
A.4.2.1. Résolution analytique du problème 
A.4.2.1.1. Détermination de l’équation de récurrence 
Afin de pouvoir espérer résoudre algébriquement ce problème par la méthode du point 
fixe, il est nécessaire d’établir une équation de récurrence, c’est-à-dire la façon dont on 
passe d’un terme au suivant. Pour cela, après un changement de variable, nous allons 
écrire les premiers termes de la suite. 
En posant : 
 1
2
i
i
T
C
m m
α
m
∆
= =  (24.2.1) 
On a successivement :  
2
1
2
i
i
T
C
m
m m α∆ = =  
( ) ( ) ( )1
22 2
2 21 1
2
2 2 2
1 1 1j i i i i
i
T T T
C C C
m m m m
m m α αm α αm
m
 + ∆ ∆   ∆ = = = + = + = +     
 
( ) ( ) ( )2
2222 2222 2
3
2 2 2
1
1 1 1
i ij i
i i
i
TT T
C C C
m αm αm m m m
m αm α α αm
m
 + +   + ∆ ∆    ∆ = = = = + + = +      
 
De la même manière nous avons : 
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( )
2 222 3
4 1 1 1 1i i
i
m
m αm α α α αm
m
   ∆    ∆ = + + + = +        
 
  
 
2 222 1
1
1 1 1 1 nn i i
i
n fois
m
m αm α α αm
m
.
.
   ∆     ∆ = + + + = +         
……

 (24.2.2) 
 
2
2 222
1
1
1 1 1 1 1 nn i i
i
n fois
n fois
m
m αm α α α αm
m+
.
 
 
    ∆      ∆ = + + + + = +           
 
  
……


 (24.2.3) 
D’où finalement :  
 
( )
0
2
1
0
1 , 1;nn n i
i
f n
m
m
m m αm
m+
∆ =  ∆  ∆ = ∆ = + ∀ ∈ + ∞    
 
 (24.2.4) 
Remarquons qu’à ce stade, (24.2.4) n’est qu’une conjecture. Ceci étant, nous pouvons 
la démontrer à l’aide d’un raisonnement par récurrence en utilisant les expressions 
(24.2.2) et (24.2.3). 
A.4.2.1.2. Calcul du point fixe 
Avant d’entrer dans le vif du sujet, rappelons quelques définitions et théorèmes utiles. 
 Définition : Stabilité d’un intervalle par une fonction 
On dit qu’un intervalle I est stable par f lorsque ( )f I I⊂ . 
 Théorème  
Si I est un intervalle stable par f, alors la suite définie par : 
 
( )
0
1 ,n n
u I
u f u n+
 ∈ = ∀ ∈ 
  est définie n∀ ∈  . 
Remarque : Une telle suite est appelée suite récurrente associée à f. 
 Définition : Point fixe 
Soit f une fonction continue sur un intervalle I et à valeur dans  . On dit que γ  est 
un point fixe de f lorsque ( )f γ γ= . 
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La solution à notre problème correspond à la valeur que prend la suite lorsque celle-ci a 
convergé. Or, on dit qu’une suite a convergé, lorsque ( )n nf m m∆ = ∆ , ce qui revient à 
trouver le point fixe de la fonction f. 
Soit,  
 ( )
2
*1 ,i
i
xf x xαm
m
  = + ∀ ∈   
  (24.2.5) 
Remarque : Notons que la courbe représentative de f est la translaté de la courbe 
2
i
y xα
m
=  par le vecteur .i xem.
e , par conséquent, ( ) 0, 0f x x≥ ∀ > . 
 
Déterminer le point fixe de cette fonction, revient à résoudre : 
( )
2
1i
i
xf x x xαm
m
  = ⇔ + =   
 
 ⇔ ( )2 2 1 0i
i
x xα α αm
m
+ . + =  (24.2.6) 
Le discriminant de (24.2.6) vaut : ( )1 4α∆ = .  
Le nombre de points fixes dépendant de la valeur de ∆ , nous avons : 
 
Tableau 20.1 : Nombre de solutions en fonction de la valeur de 2/iT Cα m=   
Les solutions sont donc : 
 1,2 1,2
2
1 2 1 4 1
0, 0 ;
2 4
i
i
T
x
C
mα α
m α
α
m
 . ± .  = ∆ = > ∀ = ∈
  
 (24.2.7) 
 
( )
0 0
2
1 2 1
,
2 4
i i
i
T
x pour
C
m α m
m m α
α
.
= ∆ = = = =  (24.2.8) 
L’équation (24.2.8) montre que lorsqu’on choisira im  tel que 
2
1
4
iT
C
m
= , alors, il n’y aura 
plus qu’une solution possible (respectant le critère de séparation) et cette solution 
vaudra : im m∆ = . 
 
  0                     1/4                         
 
  
    +            - 
Nb de Solutions 
 
2 Sols    1Sol Pas de Sols 
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On en déduit que la dernière longueur d’onde possible (respectant le critère de 
séparation), est : 
 
max 1/4 1/4 1/4j iα α α
m m m m m= = == + ∆ = +   (24.2.9) 
Or, la valeur de 1/4αm =  revient à choisir m  tel que :  
 21/4
2
1
4 4
CT
C Tα
m
m == ⇔ =   (24.2.10) 
Et en vertu de (24.2.8), on en déduit :  
 1/4 1/4α αm m= =∆ =   (24.2.11) 
D’où,  
 2max 1/4 1/4 1/42 2
C
Tα α α
m m m m= = == + ∆ = =  (24.2.12) 
Quelques représentations graphiques des solutions données par la méthode du point fixe 
dans des configurations initiales différentes sont données ci-dessous.  
La Figure 20.7, réalisée avec λ = 2µm et T = 873K => 
2
2 873 1
0,12
14388 4
iT
C
m
α
×
= ≈ ≈ < , montre qu’il y a bien présence de deux points fixes.  
Cela traduit l’existence de deux m∆  possibles ( 1m∆  ou 2m∆  définies par (24.2.7)), tels 
que le calcul des m∆  aux nouvelles longueurs d’ondes définies par 12 im m m+ ∆=  ou 
22 im m m+ ∆=  n’induisent pas de recouvrement avec la longueur d’onde im  initialement 
choisie pour déterminer ces nouvelles longueurs d’ondes. 
Cependant, remarquons que parmi les deux solutions possibles, il y en a une qui est 
très éloignée de la longueur d’onde initiale. Le choix de cette dernière aura une double 
conséquence : Tout d’abord, elle risque de dépasser la longueur d’onde critique 1/4αm =  
et ainsi annihiler toute possibilité de choisir une nouvelle longueur d’onde respectant le 
critère m∆ . Ensuite, il y a un fort risque pour que cette longueur d’onde soit hors de la 
bande passante de l’appareil de mesure (caméra thermique, par exemple).  
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Figure 20.7 : Calcul des points fixes pour λ = 2µm et T = 873K 
Le cas limite défini par T= 873K et 21/4
14388
4,12
4 4 873
C
m
Tα
m m µ== = ≈ ≈×
, impliquant 
la présence d’un unique point fixe (un unique m∆ ) est illustré par la Figure 20.8. 
On en déduit donc que la longueur d’onde maximale respectant le critère m∆  pour T = 
873K, est max 1/42 8,24 mαm m µ== ≈ .   
 
Figure 20.8 : Calcul des points fixes pour λc = 4.12 µm et T = 873K 
Enfin, la Figure 20.9 présente le calcul successif pour λ = 2 µm et T = 873K des 
différentes longueurs d’ondes respectant le critère m∆ , sachant qu’il a été choisi à 
chaque fois la plus courte longueur d’onde (la plus petit 1,2m∆  solution) comme 
nouvelle longueur d’onde initiale.  
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Figure 20.9 : Calcul successif des points fixes à partir de λ = 2 µm et T = 873K 
Afin de s’assurer de la véracité des relations analytiques (24.2.7) et (24.2.8), on pourrait 
vouloir vérifier que la résolution numérique de (24.2.5) donne les même résultats. Se 
pose alors la question de l’algorithme, qui peut être basé sur une méthode avec ou sans 
gradient (également appelée respectivement, méthode d’ordre 1 ou d’ordre 0). Seules les 
méthodes (d’ordre 0) métaheuristiques214 permettront sans modifications particulières 
de trouver les deux solutions. Cependant, leur mise en œuvre et leur temps de calcul 
sont généralement lourds. C’est pourquoi nous allons plutôt utiliser l’algorithme du 
point fixe215 qui a l’avantage d’associer simplicité et rapidité de mise en œuvre. 
Néanmoins, cet algorithme ne converge pas nécessairement à moins de prendre 
certaines précautions que nous allons aborder.  
Notons que l’algorithme du point fixe ne convergera (s’il converge) que vers une seule 
des deux solutions. On s’arrangera donc pour que celui-ci converge vers les solutions à 
plus courtes longueurs d’ondes. Cependant, le cas d’une mise en œuvre pour une 
convergence vers les plus grandes longueurs d’ondes sera également abordé. 
Afin de déterminer la nature des points fixes nous allons nous servir de quelques 
notions mathématiques rappelées ci-dessous. 
 Définition : Application strictement contractante 
Soit f une application définie sur un intervalle I, non nécessairement borné de  . Dire 
que f est une application strictement contractante sur I signifie qu’il existe un réel 
0;1K  ∈    , tel que ( ),x y I∀ ∈ , ( ) ( )f x f y K x y. ≤ . . 
Il est équivalent de dire que f est K-lipchitzienne de rapport K<1. Remarquons qu’une 
telle application est nécessairement continue sur I. 
                                      
214 Tels que les algorithmes : «du recuit simulé », « par essaims particulaires (PSO, en anglais ») 
« génétiques », « des fourmis »…  
215 Dont un algorithme succinct appliqué à notre problème est donné dans l’encadré de la section A.4.2. 
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 Théorème concernant les applications strictement contractantes   
Soit f une fonction dérivable sur un intervalle I, non nécessairement borné. 
Si la dérivée f’ vérifie ( )max ' 1
x I
f x K
∈
= < , alors f est une application strictement 
contractante sur I. 
 Théorème : point fixe attractif 
Si ( )' 1f γ < , alors il existe un intervalle J I⊂  pour lequel la suite (un) définie par  
( )
0
1 ,n n
u J
u f u n+
 ∈ = ∀ ∈ 
  converge vers γ . 
Dans ce cas, le point fixe γ  est appelé point fixe « attractif ». 
 Théorème : point fixe répulsif 
Si ( )' 1f γ < , alors il existe un intervalle J I⊂  et tel que, 0 0,u u Jγ∀ ≠ ∈ , la suite 
récurrente associée à f de premier terme 0u  ne converge pas vers γ . 
Dans ce cas, le point fixe γ  est appelé point fixe « répulsif ». 
L’intérêt de ce qui va suivre est de savoir si numériquement la méthode (numérique) du 
point fixe convergera toujours vers nos solutions (du moins vers celle qui nous 
intéresse) ou si seule la résolution analytique nous assure de trouver les solutions à 
notre problème. Cela a donc pour but de légitimer ou non l’étude analytique.  
La fonction 
2
: 1i
i
xf x m α
m
  +   
  est contractante si et seulement si : 
 2
2 i
C
x
T
m≤ .  (24.2.13) 
De plus, f admet au moins un point fixe si et seulement si 
2
1
0
4
iT
C
m
α< = ≤ .  
• En effet, pour 10
4
α< <  il existe deux points fixes dont les valeurs sont : 

2
2 2
1,2 1,2
En remplaçant
 par 
1 2 1 4
1 4
2 2 2
i
i
T
i C
C C
x
T T
m
α
α α
m m α
α
m
 . ± .  = ∆ = = . ± .   
 
 Or, 10
4
α< < ⇔ 2 1 4 0
2
C
T
α. >  
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D’où : 
2 2 2
1 1 1 42 2 2i i
C C C
x
T T T
m m α m
  = ∆ = . . . < .   
, est un point fixe attractif (car d’après 
(24.2.13), f  est strictement contractante).  
2 2 2
2 2 1 42 2 2i i
C C C
x
T T T
m m α m
  = ∆ = . + . > .   
, est un point fixe répulsif (car d’après 
(24.2.13), f  n’est pas contractante).  
• Le cas 1 / 4α =  est un cas particulier, car il existe un unique point fixe valant 
2
0 0 4i
C
x
T
m m= ∆ = = . 
La condition (24.2.13) s’écrit donc : 2 2 2 20 2 2 4 4i i i
C C C C
x
T T T T
m m m≤ . ⇔ ≤ . ⇔ ≤  
Nous nous trouvons donc dans le cas d’une égalité, ce qui veut dire que f n’est plus 
strictement contractante, mais simplement contractante en ce point. Par conséquent, la 
nature de ce point fixe est indéterminée. Afin de lever cette indétermination (fixer la 
nature du point fixe) et rendre attractif ce point fixe, nous pouvons utiliser la méthode 
suivante qui s’appuiera sur deux théorèmes rappelés ci-dessous. 
 Théorème 1 : Existence d’un point fixe sur un intervalle fermé et 
borné 
Soit  f  une fonction continue sur un intervalle [a ; b] fermé, borné et stable par f, alors 
f admet au moins un point fixe dans [a ; b]. 
Remarques : La stabilité d’un intervalle ne garantit pas l’existence d’un point fixe, 
hormis dans le cas d’un intervalle fermé et borné. 
 Théorème 2 : Condition nécessaire de convergence 
Soit I un intervalle stable par la fonction f et sur lequel celle-ci est continue. Si la suite 
récurrente (un) associée à f converge, c’est nécessairement vers un point fixe. 
 
 Théorème 3 : Sens de variation de la suite associée à une fonction 
Soit I un intervalle stable par f. Si la fonction f est strictement croissante sur I, alors 
la suite récurrente (un) associée à f est monotone. 
Remarque : Dans notre cas, f étant strictement croissante 0x∀ > , alors ( )nu  associée 
à f est monotone. De plus 1 0n nu u+ . ≥ , donc ( )nu  est croissante.  
 Théorème 4 : Point fixe sur un intervalle fermé 
Si f une fonction définie sur un intervalle fermé I, non nécessairement borné, de   et 
vérifiant les conditions suivantes : I est stable par f et f est strictement contractante 
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sur I. Alors f admet un unique point fixe γ  et la suite (un) définie par 0u I∈  et 
( )1n nu f u+ =  converge vers γ . 
En prenant 0; i iI m m = ∆ =    pour intervalle d’étude, sur celui-ci ( )' 1f x ≤ , il est 
donc stable par f  (car ( )( )f I I⊂ ). Par conséquent, on en déduit du théorème 1 qu’il 
existe au moins un point fixe sur I. La suite (un) est croissante sur I et est majorée par 
i im m∆ = , donc elle est convergente, et en vertu du théorème 2 cette convergence se fait 
vers le point fixe. 
Remarques : i ix m m∀ > ∆ = , les intervalles ne sont plus stables par f , par 
conséquent, il n’y aura plus de convergence vers un point fixe, sauf si la valeur initiale 
de la suite est la valeur du point fixe. Notons, que dans notre cas, ayant pu résoudre 
analytiquement le problème du point fixe, nous sommes d’une part, assuré de 
l’existence d’un point fixe, et d’autre part, nous pouvons déterminer sa valeur sans 
avoir recours à la suite récurrente associée au problème.   
A.4.2.2. Conclusion 
Deux points de vue étaient possibles afin de résoudre ce problème de calcul d’écart 
minimum de longueur d’onde, une résolution numérique et une résolution analytique. 
D’une part, nous avons montré que la solution numérique convergerait toujours vers 
une seule des solutions, celle qui nous intéresse (la plus proche de zéro, sous réserve de 
choisir convenablement l’intervalle d’étude) ; et d’autre part, que le problème était 
également algébriquement soluble, ce qui nous a permis d’établir des critères de 
longueurs d’ondes critiques ou d’écarts de longueurs d’ondes critiques et de déterminer 
toutes les solutions du problème. 
Sachant que seuls les points fixes (écarts de longueurs d’ondes)  les plus proches de zéro 
nous intéressent, nous avons également pu déterminer la longueur d’onde maximale à 
laquelle pouvaient être effectuées nos mesures tout en respectant le critère minm∆  de 
séparation des longueurs d’ondes.  
Ainsi, pour une température donnée, on a montré que le nombre de longueurs d’ondes 
utilisables (respectant le critère minm∆ ) pour une mesure multi-spectrale, sera non 
seulement limité par la bande passante des différents dispositifs, mais également par la 
nature du critère, étant lui-même fonction de la nature physique de l’émission de 
Planck.  
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A.4.3. Linéarisation du critère min∆m  à courtes longueurs 
d’ondes 
Rappelons que plus on veut effectuer des mesures à hautes températures, plus on devra 
choisir des filtres ayant des faibles longueurs d’ondes, d’une part pour profiter 
pleinement du gain de sensibilité, et d’autre part afin de s’assurer d’avoir un bon 
rapport signal sur bruit. 
L’objectif de cette sous-section est de montrer qu’à courtes longueurs d’ondes, le critère 
m∆  se linéarise, et il est alors possible de choisir des filtres espacés en progression 
géométrique. 
La démarche consiste à partir de la relation de récurrence (24.2.4) permettant d’obtenir 
les points fixes : 
 
( )
2
0
2
1
0
1 , 1;
i i
i
n
n n i
i
T
C
f n
m m
α
m
m
m
m m αm
m+
 ∆ = =∆ =  ∆  ∆ = ∆ = + ∀ ∈ + ∞    
 
  (24.3.1) 
Si l’on est suffisamment courtes longueurs d’ondes pour que / 1n im m∆  , alors la 
relation de récurrence (24.3.1) se linéarise sous la forme : 
 
1 1 2 2
i
n
n i n i
i m
m
m αm α m αm
m+
=∆
 ∆  ∆ = + = ∆ +   
  (24.3.2) 
La relation (24.3.2) étant de la forme 1n na bm m+∆ = ∆ + , on en déduit que la suite 
( ) *n nm ∈∆   est une suite arithmético-géométrique (également appelée, suite affine) 
pouvant s’exprimer explicitement en fonction de n. 
Remarque : En première approximation, on supposera que : 
2/ 1 / 1/i i ii nT Cm mm m m∆ = ⇒ ∆   ⇒  la suite (24.3.1) dégénère en suite 
arithmético-géométrique. 
Afin de résoudre le problème, la méthode que l’on propose consiste à déterminer le 
point fixe γ  de la suite ( )nm∆ , à démontrer qu’une suite ( )nv  définie par 
n nv m γ= ∆ .  est géométrique et qu’elle converge vers zéro. On en conclut d’une part 
que ( )nm∆  converge vers le point fixe γ , et d’autre part l’expression explicite de 
( )nm∆ .    
Chercher le point fixe de la suite ( )nm∆  définie par (24.3.2), revient à résoudre : 
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2
1 2
i
i
x x
x
α αm
αm
γ
α
= +
⇔ =
.

  (24.3.3) 
En posant, n nv m γ= ∆ . , on a : 
 1 1
1
2
2
1
i
n n
n n i
v
αm
γ
α
m γ
α m mm α
+ +
+
=
.
= ∆ .
∆ =
 ∆ +
  (24.3.4) 
Ce qui après calculs permet d’écrire :  
 ( )1 2 2
n
n n
v
nv vmα γ α+ = ∆ =.
  (24.3.5) 
L’expression (24.3.5) implique que ( )nv  est une suite géométrique, de raison 2α , et de 
premier terme : 
 0 0
0
1 2
iv
αm
m γ
α
=
.
= ∆ . =
.
  (24.3.6) 
 Ainsi, la suite ( )nv  admet pour expression explicite : 
 
( ) ( ) ( )
2
2 2 2
1 2 1 2
1
n n ni i
n
i
v
T
C
αm m
γ α α α
α α
m
α
 . .∆ = . = = . . = <
  (24.3.7) 
Le fait d’avoir 
2
1i
T
C
m
α = <  nous assure la convergence vers zéro de la suite ( )nv  
définie par (24.3.7), ce qui a pour conséquence directe d’impliquer la convergence de la 
suite ( )nm∆  vers 1 2
iαmγ
α
=
.
. 
En effet, on a  : 
 
( )( )
2 1
1 2
n n
n n
n
n n
v
v
α
m γ
m γ
m γ α γ
→∞
<
= ∆ .
⇔ ∆ = +
⇔ ∆ = . →
  (24.3.8) 
La suite ( )nm∆  converge donc vers la solution cherchée γ  :  
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2
2
2
1 2 1 2 2
1
lin i i i
sol
i
i
T
C T
T
C
αm m m
m γ
α α m
m
α
 ∆∆ = = = = . . . = <
  (24.3.9) 
 
• Remarque : Simplification due à l’approximation de W ien 
Notons que la relation (24.3.9) peut encore se simplifier si l’on fait appel à 
l’approximation de Wien 
2
1i
T
C
m
  . 
En effet, dans ce cas on a : 
 
2 2 3 2
2
2 2
2
2
1 2
1 2
lin i i i i
sol
i
T T T
T C CC
C
m m m m
m
α m
 ∆  ∆ = = = + Ο    .   .   
  (24.3.10) 
 
2
2
lin Wien i
sol i
T
C
m
m m.⇔ ∆ ∆ =   (24.3.11) 
La relation (24.3.11) montre en particulier qu’à courte longueur d’onde, la relation 
(5.5.6) est applicable en première approximation, ce qui a pour conséquence de 
permettre de choisir les longueurs d’ondes de façon simple par ordre croissant, sans 
avoir besoin d’établir les relations (24.2.7) et (24.2.8). 
C’est en particulier ce qui a intuitivement été fait par [14]. 
 
• Application Numérique : 
Supposons que l’on veuille effectuer des mesures de température à 1300K, avec un 
premier filtre de longueur d’onde 380nmm =  (pour fixer les idées, on supposera que 
cela correspond à la limite basse de la bande passante de la chaine de mesure). 
Les solutions obtenues par les expressions (24.2.7), (24.3.9), et (24.3.11) sont regroupées 
dans le tableau ci-dessous : 
 1m∆  2m∆  3m∆  
1 2 1 4
2 / i
α α
α m
. ± .
 14,03 15,13 16,36 
1 2
iαm
α.
 14,01 15,10 16,33 
2
2/iT Cm  13,05 13,96 14,97 
Tableau 20.2 : Comparaison des minm∆  : Relation générale, relation dégénérée pour les 
courtes longueurs d’ondes, relation dégénérée sous approximation de Wien.  
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On constate que les résultats obtenus par la relation générale (24.2.7) et la relation 
dégénérée sous approximation de courtes longueurs d’ondes sont en bonne adéquation. 
Les m∆  obtenu par la relation dégénérée sous approximation de Wien sont un peu 
moins précis : Il semble y avoir une erreur systématique d’environ 1nm, par rapport au 
deux autres modèles. 
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A.5. Nombre de degrés de liberté du système 
d’équation des méthodes basées sur le rapport 
de flux 
A.5.1. Position du problème 
L’idée initiale de l’extension de la méthode bi-spectrale à plusieurs longueurs d’ondes 
était de pouvoir modéliser les variations de la fonction de transfert globale de la chaine 
de mesure incluant l’émissivité (ou de l’émissivité seule si les appareils de mesures sont 
supposés idéaux) par un polynôme d’ordre 2. Puis, à partir du rapport des mesures de 
flux effectuées à 3 longueurs d’ondes différentes, estimer la température ainsi que les 
deux coefficients { },X Y  du polynôme modélisant la fonction de transfert, car le 
rapport permettait de s’affranchir d’un coefficient. 
De plus, de prime abord, une autre idée séduisante des méthodes basées sur le rapport 
de flux, est le nombre ( )2 1 / 2NC N N= .  de combinaisons différentes de rapports de 
flux qu’il est possible de former à partir de N  mesures de flux.  
Cependant, nous montrerons que les équations du système formé à partir de l’ensemble 
de ces combinaisons sont liées, et que par conséquent elles n’apportent aucune 
information supplémentaire. En particulier, nous démontrerons que pour avoir un 
système linéairement indépendant, il est nécessaire d’avoir une longueur d’onde de plus 
que de paramètres apparents dans le rapport simplifié de la fonction de transfert, c’est-
à-dire qu’il est nécessaire d’avoir autant de longueurs d’ondes que de paramètres 
« réels » à estimer. 
Notons que, bien que la démonstration de ces différents points soit réalisée à partir du 
modèle « TNL.TXY », elle est généralisable au modèle « TNL.Tbc ». 
A.5.2. Démonstration de la corrélation du système à 3 
bandes 
Soit, ( )
( )
5 *2
1 exp ,
i
i i i i
i
g
C
S f C i
T
m
m m
m
ϕ .
 .  = ∀ ∈   


 le flux émis par l’objet de surface Si, et 
{i,j,k} les indices216 des mesures effectuées à 3 longueurs d’ondes différentes. 
Soient trois points (couples de mesures) : ( ),i Tϕ  ; ( ),j Tϕ  ; ( ),k Tϕ  obtenus à l’aide de 
trois filtres différents mais pour une température unique. 
                                      
216 Tel que  puisse représenter toutes permutations de .  ( ), ,i j k ( )1,2, 3
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En effectuant le rapport des flux mesurés pour une même température, nous avons : 
 
( )
( )
2
1 1
ln
j i
ji
j i
C
T
g
g
ϕ
m m
m
ϕ m
   .   
=
     
 (25.2.1) 
Posons : iij
j
ϕ
ϕ
ϕ
= , ( )
( )
j
ji
i
g
g
g
m
m
= , et 2
1 1
ji
j i
T C
m m
  = .   
 
A l’aide des trois mesures de flux, nous pouvons écrire le système suivant : 
 
( )
( ) ( )
( )
( ) ( )
( )
( ) ( )
ln 0 1
ln 0 2
ln 0 3
ji
ji
j i
j k
kj
k j
ki
ki
k i
g
T T E
g
g
T T E
g
g
T T E
g
m
m
m
m
m
ϕ
ϕ
ϕ
ϕ
m
ϕ
ϕ
     × . =          × . =          × . =   
 (25.2.2) 
Par combinaison, (E1)+(E2) nous donne :  
 ( )
( )
( )
( ) ( )
ln ln 0j j ki kj ji
j ki j
g g
T T T
g g
m m
m m
ϕϕ
ϕ ϕ
         + . + =           
 (25.2.3) 
Or, 
 2 2 2
1 1 1 1 1 1
kj ji ki
k j j i k i
T T C C C T
m m m m m m
           + = . + . = . =             
 
 ⇔ kj ji kiT T T+ =  (25.2.4) 
Et,  
 ( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
ln ln ln lnj j j jk k ki i i
j k j k ki i ij j
g gg g g
g g gg g
ϕ ϕϕ ϕ ϕ
ϕ ϕ ϕ ϕ ϕ
m mm m m
m m mm m
                  + = =                     
 (25.2.5) 
D’où, en substituant (25.2.4) et (25.2.5) dans (25.2.3), nous avons : 
 ( )
( )
( )
( ) ( )
( )
( )
ln ln lnj j k ki ikj ji ki
j k ki ij
g g g
T T T T T
g gg
m m m
m mm
ϕϕ ϕ
ϕ ϕ ϕ
              + . + =  .                
 (25.2.6) 
Le second membre de l’égalité donnant l’équation (E3), on en déduit que le système 
(25.2.2) est lié, et par conséquent : 
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( )
( ) ( )
( )
( ) ( )
( )
( ) ( )
( )
( ) ( )
( )
( )
ln 0 1
ln 0 1
ln 0 2
ln 0
ln 0 3
ji
ji
j i ji
ji
j ij k
kj
k j j k
kj
k jki
ki
k i
g
T T E
g g
T T E
gg
T T E
g g
T T E
gg
T T E
g
ϕ
ϕ ϕ
ϕϕ
ϕ
m
m m
mm
m m
mm
m
ϕ
ϕϕ
ϕ
     × . =           × . =        × . = ⇔         × . =         × . =   
( )2


 (25.2.7) 
Nous avons donc en réalité un système sous-déterminé à deux équations {(E1), (E2)} 
et trois inconnues (T,X,Y). Pour résoudre ce système, il est alors nécessaire de rajouter 
une équation indépendante (faire une mesure avec une nouvelle longueur d’onde) ou de 
diminuer le nombre d’inconnues (diminuer le degré du polynôme). 
A.5.3. Démonstration du nombre de longueurs d’ondes 
nécessaire en fonction du degré du polynôme 
A.5.3.1. Problématique 
Compte tenu de ce qui a été démontré précédemment, on peut conjecturer qu’il sera 
nécessaire d’avoir au moins une longueur d’onde de plus que d’inconnues apparaissant 
dans le modèle « TNL.TXY ». En d’autre termes, si l’on veut identifier un polynôme 
de degré n ainsi que la température T, soit n+2 inconnues, nous devrons effectuer nos 
mesures avec n+2 filtres de longueurs d’ondes différentes afin que la matrice associée au 
problème soit de plein rang, et cela, même si une inconnue peut se simplifier à l’aide du 
rapport de deux mesures. La démonstration de cette conjecture est le but de ce 
paragraphe. 
Afin d’alléger l’écriture, nous remplacerons ici, ( )
( )
j k
k j
g
g
mϕ
mϕ
, par j
k
ϕ
ϕ
. Le raisonnement et 
les résultats restent bien évidemment inchangés en l’absence de ce changement de 
notation.  
Soient, 2;p ∈ + ∞   le nombre de mesures et iϕ  le flux numéro i avec 0iϕ > , 
*i ∈  . 
Montrons que, ( ) ( )2 11; 1, 1; , pi i pj kj k p a
.
∈ .≠
∀ ∈ ∃ ∈   
     , tel que 
 
1
1 1
ln ln
p
j i
i
ik i
a
ϕ ϕ
ϕ ϕ
.
= +
      =       
∑  (25.3.1) 
Or,  
 
11
1 11 1
ln ln ln ln
iapp
j ji i
i
i ik i k i
a
ϕ ϕϕ ϕ
ϕ ϕ ϕ ϕ
..
= =+ +
                  = ⇔ =                      
∑ ∏  
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La fonction ln étant strictement croissante sur *+ , nous avons  
 
1
1 1
ln ln
iap
j i
ik i
ϕ ϕ
ϕ ϕ
.
= +
          =           
∏  
 ⇔
1
1 1
iap
j i
ik i
ϕ ϕ
ϕ ϕ
.
= +
  =    
∏  (25.3.2) 
Il est donc question ici (et équivalent) de démontrer (25.3.1) ou (25.3.2). De plus, 
notons que (25.3.1) revient à démontrer que 
1 1; 1
ln i
i i p
ϕ
ϕ + ∈ .
               
 forme une base de notre 
système. Une démonstration analogue et équivalente reviendrait à démontrer que 
1
2 ;
ln
i i p
ϕ
ϕ ∈
              
 forme une base du système considéré. 
A.5.3.2. Démonstration 
Soit, 1; 1i p∈ .    , montrons que ( )
2
, 1;
j k
j k p
≠
∀ ∈      ,  
1
1 1
iap
j i
ik i
ϕ ϕ
ϕ ϕ
.
= +
  =    
∏  
Avec : 
1 11 21
1 11 2
1 1 2 3 1
....... .......
i j j pa a a aa ap
j j pi
i i j j p
ϕ ϕ ϕϕ ϕ ϕ
ϕ ϕ ϕ ϕ ϕ ϕ
. ..
. .
= + +
                           = × × × × × ×                               
∏  
Afin de démontrer (25.3.2) nous allons raisonner par disjonction de cas et en supposant 
{ }1;0 ;1ia = . . 
• Si k>j 
Remarquons qu’en développant le produit de j à k et en choisissant ai=1, nous avons le 
produit télescopique : 
 
11
1 1
1 1 2
numérateurs et dénominateurs se simplifient
deux à deux par effet télescopique
......
k
j j jm mi
i j i j j m k k
ϕ ϕ ϕϕ ϕϕ
ϕ ϕ ϕ ϕ ϕ ϕ
.
+ .
= + + +
   = × × × × =   
∏

 
Donc, si :  
 
0, ; 1
1, ; 1i
i j k
a
i j k
 ∀ ∉ .=  ∀ ∈ .
   
   
 
Alors,  
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0 1 01 1 1 1
1 11 1 1 1
1 1
i
j
k
ap j k p
ji i i i
i i i j i ki i i i k
ϕ
ϕ
ϕϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ ϕ
. . . .
= = = =+ + + +
= =
=
                = =                      
∏ ∏ ∏ ∏
 
 
• Si k<j 
Remarquons qu’en développant le produit de k à j et en choisissant ai=-1, nous avons : 
 
1 1 11 11
11
1 1 2
simplification par effet télescopique
......
j
j jki k k
i k i k k j j
ϕ ϕϕϕ ϕ ϕ
ϕ ϕ ϕ ϕ ϕ ϕ
. . .. ..
.+
= + + +
                     = × × × = =                            
∏
 k
 
Donc, si :  
 
0, ; 1
1, ; 1i
i j k
a
i j k
 ∀ ∉ .= . ∀ ∈ .
   
   
 
Alors,  
 
0 1 01 1 1 1
1 11 1 1 1
1 1
i
j
k
ap k j p
ji i i i
i i i k i ji i i i k
n
n
ϕϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ ϕ
.. . . .
= = = =+ + + +
= =
=
                = =                      
∏ ∏ ∏ ∏
  
 
En résumé, nous avons : 
 
1 1
1 1
11 1
1 1
Si ,   ln ln
Si ,   ln ln
k k
j ji i
i ji jk i k i
k j
j ji i
i ki jk i k i
k j
k j
ϕ ϕϕ ϕ
ϕ ϕ ϕ ϕ
ϕ ϕϕ ϕ
ϕ ϕ ϕ ϕ
. .
== + +
.. .
== + +
           > = ⇔ =                      < = ⇔ = .           
∑∏
∑∏
 (25.3.3)  
Par conséquent, tout rapport de flux /i jϕ ϕ  peut être obtenu par combinaison des 
différents rapports de la forme 1/i iϕ ϕ +  (ou 1 / iϕ ϕ ). Ainsi, tout rapport formé à partir 
de longueurs d’ondes déjà introduites dans d’autres rapports, n’apportera aucune 
information supplémentaire, et par conséquent ne pourra pas d’un point de vue 
théorique améliorer l’estimation.   
A.5.3.3. Conclusion 
En conclusion, en numérotant les mesures de flux ϕ  à la longueur d’onde im  sous la 
forme iϕ , nous avons montré qu’en formant tous les rapports de la forme 1/i iϕ ϕ + , 
nous pouvons en déduire par combinaisons de ces rapports n’importe quel autre 
rapport. Ceci traduit en fait, qu’il est indispensable d’introduire des rapports faisant 
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intervenir à chaque fois au moins une longueur d’onde encore non utilisée, sans quoi 
nous aurons un système lié, et par conséquent, sous-déterminé.
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A.6. La Méthode Flash et ses évolutions 
A.6.1. Méthode Flash de PARKER (1961) : Méthode 
monodimensionnelle 
La Méthode Flash (ainsi que le nom « Méthode Flash ») à initialement été inventée 
par Parker en 1961 [122] pour la caractérisation217 à haute température de matériaux 
conducteurs [122, 199, 200]. Un schéma de principe est présenté Figure 20.10, une 
illustration des évolutions relatives de températures en face avant et arrière est donné 
Figure 20.11, et des exemples de montages expérimentaux sont représentés Figure 
20.12. 
Son principe consiste à exciter un échantillon sur l’une de ses faces, appelée face avant 
(la face opposée est appelée face arrière), puis à mesurer l’évolution de la température 
sur la face arrière et/ou avant, à l’aide de thermocouples (le cas de Parker), ou de 
photodétecteurs (cameras matricielles thermographiques, pour les cas plus récents). 
L’excitation photothermique impulsionnelle est généralement réalisée à l’aide de lampes 
flash (le cas de Parker), ou de laser (pour les cas plus récents). 
 
 
Figure 20.10 : Principe de la méthode flash de 
Parker (modifié de [152]) 
 
Figure 20.11 : Réponses en 
température sur la face avant et 
arrière d’un mur d’épaisseur e et de 
diffusivité a, à une impulsion flash sur 
la face avant [120] 
                                      
217 Parker propose dans son article des méthodes pour identifier les trois propriétés thermiques uniformes 
et constantes : {diffusivité, conductivité, chaleur spécifique}, moyennant la connaissance préalable (avant 
expérience) de la masse volumique de l’échantillon.   
Excitation photothermique (Flux radiatif )
impulsionnelle et uniforme (lampe flash)
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a. Montage original de la méthode flash de Parker 
[122] 
 
b. Exemple de montage expérimental 
proposé par Degiovanni [111] 
Figure 20.12 : Exemples de montages expérimentaux pour la méthode flash. 
L’objectif de Parker était de remédier aux difficultés des méthodes de mesure de son 
époque auxquelles on reprochait de nécessiter des temps d’expérience trop longs, une 
taille importante d’échantillons, ainsi que des difficultés d’extension de ces méthodes 
pour des mesures à haute température.   
Dans sa version originale, la méthode flash de Parker était réservée aux matériaux 
plans, homogènes, isotropes, opaques, de propriétés thermiques constantes (faible 
élévation de température), et parfaitement isolés (excepté de l’excitation 
photothermique). Ce qui constitue le cas expérimental idéal. 
Sous ces conditions218, Parker propose deux relations (obtenues graphiquement) pour 
déterminer la diffusivité thermique a à partir du thermogramme face-arrière :   
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Avec e l’épaisseur de l’échantillon, t1/2 le temps (de demi-montée) pour lequel 
T/TMax=0.5, et tx le temps pour lequel la tangente au thermogramme au point de demi-
montée, coupe   l’axe des abscisses (cf. Figure 20.13). 
Le point défini par la relation (26.1.1) correspond au temps pour lequel le 
thermogramme est le plus sensible219 à la diffusivité thermique (cf. Figure 20.14), et est 
en ce sens le meilleur point à utiliser pour estimer celle-ci.  
                                      
218 Il fait également l’hypothèse d’une connaissance de l’énergie absorbée par l’échantillon. 
219 Ce n’est pas rigoureusement exact, mais le point se trouve dans le voisinage proche du maximum. 
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Figure 20.13 : Thermogramme réduit de la 
température face-arrière. (Extrait de [122]). 
 
Figure 20.14 : Thermogramme en 
face arrière, courbe de sensibilité 
réduite et temps de demi-montée 
[120]. 
Dans le cadre de Parker (cas idéal), le champ220 (1D transitoire) de températures221 au 
sein de l’échantillon est défini au par : 
 ( )

( )
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2
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, 1 2 cos exp ,
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Q x at x atT x t n n T f
ce e ee e
π π
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∑   (26.1.3) 
 Notons que le terme lim /T Q ceρ= , correspond à la température adiabatique de 
l’échantillon (notée TM par Parker). 
De l’expression (26.1.3) on déduit l’expression du champ de températures en face avant 
(x=0) et arrière (x=e) :    
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Parker propose également une relation pour estimer de façon approchée, dans le cadre 
d’une excitation flash brusque (saut d’énergie lors du flash) et à décroissance linéaire), 
la température maximale Tfmax atteinte par la face avant afin de dimensionner la durée 
du flash, dans le but d’éviter de détériorer localement l’échantillon.  
                                      
220 Par définition, un champ (vectoriel) est une application continue ( ) ( )2: , , 0, 0\n pf n p→ ∀ ∈ K , où 
K  désigne le corps des réels ou des complexes. Cette définition reste vraie pour des parties des ensembles 
de départ et d’arrivée. Ainsi, la température étant un champ scalaire à valeurs réelles, on aura : 1p =  et 
= K . Le cas 1D transitoire implique 2n = .  
221 L’évolution temporelle en un point de l’espace d’un champ de température 1D transitoire est 
généralement appelé « thermogramme ». 
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=   (26.1.6) 
De plus, il fournit également les relations permettant de déterminer la chaleur 
spécifique c et la conductivité, lorsque que la masse volumique de l’échantillon est 
connue, ou la capacité calorifique massique et la conductivité thermique dans le cas 
contraire : 
 
lim
Qc
eT
ρ =   (26.1.7) 
 cam ρ=   (26.1.8) 
 Il avait ainsi déjà réalisé qu’il lui serait impossible d’obtenir les trois grandeurs 
simultanément au cours d’une même expérience.  
Il existe également d’autres expressions permettant d’obtenir la valeur de la diffusivité 
à partir du thermogramme face-avant. 
 
Figure 20.15 : Réponse (adimensionnée) au flash en face avant en échelles logarithmiques, et 
définition du temps de rupture de pente [120]. 
Le tracé en échelle logarithmique du thermogramme face-avant permet d’estimer la 
diffusivité à partir du temps de rupture de pente (également appelé temps 
caractéristique), défini comme étant l’abscisse du  point d’intersection des asymptotes 
du thermogramme au temps court et au temps long (cf. Figure 20.15).  
Au temps court, le comportement de l’échantillon s’apparente à celui d’un milieu semi-
infini défini par : 
 ( ) lim0lim 0,t
Q eT x t T
c t atmρ π π→
= = =   (26.1.9) 
Au temps long, l’échantillon a eu le temps d’atteindre sa température adiabatique tel 
que : 
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 ( ) limlim , ,t
QT x t T x
ceρ→∞
= = ∀ ∈ Ω 222  (26.1.10) 
Le point d’intersection de ces asymptotes est défini par :  
 lim lim
r
eT T
atπ
=   (26.1.11) 
D’où l’on déduit l’expression du temps de rupture de pente :  
 
2
r
et
aπ
=   (26.1.12) 
Remarque : Sur ce principe, Djelloul [123] définit également des temps de décrochage 
et de rupture de pente, tenant compte des pertes en face avant et arrière. 
Les avantages de la méthode flash sont nombreux comme le souligne Souhar [84], car 
elle  est : 
- Rapide (une seule expérience en régime transitoire est nécessaire pour la 
mesure). 
- Peu intrusive (l’excitation et la mesure par voie optique sont possibles). 
- Ne nécessite ni étalonnage en température (normalisation du signal et faible 
élévation de température), ni échantillon étalon (mesure directe). 
- Permet d’estimer indépendamment la diffusivité thermique des pertes 
convectives223. 
Ses divers avantages font d’elle l’une des techniques expérimentales les plus utilisées à 
l’heure actuelle dans les laboratoires scientifiques et industries du monde entier. Cette 
méthode est largement acceptée comme la méthode standard pour la détermination de 
la diffusivité thermique. En effet, elle forme la base des standards224 français225 (selon le 
LNE), britannique (BS), américain (ASTM) et japonais (NMIJ) pour la détermination 
de la diffusivité thermique. 
Cependant, cette méthode est sujette à de nombreuses sources d’incertitudes dont une 
liste exhaustive a été réalisée par Vozard [201, 202] et Hay [120, 203, 204]. Certaines 
difficultés qui ont fait l’objet d’études pour la détermination de la diffusivité thermique 
de matériaux plans, opaques, homogènes, et isotropes, sont226 : 
- La forme et la durée de l’impulsion (cf. Figure 20.16 et Figure 20.17) [205, 206, 
207, 208, 209, 210, 211, 212, 213].  
                                      
222 Ω Désigne ici l’échantillon. La relation (26.1.10) est donc également vraie pour x=0. 
223 Ce point constitue une évolution de la méthode flash classique de Parker.  
224 [232] : http://www.norme-standard.com  
225 [233] : http://www.metrologie-francaise.fr/fr/references/temperature-thermique.asp#thermophy  
226 Voir également Philippi et Ruffio [176, 35]. 
 
322 
- La dépendance des propriétés thermiques avec la température [214, 204]. 
- L’influence du capteur sur la mesure de température [215, 203, 202, 204] et celle 
de son temps de réponse [202, 216]. 
- L’influence des pertes thermiques avec l’environnement, et sa modélisation à 
travers un ou deux coefficients d’échange227 [217, 218, 219, 220]. 
- L’influence de la non-uniformité de l’excitation [221, 202, 216]. 
- L’influence d’une couche de peinture sur l’échantillon [192, 193, 197, 212, 222]. 
 
a. Thermogramme sans pertes (Biot=0) et avec 
perte (Biot=0,1) [84]. 
 
b. Influence de de l’amplitude des pertes 
[120].  
Figure 20.16 : Influence des pertes sur le thermogramme 
 
Figure 20.17 : Influence de la durée de l'excitation (cas adiabatique) [120]. 
Remarques : La durée et la forme de l’impulsion influent particulièrement dans le cas 
d’échantillons minces et très diffusif. Plusieurs solutions ont alors été proposées : 
                                      
227 En particulier, Maillet [220] montre que le biais de modèle dû à l’emploi d’un nombre de Biot 
équivalent est négligeable dans toute la période précédant le maximum du thermogramme réduit. 
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- Dans le cadre du cas idéal, mais pour une excitation quelconque, Azumi (1981) 
[209] propose de prendre l’abscisse temporelle du barycentre énergétique de 
l’excitation comme origine des temps, et d’estimer la diffusivité à partir de 
l’expression 2/ 0,1388cat e ≈ .  
- En 1987, Degiovanni [210] étend la méthode aux modèles avec pertes. A l’aide 
de la correction proposée, l’erreur sur le thermogramme reste inférieure à 1% 
tant que 2/ 0, 03baryat e ≤ . 
- Une autre méthode consiste à réaliser une acquisition simultanée du 
thermogramme et de l’impulsion (à l’aide d’un photodétecteur), puis convoluer 
le modèle théorique avec la forme expérimentale du flash, pour finalement 
estimer la diffusivité par moindres carrés entre thermogramme expérimental et 
semi-théorique.    
Le terme de méthode flash désigne désormais une large classe de méthodes228 basées sur 
une excitation photothermique généralement brève, mais non nécessairement 
impulsionnelle, pouvant être localisée, et non uniforme. La méthode de Parker n’a cessé 
d’évoluer afin d’étendre son champ d’applications229 [120] : CND230, couches minces, 
matériaux multicouches231, poreux, semi-transparents232, composites [223], hautes 
températures [224, 225, 226, 181, 84, 183], etc.  
Les méthodes d’estimation de diffusivités associées à la méthode flash ont également 
beaucoup évolué, les méthodes principales étant : 
- Méthode du temps de demi-montée du thermogramme sans pertes. 
- Méthode des temps partiels de Degiovanni (thermogramme avec pertes) [217]. 
- Méthode des moments partiels de Degiovanni (thermogramme avec pertes) [227, 
219]. 
- Méthode des moindres carrés [228]. 
- La méthode logarithmique233 [229]. 
                                      
228 Il semble ainsi préférable d’utiliser la désignation « Méthodes flash ». 
229 Hay [120] propose entre autres, une liste bibliographique (97 références) classée par méthode. 
230 Voir également remarque page 141 pour d’autres références concernant le CND. 
231 A  ce sujet, on peut citer une référence récente [234] utilisant la méthode des quadripôles thermiques, 
mais dont les coefficients sont exprimés à l’aide de fonctions exponentielles décroissantes (contrairement 
aux quadripôles classiques dont les coefficients sont des fonctions hyperboliques) afin d’éviter des 
problèmes de convergences numériques qui apparaissent lorsque les arguments des fonctions 
hyperboliques deviennent très grands (correspondant notamment au temps court).  
232 Des références pouvant compléter celles données par HAY [120] sur ce sujet, sont : [235, 236, 237, 238, 
239, 240, 241]  
233 Thermitus [229] propose une estimation de la diffusivité à l’aide de l’algorithme de Levenberg-
Marquardt et du filtre de Kalman étendu (EKF). 
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A.6.2. Méthode des temps partiels DEGIOVANNI (1977) : 
Estimation de la diffusivité sur un thermogramme 
face-arrière, avec prise en compte des pertes 
Initialement l’estimation de la diffusivité était réalisée à l’aide de méthodes (présentées 
précédemment) n’utilisant qu’un point particulier du thermogramme sans pertes : 
- temps de demi-montée du thermogramme réduit [122, 199, 200]. 
- temps de rupture de pente [120, 123]. 
- temps de décrochage [123]. 
La prise en compte des pertes pour la détermination de la diffusivité a ensuite été 
proposée par Degiovanni en 1977 à l’aide de la méthode « des temps partiels » [217]. 
Cette méthode utilise quatre points du thermogramme avec pertes (cf. Figure 20.18). 
 
Figure 20.18 : Définition des temps caractéristiques adimensionnels relatifs à la méthode des 
temps partiels 
A partir de ces points particuliers, la diffusivité thermique du matériau peut être 
obtenue à l’aide de trois expressions différentes (généralement on en prend la 
moyenne) : 
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A.6.3. Méthode des moments partiels DEGIOVANNI (1986) : 
Amélioration de la méthode des temps partiels, par 
prise en compte de l’ensemble des points du 
thermogramme  
En 1986, Degiovanni développe la méthode « des moments partiels » [227, 219] 
utilisant l’ensemble des points du thermogramme, et améliorant ainsi le procédé 
d’estimation de la diffusivité. 
La méthode consiste à calculer les moments234 d’ordre 0 et -1, définis par : 
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La diffusivité thermique est ensuite obtenue par : 
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Remarques : Ces méthodes, qui ont désormais laissé place à des techniques 
d’estimations plus perfectionnées, étaient des moyens simples d’obtenir une valeur de la 
diffusivité, et nécessitant peu de calculs. 
Une grande difficulté des méthodes flash concerne l’excitation : temps initial, durée de 
l’excitation, répartition spatio-temporelle…  
Lorsque les évolutions technologiques et industrielles ont nécessité une plus grande 
précision sur la valeur de la diffusivité, ou la caractérisation de matériaux anisotropes, 
il y eut nécessité de faire évoluer la méthode flash classique (monodimensionnelle) de 
Parker (excitation uniforme sur l’ensemble de l’échantillon, pertes négligées…) car elle 
n’était alors plus adaptée à la demande (plus grande précision de mesures et 
                                      
234 Habituellement utilisé en probabilité et en statistique, le moment Mn(f) d’ordre n∈Z d’une fonction f 
est défini en analyse par : ( ) ( )nn If x f x dx⊂= ∫ M . Les moments d’une variable aléatoire (dans ce cas f  
est la densité de probabilité, notée p, de la variable aléatoire) sont des indicateurs de dispersion de cette 
variable. En particulier, le moment d’ordre 1 est appelé moyenne, celui d’ordre 2 : variance, celui d’ordre 
3 : asymétrie…     
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d’estimations, détermination de la diffusivité suivant les axes principaux d’anisotropie, 
CND…). 
C’est alors que de nouveaux modèles et méthodes ont vu le jour : Méthodes de l’ailette, 
méthodes bidimensionnelles, tridimensionnelles, transformations intégrales… 
A.6.4. Méthode de HARMATHY (1964), STEERE (1966), et 
KATAYAMA (1969) : Rapport de deux 
températures dans le domaine spatio-temporel 
Parmi ces nouvelles méthodes, certaines s’inspirent de celle proposée par Harmathy  
[187, 188], [190] (pour les plus anciennes ; nous verrons que des méthodes récentes s’en 
inspirent également). L’idée consiste à utiliser pour l’estimation de la diffusivité, 
l’expression du rapport de deux températures : soit à une même position spatiale, mais 
à deux temps différents [187, 189] ; soit à deux positions spatiales différentes, mais pour 
la même évolution temporelle [190]. Ce principe sera par la suite appliqué dans le 
domaine fréquentiel : rapport de deux températures, soit à une même fréquence 
spatiale, mais à deux temps différents [176, 175, 177], soit à deux fréquences spatiales 
différentes, mais pour la même évolution temporelle [147, 149, 178]. 
Dans sa version initiale, la méthode de Harmathy est trop restrictive pour répondre aux 
nouvelles exigences  car elle suppose un échantillon homogène, isolé (sans pertes), fin 
(d’épaisseur e), et d’extension longitudinale infinie, ainsi qu’une excitation uniforme en 
espace et en temps (échelon ou créneau) (cf. Figure 20.19).  
 
Figure 20.19 : Modèle de milieu semi-infini isolé de la méthode de Harmathy, pour la mesure 
de diffusivité dans le plan (modifié de [183]). 
Le transfert de chaleur étant transitoire et 1D, l’évolution du champ de températures 
(la température initiale est supposée nulle) est donnée par : 
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La méthode proposée par Harmathy et Steere [187, 188] est basée sur le rapport de 
deux températures mesurées en un même point spatial, mais à deux instants différents. 
Pour un flux de type échelon en temps, l’expression est : 
 ( )
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x
atT x t
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Dans le cas d’un flux de type créneau en temps de durée τ, Steere [189] en mesurant le 
temps tm correspondant au maximum de température, obtient : 
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  (26.4.3) 
L’idée du rapport de deux températures va être reprise et modifiée en 1969 par 
Katayama [190]. Il utilisera le rapport de l’évolution temporelle de la température en 
x=0 et x=e, où e est l’épaisseur de l’échantillon, et supposera le solide fini et isolé ou à 
température constante sur l’extrémité opposée au flash.  Il obtiendra ainsi l’expression : 
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T x e t e e e
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  (26.4.4) 
Remarque : Ces méthodes montrent qu’en utilisant le rapport de deux températures, 
il est possible de s’affranchir de la connaissance de l’énergie absorbée par l’échantillon, 
à condition que le flux soit parfaitement uniforme et de type créneau ou échelon en 
temps, et que l’échantillon soit isolé. Ce constat va donner naissance à de nouveaux 
développements qui tenteront d’assouplir ces conditions restrictives.   
A.6.5. Méthodes de KAVIANIPOUR (1977) et de HADISAROYO 
(1992) : Rapport de deux températures dans 
l’espace de Laplace   
En 1977 Kavianipour & Beck [191] proposent une amélioration des méthodes 
précédentes en montrant qu’il est possible de s’affranchir de la connaissance de la forme 
temporelle de l’excitation en travaillant dans l’espace de Laplace. En supposant le 
matériau semi-infini, le transfert 1D transitoire, et effectuant le rapport des 
transformées de Laplace de deux températures mesurées à deux positions spatiales 
différentes, ils obtiennent : 
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  (26.5.1) 
Avec p la variable de Laplace et ( ),x pr  la transformée de Laplace de ( ),T x t T∞. , où 
T∞  représente la température initiale de l’échantillon et celle de l’environnement. 
Hadisaroyo [192, 193] en 1992 exploitera la méthode de Kavianipour & Beck dans le 
cadre d’une approximation d’ailette (cf. Figure 20.20.a) afin de permettre une prise en 
compte des pertes. Il montrera qu’à l’aide de son modèle, il est possible d’estimer la 
diffusivité et le nombre de Biot à travers la relation : 
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a. Principe de la mesure par effet d’ailette. 
 
b. Mesure par effet d’ailette et moyenne de 
zone. 
Figure 20.20 : Principe de la mesure par effet d'ailette de Hadisaroyo. (Extrait de [84])  
Il proposera également une extension de sa méthode à l’aide de températures 
moyennées (cf. Figure 20.20.b), permettant de s’affranchir de la non uniformité spatiale 
de l’excitation ainsi que de certains effets bidimensionnels, et d’améliorer le rapport 
signal sur bruit de la mesure. L’expression du modèle deviendra :  
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∆ ∫ , et x∆  l’étendue spatiale sur laquelle son moyennées 
les deux températures.   
Il fournit également la relation pour des moyennes de température effectuées sur des 
extensions spatiales différentes : 
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Avec, ( ) ( )1, ,
i i
i
x L
i
i x
x p x p
L
r r
+
= ∫ , et iL  les étendues spatiales (si elle sont prisent égale, 
on retrouve l’expression (26.5.3)) sur lesquelles son moyennées les deux températures. 
Remarque : La méthode de Hadisaroyo « souffre » principalement de deux défauts : 
Son modèle est basé sur l’hypothèse d’ailette, il n’est par conséquent réellement valide 
que pour des matériaux de type plaque-mince, et sa méthode ne permet pas de prendre 
en compte des transferts bidimensionnels. C’est en essayant de combler ces faiblesses 
que sont nées de nouvelles méthodes. Il faudra attendre les travaux de Philippi [175, 
176, 177] (1994) pour que les lacunes de la méthode de Hadisaroyo soient comblées.   
A.6.6. Méthode235 de REMY (2005) pour l’estimation de 
diffusivité longitudinale des isolants 
Dans le cadre de la caractérisation d’isolants, Remy proposera en 2005 [194] une 
méthode d’estimation basée sur le modèle d’ailette, mais permettant de s’affranchir de 
la connaissance des conditions aux limites du problème. L’excitation sera un échelon, 
afin de permettre un apport suffisant d’énergie pour avoir un signal exploitable (cf. 
Figure 20.21). 
 
Figure 20.21 : Méthode de mesure basée sur le modèle de l'ailette, et proposée par Remy 
Le principe consiste à moyenner les températures suivant l’axe (Oy), et à exprimer 
dans l’espace de Laplace le champ de températures ( ),x pr  au sein du matériau à l’aide 
d’une combinaison linéaire des températures (transformées) en deux points distincts 
d’abscisses x1 et x2. En nommant ( )1 1,T x t , ( )2 2,T x t  les températures mesurées par 
                                      
235 Cette méthode est quelque peu différente du principe de la méthode flash, mais l’idée utilisée sera 
reprise dans la partie traitant de la présentation de la nouvelle méthode proposée pour la caractérisation 
locale à haute température de matériaux anisotropes.  
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caméra infrarouge, et ( )1 1,x pr , ( )2 2,x pr  respectivement leur transformée de Laplace. 
Le transfert de chaleur est déterminé dans l’espace de Laplace, par :  
 
( ) ( ) ( ) ( ) ( )
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 = + . = . . = . = +
   (26.6.1) 
La parfaite connaissance des conditions aux limites n’est alors pas nécessaire, et la 
solution dans le domaine spatio-temporel est donnée par : 
 
( ) ( ) ( ) ( ) ( )
( ) ( )( ) { }
1 1 1 2 2 2
1
, , , , ,
, , , 1;2
t t
i i
T x t T x t f x t T x t f x t
f x t F x p i.
 = ⊗ + ⊗ = ∀ ∈ L
  (26.6.2) 
La transformation inverse de Laplace se fera numériquement à l’aide de l’algorithme de 
de-Hoog, et les températures ( )1 1,T x t , ( )2 2,T x t  seront mesurées par caméra infrarouge. 
Les estimations seront effectuées dans le domaine temporel afin d’exploiter l’important 
nombre de mesures disponibles (contrairement aux fréquences spatiales exploitables), et 
ainsi améliorer le rapport signal sur bruit. 
Une étude de sensibilité définira les positions de mesures optimales (en x=0 et x=Lx), et 
il sera montré que des pertes modélisées par un coefficient d’échange non uniforme 
(pour un échantillon vertical) peuvent être prises en compte par un coefficient 
d’échange uniforme équivalent, sans qu’il y ait d’effets apparents sur les estimations de 
la diffusivité, à condition que l’excitation soit réalisée sur l’un des côtés (gauche ou 
droit), mais pas sur les bords haut ou bas. 
• Remarque :  
- La méthode développée par Remy propose une solution pour la caractérisation 
de matériaux isolants pour lesquels il est généralement nécessaire d’apporter une 
énergie conséquente, compte tenu de la faible diffusion et de l’aspect dominant 
des échanges (pertes) avec l’extérieur.   
- Cependant, l’excitation se doit d’être impulsionnelle (Dirac), et les hypothèses 
de l’approximation du modèle de l’ailette réalisées. De plus, il ne doit pas y 
avoir de présence de source entre les deux zones de mesures. 
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A.7. Modélisation et Résolution du problème de 
diffusion 3D 
A.7.1. Introduction 
Lorsque l’on désire caractériser thermiquement des matériaux anisotropes, il est 
nécessaire de pouvoir modéliser le transfert de chaleur ayant lieu au sein du matériau. 
En fonction de l’excitation et de la géométrie du matériau, il est parfois possible de 
modéliser le transfert de chaleur par des modèles simplifiés tels que : hypothèse 
d’excitation Dirac en temps, modèles d’ailette, conduction 1D (éventuellement par prise 
de moyenne suivant les autres directions), diffusion 2D avec condition aux limites 
homogènes, etc… 
Cependant, la caractérisation thermique à très hautes températures de matériaux 
conducteurs nécessite généralement d’avoir des temps d’excitation plus long (pour 
apporter plus d’énergie) et des portes échantillons236 de diffusivités non négligeables vis-
à-vis de celle de l’échantillon à caractériser, et il est ainsi difficile de pouvoir négliger les 
transferts aux bords de l’échantillon, à travers le support par exemple. 
Par ailleurs, la caractérisation d’isolants nécessite également d’avoir des temps 
d’excitation plus long et/ou de travailler sur des zones d’étude réduites afin d’améliorer 
le rapport signal sur bruit. 
Il devient alors nécessaire de pouvoir modéliser des transferts de chaleur 2D ou 3D 
instationnaires avec prise en compte de conditions aux limites non homogènes. 
Nous nous restreindrons dans la suite de ce document aux matériaux homogènes, 
opaques, et présentant des directions principales d’anisotropie (matrice237 diagonale de 
conductivités), et nous supposerons que les directions du repère d’étude sont suivant 
ces directions principales.   
                                      
236 Il s’avère qu’expérimentalement, les portes-échantillons résistant aux hautes températures ont 
fréquemment des diffusivités proches de celles des matériaux à étudier, ou de façon plus générale, des 
diffusivités non négligeables vis-à-vis de la conduction thermique. 
237 Ou plus généralement : tenseur d’ordre 2. 
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A.7.2. Présentation du problème 
Le but final de cette modélisation est de permettre la caractérisation thermique à 
hautes températures de matériaux anisotropes et/ou d’isolants, avec prise en compte de 
conditions aux limites non homogènes. Ce point sera traité plus en détail dans la partie 
« Méthodes d’estimations ». 
Une photographie du banc expérimental qui sera utilisé est donnée Figure 20.22, et une 
vue schématique en est donnée Figure 20.23. 
 
Figure 20.22 : Banc expérimental de 
caractérisation à haute température 
 
Figure 20.23 : Vue schématique de 
l'expérience 
L’échantillon à caractériser est supposé de forme parallélépipédique et de dimensions 
{ }, ,x y zl l L , maintenu en position verticale (suivant (Oy)) à l’aide d’un support sur ses 
cotés latéraux. Il subit sur l’une de ses faces (« face avant ») une sollicitation sous 
forme de flux à variables séparables ( ) ( ) ( ), , ,flash x y t x y tϕ φ ψ≡ ⋅ , et la mesure du 
champ de température se fait sur une partie (ou totalité) de la face opposée à celle de 
l’excitation (« face arrière ») comme illustré sur la Figure 20.23. De plus, le champ de 
température initial ( ), , , 0T x y z t =  et la température extérieure extT  sont supposés 
constants et égaux. 
Soient, { }, ,x y zL L L  les dimensions de la zone parallélépipédique d’étude (inférieure ou 
égale à celles de l’échantillon total). Les pertes radio-conducto-convectives238 avec 
l’extérieur sont linéarisées (faible écart de température) et prises en compte par des 
coefficients d’échange global constants et uniformes notés 
0z
h  et 
Lz
h . Le flux échangé 
avec l’extérieur (relation de type Newton) par la « face avant » de l’échantillon est 
noté ( ) ( )( ) ( )
0 0 0 0
, , , , 0,z z ext z z extx y t h T x y t T h T Tϕ = . ≡ .  et celui échangé par la « face 
arrière » ( ) ( )( ) ( ), , , , ,
L L L Lz z z ext z z ext
x y t h T x y L t T h T Tϕ = . ≡ . . 
Une vue schématique 3D de l’échantillon et de la zone d’étude est donnée Figure 20.24. 
                                      
238 Les pertes sont supposées être dues à des effets radiatifs, conductifs, et convectifs. 
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Figure 20.24 : Vue schématique 3D de 
l’échantillon et de la zone d’étude 
 
Figure 20.25 : Vue du dessus de 
l'échantillon et de son support 
Les méthodes de caractérisations qui vont être proposées par la suite reposent sur le 
fait que les conditions aux limites en x et y soient uniformes suivant l’épaisseur z.  
Ainsi, pour la résolution du problème 3D, on supposera les conditions aux limites 
( ) ( ) ( ) ( ){ }
0 0
, , , , , , , , , , ,
L Lx x y y
T y z t T y z t T x z t T x z t  (expérimentalement mesurées par la 
caméra) uniformes dans l’épaisseur au sens de l’approximation de l’ailette (faible écart 
de température suivant l’épaisseur), ce qui peut être réalisé en utilisant une excitation 
localisée et une extension spatiale de mesure tenant compte des temps caractéristiques 
de diffusion. 
Une vue du dessus de l'échantillon et de son support est donné Figure 20.25, sur 
laquelle seules les conditions aux limites en x uniformes suivant l’épaisseur 
( ) ( ){ }
0
, , ,
Lx x
T y t T y t  sont indiquées. 
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A.7.3. Mise en équation du problème général et 
décomposition par superposition  
En supposant les conditions aux limites en x et y uniforme suivant l’épaisseur, pour le 
domaine physique étudié Ω  de frontière ∂Ω , nous avons :  
( ) ( ) ( ) ( ){ } ( ) ( ) ( ) ( ){ }
0 0 0 0
, , , , , , , , , , , , , , , , , ,
L L L Lx x y y x x y y
T y z t T y z t T x z t T x z t T y t T y t T x t T x t≡  
Concernant les conditions aux limites en z, on notera :  
 ( ) ( ){ } ( ) ( ){ }
0
, , 0, , , , , , , , , ,
Lz z z
T x y t T x y L t T x y t T x y t≡   
Les différents indices sont utilisés afin de rappeler que ce sont des conditions aux 
limites. De plus, on posera : 
 
( ) ( )
{ }
*
0 0
, , , , , ,
, avec    ; ; ;
ext
ext L L
T x y z t T x y z t T
T T T x x y yξ ξ ξ
 = .∆ = . ∈
  (27.3.1) 
La notation Tξ∆  est utilisée à la place de *Tξ  afin de rappeler le caractère particulier 
de ces conditions aux limites. C’est-à-dire qu’elles sont d’une part supposées homogènes 
suivant l’épaisseur, et d’autre part, qu’elles sont mesurées expérimentalement (par 
caméra infrarouge). 
Le problème considéré avant changement de variables (27.3.1) est illustré Figure 20.26, 
et après changement de variables Figure 20.27. 
 
Figure 20.26 : Illustration schématique du problème 
3D avant changement de variables 
 
Figure 20.27 : Illustration 
schématique du problème 3D après 
changement de variables 
Le système d’équation régissant le transfert de chaleur (diffusion) au sein d’un matériau 
orthotrope, homogène et opaque, et illustré Figure 20.26, est239 : 
                                      
239 On appellera Ω  le domaine spatial du problème physique, et ∂Ω  sa frontière.  
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  (27.3.2) 
Afin de pouvoir résoudre « simplement » ce problème, il est avantageux de rendre un 
maximum de conditions aux limites homogènes par changement de variables et 
d’appliquer le principe de superposition (linéarité du système différentiel (27.3.2)). 
Ainsi, en utilisant le changement de variables défini en (27.3.1), le système différentiel 
(27.3.2) devient :  
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 (27.3.3) 
Le système différentiel (27.3.3) peut être décomposé par superposition en la somme de 
trois sous-problèmes, tels que chaque sous-problème n’est que les conditions aux limites 
indiqués par « Sous-Problème i », 1;3i∀ ∈      dans (27.3.3), comme conditions aux 
limites non homogènes.  
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A.7.4. Résolution du Sous-Problème 1 dans le domaine 
transformé240 
Le système d’équations aux dérivées partielles correspondant au sous-problème 1 est 
donné par (27.4.1). 
Le problème physique décrit par le système (27.4.1) est supposé causal, c’est-à-dire que 
( )* , , , 0T x y z t = , 0t∀ ≤ . 
Afin d’obtenir une solution analytique à ce problème, nous allons lui appliquer des 
transformations intégrales (une de Laplace et deux de Fourier-Sinus) permettant de 
transformer l’équation aux dérivées partielles en équation différentielle ordinaire. 
Les transformations intégrales adaptées241 sont déterminées par l’ordre des opérateurs 
différentiels (dérivées partielles) ainsi que le type de conditions aux limites.  
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  (27.4.1) 
Les transformations intégrales adaptées au problème (27.4.1) sont : 
- Une Transformation de Laplace Unilatérale appliquée à la variable temporelle t, 
car l’opérateur différentiel associé à cette variable est d’ordre 1, et l’évolution du 
champ de température est supposée causale et à support242 limité en temps. 
                                      
240 On parle également d’espace transformé, mais le terme « espace » est à comprendre dans son sens 
mathématique général, en tant qu’espace de dimension n. En physique, l’espace est alors de dimension 4, 
trois pour les coordonnées spatiales (l’espace géométrique), et une pour la coordonnée temporelle (le 
temps). Cependant, afin d’éviter toute confusion, nous emploieront le terme domaine lorsqu’il s’agit à la 
fois de variables spatiales et temporelle.  
241 De nombreuses applications des transformations intégrales à la résolution des problèmes de transfert 
de chaleur peuvent être trouvées dans [197]. 
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- Une Transformation de Fourier-Sinus243 Finie appliquée aux variables spatiales x 
et y, car les opérateurs différentiels associés à ces variables sont d’ordre deux, et 
les conditions aux limites (du domaine spatial fini) sont de type Dirichlet 
homogène (température nulle). 
• Remarques :  
- Si l’opérateur différentiel est d’ordre 2 et les conditions aux limites (d’un 
domaine spatial fini) sont du type Neumann homogène (flux nuls), alors la 
transformation intégrale adaptée est une Transformation de Fourier-Cosinus 
Finie. 
-  Notons qu’en utilisant les transformations intégrales de type Fourier, dans notre 
cas cela a pour conséquence de périodiser244 spatialement de façon virtuelle le 
champ de température. La solution au problème initial correspondra donc à la 
restriction de la solution trouvée à l’intervalle (borné) physique. 
Une autre façon (moins générale) d’obtenir de façon indirecte les transformations 
intégrales adaptées consiste à utiliser la méthode de la « séparation des variables », les 
valeurs propres et fonctions propres étant alors déterminées à l’aide du problème aux 
valeurs propres apparaissant après séparation des variables. Cependant, cette méthode 
présuppose que la solution soit à variable séparable (ce qui n’est pas toujours le cas), et 
est ainsi un facteur limitant que ne possède pas la méthode proposée basée sur la 
détermination de noyaux diagonalisant les opérateurs différentiels245. 
                                                                                                                    
242 La notion de « support » est à entendre au sens mathématique du terme, et correspond ainsi au plus 
petit ensemble fermé tel que la fonction soit non nulle. Le terme « support limité » indique donc que 
celui-ci doit également être borné. Cette notion, bien que mathématique, a une importance capitale dans 
l’existence de la transformation intégrale considérée, et plus particulièrement pour le support de la 
convolution. 
243 Dans la suite, nous omettrons le qualificatif « Finie », mais il sera toujours sous-entendu.  
244 La périodisation n’est pas directement liée à l’utilisation des transformations intégrales de Fourier 
(puisque celles-ci généralisent la décomposition de fonctions périodiques aux fonctions non périodiques), 
mais au fait que nous ayons à résoudre des problèmes non singuliers de Sturm-Liouville qui admettent 
comme fonctions propres (formant une base topologique de l’espace de Hilbert) des fonctions 
harmoniques de Fourier généralisées. 
245 Une méthode analogue consiste à déterminer le noyau qui diagonalise (totalement) l’équation aux 
dérivées partielles (EDP) du système (27.4.1). Lorsque la diagonalisation est complète, l’EDP devient 
une simple équation algébrique dans l’espace transformé. Les difficultés d’obtention de la solution du 
problème sont alors « rejetées » sur le calcul des transformations inverses.  
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A.7.4.1. Transformation de Laplace Unilatérale en temps 
On notera respectivement la Transformation de Laplace Unilatérale246 tL  en temps du 
champ de température ( )* , , ,T x y z t  et du flux ( ), ,flash x y tϕ  par :  
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
* *
0
0
, , , , , , , , , ,
, , , ,
pt
t
pt
t flash
T x y z t p T x y z t e dt x y z p p
x y t p x y t e dt x y p
r
ϕ φ ψ φ
+∞
.
+∞
.
   = = ∀ ∈      = ⋅ = ⋅ Ψ  
∫
∫
L
L
  (27.4.2) 
Remarque : Dans ce document, pour les différentes transformations T  on utilisera la 
notation abusive ( ) ( ) ( )1 1,..., , ..., , ..., , ...,kx k n nf x x x F x xκ κ  = T , pour désigner que la 
transformation T  de variable κ  s’applique à la fonction f selon la variable (considérée 
comme muette) kx . 
En appliquant la transformation de Laplace au système d’équation (27.4.1), l’équation 
de la chaleur (équation aux dérivées partielles « EDP ») devient : 
 
( )
2 2 2
*
2 2 2
0
2 2 2
2 2 2
, , , 0x y z
x y z
c p T x y z t
x y z
cp
x y z
r r r
m m m ρ r
r r r
m m m ρ r
=
 ∂ ∂ ∂  + + = . =  ∂ ∂ ∂  
∂ ∂ ∂
⇔ + + =
∂ ∂ ∂

  (27.4.3) 
Et les conditions aux limites (restantes), deviennent : 
 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( ) ( )
( )
0
0
0 0
0
0
0
0 ; , , , , , 0
; , , , , , 0
0 ; , , , , , 0
; , , , , , 0
0 ; , , ,
; , ,
Lx
Ly
L L
z
xx
x xx L
yy
y yy L
z z z
z
z z z z
z L
x x y z p y z p
x L x y z p y z p
y x y z p x z p
y L x y z p x z p
z x y p h x y p
z
z L h x y p
z
r r
r r
r r
r r
r
m φ r
r
m r
=
=
=
=
=
=
 = ≡ = = ≡ = = ≡ = = ≡ = ∂ = . = ⋅ Ψ . ∂ ∂
= . =
∂

  (27.4.4) 
 
                                      
246 Dans la suite du document la dénomination « Transformation de Laplace Unilatérale en temps » sera 
abusivement remplacé par « Transformation de Laplace », en sous-entendant à chaque fois qu’elle est 
unilatérale et appliquée à la variable temporelle. 
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A.7.4.2.  Transformation de Fourier-Sinus suivant (Ox) et (Oy) 
Les transformations intégrales de Fourier suivant les variables de l’espace ont pour but 
de diagonaliser l’opérateur différentiel définit par (27.4.3) et (27.4.4). Ainsi, par 
exemple, la transformation Fourier-Sinus suivant x doit diagonaliser l’opérateur 
différentiel d’ordre 2 correspondant à la variable x associé aux conditions aux limites 
afférentes de type Dirichlet homogène (températures nulles). Cela revient à résoudre un 
problème régulier de Sturm-Liouville qui admet sur un espace de Hilbert247 une famille 
de fonctions sinus définit par ( )sinn nX xα=  comme base de fonctions propres. Les 
nombres 
*
n
x n
n
L
π
α
∈
=

 sont les valeurs propres du problème. Par symétrie du problème, 
les variables x et y jouent le même rôle, ainsi, les fonctions propres associé au 
problèmes suivant y auront pour expression ( )sinm mY yc= , de  valeurs propres 
*
m
y m
m
L
π
c
∈
=

. 
Ces fonctions propres étant orthogonales et définies à une constante multiplicative près, 
il est possible si besoin de rendre les bases orthonormées en choisissant
( )2 sinn n
x
X x
L
α= , et ( )2 sinm m
y
Y y
L
c= .  
A.7.4.2.1. Transformation de Fourier-Sinus suivant (Ox) 
On notera respectivement la transformation de Fourier-Sinus sxF  suivant x du champ 
de température ( ), , ,x y z pr  et du flux ( ) ( ),x y pφ ⋅ Ψ  par :  
                                      
247 La notion d’espace de Hilbert est notamment utile pour donner un sens aux notions de bases infinies 
mais dénombrables de fonctions, et de convergence en moyenne quadratique d’une décomposition (de 
fonctions) sur ces bases. Bien que la notion de convergence semble à première vue une considération 
purement mathématicienne (Fourier a développé sa théorie sans se préoccuper de la notion de 
convergence, et prétendait même que toutes fonctions étaient décomposables en « série de Fourier »), 
nous verrons dans la partie concernant les estimations de paramètres que celle-ci s’avérera de première 
importance pour l’explication d’erreurs d’estimation de certains modèles. En particulier, la notion de 
classe d’équivalence et d’égalité au sens presque partout expliquera certaines impossibilités d’effectuer des 
estimations avec une précision arbitrairement choisie. Pour s’en convaincre, une conséquence célèbre de 
la convergence ponctuelle et non uniforme, lors de fonctions discontinues, est l’apparition de phénomène 
de Gibbs.   
 
342 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0
0
*
, , , , , , sin , , ,
, , sin ,
,
x
x
L
s
x n n n n
L
s
x n n n n
n
x
x y z p x y z p x dx y z p
x y p p x y x dx y p
n n
L
r α r α r α
φ α φ α α
π
α
   = =    ⋅ Ψ = Ψ ⋅ = Φ ⋅ Ψ   = ∀ ∈
∫
∫



F
F   (27.4.5) 
En appliquant la transformation de Fourier-Sinus sxF  à l’équation de la chaleur 
(27.4.3), et en supposant que les opérateurs de dérivation et d’intégration peuvent 
commuter, nous avons : 
 ( )
2 22
2 2 2
0
sin
xL
n n
x n y z nx dx cpx y z
r rr
m α m m ρ r
∂ ∂∂
+ + =
∂ ∂ ∂
⌠
⌡
 
   (27.4.6) 
En effectuant une intégration par partie et en utilisant les conditions aux limites, 
( )
2
2
0
sin
xL
nx dxx
r
α
∂
∂
⌠
⌡
 se simplifie en :  
( ) ( ) ( )
2
2
2
0 0
0
0
sin sin cos
x
xx
n n
L
LL
n n n n n nx dx x x dxx xx
α r
r r r
α α α α α r
= =
 ∂ ∂ ∂ = . = .
 ∂ ∂∂  
⌠
⌡ ∫


 
  (27.4.7) 
 L’expression (27.4.7) se simplifie grâce aux conditions aux limites et aux propriétés des 
fonctions propres. En effet, les fonctions propres imposent *n∀ ∈  :  
 ( )
0
sin sin
x
x
L
n
x L x
nx
x x L
r r π
α
=
 ∂ ∂  =
 ∂ ∂ 
xL ( )
0
0
0
sin 0 0
xx
r
=
=
=
  ∂  . =  ∂  
  (27.4.8) 
 
Et on a : 
 ( ) ( ) ( )0
00 0
cos cos sin
x
x
x
n
L L
L
n n n n n nx dx x x dxx
r
r
α r α α r α α r
=
=
∂  = + = ∂
⌠
⌡ ∫




  (27.4.9) 
Car les conditions aux limites ( ) ( )
0
, , 0
Lx x
y p y pr r= = , impliquent :  
 ( )
0
0
cos cosx
L
L
n x
x
nx
L
π
r α r
=
  =  xL 
( )
0
0
cos 0 0xr
=
   . =   
  (27.4.10) 
Ainsi, l’expression (27.4.6) se simplifie en :   
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2 2
2
2 2
n n
n x n y z ncpy z
r r
α m r m m ρ r
∂ ∂
. + + =
∂ ∂
 
    (27.4.11) 
En appliquant la transformation de Fourier-Sinus sxF  aux conditions aux limites 
(27.4.4), nous avons248  : 
 
( )
( )
( ) ( ) ( )
( )
0
0 0
0
0 ; , , 0
; , , 0
0 ; , , ,
; , ,
L
L L
z
y n
y y n
n
z n n z z n
z
n
z z z z n
z L
y z p
y L z p
z y p h y p
z
z L h y p
z
r α
r α
r
m α r α
r
m r α
=
=
 = = = = ∂ = . = Φ ⋅ Ψ . ∂ ∂ = . = ∂






  (27.4.12) 
La transformation suivant x étant finalisée, il ne reste plus qu’à effectuer la 
transformation de Fourier-Sinus suivant y afin de transformer l’équation aux dérivées 
partielle (EDP) (27.4.11) en équation différentielle ordinaire (EDO). 
A.7.4.2.2. Transformation de Fourier-Sinus suivant (Oy) 
La variable y jouant le même rôle que x dans le système définit par (27.4.3) et (27.4.4), 
la démarche est analogue249 à celle utilisée pour la transformation Fourier-Sinus suivant 
x. 
On notera respectivement la transformation de Fourier-Sinus syF  suivant y du champ 
de température ( ), , ,n n y z pr α  et du flux ( ) ( ),n n y pαΦ ⋅ Ψ  par :  
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
,
0
,
0
*
, , , sin , , ,
, sin ,
,
y
y
L
s
y n n m n m n m n m
L
s
y n n m n m n m n m
m
y
y z p y dy z p
y p p y dy p
m m
L
r α c r c r α c
α c c α c
π
c
   = =    Φ ⋅ Ψ = Ψ ⋅ Φ = Φ ⋅ Ψ   = ∀ ∈
∫
∫
  
  

F
F   (27.4.13) 
En appliquant la transformation de Fourier-Sinus syF  à l’équation (27.4.11), et en 
supposant que les opérateurs de dérivation et d’intégration peuvent commuter, nous 
avons : 
                                      
248 Afin d’alléger l’écriture, les conditions aux limites suivant x ne sont pas rappelées dans (27.4.12). En 
effet, elles ne seront pas nécessaires aux transformations intégrales qui suivront.  
249 Les variables x et y « jouent » le même rôle, car les opérateurs différentiels et les conditions aux 
limites sont semblables pour les deux variables. 
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2
,
2
2
,2 2
, , ,2
n m
n m
n x n m m y n m z n m
d
dz
cp
z
r
r
α m r c m r m ρ r
≡
∂
. . + =
∂


    

  (27.4.14) 
En posant a
c
ξ
ξ
m
ρ
=  avec { }, ,x y zξ ∈ , et 2 2 yxn m
z z z
aap
a a a
γ α c
     = + +       
, l’équation 
(27.4.14) peut s’écrire250 : 
 
2
, 2 2
,2
0n m yxn m n m
z z z
d aap
a a adz
r
α c r
      . + + =          

   (27.4.15) 
 
2
, 2
,2
0,n m n m
d
dz
r
γ r γ⇔ . = ∈

    (27.4.16) 
En appliquant la transformation de Fourier-Sinus syF  aux conditions aux limites 
(27.4.12), nous avons251 : 
 
( ) ( ) ( )
( )
0 0
,
,
0
,
0 ; , , ,
; , ,
L L
z
n m
z n m n m z z n m
z
n m
z z z z n m
z L
d
z p h p
dz
d
z L h p
dz
r
m α c r α c
r
m r α c
=
=
 = . = Φ ⋅ Ψ . = . =

 


  (27.4.17) 
A.7.4.3. Solution du Sous-Problème 1 dans le domaine transformé 
Le sous-problème 1 initialement définie par le système d’équations aux dérivées 
partielles (27.4.1) est devenu un simple système différentielle ordinaire dans l’espace 
transformé, et défini par : 
                                      
250 Les paramètres thermiques { };cρ m  sont tous supposés strictement positifs, ce qui implique que les 
diffusivités sont toujours définies et strictement positives. 
251 Pour les même raisons que pour (27.4.12), les conditions aux limites suivant y ne sont pas rappelées 
dans (27.4.17). 
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( ) ( ) ( )
( )
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L L
z
n m
n m
n m
z n m n m z z n m
z
n m
z z z z n m
z L
n
x
m
y
yx
n m
z z z
d
dz
d
z p h p
dz
d
z L h p
dz
n n
L
m m
L
aap
a a a
r
γ r γ
r
m α c r α c
r
m r α c
π
α
π
c
γ α c
=
=
 . = ∈ = . = Φ ⋅ Ψ .
= . =

= ∀ ∈
= ∀ ∈
     = + +       

 

 






  (27.4.18) 
A.7.4.3.1. Expression de la solution générale du Sous-Problème 1 
• Solution générale de l’équation différentielle homogène 
La solution générale de l’équation différentielle homogène : 
 ( )
2
, 2
,2
0,n m n m
d
p
dz
r
γ r γ. = ∈

    (27.4.19) 
Peut s’écrire sous la forme : 
 ( ) ( ) ( ) 2, 1 2 1 2ch sh , ,n m K z K z K Kr γ γ= + ∀ ∈
    (27.4.20) 
 
• Relation issue de la condition aux limites en z=0 
A partir de la condition aux limites en z=0, et de l’expression (27.4.20), on a : 
( ) ( ) ( )
( )
( ) ( ) ( ) ( ) ( ) ( )
0 0
,
0
,
,
0 , , 0,
1 2 , 1 2
0 1 1 00
, , ,
sh ch , ch 0 sh 0
n m n m
n m
z n m n m z z n m
z z p
z n m n m z
z
d
p h p
dz
K z K z p h K K
r α c
r
m α c r α c
m γ γ γ α c
= = =
= = ==
. = Φ ⋅ Ψ .
        ⇔ . + = Φ ⋅ Ψ . +           


 


   
 
 (27.4.21) 
Ce qui se simplifie en :  
 ( ) ( )
0 1 2 ,
,z z n m n mh K K pm γ α c. = Φ ⋅ Ψ
   (27.4.22) 
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• Relation issue de la condition aux limites en z=Lz 
De façon analogue, à partir de la condition aux limites en z=Lz, et de l’expression 
(27.4.20), on a : 
 
( )
( )
( ) ( )( ) ( ) ( )( )
,
,
, , ,
1 2 1 2
, ,
sh ch ch sh
L L
z n m n m z
L
n m
z z z n m
z L z L p
z z z z z z
d
h p
dz
K L K L h K L K L
r α c
r
m r α c
m γ γ γ γ γ
= = =
. =
⇔ . + = +



   (27.4.23) 
   
Ce qui s’écrit également : 
( ) ( )( ) ( ) ( )( )1 2ch sh sh ch 0L Lz z z z z z z zh L L K h L L Kγ m γ γ γ m γ γ+ + + =   (27.4.24) 
 
• Détermination des constantes d’intégration K1,K2 
Pour déterminer les constantes d’intégration 1 2,K K ∈  , il suffit de résoudre le système 
formé des équations (27.4.22) et (27.4.24), définit par :  
 
( ) ( )
( ) ( )( ) ( ) ( )( )
0 1 2 ,
1 2
,
ch sh sh ch 0
L L
z z n m n m
BA
z z z z z z z z
C D
h K K p
h L L K h L L K
m γ α c
γ m γ γ γ m γ γ
.
 . = Φ ⋅ Ψ + + + =

 
  (27.4.25) 
Système dans lequel afin d’alléger la résolution, on pourrait poser : 
 
( ) ( )
( ) ( )
0
B
ch sh
sh ch
L
L
z
z
z z z z
z z z z
A h
C h L L
D h L L
m γ
γ m γ γ
γ m γ γ
 = = .
 = + = +
  (27.4.26) 
Le système (27.4.25) peut se résoudre à l’aide de la méthode de Cramer (à condition 
que le déterminant du système soit non nul), et on obtient ainsi : 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
0 0
0 0
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1 2 2
,
2 2 2
sh ch ,
sh ch sh
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L L
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z z z z n m n m
z z z z z z z z z
z z z z n m n m
z z z z z z z z z
h L L p
K
L h h L h h L
h L L p
K
L h h L h h L
γ m γ γ α c
m γ γ m γ γ γ
γ m γ γ α c
m γ γ m γ γ γ
   + Φ Ψ    = + + +   . + Φ Ψ    = + + +


  (27.4.27) 
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• Expression de la solution générale du Sous-Problème 1 
A l’aide des expressions (27.4.20) et (27.4.27), on en déduit que la solution du sous-
problème 1 s’écrit sous la forme : 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
0 0
1
, ,
2 2
, , , ,
ch sh ch ch sh
sh ch sh
L L
L L
SP
n m n m n m n m
z z z z z z z z
z z z z z z z z z
z p p
L h L z sh L h L z
L h h L h h L
r α c α c
m γ γ γ γ m γ γ γ γ
m γ γ m γ γ γ
= Φ Ψ ×
   + . +      
+ + +
  
  (27.4.28) 
Qui peut s’écrire en fonction du nombre de Biot z
z
h L
Bi ξξ m
=  avec { }0 , Lz zξ ∈ , et du 
paramètre252 ( )
( )
,
,
lim
,
,
n m
n m n m
n m
z
T
cL
α c
α c
ρ
Φ
=

 , sous la forme : 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
,
0 0
2
1
, lim, , , ,
sh ch
ch ch sh sh
sh
sh ch
n m
L L
L L
SP z
n m n m n m
z
z z
z z z z
z z
z
z z z z z z z
z
L
z p T p
a
L L
L Bi z L Bi z
L L
L
L L Bi Bi L Bi Bi
L
r α c α c
γ γ
γ γ γ γ
γ γ
γ
γ γ γ
γ
= Ψ ×
      + . +        
+ + +
  
  (27.4.29) 
Avec, *,n m∀ ∈  ,  n
x
n
L
π
α = , m
y
m
L
π
c = , et 2 2 yxn m
z z z
aap
a a a
γ α c
     = + +       
. 
En posant : 
( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
0 0
1
2
, , ,
sh ch
ch ch sh sh
sh
sh ch
L L
L L
SP
z n m
z z
z z z z
z zz
z z
z z z z z z z
z
z p
L L
L Bi z L Bi z
L LL
a L
L L Bi Bi L Bi Bi
L
α c
γ γ
γ γ γ γ
γ γ
γ
γ γ γ
γ
=
      + . +        
+ + +
H
  (27.4.30) 
L’équation (27.4.29) peut se mettre sous la forme :  
                                      
252 La dénomination de ce paramètre est généralement due au fait qu’il s’inspire de la définition de la 
température moyenne limite définie en thermodynamique pour un matériaux ayant une énergie Q et des 
parois adiabatiques. Sous hypothèse que la seule variable d’état modifiée soit la température, on a alors : 
lim
x y z
Q QdQ cVdT T
cV cL L L
ρ
ρ ρ
= ⇒ = = . En appelant 0ϕ  la densité de flux de l’excitation, le matériau 
reçoit alors une énergie 0 x yQ L Lϕ= . D’où, 0lim
z
T
cL
ϕ
ρ
= . En étendant cette relation aux harmoniques du 
flux, on obtient la relation proposée : ( )
( )
,
,
lim
,
,
n m
n m n m
n m
z
T
cL
α c
α c
ρ
Φ
=

    
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 ( ) ( ) ( ) ( )
,
1 1
, lim, , , , , , ,n m
SP SP
n m n m z n m n mz p z p T pr α c α c α c= ⋅ Ψ
  H   (27.4.31) 
Cette écriture en dehors du fait « d’alléger » l’expression de ( )1, , , ,SPn m n m z pr α c
 , elle 
trouvera son intérêt à travers une interprétation physique de ( )1 , , ,SPz n m z pα cH  qui 
sera donnée dans la section A.7.4.3.2 qui suit. 
Du point de vue expérimental, n’ayant accès qu’aux faces extérieures de l’échantillon, 
et plus particulièrement aux faces avant253 (z=0) et arrière (z=Lz), seuls ces deux cas 
sont d’un intérêt pratique pour la caractérisation thermique de matériaux. 
A.7.4.3.2. Expression de la solution générale du Sous-Problème 1 en 
z=0 et z=Lz 
• Expression de la solution générale du Sous-Problème 1 en z=0  
En posant z=0 dans l’expression (27.4.29), on obtient l’expression de l’évolution dans 
l’espace transformé du champ de température en face avant, qui a pour expression (cf. 
(27.4.21) et (27.4.27)) : 
( ) ( )
( )
( ) ( ) ( ) ( )
( ) ( ) ( )
0
,
0
0
0
, 1
2
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1
, , 0, , ,
sh
ch ,
, ,
sh ch
L n m
L
L
n m n m z n m
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z z n m
z zSP
n mz
z z
z z z z z
z
z p p K
LL
L Bi T p
a L
p
Bi Bi
L L Bi Bi L
L
r α c r α c
γ
γ α c
γ
r α c
γ γ γ
γ
= ≡ =
  + Ψ   
⇔ =
   + + +   
  


  (27.4.32) 
 
• Expression de la solution générale du Sous-Problème 1 en z=Lz  
En posant z=Lz dans l’expression (27.4.29) et en se souvenant que ( ) ( )2 2ch sh 1x x. =
, on obtient l’expression de l’évolution du champ de température en face arrière dans 
l’espace transformé, qui a pour expression : 
( ) ( )
( )
( ) ( )
( ) ( ) ( )
,
0
0
,
2
lim
1
, , , , ,
,
, ,
sh ch
L
n m
L
L
L
n m n m z z n m
z
n m
SP z
n mz
z z
z z z z z
z
z L p p
L
T p
a
p
Bi Bi
L L Bi Bi L
L
r α c r α c
α c
r α c
γ γ γ
γ
= ≡
Ψ
⇔ =
   + + +   
  


  (27.4.33) 
                                      
253 Rappelons que les notions de face avant et arrière ne sont pas liées directement aux valeurs de la 
variable z, mais à la réalité physique de l’expérience. En effet, la « face avant » correspond à la surface 
excitée (sous forme de flux) de l’échantillon, et « la face arrière » est définit comme étant la face opposée 
à la « face avant ». Ainsi, par changement d’axe, il serait tout à fait possible (pour des raisons 
calculatoires, par exemple) de définir la « face avant » en z=Lz et la « face arrière » en z=0. 
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Remarques : En posant { }0 , Lz zξ ∈ , on remarque que les expressions du champ de 
température (dans l’espace transformé) en face avant et arrière s’écrivent sous la 
forme254 ( ) ( ) ( ) ( )
,lim
, , , , ,
n mz n m z n m n m
p p T p
ξ ξ
r α c α c α c= ⋅ Ψ  H . Cette dernière expression 
exprime que dans l’espace transformé il existe une relation linéaire entre l’excitation
( )
,, limn mn m z
cL TρΦ =    et l’évolution du champ de température. En fonction du point de 
vue adopté, on peut attribuer différentes dénomination à zξH .  
En traitement du signal (ou en automatique), zξH  s’interprète comme étant la réponse 
impulsionnelle généralisée, ou fonction de transfert généralisée255 du système (le 
matériau), car si l’excitation 
( ), ,flash
z
x y t
cL
ϕ
ρ
 peut être modélisée par la distribution de 
Dirac256 ( ), ,x y tδ , alors on a dans l’espace transformé : 
( ) ( ) ( ) ( ) ( ), , / 1 , , , ,n m n m z z n m z n mp cL p pξ ξα c ρ r α c α cΦ Ψ = ⇒ =
  H .  
En revanche, si l’on adopte le point de vue de l’électrocinétique, en considérant la 
température comme l’analogue de la tension, et le flux (ou la température limite) 
                                      
254 A chaque fois qu’il n’y aura pas d’ambiguïté à craindre, l’exposant rappelant le sous-problème auquel 
se réfèrent les différents termes sera omit. Ainsi, par exemple, on notera ( ), ,z n m pξ α cH  au lieu de 
( )1 , ,SP n mz pξ α cH , et ( ), ,z n m pξr α c
  au lieu ( )1 , ,SP n mz pξr α c
 … 
255 L’emploi du terme « généralisée » dans les notions de réponse impulsionnelle et fonction de transfert 
est dû au fait que l’excitation et la réponse sont ici de nature physique différente, contrairement au cadre 
l’emploi classique de la notion de réponse impulsionnelle et de fonction de transfert en traitement du 
signal. 
256 La distribution (singulière) de Dirac δ  est définie (mathématiquement) par : 
( )
( ) ( )
:
, 0
n
δ
φ δ φ δ φ φ→ =
  
e

D
, où ( )nD  représente l’espace des fonctions test.  
A cette écriture (définition), le physicien préfère généralement une écriture (impropre) inspirant une 
notion de distribution régulière (voire, de fonction) à la distribution singulière δ , et la définit 
(improprement) par : ( ) ( ) ( ) ( ) ( ), ... 0n nx x x x dδ φ δ φ φ=∫ ∫
ee e e e
 V , avec ( ) *1, ..., n nx x x ∈= 
e
 un multiplet 
(représentant un point) de l’espace n , et 
1
n
n
i
i
d dx
=
∏V  l’hyper-volume élémentaire centré autour du 
point représentatif de xe . Cette dernière notation est d’un intérêt calculatoire « pratique », mais fait 
perdre de vue la nature de δ  comme étant une fonctionnelle linéaire complexe également appelée forme 
linéaire (application d’un ensemble de fonctions dans un ensemble de complexes), et peu ainsi porter à 
confusion en laissant penser que δ  est une fonction ayant pour valeur numérique ( )xδ e  en xe …    
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comme l’analogue de l’intensité, alors zξH  s’interprète comme étant l’impédance 
opérationnelle (ou symbolique, ou isomorphe) généralisée257 du système. 
Enfin, notons que du point de vue mathématique, zξH  porte généralement le nom de 
fonction de Green associée au problème. Ces fonctions de Green servent de fonctions 
« de base » à partir desquelles peuvent s’exprimer les solutions du problème pour 
différentes conditions aux limites (ou termes sources). 
A.7.5. Résolution du Sous-Problèmes 2 dans le domaine 
transformé 
Afin de résoudre le sous-problème 2, on utilisera une démarche analogue à celle utilisée 
pour résoudre le sous-problème 1. On appliquera une transformation de Laplace 
unilatérale pour la variable temporelle, et deux transformations de Fourier pour les 
variables spatiales y et z. Cependant, contrairement au sous-problème 1, les deux 
transformations de Fourier seront ici différentes car les conditions aux limites suivant y 
et suivant z n’imposent pas les mêmes fonctions propres. Ainsi, nous appliquerons une 
transformation Fourier-Sinus suivant (Oy), et une transformation Fourier-Cosinus 
suivant (Oz). Une conséquence importante258 est que zéro est valeur propre pour la 
transformation Fourier-Cosinus suivant (Oz). 
Le système d’équations aux dérivées partielles correspondant au sous-problème 2 
est défini par : 
                                      
257 Le terme « généralisée » qualifie ici le fait que l’impédance dépende non seulement de la variable de 
Laplace, mais également des variables de Fourier, considérées comme paramètres pour la transformée de 
Laplace. 
258 En effet, c’est la valeur propre 0, admettant pour fonction propre 1, qui permet d’identifier à un 
facteur multiplicatif près l’harmonique d’ordre 0 du champ de température à la valeur moyenne de ce 
champ suivant la direction (Oz). 
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=
=
=
=
=
=
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 ∂ ∂ ∂ ∂ + + = ∀ > ∀ ∈ Ω ∂Ω
∂∂ ∂ ∂
= = ∆
= = ∆
= =
 = =
∂
= . =
∂
∂
= . =
∂
= =


  (27.5.1) 
Remarque : Comme précédemment, dans cette section, afin d’alléger l’écriture, nous 
ne rappellerons pas les conditions aux limites qui ne serviront pas aux transformations 
intégrales suivantes.   
A.7.5.1. Transformation de Laplace Unilatérale en temps et 
Transformation de Fourier-Sinus suivant (Oy) 
En appliquant au système (27.5.1) une transformation de Laplace unilatérale en temps 
et une transformation de Fourier-Sinus suivant (Oy), et en conservant la démarche et 
les notations définies pour le sous-problème 1, on obtient :  
 
( ) ( )
( ) ( )
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2 2
2
2 2
0
*
0 ; , , ,
; , , ,
0 ; 0
; 0
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L L
z
m m
x m y m z m
x m x m
x x m x m
m
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z L
m
y
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x z p p
x L z p p
z
z
z L
z
m m
L
r r
m c m r m ρ r
r c r c
r c r c
r
m
r
m
π
c
=
=
 ∂ ∂ . + = ∂ ∂ = = ∆ = = ∆ ∂
 = . = ∂ ∂ = . = ∂ = ∀ ∈
 
 
 
 



  (27.5.2) 
A.7.5.2. Transformation de Fourier-Cosinus suivant (Oz) 
La transformation Fourier suivant z doit diagonaliser l’opérateur différentiel d’ordre 2 
correspondant à la variable z associé aux conditions aux limites afférentes de type 
Neumann homogène (flux nuls). Cela revient à résoudre un problème régulier de Sturm-
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Liouville qui admet sur un espace de Hilbert une famille de fonctions cosinus définit par 
( )cosk kZ zξ=  comme base de fonctions propres. Les nombres k
z k
k
L
π
ξ
∈
=

 sont les 
valeurs propres du problème. Notons que cette fois-ci, zéro est valeur propre du 
problème. 
Ces fonctions propres étant orthogonales et définies à une constante multiplicative près, 
il est possible si besoin de rendre la base orthonormée en choisissant ( )2 cosk k
z
Z z
L
ξ= .  
On notera la transformation de Fourier-Cosinus czF  suivant z du champ de 
température ( ), , ,m mx z pr c , par :  
 
( )( )( ) ( ) ( ),
0
, , , cos , , ,
,
zL
s
z m m k m k m k m k
k
z
x z p z dz x p
k k
L
r c ξ r ξ r c ξ
π
ξ
 = = = ∀ ∈
∫   

F
  (27.5.3) 
 En l’appliquant à l’équation de la chaleur du système (27.5.2), et en supposant que les 
opérateurs de dérivations et d’intégrations peuvent commuter, on obtient : 
 ( )
2 2
, 2
, ,2 2
0
cos
zL
m k m
x m y m k z k m kz dz cpx z
r r
m c m r m ξ ρ r
∂ ∂
. + =
∂ ∂
⌠

⌡
      (27.5.4) 
En effectuant une intégration par partie et en utilisant les conditions aux limites, 
( )
2
2
0
cos
zL
m
z kz dzz
r
m ξ
∂
∂
⌠

⌡

 se simplifie en :  
( ) ( ) ( )
,
2
2
,2
0
00
0
cos cos sin
z z
z
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=
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⌠ ⌠
 ⌡⌡

   
 
  (27.5.5) 
L’expression (27.5.5) se simplifie grâce aux conditions aux limites et aux propriétés des 
fonctions propres. En effet, les conditions aux limites impliquent k∀ ∈  :  
 ( )
0
0
cos cos
z
z
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z L z
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z z L
r r π
ξ
=
=
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  ∂  . =  ∂ 
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
  (27.5.6) 
Et on a : 
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 ( ) ( ) ( )
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  (27.5.7) 
Car les fonctions propres imposent k∀ ∈   :  
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r ξ r  = 
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  (27.5.8) 
Ainsi, l’expression (27.5.4) se simplifie en :   
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  (27.5.9) 
En posant a
c
ξ
ξ
m
ρ
=  avec { }, ,x y zξ ∈ , et 2 2y zm k
x x x
a ap
a a a
κ c ξ
     = + +       
, l’équation 
(27.5.9) peut s’écrire259 : 
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
    (27.5.11) 
En appliquant la transformation de Fourier-Sinus czF  aux conditions aux limites 
suivant x de (27.5.2), nous avons260  : 
 
( ) ( )
( ) ( )
0 0
0 ; , , ,
; , , ,
L L
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  
  
  (27.5.12) 
A.7.5.3. Solution du Sous-Problème 2 dans le domaine transformé 
Le sous-problème 2 initialement définie par le système d’équations aux dérivées 
partielles (27.5.1) est devenu un simple système différentielle ordinaire dans l’espace 
transformé, et défini par : 
                                      
259 Les paramètres thermiques { };cρ m  sont tous supposés strictement positifs, ce qui implique que les 
diffusivités sont toujours définies et strictement positives. 
260 Afin d’alléger l’écriture, les conditions aux limites suivant y et z ne sont pas rappelées dans (27.5.12), 
car elles ne sont pas nécessaires pour les calculs restant.  
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( ) ( )
( ) ( )
0 0
2
, 2
,2
*
2 2
0,
0 ; , , ,
; , , ,
,
,
L L
m k
m k
x m k x m
x x m k x m
m
y
k
z
y z
m k
x x x
d
dx
x p p
x L p p
m m
L
k k
L
a ap
a a a
r
κ r κ
r c ξ r c
r c ξ r c
π
c
π
ξ
κ c ξ
 . = ∈ = = ∆ = = ∆ = ∀ ∈ = ∀ ∈        = + +        

 
  
  


  (27.5.13) 
 
• Solution générale de l’équation différentielle homogène 
La solution générale de l’équation différentielle homogène : 
 
2
, 2
,2
0,m k m k
d
dx
r
κ r κ. = ∈

    (27.5.14) 
Peut s’écrire sous la forme : 
 ( ) ( ) ( ) 2, 1 2 1 2ch sh , ,m k k z k z k kr κ κ= + ∀ ∈
    (27.5.15) 
 
• Détermination des constantes d’intégration k1,k2 
La condition aux limites en x=0 implique : 
 ( )
01
,x mk pr c= ∆
   (27.5.16) 
En tenant compte de (27.5.16), la condition aux limites en x=Lx impose : 
 ( ) ( ) ( ) ( )
0 2
, ch sh ,
Lx m x x x x m
p L k L L pr c κ κ r c∆ + = ∆     (27.5.17) 
 
( )
( )
( )
( ) ( )02
, ch
,
sh sh
Lx m x
x m
x x
p L
k p
L L
r c κ
r c
κ κ
∆
⇔ = . ∆

   (27.5.18) 
 
• Expression de la solution générale du Sous-Problème 2 
En substituant (27.5.16) et (27.5.18) dans (27.5.15), et en se rappelant que 
( ) ( ) ( ) ( ) ( )sh ch sh ch sha b b a a b. = . , on obtient : 
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( ) ( )( )( )
( )
( ) ( )( )
( )
( )
0
2 2
0
2
,
, , , , , ,
terme associé à la CL 0 terme associé à la CL 
sh sh
, , , , ,
sh sh L
SP SP
m k m kx xL
x
xSP
m k m k x m x m
x x
x p x p
x x L
L x x
x p p p
L L
c ξ c ξ
κ κ
r c ξ r c r c
κ κ
= =
.
= ∆ + ∆    
 
  
H H
 
  (27.5.19) 
Avec, *m∀ ∈  , m
y
m
L
π
c =  ; k∀ ∈  , k
z
k
L
π
ξ =  ; et 2 2y zm k
x x x
a ap
a a a
κ c ξ
     = + +       
. 
En posant261 : 
 
( ) ( )( )( )
( ) ( )( )
0
2
2
sh
, , ,
sh
sh
, , ,
shL
xSP
m kx
x
SP
m kx
x
L x
x p
L
x
x p
L
κ
c ξ
κ
κ
c ξ
κ
 . = =
H
H
  (27.5.20) 
L’expression (27.5.19) s’écrit : 
( )
( ) ( ) ( ) ( )
00
2
,
2 2
terme associé à la CL 0 terme associé à la CL 
, , ,
, , , , , , , ,
LL
x
SP
m k m k
SP SP
m k x m m k x mx x
x x L
x p
x p p x p p
r c ξ
c ξ r c c ξ r c
= =
=
∆ + ∆

  
 
H H   (27.5.21) 
Ainsi, on voit que le champ de température solution du sous-problème 2 est la 
superposition des contributions des conditions aux limites en x=0 et x=Lx. En effet, il 
aurait été possible de décomposer le sous-problème 2 en deux autres sous-problèmes, ne 
contenant chacun qu’une condition aux limites non nulle, et par superposition, on 
aurait retrouvé le résultat (27.5.19). 
A.7.6. Résolution du Sous-Problèmes 3 dans le domaine 
transformé 
Le système d’équations aux dérivées partielles correspondant au sous-problème 3 
est défini par : 
                                      
261 Pour les sous-problèmes 2 et 3, on notera les réponses impulsionnelles associées aux différentes 
conditions aux limites avec un indice rappelant la condition aux limites afférentes. Cependant, il ne 
faudra pas confondre cette notation avec celle utilisée pour le sous-problème 1, dont l’indice indique la 
valeur de la variable à laquelle est évaluée la réponse impulsionnelle. 
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m
m
=
=
=
=
=
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∂∂ ∂ ∂
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= =
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∂
= . =
∂
∂
= . =
∂
= =


  (27.6.1)
   
Les variables x et y jouant un rôle parfaitement symétrique dans le problème physique 
complet (27.3.3), le sous-problème 3 est l’analogue exact du sous-problème 2. Sa 
résolution peut donc se déduire de celle du sous-problème 2 en remplaçant x par y dans 
les différentes équations. 
Ainsi, la solution du sous-problème 3 s’écrit : 
( ) ( )( )( )
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( ) ( )( )
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3 3
0
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,
, , , , , ,
terme associé à la CL 0 terme associé à la CL 
sh sh
, , , , ,
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SP SP
n k n ky yL
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n k n k y n y n
y y
y p y p
y y L
L y y
y p p p
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α ξ α ξ
d d
r α ξ r α r α
d d
= =
.
= ∆ + ∆    
 
  
H H
 
  (27.6.2) 
Avec, *n∀ ∈  , n
x
n
L
π
α =  ; k∀ ∈  , k
z
k
L
π
ξ =  ; et 2 2x zn k
y y y
a ap
a a a
d α ξ
       = + +        
. 
De la même manière que pour (27.5.21), en posant : 
 
( ) ( )( )( )
( ) ( )( )
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3
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, , ,
sh
sh
, , ,
shL
ySP
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y
SP
n ky
y
L y
y p
L
y
y p
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α ξ
d
d
α ξ
d
 . = =
H
H
  (27.6.3) 
L’expression (27.6.2) s’écrit également : 
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( ) ( ) ( ) ( )
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, , ,
, , , , , , , ,
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SP SP
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α ξ r α α ξ r α
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=
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
  
 
H H   (27.6.4) 
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A.7.7. Expression du champ de température complet par 
superposition et transformations inverses 
Les trois sous-problèmes composant le problème complet (27.3.3) ont étés résolus dans 
le domaine transformé afin de simplifier les démarches calculatoires. Il reste désormais à 
exprimer ces diverses solutions dans le domaine spatio-temporel à l’aide des 
transformations inverses associées à chacune des transformations intégrales utilisées.  
La solution du problème complet dans le domaine réel s’exprimera alors par :  
 ( ) ( )
3
1
, , , , , ,complet SPi
i
T x y z t T x y z t
=
= ∑   (27.7.1) 
En conservant les notations précédentes : 
 
( )
( )
( )
*
*
2 2
2 2
2 2
/ ,sin
sin / ,
/ ,cos
n xn n
m m m y
k zk k
yx
n m
z z z
y z
m k
x x x
x z
n k
y y y
n L nX x
Y y m L m
k L kZ z
aap
a a a
a ap
a a a
a ap
a a a
α πα
c c π
ξ πξ
γ α c
κ c ξ
d α ξ
= ∀ ∈=
= = ∀ ∈
= ∀ ∈=
     = + +       
     = + +       
    = + +    




  (27.7.2) 
En notant l’inverse de Laplace d’une fonction ( ), , ,F x y z p  de la variable complexe p, et 
d’abscisse de sommabilité262 0α , par : 
 ( ) ( ) ( ) ( )
i
1
0
i
1
, , , , , , , , , ,
2
pt
t F x y z p t F x y z p e dp f x y z ti
α
α
α α
π
+ ∞
.
. ∞
  = = ∀ >  ∫L  (27.7.3) 
Et en se rappelant que les fonctions propres forment des bases de projection du champ 
de température sur un espace de Hilbert, les solutions dans le domaine spatio-temporel 
des différents sous-problèmes, s’expriment sous les formes suivantes : 
 
• Expression du champ de température du sous problème 1 
La solution (champ de température) dans le domaine spatio-temporel du sous-problème 
1, s’écrit sous la forme263 : 
                                      
262 Egalement appelée abscisse de convergence. 
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 ( ) ( ) ( )1 11 ,2 2
1 1
2 2
, , , , , ,SPn mSP t n m n m
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X Y
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 
 
=  
 
  
∑ ∑ L   (27.7.4) 
Par linéarité de la transformation de Laplace, (27.7.4) s’écrit également : 
 ( ) ( ) ( )1 11 ,2 2
1 1
2 2
, , , , , ,SPn mSP t n m n m
n m n m
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T x y z t z p t
X Y
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∞ ∞
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L   (27.7.5) 
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n m n m
T x y z t
X Y
p p t
X Y
α c α c
∞ ∞
.
= =
⇔ =
 ⋅ Φ Ψ  ∑ ∑
L H
  (27.7.6) 
Avec, 
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H
  (27.7.7) 
En notant : 
 
( ) ( ) ( )
( ) ( ) ( )
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α c α c
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  = Ψ  
L H
L
  (27.7.8) 
Et en se rappelant qu’un produit de fonctions dans l’espace de Laplace (espace image) 
correspond à un produit de convolution dans l’espace original, l’expression (27.7.6) 
devient : 
( ) ( ) ( ) ( )
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1 1
2 2
, , , , , , ,
n m
tSPn m
SP n m z n m
n m n m
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∞ ∞
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∑ ∑    (27.7.9) 
 
• Expression du champ de température du sous problème 2 
En procédant de façon analogue à celle utilisée pour le sous-problème 1, on obtient 
pour le sous-problème 2 : 
 ( ) ( ) ( )1 22 ,2 2
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2 2
, , , , , ,SPm kSP t m k m k
m k m k
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T x y z t x p t
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r c ξ
∞ ∞
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 
 
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 
  
∑ ∑ L   (27.7.10) 
                                                                                                                    
263 Dans les différentes expressions, on notera le carré de la norme d’une fonction f dans l’espace L2 
(espace des fonctions de carré sommable, également appelé de carré intégrable) par 
2
2
f .  
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En remplaçant ( )2, , , ,SPm k m kx pr c ξ
  par son expression : 
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Avec :  
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  (27.7.12) 
Et en mettant à profit la linéarité de la transformation de Laplace, l’expression 
(27.7.10) devient : 
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  (27.7.13) 
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•  Expression du champ de température du sous problème 3 
La démarche permettant d’obtenir la solution du sous-problème 3 dans le domaine 
spatio-temporel étant parfaitement analogue à celle utilisée pour le sous-problème 2, 
nous ne donnerons que le résultat. 
Ainsi, la solution du sous-problème 3 dans le domaine spatio-temporel s’écrit : 
 ( ) ( ) ( )1 33 ,2 2
1 0
2 2
, , , , , ,SPn kSP t n k n k
n k n k
X Z
T x y z t y p t
X Z
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∞ ∞
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 
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En se souvenant que : 
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Et que : 
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En appliquant l’inverse de Laplace à (27.7.15), on obtient : 
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Avec : 
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  (27.7.19) 
On retrouve ainsi dans l’expression du champ de température du sous-problème 2 et 3, 
la superposition des contributions des (deux) champs associés aux deux conditions aux 
limites. 
L’expression du champ de température complet s’écrit alors : 
 ( ) ( )
3
1
, , , , , ,complet SPi
i
T x y z t T x y z t
=
= ∑   (27.7.20) 
Remarque : Afin de rester dans le cadre le plus général et illustrer la mise en œuvre 
des différentes transformations intégrales (Laplace, Fourier-Sinus, et Fourier-Cosinus), 
les sous-problèmes 2 et 3 ont étés résolus sans considérations simplificatrices. 
Cependant, il est important de noter que pour ces sous-problèmes, compte tenu des 
conditions aux limites de type Neumann homogène (flux nuls) suivant (Oz), et 
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températures uniformes dans l’épaisseur sur les bords en x et en y, sont en réalité 
bidimensionnels car ils ne dépendent pas de la variable z. Une démonstration de cette 
affirmation sera donnée pour un cas plus simple (problème moyenné suivant (Oy)) dans 
le chapitre suivant, traitant des méthodes de caractérisation de matériaux anisotropes. 
Notons qu’en exprimant la solution complète du problème 3D dans l’espace de Laplace, 
à l’aide d’un algorithme d’inversion numérique de Laplace il est possible d’obtenir la 
solution temporelle du problème complet 3D pour une forme quelconque, mais 
analytique et connue, de l’excitation. 
Il est alors possible d’effectuer une estimation 3D sur l’ensemble des harmoniques, mais 
cela nécessite de manipuler des matrices de tailles considérables, pouvant mener à des 
temps de calcul extrêmement longs, voire conduire à une incapacité de calcul due à des 
dépassements de mémoire machine. 
C’est pourquoi dans le chapitre suivant, on propose une méthode d’estimation basée sur 
le champ de température moyenné suivant (Oy). Cela a pour conséquence de diminuer 
la taille des matrices à manipuler, mais impose une hypothèse de flux identiques aux 
bords en y afin de ne pas introduire de termes sources ou de biais de modèle. 
De plus, en anticipant sur le chapitre suivant, notons que la prise de moyenne permet 
de diminuer l’amplitude du bruit de mesure (théorème central limite) et permet ainsi 
d’améliorer les résultats obtenus par la méthode « Sin-Ind » basée sur la dérivation du 
signal expérimental.  
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A.8. Méthode des "moindres carrés" 
A.8.1. Principe 
La méthode que nous avons choisie pour réaliser cet ajustement est la méthode de 
Gauss-Newton. Il s'agit d'une méthode non linéaire de type "moindres carrés" qui 
consiste à minimiser une norme. Ici, la norme choisie est la somme des écarts 
quadratiques entre la courbe expérimentale et la courbe théorique donnée par le 
modèle. La méthode est souvent appelée méthode des "moindres carrés" pour cette 
raison. Soit S cette somme :  
 ( ) 2i i
i
S = Y  - F(t , )∑ β  (1) 
Y représente la courbe expérimentale, F  la courbe théorique fonction du temps et des 
paramètres inconnus. L'indice i  fait référence à l'instant it . 
Minimiser S par rapport aux paramètres jc  revient à annuler ses dérivées. Soit : 
 
( )
( )( ) ( )
,
0 0i i
ij j
S F t
 =     Y - F t , =   j
∂ ∂
∂ c ∂ c
⇒ ∀∑
β
β  (2) 
On définit le coefficient de sensibilité jX  comme étant la dérivée du signal par rapport 
au paramètre jc . Soit : 
 ( )
( )i
j i
j
 F t ,
X t ,  = 
∂
∂ c
β
β  (3) 
Il mesure les variations induites sur le signal par de faibles variations du paramètre jc . 
Ainsi, plus le coefficient de sensibilité d'un paramètre sera grand, plus le modèle sera 
sensible à ce paramètre et plus il sera facile d'estimer sa valeur par des algorithmes 
d'inversion. On peut remarquer également que le coefficient de sensibilité est fonction 
non seulement des paramètres du modèle mais aussi du temps. Par conséquent, 
l’importance du rôle joué par un paramètre n'est pas identique à chaque instant. 
Le système d'équations non linéaires que nous avons à résoudre dépend directement des 
coefficients de sensibilité par la relation : 
 ( ) ( )( ) 0j i i i
i
X t ,  Y - F t , =  ∑ β β  (4) 
Ces sensibilités jouent donc un rôle fondamental dans les techniques d'inversion 
puisqu'elles conditionnent non seulement les valeurs estimées des paramètres mais aussi 
les erreurs commises sur ces paramètres.  
Il est commode pour des raisons d'écriture et de calcul d'utiliser le formalisme 
matriciel. On définit ainsi : 
 
364 
1
2
p
 = 
c
c
c
 
 
 
 
 
 
 
  

β  , 
1
2
n
Y
Y
= 
Y
 
 
 
 
 
 
 
  

Y  et  
( )
( )
( )
1
2
n
F t ,
F t ,
 = 
F t ,
 
 
 
 
 
 
 
  

β
β
β
F  
Le vecteur β représente le vecteur paramètre. Pour distinguer les paramètres identifiés 
des paramètres réels du modèle qui compte-tenu du processus d'identification ne sont 
pas identiques car entachés d'erreurs systématiques ou aléatoires, on marquera le 
vecteur paramètre β du signe «^» chaque fois que l'on fera référence aux paramètres 
estimés.  
Les vecteurs Y et F représentent respectivement les réponses expérimentale et 
théorique du système. Chaque composante iY et iF  représentent les valeurs mesurée et 
calculée à l'instant it . 
On définit également la matrice de sensibilité X où chaque composante ( ),ij j iX X t= β  
représente la sensibilité au paramètre jc à l'instant it . 
On peut ainsi écrire la somme S : 
 ( ) ( ) = S . .Y F Y Fσ  (5) 
et : 
 ( ) ( )0  0 
j
S  =    j∂
∂c
∀ ⇒ . =σX Y F  (6) 
Dans le cas linéaire où on a : ˆ=F Xβ , la matrice de sensibilité ne dépend pas des 
paramètres. Ιl est alors facile d'inverser la relation et d'obtenir β̂ .  
On trouve alors :  
 ( ) 1ˆ .= σ σX X X Yβ  (7) 
En l'absence de bruit de mesure et en supposant le modèle est sans biais, c'est à dire 
qu'il décrit de manière idéale l'évolution du système, on a :  
 ˆet= = β βY Xβ  (8) 
Dans le cas non linéaire, il n'est plus possible d'exprimer aussi simplement F en 
fonction de β. La solution s'obtient alors par un processus itératif en développant en 
série de Taylor la fonction au voisinage de la solution : 
 ( ) ( ) ( ) ( )n 1 n 1
ˆ
ˆ ˆ ˆ ˆ in n
i j j
j j
F t ,
F t ,  = F t ,  + + i
∂
c c
∂c
+ +
=
.∑ …
β β
β
β β
n
 (9) 
qui s'écrit sous forme matricielle : 
 ( )(n+1( (n( (n( (n 1( (n(ˆ ˆ =  +  + .F F X β β  (10) 
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L'exposant (n) sur X indique que la matrice de sensibilité est calculée avec les valeurs 
de β évaluées au rang (n) soit : ( )nβ̂ . On écrit alors que pour des valeurs de β proches 
de la solution, le système d’équations est vérifié, c'est à dire que :  
 ( )(n( (n+1( -   = 0σX Y F  (11) 
Si on remplace ( )n 1F +  par son développement, on obtient alors une relation de 
récurrence entre les valeurs des paramètres estimés au rang (n) et au rang (n+1) :  
 ( ) ( )
-1
(n+1( (n( (n( (n( (n( (n(ˆ ˆ =  +   - 
σ σ
X X X Y Fβ β  (12) 
Sous réserve de convergence, la solution est donnée par la valeur limite de cette suite.  
Nous voyons ainsi apparaître l'intérêt de la méthode des moindres carrés qui permet 
d'obtenir une expression explicite de la solution linéarisée.  
A.8.2. Propriétés statistiques de l’estimateur 
A partir de la relation précédente, il est ensuite possible d'établir les propriétés 
de l'estimateur, notamment ses propriétés statistiques et d'évaluer les erreurs commises 
sur les valeurs des paramètres identifiés. C'est ce qui va être fait maintenant. 
Le modèle théorique est fonction des valeurs estimées des paramètres β̂ , obtenues à 
partir de la relation de récurrence, soit : 
 ( )(n( ˆt,= βF F  (13) 
La courbe expérimentale est quant à elle fonction des valeurs réelles de ces paramètres. 
Elle est également bruitée. Ce bruit est alors source d'erreur sur les paramètres 
identifiés. En l’absence d’informations particulières sur le bruit de mesure, on adopte 
les hypothèses habituelles d’un bruit additif à la grandeur mesurée, ici la température. 
On supposera ce bruit de mesure ε comme étant aléatoire, non corrélé et suivant une 
loi de distribution normale de moyenne nulle ( )E 0=ε  et de variance constante 
( ) 2bV =ε σ ( bσ : écart-type du bruit de mesure). Ainsi, si on suppose que le modèle 
théorique est sans biais, on a : 
 ( ) ( ) ( )t,  t, t= +Y  Fβ β ε  (14) 
On cherche ensuite à estimer les erreurs commises sur les paramètres identifiés. Pour 
cela, on va supposer que les valeurs des paramètres données par le processus itératif 
sont proches de la solution et qu’elles vérifient les relations : 
 ( ) ( )( )t ˆ ˆt,  - t,  = 0 =X Y Fβ β β β  (15) 
On développe ensuite la fonction F au premier ordre au voisinage de la solution, soit : 
 ( ) ( ) ( )ˆ ˆt,  = t,   +    .F F X ββ β β β  (16) 
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A partir de cette relation, on peut remarquer qu’au premier ordre, on a toujours : 
ˆ =  X Xβ β . 
Si on injecte cette expression dans l'équation précédente, on trouve une relation entre 
les paramètres réels et estimés : 
 ( ) ( )-1ˆ =  + tσ σX X Xβ β ε  (17) 
La matrice de sensibilité peut s'exprimer soit à partir des paramètres estimés, soit à 
partir des paramètres réels.  
On peut remarquer que cette relation qui n’est qu’une approximation au premier ordre 
pour un problème non linéaire, devient une égalité pour un problème linéaire car la 
matrice de sensibilité n’est plus fonction des paramètres. 
• Espérance mathématique de l'estimateur :  
A partir de la relation que l’on vient d’établir, il est facile de montrer que :   
 ( ) ( ) ( ) ( ) ( )-1 -1ˆ  = + t  =  +  t        
σ σ σ σX X X X X XE E Eβ β  ε β  ε  (18) 
 ( )ˆ  =E β β  (19) 
On montre ainsi que le processus itératif mis en place converge bien vers les valeurs 
réelles des paramètres. 
• Variance-Covariance de l'estimateur : 
Par définition de la matrice de variance-covariance, on a : 
 ( ) ( )( ) ( )( ) ( ) ( )t tˆ ˆ ˆ ˆ ˆ ˆ ˆV       -     -      -   -     = =         E E E Eβ β β β β β β β β  (20) 
En remplaçant β̂  par son expression, on a alors :  
 ( ) ( ) ( ) ( ) ( ) ( )-1 -1 -1 -1ˆV     = =   
σ σ σ σ σ σ σ σX X X X X X X X X X X XE Eβ  εε εε  (21) 
Comme on a supposé ε non corrélé, la matrice ( )tE εε est diagonale. De plus, l’écart-
type du bruit de mesure étant supposé constant, la matrice est sphérique et 
( )t 2b=E εε σ , d’où :  
 ( ) ( )-12bˆV    = σX Xβ σ  (22) 
Les termes diagonaux de cette matrice représentent les variances de chaque paramètre, 
c'est à dire les carrés des écarts-types de leurs estimateurs. 
On peut alors faire les remarques suivantes : 
• En l'absence de bruit, les variances et covariances des paramètres sont nulles.  
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• En présence de bruit de mesure, lorsque les sensibilités du signal aux paramètres 
sont nulles ou lorsqu'elles sont corrélées, le déterminant de tX X  devient faible et les 
écarts-types sur les paramètres sont très grands. 
• En augmentant le nombre de points de mesure et en prenant des points proches du 
maximum de sensibilité à chaque paramètre, on diminue les écarts-types des 
paramètres. 
• En effectuant la moyenne des valeurs estimées à partir de plusieurs manipulations, 
on diminue l'écart-type sur la valeur moyenne. 
L'espérance mathématique montre que les valeurs des paramètres identifiés tendent 
bien vers les valeurs des paramètres réels, donc que l'estimateur est sans biais. Ce qui 
permet de justifier l'utilisation de la méthode des "moindres carrés" pour la 
détermination de ces paramètres. Cette méthode est d'autant plus intéressante qu'elle 
permet de déterminer explicitement les erreurs commises sur ces valeurs par une 
approche statistique (matrice de variance-covariance). En particulier, l'expression de 
cette matrice montre que ces erreurs seront d'autant plus faibles que le bruit de mesure 
sera petit.  
L'optimisation de l'estimation des paramètres consiste à réduire les écarts-types, donc 
les variances des paramètres. Pour ce faire, on va chercher à réaliser une expérience 
susceptible de favoriser au mieux cette estimation. Ceci peut se faire soit en cherchant 
à rendre minimal l'écart-type du bruit de mesure sur la température, soit en mettant 
au point une stratégie d'identification visant à identifier le ou les paramètres les plus 
intéressants ou encore à estimer au mieux le paramètre le plus sensible du modèle.  
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Résumé : Ce mémoire est constitué de deux parties relativement indépendantes, dont la 
première porte sur les méthodes de mesure de température par méthodes Multi-Spectrales, et la 
seconde sur la Caractérisation Thermique à haute température par transformations intégrales 
de matériaux orthotropes. Dans chacune de ces deux parties, les méthodes/modèles développés 
ont été traités du point de vue théorique, numérique, et expérimental. Dans la partie multi-
spectrale, une méthode de mesure de température permettant de prendre en compte les 
variations spectrales de la chaine de mesure globale (incluant l’émissivité) a été présentée. De 
plus, une méthode de détermination des longueurs d’ondes optimales au sens de la minimisation 
de l’écart-type sur la température, a été développée. Enfin, il a également été montré que les 
longueurs d’ondes optimales pour les mesures mono-spectrales et bi-spectrales pouvaient être 
déterminées à l’aide de lois analogues à la loi de déplacement de Wien. Dans la partie 
Caractérisation Thermique, différentes méthodes et modèles ont été développés. Les méthodes 
proposées effectuent l’estimation des diffusivités longitudinales et transversales sur l’ensemble 
des harmoniques simultanément. De plus, ces méthodes permettent de s’affranchir du couplage 
thermique dû à la présence d’un porte-échantillon, et/ou d’effectuer des mesures de diffusivités 
pseudo-locales, en injectant comme conditions aux limites les informations expérimentales 
obtenues par caméra infrarouge. Enfin, les notions de corrélation entre les paramètres et de 
durée d’exploitabilité des harmoniques ont également été abordées. 
Mots clés : Caractérisation thermique, Très hautes températures, Pyrométrie, Thermographie, 
Méthodes Multi-Spectrales, Métrologie, Méthodes Inverses, Estimation de paramètres, 
Transformations Intégrales, Transferts thermiques. 
Titre : Mesure de Température par Méthodes Multi-Spectrales et Caractérisation Thermique 
de Matériaux Anisotropes par Transformations Intégrales : « Aspects Théoriques et 
Expérimentaux ». 
  
Abstract: This thesis consists of two relatively independent parts, the first part focuses on 
methods of temperature measurement using Multi-Spectral methods, and the second on the 
Thermal Characterization by integral transforms at high temperature of orthotropic materials. 
In each of these two parts, methods / models developed were treated from a theoretical point 
of view, numerical and experimental. In the multi-spectral part, a method of temperature 
measurement to take into account a spectral variation of the overall measurement chain 
(including the emissivity) was introduced. Moreover, a method of determining the optimal 
wavelengths in the sense of minimizing the standard deviation of temperature has been 
developed. Finally, it has also been shown that the optimal wavelengths for mono-spectral and 
bi-spectral measurements could be determined with similar laws to Wien's displacement law. In 
the Thermal Characterization part, different methods and models have been developed. The 
proposed methods perform the estimation of longitudinal and transverse diffusivities on all 
harmonics simultaneously. Furthermore, they allow overcoming the thermal coupling due to 
the presence of a sample holder, and / or making pseudo-local measurements of diffusivities. 
Finally, the concepts of correlation between parameters and duration of harmonics 
exploitability were also discussed. 
Keywords: Thermal characterization, High temperatures, Pyrometry, Thermography, Multi-
Spectral Method, Metrology, Inverse Methods, Parameter estimation, Thermal transfers. 
Title: Temperature Measurement by Multi-Spectral Methods and Thermal Characterization of 
Anisotropic Materials by Integral Transforms: "Theoretical and experimental aspects". 
