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Abstract 
This study investigates how the implementation of Enterprise Risk Management program affects the performance of 
firms using an Enterprise Risk Management model for the banking sector and an integrated model for measuring En-
terprise Risk Management index used in the study by Mukhtar and Soliman (2016). Ten listed commercial banks were 
selected with the Enterprise Risk Management index as the main independent variable, with Return on Average Equity 
(ROAE), Share Price Return (SPR) and Firm Value (FV) used as three separate dependent variables. The study pro-
vides strong evidence of a positive relationship between Enterprise Risk Management implementation and performance 
in the Nigerian banking sector. The findings and conclusions of this study are consistent with those of other studies that 
used data from different industries, providing a basis from which to generalize the findings from this study to firms in 
other industries. 
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Introduction  
Enterprise Risk Management (ERM) as a discipline 
has received unprecedented interest and internation-
al attention in recent years (Arena et al., 2007). The 
growing interest in ERM has been attributed to a 
series of challenges in the business world ranging 
from global financial crises, corporate frauds and 
scandals, as well as the collapse of major corporate 
entities (Quon et al., 2012). This has prompted gov-
ernments, law making bodies, regulators and other 
stakeholders within the global economic community 
to explore further insight and understanding of cur-
rent and emerging risks facing organizations (Paape 
et al., 2012). A major step taken in this direction is a 
paradigm shift from silo-based risk management to a 
holistic approach to risk management commonly 
known as Enterprise Risk Management (ERM) 
(Gordon et al., 2009; Hoyt et al., 2010). In this re-
gard, a number of firms have adopted and imple-
mented ERM, rating agencies have integrated ERM 
analysis into their credit rating processes, regulatory 
agencies have adopted risk based regulations built 
on the principles of ERM, and consulting firms have 
created specialized ERM units (Hoyt et al., 2010).  
Justifying the need for more comprehensive and 
rigorous risk management processes in the Nigerian 
banking sector, Sanusi (the then Governor of the 
Central Bank of Nigeria) noted that Nigeria did not 
feel the full impact of the 2008 global crisis until 
after the second quarter of 2008, when speculations 
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and uncertainties led to significant divestments from 
the Nigerian Stock Exchange (NSE) by foreign port-
folio managers causing a circa 40% drop in the mar-
ket capitalization of the NSE between September 
2008 and March 2009 (Sanusi, 2010, p. 6). He 
pointed out that several measures were adopted by 
the Nigerian authorities to deal with the crises, in-
cluding the introduction of more rigorous and com-
prehensive risk management practices in order to 
protect banks from the ‘bad’ experiences of bank 
failures and past financial crises, especially the 2008 
global financial crises.  
As Nigerian banks follow the global trend of ERM 
adoption, the extent to which adopting ERM has 
affected their performance is not clear. This study 
seeks to provide empirical evidence on the relation-
ship between ERM and the performance of firms 
using selected Nigerian banks as the sample for the 
study. This study connects to previous works of 
Gordon et al. (2009), Hoyt et al. (2010), Pagach et 
al. (2010), McShane et al. (2011), Quon et al. 
(2012), Gates et al. (2012), Baxter et al., (2013), 
Obalola et al., (2014), Ramlee et al. (2015), and 
Ping et al. (2015). Previous studies in this research 
stream (Gordon et al., 2009; Hoyt et al., 2010; Pa-
gach et al., 2010; McShane et al., 2011; Baxter et 
al., 2013) were largely based on US firms. There are 
a few studies based on firms from other countries 
such as UK (Gates et al., 2012), Canada (Quon et 
al., 2012), Germany (Tekathen et al., 2013), Malay-
sia (Ramlee et al., 2015; Ping et al., 2015) and Nige-
ria (Obalola et al., 2014). This study provides more 
empirical evidence from the Nigerian, African and 
developing economies perspective and, hence, 
brings new insights into the generalization of earlier 
findings in this research stream across different 
countries and continents. Previously, the only study 
from Nigeria (Obalola et al., 2014) was based on the 
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insurance sector, whereas this study focuses on the 
banking sector. This study is structured as follows. 
First, we present the conceptual framework followed 
by a summary of relevant and related literature on 
the empirical evidence of the relationship between 
ERM and performance. We, then, present the me-
thodology and model specification, followed by an 
analysis of empirical results. Lastly, authors sum-
marize the findings and form conclusion before 
making recommendations.  
1. ERM and performance 
The major benefit associated with ERM is that, it 
helps firms to deal with all possible risk effectively 
and in a coordinated manner, thereby decreasing 
earnings and stock-price volatility, decreasing cost 
and increasing efficiency, which ultimately improves 
the performance and value of firms (COSO, 2004; 
Beasley et al., 2008; Gordon et al., 2009; Hoyt et al., 
2010; Arena et al., 2010; Pagach et al., 2010, 2011; 
Paape et al., 2012). Highlighting the benefits of ERM 
to firms, Standard and Poor’s (2007) noted that ERM 
became a differentiating factor among top U.S. insur-
ance firms in the wake of Hurricane Katrina, which 
occurred in 2005 and costed insurers more than $41 
billion, the largest ever loss event in the industry. The 
agency argued that, in their review of credit ratings 
immediately after the event, insurance firms with 
stronger ERM processes were able to estimate, within 
the shortest possible time, their losses, which fell 
within 25% of actual claims. They were also able to 
identify the weak areas in their ERM process and take 
immediate steps to ratify them, thus, minimizing op-
erational disruptions. The agency further noted that, 
on the contrary, insurance firms with weaker ERM 
processes incurred losses of twice what they had pre-
viously reported as their “maximum probable loss” 
and, even, several days after the event, could not reli-
ably estimate their losses.  
It is important mention that, implementing an effec-
tive ERM has its associated cost. It requires a signif-
icant change in the risk management philosophy, 
culture, business strategy, and internal processes, 
and technology (Arena et al., 2010; Eckles et al., 
2011). This involves direct costs, such as, the cost of 
acquiring new technology, consultancy cost, training 
and reorientation cost, and indirect cost such as cost 
of production or service distraction and change in 
strategic focus, among others (Dafikpaku, 2011). 
Also worth mentioning is that, with a firm’s invest-
ment in ERM implementation, it takes a longer time 
for the expected benefits to be fully realized, so the 
immediate benefits of the implementation may not 
be easily measured in the short term (Pagach et al., 
2010; Eckles et al., 2011).  
A study by Pagach et al. (2007), examining the stock 
market reaction to ERM adoption of firms selected 
across different sectors, found that there was gener-
ally no significant stock price reaction (positive or 
negative) to ERM adoption. In a related study con-
ducted by Beasley et al. (2008), using firms from 
both financial and non-financial sectors, the re-
searchers tested the hypothesis that a positive corre-
lation exists between certain key performance va-
riables and the adoption of ERM, but found no ag-
gregate significant association between firm perfor-
mance variables and ERM. Additionally, Pagach et 
al. (2010) investigated the effects of ERM adoption 
on long term performance of firms, but found little 
impact of ERM adoption on a wide range of firm 
variables, although they found that some firms had 
experienced a reduction in their earnings volatility, 
as well as stock returns volatility. 
However, another body of literature such as the 
study by Gordon et al. (2009), which examined the 
effects of adopting ERM on the performance of 
firms across different sectors, found a strong posi-
tive relation between ERM adoption and firm per-
formance (measured as one year excess stock market 
returns). In a similar study, Hoyt et al. (2010) inves-
tigated how ERM implementation by firms, selected 
from the banking and insurance sectors, affected 
their performance. The study found a positive and 
significant relationship between ERM implementa-
tion and firm value (measured by Tobin’s Q). 
Another empirical study which found a positive 
relationship between ERM implementation and firm 
performance is the study by Eckles et al. (2011). In 
this case, using a sample of firms from the insurance 
sector, which the researchers tested the hypothesis 
that practicing ERM reduces a firm’s cost of risk. 
The study found that firms adopting ERM expe-
rienced a reduction in stock return volatility and an 
increase in operating profit per unit of risk (Return 
on Asset – ROA / return volatility). Also, in a re-
lated study, McShane et al. (2011) examined the 
relationship between ERM and firm value using 
firms selected from the insurance sector and found a 
positive correlation between ERM and firm value 
(measured by Tobin’s Q). Another study which pro-
vided empirical evidence on the benefits of ERM 
adoption is Baxter et al. (2013). They investigated 
the association of ERM quality and firm perfor-
mance and value, using a sample from the banking 
and insurance sectors, finding strong and positive 
association between the quality of ERM and finan-
cial performance (measured by ROA) and firm  
value (measured by Tobin’s Q). They also  
found a negative association between ERM  
quality and stock price volatility, implying that 
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3. Integrated model for measuring ERM implan-
tation for the banking sector  
In this study, we adopt two models that are specific 
to the banking sector to facilitate ERM measure-
ment. The integration of these two models for ERM 
measurement was first suggested by Mukhtar and 
Soliman (2016) as a way of addressing the serious 
limitations associated with ERM measurements. The 
first ERM model used in the integrated model was 
specifically designed for the banking sector with the 
relateds to the ‘CAMELS’ models for assessing the 
soundness of banks. The ‘CAMELS’ model for de-
termining the financial soundness indicators of fi-
nancial institutions was first proposed in 1988 by the 
Basel Committee on Banking Supervision (BCBS) 
of the Bank for International Settlements (BIS) as a 
five-component model “CAMEL” and updated with 
the sixth component for what we currently have as 
‘CAMELS’ (Dash and Das, 2013). According to 
BCBS, the essence of the model is to provide finan-
cial institutions with a tailored model that will assist 
them in monitoring and managing the most impor-
tant risk they face and, at the same time, measuring 
their performance on those indicators. 
Using these two models which are specifically 
designed for the banking sector, unable us to elicit 
more critical banking performance measures than 
a general ERM and performance measure model. 
Secondly, for an efficient interaction of the two 
models to produce one ERM measure, both mod-
els must be compatible, in the sense that both 
must aim at driving and measuring the same sets 
of objectives. The integrated ERM measurement 
model was anchored on the basis that the effects 
of a bank’s undertaking the activities relating to 
each of the ERM themes become manifest in cer-
tain financial and non-financial performance indi-
cators or measures. These financial and non-
financial performance measures are, in turn, di-
rectly or indirectly captured by the various com-
ponents of the CAMELS model. Therefore, the 
integration produced a matrix that comprised of 
five ERM themes on the horizontal side and the 
six components of ‘CAMELS’ on the vertical 
side. On the matrix, the points of intersection of 
an ERM theme and a component of the ‘CA-
MELS’ model  represent a set of outcomes that 
result from carrying out ERM related activities. 
Such outcomes also translate into prudential indi-
cators that represent the CAMELS components. 
Finally, important financial performance meas-
ures, in the form of prudential indicators, and non-
financial performance measures, in the form qua-
litative measures for each cell of the matrix, were 
integrated to form an ERM index used in the em-
pirical section of this study.  
4. Model specification  
For estimation purposes, we used the following mul-
tiple linear regression models:  
ROAE; SPR; FV = β0 + β1 ERM index + β2 Size + β3 
Systemic risk + β4 Leverage + β5 Growth opportuni-
ties
 
+ β6 Institution + ε ,                                          (1) 
where ROAE; SPR; FV = the dependent variables; β0 
= the regression constant; β1 – β7 = variable coeffi-
cients; ε = the error term. 
In equation 1, we used each of the dependent va-
riables (ROAE, SPR and FV) separately to run the 
model, thereby producing three different regression 
models with same independent and controlled va-
riables but different dependent variables (Hoyt et al., 
2010; McShane et al., 2011; Gates et al., 2012).  
In running the regression model, we are interested in 
obtaining the coefficient of multiple correlations which 
helps to measure the degree of linear association be-
tween the dependent and all the explanatory variables 
jointly. We also focus on the multiple coefficient of 
determination (R-squared) which indicates the propor-
tion or percentage of the total variation in the depen-
dent variable explained by the independent and con-
trolled variables, in addition to the ‘adjusted R-
squared’, which provides the same information as R-
squared, but with implicit adjustments for the explana-
tory variables in the model (Gujarati et al., 2010a).  
To test whether the explanatory variables explain 
zero percent of the variation in the dependent varia-
ble, we use the test of the overall significance of 
estimated multiple regression. In this test, we adopt 
the hypothesis that all the explanatory variables are 
jointly insignificant, in other words, all the explana-
tory variables together have no influence on the 
dependent variable. The alternative hypothesis is 
that at least one of the explanatory variables ex-
plains the variation in the dependent variables.  
H0: β1 = β2 = β3 … … β8      or    H0: R2 = 0 
H0: β1 ് β2 ് β3 … … β8    or   H0: R2 ് 0 
5. Discussion of empirical results  
We present the results of regression models run 
using the Ordinary Least Square (OLS) method. We 
run three regressions with ROAE, SPR and FV as 
the dependent variable in each of the regressions, 
with the same independent variables (ERM index - 
ERMI) and five control variables [log of total assets 
- LOG(TA), beta - BT, leverage - LRG, revenue 
growth - RVG and log of institutional effect - 
LOG(INST)]. Prior to running each of the regression 
models, diagnostic analyses of the regressions were 
conducted to ascertain the extent to which the model 
exhibits qualities of good regression model.  
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5.1. Regression model 1: regression analysis 
with Return on Average Equity (ROAE) as 
dependent variable with ERM index and con-
trolled variables as regressors. The results of the 
regression model 1 summarized in Table 2 show 
positive coefficients for ERMI, revenue growth 
(RVG) and institutional effect (OG INST), which 
means that these three variables are positively 
related to ROAE, consistent with our theoretical 
expectation. The remaining three variables, total 
assets (LOG TA), beta (BT) and leverage (LRG), 
have negative coefficients, which means that they 
are all negatively related to ROAE. The negative 
relationship between ROAE on one side, and beta 
and leverage on another side is also consistent 
with our theoretical expectation. 
With regard to the sign of the variable coefficient 
of total assets (LOG TA), it contradicts our theo-
retical expectation in the sense that, generally, the 
ability of a firm to generate more revenue, which 
is subsequently translated into higher returns, is 
largely influenced by the amount of assets or in-
vestments at the disposal of the firm. This general 
expectation of a positive relationship between 
returns (ROAE) and total assets will not hold in 
the case, where assets available are not efficiently 
deployed to generate desired revenue or in the 
case where operating costs are unnecessarily high 
due to operational inefficiencies. We, therefore, 
note the contradiction of our expected relationship 
between ROAE and total asset, as a reflection of 
the disparities between asset size of our sampled 
banks and profitability levels.  
Table 1. Summary of results of residual 
diagnostic test for regression model 1 
Breusch-
Godfrey 
Breusch-Pagan-
Godfrey test 
Histogram 
Normality test’ 
Observed R-squared 2.623304 4.997331 
P-value 0.1053 0.5442
Jarque-Bera  0.136949 
P-value   0.933817 
Table 2. OLS - regression model 1 
Dependent variable: ROAE 
Variable Coefficient t-statistic p-value 
Intercept 1.502526 3.352395 0.0440 
ERMI 0.320444 3.377694 0.0432 
LOG(TA) -0.124508 -3.564955 0.0377 
BT -0.230465 -3.347835 0.0441 
LRG -0.141043 -3.921383 0.0295 
RVG 0.068953 0.814557 0.4750 
LOG(INST) 0.250139 2.895704 0.0627 
R-squared 0.971666
Adjusted R-squared 0.914997 
F-statistic 17.14648
Prob. (F-statistic) 0.020164 
Based on the above analyses we can conclude that 
there is a significant positive relationship between 
ROAE and ERMI. We can also conclude that our 
regression model is statistically good enough to be 
used for forecasting. 
5.2. Regression model 2: regression analysis 
with Share Price Return (SPR) as dependent 
variable. The regression model 2 provided some 
useful insights into the relationship between SPR 
and ERMI alongside other controlled variables. 
First of all, the regression model provided signifi-
cant positive relationship between SPR and ERM 
but failed to provide significant evidence of the 
relationship between SPR and any of the individu-
al controlled variables (total assets - LOG TA, 
beta - BT, leverage - LRG, revenue growth - RVG 
and institutional effect - LOG INST). Secondly, 
we obtained evidence from the regression model 
to the effect that the explanatory variables in the 
regression are statistically jointly significant, in 
addition to the evidence that variation in the de-
pendent variable is significantly explained by the 
explanatory variables. One exception noted from 
the result of the regression equation estimate is 
that five out of the six explanatory variables are 
not individually significant, which reduces the 
‘goodness fit’ of the regression model, as a ‘good 
fit’ regression model should have at least half of 
the explanatory variables individually significant. 
The second exception noted is that the coefficient 
of one controlled variable (LOG TA- total asset) 
contradicts our theoretical expectation of the posi-
tive relationship between the dependent variable 
(SPR) and total assets.  
Table 3. Diagnostic tests for regression model 2 
Breusch-
Godfrey  
Breusch-Pagan-
Godfrey test  
Histogram 
Normality test’  
Observed R-squared 0.404890 5.983573 
P-value 0.5246 0.4250 
Jarque-Bera  0.434281 
P-value  0.804817 
Table 4. OLS - regression model 2 
Dependent variable: SPR 
Variable Coefficient t-statistic p-value 
Intercept 3.296552 1.790765 0.1713 
ERMI 1.360178 3.490672 0.0397 
LOG(TA) -0.334630 -2.332738 0.1019 
BT -0.201932 -0.714181 0.5267 
LRG -0.171494 -1.160866 0.3297 
RVG 0.306866 0.882604 0.4424 
LOG(INST) 0.371310 1.046537 0.3722 
R-squared 0.959528
Adjusted R-squared 0.878583
F-statistic 11.85411
Prob. (F-statistic) 0.033917
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Interestingly, the regression residuals diagnostics 
provided positive results in the sense that the regres-
sion residuals were found not to have serial correla-
tion or heteroscedasticity and are normally distri-
buted. Based on the analyses above, we therefore 
conclude that there is a significant positive relation-
ship between SPR and ERMI and that our regression 
model 2 is statistically reasonably fit except for the 
exceptions noted.  
5.3. Regression model 3: regression analysis with 
Firm Value (FV) as dependent variable. The re-
sults of regression model 3 provided some interesting 
findings, as opposed to the results of regression mod-
els 1 and 2. In the first place, athough ERMI was 
found to be positively related to FV as expected, the 
relationship was not significant. Based on further 
analysis, we argue that this interesting outcome was 
influenced by the consistent unexpected behavior of 
total asset as a controlled variable in the regression 
models. Secondly, out of the six explanatory va-
riables in the regression model 3, four (ERMI, beta - 
BT, leverage - LRG and institutional effect - LOG 
INST) exhibited their theoretical expectation with the 
dependent variable (FV), while the remaining two 
(total assets - LOG TA and revenue growth - RVG) 
did not meet our theoretical expectation of their rela-
tionship with FV. Also, four of the explanatory va-
riables were found to be individually significant and 
all the explanatory variables were equally found to be 
jointly significant to FV. Our diagnostics of the re-
gression residuals revealed that the regression resi-
duals do not have serial correlation or heteroscedas-
ticity and are normally distributed. 
We also note that ERMI failed to be significant to FV 
(though indicated positive relationship), as opposed to 
regression models 1 and 2, partly due to the informa-
tion that influenced FV. In determining the dependent 
variables, we used Tobin’s Q as a proxy to FV and 
adopted the definition of Cummins et al. (2006) (cited 
in Hoyt et al., 2010), which expressed Tobin’s Q as the 
market value of equity plus the book value of liabilities 
divided by the book value of assets. A critical review 
of the results of the regressions shows that total assets 
(LOG TA) has consistently thrown up exception in 
terms of its expected relationship with other variables 
in the regression model.  
Generally, total assets are expected to be positively 
related to performance, return on average equity 
(ROAE), share price return (SPR) and firm value (FV). 
In our regression analysis, however, total assets (LOG 
TA) has consistently come out to be negatively related 
to these performance parameters and other variables in 
the regression that are expected to move in the same 
direction as total assets. Our detailed analysis of the 
data set collected for this study shows some disparities 
between the asset base and performance levels of our 
sampled banks. Such disparities point to the fact that, 
as far as our data set is concerned, the assets base of 
banks does not always reflect their performance levels. 
In which case, banks with a higher assets base that is 
not efficiently utilized, could have lower performance 
(absolute or relative) when compared to banks with 
lower, but efficiently utilized assets.  
Relating this exceptional behavior of assets to the 
FV obtained from our data set, we note that, since 
total asset is the denominator in our formula for 
Tobin’s Q (our proxy for FV), the higher the value 
of an asset, the lower the firm (FV) value, all other 
things being equal. From the results of regression 
models 1 and 2, ERMI as the main independent 
variable was found to be positively related and sig-
nificant (individually and jointly with other va-
riables) to the dependent variables (ROAE and 
SPR). In those regression models, total asset (LOG 
TA) was found to be negatively related to ROAE 
and SPR. Since total asset in our data set has consis-
tently contradicted its expected behavior, we argue 
that the unexpected behavior of total asset in our 
data set is responsible for exerting an influence on 
FV to cause it not to have significant relationship 
with ERMI when other performance measures 
(ROAE and SPR) from the same data set have sig-
nificant relationship with ERMI.  
Table 5. Summary of results of residual 
diagnostic test for regression model 3 
Breusch-
Godfrey 
Breusch-Pagan-
Godfrey test 
Histogram 
Normality test’ 
Observed R-squared 1.763087 6.673770 
P-value 0.1842 0.3521 
Jarque-Bera  0.293000 
P-value 0.863726 
Table 6. Summary of results of Ordinary Least 
Square Regression - regression model 3 
Dependent variable: FV 
Variable Coefficient t-statistic p-value 
Intercept 5.067201 12.85562 0.0010 
ERMI 0.162810 1.951376 0.1461
LOG(TA) -0.331968 -10.80795 0.0017
BT -0.520881 -8.603772 0.0033
LRG -0.252292 -7.975954 0.0041 
RVG -0.143202 -1.923595 0.1501 
LOG(INST) 0.780845 10.27848 0.0020 
R-squared 0.986402
Adjusted R-squared 0.959206 
F-statistic 36.27024 
Prob. (F-statistic) 0.006825 
Conclusion 
In this study, we find significant evidence of posi-
tive relationship between ERM and the performance 
of Nigerian banks. This implies that, from our data,
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banks with high ERM ratings performed better than 
banks with low ERM ratings. These findings can 
also be interpreted to mean that firms that adopt 
ERM perform better than firms that have not 
adopted ERM. In the same vein, we can interpret the 
findings in terms of the extent of ERM implementa-
tion by positing that firms that are advanced in their 
ERM implementation performed better than those at 
foundation stage. This finding is consistent with the 
theoretical expectation of the benefits of ERM adop-
tion or implementation to firms as confirmed by 
COSO (2004), Beasley et al. (2008), Gordon et al. 
(2009), Hoyt et al. (2010), Arena et al. (2010), Pa-
gach et al. (2010, 2011), Paape et al. (2012). The 
evidence of positive relationship between ERM and 
performance of Nigerian banks obtained from this 
study is equally consistent with the empirical find-
ings of Andersen (2008), Gordon et al. (2009), Hoyt 
et al. (2010), Eckles et al. (2011), McShane et al. 
(2011), Baxter et al. (2013), Ping et al. (2015).  
On the other hand, the evidence of significant positive 
relationship between ERM and firm performance 
provided by this study contradicts evidences from 
other empirical studies. For example, in a study by 
Pagach et al. (2007), which examined the stock mar-
ket reaction to ERM adoption of firms, the researc-
hers found no significant stock price reaction (posi-
tive or negative) to ERM adoption. In a similar study 
by Beasley et al. (2008), in which the researchers 
tested the hypothesis that a positive correlation exists 
between certain key performances variables and the 
adoption of ERM, the study failed to find aggregate 
significant association between firm performance and 
ERM. In, yet, another study by Quon et al. (2012), 
the researchers examined how ERM implementation 
affected selected financial performance measures of 
firms, but failed to find significant evidence of any 
association between ERM implementation and finan-
cial performance. In a more recent study, Ramlee et 
al. (2015) compared the relationship between ERM 
implementation and performance of firms, but failed 
to obtain significant evidence of any relationship. 
Theoretically, Tekathen et al. (2013) have argued that 
the postulated benefits of ERM are only theoretical in 
nature, as firms do not, in practice, necessarily enjoy 
such benefits as attributed by promoters of ERM.  
Based on this study and considering the evidences 
provided by several studies on the effect of ERM on 
performance, we conclude that the adoption of 
ERM, indeed, provides some benefits to firms in-
cluding improvement in performance measures such 
as ROAE, SPR and FV.  
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