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要 旨  i 
 
 









































ム（Genetic Algorithm; 以下 GA）専用プロセッサの研究・開発を行っている．さらに，
提案する実数値 GA 専用プロセッサの一応用として，ディジタルフィルタの設計へ適用
し，その有効性を確認している． 


















ら 1/4 の演算器で実数値 GA 特有の処理を実現している．これにより，より多くの未知
パラメータを扱うことが期待できる．これらの結果，1 チップの FPGA に実装可能で，
対象とする問題の変更に対して柔軟に対応でき，多くの未知パラメータ数が扱える構成
となっている．また，提案する実数値 GA 専用プロセッサを FPGA に実装し，3 つのベ




時間において，汎用 PC と比較して，最高で約 3 倍の高速化を確認した． 
第 4 章では，提案する実数値 GA専用プロセッサの応用として，ディジタルフィルタ
の設計へ適用した 2 つの事例について述べている．FIR（Finite Impulse Response）
フィルタの係数を実数値 GA 専用プロセッサによって決定することで，所望の周波数特
性のフィルタが設計できる．実数値 GA 専用プロセッサと FIR フィルタを 1 チップの
FPGA に実装し，実験を行っている．1 つ目の事例として，26 次，58 次，122 次のバ
ンドストップフィルタを設計した場合，他の進化アルゴリズムで設計した場合と同等の
特性のフィルタが，数百 ms から 2s 程度で設計できることを確認した．さらに 2 つ目
の事例として，ディジタル補聴器のフィッティングを想定したシミュレーションを行っ
た結果について述べている．提案する実数値 GA 専用プロセッサを用いて，6 つの難聴
パターンのオージオグラムに対してフィッティングを行った結果，すべてフィッティン
グ可能であることを確認した． 
最後に第 5 章では，本研究の総括と今後の展望について述べている． 
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序 論  1 
 
 













手法として，1992 年に樋口らによって提案された進化型ハードウェアがある [1, 5]．
これは，進化アルゴリズムとハードウェアを融合させたハードウェアである．進化アル
ゴリズムは，メタヒューリスティックな最適化アルゴリズムであり，遺伝的アルゴリズ
ム(Genetic Algorithm, GA) [6, 7, 8]や遺伝的プログラミング(Genetic Programming, 





































規模で実装できる．これにより，共有しない場合に比べ，1/3 から 1/4 の演算器数で実
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第 3章「実数値 GA専用プロセッサの開発」 
汎用的な進化型ハードウェアのアーキテクチャの確立を目的として開発した，実数値
GA 専用プロセッサの構成について詳細に述べる．実数値 GAは，実数値をそのまま扱






さらに，提案する実数値 GA 専用プロセッサを FPGA に実装し，ベンチマーク問題
により性能評価を行った結果について述べる．その結果，実行時間において，汎用 PC
と比較して，最高で約 2.9 倍の高速化が確認できた．  




































遺伝的プログラミング（Genetic Programing; GP），粒子群最適化（Particle Swarm 
Optimization; PSO） [10]など様々である． 
また，進化する回路は，ディジタル回路，アナログ回路のどちらにも適用できる．デ
ィジタル回路の場合には，再構成可能な LSI である FPGA（Field-Programmable Gate 
Array）などが用いられ，本研究においてもこれを用いる．アナログ回路の場合には，
再構成可能なアナログ IC である FPAA（Field-Programmable Analog Array）などが
用いられる． 
 
図 2.1. 進化型ハードウェアの構成の一例 





る．これまで様々な構成の進化型ハードウェアが提案されている [11, 12]． 
アナログ回路を対象としている事例では，遺伝的アルゴリズム（GA）によってコン
デンサの容量を調整するアナログ回路 [13]，マイクロ波回路への応用 [14]，再構成可
能なアナログ回路である FPAA を進化させて筋電を測定している事例 [15]，GA を用





カルテシアン遺伝的プログラミング（Cartesian genetic programming; CGP） [19]に
基づく手法，GA, 差分進化（Differential evolution; DE） [20]などが用いられる．順
序回路の自動設計 [21]だけでなく，文献 [22, 23, 24, 25]では，各種演算を動的に切り
替えられるプロセッシングエレメント（PE）を多数配置し，その接続や演算などの構
成を GAプロセッサで設定し，画像フィルタを実現する回路が提案されている．これら
の手法はノイズ除去などに有効である [24, 3]．また，PE を用意し，GPU（Graphics 







GA を用いて GAL (Generic Array Logic)を再構成することで適応させる筋電制御義手 
[2]，CGP（Cartesian Genetic Programming）を用いた筋電のパターン分類 [31]，パ
ターン認識 [32]などの事例がある． 
さらに，産業への応用も多く存在し [33]，LSI 製造後のクロック調整 [34]， NASA
がアンテナ設計 [35]に用いた事例などがある．さらに，リカレントニューラルネットワ
ークを並列 GA で進化させるロボット [36]や，無人航空機のための経路探索を FPGA
に実装 [37]した事例など幅広く応用されている． 









いる [38, 39, 40]．この手法は，組み合わせ最適化問題や NP 困難な問題など様々な分
野の最適化問題に適用できる． 
これまで，様々な進化アルゴリズムが提案されている．1975 年ジョン・H・ホランド




設計に適用したカルテシアン遺伝的プログラミング(Cartesian GP; CGP) [19]などがあ
る． 
また，実数を扱えるアルゴリズムとして，GA の実数値版である実数値 GA [41, 42]
が提案され，注目されている．その他，実数のベクトルで解を表し、探索を行うと同時
に自己変異用のパラメータも更新する進化戦略（Evolution Strategy; ES） [43]，さら
に発展させた共分散行列適応進化戦略（Covariance Matrix Adaptation Evolution 
Strategy; CMA-ES） [44]などが提案されている．また，群知能と呼ばれる集合の振る
舞いに基づくアルゴリズムも提案されている．1995 年には鳥や魚の群れの振る舞いを
解探索に応用した PSO（Particle Swarm Optimization） [10]，蟻の採餌行動の振る舞
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PSO では文献 [47, 48, 49, 50, 51]などで提案されている．文献 [48]では PSO と GA
を組み合わせて経路探索を行った事例が報告されている．また，文献 [49]では浮動小数
点数ベースの専用ハードウェア，さらに文献 [50, 51] では，Altera 社のソフトマクロ
CPU NiosII を組み込んだプロセッサなどが提案されている．また，ACO の専用ハード
ウェア [52]やファジイコントローラに適用した事例 [53]などが報告されている．その
他，ABC (Artificial Bee Colony)アルゴリズム専用のハードウェア  [54]，DE 
(Differential Evolution)専用のハードウェア [55]などが提案されている． 
GA では文献 [56, 57, 58, 59, 60, 61, 62, 63, 64, 65]など数多く報告されている．ビッ




[56, 57, 58]で提案されている．文献 [56]では, 評価を分離した GA 特有の処理を IP コ
ア(Intellectual Property core, LSI を構成するための部分的な回路情報)として設計し
た回路が提案されている．染色体長として 16 ビット扱える回路を基本のコアとし，そ
れらを並列に使用することにより拡張可能となっている．文献 [56, 57]では，1 チップ




また，GA を並列化した並列 GA [66] が種々提案されている．並列化し，個体の交換
を行うことにより，局所解への収束が緩和され，探索能力および速度が向上する利点が
ある．並列化の粒度によって種類があるが，文献 [60] では，種類の異なる並列 GA に
対応できるフレームワークを提案している．さらに，並列 GA ハードウェアを適用し






ーラルネットワーク [68]の構造と重みを，並列化した cGA を用いて決定する回路を提
案している． 








れまでに，動的再構成を適用した GA 専用プロセッサ [70, 71, 72, 73, 74]を提案した．  
動的再構成 
動的再構成技術とは，回路内部の構成要素の機能や接続を，動的に変更させて面積効








構成のプロセッサとして MuCCRA-4 [76]，STP エンジン [77]などがある．また，動的



















71, 72, 73, 74]．探索の前半では個体数が重要であるため，解候補のビット数を半分に
して精度を落とし，適当な個体群の個体数を 2 倍にして探索を行う(図 2.3 (a))．そし
て，ある世代数になると，個体群の個体数を半分にして，解候補のビット数を 2 倍して，
解の精度を上げて探索を行わせる(図 2.3 (b))． 
  
 
図 2.2. GA の探索の様子 
 
図 2.3. 動的再構成メモリの概要図 
 







提案する手法における染色体を保存するメモリの概念図を図 2.3 に示す．図 2.3 は，
例として 8 ビットの染色体を 8 つ保存できるものを示している．つまり，解の精度は 8
ビット，個体数は 8 つである．探索の前半では，8 ビットのダミーデータを付加して，
擬似的に 16 ビットの染色体を 8 つ作り出す(図 2.3 (a))．後半では，8 ビットデータの










図 2.4. 動的再構成メモリを持つ GA プロセッサのブロックダイアグラム 
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の演算器数で実装可能である．さらに１チップの FPGA で実装することができる． 
提案する実数値 GA 専用プロセッサを FPGA に実装し，3 つのベンチマーク問題に
適用した結果を報告し，提案する実数値 GA 専用プロセッサの有効性を示す 
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うことができ，通常の GA よりも探索能力の高い実数値 GA によって，回路構成や回路
定数を決めることが有効であると考えられる． 
そこで，本研究では実数値 GA 専用プロセッサを開発する．  
 













少なく実装できる．これにより，共有しない場合に比べ，1/3 から 1/4 の演算器数で実
装可能である．また，提案する実数値 GA 専用プロセッサは，1 チップの FPGA に実装
することができる． 
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と考えられる．図 3.1 に実数値 GA 専用プロセッサの構成の概要図を示す． 




















図 3.1. 実数値 GA 専用プロセッサの構成の概要図 




3.4 実数値 GA 















図 3.2. リソースシェアリングを適用した回路の概念図 






適解を求める．実数値 GA のフローチャート図 3.3 に示す． 
3.4.1 世代交代モデル JGG 
実数値 GA における世代交代モデルには，MGG（Minimal Generation Gap） [90]
や JGG（Just Generation Gap） [91] などが提案されている．MGG では複製選択と
生存選択に用いる親は 2 つであるが，JGG では 2 つ以上の親を用いる．また，MGG
よりも JGG を用いた方が良い結果が得られるという報告がある [92]．そこで，提案す
る実数値 GA 専用プロセッサでは，世代交代モデルに JGG を採用する． 
世代交代モデル JGG では，以下の 3 つの処理を行う． 
(1) 複製選択：集団から Np 個の個体をランダムに非復元抽出して，交叉に用いる
親個体群とする 
(2) 子の生成：親個体群に対し交叉を繰り返し適用して，Nos個の子個体を生成する 
(3) 生存選択：子個体群から評価値が上位 Np 個の個体を選び，複製選択で抽出し
た親個体と置き換える 
 
図 3.3. 実数値 GA のフローチャート 
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図 3.4 に JGG の概念図を示す． 
3.4.2 多親交叉 REX 
実数値 GA における交叉には，BLX-α [93]，単峰性正規分布交叉（Unimodal Normal 
Distribution Crossover; UNDX） [94]，シンプレクス交叉（Simplex Crossover; SPX） 
[95]，多親交叉 REX（Real coded Ensemble Crossover） [42] などが提案されている．
BLX-α は初期に提案されたものであり，性能は他に比べて高くない．また，ハードウェ
ア化する場合には UNDX と SPX は計算コストが高い．REX は上記 2 つよりも計算コ
ストが少なくかつ性能が良い．提案する実数値 GA 専用プロセッサでは，REX を採用
する． 












  (3.2) 
 
図 3.4. JGG の概念図 
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ここで，次元数 N の実数値ベクトルを x，親個体群を x1, x2, …, xN+k，重心を xg，子
を xcとする．k は，1≦k≦P-N (P は集団数) の範囲で任意に設定する数である．φ(0, 
σξ2)は，平均が 0，分散が σξ2の任意の対称な確率分布を表し，ξiは確率分布 φ(0, σξ2 )に
従うパラメータである．σξ2は式(3.2)で設定する．φに[-α, α] の区間の一様乱数を用いる
場合には， )/(3 kN  のように設定する．まず，親個体群における重心を計算し，重
心に各親の重心からの偏差に乱数を掛けた値を加えることで新しい子個体を生成する．
図 3.5 に 2 次元における REX の概念を示す．子は図 3.5 において点線内の領域に生成
される． 
3.4.3 実数値 GAの改良 
近年，実数値 GA は様々な改良がされており，REX をさらに改良した AREX [96]が
提案されている．AREX では稜構造関数や多峰性関数の最適化において発生する初期
収束を回避するためのメカニズムが備わっている．さらに，AREX と JGG を基に大域
的多峰性関数のために最適化された Big-valley Explorer(BE) [97]が提案されている．




図 3.5. REX の概念図 
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3.5 実数値 GA専用プロセッサの構成 
提案する実数値 GA 専用プロセッサは，世代交代モデル JGG に従いランダムに親を
選択し，交叉 REX によって子を生成する．1 つ目の子が生成されるとソフトマクロ汎
用 CPU にて評価が開始される．それ以降，子の生成と評価は並行して行われる． 
ソフトマクロ汎用 CPU を複数個搭載し，複数の子を並行して評価する．CPU による
評価計算が終了次第，次世代の集団に残す子の選択を行い，新しい子で集団を更新する．
この繰り返しにより最適解を探索する． 
実数値 GA において設定するパラメータは，次元数 N，親個体数 Np，子個体数 Nos，
個体数 P の 4 つである．次元数以外のパラメータは次元数を基準に決定される．Npは
N +k，Nosと P は N の整数倍に設定される．提案する実数値 GA専用プロセッサでは，
Npを N+2 かつ 2 の冪乗の数として，Npを基に並列化する．すなわち，演算回路や評
価用 CPU など主要な回路は Np個ずつ存在する．Nosは Npの整数倍で設定する．この
整数を Nosr とする．Np 個存在する回路要素を使用して，Nosr 回繰り返し行うことによ
り，Nos個の子を生成する．表 3.1 に提案する実数値 GA専用プロセッサのパラメータ
設定を示す． 




















集団メモリは次元数 N 個の要素を持つ P 組の個体を保存する．親メモリおよび子メ
モリは，Np 組用意する．最適解メモリは，最も適合度の高い個体 1 組を保存する．各
親メモリは 1 個体あたり N 個の単精度浮動小数点数を保存する．最適解メモリも同様
である．また，各子メモリは Nosr組の個体を保存する．集団メモリと子メモリのアドレ
スは，上位ビットが個体の番号，下位ビットが各要素の番号を表す．メモリの内部形式
を図 3.7 に示す． 
 
図 3.6. 実数値 GA 専用プロセッサのブロックダイアグラム 
表 3.1 実数値 GA のパラメータ 
Parameter General RCGA Proposed processor 
Dimensions N N Np – 2 (k = 2) 
Number of parent Np N+k Np 
Number of offspring Nos αN Nosr×Np 
Number of individual P βN βN 
 









この回路は M 系列乱数発生回路の Np 個の出力を IEEE754 単精度浮動小数点形式
に変換して出力する．まず，23 ビットの乱数を Np個発生させる．ビット数は単精度浮
動小数点の仮数部 23 ビットと合わせている．出力された乱数を，整数部なし，小数部
23 ビットの[0, 1.0)の固定小数点として扱い，Np 個の浮動小数点変換回路で同時に変
換して出力する．また，M 系列乱数回路の出力の下位 log2P ビット(PL)は，ランダム選
択において親として選択する番号としても使用する．  
 
図 3.7. メモリの内部形式 




乱数発生回路からの乱数を Np個取得し，その値が P 以下ならば集団メモリから親と
して選択する個体番号とする．Npカウンタの出力(log2Npビット, NpL) に従って，この

























リは 1 つのソフトマクロ汎用 CPU (Xilinx 社 MicroBlaze)に接続されており，実数値
GA の処理が終了次第，実行結果としてこのメモリの内容を読みだしてシリアル通信で
PC に送信する． 
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3.8 リソースシェアリングを適用した多親交叉 REX回路の実装 
REX 回路では，ランダム選択回路により選択された親を用いて式(3.1)の計算を行い，
子を Nos個生成する．この回路では，式(3.1)の計算を以下の 5 つの手順に分割して実行
する． 
(1) 総和計算：ランダム選択時に並行して親の各次元の総和を求める 
(2) 重心 xgの計算：親の各次元の総和と親個体数の逆数の乗算により重心 xgを求め
る 
(3) 偏差(xi‐xg)の計算：重心と各親の偏差を求め，その結果で親メモリを上書きする 
(4) 乱数(ξ) の生成：[-α, α] の Np個の乱数を生成し，レジスタに格納する 
(5) 子生成：偏差を読み出し，乱数と偏差を乗算して総和をとり，子を生成する 




わる．提案する実数値 GA 専用プロセッサは，動作周波数 100MHz 以上での実装可能
なパイプライン段数として 5 を設定した． 
  
 
図 3.8. REX 回路のブロックダイアグラム 







器が 3Np 個，加算器が 4Np 個必要になる．すなわち，回路を共有することによって乗




Np =4 の場合の各手順での演算器間の結線を図 3.9, 図 3.10, 図 3.11 に示し，各状
態での動作を以下に述べる． 
(1) 総和計算時には，図 3.9 (a) に示すように，全ての加算器を並列に使用する．集
団メモリからデータが読み出されるごとに，各次元の累積を保存するレジスタに
加算して結果を保存する． 
(2) 重心計算時には，図 3.9 (b) に示すように，全ての乗算器を並列に使用する．各
次元の累積レジスタに親個体数の逆数を並列に乗算することにより，重心を求め
る．親個体数の逆数は，評価用 CPU の 1 つを使用して設定する． 
(3) 偏差計算時には，図 3.10(c) に示すように，全ての加算器を減算器として並列に
使用する．Np個の親メモリから同時にデータを読み出し，減算器で重心の各次元
との偏差を計算して親メモリのデータを上書きする．手順(1) から(3) は子を生成
する前処理として，1 世代に 1 回だけ実行される． 
(4) 乱数生成時には，図 3.10 (d) に示すように，乗算器と加算器を接続し並列に使用
する．[0, 1.0) の乱数 R1に式(3.3)の計算を行い，[-α, α]の乱数 R2を生成する． 
  112 2minmin)(max RRR  (3.3) 
ここで，max は乱数の上限 であり，min は下限である．並列に Np個生成され
た乱数をレジスタに格納する． 
(5) 子生成時には，図 3.11 に示すように，乗算器と加算器を結合して使用する．手
順(3)で計算した結果を Np個の親メモリから 1 次元ごと同時に読み出す．それら
の値と，手順(4)で生成した Np個の乱数レジスタの値を同時に乗算して，その後
に接続された加算器で総和を計算する．最後の加算器でその次元の重心に加算し




の処理を次元数分の N 回行い，1 つの子が生成される． 
手順(4)と(5)を Nosr×Np回繰り返し実行することで Nos個の子を生成する． 
また，初期化として，初期個体を乱数発生回路と REX 回路(4)の状態で生成し，子メ
モリに格納する．子メモリの内容を集団メモリに順次コピーする．全ての個体のコピー
が完了すると初期化終了となり，実数値 GA の処理が開始する． 
 
 
図 3.9. REX 回路の回路構成（a, b） 





図 3.10. REX 回路の回路構成（c, d） 
 
図 3.11. REX 回路の回路構成（e） 
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ことにより，評価関数のプログラムの書き換えだけで対応させる．CPU には Xilinx 社
のソフトマクロ汎用 CPU の MicroBlaze [98]を Np個使用する．MicroBlaze は RISC
アーキテクチャ，5 段パイプラインである．図 3.12 に MicroBlaze のブロックダイア
グラムを示す． 
3.9.1 MicroBlaze周辺回路の構成 
MicroBlaze周辺回路として，AXI (Advanced eXtensible Interface)バスを介して，
評価開始・終了のフラグレジスタ，子メモリ，子に対応する適合度レジスタが接続され
ている．1 つの CPU だけに，実数値 GAのパラメータ（乱数の範囲，目標適合度など）
を設定するレジスタと，最終的な最適解の表示のためのシリアル通信モジュールが接続
されている．MicroBlaze および周辺回路を図 3.13 に示す． 
 
図 3.12. MicroBlaze のブロックダイアグラム [98] 





MicroBlaze のプログラムのフローチャートを図 3.14 に示す．この動作を以下に述
べる．REX によって 1 つ目の個体が生成されると，評価開始フラグが立ち，評価計算
を開始する．計算が終了次第，適合度をレジスタに保存して評価完了フラグを立てる．
REX で子が生成されるたびに評価開始フラグが立ち，子の生成と並行して順次評価さ
れる．この回路を Np個用意して，並列に Np個の個体を評価することで，GA において
ボトルネックとなる評価の実行時間を軽減している．また，REX 回路による子の生成
と並行して評価を行うことにより，全体の実行時間の短縮を図っている． 






図 3.13. 周辺回路の構成 






図 3.14. MicroBlaze による評価関数の計算フロー 




FPGA ボードとして，Xilinx 社の Virtex-7(XC7VX485T-2FFG1761C)が搭載されて
いる VC707 評価ボードを使用した．使用した FPGA ボードを図 3.15 に，搭載されて
いる FPGA の回路規模を表 3.2 に示す． 
  




Slice Register 607,200 
Slice LUT 303,600 




図 3.15. VC707 FPGA 評価ボード 
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3.11 リソースシェアリングを適用した多親交叉 REX回路の有効性 
提案する実数値GA専用プロセッサをハードウェア記述言語VHDLにより設計した．
論理合成と回路シミュレーションには Xilinx 社の設計ツール Vivado(2016.2)を使用し
た．ターゲットデバイスを Virtex-7 (XC7VX485T)として論理合成を行った． 
Np =16, 32, 64の 3 つの場合で提案する実数値 GA 専用プロセッサを実装したときの
全体の回路規模と，その実数値 GA 処理部と MicroBlaze 及び周辺回路のそれぞれの回
路規模を表 3.3, 表 3.4, 表 3.5 に示す． 
提案する実数値 GA 専用プロセッサは，演算回路や CPU は Np個ずつ実装される．
そのため，MicroBlaze とその周辺回路が，全体の回路の 6 割以上を占めている．更な
る並列化を行う場合には，MicroBlaze ではなく最低限の機能に絞った回路規模の小さ
い専用の CPU を実装することが望ましい． 
一方，実数値 GA 処理部は 1 割から 3 割程度の回路規模と小さい．これは浮動小数点
演算器を共有しているためと考えられる．浮動小数点演算器を共有は，DSP ブロック
の使用率に影響する．使用している浮動小数点演算器の IP コアは，FPGA に組み込ま
れている DSP ブロックを使用することができる．使用している FPGA の DSP ブロッ
クは，可変長ビットの乗算器と加算器が組み合わせたシンプルな構成であり，使用した
Virtex-7には2,800個組み込まれている．使用した浮動小数点演算器のDSP使用数は，
浮動小数点乗算器が 1 個につき 3 個，浮動小数点加減算器が 1 個につき 2 個である．
回路の共有をしない場合には，乗算器が 3 Np 個，加減算器が 4 Np 個必要になる．図 
3.16 および表 3.6 にリソースシェアリング適用後の DSP の使用数と示す．Np =64 の
場合には，DSP の使用数は乗算器で 576 個，加減算器で 512 個となり，総数では 1088
個になると考えられる．実数値 GA 処理部の DSP 使用数は 320 個であるため，回路を
共有することで 7 割程度の DSP が削減できていると考えられる． 














Slice Register 607,200 79,258 (13%) 18542 (3%) 60,709 (10%) 
Slice LUT 303,600 70,252 (23%) 20,900 (7%) 49,385 (16%) 
Block RAM 1,030 118 (11%) 8 (1%) 110 (11%) 
DSP 2,800 160 (6%) 80 (3%) 80 (3%) 
 










Slice Register 607,200 156,799 (26%) 36,875 (6%) 119,912 (20%) 
Slice LUT 303,600 138,145 (46%) 40,466 (13%) 97,729 (32%) 
Block RAM 1,030 254 (25%) 48 (5%) 206 (20%) 
DSP 2,800 320 (11%) 160 (6%) 160 (6%) 
 










Slice Register 607,200 311,515 (51%) 73,244 (12%) 238,248 (39%) 
Slice LUT 303,600 278,915 (92%) 84,667 (28%) 194,585 (64%) 
Block RAM 1,030 558 (54%) 160 (16%) 398 (39%) 
DSP 2,800 640 (23%) 320 (11%) 320 (11%) 
 
 




表 3.6 リソースシェアリング適用後の DSP の使用数 
Np 
16 32 64 
必要数 提案手法 必要数 提案手法 必要数 提案手法 
乗算の DSP使用数 144 48 288 96 576 192 
加算の DSP使用数 128 32 256 64 512 128 
合計 272 80 544 160 1088 320 
 
 























る評価関数に適用した．使用した評価関数は，Sphere 関数(式(3.4)), Ellipsoid 関数(式
(3.5)), および Rosenbrock 関数(式(3.6), star 型) である．これらのベンチマーク関数は
性能評価によく用いられる [99]．Sphere 関数と Ellipsoid 関数は，全ての変数が 0 の







































iii xxxxxf  (3.6) 
 
  





図 3.17. Sphere 関数のプロット（N=2） 
 
図 3.18. Ellipsoid 関数のプロット（N=2） 
 
図 3.19. Rosenbrock 関数のプロット（N=2） 
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上記 3 つの関数を用いて，FPGA ボードへの実装実験を行った．実験の様子を図 3.20
に示す．Np =16 で実装した場合には次元数 N=14，Np =32 の場合には N=30，Np =64
の場合には N=62 として実行した．比較として，実数値 GA の C 言語プログラムを作








図 3.20. 実験の様子 
表 3.7 各ベンチマーク関数で設定した実数値 GA パラメータ 
Parameter Sphere Ellipsoid Rosenbrock 
N 14, 30, 62 
Np 16, 32, 64 
Nos 7N ( ≈ 6Np) 8N ( ≈ 7Np) 10N ( ≈ 9Np) 
P 7N 8N 16N 
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提案する実数値 GA 専用プロセッサの FPGA ボード上での実行結果と PC の実行結
果を図 3.21, 図 3.22, 図 3.23 に示す．図は各関数(N=14)での評価回数に対する最適
解の適合度の遷移を示しており，各環境で 30 回実行したときの平均値をプロットして
いる．Sphere 関数において，最適解に到達する評価回数は PC と提案する実数値 GA
専用プロセッサ共に 19,000 回程度であり，同等な評価回数で最適解が求まっている．
Ellipsoid 関数，Rosenbrock 関数においても同様に，PC と同程度の評価回数で解が求
まることを確認した． 
 
図 3.21. Sphere 関数の結果 
 
図 3.22. Ellipsoid 関数の結果 
 





提案する実数値 GA 専用プロセッサの実行時間と，PC で実行した C 言語プログラム
の実行時間を表 3.8, 図 3.24, 図 3.25, 図 3.26 に示す．提案する実数値 GA 専用プロ
セッサは，Np =16,32 のときは周波数 140MHz で動作させた結果，Np =64 のときは
100MHz で動作させたときの結果である．いずれの結果も各環境で 30 回実行した平均
値をプロットしている．N=14, 30 の場合には，提案する実数値 GA 専用プロセッサは
PC とほぼ同等の実行時間であるが，N=62 の場合には，全ての評価関数において 2 倍
以上の実行時間の改善が確認できた．最も実行時間が改善した Rosenbrock 関数の
N=62 の場合には，PC の実行時間は 4632ms に対して，提案する実数値 GA 専用プロ
セッサの実行時間は 1607ms であり 2.9 倍の改善を確認した． 
これらの実行時間の改善は，Npが 2 倍になる毎に評価を行う CPU の数が 2 倍にな
り，並列に評価する子の個体数が 2 倍に増加するためであると考えられる．そのため，
並列数をさらに増やすことによって，更なる実行時間の改善が期待できる．しかしなが
ら，現在使用している FPGA では，Np=64 のとき最大 92%の回路資源を消費している
ため，実装できる限界である．そのため，更なる並列化のためには，回路資源を 64%消
費している CPU の機能を絞り回路規模を縮小させることが有効であると考えられる． 
 
図 3.23. Rosenbrock 関数の結果 




表 3.8 PC と FPGA の実行時間比較 
Function N 
















14 9.4 18761 10.4 19267 140 0.90 
30 82.2 64828 51.0 63360 140 1.61 
62 816.9 202274 356.0 195635 100 2.29 
Ellipsoid 
14 18.7 35710 19.4 37285 140 0.96 
30 152.4 119705 96.3 124798 140 1.58 
62 1574.0 370645 699 397033 100 2.25 
Rosenbrock 
14 60.3 115146 65.6 128376 140 0.92 
30 490.9 338851 272.5 358694 140 1.80 
62 4632.2 974414 1606.5 974842 100 2.88 
 
 
図 3.24. Sphere 関数の実行時間 
 




設計した実数値 GA 専用プロセッサは，Np個の CPU を組み込み，並列に Np個の評
価計算を行うことで高速化を試みている．その構造的に，Np が 2 倍になれば実行時間
の改善は約 2 倍になると考えられる．Rosenbrock 関数の場合，Np=16 のとき動作周波
数 140MHz で PC と比べて実行時間の改善は約 0.9 倍であった．Np =32 のとき同じく
140MHz で動作させることができ，実行時間の改善は約 1.8 倍であった．この結果は，
Np が 2 倍になったことにより実行時間の改善は倍になり，狙い通りの結果である．し
 
図 3.25. Ellipsoid 関数の実行時間 
 
図 3.26. Rosenbrock 関数の実行時間 
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かしながら，Np=64 のとき実装可能な動作周波数は 100MHz であった．これは，使用
している FPGA の 92%の回路規模を使用しているため，配線遅延の影響が大きくなり
動作周波数が低下したと考えられる．Np=64 においても 140MHz で動作した場合，実
行時間の換算値は 1148ms となり，PC と比べて約 4 倍の実行時間の改善が見込める．
この場合，1.8 倍の倍の 3.6 倍よりも実行時間の改善は大きくなる．これは，未知パラ
メータ増加に伴う PC 側の性能低下によるものと考えられる． 
しかし，Sphere 関数と Ellipsoid 関数では，Np =16 のとき実行時間の改善は約 0.9
倍であり，Np =32 のとき約 1.6 倍であった．Rosenbrock 関数と同様に Np=64 におい
ても 140MHz で動作した場合，換算すると約 3.2 倍の実行時間の改善が見込める．し
たがって，Np =32 から Np =64 の変化に対して，実行時間は倍の改善が期待できるが，
Np =16 から Np =32 の変化では，実行時間の倍の改善が確認できなかった．これは，評
価計算の時間が短く，交叉 REX の時間が影響しているものと考えられる．設計したプ
ロセッサは，交叉 REX による子の生成とソフトマクロ汎用 CPU での評価を並行して
行っており，子が生成され次第，評価が開始する．したがって，評価関数の計算時間が，
交叉 REX による子の生成時間より短ければ，子の生成時間時間が全体の実行時間に影









ロセッサとの比較を表 3.9 に示す．表中に記載しているプロセッサは，GA [56, 57]，






文献 [60]では，評価回路が専用回路として組み込まれており，CPU と比較して 21 か
ら 34 倍の高速化，GPU と比較して 6.8 倍の高速化が報告されている．マルチコア CPU
や GPU よりも高速化のためには専用回路を設計することが有効と考えられるが，評価






また進化アルゴリズムは，マルチコア CPU や GPU を用いた実装も高速化に有効で
ある．文献 [100]では，実数値 GA に GPU を適用した場合，50 次元や 100 次元の
Ellipsoid 関数，Rosenbrock 関数において 7 から 46 倍の高速化が報告されている．文
献 [100] の実数値 GA は，本研究で採用した JGG と REX とは異なる方式（トーナメ
ント選択，Simulated Binary Crossover [101], 突然変異あり）であるが，同様に速度
向上が期待できると考えられる． 
しかしながら，組込み機器では使用可能な電力は限られており，動作周波数が高く消
費電力が大きいマルチコア CPU や GPU などを使用することが難しい．例えば，自動
車などの電力が限られた空間の中で複雑な画像処理を行う場合などは，動作周波数当た
りの計算性能が高い FPGA は有効な選択肢となる [102]． 
本研究では，未知パラメータ数 N=62 のとき，PC（シングルコアとして動作）と比
























































































































































































































































































































































































































































































































































































































































































































































































































































本章では，実数値 GA 専用プロセッサの一方式を提案した．提案する実数値 GA 専用
プロセッサは，世代交代モデルに JGG，交叉には REX を採用した．演算器などの回路
資源を有効に共有することで回路規模少なく実装できる．これにより，必要な数だけ演
算器を用意した場合に比べ，1/3 から 1/4 の演算器数で実装可能である．また，扱う問
題によって異なる評価関数をソフトマクロ汎用 CPU を用いて計算するため，汎用性も
備えている． 





また，回路の並列数を示す Np を増やすことにより，PC と比べて実行時間が改善する
ことを確認し，実装できる範囲で回路を並列化することにより，多くの次元を扱う問題
において提案する実数値 GA 専用プロセッサが有効であることを示した． 
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幅広く応用される．音声に用いられるディジタルフィルタでは，FIR (Finite Impulse 
Response)フィルタ，IIR (Infinite Impulse Response)フィルタなどがある．これらのフ
ィルタは，フィルタ係数によって特性が決まる．このフィルタ係数を進化アルゴリズム
によって求めることによって，所望の周波数特性を持つフィルタを設計することができ
る．単純 GA を改良した方法や DE と PSO などを組み合わせた手法を用いて，バンド
ストップフィルタを設計した事例が報告されている [103, 104, 105, 106, 107]．そこで，
実数値 GA 専用プロセッサの一応用例として，これに適用した．図 4.1 に実数値 GA 専
















)()(  (4.1) 
 
図 4.1. 実数値 GA 専用プロセッサを用いた FIR フィルタ設計の概念図 
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さらに，N が偶数であり，h(n)が偶対称のときは，線形位相 FIR フィルタと呼ばれ，
求める係数は半分の N /2 個となる．線形位相 FIR フィルタのブロックダイアグラムを


















)(  (4.2) 
ここで，ωは正規化周波数，ωlsは遮断周波数の下限，ωusは遮断周波数の上限である． 
 
図 4.2. FIR フィルタのブロックダイアグラム 
 
図 4.3. 線形位相 FIR フィルタのブロックダイアグラム 
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提案する実数値 GA 専用プロセッサを用いて実装実験を行った．使用した環境は第 3
章で示したものと同じである．また比較として，PSO と DE でも実行した． 
音声信号のサンプル数は 128 とし，周波数はナイキスト周波数をπとした[0, 1]の正
規化周波数として扱う．FIR フィルタの設計条件を表 4.1 に示す．また，実験に用いた
実数値 GA のパラメータを表 4.2，DE のパラメータを表 4.3, PSO のパラメータを表 
4.4 に示す．DE および PSO のパラメータは文献 [105, 106]を参考に設定した．また，
表 4.1 FIR フィルタの設計条件 
Parameter Value 
Sample 128 
Sampling frequency (fs) 1 
Pass band ripple (δp) 0.03 
Stop band ripple (δs) 0.003 
Lower pass band (normalized) cut-off frequency (ωpl) 0.3 
Lower stop band (normalized) cut-off frequency (ωsl) 0.35 
Upper pass band (normalized) cut-off frequency (ωph) 0.75 
Upper stop band (normalized) cut-off frequency (ωsh) 0.7 
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表 4.2 実数値 GA のパラメータ 
Parameter 
Filter order (2(N-1)) 
26 (N=14) 58 (N=30) 122 (N=62) 
Np 16 32 64 
P 100 150 300 
Nos 
PC 100 150 300 
FPGA 4Np ( = 96) 5Np ( = 160) 5Np ( = 320) 
Evaluation 
times 
PC 40,000 60,000 120,000 
FPGA 38,400 64,000 128,000 
表 4.3 DE のパラメータ 
Parameter 
Filter order (2(N-1)) 
26 (N=14) 58 (N=30) 122 (N=62) 
Population size 50 50 100 
Evaluation times 40,000 60,000 120,000 
Crossover rate 0.5 
Scaling factor F 0.4 
表 4.4 PSO のパラメータ 
Parameter 
Filter order (2(N-1)) 
26 (N=14) 58 (N=30) 122 (N=62) 
Population size 100 150 300 
Evaluation times 40,000 60,000 120,000 
C1, C2 2.05 
Vmin / Vmax -1.0 / 1.0 
Wmin / Wmax 0.4 / 1.0 
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26次 FIRフィルタ（N = 14）の結果 
各アルゴリズムにおける適合度の遷移を図 4.5に，最終的な適合度を表 4.5に示す．
すべてのアルゴリズムにおいて，10,000 回の評価内にほぼ収束している．また，実数値
GA の結果は，FPGA と PC でほぼ同等な結果であり，その他のアルゴリズムとも同程



























表 4.5 各アルゴリズムの適合度 (N=14) 
Environment Algorithm 
Fitness 
Minimum Average Maximum 
FPGA RCGA 3.30 3.30 3.32 
PC 
RCGA 3.30 3.30 3.31 
DE 3.30 3.32 3.36 
PSO 3.32 3.37 3.46 
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(a) 実数値 GA の結果 
 
(b) DE, PSO の結果 



































表 4.6 設計されたフィルタの性能 (N=14) 
Environment Algorithm 
Stop band attenuation (dB) 
Minimum Average Maximum 
FPGA RCGA 11.38 34.64 50.46 
PC 
RCGA 11.99 35.20 50.47 
DE 11.99 35.42 56.51 
PSO 10.90 35.18 68.16 
 
 
(a) 実数値 GA の結果 
 
(b) DE, PSO の結果 
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58次 FIRフィルタ（N = 30）の結果 
各アルゴリズムにおける適合度の遷移を図 4.8 に，最終的な適合度を表 4.7 に示す．
実数値 GA，DE において，30,000 回の評価内にほぼ収束している．しかし，PSO にお
いては．適合度は 7 程度に留まっている．設計された FIR の周波数応答を図 4.9, 図 



























表 4.7 各アルゴリズムの適合度 (N=30) 
Environment Algorithm 
Fitness 
Minimum Average Maximum 
FPGA RCGA 1.75 1.84 2.25 
PC 
RCGA 1.72 1.78 1.88 
DE 1.76 1.89 3.03 
PSO 3.54 7.51 23.72 
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(a) 実数値 GA の結果 
 
(b) DE, PSO の結果 



































表 4.8 設計されたフィルタの性能 (N=30) 
Environment Algorithm 
Stop band attenuation (dB) 
Minimum Average Maximum 
FPGA RCGA 25.30 41.60 59.20 
PC 
RCGA 26.11 40.18 56.11 
DE 25.30 42.87 67.74 
PSO 16.28 32.84 75.94 
 
 
(a) 実数値 GA の結果 
 
(b) DE, PSO の結果 
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122次 FIRフィルタ（N = 62）の結果  
各アルゴリズムにおける適合度の遷移を図 4.11に，最終的な適合度を表 4.9に示す．
実数値 GA の収束が最も早い．対して，DE は収束までに 100,000 回程度の評価が必要
となる．設計された FIR の周波数応答を図 4.12, 図 4.13 に示し，フィルタの性能を
表 4.10 に示す．また，PSO はフィルタの設計に失敗している．設計されたフィルタは，
実数値 GA で設計したフィルタの平均値が DEよりも優れている． 
 
 























表 4.9 各アルゴリズムの適合度 (N=62) 
Environment Algorithm 
Fitness 
Minimum Average Maximum 
FPGA RCGA 0.44 1.19 2.64 
PC 
RCGA 0.28 0.98 2.23 
DE 0.86 2.75 11.97 
PSO 31.68 51.66 88.21 
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(a) 実数値 GA の結果 
 
(b) DE, PSO の結果 





















表 4.10 設計されたフィルタの性能 (N=62) 
Environment Algorithm 
Stop band attenuation (dB) 
Minimum Average Maximum 
FPGA RCGA 37.68 50.39 85.83 
PC 
RCGA 25.94 47.83 53.11 
DE 25.24 45.99 88.94 
PSO 3.80 16.52 61.13 
 
 
(a) 実数値 GA の結果 
 
(b) DE, PSO の結果 
























































GA 専用プロセッサは，PC と比較して実行時間は遅くなるものの，26 次の場合には




実数値 GA 専用プロセッサをベンチマーク関数に適用した場合には，PC と比べて実
行時間の改善は約 2.9 倍であったが，バンドストップフィルタの設計に適用した場合，
PC と比較して 1/6 から 1/2 に性能は低下した． 




その結果を表 4.12 に示す．表 4.12 の結果より，サンプル数 32 で PC と同等の実行時
間となり，サンプル数 16 にすると FPGA の方が短い実行時間で実行が完了する．ま
た，図 4.14 にサンプル数に対する実行時間のプロットを示す．線形近似を行ったとこ
ろ，サンプル数が増加すると PC で約 3 倍実行時間は増加し，FPGA で約 12 倍実行時
間は増加する．したがって，サンプル数が増加すると PC と FPGA の実行時間の差は
約 4 倍ずつ広がると考えられる． 






Execution times [ms] (Best fitness) 
FPGA 
(Virtex-7) 
PC (Intel Xeon CPU E5-1630, 
3.7GHz),GCC4.8.2 
RCGA RCGA DE PSO 
26 
(14) 
20,000 104 (3.30) 17.2 (3.30) 14.6 (3.30) 14.6 (3.38) 
40,000 207 (3.30) 34.3 (3.30) 23.9(3.30) 28.6 (3.32) 
58 
(30) 
30,000 284 (1.70) 73.8 (1.75) 47.8 (1.82) 52.5 (13.7) 
60,000 570 (1.74) 145 (1.72) 98.8 (1.76) 99.8 (3.54) 
122 
(62) 
60,000 847 (1.14) 381 (1.01) 215 (9.11) 240 (62.5) 
120,000 1697(0.44) 801 (0.28) 429 (0.86) 463 (31.7) 
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表 4.12 信号のサンプル数と実行時間（N=62，122 次） 
Sample 
Execution times [ms] 
Speed up 
PC FPGA 
128 801 1697 0.47 
64 616 930 0.66 
32 522 542 0.96 
16 486 353 1.38 
 
 













































表 4.13 聴力と難聴の程度 [113] 
程度 測定値 [dB] 実際の聞こえ具合 
正常 0～25 聞こえに問題はない 
軽度 25～40 小声だとやや聞き取り難い 
中度 40～70 普通の会話の聞き取りが困難 
高度 70～90 耳元の大声なら聞こえる 
聾 90～ 殆ど何も聞こえない 
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4.6.2 実数値 GA専用プロセッサを用いたフィッティング 






5. オージオグラム 1 よりさらにひどくなったもの(補聴器がなければ会話も厳しい) 




   )()(  DHabsfitness  (4.7) 
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各オージオグラムに対して，フィッティングを行った結果を図 4.16～図 4.21 に示
す．なお，実験に用いた実数値 GA のパラメータを表 4.14 に示す．26 次と 58 次の場




表 4.14 実数値 GA のパラメータ 
Parameter 
Filter order (2(N-1)) 
26 (N=14) 58 (N=30) 122 (N=62) 
Np 16 32 64 
P 100 150 400 
Nos 4Np ( = 96) 5Np ( = 160) 6Np ( = 384) 
Evaluation times 38,400 64,000 192,000 
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(a) オージオグラム 1 
 
(b) 実数値 GA プロセッサでの結果 




























































(a) オージオグラム 2 
 
(b) 実数値 GA プロセッサでの結果 




























































(a) オージオグラム 3 
 
(b) 実数値 GA プロセッサでの結果 




























































(a) オージオグラム 4 
 
(b) 実数値 GA プロセッサでの結果 




























































(a) オージオグラム 5 
 
(b) 実数値 GA プロセッサでの結果 




























































(a) オージオグラム 6 
 
(b) 実数値 GA プロセッサでの結果 































































場合には，表 4.2 で示した条件と同じであるため，表 4.11 で示した実行時間で設計す











ド法 [112]で最適化を行っている．文献 [111]は，文献 [108]と同様な構成で GA によ
り最適化を行っている．表 4.15 に各オージオグラムにおける，本研究と 2 つの文献の
絶対フィッティング誤差を示す．文献 [111]は本研究で評価に用いたオージオグラムの
内，オージオグラム 3 での結果が記載されていたためその結果を記す．実数値 GA専用
プロセッサを用いた場合の 58 次のフィルタの結果は，文献 [108]の結果と同等以上で
あり，122 次の場合には全てのオージオグラムにおいて，絶対フィッティング誤差は小
さい．また，文献 [111] のオージオグラム 3 の結果よりも，実数値 GA 専用プロセッ
サの 58 次と 122 次共に，絶対フィッティング誤差は小さいことが確認できた． 
一般的に，FIR フィルタより IIR フィルタの方が少ない次数で実現できる．2 つの文
献で最適化しているパラメータ数は 18 個であり，実数値 GA 専用プロセッサの 58 次




















表 4.15 先行研究との比較（絶対フィッティング誤差） 
Audiogram 




(3ch variable filter 
bank (VFB), 2009) 
Reference [111]  
(3ch VFB(GA), 
2011) 26th 58th 122th 
1 5.64 0.68 0.07 1.88 - 
2 3.32 1.10 0.60 2.92 - 
3 1.25 0.63 0.17 1.77 0.42 
4 0.99 0.38 0.28 0.94 - 
5 2.75 2.61 0.79 2.35 - 
6 4.69 1.69 0.07 2.49 - 
 
実数値 GA 専用プロセッサを用いたディジタルフィルタの最適設計




4.6.2 項では，実数値 GA 専用プロセッサが，任意の周波数応答に対してフィッティ
ング可能であることを示した．そこで，更なる発展として，これまで示してきた実数値






計に適用した事例の結果を示した．26 次，58 次，122 次の線形位相 FIRフィルタにお
いてバンドストップフィルタを設計する例を示した．26 次の場合には 104ms 程度，58






図 4.22. 進化型ハードウェアのアーキテクチャの例 
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した，実数値 GA 専用プロセッサの構成について詳細に述べた．実数値 GA は，実数値






さらに，提案する実数値 GA 専用プロセッサを FPGA に実装し，ベンチマーク問題
により性能評価を行った結果について述べた．その結果，実行時間において，汎用 PC
と比較して，最高で約 2.9 倍の高速化が確認できた．  
第 4 章では，提案する実数値 GA専用プロセッサを用いた応用の一つとして，ディジ
タルフィルタへ適用した結果について述べた．一例として，バンドストップフィルタを
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