Abstract. We consider the problem of computing R(c, a), the number of unlabeled graded lattices of rank 3 that contain c coatoms and a atoms. More specifically we do this when c is fairly small, but a may be large. We describe a computational method that, for a fixed c, combines direct enumeration of the connection graphs of c coatoms, and Redfield-Pólya counting for distributing atoms between the coatoms. Using this method we compute R(c, a) for c ≤ 9 and a ≤ 1000. With the help of these computations we also derive R(c, a) in closed form for c ≤ 7.
Introduction
Let R(c, a) denote the number of unlabeled graded lattices of rank 3 that contain c coatoms and a atoms, with c, a ≥ 1. If c and a are very small, R(c, a) can be determined by actually generating the lattices, for example by the nauty oneliner genbg -Z1 -d1 -u ${c} ${a}. This takes time at least linear in R(c, a), so this approach is limited to very small instances. By this method the author has computed R(c, a) for c + a ≤ 21 (OEIS sequence A300260 [10] ).
In this work we seek exact values of R(c, a) when c is small, but a may be be large. The converse case is handled by duality since R(c, a) = R(a, c). Throughout this paper we treat c as a small constant. As a warm-up, and to illustrate the underlying ideas, we manually derive closed form expressions for R(c, a) when c ≤ 3. We then present a computational method that, for a given value of c, uses nauty [17] to enumerate the ways how c coatoms can be connected, and then employs the cycle index theorem to count distributions of atoms among the c coatoms. The method has been implemented using the computer algebra system GAP [7] . With this program we compute R(c, a) for c ≤ 9 and a ≤ 1000. Then, by doing an exact polynomial fit on residue classes of the results, we derive R(c, a) in closed form for also 4 ≤ c ≤ 7.
Related work
Although lattices have their algebraic aspect as commutative, idempotent algebras, in the context of counting and enumeration a lattice is usually seen as a kind of a directed graph, defined by its covering relation (or "Hasse graph"). This places the problem in the realm of graph enumeration.
Exact counts of lattices are often determined by complete enumeration, that is, by generating all lattices [8, 9, 11, 15] or those in some specific class [6, 11] . Counting of rank-3 lattices does not seem to have been addressed directly, although some asymptotics are known. The total number of rank-3 graded lattices of n + 2 3 2 4 Figure 1 . A rank-3 lattice (loners shown as small dots) and its connection graph (coatoms shown as boxes with numbers of loners).
elements is R(n) = n−1 c=1 R(c, n − c). From the results of Klotz and Lucht [13] and Kleitman and Winston [12] we have 1.2777 n 3/2 +o(n 3/2 ) ≤ R(n) ≤ 1.6994 n 3/2 +o(n 3/2 ) .
Of course, any algorithm that generates all lattices can be adapted to the special case of rank-3 lattices. However, the structure of rank-3 lattices makes them amenable to non-generative methods. The present work combines both approaches: it generates a large number of basic cases, and for each case counts further lattices without generating them. Both are done by computation, but with quite different tools. Thus the work has connections both to graph generating methods and to counting theory. Such connections have been seen in graph counting (for example, when labeled graphs are treated as unlabeled objects decorated by labels), but not so much with lattices.
Connection graphs
A graded lattice of rank 3, or a rank-3 lattice has elements on four levels: top, coatoms, atoms, and bottom. From now on we ignore the top and the bottom, since the structure of a rank-3 lattice is determined by its two central levels. These levels form a bipartite graph with two distinct color classes (coatoms and atoms). Furthermore, there are no isolated elements (as the lattice is graded), and any two elements have at most one common neighbor. This characterization (cf. [12] ) gives rise to the nauty one-liner mentioned in the introduction, which generates the bipartite graphs one by one, and outputs the count.
For counting purposes it is better to simplify the representation of a rank-3 lattice. Let us divide the atoms into connectors, which are covered by two or more coatoms, and loners, which are covered by one coatom only. In lattice theory loners are known as meet-irreducible atoms, but we want a shorter name here. The connection graph is the bicolored graph spanned by the coatoms and the connectors. Any rank-3 lattice is uniquely represented by (1) its connection graph and (2) for each coatom u, an integer ℓ(u) indicating how many loners it covers. This is illustrated in Figure 1 .
With any given value of c there is only a finite collection of connection graphs. Let r be the number of connectors. Because in a lattice the upper covers of two atoms cannot contain two common elements, we must have r ≤ c 2 ; the maximum is reached when every pair of coatoms has its own connector. With c = 2 there are two graphs, one with a connector and one without. With c = 3, the number of connectors is r ∈ [0, 3], and if r = 1, either two or three coatoms are connected. So there are five connection graphs, which are shown in Figure 2 . With c = 4 there are sixteen graphs, shown in Figure 3 . Now all rank-3 lattices of c coatoms and a atoms can be counted in two phases:
(1) List all nonisomorphic connection graphs of c coatoms.
(2) For each connection graph, calculate the number of ways to distribute a − r loners among the c coatoms. The first phase is straightforward using tools from nauty, although the list is long if c is large. It is similar to listing all rank-3 lattices, except that elements in the first color class (coatoms) can have zero neighbors, and elements in the second color class (connectors) must have at least two neighbors. Since r ≤ c 2 , iterating genbg -Z1 -d0:2 ${c} ${r} for r = 0, 1, . . . , c 2 lists the connection graphs. The second phase is like distributing a − r identical balls into c boxes. However, a couple of issues must be observed. A simple thing is to ensure that every coatom covers at least one atom. If there are s coatoms that do not cover a connector, simply allocate one loner to each, and distribute the remaining n = a − r − s balls into c boxes, with empty boxes allowed.
Somewhat more complicated is to handle the symmetries of each connection graph, so that we correctly count the nonisomorphic lattices. In Figure 2 , graphs (1), (3), (5) have all coatoms in symmetric position, so we are putting k balls into three identical boxes. But in graphs (2) and (4), two coatoms are in symmetric position (two identical boxes) and the third is not (a distinct box). Dealing with symmetry comprises the bulk of this work. We do it manually for c ≤ 3, but for c ≥ 4 we turn to computational solutions.
Lattices of at most three coatoms
With c ≤ 3 there are few connection graphs, and we can treat them by hand. Clearly R(1, a) = 1. Before going further we recall some elementary results on occupancy. Let p k (n) be the number of ways to distribute n identical balls into k identical boxes, empty boxes allowed. For all n ≥ 0 we have [1, Theorem 6.4] (1)
Also let p 2,1 (n) be the number of ways to distribute n identical balls into two identical boxes and one distinct box, empty boxes allowed. For all n ≥ 0 we have
This may be recognized as the quarter-squares sequence A002620 [10] . We adopt the convention that p k (n) = p 2,1 (n) = 0 when n < 0, and note that Eqs. (1)- (3) are then valid also for p 2 (−1), p 3 (−2), p 3 (−1), and p 2,1 (−1).
Proof. Either there is a connector or not. In either case the two coatoms are in symmetric position. In the connected case we have r = 1 and s = 0, and the remaining a − 1 atoms can be distributed in p 2 (a − 1) ways. In the disconnected case we have r = 0 and s = 2, and the remaining a − 2 atoms can be distributed in p 2 (a − 2) ways; this is zero if a = 1.
Adding up and simplifying, we get
Proof. We consider the five possible connection graphs (see Figure 2 ). Graph (1): No connectors, r + s = 3. The remaining a − 3 atoms can be distributed among the three symmetric coatoms in p 3 (a − 3) ways.
Graph (2): One atom connects two coatoms, r + s = 2. The two connected coatoms are in symmetric position, so the remaining a − 2 atoms can be distributed in p 2,1 (a − 2) ways.
Graph (3): One atom connects three coatoms, r + s = 1. All coatoms are symmetric, so the remaining a − 1 atoms can be distributed in p 3 (a − 1) ways.
Graph (4): Two connectors, r + s = 2. The two coatoms at the ends are symmetric, so the remaining a − 2 atoms can be distributed in p 2,1 (a − 2) ways.
Graph (5): Three connectors, r + s = 3. All coatoms are symmetric, so the remaining a − 3 atoms can be distributed in p 3 (a − 3) ways.
In all five cases, if a < r + s, then p 3 or p 2,1 has a negative argument, and a zero value by our convention. Adding up we get
Substituting (2) and (3), observing that they are valid for all a ≥ 1 even if the arguments become negative, and simplifying, we obtain the stated result.
For c = 4 one could continue in the same manner. But the sixteen connection graphs exhibit various kinds of symmetry, and manual case-by-case analysis becomes tedious and error-prone. We now turn to a computational method that analyzes the symmetries of the connection graphs, and also provides a numerical solution to our counting problem. In fact, the method will also help us to derive closed form expressions for R(4, a), R(5, a), R(6, a), and R(7, a).
Balls into boxes with symmetry
We now address the second phase of our task: given a bicolored connection graph Γ , and an integer n, count the ways of distributing n identical balls (the loners) among the vertices in the first color class (the coatoms). By saying "bicolored" we keep the connectors distinct from the coatoms. Otherwise, in graph 5 of Figure 2 there would be an automorphism that swaps them. We could as well orient the edges from atoms to coatoms.
The count is affected by the automorphism group Aut(Γ ), or in fact by its action on the coatoms, since that is where we place the balls. Indeed, although graphs (1), (3), (5) in Figure 2 are different as graphs, they have the same symmetry between the coatoms. For us they have the same kind of solution, namely p 3 (n) as we saw in the previous section (but with different values of n).
Our counting problem is solved by an application of the cycle index theorem from the Redfield-Pólya counting theory. For a general introduction to this theory see Cameron's textbook [4] . The particular application to the balls-into-boxes problem can be found in Lisoněk's thesis [16, Chapter 4] , where a distribution of a number of balls under permutation group G is called a G-partition of that number. (Beware that Lisoněk's symbols are the reverse of ours: he puts c balls into n boxes.) Other mentions of the problem include [2, 5] . For completeness of exposition, we describe the calculation here, without any claim of originality.
Consider G = Aut(Γ ) as a permutation group on the c coatoms. For each group element g ∈ G, let m j (g) be the number of cycles of length j in the disjoint cycle representation of g, and define the cycle index monomial in c indeterminates t 1 , . . . , t c as follows:
The cycle index of G is the average of the cycle index monomials,
A distribution of balls (loners) into c boxes (coatoms) is described by a function ℓ : {1, 2, . . . , c} → N, with ℓ(i) telling how many balls are in the ith box. Using terminology from counting theory, the nonnegative integers ℓ(i) are figures attached to each coatom. Each figure has a weight, which is here simply the integer itself. The weight of a function ℓ is c i=1 ℓ(i). This is the total number of balls in the distribution, so we want to count functions of weight n.
We further define a figure-counting series
which says that there exists one figure of each nonnegative weight (the integer itself). We want the function-counting series
whose coefficient b n counts, up to symmetry, the functions ℓ of weight n. By the cycle index theorem [4, Theorem 7 .3] the function-counting series is
Thus, as soon as we know the cycle index Z G , Eq. (5) gives a series whose coefficients are the counts we desire (for all n ≥ 0). This amounts to a very short piece of GAP code (Program 1). As an implementation detail, if we are content with 
Implementation and numerical results
The first phase, generating the connection graphs, was done for c = 2, 3, . . . , 9 with genbg as previously described. The second phase, calculating R(c, a), was implemented as a GAP program, here summarized as Algorithm 1, and run with a max = 1000.
Certain aspects of the computation are illustrated in Table I . For c = 9 the most time-consuming parts were generating the connection graphs and analyzing their symmetries. We observe that even though are many graphs, they have few different cycle indices. GroupBalls is called only once for each cycle index (we keep a table of cycle indices already seen).
The computation times should be taken as indicative only. They are the elapsed times when running on a single Intel Xeon E5-2680 core, with a nominal clock frequency of 2.4 GHz. The implementation was certainly not fully optimized and there may be plenty of room for improvement. We used the following program versions: genbg 1.4, GAP 4.8.10 [7] , and Digraphs 0.11.0 [3] .
Some of the numbers for c ≤ 9 and a ≤ 1000 are listed in Tables II and III . Full listings of the results and the programs are available separately [14] . Since R(9, 1000) ≈ 1.775 × 10 27 , it would not have been practical to count the lattices by generating them.
Obtaining functional forms
In this section we show that for any c ≥ 1, the function R(c, a) has a representation as a quasipolynomial in a (an existence result). Furthermore we find an explicit quasipolynomial when c ≤ 7.
For each connection graph Γ , let G = G(Γ ) be the permutation group of the c connectors defined by the action of Aut(Γ ). The function-counting series (5) is a Algorithm 1 Given c, a max , calculate R(c, a) for a = 0, 1, 2, . . . , a max . B ← GroupBalls(Z g , c, a max ) ⊲ Compute
13:
B(Z G ) ← B ⊲ Memorize result
14:
Shift P up by r + s positions, prepending zeros, truncating after a max + 1. Table I . Some details of the computations for c ≤ 9 coatoms. Times are in seconds: genbg = generating the connection graphs, aut+cyc = finding their automorphism groups and cycle indices, count = calculating the counts.
generating function whose coefficients are the numbers of ways to distribute n ≥ 0 balls to the c coatoms. The series has a special form, a rational function whose denominator consists of factors of the form (1−x i ). From this observation it follows (Lisoněk's Theorem 4.3.5 [16] ) that the coefficients are quasipolynomials of n.
A function f : N → C is a quasipolynomial of quasiperiod N , if there are polynomials P 0 , P 1 , . . . , P N −1 such that for all n ≥ 0,
This definition is from Stanley [18] . (Note that N need not be minimal.) Lisoněk uses a slightly different definition that only requires the function to agree with the polynomials from some point n 0 onwards. We shall use Stanley's definition here. Quasipolynomials, also known as polynomials on residue classes (PORC), are extremely versatile for expressing combinatorial quantities, which often depend on the parity of the argument, or its residue modulo some integer N . Typical examples are floors of polynomials, such as (1)-(3). We recall the following from Stanley:
Proposition 1 (Part of Proposition 4.4.1 [18] ). A function f : N → C is a quasipolynomial of quasiperiod N , if it has a rational generating function
where P , Q are polynomials; every root α of Q satisfies α N = 1; and deg P < deg Q.
Next we re-state Lisoněk's result using Stanley's definition and with explicit mention of a quasiperiod. If G is a permutation group acting on c boxes, we denote by P G (n) the number of distributions of n ≥ 0 balls in the c boxes, when distributions related by an element of G are not distinguished. (Lisoněk calls them G-partitions of the integer n.) Proposition 2 (cf. Theorem 4.3.5 [16] ). The function n → P G (n) is a quasipolynomial of quasiperiod N = lcm(1, 2, . . . , c).
Proof. The generating function of P G (n) is B(x) as defined in (5) . Now Z G is a polynomial in c indeterminates t 1 , . . . , t c , and B(x) issues from it by the Pólya substitutions t i = 1/(1 − x i ) for i = 1, 2, . . . , c. With this substitution, each cycle index monomial z g becomes a rational function R g (x) = 1/Q g (x), where (1) the denominator is a nonempty product of binomials of the form (1 − x i ), and (2) the degree of the numerator is strictly smaller than the degree of the denominator. Clearly both conditions are retained when all R g (x) are expanded to have a common denominator; call it Q(x).
Taking the sum of the expanded rational functions and dividing by the constant |G|, we obtain B(x) as a rational function P (x)/Q(x) with deg P < deg Q, and Q(x) consisting of a product of binomials of the form (1 − x i ), with i ∈ {1, 2, . . . , c}. Let N = lcm (1, 2, . . . , c) . Every root α of Q is a root of (1 − x i ) for some i ∈ {1, 2, . . . , c}, thus α i = 1 and also α N = 1. The conditions of Proposition 1 are satisfied, so the claim follows.
A similar result follows for R(c, a), the number of rank-3 lattices, seen as a function of a with c fixed. But we have to careful with the initial terms of the sequence. We say that two functions f and g agree from n 0 if f (n) = g(n) for all n ≥ n 0 . If Γ is a connection graph and a ≥ 0, we write R(Γ , a) for the number of rank-3 lattices with the connection graph Γ and a atoms in total. Proof. Let N = lcm(1, 2, . . . , c) and n 0 = c 2 . Let Γ be any connection graph of c connectors, and let it have r connectors and s coatoms lacking a connector. It is clear that r + s ≤ n 0 . For a < r + s, we have R(Γ , a) = 0, and for a ≥ r + s we have R(Γ , a) = P G (a − r − s). Clearly R(Γ , a) agrees with a quasipolynomial of quasiperiod N from r + s, thus also from n 0 ≥ r + s.
Let then G be the set of all connection graphs of c coatoms. Then
Since every R(Γ , a) agrees with a quasipolynomial of quasiperiod N from n 0 , so does their sum, as the family of quasipolynomials is closed under finite addition.
This (like Lisoněk's Theorem 4.3.5) is an existence result, and does not tell us what the quasipolynomial is. There are many ways how one may seek the exact form. One could inspect the generating function itself, perhaps prove some recurrence relations, and so on. Here we take the low road: for each residue class k, if we know that the constituent polynomial P k has degree at most d, fit a polynomial of degree d to at least d + 1 known values. If done in rational (not floating-point) arithmetic, this identifies the polynomial coefficients exactly. But first we need to have an upper bound on d, so that we know how many points we need. Fortunately we can do this by an elementary argument. • R(6, a) agrees with a quasipolynomial with N = lcm(1, . . . , 6) = 60 and degree at most 5, from n 0 = 6 2 = 15. For the fit we need 60 × 6 = 360 known values.
• R(7, a) agrees with a quasipolynomial with N = lcm(1, . . . , 7) = 420 and degree at most 6, from n 0 = 7 2 = 21. For the fit we need 420 × 7 = 2940 known values. The values of n 0 are as guaranteed by Proposition 3. Once a quasipolynomial is available, one can check if it happens to agree with some of the initial terms, and extend the range accordingly.
As we already computed the values up to a = 1000 before, we have enough values to fit the polynomials up to c = 6. For c = 7 we reran Algorithm 1 with a max = 3000, which took about 1100 seconds.
From the polynomial fits we obtain the following quasipolynomials. Leading terms that are common to all residue classes are collected together. For the terms that depend on residue class, we use this shorthand notation: the quantity It was indeed necessary to be careful with initial terms. The quasipolynomial in Theorem 4 does not agree with R(5, a) at a = 0, 1, 2. At those points, the quasipolynomial yields 35, 9, 6, while the true values of R(5, a) are 0, 1, 5.
There does not seem to be much structure in the "quasiconstant" h(a) term of R(5, a). It has the full period 60. Perhaps this was to be expected: from Table I we recall that R(5, a) ensues as a sum over 72 graphs having 11 different cycle indices. If the graphs have residue-dependent contributions with different periods, their joint effect will easily end up with the full period. If desired, one may try to manipulate h(a) into a form that is more pleasant to human eyes.
It would have been quite tedious to derive R(5, a) manually, even if to find just the leading terms. By the help of computations we can readily see the three leading terms, which do not depend on residue class, and which provide a fairly precise picture of the growth rate of R(5, a). And if we want the fine details, they are there. With the explicit formula one can easily calculate, say, R(5, 1000000) = 911451918774522871241702.
For reasons of clarity, for c = 6 and c = 7 we show here just the leading terms that are common to all residue classes, and hide the lower order terms behind an O notation. The full explicit quasipolynomials are available separately [14] . giving an alternative derivation of our first basic results in Section 4.
Closing remarks
The computations in this work were facilited by the availability of several tools. For the first phase, where the connection graphs were generated, a tool of isomorphfree graph generation (genbg from the nauty package) was essential. The second phase required the mathematical machinery of counting theory; but for actually computing the automorphism groups and cycle indices of thousands of graphs, it was convenient that those tools were available in GAP and Digraphs. Easy-to-use arithmetic on large integers, rationals, and polynomials was also helpful.
The method of converting the generating functions to functional forms by computing initial terms and then doing a polynomial fit has a certain "snake oil" appeal. It is easy to do, provided that one has a suitable existence result that the quasipolynomial actually is there to be found. However, it may require rather long sequences to be computed. Perhaps a computational method that inspects the structure of the generating function directly would be more efficient here.
Here we considered only one kind of lattices, the rank-3 lattices. Some of the methods used here may be applicable to other low-rank lattices as well. A natural next question would be that of rank-4 lattices. What is R(c, m, a), the number of graded lattices of c coatoms, m elements in the middle level, and a atoms? Can one simply "glue" two rank-3 lattices on top of each other? Perhaps, but with two considerations: that of isomorphism, and that of ensuring that the glued results are indeed lattices.
