Perceptual saliency is a precursor to bottom-up attention modeling. While visual saliency models are approaching maturity, auditory models remain in their infancy. This is mainly due to the lack of robust methods to gather basic data, and oversimplifications such as an assumption of monaural signals. Here we present the rationale and initial results of a newly designed experimental paradigm, testing for auditory saliency of natural sounds in a binaural listening scenario. Our main goal is to explore the idea that the saliency of a sound depends on its relation to background sounds by using more than one sound at a time, presented against different backgrounds. An analysis of the relevant, emerging acoustical correlates together with other descriptors is performed. A review of current auditory saliency models and the deficiencies of conventional testing approaches are provided. These motivate the development of our experimental test bed and more formalized stimulus selection criteria to support more versatile and ecologically relevant saliency models. Applications for auditory scene analysis and sound synthesis are briefly discussed. Some initial conclusions are drawn about the definition of an expanded feature set to be used for auditory saliency modeling and prediction in the context of natural, everyday sounds. 
INTRODUCTION
The saliency of a sound can be defined in natural language as its prominence relative to other sounds or, more generally, with respect to a background. If we then consider a prototype sound scene consisting of M natural sounds and a background, having a lower perceived level than the sounds, the typical expected outcome of what we may call saliency analysis is a ranking of the M sounds in terms of their relative saliency, and a correlated set of shared acoustical and perceptual features that we could use to predict that ranking.
The so-called bottom-up approach to saliency prediction attempts to find a mapping between sound features and perceived saliency based on models, and rules derived from the biological structure and the perceptual organization of the human auditory system.
A first important challenge for the bottom-up models comes from the difficulty to gather perceptual ground truth 1 that is, sounds labeled and ranked in terms of their perceived saliency.
The second main challenge is the selection of the acoustical and perceptual features to be used for the signal analysis and saliency prediction. An exhaustive search is clearly not practical, given the size of the possible feature set. Some guidelines must then be drawn to help select the features from which to start. A taxonomy of the sounds must also be chosen in order to clearly define the class of sounds addressed by the analysis. 2 With this work we tried to address both problems. We propose an experimental schema that allows collection of behavioral data (the "ground truth") from subjects listening to a pair of sounds, presented on a background, in a binaural scenario. We also test some descriptors (features) and attempt to find the ones that best describe the saliency ranking obtained form the behavioral data.
We start from a simple approximation of a natural scene by using two sounds (M=2) over a background. We also decided to limit the scope of our study to everyday sounds that are neither speech nor man-made music. More specifically, we used bird songs for this work.
Background, Related Work and Application Areas
Saliency and attention are intimately related, but is the latter that attracted most of the research effort in the field of cognitive psychology where the task-driven (or "top-down") is the leading approach. 3 Signal driven (or "bottom-up") models typically come from psychophysics and psychoacoustics [5] but hardly deal with the concept of saliency.
As a result, very few perceptual saliency models are available. Koch and Ullman [6] , followed by Itti et al. [7] were among the first to propose a feature-based processing schema that is the base for most of the current visual saliency models that found widespread application in fields such as interface design and HCI (see Roda [8] for examples and review).
A similar closed loop between modeling, perceptual ground truth, and applications is still not robust for audition, although a noticeable attempt was made by Kayser and colleagues [9] that compared the results from their feature-driven computational model 4 to the results of two behavioral experiments.
1 "ground truth" and "perceptual" may seem conflicting concepts. In fact, we are looking for the most likely ground truth according to the available behavioral data, in a given context. 2 Features may well be class-specific. For a review of possible approaches to taxonomy of sounds see, for example, Gaver [1] , and [2] . 3 See Wright and Ward [3] for modern review with special focus on vision, and Spence and Santangelo [4] for a review in the multimodal scenario.
This work was inspired by that of Kayser et al. [9] , but is different in that we present sounds in pairs over a background, and in a binaural scenario (while the sounds used by Kayser et al. are treated in isolation and presented monaurally, over a stereo background). We also attempted to formalize some useful criteria for the design of the sound corpus to be used. We therefore aimed to capture a binaural ground truth that is ecologically more valid.
From the application point of view, to our knowledge, the first work to address auditory saliency in a spatial scenario was done by Slaney et al. [10] in the context of speech separation and ASR. They introduced the concept of binaural saliency as captured by binaural onsets obtained from the differential cross-correlation of the cochlear filterbank output spikes computed using interaural time differences (ITD) only. Their work represents a notable evolution with respect to the monaural saliency models available so far.
Some authors extended the monaural algorithm proposed by Kayser et al. [9] adding cochlear and loudness models, as well as pitch, as additional features (see references [11, 12, 13, 14, 15] ). None of them addressed the problem of gathering the perceptual ground truth data, relying instead on performance measures defined in terms of speech recognition rates [10, 14] , for example.
Research on the design of warning signals, mobile assistive technologies (see references [16, 17] for audio-only mobile application examples) and sonification are also aware of the potential benefits of a less implicit, or case-specific, management of attention in sound-design principles (see references [18, 19] for useful reviews) but, as we saw, the definition of saliency in audition is still quite rudimentary with respect to vision and, in fact, it is only loosely defined in recent cognitive and perception literature [20] , together with the necessary assessment methods. Therefore, applied research in these areas is typically only envisioning the advantages offered by efficient auditory saliency modeling, rather than being able to provide design guidelines.
EXPERIMENT DESIGN
The experimental paradigm presented here relies on the assumption that stream selection, after segregation and streaming are active, is selective and therefore, if more than simple stream selection is required by a task, the "most salient" between two concurrent auditory streams is more likely to be attended (see Bregman [21] for an introduction to simultaneous and sequential segregation, and streaming, and Jones [22] for a review of the perception of temporal patterns).
Here, we also assume that source separation is not an issue. More specifically, we use two patterns, each of which is built using an elementary bird chirp, repeated at constant rate. These bird chirps have different lengths to produce a natural asynchronicity between the two streams.
We call this schema Segregation of Asynchronous Patterns (SOAP).
To further support the separation and minimize detrimental effects of spectral masking we play the sounds in a spatialized scenario 5 . The subject, listening to the sounds via closed, supraaural headphones in a quiet environment and presented with a neutral visual field has to detect the deviation from periodicity that can affect either one of the two patterns, and indicate the location of the detected change by pressing one of two buttons on the keyboard 6 . Response Time (RT, in ms) and detection accuracy (either True or False) were recorded. This task is illustrated in Fig. 1 .
Each subject ran one preliminary test to assess median RT, followed by three sessions combining seven bird sounds (pairwise comparisons), change on either side, and background type (silence, pink 5 This is also known as spatial release from masking. 6 Subjects were free to choose their preferred method of pressing the keys, using either fingers of the same or different hands, as they felt most comfortable. noise, or natural noise 7 ). The background was held constant throughout each session. Catch trials with no change were included (in 5% of the trials). The preliminary test used two type of sounds, a simple one, derived from a sinusoidal burst, and the same bird chirps to be used by the main test. These sounds were presented in isolation and monaurally over the spatialized backgrounds, similar to Kayser et al. [9] .
ϭ ƚƌŝĂů FIGURE 2: Structure of a trial. Chirps are separated by Δt = 250 ms. Anticipation on the red segment can be as short as 80 ms. Consecutive trials (groups of K-chirps, with K=12 for this experiment) are separated by 2.5 s of silence and followed by a short noise burst located in front of the subject, acting as "fixation point" and preparing the subject to the next trial.
Sounds and Apparatus
A set of seven bird chirps, two simple sounds and three backgrounds was used to assemble the sound scenes presented to the subjects during the preliminary and main test. Bird chirp duration varied from 215 to 530 ms; simple sounds were respectively 110 and 325 ms long. Backgrounds played at -10 dB with respect to the spatialized patterns. All sounds were peak normalized (see reference [23] for a discussion of the perceptual effects of Peak and RMS normalization) and had equal loudness. 8 The tests were implemented using the Pure Data language 9 on a Win7-64bit Intel dual core laptop, with ASIO I/O interface to minimize latency.
Sounds were mono, with 16bit coding and Fs=44,100Hz. Data preprocessing was done using GNU Octave 10 custom scripts. 7 A mix of human babble noise and pink noise. 8 Loudness assessment of a time varying signal is highly debated. For this study we applied peak normalization followed by subjective tests to adjust the final level of each sound. 9 version 0.42.5-extended, available from http://puredata.info/. 
Data analysis and Discussion
A total of N=7 subjects (average age 28; 5 male) participated in the experiment.
We first processed the RT data to detect outliers and transform the results from categorical (binary) to a normalized accuracy score. To this end we pooled per bird/per subject data, while outlier detection on RT was based on location/scale robust statistics as median and mean absolute deviation (MAD) ( [24] ). Given the reduced size of the dataset in this preliminary study, outlier detection and eventual removal was then performed by hand, segregating data points exceeding 3IQR (strong outlier only). RT distribution was also observed to have a lognormal tendency.
Our main conjecture about saliency and streaming leads to the assumption that high accuracy scores are tied to high saliency values. Using the pooled accuracy values (per bird, per subject) we can therefore attempt to define a saliency scale of the sounds. RT values are usually in agreement with the accuracy values in the pooled dataset, supporting the idea that if changes occur in the "active" stream, their detection is faster. However, although this correlation is shown in Fig. 7 , we observed a potential dependency of RT on the sound used to design the patterns (see Fig. 6 ), and eventually from the complexity of the task (monaural vs. binaural patterns) 11 while the detection 11 The effects of perceptual load or task complexity (i.e., Hick's law and alike) are not be addressed by this study. Data points are displayed in the same order in Fig. 9 to show that, for the chosen sound set, a similar ranking can be induced using the feature τ e . accuracy seems to show less variance due to these factors.
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Background type was not changed throughout a session. Within this schema, this variable seemed to have little impact on the RT variance and it was therefore ignored in the pooling process.
PRELIMINARY FEATURE ANALYSIS
Our initial selection of features came from the broad set analyzed by Peeters et al. [25] . As the main focus of this work was not a complete feature search, we only attempted to find initial correlations between the saliency ranking shown in Fig. 8 and features that were dsitributed between the global, local, temporal and spectral classes defined in reference [25] , namely temporal centroid, spectral centroid, harmonicity, and effective duration. Centroid definitions, frame size and hop-size for the windows used to calculate the time-varying descriptors are coherent with those specified in reference [25] .
However, for harmonicity (W 1 /W 0 ) and effective duration (τ e ) we decided to use the definitions outlined by Ando starting from the autocorrelation function (ACF) of the signals [26] .
As shown in Fig. 9 , τ e , the effective duration of the autocorrelation function, seems to have better correlation with the accuracy scores than with other features (see also Fig. 5 ) and therefore serves as a good predictor for the saliency ranking of the sound corpus we used.
CONCLUSIONS AND FUTURE WORK
The definition of auditory saliency is still in its infancy while this is not the case for vision. The lack of easily accessible measurement methods for the related physiological and perceptual data is perhaps the primary obstacle in its path to maturity.
Meanwhile, several application areas are recognizing the added value that computational auditory saliency models could bring: ASR [15, 10, 27] , HCI [8] , sonification and sound design [19] , among others.
We proposed a new experimental design to gather perceived saliency data taking advantage of the primitive processes ( [21] ) regulating segregation and streaming of spatialized asynchronous patterns (SOAP). This schema is an evolution with respect to the current monaural, intensity-based saliency detection tests [9] , in that it generalizes to more than one sound, in a binaural scenario, therefore allowing a better view over the relative nature of (primitive) saliency.
We tested the SOAP design with a set of bird chirps, which is a subset of everyday sounds, our intended scope. 12 Analysis of the preliminary data supports the robustness of the design and allowed us to explore some features that attempt to predict the observed data.
Our initial feature analysis over the chosen sounds promotes the use of temporal descriptors such as the Effective Duration (τ e ) of the autocorrelation function (ACF) to predict the saliency ranking induced by our behavioral data.
Future work will be devoted to validate the proposed schema on several subjects, and to generalize to different sets of sounds. This will also aim to observe the behavior of the signal descriptors tested so far, to validate the goodness of (τ e ) as a saliency predictor and to expand the set of useful features, with a special focus on temporal descriptors as suggested by Peeters et al. [25] and Ando et al. [26] .
