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Abstract 
The impact that modern wireless communications plays in our everyday lives is huge.  A great deal of our day to day operation, be it 
commercial, civil or defence relies on the ability to deploy these technologies reliably, with the minimum of failure.  This paper presents a 
system based Prognostic Health Management (PHM) methodology for health monitoring and prognostics within a RF transceiver chain, with 
the ability to provide impending detection of individual system component failure.  The primary focus of this paper is towards military assets 
such as radar and electronic warfare (EW) systems, but it is envisaged that it will have other connotations in helping to provide quality of 
service (QoS) in wireless communications as well as civilian radar systems.  Methods of failure modes and degradation in RF devices are 
examined before suggesting a methodology where parametric data may be extracted for health monitoring by non-linear techniques.   This data 
is then compared to an ideal healthy transceiver by the use of a metric employing the Mahalanobis distance.  A prognostic is applied in the form 
a sequential Monte-Carlo method by the use of a particle filter to give an approximation of remaining useful life (RUL). 
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1. Main text  
The ability to be able to monitor a product's health whilst in 
service is beneficial on numerous grounds such as predicting 
critical failures, remaining useful life (RUL) and moving 
towards an extension of service life, thus moving away from 
traditional set interval service periods.  Prognostic Health 
Management (PHM) is methodology that allows the 
monitoring of products state of health in real time, and 
therefore leads to a prediction of the above criteria, as well as 
this, costs from downtime due to scheduled and unscheduled 
maintenance may be reduced.  
A significant body of work on PHM has been developed 
around the methods to implement such techniques within 
electronic systems in general [1] however little has been done 
to address health monitoring in the RF and Embedded area.  
 
 
Nomenclature 
3IP Third-order Intercept Point 
PHM  Prognostic Health Management  
POST  Power On Self-Test 
RUL   Remaining Useful Life 
2. RF device reliability issues and failure effects 
In general, semiconductors have a very-low wear out 
failure rate in early life and then have increasing failure rates 
as they wear out.  A small population may fail early in life, so 
called 'infant mortality', but these failures tend to be associated 
with manufacturing or assembly defects. As semiconductor 
reliability improves and more samples are stressed, the early 
failures become easier to eliminate. 
The failure mechanisms in semiconductor devices fall into 
the following categories; material-interaction, stress, 
mechanical and environmental induced [2]. 
 2013 The Authors. Published by Elsevier B.V.
Selection and p e -review under responsibility of the International Sc entifi c Committee of the “2nd International Through-l f  
Engineering Services Conference” and the P ogramme Chair – Ashutosh Tiwari 
Available online at www.sciencedirect.com
ScienceDirect
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
267 A.J. Wileman and S. Perinpanayagam  /  Procedia CIRP  11 ( 2013 )  266 – 271 
 Table 1. Types of failure in semiconductor devices 
Category Failure Mechanism 
Material-
interaction 
Gate-metal Sinking within FET Devices  
Ohmic Contact Degradation Channel Degradation  
Surface-state Effects  
Package Moulding contamination  
Stress Electro-migration  
Burnout  
Hot Electron trapping  
Electrical Stress 
Mechanical Die fracture  
Die-attach voids  
Solder joint failure 
Environmental Temperature 
Humidity & Hydrogen Effects 
3. Health monitoring of the transceiver chain 
The proposed method for the health monitoring of the RF 
transceiver chain devices is based on a comparison of the 
ideal specified device parameters whilst the system is in stable 
operation.  This sets an ideal operating metric in which the 
degradation is measured against.  Periodic injection of test 
signals is used during both power on self-test (POST) and 
operation.  The monitoring of prime damage accelerators such 
as temperature is also used to control the frequency of the test 
signal injection and to calculate the RUL. 
The measured parameters are compared to the specified 
ideal benchmarks for gain, third-order intercept point (3IP) 
and dynamic range given the noise floor and the rate of 
degradation metric is calculated by using the Mahalanobis 
distance.  The system is designated as failed where it no 
longer meets the specification for which is it designed for.   
The RUL for the device is approximated by the use of a 
particle filter technique described later.  This is based on a 
PoF model of how the individual devices will degrade and 
pre-ascertained data for each device at various temperatures. 
To enable parametric data to be extracted for health 
monitoring, a methodology is needed that enables this data to 
be gathered.  In [3] and [4], the use of special test sensors for 
extracting the specification values of embedded RF modules 
was proposed.  A RMS detector was used as a test sensor in 
[3]. The sensor was designed to extract the specifications of 
embedded RF modules. In [4], embedded RMS and peak 
detectors were used to extract system and embedded circuit 
level specifications. However, both the test sensor based 
methods require access to internal RF signals and can cause 
degradation of the power and quality of the RF signal and 
thereby reduced transceiver performance unless the sensors 
are carefully designed-into the transceiver (not possible for 
many off-the-shelf RF parts). 
The method proposed here makes use of the fact that all 
components are non-linear to some degree, the ideal linear 
component does not exist in the sense that it output is exactly 
proportional to its input excitation.  All devices in reality are 
non-linear at very low power levels due to the effects of noise.  
In addition to this, components also become nonlinear at high 
power levels.  This can be due to the result of catastrophic 
destruction of the device at very high power levels, or in the 
case of active devices such as diodes and transistors, due to 
effects such as gain compression or the generation of spurious 
frequencies due to the level on nonlinearity.  The outcome of 
these effects will set a threshold to establish a maximum and 
minimum power range, or dynamic range, over which a given 
component or network will operate satisfactorily. 
Active devices such as diodes and transistors are nonlinear 
and nonlinear device characteristics can lead to the generation 
of undesired affects such as gain compression and the 
generation of spurious frequency components.  These effects 
may produce increased losses, signal distortion and possible 
cross modulation interference with other radio channels or 
systems. 
Some of the many possible effects of nonlinearity in RF 
and microwave circuits are listed below [5]: 
x Harmonic generation (multiples of a fundamental signal) 
x Saturation (gain reduction in an amplifier) 
x Inter-modulation distortion (products of a two-tone input 
signal) 
x Cross-modulation (modulation transfer from one signal to 
another) 
x AM-PM conversion (amplitude variation causes phase 
shift) 
x Spectral re-growth (inter-modulation with many closely 
spaced signals) 
 
 
Fig. 1. Transmitter test circuit showing mixing (up-conversion), amplifying, demodulation and ADC sampling stage 
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In this paper a prognostic methodology for RF transceivers 
is proposed based upon the measurement of parametric data, 
such as the gain and third-order intercept point (3IP) due to 
degradation in the device. Parameter degradation in RF 
devices has been studied in numerous papers [6,7], 
particularly the linearity of the device due to gate breakdown 
and channel hot electron effects within MOSFET devices. 
[8] Proposes a diagnosis method based on the commonly 
used two tone test method for inter-modulation distortion.  
Multi-tone sinusoidal signals issued from the DSP are used as 
diagnostic test stimulus and optimized to maximize the 
correlation between the observed test response and the 
specifications of the embedded RF modules being diagnosed. 
For transmitter diagnosis, the input to the transmitter is a 
baseband signal, and the generated input test stimulus is 
compatible with an embedded DAC or low sampling rate 
DAC. In order to measure the RF performance specifications 
of the transmitter, an envelope detector is deployed on to 
extract low frequency features from the RF test response to 
the applied diagnostic stimulus. The envelope detector as an 
embedded test sensor was introduced in [9]. 
Suppose that a two-tone sinusoidal signal with frequency 
ω1 and ω2 is applied to an envelope detector (Figure 3). Then, 
the detected envelope is placed at the frequency ߱ଵ െ ߱ଶ , 
which can be adjusted so that it can be digitized via a low 
sampling rate ADC. The extracted envelopes contain the 
features relating to the RF response characteristics of the 
embedded modules [8]. The observed envelope is determined 
by the transmitter performance metrics for a given 
(optimized) input stimulus. The transient signal is sampled 
over multiple periods and time averaged for de-noising. 
For receiver diagnosis, high frequency tones are generated 
using an external RF signal generator and supplied as input to 
the receiver. An A/D converter is used to digitize the output 
from the backend of the receiver, thereby eliminating the use 
of expensive RF measurement equipment.  The digitized 
values are then used for the measurement calculations. 
3.1. Non-linear effects 
A general memory-less (negates the effects of storage 
elements) nonlinear device or network, having an input 
voltage and an output voltage can be modelled as a Taylor 
series in terms of the input signal voltage: 
 
                                
 
 
 
A general nonlinear device or network 
࢜࢕ ൌ ࢇ૙ ൅ ࢇ૚࢜࢏ ൅ ࢇ૛࢜࢏૛ ൅ ࢇ૜࢜࢏૜൅ǥ (1) 
A common method of inter-modulation (IM) 
characterization is the 'two tone test' [5,10], whereby two pure 
sinusoids of equal amplitude (Figure 3) are applied to the 
input of the circuit under test.  The amplitude of the output 
(IM) products is then normalized to that of the fundamental at 
the output.  Denoting the peak amplitude of each tone by A, 
and applying a multi-tone signal ܣܿ݋ݏ߱ଵݐ ൅ ܣܿ݋ݏ߱ଶ , a 
measurement of the IM is derived in terms of the third order 
intercept point. [5] 
ூܸ௉ ൌ ටସ௔భଷ௔య (2) 
 
Fig. 3.  Two-tone test signals showing the two input sinusoidal voltages 
ܣܿ݋ݏ߱ଵݐ ൅ ܣܿ݋ݏ߱ଶݐ. 
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Fig. 2.  Receiver test circuit showing band-pass filters, amplifying, mixing (down-conversion) and sampling stages 
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As well as being able to extract the 3IP and gain for the 
device, other parameters are also possible [11] such as: 
x The input matching, under small-signal operation 
x The output matching, under small-signal operation 
x The ripple on Small Signal Gain through the system 
x The distortion performances, through the coefficients  
x The dependence of the compression characteristic on the 
frequency, by means of the output 
x The attenuation of the out-of-band distortion products, by 
means of the output 
3.2. Cascaded components 
If more than one device is considered we can treat each one 
as a non-linear series  
 
ݕଵሺݐሻ ൌ ܽଵݔሺݐሻ ൅ ܽଶݔଶሺݐሻ ൅ ܽଷݔଷሺݐሻ 
ݕଶሺݐሻ ൌ  ܾଵݕଵሺݐሻ ൅ ܾଶݕଵଶሺݐሻ ൅ ܾଷݕଵଷሺݐሻ 
ݕଶሺݐሻ ൌ ܾଵሾܽଵݔሺݐሻ ൅ ܽଶݔଶሺݐሻ ൅ ܽଷݔଷሺݐሻሿ
൅ ܾଶሾܽଵݔሺݐሻ ൅ ܽଶݔଶሺݐሻ ൅ ܽଷݔଷሺݐሻሿଶ
൅ ܾଷሾܽଵݔሺݐሻ ൅ ܽଶݔଶሺݐሻ ൅ ܽଷݔଷሺݐሻሿଷ 
 (3) 
 
Fig. 4.  Output from the receiver components test showing distortion 
Equation (3) shows that if ௜ܸ௡ is a sinusoidal signal 
(e.g., ௜ܺ௡ ൌ ܣݏ݅݊߱௜௡ሺݐ), then by rearranging the terms on the 
R.H.S. of Equation 3 and equating the power at harmonic 
frequencies of ɘ୧୬ , a set of analytical equations can be 
formed. These analytical equations can be solved using 
numerical methods (i.e., to calculate the coefficients). 
Restricting the solution to only the first and third order terms 
solves the problem from measurement limitations as follows: 
the power levels of higher order harmonics are very low and 
thereby difficult to measure and the system bandwidth does 
not allow measurement of higher order harmonics.  If more 
than one tone is applied to the system input, the output 
contains the applied tones and the inter modulation terms 
within the bandwidth of the system (figure 4). In addition, 
application of different stimuli allows a set of analytical 
equations to be formed. This set of equations can be solved 
under certain constraints imposed on the ranges of the 
equation coefficients. These coefficients are then compared 
against the ideal set and the distance between the two data sets 
is then used as the degradation measure [8]. 
For cascaded components the 3IP can be expressed by the 
first and third order terms only, giving: 
ݕଶሺݐሻ ൌ
ܽଵܾଵݔሺݐሻ ൅ ሺܽଷܾଵ ൅ ʹܽଵܽଶܾଶ ൅ ܽଵଷܾଷሻݔଷሺݐሻ൅ǥ 
ܣூ௉ଷ ൌ ටସଷ ቚ
௔భ௕భ
௔య௕భାଶ௔భ௔మ௕మା௔భయ௕య
ቚ (4) 
Which can be arranged to give the following expression for 
the IP3 for the cascaded stages where 3IP,1 refers to sub-
system 1 etc. 
ଵ
஺య಺ುమ
ൎ ฬ ଵ஺య಺ುǡభమ ൅
௔భ
஺య಺ುǡమమ
൅ ௔భమ௕భమ஺య಺ುǡయమ ൅ǥฬ (5) 
3.3. Noise figure in cascade 
In a typical microwave system the input signal travels 
through a cascade of many different components, each of 
which may degrade the signal-to-noise ratio to some degree. 
If the noise figure F (or noise temperature T) of the individual 
stages is known, the noise figure (or noise temperature) of the 
cascade connection of stages can be determined, where G is 
the gain of each stage. 
௖ܶ௔௦ ൌ ௘ܶଵ ൅ ೐்మீభ ൅
೐்య
ீభீమ ൅ǥ (6) 
ܨ௖௔௦ ൌ ܨଵ ൅ ிమିଵீభ ൅
ிయିଵ
ீభீమ ൅ǥ (7) 
The dynamic range may in a general sense be defined as 
the operating range for which a component or system has 
desirable characteristics. For a power amplifier this may be 
the power range that is limited at the low end by noise and at 
the high end by the compression point. This is essentially the 
linear operating range for the amplifier, and is called the 
linear dynamic range (LDR). For low-noise amplifiers or 
mixers, operation may be limited by noise at the low end and 
the maximum power level for which inter-modulation 
distortion becomes unacceptable. This is effectively the 
operating range for which spurious responses are minimal, 
and it is called the spurious-free dynamic range (SFDR) [5]. 
The spurious free dynamic range is defined as the maximum 
output signal power for which the power of the third-order 
inter-modulation product is equal to the noise level of the 
component, divided by the output noise level. 
ܵܨܦܴሺ݀ܤሻ ൌ ଶଷ ሺ͵ܫܲ െ ଴ܰሻ െ ܴܵܰ (8) 
Where ଴ܰ is the is the noise power per unit of bandwidth 
 
 
 
 
 
 
 
xi 
ݕͳሺݐሻ ൌ ܽͳݔሺݐሻ ൅ ܽʹݔʹሺݐሻ ൅ ܽ͵ݔ͵ሺݐሻ 
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4. Prognostic extraction by particle filter 
4.1. Mahalanobis distance 
There are several methods of determining the measure of 
distance between signal vectors.  Here, given a set of healthy 
parametric data for the transceiver chain, a metric of 
degradation is needed.  One method is to the Euclidean 
distance, it is very straightforward, but has several drawbacks: 
it treats every feature equally and ignores the correlations 
among the features.  The Mahalanobis distance takes 
correlation of features into consideration, and has better 
performance in prognostics [12]. 
So for this paper, the Mahalanobisܦ௜  distance is used as a 
measure between ideal healthy parameters and degradation. 
 ܦ௜ ൌ ඥሺ ௜ܺ െ ܺ௨ሻ்ܥିଵሺ ௜ܺ െ ܺ௨ሻ (9) 
Where ͳ ൑ ݅ ൑ ݊ ; ௜ܺ is the healthy parameter, ܺ௨  is the 
degradation, C denotes the covariance matrix of training data 
set T and ܥିଵdonotes the inverse matrix of C. The superscript 
T stands for the matrix transposition. The k individuals 
ሺ ௜ܺǡ ܺ௨ሻͳ ൑ ݅ ൑ ݇ ,which have the largest ܦ௜  are selected for 
use in the next stage. 
4.2. Particle filter 
In order to calculate the RUL of the transceiver chain, a 
model-based prognostic methodology has been chosen, which 
combines a PoF approach, with the observed data to identify 
the model parameters is used.  One type of model-based 
prognostic algorithm is the particle filter (PF), and this used 
for parameter estimation of damage or degradation.  The 
reason the particle filter has been employed is due to its 
ability to be used with a nonlinear model with non-Gaussian 
noise, making it very versatile.  A detailed mathematical 
treatment is given by [13] and [14] gives an excellent tutorial 
on how to apply particle filtering. 
The first step is to develop a model definition.  The 
Arrhenenius equation for reliability is commonly used to 
calculate the acceleration factor that applies to the 
acceleration of time-to-failure distributions for semi- 
conductor and microelectronic circuits [15] due to 
temperature. 
ߣ்௢௣ ൌ ఒ೅ೞ೟௘௫௣൤ቀିಶೌೌೖ ቁሺ భ೅ೞ೟ି భ೅೚೛ሻ൨
 (10) 
Where: 
ߣ்௢௣ is the observed failure rate at an op. temperature ௢ܶ௣(h-1) 
ߣ்௦௧ is the observed failure rate at stress temperature ௦ܶ௧(h-1) 
ܧ௔௔is the apparent activation energy in electronvolts (eV) 
k is Boltzmann's constant (8.62 x 10-5eV/Kelvin's) 
௦ܶ௧is the absolute temperature of the stress in kelvins 
௢ܶ௣is the absolute temperature of an op. condition in kelvins 
 
By measuring parametric changes caused by temperature, 
activation energy in its physical sense can be estimated by the 
Mahalanobis Distanceܦ௜  . 
PF uses a statistical method called Bayesian inference, in 
which observations are used to estimate and update unknown 
parameters as a form of the probability density function 
(PDF). 
Bayesian inference is based on the following Bayes 
theorem. 
݌ሺદȁࢠሻ ן ܮሺࢠȁદሻ݌ሺદሻ (11) 
where દ is a vector of unknown parameters.  z is a vector 
of observed data, ܮሺࢠȁદሻ is the likelihood of the PDF value of 
z conditional on the given દ.  ݌ሺદሻ is the prior PDF of દ, and  
ሺદȁࢠሻ is the posterior PDF of દ conditional on z. 
 
The general process of PF is based on the state transition 
function f and the measurement function h.  The Bayesian 
update is processed (or sampled) having probability 
information of unknown parameters.  When a new 
measurement is available, posterior at the previous step is 
used as the prior information at the current step, and the 
parameters are updated by multiplying it with the likelihood. 
ݔ௞ ൌ ݂൫ݔ௞ିଵǡ ી࢑ǡݒ௞൯ (12) 
ݖ௞ ൌ ݄ሺݔ௞ǡ ߱௞ሻ (13) 
Where k is the time step index, ݔ௞is the damage state, ી࢑ 
is a vector of model parameters, ݖ௞  is measurement data.  
ݒ௞and ߱௞are process and measurement noise, respectively. 
 
The damage model is of the form in (10) where ߣ்௦௧ିଵ  
becomes a initial defined constant and  ቀെ ாೌೌ௞ ቁ ൬
ଵ
ೞ்೟
െ ଵ
೚்೛
൰ is 
replaced by b and a time dependence Δݐ ൌ ݐ௞ െ ݐ௞ିଵ has been 
added.  
ݔ௞ ൌ ݁ݔ݌ሺܾ௞ȟݐሻݔ௞ିଵ (14) 
Process noise ݒ௞ in this case has been ignored due the 
uncertainty in the model parameters.  ݖ௞ relates to the ߣ்௢௣ 
in equation (10) and includes measurement noise ߱௞  of 3IP 
and temperature parameters.  Gaussian noise, ߱௞̱ܰሺͲǡ ߪሻ, 
has been assumed with unknown standard deviation. 
Therefore the unknown parameters becomes દ ൌ
ሾݔǡ ࣂሺൌ ሾܾሿሻǡ ߪሿ் , including the damage state ݔ௞ which is 
obtained based on the model parameter ܾ௞Ǥ[14] 
At the first time step, i.e., k = 1, samples of the parameters 
are drawn from the initial (prior) distribution n. In the first 
prediction step, the posterior distributions of the model 
parameters at the previous (k-1th) steps are used for the prior 
at the current (kth) step in the form of samples.  Also, the 
damage state at the current time is transmitted from the 
samples of the damage model at the previous step based on 
the model parameters.  The samples in this step correspond to 
݌ሺࢨ࢑ሻ . Next is the updating step, which is related to the 
likelihood of measurement dataܮሺݖ௞ȁࢨ࢑ሻ . Assuming ߱௞ is 
normally distributed; the likelihood of the measurement can 
be expressed as  
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ܮ൫ݖ௞หݔ௞௜ ǡ ܾ௞௜ ǡ ߪ௞௜൯ ൌ  ଵξଶగఙೖ೔ ݁ݔ݌ ൥െ
ଵ
ଶ ቆ
௭ೖି௫ೖ೔ ቀ௕ೖ೔ ቁ
ఙೖ೔
ቇ
ଶ
൩ ǡ ݅ ൌ
ͳǡǥ ǡ ݊  (15) 
Finally, the samples with high or low weight are duplicated 
or eliminated, respectively, at the re-sampling step.  A CDF is 
constructed from the likelihood function in Eq. (15). A sample 
of the parameters having the CDF value is found, by repeating 
this process n times, n samples are obtained.  Since samples 
exist in a discrete form, the sample having the closest value to 
the CDF value is selected. Consequently, the re-sampled 
results become the posterior distribution ݌ሺࢨ࢑ȁࢆଵǣ௞ሻ  which 
corresponds to the posterior distribution at the current step 
and is also used as the prior distribution at the next (k+1th) 
step [14]. Figure 5 shows the damage state against time. 
4.3. Prognosis: Predicting the Damage State and RUL 
Once the estimated parameter is obtained, the future 
damage state and RUL can be predicted by progressing the 
damage state until it reaches a threshold.  The distribution of 
RUL can be obtained by subtracting this PDF from the 
threshold. The RUL is then calculated for the device based 
upon the damage state estimated, as shown in Figure 6. 
 
Fig. 5.  Visual plot of the 3IP due to amplifier degradation. 
 
Fig. 6.  Prognostic output from the particle filter showing RUL. 
5. Conclusion 
This paper has presented an overview of the types of 
failures that may be found in a Radar/RF system. The cause of 
these failures in term in terms of semiconductor devices has 
been investigated and a methodology for Prognostic Health 
Monitoring (PHM) has been suggested for the transceiver 
chain that enables the RUL to be predicted. 
It is hoped further research will develop the failure modes 
in the system and produce accurate data on 'wear' parameters 
within the transceiver in order to give better prognostics. 
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