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SEZNAM UPORABLJENIH KRATIC 
RA retinex algoritem (angl. Single scale retinex algorithm)  
SKS metoda samo-kvocientne slike (angl. Single scale self quotient image) 
WN svetlobno normiranje zasnovana na Weberjevih obrazih (angl. Single 
scale Weberfaces normalization technique) 
TT Tan in Triggs metoda svetlobnega normiranja (angl. Tan and Triggs 
normalization technique) 
ANISO anizotropna difuzijska metoda svetlobnega normiranja 
(angl. Anisotropic diffusion based normalization technique) 
HE metoda izravnave histograma (angl. Histogram equalization) 
ROC krivulja karakteristike delovanja sprejemnika (angl. Receiver 
operating characteristic curve) 
PCA metoda analize glavnih komponent (angl. Principal component 
analysis) 
LDA metoda linearne diskriminantne analize (angl. Linear discriminant 
analysis) 
FA lažno pozitiven primer (angl. False acceptance) 
FR lažno negativen primer (angl. False rejection) 
FRR delež lažnih negativnih primerov (angl. False recognition rate) 
FAR delež lažnih pozitivnih primerov (angl. False acceptance rate) 
GA resnično pozitiven primer (angl. Genuine acceptance) 




































Razpoznavanje človeških obrazov se je v zadnjih letih pokazalo za eno od 
najpomembnejših področji analize slik. Sodobni sistemi razpoznavanja obrazov so 
sposobni identificirati in preveriti identiteto oseb na podlagi slik ali video posnetkov, 
pridobljenih iz digitalnih virov. 
Danes se sistemi za razpoznavanje obrazov uporabljajo v številnih aplikacijah 
na področju varnosti in zgodnje detekcije potencialnih osumljencev. Vse več pa se 
tovrstni sistemi uporabljajo na velikih javnih površinah, kot so letališča, nogometni 
stadioni, kjer lahko izkoriščamo ključno prednost sistemov, in sicer, da ne 
potrebujejo aktivnega sodelovanje opazovane osebe. 
Med glavne težave v uspešni implementaciji sistemov razpoznavanja obraza so 
spremembe osvetlitvenih pogojih in spremembe v položaju obraza opazovane osebe 
glede na kot kamere. 
Aldini et al. so v svojem delu dokazali, da so razlike med slikami istega obraza 
zaradi sprememb jakosti in kota osvetlitve pogosto večje kot razlike med slikami 
različnih obrazov [1]. 
 V našem delu smo se odločili teoretično predstaviti, analizirati in primerjati 
metode svetlobnega normiranja in njihovo učinkovitost pri uporabi v sistemih za 
razpoznavanje obrazov. V ta namen smo uporabili pet različnih postopkov 
svetlobnega normiranja slik in jih implementirali na razširjeni Yale B zbirki obrazov. 
Uporabljene metode so retinex algoritem (angl. Single scale retinex algorithm), 
metoda samo-kvocientne slike (angl. Single scale self quotient image), anizotropna 
difuzijska metoda svetlobnega normiranja (angl. Anisotropic diffusion based 
normalization technique), svetlobno normiranje, zasnovano na Weberjevih obrazih 
(angl. Single scale Weberfaces normalization technique) in Tan in Triggs metoda 
svetlobnega normiranja (angl. Tan and Triggs normalization technique).  
Preizkusili smo tudi metodo ojačenja kontrasta, ki temelji na izravnavi histograma 
(angl. Histogram equalization), in njen vpliv na algoritme svetlobnega normiranja. 
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Uspešnost metod smo ocenili z uporabo linearne diskriminantne analize (angl. Linear 
discriminant analysis, LDA). 
Uspešnost delovanja biometričnega sistema smo ocenili v identifikacijskem in 
verifikacijskem načinu delovanja. Rezultati so predstavljeni v obliki rang 1 
rezultatov identifikacije in krivulj karakteristike delovanja sprejemnika (angl. 
Receiver operating characteristic curve) ter z deležem lažnih pozitivnih primerov 
(FAR 1 % in 0,1 %) v verifikacijskem načinu delovanja. 
Algoritmi so implementirani v Matlab programskemu okolju z uporabo INFace in 
PhD programskih orodji, razvitih v Laboratoriju za umetno zaznavanje, sisteme in 
kibernetiko Fakultete za elektrotehniko Univerze v Ljubljani.  
 
Ključne besede: razširjena Yale B zbirka obrazov, svetlobno normiranje 
obraznih področij, histogramska izravnava, retinex algoritem, Tan in Triggs 






Face recognition has recently become one of the most important areas of image 
processing. The current face recognition systems are capable of recognizing and 
identifying the subject of interest based on digitally acquired images or recordings. 
Face recognition systems are being applied in numerous ways in security and 
early detection of suspicious individuals. The use of these systems is also increasing 
in large public places such as airports, stadiums, etc. Here, the key advantage of face 
recognition systems compared to other biometrics can be exploited, as such systems 
do not require the cooperation of the tested subject. 
The main difficulties in the successful implementation of face recognition 
systems are changes in illumination conditions and subject pose variation. 
Aldini eta al. in [1] proved that the variation between the images of the same 
face due to illumination and viewing direction are almost always larger than 
variations due to changes of the subject’s identity. 
In this thesis, we analyzed and compared the photometric normalization 
techniques for face recognition applications. Five different preprocessing algorithms 
have been tested on the extended Yale Face Database B, namely, the single scale 
retinex algorithm, the single scale self-quotient image, the anisotropic diffusion 
based normalization technique, the single scale Weberfaces normalization technique 
and the Tan and Trigg’s normalization technique. Furthermore, we tested the 
influence of histogram equalization image enhancement technique on the above 
mentioned photometric normalization techniques. In the next step, we used the LDA 
(Linear Discriminant Analysis) algorithm to identify the best illumination invariant 
methods. 
The biometrical system was assessed in the identification and verification 
operating mode. The results are presented in the form of rank 1 results of the 
identification and the receiver operating characteristic curve, as well as a percentage 
of false positive cases (FAR 1 % and 0,1 %) in the verification operating mode. 
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The algorithms are implemented in Matlab, with the use of the INface and PhD 
toolboxes which were developed at the Laboratory of Artificial Perception, Systems 
and Cybernetics at the Faculty of Electrical Engineering, University of Ljubljana. 
 
Key words: extended Yale Face Database B, photometric normalization 
techniques, histogram equalization, single scale retinex algorithm, Tan and Triggs 
normalization technique, anisotropic diffusion based normalization technique, single 





1  UVOD 
V diplomskem delo smo predstavili nekoliko metod, katerih glavni namen je 
večati robustnost algoritmov uporabljenih v metodah razpoznavanja obrazov. 
Predstavljene metode temeljijo na postopkih svetlobnega normiranja obrazov 
opazovanih oseb. Svetlobno normiranje definiramo kot proces, pri katerem sliko, 
zajeto z digitalnim medijem v svetlobno nepredvidljivih pogojih, spreminjamo na 
način, da minimiziramo občutljivost rezultančne slike na spremembe osvetljenosti. 
Razpoznavanje obraza je postopek, s pomočjo katerega ugotovimo identiteto osebe 
na digitalni sliki ali na digitalnem videu. Začetki raziskovanja področja avtomatskega 
razpoznavanja obrazov segajo v 60-ta leta 20. stoletja in še vedno predstavljajo 
področje interesa številnih raziskovalcev. 
Velik napredek v računalniških tehnologijah, predvsem v hitrosti obdelave velikih 
množic podatkov, je omogočil uporabo metod razpoznavanja obrazov na številnih 
področjih in prodor te tehnologije v realni svet, torej zunaj raziskovalnih 
laboratorijev. 
Področje uporabe sistemov razpoznavanja obrazov je zelo široko in obsega aplikacije 
kontrole vstopa in identifikacije vse do različnih zabavnih uporab, kot je 
multimedijska komunikacija ali kot vmesnik med komunikacijo človeka in 
računalnika [2]. Viden je tudi prodor tehnologije na področji varnosti in nadzora 
velikih javnih prostorih, pri katerih je zgodnja detekcija osumljencev ključnega 
pomena. Taki prostori so na primer letališča in prostori posebne državne varnosti. 
Velika prednost uporabe razpoznavanja obraza pred ostalimi biometričnimi 
metodami je uporabniška prijaznost, saj zahtevajo zelo malo ali sploh ne zahtevajo 
sodelovanja s strani uporabnika in spadajo med neintruzivne metode nadzora. 
Obraz se v kombinaciji z ostalimi biometričnimi metodami, kot je prstni odtis, lahko 
uporablja v varnostnih aplikacijah, ki zahtevajo najvišji nivo zanesljivosti. 
V laboratorijskih okoliščinah (idealna osvetlitev in pozicija opazovanega obraza) 
metode razpoznavanja obrazov delujejo izredno zanesljivo, medtem ko se pri uporabi 
tovrstnih sistemov v realnih okoliščinah srečujemo s številnimi izzivi. 
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Pri razpoznavanju obrazov v nekontroliranem okolju se srečujemo z motnjami, kot je 
sprememba izraza obraza, relativna sprememba pozicije obraza glede na pozicijo 
kamere, šum v sliki ali sprememba jakosti in smeri osvetlitve [3]. 
Osvetlitev ima ključni pomen v uspešnosti razpoznavanja; večina algoritmov je 
namreč zelo občutljiva na spremembe osvetlitve. 
Aldini, Mozes in Ulman so dokazali, da so razlike med slikami istega obraza zaradi 
spremembe moči in kota osvetlitve lahko večje kot razlike med slikami različnih 
obrazov [1]. 
V našemu delu smo obravnavali različne metode procesiranja slik z namenom doseči 
čim večjo svetlobno neodvisnost pri prepoznavanju oseb. 
1.1  Pregled področja 
Kot smo že omenili, sprememba osvetlitve obraza opazovanih oseb povzroča 
velike težave algoritmom, uporabljenim za razpoznavanje obrazov, in lahko 
občutljivo zmanjša uspešnost tovrstnih algoritmov. 
Razvoj in implementacija metod, ki bi zmanjšale oziroma izničile vpliv 
neenakomerne osvetljenosti, sta torej primarni raziskovalni nalogi na področju 
uspešnega razpoznavanja obrazov. Na sliki 1.1 so prikazani možni motilni pojavi pri 
spremembi osvetljenosti opazovanega obraza. 
 
 
Slika 1.1:  Vpliv spremembe osvetljenosti na značilnosti opazovanega obraza [4] 
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Skozi leta raziskav sta bila definirana dva glavna načina, s pomočjo katerih 
poskušamo zmanjšati vpliv osvetlitve na uspešnost razpoznavanja. 
V prvem pristopu, v fazi predobdelave spreminjamo lastnosti slik obrazov pred fazo 
razpoznavanja. Cilj pristopa je pridobiti sliko, neodvisno od sprememb značilk 
obraza zaradi spremembe osvetljenosti [5]. 
V drugem pristopu, t.i. generativnem, poskušamo odkriti nespremenljive značilke 
obraza pri spremembi osvetljenosti. Ta pristop se pokazal kot nezadovoljivo 
zanesljiv [6], saj namreč ni možno izločiti značilk, ki bi bile popolnoma neodvisne 
od spremembe osvetlitve. Za tovrstni pristop potrebujemo zelo obsežno učno 
množico, ki jo je v večini primerov zelo težko pridobiti. 
V našemu delo smo se odločili za obravnavo metod, ki delujejo v fazi predobdelave. 
Te metode so se pokazale kot računalniško najmanj zahtevne, istočasno pa najboljše 
vplivajo na rezultate zanesljivosti prepoznavanja obrazov. 
1.2  Cilji diplomskega dela 
Namen tega podpoglavja je seznaniti bralca z osnovnimi cilji diplomskega 
dela. Razpoznavanje obrazov se je uveljavilo kot ena izmed najbolj priljubljenih 
biometričnih metod, vendar pa se srečuje s težavami v primeru spremembe 
osvetljenosti obraza osebe, ki jo razpoznavamo. Namen diplomskega dela je 
spoznavanje in preizkus različnih postopkov svetlobnega normiranja, s ciljem 
dosežka svetlobne invariantnosti v uspešnosti razpoznavanja obraza subjekta. 
Primerjali smo različne kombinacije metod za procesiranje slik na vnaprej 
pripravljeni razširjeni Yale B zbirki obrazov. 
Naša motivacija je bila pokazati velike napredke, ki so jih raziskovalci dosegli v 
zadnjih letih na področju biometričnega razpoznavanja obrazov, in možnosti uporabe 
tovrstnih sistemov v realnih aplikacijah. V ta namen smo primerjali učinkovitost 
metod svetlobnega normiranja v nalogah identifikacije in verifikacije. Pridobljene 
rezultate smo predstavili v tabelni in grafični obliki. Pogosto se kot dodatna možnost 
izboljšave učinkovitosti svetlobnega normiranja omenja metoda izravnave 
histograma. V našem delu smo sledili navodilom ostalih avtorjev in preizkusili vpliv 
histogramske ekvalizacije kot korak pred svetlobnim normiranjem in kot korak za 
svetlobnim normiranjem. Na ta način smo empirično ovrednotili za našo nalogo 
najboljše metode svetlobnega normiranja razširjene Yale B zbirke obrazov. 
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1.3  Metodologija dela 
V našemu delu smo preizkusili naslednje metode svetlobnega normiranja slik: 
 retinex algoritem (RA) [7] 
 metodo samo-kvocientne slike (SKS) [8] 
 anizotropno difuzijsko metodo svetlobnega normiranja (ANISO) [9] 
 svetlobno normiranje, zasnovano na Weberjevih obrazih (WN) [10] 
 Tan in Triggs metodo svetlobnega normiranja (TT) [11] 
Na naštetih metodah svetlobnega normiranja smo preizkusili tudi vpliv metode 
izravnave histograma [12] kot korak pred in korak za svetlobnim normiranjem. 
Metode smo preizkusili na razširjeni Yale B zbirki obrazov. Na sliki 1.2  je prikazan 
razviti sistem. Na originalno sliko iz Yale B baze obrazov smo v prvem primeru 
izvedli metodo izravnave histograma,  v naslednjem koraku smo tko pridobljene 
slike svetlobno normirali z uporabo pet različnih metod normiranja. V drugem 
primeru smo originalno sliko najprej svetlobno normirali in v drugem koraku izvedli 
metodo izravnave histograma. Uspešnost metod smo ocenili z linearno 
diskriminantno analizo. Rezultate smo prikazali v tabelni in grafični obliki.   
Zbirko smo po navodilih avtorjev razdelili na pet podskupin [13]. Podskupine so 
definirane glede na spremembe osvetljenosti subjektov in aproksimirajo pogoje v 
realnih sistemih, kjer naj bi bila faza učenja nadzorovana. Posledično je kakovost 
vhodnih podatkov v tej fazi zelo visoka, v resničnih pogojih pa se srečujemo z 
velikimi odstopanji od idealnih vrednosti. 
Metode svetlobnega normiranja smo uporabili s pomočjo INFace (angl. 
Illumination Normalization Techniques for Robust Face Recognition) programskega 
orodja [14], za evaluacijo in izvedbo razpoznavanja smo uporabili PhD (Pretty 
Helpful Development Functions for Face Recognition) programsko orodje [15]. 
Obe orodji (INFace in PhD) temeljita na Matlabovih funkcijah. 
 Zanesljivost razpoznavanja smo ocenili s pomočjo ROC (angl. Receiver 
Operating Characteristic) krivulj, generiranih v Matlab okolju. ROC krivulja odraža 
odvisnost zmotne potrditve in pravilne potrditve oziroma pravilne pozitivne stopnje 
pri različnih pragovih, pragi pa določajo mejo dopustne razlike med meritvami, ki 
pripadata isti identiteti. Večja površina pod ROC krivuljo kaže na večjo zanesljivost 
sistema. 
 Postopke smo izvedli na osebnem računalniku v Windows 7 Ultimate 
operacijskemu sistemu. Računalnik ima procesor Intel i7 2.4 GHz in 8 GB RAM 
pomnilnika. Delovanje metod smo ovrednotili v okolju Matlab različice R2015a. 
 







Slika 1.2:  Shematični prikaz uporabljenega sistema za testiranje uspešnosti postopkov svetlobne 
normalizacije 
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1.3.1  INFace in PhD programska orodja 
INFace (angl. Illumination Normalization Techniques for Robust Face 
Recognition) programsko orodje je sestavljeno iz Matlabovih skript in funkcij, ki 
vsebujejo različne metode svetlobnega normiranja slik in nekoliko metod 
manipulacije histogramov. 
Metode so optimizirane za uporabo na črno-belih slikah velikosti 128x128 slikovnih 
elementov [16]. 
 PhD (Pretty Helpful Development Functions for Face Recognition) 
programsko orodje tudi temelji na Matlabovih skriptah in funkcijah, vsebuje pa 
različne metode razpoznavanja obrazov [17]. 
 V našemu delu smo uporabili obe programski orodji: v prvem koraku smo s 
pomočjo INFace orodja izvedli postopke svetlobnega normiranja na vhodni sliki, v 
nadaljevanju pa smo uporabili PhD orodje in preizkusili delovanje in uspešnost 
algoritma LDA (angl. Linear Discriminant Analysis) na svetlobno normiranih slikah.
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  2.1  Uvod v teorijo svetlobnega normiranja – barvna konstantnost 
in človeški vizualni sistem 
Ena izmed najpomembnejših lastnosti človeškega vizualnega sistema je barvna 
konstantnost. Barvna konstantnost je definirana kot zmogljivost vizualnega sistema, 
da zmanjša ali zavrže vpliv osvetlitve na izgled predmetov [18], kar pomeni, da 
bomo barve istih predmetov zaznali vedno enako. Na primer, banano bomo vedno 
videli rumene barve, ne glede na spremembe v osvetlitvenih pogojih – slika 2.1. 
 
Slika 2.1:  Barvna konstantnost – ne glede na osvetlitev barve zaznavamo enako 
 Največkrat privzeti model človeškega vizualnega sistema je t. i. Retinex 
model. Ime Retinex označuje angleški besedi retina (oko) in cortex (možgani) [5]. 
Avtorja Retinex modela Land in McCann sta dokazala, da zaznana barva v dani točki 
ni odvisna samo od spektra svetlobe v dani točki, ampak tudi od spektra svetlobe v 
okolici te točke. 
Odbojnost in osvetljenost določata, koliko vidne svetlobe se bo pri določeni valovni 
dolžini od objekta odbilo in koliko absorbiralo. 
Po teoriji Landa in McCanna lahko percepcijo okolja človeškega vizualnega sistema 
definiramo z izrazom:  
 𝐼(𝑥, 𝑦) = 𝑅(𝑥, 𝑦) ∗ 𝐿(𝑥, 𝑦) (2.1) 
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V enačbi (2.1) smo z I(x,y) označili sliko naravne scene, R(x,y) pa označuje 
odbojnost okolja (angl. Reflectance). Le-ta je odvisna od značilnosti objektov, ki 
sestavljajo okolico in odbojnosti površja okolice (albedo). Z L(x,y) smo označili 
osvetljenost v točki (x,y), ki je odvisna od izvora svetlobe. 
V postopku izdelave svetlobno invariantnih različic slik obrazov 
predpostavimo funkcijo odbojnosti R(x,y) kot konstanto, neodvisno od stopnje 
osvetljenosti. Da bi uspešno uporabljali ta pristop, je potrebno upoštevati naslednje 
predpostavke: robovi vhodne slike I(x,y) predstavljajo tudi robove funkcije 
odbojnosti R(x,y), osvetljenost L(x,y) se spreminja nizko-frekventno glede na 
koordinate slike. Odbojnost je torej predstavljena kot visoko-frekvenčni pojav, 
medtem ko je osvetljenost v naravi nizko-frekvenčni pojav. 
Za uspešno določanje odbojnosti opazovanega predmeta v prvemu koraku ocenimo 
osvetljenost predmeta, oceno osvetljenosti pa uporabimo za izračun odbojnosti po 
izrazu (2.1). Zaradi predpostavljene lastnosti osvetljenosti, torej počasnega 
spreminjanja glede na prostorsko pozicijo na sliki, lahko osvetljenost določimo kot 
zglajeno verzijo vhodne slike. 
 Metode, ki temeljijo na Retinex teoriji, ne porabijo veliko računalniške moči 
in ne izkazujejo potrebe po posebnih učnih množicah. 
 Druga teorija svetlobne invariantnosti je tako imenovana Lambertijska 
teorija, ki pravi, da sliko lahko opišemo kot produkt albeda (odbojnost površine 
objekta) in kosinusnega kota med točkovnim izvorom svetlobe in normale na 
površino predmeta 
 𝑓(𝑥, 𝑦) = 𝜌(𝑥, 𝑦)𝑛(𝑥, 𝑦)𝑇𝑠 (2.2) 
 
V enačbi (2.2) smo z ⍴(x,y) označili albedo odbojnost objekta v točki (x,y), n(x,y) 
označuje normalo na površino objekta, s pa moč osvetljenosti objekta. V tem delu 
smo preizkusili tako metode, ki temeljijo na Retinex, kot te, ki temeljijo na 
Lambertijski svetlobni invariantnosti. 
 
2.2  Ojačenje kontrasta slik 
Primarni cilj metod za ojačenje kontrasta slik je sprememba lastnosti slik na 
ustrezne prej definirane vrednosti. Metode uporabimo, kadar želimo povečati vidnost 
določenih objektov na digitalno zajeti sliki. Metode lahko uporabimo za spreminjanje 
dinamičnih vrednosti, ki se pojavljajo v sliki; spreminjamo torej kontrast in 
histogram vhodne slike [19]. 
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V našem delu smo uporabili metodo izravnave histograma kot korak pred 
svetlobnim normiranjem in kot korak za svetlobnim normiranjem. V naslednjem 
podpoglavju je opisana uporabljena metoda izravnave histograma. 
 
2.2.1  Izravnava histograma 
Izravnava histograma se uporablja kot ena izmed metod izboljšanja kontrasta 
sivih slik, da bi posledično izboljšali vidnost določenih objektov na sliki.  
Iščemo preslikavo en (2.3): 
 𝐼𝑂 (𝑥, 𝑦) = 𝑓[𝐼(𝑥, 𝑦)] (2.3) 
 
kjer je I(x,y) vhodna slika, Io(x,y) pa slika s spremenjenimi lastnostmi. Funkcija f 
definira preslikavo med sivinskimi nivoji vhodne slike v izhodno sliko, katere 
histogram vsebuje enakomerno porazdelitev vseh sivih nivojih. Z uporabo metode 
izravnave histograma dobimo najboljše rezultate pri slikah, ki so ali izrazito svetle ali 
izrazito temne, kar pomeni, da ne izkoriščajo celotnega spektra sivin. 
Matematično postopek izravnave histograma definiramo glede na verjetnost p(i) = 
ni/N pojava slikovnega elementa sivinskega nivoja i, kjer smo z ni označili število 
slikovnih elementov sivinskega nivoja i. Preslikavo izvirne intenzitete sivinskega 
nivoja vrednosti i v končno intenziteto i1 definira enačba (2.4) 
 





𝑗=0  (2.4) 
Izraz (2.4) velja za preslikave vrednosti slikovnih elementov 0–255 na domeno 
od 0 do 1. Slika 2.2 prikazuje vpliv postopka histogramske izravnave na obraz iz 


















Slika 2.2:  Vpliv postopka izravnave histograma na slike obrazov oseb v razširjeni Yale B zbirki 
obrazov 
 
2.3  Postopki svetlobnega normiranja 
V tem poglavju so teoretično opisane in predstavljene metode svetlobnega 
normiranja retinex algoritem, metoda samo-kvocientne slike, anizotropna difuzijska 
metoda, svetlobno normiranje, zasnovano na metodi Weberjevih obrazih, in Tan in 
Triggs metoda svetlobnega normiranja. 
  
2.3.1  Retinex algoritem (RA) 
Retinex je v splošnem algoritem, ki ga uporabljamo z namenom izboljševanja 
kontrasta, osvetljenosti in ostrine slik. Algoritem nam sočasno zagotavlja barvno 
konstantno izhodno informacijo in na ta način odpravlja moteče učinke spremembe 
osvetljenosti opazovanega obraza. 
Retinex algoritem se imenuje tudi center/okolica algoritem. Delovanje bazira 
na modelu človeškega vida, ki ga je prvič predlagal Edwarda Landa [20]. Jobson et 
al [7] je razširil Landovo teorijo in dodal različne izboljšave, kot so večstopenjski 
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retinex algoritem (angl. Multiple Scale Retinex), obnavljanje barv slike itn.. Zaradi 
učinkovitosti in hitrosti delovanja se ta algoritem danes uporablja v številnih 
aplikacijah. Eden od primerov je uporaba v varnostnih sistemih letal (slika 2.3). 
 
Slika 2.3:  Uporaba RA algoritma v varnostnih sistemih letal [21] 
Ime center/okolica izhaja iz načina delovanja algoritma. Vsaka izhodna vrednost je 
funkcija vhodne vrednosti (center) in njene okolice. Center je definiran kot vrednost 
svetlosti posameznega slikovnega elementa, okolico pa opišemo z Gaussovo 
funkcijo. Delovanje algoritma sledi iz enačbe (2.1). Vrednost odbojnosti določimo 
tako, da izračunamo razmerje vsakega slikovnega elementa z uteženim povprečjem 
slikovnih elementov v okolici obravnavanega. V prvem koraku ločimo odbojnost in 
osvetljenost slike. V ta namen izračunamo logaritem vhodne slike in dobimo 
naslednji izraz (2.5): 
 𝑙𝑜𝑔𝐼(𝑥, 𝑦) = 𝑙𝑜𝑔𝑅(𝑥, 𝑦) + 𝑙𝑜𝑔𝐿(𝑥, 𝑦) (2.5) 
Osvetljenost L(x,y) izrazimo kot zglajeno verzijo vhodne slike I(x,y) (slika 2.4). 
 
Slika 2.4:  Učinek glajenja L(x,y) vhodne slike I(x,y) 
Naprej označimo odbojnost logR(x,y) s črko R' in upoštevajmo, da osvetljenost L(x,y) 
izrazimo kot zglajeno verzijo vhodne slike I(x,y). Izraz (2.5) lahko preoblikujemo v 
(2.6): 
  
 𝑅′(𝑥, 𝑦) = log 𝐼(𝑥, 𝑦) − log [𝐼(𝑥, 𝑦) ∗ 𝐾(𝑥, 𝑦)] (2.6) 
V tem primeru R'(x,y) označuje lastnost odbojnosti neodvisno od osvetljenosti. Izraz 
* označuje konvolucijsko operacijo in K(x,y) filter za glajenje vhodne slike. Izbira 
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filtra je odvisna od aplikacije, določimo pa jo empirično. Jobson [7] je predlagal 
Gaussovo porazdelitev gladilnega filtra (2.7): 
 
 𝐾(𝑥, 𝑦) = 𝑘−
𝑟2
𝑐2 (2.7) 
V enačbi (2.7) označuje parameter r = (x2+y2)1/2, parameter c določimo empirično, 
označuje pa standardno deviacijo filtra, za k pa velja en (2.8) 
 
 ∬ 𝐾(𝑥, 𝑦)𝑑𝑥𝑑𝑦 = 1 (2.8) 
Slika 2.5 prikazuje vpliv retinex algoritma na spremembe osvetljenosti obraza oseb, 
ki so v razširjeni Yale B zbirki obrazov. 
 
     Slika 2.5:  Vpliv retinex algoritma na obraz iz razširjene Yale B zbirke obrazov, R(x,y) 
 
2.3.2  Metoda samo-kvocientne slike (SKS) 
Samo-kvocientna slika slikovnega elementa je definirana kot razmerje 
odbojnosti opazovanega slikovnega elementa in odbojnosti slikovnih elementov v 
okolici istega elementa. 
Pristop samo-kvocientne slike je prvi predlagal Wang et al. [8]. Z uporabo te metode 
je svetlobno invariantna slika Q(x,y) definirana kot razmerje med vhodno sliko I(x,y) 
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Zglajeno verzijo vhodne slike S(x,y) definiramo kot konvolucijo vhodne slike I(x,y) 
in gladilnega filtra F(x,y). V primeru uporabe metode SKS je gladilna funkcija 
Gaussove oblike. 
Posebnost metode SKS je v načinu implementacije gladilne funkcije. Za vsak 
konvolucijski prostor spreminjamo gladilno funkcijo z ustrezno izbrano utežjo. Utež 
izberemo na naslednji način [8]: v prvem koraku izračunamo srednjo vrednost 
konvolucije izbranega področja τ. Glede na to vrednost definiramo neprekrivajoča se 
prostora M1 in M2. Vsak slikovni element iz konvolucijskega prostora priredimo enemu 
od področji M1 ali M2 po naslednjih kriterijih (2.10): 
 
 𝐼(𝑥, 𝑦) ∈ {
𝑀1, č𝑒 𝑗𝑒 𝐼(𝑥, 𝑦) ≤  τ
𝑀2, č𝑒 𝑗𝑒 𝐼(𝑥, 𝑦) > τ
 (2.10) 
 
V primeru, ko področje M1 sestavlja več slikovnih elementov kot področje M2, uteži 
Gaussove gladilne funkcije definiramo na naslednji način (2.11): 
 
 𝑊(𝑖, 𝑗) = {
1, č𝑒 𝑗𝑒 𝐼(𝑥, 𝑦) ∈ 𝑀1
0, č𝑒 𝑗𝑒 𝐼(𝑥, 𝑦) ∈ 𝑀2
 (2.11) 
 





∑ 𝑊(𝑥, 𝑦)𝐺(𝑥, 𝑦) =Ω ∑ 𝐾(𝑥, 𝑦) = 1Ω  (2.12) 
 
M označuje faktor normiranja, G(x,y) predstavlja izvorno Gaussovo funkcijo, Ω 
označuje konvolucijski prostor. 
 
 
Slika 2.6:  Vpliv metode SKS na obraz iz razširjene Yale B zbirke obrazov 
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2.3.3  Tan in Triggs metoda svetlobnega normiranja (TT) 
Tan in Triggs sta v svojemu delu predstavila robustno in učinkovito verigo za 
obdelovanje slik, s pomočjo katere občutno zmanjšamo ali v nekaterih primerih celo 
izločimo motilne učinke spremembe osvetljenosti na slikah [11]. 
Značilnost Tan in Triggs metode je predlagana metoda obdelovanja slik, 
sestavljena iz štirih različnih korakov katerih glavni namen je doseči čim večjo 
svetlobno invariantnost obdelanih slik. 
V prvem koraku se na sliki izvede postopek gama korekcije. To je nelinearna 
metoda, pri kateri se sivinski nivoji I zamenjajo z Iˠ za γ > 0 ali log(I) za γ = 0 . 
Parameter γ je empirično definiran in lahko zavzame vrednosti na intervalu med 
[0,1]. Rezultat gama korekcije je višanje dinamičnega ranga v mračnih in zasenčenih 
predelih in znižanje dinamičnega ranga v zasenčenih predelih slike. Postopek temelji 
na Retinex teoriji in enačbi (2.1), torej je intenziteta svetlobe, odbijane od objekta, 
odvisna od osvetljenosti L (predpostavljamo nizko-frekvenčno spreminjanje) in 
površinske odbojnosti R, ki vsebuje koristno informacijo o objektu opazovanja. 
Uporaba logaritemske transformacije nam namesto množenja dveh faktorjev 
omogoča uporabo seštevanja in na ta način zmanjša zahtevnost algoritma. Na sliki 
2.7 je prikazan vpliv različnih vrednosti faktorja gama. 
V drugem koraku uporabimo metodo filtriranja z razliko Gaussovih filtrov 
(angl. DOG – Difference of Gaussian Filtering). Samo z uporabo metode gama 
korekcije ne moremo učinkovito izločiti vpliva senčenja na obrazu. Senčenje 
predstavlja nizko-frekvenčni motilni signal, bistvenega pomena za uspešno svetlobno 
normiranje pa je zmanjšati motilni vpliv senčenja. Pri postopku filtriranja uporabimo 
visoko in nizko pasovno filtriranje. Nizko pasovno filtriranje nam izloči tako 
koristno kot motilno informacijo, pridobljeno iz slike; v večini primerov zmanjša 
zahtevnost razpoznavanja in izboljša učinkovitost razpoznavnega algoritma. 
Filtriranje visokih frekvenc izloči vpliv šuma, ne da vplivamo na koristno 
informacijo slike, potrebno za razpoznavanje. Najboljše lastnosti obeh filtrov 
izkoriščamo z DOG metodo filtriranja. Pri implementaciji metode uporabimo dve 
Gaussovi funkciji, notranjo ožjo (σ0 ≤ 1 slikovni element), zunanja pa lahko obsega 
σ1 2–4 slikovna elementa. Filtre uporabljamo s konvolucijsko metodo. Vpliv 
spreminjanja širine Gaussovih funkcij lahko opazujemo na sliki 2.8. 
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Slika 2.7:  Vpliv spremembe gama faktorja γ = 1.0, γ = 0.2, γ = 0.4, γ = 0.6, γ = 0.8 
 
 
Slika 2.8:  Vpliv spreminjanja širine Gaussovih filtrov: γ = 0.2; σ0 = 0.5, σ1 = 2; σ0 = 1 σ1 = 2; σ0 =1,  
σ1 = 4; σ0 = 0.5, σ1 = 1; σ0 = 2, σ1 = 4 
 
V tretjem koraku uporabimo metodo maskiranja, s pomočjo katere izločimo 
področja slike, za katera ugotovimo, da so nepomembna za našo aplikacijo ali so 
preobčutljiva na spremembe osvetljenosti in s tem slabšajo delovanje algoritma. 
V zadnjem koraku Tan in Triggs obdelovalne verige uporabimo metodo 
izenačevanja kontrasta. Vpliv Tan in Triggs metode na obraz iz Yale B zbirke 





Slika 2.9:  Vpliv Tan in Triggs metode na obraz iz razširjene Yale B zbirke obrazov 
 
2.3.4  Metoda svetlobnega normiranja, zasnovana na Weberjevih obrazih (WN) 
Postopek Weberjevih obrazov temelji na teoriji nemškega psihologa Ernsta 
Weberja iz leta 1834 [10]. Weberjevo teorijo si lahko predstavimo z naslednjim 
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primerom: če se nahajamo v tišini, lahko slišimo tudi najtišje zvoke, če pa se 
nahajamo v sobi z glasno okolico, bi nam se lahko zgodilo, da ne bi slišali, niti če bi 
nam nekdo kričal na uho. Weberjeva teorija torej pravi, da je razmerje med 
najmanjšo procentualno spremembo spodbude (ΔImin) in spodbudo v ozadju 





= 𝐾 (2.13) 
 
K je t. i. Weberjeva konstanta. 
Weberjev zakon velja za percepcijo različnih občutkov, kot so teža, intenziteta zvoka 
ali svetlobe. Predpostavlja, da se dražljaji spremljajo v relativnih razmerjih, ne pa 
absolutnih. 
Chen et al so v [22] kot lokalni deskriptor slike predlagali WLD (Weberjev lokalni 
deskriptor) metodo. Svetlobno nespremenljivo različico vhodne slike, pridobljeno z 
metodo Weberjevih obrazov, izrazimo z naslednjo enačbo (2.14): 
 
 𝑊𝐹(𝑥, 𝑦) = arctan (⍺ ∑ ∑
𝐹(𝑥,𝑦)−𝐹(𝑥−𝑖∆𝑥,𝑦−𝑗∆𝑦)
𝐹(𝑥,𝑦)
)𝑗∈𝐴𝑖∈𝐴  (2.14) 
 
Funkcija F(x,y) označuje intenziteto slikovnega elementa (x,y), A lahko zavzame 
vrednost {-1,0,1}. S faktorjem ⍺ lahko spreminjamo razliko v intenziteti med dvema 
sosednjima slikovnima elementoma. 
Trdimo, da je WF(x,y) svetlobno neodvisna različica vhodne slike, iz česar sledi, da 
jo lahko izrazimo na naslednji način en. (2.15): 
 
            𝐹(𝑥 − 𝑖∆𝑥, 𝑦 − 𝑗∆𝑦) = 𝑅(𝑥 − 𝑖∆𝑥, 𝑦 − 𝑗∆𝑦)𝐼(𝑥 − 𝑖∆𝑥, 𝑦 − 𝑗∆𝑦) (2.15) 
 
Z R(x,y) smo označili odbojnost, odvisno od površja obraza, I(x,y) označuje 
osvetljenost, za osvetljenost smo predpostavili počasno prostorsko spremembo, torej 
velja I(x-i∆x,y-j∆y) ≈ I(x,y). Iz kombinacije enačb (2.14) in (2.15) in predpostavke o 
počasni prostorski spremembi osvetljenosti lahko izrazimo WF(x,y) samo v 
odvisnosti od lastnosti odbojnosti obraza en (2.16): 
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Slika 2.10 prikazuje rezultate obdelave slike obraza iz razširjene Yale B zbirke 





Slika 2.10:  Vpliv metode svetlobnega normiranja, osnovane na Weberjevih obrazih, na obraz iz 
razširjene Yale B zbirke obrazov 
 
 
2.3.5  Anizotropna difuzijska metoda svetlobnega normiranja (ANISO) 
Algoritem anizotropne difuzijske metode svetlobnega normiranja temelji na 
dveh osnovnih predpostavkah človeškega vida, ki pravita, da je človeški vid v 
večjem delu občutljiv na odbojnost in skoraj neobčutljiv na pogoje osvetljenosti. 
Druga predpostavka pravi, da je človeški vid občutljivejši na lokalne spremembe 
kontrasta kot na stopnjo osvetljenosti celotne scene. 
Cilj algoritma je definirati tako oceno osvetljenosti L(x,y), da iz razmerja 
osvetljenosti in originalne slike I(x,y) rezultančno pridobimo odbojnost R(x,y), s 
primerno ojačenim lokalnim kontrastom [9]. 
Pri takšnemu načinu formuliranja problema definiramo R(x,y) kot zaznani občutek, 
I(x,y) kot vhodni dražljaj, L(x,y) predstavlja ojačano percepcijo vhodnega dražljaja – 
slika 2.12 en (2.17). 
 
 𝐼(𝑥, 𝑦) ∗
1
𝐿(𝑥,𝑦)
= 𝑅(𝑥, 𝑦) (2.17) 
 
Definicija ustreza Retinex modelu, pri kateremu smo zaznani občutek definirali kot 
odbojnost objekta, ojačano percepcijo kot osvetljenost. 
V nadaljevanju se Gross in Brajovic [9] referirata na Weberjev zakon [10], ki pravi, 
da se meja občutljivosti na dražljaje nizke intenzitete spreminja proporcionalno z 
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jakostjo dražljaja, oziroma lahko predpostavimo logaritmično funkcijo vhodnega 












Slika 2.11:  Logaritemska odvisnost percepcije vhodnega dražljaja [9] 
Posledica logaritmičnega odnosa je, da pri slabih vhodnih dražljajih, na primer v 
zasenčenih področjih, majhne spremembe vhodnega dražljaja povzročajo velike 
spremembe v percepciji. Pri močnih vhodnih dražljajih majhne spremembe v 
vhodnih dražljajih povzročajo majhne spremembe percepcije. Lokalne spremembe v 
vhodnemu dražljaju vplivajo na percepcijo dražljaja z ojačenjem 1/I en (2.18): 
 
 𝐼(𝑥, 𝑦) ∗
1
𝐼Ψ(𝑥,𝑦)
= 𝑅(𝑥, 𝑦)         (𝑥, 𝑦)  ∈  Ψ (2.18) 
Izraz IΨ(x,y) označuje moč dražljaja v lokalni okolici ψ vhodne slike I(x,y). Iz enačb 
(2.17) in (2.18) sledi model ojačitve percepcije en (2.19): 
 
 𝐿(𝑥, 𝑦) = 𝐼Ψ(𝑥, 𝑦) = 𝐼(𝑥, 𝑦) (2.19) 
 
Rešitev L(x,y) izračunamo iz naslednje enačbe (2.20): 
 
 𝐽(𝐿) = ∬ ⍴(𝑥, 𝑦)(𝐿 − 𝐼)2
Ω






Prvi del enačbe (2.20) predstavlja model percepcije, drugi del enačbe predstavlja 
omejitev gladilne funkcije. Ω označuje sliko, ⋋ uteži. Funkcija ⍴(x,y) predstavlja 
prostorsko spreminjajočo permeabilno utež, ki določa anizotropno naravo gladilne 
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konstante. Izraz (2.20) rešujemo z diskretno različico Euler-Lagrange difuzijskega 
procesa en (2.21): 
 


























(𝐿𝑖,𝑗 − 𝐿𝑖+1,𝑗)] = 𝐼                                                                                      (2.21) 
 
S h smo označili velikost mreže slikovnih elementov, faktor ⍴ modulira 
permeabilnost sosednjih slikovnih elementov – slika 2.13. 
 
 
Slika 2.12:  Ojačana percepcija vhodnega dražljaja L(x,y) 
 
 
Slika 2.13:  H parametri [9] 
Slika 2.14 prikazuje vpliv anizotropne difuzijske metode svetlobnega 
normiranja na obraz iz razširjene Yale B zbirke obrazov. 
 









3  Luščenje značilk in razpoznavanje 
3.1  Zapis slik z množico značilk 
 
Postopki identifikacije in verifikacije so v večini primerov računsko zelo 
zahteveni. Na primer, s sliko z 10000 slikovnimi elementi, vsebovanih v sliki 
velikosti 100*100 slikovnih elementov lahko prikažemo veliko število različnih 
vzorcev, med katerimi jih samo nekaj pripada vzorcem obraza. Zaradi tega 
poskušamo opisati vzorce objektov razpoznavanja z naštevanjem njihovih bistvenih 
lasnosti. Bistvene lasnosti so tiste lasnosti katere poudarjajo posebnosti posameznih 
razredov vzorcev, imenujemo jih pa značilke (angl. Features).  
V postopku verifikacije obrazov se srečamo z informacijsko zelo bogatem začetnem 
opisu objekta razpoznavanja, seveda, niso vsi podatki enako pomembni za 
razpoznavanje. S postopki optimizacije kriterijske funkcije poskušamo izločiti 
odvečno informacijo in večati hitrost razpoznavanja. Najmanjše število vzorcev 
katero nam omogoča uspešno verifikacijo je povezano z najmanjšim številom 
vzorcev v učni množici. Za uspešno učenje razvrščevalnika vzorcev mora vsak 
razred vzorcev v učni množici vsebovati 3 do 5 krat več vzorcev od števila značilk v 
zapisu vzorca [23].  
Ena od najbolj razširjenih in hkrati najbolj enostavna metoda luščenja značilk je 
metoda analize glavnih komponent (angl. PCA – Princpal Component Analysis) 
imenovana še transformacija Karhunena in Loeveja. Karhunen in Loevej 
transformacija je definirana kot postopek minimizacije srednje kvadratne napake 
približnega zapisa vzorca [23]. S pomočjo PCA metode lahko iz učne množice 
obrazov določimo majhno število lastnih obrazov (angl. Eigenfaces).  
Metoda uporabljena v našemu delu je  metoda linearne diksriminantne analize (angl. 
LDA – Linear Discriminant Analysis) opisana v [24], imenovana še metoda 
Fisherjevih obrazov (angl. Fisherfaces) sovpada med t.i. optimalne postopke luščenja 
značilk. 
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V našemu primeru se vhodne slike med seboj razlikujejo zaradi različne osvetlitve 
kar je glavni vzrok varijacije v vhodnih podatkih. V tem primeru PCA metoda 
iskazuje slabosti v primerjavi z LDA metodo. Namreč, pri PCA metodi podobnost 
med podatki v obraznem prostoru ne predstavlja nujno iste osebe, lahko je posledica 
istih pogojev osvetlitve ali izraza na obrazu [25].  
Postopek analize deluje v dveh korakih. Prvi korak v postopku verifikacije je 
namenjen učenju modela, v drugem koraku sledi postopek odločanja. V nadaljevanju 
je opisana uporabljena LDA metoda.  
 
3.2  Linearna diskriminantna analiza (LDA) 
 
V primeru uporabe metode linearne diskriminantne analize pridobljene lastne 
obraze imenujemo Fisherjevi obrazi (angl. Fisherfaces). 
Transformacijsko matriko A določimo z maksimizacijo Fisherjeve mere. Fisherjeva 
mera je definirana kot razmerje v prostoru značilk med razpršenostjo razredov 
vzorcev in razpršenostjo vzorcev znotraj razredov. Zaradi lažje predstavitve opisali 
bomo način uporabe Fisherjeve mere za izpeljavo najboljše značilke v prostoru 
značilk v primeru dveh razredov vzorcev M = 2 . Opis delovanja metode je prevzet iz 
[23]. Posplošitev metode linearne analize diskriminante za M > 2 se imenuje analiza 
večkratne diskriminante (angl. Multiple Discriminant Analysis).  
Preslikujemo r – razsežni prostor meritev Y , pri čemer je  r ≥ 2 v n razsežni prostor 
značilk X . Ker smo definirali n = 1 transformacijska matrika A bo vsebovala eno 
vrstico definirano kot r razsežni vektor aT. Želimo, da so značilni vzorci ki pripadajo 
različnim razredom čim bolj oddaljeni. V tem primeru iščemo os a za katero je 
Fisherjeva mera definirana kot en (3.1):  
 




Pri tem je SM definirana kot matrika razpršitve vektorjev povprečnih vrednosti 
vzorcev iz C1 in C2 v prostoru meritev Y, in opisana z izrazom (3.2) 
 
 𝑆𝑀 = (𝑚1 − 𝑚2)(𝑚1 − 𝑚2)
𝑇 (3.2) 
mi je vektor povprečnih vrednosti vzorcev iz razreda Ci , i = 1, 2, v prostoru meritev 
Y , definiramo ga z izrazom (3.3), Ni  je število vzorcev iz razreda Ci .  
 





∑ 𝑦𝑦 ∈ 𝐶𝑖  (3.3) 
matriko Si razpršitve vzorcev v razredih Ci , i =1, 2, v prostoru meritev Y definiramo 
z (3.4)  
 
 𝑆𝑖 = ∑ (𝑦 − 𝑚𝑖)(𝑦 − 𝑚𝑖)
𝑇
𝑦 ∈ 𝐶𝑖  (3.4) 
V našem primeru skupno matriko razpršitve vzorcev SZ  v razredih C1 in C2 v 
prostoru meritev Y določimo z izrazom (3.5) 
 
 𝑆𝑍 = 𝑆1 + 𝑆2 (3.5) 
Najboljšo transformacijsko matriko – v našem primeru vektor a, dobimo z odvodom 









= 0 (3.6) 
Izraz (3.6) je enak nič v primeru ko je števec enak 0, torej (3.7)  
 
 (𝑎𝑇𝑆𝑍𝑎)(2𝑆𝑀𝑎) − (𝑎
𝑇𝑆𝑀𝑎)(2𝑆𝑍𝑎) = 0 (3.7) 





−1 =  𝑆𝑀𝑎 (3.8) 
(aTSMa)( a
TSZa)
-1 označimo z ⋋ in dobimo (3.9)  
 
 ⋋ 𝑎 = 𝑆𝑍
−1 𝑆𝑀𝑎 (3.9) 
Če matrika SZ ni singularna poiščemo lastne vrednosti in lastne vektorje 
matrike SZ
-1SM. Kriterijska funkcija JLDA(a) bo največja če matriko A sestavlja 
transponirani lastni vektor ki pripada edini od nič različni lastni vrednosti. 
V primeru diskriminantne  analize za več razredov v r-razsežnem prostoru je 
potrebno upoštevati naslednje posplošitve (3.10), (3.11): 
 
 𝑆𝑀 = ∑ 𝑁𝑖(𝑚𝑖 − 𝑚)(𝑚𝑖 − 𝑚)
𝑇𝑀
𝑖=1  (3.10) 
 




𝑖=1  (3.11) 
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Ni je število vzorcev y v razredu Ci (i = 1, 2, ..., M) , N = N1 + ... + NM je število 
vzorcev y v C1 U... U CM , vektor povprečnih vrednosti vzorcev y, m je definiran z 







𝑖=1  (3.12) 
 
V n-razsežnem prostoru značilk matriko razpršitve med vektorji povprečnih 
vrednosti vzorcev in matriko razpršitve vzorcev v razredih definiramo z naslednji 
izrazi (3.13), (3.14) 
 
















∑ 𝑥𝑥 ∈ 𝐶𝑖  (3.15) 
 







𝑖=1  (3.16) 
 
vektor povprečnih vrednosti vzorcev x iz C1 U... U CM  (3.16).  
A je transformacijska matrika ki preslika vzorce y v vzorce x .  







Pri pogoju da je r ≥ M je rang matrike SM  največ M – 1, zaradi tega ima matrika     
SZ
-1SM  največ M – 1 lastnih vrednosti različnih od 0. Transformacijsko matriko A 
sestavimo z n ≤ M -1 r – razsežnimi normiranimi lastnimi vektorji ki pripadajo 
največjim lastnim vrednostim matrike SZ
-1SM  . 
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3.3  Razvrščanje vzorcev 
 
Razvrščanje ali klasifikacija vzorcev je definirano kot postopek razporejanja 
vzorcev v razrede sestavljene iz prej razvrščenih medsebojno podobnih si vzorcev 
[23]. Če predpostavimo da imamo dva vektorja značilk x in y dolžine N in z funkcijo 
d(x,y) označimo razdaljo med njima, čim manjša bo razdalja d tem bolj sta si 
vektorja podobna. Obstaja več različnih mer za merjenje razdalje. V našem primeru 
je uporabljena kosinusna razdalja (angl. Cosine distance) (3.18) (3.19) 
 
 𝑑(𝑥, 𝑦) = 1 − cos (𝑥, 𝑦) (3.18) 
 















Z uporabo mere kosinusne razdalje merimo velikost kota med dvema vektorjema. 
Manjši kot je kot med vektorjema, bolj sta si vektorja podobna, v primeru ko je kot 
med vektorjema enak 0 vektorji so identični, v primeru ko je kot enak 1 sta si 
vektorja popolnoma različna.  
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4  Ocenjevanje uspešnosti delovanja 
4.1  Biometrična identifikacija in verifikacija 
Biometrične sisteme je možno uporabljati v dveh načinih delovanja, in sicer v 
načinu identifikacije in v verifikacijskem načinu – slika 4.1. 
Pri identifikacijskem načinu primerjamo vhodni podatek s podatki iz celotne 
vnaprej določene baze (primerjava ena proti mnogim); na ta način določimo 
ujemajoče podatke in ugotovimo identiteto posameznika. Ker je za uspešno 
identifikacijo potrebno pregledati celotno zbirko, je ta način računsko precej 
zahtevnejši od verifikacije. 
V verifikacijskem načinu sistem primerja vhodni podatek posameznika z 
njegovimi podatki, shranjenimi v bazi. Sistem opravlja tako imenovano verifikacijo 

















Slika 4.1:  Postopki biometrične identifikacije in verifikacije 
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Uspešnost algoritmov za svetlobno normiranje smo preverjali v obeh zgoraj 
naštetih načinih, torej identifikacijskem, kjer smo kot relevantno mero uspešnosti 
sistema primerjali rang 1 identifikacijske rezultate, in verifikacijskem, v katerem smo 
kot relevantne mere uspešnosti sistema primerjali krivulje karakteristike delovanja 
sprejemnika (angl. Receiver operating characteristic curve, ROC) in uspešnosti 
sistema pri deležu lažnih pozitivnih primerov 1 % (angl. False acceptance rate, 
FAR). 
 
4.2  Napake verifikacije in ROC krivulja 
 
V biometričnih sistemih se srečamo z dvema različnima možnostma napak. Če 
je primer pozitiven in ga klasifikator napove kot negativnega, ga štejemo za lažno 
negativnega (angl. False Rejection, FR) – npr. biometrični sistem zavrne osebo, ki 
ima pravico dostopa. Če je primer negativen in ga klasifikator napove kot 
pozitivnega, ga štejemo kot lažno pozitivnega (angl. False Acceptance, FA) – npr. 
biometrični sistem dovoli dostop osebi, ki nima pravice dostopa. 
Prav tako sta možni dve vrsti pravilne odločitve. Če je primer pozitiven in ga 
klasifikator pravilno napove, ga štejemo kot resnično pozitivnega (angl. Genuine 
Acceptance, GA) – npr. biometrični sistem dovoli dostop osebi, ki ima pravico 
dostopa. Če je primer negativen in pravilno napovedan s strani klasifikatorja, imamo 
opravka z resnično negativnim dogodkom (angl. Genuine Rejection, GR) – npr. 
biometrični sistem odbije dostop osebi, ki ni v bazi sistema (v primeru 
identifikacije), ali odbije dostop osebi, ki je v bazi sistema, ampak nima pravice 
dostopa (v primeru verifikacije). Možni izidi napovedi klasifikatorja so prikazani v 








             Tabela 4.1:  Možni izidi pri napovedih klasifikatorjev [3] 
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Iz zgoraj naštetih izidov izvedemo najbolj uporabljene metrike uspešnosti 
biometričnih sistemov, delež lažnih pozitivnih primerov (angl. False Acceptance 
Rate, FAR) – en.(4.2) – in delež lažnih negativnih primerov (angl. False Recognition 
Rate, FRR) – en. (4.1): 
 










Slika 4.2 prikazuje odnos med FAR in FRR krivuljami, EER (angl. Equal Error 













Slika 4.2:  Prikaz odnosa FRR, FAR krivulj in EER točke  
 
 
Zanesljivost razpoznavanja verifikacijskega biometričnega sistema grafično 
merimo z ROC krivuljo. ROC krivulja na x osi prikazuje FAR, na y osi pa pravilno 
pozitivno stopnjo (angl. Genuine Acceptance Rate, GAR = 1 - FRR). Slika 4.3 
prikazuje primer ROC krivulje. Točka (0,1) predstavlja delovanje sistema brez 
napak, v tem primeru je FAR = 0 in GAR = 1. Izbira praga točke delovanja sistema 
je odvisna od varnostnih zahtev. 
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Slika 4.3:  Primer ROC krivulje 
 
Poleg omenjenih napak smo pri vrednotenju rezultatov verifikacije uporabili 
tudi HTER (angl. Half Total Error Rate), napako, ki predstavlja srednjo vrednost 
napak FAR in FRR, en (4.3): 
 








5  Rezultati 
To poglavje je namenjeno predstavitvi rezultatov naših preizkusov metod za 
svetlobno normiranje slik obrazov, ki smo jih opisali v prejšnjih poglavjih (retinex 
algoritem, samo-kvocientna slika, metoda Weberjevih obrazov, Tan in Triggs 
metoda in metoda anizotropne difuzije), in ene metode za izboljševanje kontrasta slik 
– metode izravnave histograma. 
Vsi preizkusi so narejeni na prosto dostopni razširjeni Yale B zbirki obrazov. 
Rezultati so predstavljeni v obliki tabel in ROC krivulj. Rezultati identifikacije so 
predstavljeni v treh tabelah. V prvi so predstavljeni rezultati, kjer smo uporabili samo 
metode za svetlobno normiranje; druga prikazuje rezultate, ko pred svetlobnim 
normiranjem uporabimo metodo izravnave histograma kot medij za višanje kontrasta 
slik; v tretji pa so prikazani rezultati, ko metodo izravnave histograma izvedemo po 
končanju postopka svetlobnega normiranja. Potek izvajanja meritev je prikazan na 
sliki 5.1.        
Slika 5.1:  Potek izvajanja meritev 
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5.1  Razširjena Yale B zbirka obrazov 
Yale-ova zbirka obrazov vsebuje obraze 10 različnih subjektov pod 64 
različnimi pogoji osvetlitve in je bila v preteklemu desetletju standard za raziskave 
variabilne osvetljave. V temu delu smo uporabili razširjeno Yale B zbirko obrazov 
[13], ki vsebuje obraze 38 različnih ljudi v devetih pozah in pod 64 različnimi pogoji 
osvetlitve. V obeh primerih so slike razdeljene v 5 podkategorij (S1, S2, S3, S4 , S5). 
Podkategorije so definirane glede na kot med usmeritvijo vira svetlobe in centralne 
osi kamere. Za naše potrebe smo uporabili frontalne slike obrazov. 
Vse slike v zbirki so poimenovane z začetnico 'Yale B', sledi pa dvomestno število 
(01–39), ki označuje različne osebe. Števila, ki sledijo črki P, označujejo pozo 
subjekta (00–08). Preostale oznake označujejo azimutni kot in elevacijo vira svetlobe 
glede na os kamere. 
Oznaka slik obrazov na sliki 5.2 je torej 'Yale BXX_P00A+00E +00.pgm', kar 
pomeni, da slika pripada subjektu XX pri čemer X zavzema vrednost med 1 in 39, 
kot med osjo kamere in izvora svetlobe je 0 stopinj azimut in 0 stopinj elevacije.  
Na sliki 5.3 so prikazani obrazi z oznako 'Yale BXX_P00A+050E-40' – kot med osjo 
kamere in izvora svetlobe je 50 stopinj in 40 stopinj pod osjo kamere. Pozitivna 
vrednost azimutnega kota označuje, da se izvor svetlobe nahaja na desni strani 
subjekta. 




Slika 5.2:  Yale BXX_P00A+00E+00 
 




5.2  Implementacija Yale B zbirke obrazov 
 
V izvedbi preizkusov smo upoštevali nasvete avtorjev razširjene Yale B zbirke 
obrazov. Zbirko smo razdelili na 5 podskupin, ki so jih definirali avtorji, določene pa 
so glede na razmerja osvetljenosti obrazov. Podskupino S1 sestavljajo slike, zajete v 
odličnih (laboratorijskih) razmerah. Zaradi tega smo podskupino S1 uporabili kot 
učno množico LDA algoritma. V ostalih podskupinah S2–S5 se osvetlitveni pogoji 
občutno slabšajo, zato smo te podskupine uporabili kot testne množice. Takšna 
eksperimentalna postavitev uspešno posnema realne pogoje. Za učenje bomo namreč 
skoraj vedno imeli na razpolago odlične in nadzorovane pogoje, medtem ko pri realni 
uporabi nimamo možnosti kontrolirati okoliščine. 
Meritve smo izvajali tako, da smo za vsak postopek primerjali učinkovitost učenja na 
posamezni podmnožici S2–S5, kar nam je omogočilo identifikacijo najbolj težavnih 
osvetlitvenih pogojev za vsak uporabljeni algoritem. 
Uporabljeni programski orodji INFace in PhD sta optimizirani za uporabo na 8-bitnih 
sivinskih slikah velikosti 128 x 128 slikovnih elementov. Kot pred-korak pri uporabi 
metod svetlobnega normiranja smo vse uporabljene slike iz razširjene Yale B zbirke 
obrazov normirali na priporočeno velikost in jih v Matlabu predstavili kot vektor 
dimenzij 16384 slikovnih elementov (mn). Postopek zapisa posameznih slikovnih 
elementov v vektor je prikazan na sliki 5.4. 
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Slika 5.4:  Predstavitev slike mxn v vektor mn 
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5.3  Parametri uporabljenih metod svetlobnega normiranja 
Namen tega podpoglavja je seznaniti bralca z izbranimi parametri pri preizkusu 
metod svetlobnega normiranja. Pomembno je poudariti, da optimizacija uporabljenih 
metod ni del te naloge, zato smo privzeli parametre, ki jih predlagajo avtorji metod. 
 retinex algoritem: 
Pri preizkusu retinex metode svetlobnega normiranja smo po navodilih 
avtorjev parametru Gaussovega filtra c en(2.7), ki označuje standardno 
deviacijo filtra, priredili vrednost c = 15. Vrednost so avtorji določili 
empirično.  
 metoda samo–kvocientne slike: 
Pasovno širino Gaussovega filtra smo nastavili na σ = 1. 
 metoda svetlobnega normiranja, zasnovana na Weberjevih obrazih: 
Pri Weberjevi metodi smo nastavili naslednje parametre standardne 
deviacije Gaussovega filtra ⋋ = 1, lokalno okolico za izračun 
Weberjevih obrazov nn = 9 in faktor ⍺ = 2, s katerim spreminjamo 
razliko v intenziteti med dvema sosednjima slikovnima elementoma. 
 Tan in Triggs metoda svetlobnega normiranja: 
Pri Tan in Triggs metodi smo faktor gama korelacije γ nastavili na 
vrednost 0.2, parametri Gaussovih filtrov pa so nastavljeni na vrednosti 
σ0 = 0.5, σ1 = 2. 
 anizotropna difuzijska metoda svetlobnega normiranja: 
Pri anizotropni difuziji smo nastavili faktor glajenja ⋋, ki določa 
intenziteto glajenja vhodne slike na vrednost ⋋ = 7. 
 
5.4  Primerjava učinkovitosti uporabljenih metod 
 
5.4.1  Metoda izravnave histograma  
V prvi seriji meritev smo izvedli metodo izravnave histograma (HE) na 
originalnih slikah Yale B zbirke obrazov (YB). Rezultati identifikacije z metodo 
linearne diskriminantne analize so predstavljeni v tabeli 5.1 . Čeprav je v našem 
primeru metoda histogramske izravnave občutno bolj povečala uspešnost 
identifikacije kot v primeru izvedbe identifikacije na originalnih slikah Yale B 
zbirke, se ta metoda v literaturi redkokdaj uporablja samostojno. V večini primerov 
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se histogramska izravnava uporablja kot komplement metodam svetlobnega 
normiranja, zato smo isti pristop uporabili tudi v naših meritvah. 
Čas, potreben za izvedbo histogramske izravnave na eni sliki, je približno 0,89 s. 
Metoda je hitrejša in računsko manj zahtevna od večine metod svetlobnega 
normiranja – tabela 5.5. 
 
 
Podskupina [n] YB [%] HE [%] 
S2 (456) 100.00 100.00 
S3 (455) 100.00 99.78 
S4 (526) 55.51 56.08 
S5 (714) 7.28 56.16 
Tabela 5.1:  Uspešnost rang ena identifikacije na originalnih slikah Yale B zbirke (YB) in metode 
histogramske izravnave (HE) 
 
 
Metoda histogramske izravnave se na področju razpoznavanja obrazov uporablja 
zelo pogosto. Izkazalo se je, da tudi v primerih, ko je obraz enakomerno osvetljen, s 
to metodo izboljšamo rezultate identifikacije. 






Slika 5.5:  Vpliv histogramske izravnave na obraze Yale B zbirke obrazov, podskupin S1–S5 
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5.4.2  Metode svetlobnega normiranja 
V naslednjih primerih smo preizkusili vpliv v prejšnjih poglavjih opisanih 
metod svetlobnega normiranja na Yale B zbirki obrazov. Primerjali pa smo tudi vpliv 
uporabe izravnave histograma kot korak pred svetlobnim normiranjem in kot korak 
za svetlobnim normiranjem. 
 Primerjali smo tudi čase računanja vseh metod. Potrebno je poudariti, da 
časovno optimiziranje ni bil del naše naloge. Lahko sklepamo, da bi z uporabo metod 
računske optimizacije dosegli krajše čase računanja in zmanjšali obremenitev 
procesorja. V tabeli 5.2 so prikazani rezultati identifikacije ranga ena, ko smo na 
slikah izvedli postopke svetlobnega normiranja. Krajšava RA označuje retinex 
algoritem, SKS označuje metodo samo-kvocientne slike, WN označuje metodo 
svetlobnega normiranja, zasnovano na Weberjevih obrazih, TT označuje Tan in 
Triggs metodo, krajšava ANISO pa anizotropno difuzijsko metodo svetlobnega 
normiranja. Meritve smo izvedli na vsaki podskupini zbirke obrazov. Število slik, ki 
pripada podskupini, se nahaja v oklepajih SX(n), kjer je X oznaka podskupine. 
 
 
Podskupina RA [%] SKS [%] WN [%] TT [%] ANISO [%] 
S2 (456) 100,00 100,00 100,00 100,00 98,46 
S3 (455) 98,68 100,00 100,00 100,00 100,00 
S4 (526) 82,32 98,48 99,62 97,91 83,27 
S5 (714) 84,31 99,02 99,16 98,04 63,87 
Tabela 5.2:  Rang ena rezultati identifikacije z uporabo metod svetlobnega normiranja na Yale B 
zbirki obrazov 
 
Iz prikazanih rezultatov identifikacije se lahko prepričamo v učinkovitost metod 
svetlobnega normiranja v primerjavi z nenormiranimi slikami. V povprečju se je v 
uspešnosti identifikacije za najbolj robustno izkazala metoda Weberjevih obrazov s 
povprečno uspešnostjo identifikacije 99,70 % – slika 5.6. Rezultati naših meritev se 
približajo rezultatom, navedenim v literaturi. Pomembno je poudariti, da bi z dodatno 
optimizacijo parametrov posameznih metod lahko dobili boljše rezultate 
identifikacije, posebej v primeru uporabe anizotropne difuzijske metode na 
podskupini število 5, pri kateri se je metoda izkazala kot najslabša med vsemi 
uporabljenimi in ne dovolj zanesljiva za varno implementacijo v realnih sistemih. 
Implementirana anizotropna difuzijska metoda se razlikuje od metode, opisane v [9]; 
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naš algoritem namreč uporablja Michelsonovo metodo določanja kontrasta en (5.1), 





= 𝑘 (5.1) 
 
Prav tako smo pri uporabi metode anizotropne difuzije za obdelavo ene slike 
velikosti 128 x 128 slikovnih elementov potrebovali 2,235 s, kar je daleč 












Slika 5.6:  Rang ena povprečna uspešnost identifikacije svetlobno normiranih slik 
 
5.4.3  Metoda izravnave histograma in metode svetlobnega normiranja 
V literaturi se kot ena izmed možnih metod za izboljševanje učinka metod 
svetlobnega normiranja pogosto uporablja metoda izravnave histograma. Izravnavo 
histograma lahko izvedemo na dva različna načina, kot je prikazano na sliki 5.1. V 
prvem primeru izravnavo histograma izvedemo na vhodni sliki pred uporabo metod 
svetlobnega normiranja. V drugemu primeru pa izravnavo histograma uporabimo kot 
korak za metodo svetlobnega normiranja. 
Odločitev, v kateremu koraku bomo uporabili metodo izravnave histograma in 
ali jo bomo sploh uporabili, določimo empirično, za vsak problem je potrebno izvesti 
meritve in glede na pridobljene rezultate določiti najbolj ustrezen postopek za našo 
nalogo identifikacije. 
  V tabeli 5.3 je prikazan vpliv metode histogramske izravnave pred uporabo 
metode svetlobnega normiranja. Iz rezultatov je razvidno, da se je tudi v tem primeru 
metoda Weberjevih obrazov izkazala kot najbolj zanesljiva, s povprečno uspešnostjo 
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identifikacije 99,70 % – slika 5.7. Največji pozitiven vpliv je viden pri metodi 
anizotropne difuzije, kjer smo z metodo ekvalizacije histograma uspešnost 
identifikacije povišali za 4,36 %. Presenetljivo, pri metodi retinex algoritma smo 
poslabšali povprečno uspešnost identifikacije za 4,33 %. 
 
 
Podskupina RA [%] SKS [%] WN [%] TT [%] ANISO [%] 
S2 (456) 100,00 100,00 100,00 99,78 98,90 
S3 (455) 81,10 98,68 100,00 100,00 96,92 
S4 (526) 71,67 92,78 96,77 94,68 80,80 
S5 (714) 95,10 99,16 99,44 99,44 90,76 
Tabela 5.3:  Rang ena rezultati identifikacije z uporabo metod svetlobnega normiranja in izravnave 
histograma kot pred-korak na Yale B zbirki obrazov 
 
 
Tabela 5.4 prikazuje vpliv metode izravnave histograma kot korak za metodo 
svetlobnega normiranja. V temu primeru je razvidno slabšanje uspešnosti 
identifikacije vseh uporabljenih metod v primerjavi uspešnosti prepoznavanja brez 
uporabe izravnave histograma ali kot korak pred metodo svetlobnega normiranja – 
slika 5.8. Sklepamo, da v našemu primeru izravnava histograma viša prisoten šum in 
posledično slabša identifikacijo, določeno z metodo kosinusne razdalje. 
 
 
Slika 5.7:  Rang ena povprečna uspešnost identifikacije z uporabo izravnave histograma pred 
svetlobnim normiranjem 




Podskupina RA [%] SKS [%] WN [%] TT [%] ANISO [%] 
S2 (456) 100,00 100,00 100,00 100,00 99,12 
S3 (455) 99,56 100,00 100,00 100,00 100,00 
S4 (526) 72,67 96,01 97,53 96,77 75,10 
S5 (714) 47,06 96,22 98,32 94,69 34,17 
Tabela 5.4:  Rang ena rezultati identifikacije z uporabo metod svetlobnega normiranja in izravnave 













Metoda HE RA SKS WN TT ANISO 
T[s] 0,894 0,197 1,440 0,958 0,945 2,235 
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V tabeli 5.6 so predstavljeni rezultati verifikacije pri FAR 1 %. Slika 5.9 prikazuje 
povprečno uspešnost verifikacije pri FAR 1 %. 
 
Tabela 5.6:  Verifikacija pri FAR 1 % 
 
Tudi v nalogah verifikacije pri FAR 1%, se je kot najbolj zanseljiva pokazala 
metoda normalizacije katera temelji na postopku Weberjevih obrazov z povprečno 
vspešnostjo verifikacije 99,93 % . Kot vidimo iz rezultatov je metoda izravnave 
histograma v obeh primerih, pred in po svetlobnim normiranjem poslabšala 
uspešnost verifikacije in sicer v prvem primeru uspešnost iznaša 99,70 % , v drugem 
pa 99,56 % . Kot smo že zaključili pri obravnavi identifikacijskih rezultatov, se je 
anizotropna difuzijska metoda svetlobnega normiranja pokazala kot najmanj vspešna. 
Z ANISO metodo in izravnavo histograma za svetlobnim normiranjem smo dobili 
zelo slabe rezultate pri verifikacije podskupine S5 v kateri so pogoji osvetljenosti 
Rezultati verifikacije pri FAR 1 % 
Podskupina RA [%] SKS [%] WN [%] TT [%] ANISO [%] 
S2 (456) 100,00 100,00 100,00 100,00 99,12 
S3 (455) 99,56 100,00 100,00 100,00 100,00 
S4 (526) 88,40 99,81 100,00 99,62 87,76 
S5 (714) 87,39 99,44 99,72 99,16 62,89 
FAR 1 % – izravnava histograma pred svetlobnim normiranjem 
S2 (456) 100,00 100,00 100,00 100,00 100,00 
S3 (455) 87,25 100,00 100,00 100,00 98,46 
S4 (526) 73,19 95,63 99,24 97,53 83,08 
S5 (714) 98,32 99,30 99,58 100,00 93,14 
FAR 1 % –  izravnava  histograma za svetlobnim normiranjem 
S2 (456) 100,00 100,00 100,00 100,00 99,34 
S3 (455) 100,00 100,00 100,00 100,00 100,00 
S4 (526) 72,24 97,72 98,86 99,05 75,48 
S5 (714) 42,44 97,62 99,44 98,18 29,72 
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najbolj težavni za uporabljene algoritme. Slika 5.9 Prikazuje povprečno vspešnost 












Slika 5.9:  FAR 1% povprečna uspešnost verifikacije 
Tabela 5.7:  Verifikacija pri FAR 0.1 % 
Rezultati verifikacije pri FAR 0.1 % 
Podskupina RA [%] SKS [%] WN [%] TT [%] ANISO [%] 
S2 (456) 100,00 100,00 100,00 100,00 98,25 
S3 (455) 97,80 100,00 100,00 100,00 99,78 
S4 (526) 63,88 98,67 99,62 97,91 72,81 
S5 (714) 68,07 98,88 99,30 97,90 48,60 
FAR 0.1 % – izravnava histograma pred svetlobnim normiranjem 
S2 (456) 100,00 100,00 100,00 100,00 99,12 
S3 (455) 64,40 99,12 100,00 100,00 95,82 
S4 (526) 42,40 88,02 96,01 93,92 69,39 
S5 (714) 91,18 99,16 99,44 99,72 85,29 
FAR 0.1 % –  izravnava  histograma za svetlobnim normiranjem 
S2 (456) 100,00 100,00 100,00 100,00 99,12 
S3 (455) 100,00 94,30 100,00 100,00 100,00 
S4 (526) 50,19 94,30 97,15 97,72 50,95 
S5 (714) 23,53 94,26 96,92 94,26 14,57 















Slika 5.10:  FAR 0,1 % povprečna uspešnost verifikacije 
 
V postopku verifikacije se je kot ena izmed najbolj indikativnih mer uspešnosti 
uveljavila mera FAR 0,1 % , v tabeli 5.7 so prikazani FAR 0,1 % verifikacijski 
rezultati našega sistema, povprečna uspešnost je prikazana na sliki 5.10 . 
Slika 5.11 prikazuje povprečje HTER napake, v tabeli 5.8 so prikazani rezultati 
















Slika 5.11:  HTER povprečna napaka 
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Tabela 5.8:  Rezultati verifikacije HTER 
 
 
Za grafično predstavitev razultatov smo na slikah 5.12, 5.13 in 5.14 prikazali ROC 
krivulje v našem primeru najbolj zanesljive metode svetlobnega normiranja – metode 
ki temelji na Weberjevih obrazih, in metode ki se iskazala kot najmanj zanesljiva – 
anizotropna metoda svetlobnega normiranja. ROC krivulje prikazuje uspešnost 
omenjenih metod na podskupini S5, v primeru ko ne uporabljamo izravnavo 
histograma, z histogramsko izravnavo kot korak pred svetlobnim normiranjem in kot 
korak za svetlobnim normiranjem.  
Na slikah 5.15, 5.16 in 5.17 smo grafično prikazani vpliv vseh uporabljenih metod na 
originalne nenormirane slike Yale B baze obrazov.  
 
 
Rezultati verifikacije HTER 
Podskupina RA [%] SKS [%] WN [%] TT [%] ANISO [%] 
S2 (456) 0,00 0,00 0,00 0,00 0,57 
S3 (455) 0,41 0,00 0,00 0,00 0,07 
S4 (526) 4,44 0,35 0,15 0,59 5,20 
S5 (714) 4,82 0,49 0,39 0,73 13,36 
HTER –  izravnava histograma pred svetlobnim normiranjem 
S2 (456) 0,02 0,00 0,00 0,00 0,36 
S3 (455) 4,49 0,41 0,00 0,00 0,99 
S4 (526) 6,43 2,49 0,79 1,70 7,32 
S5 (714) 1,28 0,44 0,30 0,18 3,08 
HTER –  izravnava  histograma za svetlobnim normiranjem 
S2 (456) 0,00 0,00 0,00 0,00 0,00 
S3 (455) 0,04 0,00 0,00 0,00 0,00 
S4 (526) 8,50 1,59 0,96 0,84 0,96 
S5 (714) 14,95 1,64 0,58 1,10 0,58 










           
 











Slika 5.13:  ROC krivulje WN in ANISO metode Yale B podskupine S5 z uporabo izravnave 











Slika 5.14:  ROC krivulje WN in ANISO metode Yale B podskupine S5 z uporabo izravnave 
histograma kot korak za normiranjem 
 
















Slika 5.16:  Prikaz vpliva uporabljenih metod svetlobnega normiranja na obraze iz Yale B zbirke 
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Slika 5.17:  Prikaz vpliva uporabljenih metod svetlobnega normiranja na obraze iz Yale B zbirke 















6  Zaključek 
 
Narejeni preizkusi različnih metod svetlobnega normiranja in ojačitve kontrasta 
slike so dokazali velik napredek raziskovalcev na področju biometričnega 
razpoznavanja obrazov. Uporaba metod svetlobnega normiranja je bistveno 
izboljšala rezultate identifikacije in verifikacije v primerjavi z svetlobno 
nenormiranimi slikami iz razširjene Yale B baze obrazov. Z dodatnim 
optimiziranjem parametrov uporabljenih metod bi lahko dodatno izboljšali 
pridobljene rezultate in pridobili sistem, ki bi lahko uporabili v realnih aplikacijah. 
Od vseh uporabljenih metod sta se kot najbolj zanesljivi pokazali metodi Tan 
in Triggs svetlobnega normiranja in metoda svetlobnega normiranja, zasnovana na 
Weberjevih obrazih, z izredno visokim povprečjem identifikacije in hitrimi časi, 
potrebnimi za obdelavo ene slike (poglavje 4.3.2). Uporabili smo eno metodo 
ojačenja kontrasta slik, metodo izravnave histograma, in opazovali njen vpliv na 
originalne slike razširjene Yale B baze obrazov kot korak pred svetlobnim 
normiranjem in kot korak za svetlobnim normiranjem. Uporaba izravnave 
histograma na originalnih slikah Yale B baze obrazov se je izkazala za uspešno le v 
prvem primeru, kjer smo občutljivo višali uspešnost identifikacije. Pri ostalih 
primerih smo pridobili zelo naključne rezultate, zaradi česar ne moremo določiti, v 
katerem koraku bi bilo najboljše uporabiti metodo izravnave histograma. Uspešnost 
uporabljenih metod bi lahko zelo varirala od naših rezultatov, če bi bile uporabljene 
na drugi bazi obrazov. Iz tega razloga sklepamo, da je pri vsaki uporabi metod 
potrebno optimiziranje in empirično določanje najboljših parametrov za uporabljeno 
aplikacijo. 
 K uspešnemu razpoznavanju je pripomogla majhna velikost zbirke podatkov. 
Nadaljnje delo bi lahko temeljilo na večjih in bolj zahtevnih biometričnih zbirkah 
obrazov. Lahko bi optimizirali parametre posameznih metod in s tem pridobili krajše 
čase računanja in manjšo obremenitev računalnika.  
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Različne metode računjanja razdalj med vzorci različno vplivaju na uspešnost 
razpoznavanja, v nadaljnjem delu bi lahko opazovali učinek različnih mer na 
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