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ABSTRACT 
COMPARISON OF PROCEDURES FOR THE ESTIMATION OF ABILITY 
PARAMETER IN THE THREE-PARAMETER ITEM RESPONSE MODEL 
SEPTEMBER, 1991 
YU-HUI A. ZHOU, B.A., NATIONAL TAIWAN NORMAL UNIVERSITY 
M.Ed., UNIVERSITY OF MASSACHUSETTS AT AMHERST 
Ed.D., UNIVERSITY OF MASSACHUSETTS AT AMHERST 
Directed by: Professor Hariharan Swaminathan 
Item response theory has improved the area of educational and 
psychological measurement significantly. However, the effectiveness of 
the applications of item response theory is dependent on the adequacy of 
techniques of parameter estimation. When item parameters are 
precalibrated and treated as known, the ability estimation is relatively 
straightforward. Currently, several competing estimators of the ability 
parameters in item response models are available. These are: Maximum 
Likelihood estimator (ML), the Bayesian Modal estimator (BM), the 
Expected A Posterior estimator (EAP), and the Mean of the likelihood 
function (abbreviated as "MM" to differentiate from ML, above). 
The primary purpose of the study was to examine and compare the 
properties of the above ability estimators when item parameters were 
precalibrated and treated as known. In particular, the properties of 
the ability estimators, such as distribution, bias, and accuracy were 
investigated. The secondary purpose of this study was to investigate 
the asymptotic properties of the ML ability estimator with respect to 
accuracy, bias, and the asymptotic normal distribution. In 
v 
addition, the effects of test lengths and ability levels were studied in 
the three-parameter item response model. 
Simulated data were generated under various test lengths and 
ability levels in the three-parameter models. In order to accomplish 
the purpose of this study analyses such as (1) accuracy of the ability 
estimators; (2) bias of the ability estimators; (3) distributional 
property of the ability estimators; and (4) the asymptotic properties of 
the ML ability estimators were carried out. 
The results of this study indicate that the ML ability estimator 
tends to be better than the MM, BM, and EAP ability estimators in the 
three-parameter item response model. This is particularly true in the 
proficiency test data set based on the three-parameter item response 
model. In general, the ML, BM, MM, and EAP ability estimators are 
normally distributed except when the true ability levels are at both of 
the extremes and tests are short (n<40). The ML ability estimator is 
asymptotically normally distributed with tests longer than 20 items and 
when true ability is in the range [-1, 1]. 
vi 
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CHAPTER I 
INTRODUCTION 
Introduction 
For decades, test developers have been using classical test theory 
to construct tests and interpret test results. Classical test theory is 
based on weak assumptions which are easily met by most test data 
(Hambleton & Swaminathan, 1985). However, classical test theory has 
several shortcomings which decrease its usefulness in the area of test 
development and interpretation of test results. Test statistics such as 
item difficulty and item discrimination are group dependent; the 
observed and true scores are test dependent. Moreover, the assumption 
of equal errors of measurement for all examinees at all ability levels 
is a limitation. For these reasons, a substantial effort has been made 
since 1943 to develop an alternative measurement theory, called item 
response theory (IRT), to overcome the drawbacks of classical test 
theory (Hambleton & Swaminathan, 1985). 
Item response theory assumes that examinee ability can be 
predicted from performance on a test. This means that there is a 
relationship between the observable quantity, the response to a test 
item, and the unobservable quantity, the latent traits or abilities of 
the examinee. Various mathematical models have been developed to 
characterize the relationship between item responses and the latent 
traits or abilities of the examinee. Because of the complexity of the 
models and computational difficulties, progress was slow until 1970. 
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Now, with the availability of sophisticated computer programs, IRT has 
begun to receive wide acceptance (Hambleton & Swaminathan, 1985). 
Assumptions of Item Response Theory 
An item response model specifies a probabilistic relationship 
between observed item responses, the unobservable latent traits or 
abilities 01t 02, 03, . .., ^ °f the examinee, and the parameters which 
characterize the item. The probabilistic relationship is described by a 
mathematical function. Hence, item response theory includes a set of 
strong assumptions about the test data to which the model applies. Only 
if the model fits the data and the assumptions are satisfied can 
inferences be made. 
Item response theory makes a fundamental assumption that all items 
measure a set of k latent traits or abilities. The k latent traits or 
abilities are defined as the k dimensions of the latent space. The 
latent space reflects the abilities of a specified population of 
examinees. Commonly, the simplifying assumption that all items measure 
a single underlying latent trait or ability is made. This is the 
assumption of unidimensionality. This implies that the probability of a 
correct response to a test item is dependent on a single latent trait or 
ability. Hambleton and Swaminathan (1985, pp. 16-17) have pointed out 
that "this assumption can not be strictly met because there are always 
other cognitive, personality, and test-taking factors that impact on 
test performance..." In practice, a unidimensional model utilizes a 
"dominant" factor which has the greatest influence on test scores. 
Other models which assume more than a single trait or ability are called 
multidimensional models. Due to the complexity of multidimensional 
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models, their technical development has been limited. Therefore, this 
study will focus on the unidimensional models. 
An important assumption in IRT is that of local independence. The 
assumption of local independence requires that the examinee's response 
to a test item is statistically independent of the examinee's response 
to other items, when the complete latent space is specified. In other 
words, the probability of a correct response to the test item depends 
only upon the ability or latent trait of the examinee and the 
characteristics of the item and is independent of the performance on any 
other item. For example, if U(, i—1, 2, 3, .... n, represents the 
responses (U,-l if correct, U,-0 if incorrect) of an examinee to a set of 
n test items, and P(U,-1|0) is the probability of a correct response by 
an examinee to item i conditional on 6, then according to the assumption 
of local independence, 
POV-u,, U2“U2, .... U-uJ*) 
- P(U1-u1|*)...P(U-un|*) 
n 
- n p(uru,|0). [i] 
i«l 
The assumption of local independence implies that the probability of the 
response pattern for a set of test items for each examinee is equal to 
the product of the probabilities of the examinee's response to each test 
item. When local independence is obtained, we can assume that the 
latent space is complete; i.e., all the dimensions required have been 
taken into account. In particular, if a single dimension is sufficient, 
then the assumptions of local independence and unidimensionality are 
equivalent. 
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Item Response Models 
Various models can be used to specify the functional relationship 
between the underlying ability, 0, the parameters that characterize an 
item, and the probability of a correct response to item i, P(u,-l|0) 
(commonly written as P,(0)). The function specified is called an item 
response function (IRF) or an item characteristic curve (ICC). A Danish 
mathematician, Rasch (1960), proposed a logistic function for the 
one-parameter model. A variation of this function is given by 
P,(0) - Exp D(*-b,)/[l+Exp D(0-b,) ] , i-1, 2.n. [2] 
An equivalent one parameter model is the one-parameter normal 
ogive given by 
t 0-b, 
P,(«) - | (2ir)'1/2Exp(-Z2/2)dz, i - 1, 2.n. [3] 
-00 
For the one-parameter model, P,(0) represents the probability that 
an examinee with ability 0 answers item i correctly. The parameter b, 
is usually referred to as the index of item difficulty. At the point 
b,-0, the probability of answering item i correctly equals .50. The 
quantity D - 1.7 is used to increase the correspondence between the 
normal ogive and logistic function values. Hambleton and Swaminathan 
(1985, p. 37) have mentioned that "logistic curves have the important 
advantage of being more convenient to work with than normal ogive 
curves." For this reason, logistic functions have been commonly used. 
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The two-parameter normal ogive model is given as follows: 
a,«?-b() 
P,(0) “ | (2»r) -1/2Exp(-Z2/2)dz , 
-00 
i—l,2,...,n. [4] 
The corresponding the two-parameter logistic model is 
P,(0) - Exp[Dal(^-b1)]/[l+Exp(Dal(^-bl)}], 
i - 1, 2.n [5] 
where the parameter b, represents the difficulty of item i and the 
parameter a( is referred to as the index of item discrimination. The 
parameter a, is proportional to the slope of the item characteristic 
curve at the point 6 - b,. 
By adding a third parameter, c|t the two-parameter normal ogive or 
logistic models can be extended to the three-parameter models. 
The three-parameter normal ogive model is given by 
P,(*) - c, + (1 -c.) - 
i - 1, 2, ..., n; 
a|(0-b,) 
(2*r) -1/2Exp( -Z2/2)dz, 
-00 
[6] 
and the logistic model is given by 
P,(0) - c, + (1-c,) Exp{Da( 0-b,) }/[l + Exp{Da,(^-b,)} ] , 
i - 1, 2, . . . , n. [7] 
The parameter c( is the lower asymptote of the item characteristic curve 
for item i. It is often referred to as the pseudo-chance level 
5 
parameter. In other words, the parameter c, represents the probability 
of an examinee with very low ability responding to item i correctly. 
Advantages of Item Response Models 
Once a model that can adequately describe a set of test data is 
chosen, several features of item response models can be used to 
facilitate test construction and test interpretation. The first feature 
of item response models is the invariance of item parameters. This 
means that the item parameters can be estimated independently of the 
distribution of ability levels in the chosen sample. The second feature 
of item response models is the invariance of ability parameters: the 
ability estimates can be calibrated independently of the item 
administered. Consequently, it is possible to compare the ability of 
two examinees even though they may have taken a different set of test 
items. Because of the invariance feature, tests can be tailored to fit 
the ability of a specific population. 
As a result, use of item response models makes test construction 
more efficient and facilitates several applications in the area of test 
development and uses such as item banking, item bias, equating and 
computerized adaptive testing. 
Statement of the Problem 
In testing situations, where a set of items is administered to a 
group of examinees, it is of interest to determine the ability, 6, of an 
examinee and also characteristics such as discrimination, difficulty, 
and pseudo-chance level parameters of each item. Hence, the estimation 
of parameters plays an important role in IRT. 
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By administering a set of items to a large sample of examinees, it 
is possible to estimate the item parameters. If the sample is very 
large, the estimates of the item parameters may be considered as the 
population values. In this manner, a pool of items with known item 
parameters, known as an item bank, can be obtained. Once such an item 
bank is available, items chosen from the bank can be administered to an 
examinee. In this case, only ability parameters must be estimated. 
Several procedures are currently available for the estimation of 
ability with known or unknown item parameters. These include the 
maximum likelihood procedure (Anderson, 1970, 1972, 1973; Birnbaum, 
1948; Bock, 1967, 1972; Bock & Aitkin, 1981; Lord, 1968, 1974; Rasch, 
1980; Wright & Panchapakesan, 1969; Wright & Douglas, 1977; Gustafsson, 
1980), and Bayesian procedure (Birnbaum, 1969; Owen, 1975; Swaminathan & 
Gifford, 1982, 1983, 1984, 1986). Each of these procedures has its 
strengths and weaknesses. The maximum likelihood procedure is the most 
commonly used, yet it requires large numbers of examinees and test items 
to obtain well-behaved estimates. Moreover, maximum likelihood 
estimates do not exist for zero or perfect scores. The Bayesian 
procedure incorporates the available prior information of examinee 
abilities and then produces estimates from the posterior distribution. 
The estimation of ability parameter when item parameters are known 
has implications for Computerized Adaptive Testing (CAT). In the 
application of computerized adaptive testing, the asymptotic standard 
error of the ML ability estimates is used as a criterion to terminate 
testing. However, the properties of maximum likelihood estimates of 
ability hold only when the number of test items becomes large. Under 
this condition, the asymptotic standard error (SE) of the maximum 
7 
likelihood ability estimate may not agree with the empirical SE. Thus, 
it is important to investigate whether the properties of the ML ability 
estimator hold for CAT applications. 
Purpose of The Study 
The most important function of testing is to assign a score to an 
examinee that can accurately reflect the examinee's ability being 
measured by the test. Under classical test theory (CTT), examinee 
ability scores are dependent on the particular set of test items 
administered. On the other hand, under item response theory (IRT), 
examinee ability scores are independent of the set of test items 
administered. With the feature of invariant ability scores, the 
comparison of examinees can be implemented even when they have taken 
different sets of tests. Clearly, the invariance of ability scores is 
preferred and these ability scores can only be obtained through complex 
estimation procedures which may not always produce satisfactory ability 
estimates. 
Obtaining IRT ability scores requires that the item parameter 
values either be known or be estimated with ability simultaneously. In 
the initial application of IRT, both item and ability parameters are 
usually estimated simultaneously; then the item parameters can be stored 
and treated as known values in future administrations of test items. 
The availability of precalibrated item banks enables the construction of 
tests which can be used for particular groups of individuals, as in 
computerized adaptive testing situations. 
Once the item parameters are known, the estimation of the ability 
parameter is relatively straightforward. Currently, there are several 
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estimators for the ability. These are: the Maximum Likelihood (ML) 
estimator (Birnbaum, 1968; Rasch, 1980), the Marginal Maximum Likelihood 
(MM) estimator (Bock, 1969; Bock & Aitkin, 1981), the Bayesian Modal 
(BM) estimator (Swaminathan & Gifford, 1981, 1985, 1986), and the 
Expected A Posteriori (EAP) estimator (Bock & Mislevy, 1982). Both the 
ML and MM ability estimators use the maximum likelihood estimation 
procedures. The ML ability estimator is the mode of the maximum 
likelihood function; and the MM ability estimator is the mean. Both BM 
and EAP are, on the other hand, use Bayesian estimation procedures. BM 
and EAP ability estimators incorporate prior information into the 
estimation procedures. The BM ability estimator corresponds to the mode 
of the posterior distribution while the EAP ability estimator 
corresponds to the mean. 
The primary purpose of this study is to investigate and compare 
the properties of these four estimators of ability when item parameters 
are precalibrated and treated as known values in the three-parameter 
item response models. The secondary purpose of this study is to examine 
the asymptotic properties of the maximum likelihood ability (ML) 
estimator of examinees when item parameters are precalibrated and 
treated as known in the three-parameter item response models. 
This dissertation is presented in the following format: Chapter 
I, Introduction; Chapter II, Estimation of Ability and Item Parameters; 
Chapter III, Methodology; Chapter IV, Results and Discussion; and 
Chapter V, Summary, Delimitations, and Conclusions. 
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CHAPTER II 
ESTIMATION OF ABILITY AND ITEM PARAMETERS 
Introduction 
Two situations are commonly encountered in the estimation of 
ability parameters in item response models: ability estimation with 
known and with unknown item parameters. Several statistical procedures 
are used to estimate ability parameters under two different situations. 
This chapter will discuss the ability estimation under two different 
situations and the literature relating to estimation procedures. 
In a testing situation, item characteristics and examinee 
abilities are unknown quantities. The only observable quantity is the 
examinee responses to a set of test items. Once a chosen model fits the 
data, the item and ability parameters can be estimated from observable 
responses. In this study, the latent space will be assumed to be 
unidimensional, i.e., the test only measures a single ability. There 
are two situations when estimating ability parameters in item response 
models. The first is that the two unknown quantities, item and ability 
parameters, are estimated simultaneously. In the second situation, as 
in computerized adaptive testing, the item parameters are precalibrated 
and placed in an item bank. Thus, the item parameters are treated as 
known parameters and estimation of the ability parameters is required. 
The statistical procedures for estimation of ability parameters under 
both conditions will be discussed below. 
10 
Estimation of Ability Parameter with Known Item Parameters 
The estimation of ability parameters is important in test develop¬ 
ment. For example, in a testing situation, there are two unknown 
quantities to be estimated from the observable responses of the 
examinees: examinee ability and item characteristics. In computerized 
adaptive testing (CAT) an item bank can be constructed, and item 
parameters are calibrated from the precalibration sample and placed in 
the item bank. The precalibrated items, with parameters treated as 
known quantities, are administered to examinees and only the ability 
parameters need to be estimated. The following discussion will present 
the theoretical framework of the likelihood function and Bayesian 
estimation of ability with known item parameters. 
Maximum Likelihood Estimation of Ability Parameters 
With the assumption of unidimensionality, a sample of N examinees 
can be characterized by a single ability parameter, 6j (j —1, 2.N), 
based on the binary responses to n items. The probability of the jth 
examinee with ability 6i giving a response Uj, (binary response, 1 if 
correct, 0 if incorrect) on item i (i-1, 2, ..., n), is denoted as 
P(U,|^). Let Uj - [uJ1f Uj2.UjJ, j-1, 2, .... N, be the joint 
response vector of the examinee j to a set of n items. Hence, the joint 
probability of the response vectors for all examinees U.,, U2, . . . , UN is 
denoted as P(U1t U2, U3, ..., UJi.), where Q_ - [0.,, 02.• The 
assumption of local independence leads to the following development: 
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P(HnI*n) 
P(U1f u2, UJ*) 
- P(Hil*i) P(U2|*2) ... 
N 
- n POJji^) 
j-i 
P(JZi. u2.uj*) 
N n 
- n n PCujj^) 
j-i i-i 
N n uj( 1-Uj, 
— n n Pji Qji 
j-i i-i 
[8] 
[9] 
where Q^-l - PJL 
When the responses are obtained, the joint probability becomes the 
likelihood function, denoted as 
L(U1f Ha, ..., UJ*) 
N n 
- n n l(Uji|^) 
j-i i-i 
N n Uj, 1 - Ujj 
- n DPf Qj( . [10] 
j-1 1-1 
To obtain the maximum likelihood estimate of 0j, the likelihood 
function is maximized to give the estimate of 8j, 8j, which has the 
largest "likelihood" of producing the response vector Uj - (uJ1f uj2, ..., 
ujn) » J “"1» 2, ..., N. 
Instead of working with the likelihood function, it is more 
convenient to work with the natural logarithm of the likelihood 
function: 
12 
[11] 
N n u,, l-u,| 
In LQZJi) - ln(n n P Q ) 
J-l 1-1 
N n 
" 2 s [uj|lnPji + (l"ujl)ln(l-PJi] . 
j-l 1-1 
a 
The maximum value of the parameter 0]t 0- 1, 2, . .., N, is obtained when 
the value of each 0jt j-l, 2.N satisfies the likelihood equation 
n 
dlnL “ 2 (ujrpji) ^pji - 0. [12] 
30j i-1 P fl, 30j 
Since the likelihood equation is nonlinear, a closed form solution for 0 
is not available. Thus, numerical procedures must be employed. One 
commonly used procedure is the Newton-Raphson procedure, whose basic 
principle is that an approximate solution, 0O, to the equation f(0o) - 0 
is found. Then, a more accurate solution is 
*1 - e0 --• [13] 
This procedure is repeated until the difference between 01 and 0O values 
is less than a prescribed value. The Newton-Raphson procedure can be 
applied to the one-, two-, and three-parameter logistic models, where 
f'(0o) is the first derivative of the logarithm of the likelihood 
equation, and f''(0o) is the second derivative of the logarithm of the 
likelihood equation. The first and second derivatives of the logarithm 
likelihood equations for all logistic models are listed in Hambleton and 
Swaminathan (1985, p. 84). 
Properties and Limitations of Maximum Likelihood Estimates 
Maximum likelihood estimates have the following important 
properties (Kendall & Stuart, 1973, pp. 37-38): 
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1. Consistent, asymptotically unbiased. 
2. A function of sufficient statistics when sufficient statistics 
exist. 
3. Efficient and asymptotically have the smallest variances. 
4. Asymptotically normally distributed. 
In all three logistic models, the maximum likelihood estimates are 
consistent. When the number of precalibrated item parameters increases, 
the ability estimates will converge to the true values. In short tests 
some bias exists (Swaminathan & Gifford, 1982, 1983, 1984, 1986). 
In the one-parameter logistic model, the number correct score is a 
sufficient statistic for ability 0. In the two-parameter logistic 
model, the sufficient statistic for 0 is 
n 
C - 2 a,Uj| [14] 
i-1 
which is the sum of item responses weighted by the discrimination 
parameter for each item. There are no sufficient statistics for the 
three-parameter logistic model or for the one-, two-, and three- 
parameter normal ogive models (Lord, 1980, pp. 57-58). The maximum 
likelihood estimates are asymptotically normally distributed with mean 0 
and variance [1(0) j*1 when 1(0) is the information function of 0 as 
expressed in Hambleton and Swaminathan (1985, p. 89): 
n 
1(0) - -E[32lnL/302] - 2 P,'2/*^- [15] 
i-1 
The reciprocal of the information function at fixed ability 0 is the 
a 
asymptotic variance of the maximum likelihood estimate of 0, 0, which 
A 
is denoted as V(0|0) - [1(0)J'1. However, the asymptotic variance 
[1(0) l'1 is dependent on the unknown parameter 0j and, hence, the 
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estimate 9^ of 9j must be substituted and the confidence intervals of 
the maximum likelihood estimates can be established. 
Although the maximum likelihood estimate of 9 possesses several 
useful properties, it has limitations. First of all, the estimates are 
biased. Second, with known item parameters, the asymptotic results will 
be obtained only when the number of test items becomes large. Third, 
the maximum likelihood estimates do not exist for zero or perfect 
scores. Finally, the maximum likelihood function may have several 
maxima in the range -® < $ < ®; and hence, the value at which 
convergence is reached may not be the true maximum. 
The mode of the likelihood function is the maximum likelihood 
estimate. ML is the ability estimate of 9. 
Bavesian Estimation of Ability Parameters 
When prior information on the distribution of abilities of 
examinees is available, a Bayesian procedure can be applied to estimate 
the abilities of examinees. The combination of the prior information 
and the observable responses of examinees will produce a posterior 
distribution. From the posterior distribution, the probabilistic 
statements can be made and the ability parameter can be estimated. 
The applications of Bayes' theorem is to gain the knowledge of the 
posterior distribution of 9. The posterior distribution of 9j is 
obtained as 
P(*j|u) - LCu^pPC^p/PCu) [16] 
where L(u|0j) is the likelihood function, and P(0j) is the prior density 
of 9j. 
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The prior density distribution is specified directly for the 
estimation of ability for the one-, two- and three-parameter models. 
Birnbaum (1969) and Owen (1975) have developed the method of specifying 
priors. The hierarchical model of Swaminathan and Gifford (1982,1984, 
1986) is not applicable here since collateral information about other 
examinees is not used. Either the mode or the mean of the posterior 
density can be taken as the estimate of ability. The procedure for 
determining the mode has been described earlier in the context of 
maximum likelihood estimation. The mean, an Expected A Posterior (EAP) 
estimate (Bock & Mislevy, 1982), is given by 
EAP 
00 
» 
*,P(f»|u) dt, / 
-oo 
00 
P(6j\u)d6i. 
-00 
[17] 
In the event that the prior density is assumed to be uniform, the mean 
is given as 
9 |u 
00 
-00 
L(y| ei)dti / 
00 
L(xi\0l)d9r 
- oo 
[18] 
To differentiate this estimate from the EAP estimate, it will be denoted 
as MM, the mean of the likelihood function. 
Simultaneous Estimation of Ability and Item Parameters 
Since item parameters and ability parameters are unknown, a large 
number of item parameters and ability parameters must be estimated. 
Thus, when N examinees take a test of n items, there are N + n 
parameters to be estimated in the one-parameter model. In the two- 
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parameter model there will be N + 2n estimates, and N + 3n for the 
three-parameter model. Under these conditions, there is indeterminacy 
in the model. 
For example, in the one-parameter model where 
P,(0|b,) - exp D(0 - b,)/[ 1 + exp D(0 - b,) ] , [19] 
if we transform 6 to 6* - 8 + k, and b, to b,* - b, + k, then 
P(0*|b,*) - P(0 |b,) [20] 
leaves the item response function invariant. The indeterminacy can be 
removed by setting the mean of the 0's or the mean of the b, to zero. 
There is indeterminacy in the two- and three-parameter models, too. The 
transformations are more complicated in two- and three-parameter models. 
Details of these transformations are described in Hambleton and 
Swaminathan (1985). 
The number of parameters to be estimated in the item response 
models is large. In item response models when item parameters are 
known, in order to improve the accuracy of the estimates, the number of 
the items is increased. However, when both item and ability parameters 
are unknown, in order to improve the accuracy of item or ability 
estimates the number of items and examinees must be increased, but that 
also introduces more unknown parameters into the models. 
As the number of items and the number of examinees increase, the 
maximum likelihood estimates of item or ability parameters can be 
expected to converge to the true values. Haberman (1975) has shown this 
result in the one-parameter model. Lord (1975b) and Swaminathan and 
Gifford (1982, 1983, 1984, 1986) have presented the empirical results 
for the two- and three-parameter models. 
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The simultaneous estimation of ability and item parameters has 
several estimation procedures currently available. These procedures 
include joint maximum likelihood, conditional maximum likelihood, 
marginal maximum likelihood, and Bayesian procedures. 
Joint Maximum Likelihood Estimation 
In the following illustration, the three-parameter logistic model 
will be used. The likelihood function for the three-parameter logistic 
model is 
L(u| 6 , a,b,c) - L (i^ . . . ,uj£,a,b,c) 
N n 
- n n p“>i o}-u'j, [2i] 
j-i i-i 1 1 
and the logarithm of the likelihood function is 
N n 
lnL(u| 6 ,a,b,cB) - 2 E [u^lnPy 4- (l-u,j)lnQ,j] . [22] 
J-l 1-1 
u is a Nnxl vector which represents the responses of N examinees to a 
test of n items. 0, a, b ,c are the vectors of the ability, difficulty, 
discrimination, and pseudo-chance parameters. P,j is the probability of 
examinee j answering item i correctly, and Qj, is equal to 1 - Pj,. The 
maximum likelihood values of all parameters are the values which can 
jointly maximize the logarithm of the likelihood function. If tk 
denotes an item or ability parameter, the likelihood equation 
3lnL/3tk - 0, k-1,2.3n+N [23] 
must be solved for the item or ability estimate. Since they are non¬ 
linear equations, numerical procedures must be applied. The Newton- 
Raphson procedure is usually used. The Newton-Raphson iteration formula 
is given by 
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[24] *m+1 - $m - [f-(ojy' f(em), 
where f(0) is the function to be maximized, f' is the vector of first 
derivatives, and f'' is the matrix of second derivatives evaluated at 
0m. The table of the formulas of first and second derivatives in item 
response models is listed in Hambleton and Swaminathan (1985, p. 132). 
There are two stages in the Newton-Raphson procedure. In the 
first stage, by setting initial values for a, b, c and treating them as 
known, 6j is estimated. The iterative procedure terminates when the 
difference between 0m+1 and 0m is less than a prescribed value. In the 
second stage, taking the estimates of 6j as known parameters, the item 
parameters of a, b, c are estimated. This two-stage procedure is 
repeated until the procedure converges. The final values of ability and 
item parameters are taken as the maximum likelihood estimates. 
Implementation of this two-stage process can be carried out using LOGIST 
(Wood, Wingersky, & Lord, 1976). 
The theory of joint maximum likelihood estimation is straight¬ 
forward, yet in practice there are several problems. First, as 
mentioned before, there is lack of consistency when the number of items 
and examinees is small (Wright & Douglas, 1977; Swaminathan & Gifford, 
1983). This problem may be solved by increasing the number of items and 
the number of examinees. Second, the likelihood function may have 
several maxima. Therefore, the final values of the estimates may not be 
true maximum values. Third, some of the estimates may fall outside the 
accepted range of values. When this happens, Wood, Wingersky, and Lord 
(1976) suggest imposing limits on the estimates. However, Wright (1986) 
argued that this is an indication of failure of the joint maximum 
likelihood estimation in the two- and three-parameter models. 
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Conditional Maximum Likelihood Estimation 
Anderson (1972, 1973) presented a solution to the estimation of 
the item and ability parameters in the one-parameter model by 
conditioning the likelihood function on the observed score. This is 
possible in the Rasch model because the number right score is a 
sufficient statistic for ability. 
However, the computational procedure Anderson proposed is very 
difficult to implement, because at each iteration symmetric functions 
must be evaluated. Therefore, conditional maximum likelihood estimation 
can only be used for a test of less than 80 items. With a test 
containing more than 80 items, the numerical procedures for computing 
symmetric function may break down, and the conditional maximum 
likelihood estimation may not be feasible (Wainer, Morgan & Gustafsson, 
1980). 
Marginal Maximum Likelihood Estimation 
Conditional maximum likelihood estimation can only apply to the 
one-parameter model, in which sufficient statistics are available for 
the incidental parameters. The two- or three-parameter models do not 
have sufficient statistics for the ability parameter that are not 
functions of the item parameters. 
An alternative is to estimate the item parameters by integrating 
out the ability parameter. Thus, the likelihood function can be 
expressed without any reference to the ability parameters. This is 
called the marginal likelihood function. The marginal estimates are the 
values that maximize the marginal likelihood function. 
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Bock and Lieberman (1970) used this procedure to obtain estimates 
for the two-parameter normal ogive model. Initially, they labeled this 
procedure as unconditional in contrast to conditional estimation. 
Conditional estimation takes ability parameters as unknown yet fixed. 
Anderson and Madson (1977) suggested using the term marginal estimation 
to avoid the confusion with the Rasch model procedure. 
Bock and Lieberman (1970) assumed a normal ability distribution 
with mean zero and unit variance. Using the Newton-Raphson procedure, 
the integration over 6 is carried out and the equations are solved 
iteratively. However, the main problem of the procedure is that the 
likelihood function has to be evaluated for all 2n possible response 
patterns. This restriction forces any application to have a test of 
only 10 to 12 items (Bock & Lieberman, 1970). 
Bock and Aitkin (1981) provide an improved solution to the 
computational problem. The method is a modification of the EM algorithm 
which is developed by Dempster, Laird, and Rubin (1977). This procedure 
does not make any assumption about the distribution of ability and 
instead carries out the integration empirically. 
Bayesian Estimation 
Bayesian procedures for the joint estimation of item and ability 
parameters have been provided by Swaminathan and Gifford (1982, 1983, 
1984, 1986). Using Bayes' theorem, the posterior distribution is 
obtained by combining the likelihood function with the prior 
distribution, i.e., 
posterior « likelihood x prior 
or 
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P(t|U) a L(U|t)P(t). [25] 
where t represents one of the parameter vectors 0, a, b, or c. As soon 
as the response patterns are obtained, the likelihood function is 
evaluated. Once the prior density function is specified, the posterior 
density function can be determined, and probabilistic statements about 
the parameters can be made. 
In the Bayesian estimation procedure, Swaminathan and Gifford 
(1982, 1983, 1984, 1986) employed three stages. To illustrate the 
procedure, the three-parameter model is used, where 
P( 0 | a,b,c) - c, + (1 + c,) {1 + exp [ - Da, (0 - b,)]*1. [26] 
The first stage in the hierarchical Bayesian model is to specify the 
joint density function of the parameters in 0,, a,, b,, c,. Let 
f (0j) , f (a,) , f (b,) , f (c,) be the prior belief about the ability of examinee 
0j(j—1,2,...,N), the item difficulty, the item discrimination and the 
pseudo-chance level parameters (i-1,2,...,n). The joint posterior 
density function of the parameters 0, a, b, c is then 
n N 
f(0 ,a,b,c|U) oc L(U | 0 , a ,b, c) { II f (a,)f (b,)f (c,) } H f(0J)}. [27] 
J-l J-l 
The second stage of the hierarchical Bayesian model is to specify the 
prior distribution for 6]t a,, £>,, and c,. At this stage, the parameters 
are assumed to have a normal distribution. Instead of specifying the 
values of the mean and variance of all parameters, the mean and variance 
of the parameters are taken as unknown. Thus, the prior distribution of 
0j is assumed to be 
^jlM0»00 ~ N(/i0 ,00 ) , [28 ] 
where N(/i,0) is the normal density with mean fi and variance 0 
f (0jI,00) a 0'1/2 exp{ - (0j - nff)2/20ff ). [29] 
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The same procedure applies for item parameters, b,. The prior of b, may 
be taken to be the normal density with mean nb and variance, 6b, i.e. , 
k|l/*b» ^b~ N(/ib, Sb) . [30] 
Finally, prior beliefs about a, and c, need to be specified. Swaminathan 
(1985) suggested that since a, is generally positive, a proper prior 
for a, is the chi-distribution, given by 
f(a,|U|, u>,) a a, exp(-a{2/2a>{) . [31] 
The pseudo-chance level parameter, c,, is between zero and one. Thus, 
the prior distribution for c, is the beta distribution, i.e., 
[32] 
Once the priors for 0j, a,, b(, and c, are specified, the last stage 
is to specify the prior distributions for the parameters, hq, 0#, ub, 
6b, v|t w,, S|, and t,. This last stage is to specify prior beliefs for 
the parameters listed above. The details are given by Swaminathan and 
Gifford (1982, 1983, 1984, 1986) and are not repeated here. 
The joint Bayesian estimation can yield more accurate estimates 
than MLE (Swaminathan & Gifford, 1982, 1983, 1984, 1986). Swaminathan 
and Gifford have shown empirically that the joint Bayesian estimates are 
closer to the true values than the joint maximum likelihood estimates. 
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CHAPTER III 
METHODOLOGY 
Introduction 
The primary purpose of this study is to examine and compare the 
properties of the estimators of ability when item parameters are 
precalibrated and treated as known. The four estimators of ability are: 
(1) the maximum likelihood estimate (ML); (2) the Bayesian Modal (BM) 
estimate; (3) the expected A Posterior (EAP); and (4) mean of the 
likelihood function (abbreviated as "MM" to differentiate from ML, 
above). The relationship of these four estimators to test length and 
ability level will be studied. 
The ability estimates will be studied and compared with respect to 
(1) accuracy: the closeness of the ability estimates to the true 
ability; 
(2) bias: the discrepancy between the mean of the ability 
estimates and the true ability values. 
(3) distribution of the estimates; 
and 
(4) asymptotic normality of MLE. 
Design of The Study 
In order to adequately study the properties of ability estimators, 
it is important to have available the true values of ability parameters. 
Although simulation studies may not adequately represent some real 
situations, they provide controlled conditions under which the 
properties of ability estimators using maximum likelihood and Bayesian 
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procedures can be investigated. Thus, this study were a simulation 
study. Artificial data were generated through use of a FORTRAN program 
called DATAGEN (Hambleton & Rovinelli, 1973). The DATAGEN program 
allows the user to input the item parameters a,, b,, and c, (i-1, 2, ..., 
n) from real tests and to specify the ability parameter 9j (j —1, 2, 3, 
..., N). In order to have fixed item parameters in the three-parameter 
item response models, the values of a,, b,, and c( were obtained from real 
tests. To make sure that all the response patterns were generated with 
fixed item parameters and true ability values, the random number 
generators for a,, b,, and c,, and 6j were fixed during the implementation 
of the DATAGEN program. The item parameter values used in this study 
were taken from the analyses of a high school proficiency exam and an 
aptitude test. Two sets of item parameter values from the three- 
parameter item response models were used in this study. For the 
aptitude data, a common c parameter value of .17 was set for most of the 
items (83 out of 100 test items). The proficiency test data consisted 
of items with various c parameter values. 
Once the item parameters from a test are given and a true ability 
value is specified, the DATAGEN program generates the responses 
according to the probabilistic item response model. Using the fixed 
item parameter values a,, b,, and c, for a particular item, i, and a 
particular examinee, j, the probability, Pj,, of examinee j responding 
correctly to item i is calculated. If the probability is greater than a 
value randomly drawn from a uniform [0, 1] distribution, the examinee is 
scored 1, if not, the examinee is scored 0. 
To study the accuracy of ML, BM, MM, and EAP ability estimators, 
the dataset will be created such that each set has different 
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characteristics. The characteristics which may affect the properties of 
ability estimators are test length and true ability levels. Thus, test 
lengths of 20, 40, 60, 80, and 100 will be chosen for the study. For 
each test length, response patterns are generated for examinees with 
ability values of -2.00, -1.00, 0.00, 1.00, and 2.00. In generating 
response patterns at each ability level, it was first determined whether 
an ML estimate could be obtained. If an ML estimate could not be 
obtained, the response pattern was discarded. This process was 
continued until ML estimates for 200 response patterns were obtained. 
The MM, BM, and EAP ability estimators were then calculated for these 
200 response patterns. These 200 response patterns were, in reality, 
200 replications of the performance of an examinee with a fixed ability. 
The replications were an important aspect of the study because they 
permitted an assessment of the distributional properties of the ability 
estimators. 
In obtaining the BM and EAP ability estimators, a normal 
distribution was used for the prior density. 
Test Length 
Test length is an important factor which may affect the properties 
of the maximum likelihood ability estimator, because the properties of 
the maximum likelihood ability estimator are true only if there is a 
large number of test items. A longer test should produce a more 
accurate ability estimate, i.e., an estimate that is closer to the true 
ability values. From the study conducted by the researcher in 1988, an 
investigation of the accuracy of maximum likelihood ability estimates in 
the logistic three-parameter item response models, the results showed 
26 
that the ability estimates drift out of bound in a short test of 20 
items. Thus, it was of interest to check if test length has the same 
effect on the four ability estimators. Five levels of test length were 
chosen in this study: 20, 40, 60, 80, and 100 items, to represent 
relatively short to relatively long tests. 
Value of True Ability 
When the examinees have a very low or very high true ability 
level, they will obtain very high or very low scores, respectively. 
Scores at both extremes may affect the estimation of ability parameters 
in the logistic item response models, in particular, the maximum 
likelihood (ML) estimator, i.e., estimation may be very poor. The 
estimates may be biased and show large variance. Moreover, the 
asymptotic properties may not hold. The Bayesian procedures may produce 
small variance for the ability estimates because of the available prior 
belief. To examine the effect of true ability values, five values were 
simulated repeatedly; these values ranged from -2.00 to 2.00. Two 
hundred replications were generated for each data set. 
Estimation of Ability Parameters 
Once the simulated response patterns were obtained from the 
DATAGEN program, ability was estimated using the likelihood and Bayesian 
procedures. In this study, there were four estimators of ability for 
each dataset of 200 replications: (1) The Maximum Likelihood estimate 
(ML); (2) Bayesian Modal (BM); (3) the Marginal Maximum likelihood 
estimate (MM); (4) the Expected A Posterior (EAP) of the ability. 
Currently, there are no available computer programs to obtain 
these four ability estimators. Thus, a FORTRAN program created by Dr. 
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H. Jane Rogers specifically for this purpose was used to estimate these 
four ability estimators. 
For the Bayesian estimation, the prior density was specified as a 
normal. The prior density was taken as normal with 60 and standard 
deviation 1 where 
0O - In [r/(N-r)] [33] 
with r denoting the number of correct response. 
A summary of the factors and levels of each that describes each 
set of the simulated data is given in Table 1. 
Table 1. Summary of Factors and Levels 
Factor Level 
True ability value -2 -1 0 1 2 
Test length 20 40 60 80 100 
Ability estimates ML BM MM EAP 
There were 50 sets of 200 simulated response patterns under the 
conditions of five test lengths and five true ability levels in the two 
test data sets. Within each set of 200 repeated response patterns, four 
ability estimators were obtained and studied. 
Data Analysis 
The study comprised investigation of (1) accuracy and bias of the 
ability estimators, (2) normality of the ability estimators, and (3) 
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asymptotic normality of the ML ability estimator. To accomplish the 
purposes of the study, the following steps were carried out for each set 
of 200 ability estimates: 
(1) The ability estimates were compared with the true ability 
values in order to examine the accuracy and bias of 
estimates. Accuracy is the measure of discrepancy between 
the true ability values and estimated values and denoted as 
MSD. Bias is measured as the difference between the mean of 
the estimates and the true values. These statistics are 
given by: 
N 
MSD - 2 
- OVN ; [34] 
J-l 
N 
Bias - 2 (t • 1 fO
 1 (t. - r)2 [35] 
j-l 
N 
Variance - 2 <*] - t.)2/N [36] 
j-l 
where tj is the estimate of the jth replication of each 
data-set; t. is the mean of estimates over the replications; 
and r is the true value of the ability parameter. There is 
an additive relationship among MSD, variance, and bias. MSD 
is equal to the sum of variance and bias. 
(2) It appears that the examinee ability level and test length 
tend to affect the distributional properties of the ability 
estimates. Thus, a study of distributional behavior of the 
four ability estimators was conducted under the conditions 
of five test lengths and five true ability values. The 
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Kolmogorov-Smirnov test was used to test the normality of 
the distribution of the ability estimates. 
(3) The asymptotic normality of the ML ability estimator and the 
extent to which the asymptotic variance corresponds to the 
variance of the ML estimates were examined. The extent of 
the bias and the accuracy of the information function 
evaluated at the ML ability estimates was studied. 
The results of these analyses for each of four ability estimators 
are discussed in Chapters IV and V. 
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CHAPTER IV 
RESULTS AND DISCUSSION 
The purpose of the study was to examine and to compare the 
properties of the four estimators of ability when item parameters were 
precalibrated and treated as known. There were four ability estimators: 
the Maximum Likelihood (ML) estimator, Bayesian Modal (BM) estimator, 
Marginal Maximum Likelihood (MM) estimator and Expected A Posteriori 
(EAP) estimator. 
In order to examine and to compare the properties of the four 
ability estimators, the item parameter values were taken from analyses 
of a high school proficiency examination and an aptitude test. Two data 
sets of the three-parameter test item values were used in the study. 
One data set had a c parameter value of 0.17 for most of the items (83 
out of 100 test items) and is referred to as the aptitude test data set. 
The other model had various c parameter values; this model is the 
proficiency test data set. Once the item parameters were specified, 200 
response patterns were generated under various conditions. These 200 
response patterns were, in fact, 200 replications of the performance of 
an examinee with a fixed ability. The ML, MM, BM, and EAP ability 
estimates were then calculated from these response patterns. 
Before a response pattern was generated, it was first determined 
whether an ML ability estimate could be obtained. If an ML ability 
estimate could not be obtained, the response pattern was discarded. 
This process continued until 200 response patterns were obtained. This 
process only applied to the ML estimation procedure. The reason was 
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that the iterative procedure for obtaining ML estimates does not 
converge when a response pattern is a zero or perfect score. In some 
cases, this occurs when a response pattern is near zero/perfect score. 
Five test lengths were chosen for the study: 20, 40, 60, 80 and 100 
items. The items were randomly selected from each of two original sets 
of 100 item difficulty values in this study. Thus, the test 
characteristics at different test lengths were different and could 
influence the estimation procedures. In the discussion section, the 
distributions of item difficulty values at the five different test 
lengths in each of the test data sets were tabulated and discussed. 
At each test length, response patterns were generated with ability 
values of -2, -1, 0, 1 and 2. Fifty sets of data were generated in 
combinations of five various test lengths and five fixed true ability 
values in both test data sets. 
The results of the analyses of the ML, BM, MM and EAP ability 
estimates over 200 replications are presented and discussed in the 
following formats: 
1. Means of the ML, MM, BM and EAP ability estimates over 200 
replications were calculated for each of fifty data sets. 
2. Accuracy and bias of the ML, MM, BM and EAP ability estimates over 
200 replications were calculated. 
3. Kolmogorov-Smirnov (K-S) tests were conducted to determine whether 
these ability estimates were normally distributed. The test was 
conducted without specifying the values of the mean and standard 
deviation of the distribution of the ability estimates. 
4. The total number of simulated response patterns which were needed 
to obtain 200 converged ML ability estimates were tabulated for all 
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50 data sets. The proportions of discarded, i.e., zero/perfect and 
non-convergence, were tabulated. 
5. A secondary study was conducted to investigate the asymptotic 
normality of the maximum likelihood estimators, and, in particular, 
whether the asymptotic standard error of the ML ability estimates 
(the square root of the reciprocal of the information function 
evaluated at the ML ability estimate) was an accurate measure of 
the standard error of the ability estimate. The study was 
implemented using the value of the information functions evaluated 
at the ML ability estimate instead of the asymptotic standard 
error. To accomplish the secondary purpose of this study, the 
accuracy and bias of the information functions evaluated at the ML 
ability estimates were studied. In addition, the Kolmogorov- 
Smirnov test was carried out to investigate if the ML ability 
estimates over 200 replications were asymptotically normally 
distributed with the mean specified to be the true ability and 
standard deviation to be the reciprocal of the information function 
evaluated at the true ability. 
Distribution of Item Difficulty 
Figures 1 and 2 show the distributions of the item difficulty 
values at five test lengths in two three-parameter item response models. 
The item difficulties for the proficiency test data were almost 
uniformly distributed but with slight positive skew for all test 
lengths. Most items in these five tests set were very easy. For 
example, 22 out of 100 items had difficulty values within the [-3.00,- 
2.51] range. The distributions of item difficulty in the aptitude test 
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data were almost normal with the exception of the distribution for a 
test of 20 items (see Figure 2). The item difficulty values had a 
relatively narrow distribution from -2.00 to 2.00, with a slight 
positive skew. Slightly positively skewed distributions of the item 
difficulty may affect the precision of the ability estimates. 
Mean of the Ability Estimates 
Table 2 shows the means of the ML, BM, MM and EAP ability estimates 
over 200 replications at five true ability values for five test lengths 
in the proficiency test data set. In general, the means of the ability 
estimates were relatively close to the true ability values. In the 
proficiency test data set, the difference between the mean of the 
estimates and true ability under all conditions was small and was within 
the interval [.000, .313]. This was particularly true when the test was 
long (n>60) and/or the true ability value was within the [-1.00, 1.00] 
range in the proficiency test data set. When a test was short (n-20), 
all four ability estimation procedures produced estimates which were 
further from the true ability in the proficiency test data set. 
If a test was long (n>40), the mean of the ML ability estimates was 
slightly closer to the true ability value than the mean of BM, MM or EAP 
ability estimators in the proficiency test data set. 
Table 3 presents the means of the ML, BM, MM and EAP ability 
estimates over 200 replications at five ability values for five test 
lengths in the aptitude test data set. In general, the ability 
estimates for the aptitude test data behaved slightly differently from 
the ability estimates in the proficiency test data. In the aptitude 
test data, the difference between the mean of the estimates and true 
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ability under all conditions was large ranging from .002 to 1.026, 
especially when a test was short (n<40) and the true ability values were 
extreme. 
The means of the four ability estimators in the aptitude test data 
were similar to one another. It appears that the four estimators behave 
similarly, at least with the aptitude test data. 
Accuracy 
Accuracy is indicated by the discrepancy between the true value and 
the estimate. As defined earlier, accuracy is the mean of the squared 
differences (MSD) between the estimate and the true value. Large values 
of MSD indicate less accurate estimation. 
In Table 4, the accuracy of the ML, BM, MM and EAP ability 
estimates in the proficiency test data are relatively small, ranging 
from .036 to .837. However, with a middle ability level [-1.00, 1.00] 
and a long test (n>40), the accuracy of all estimators improved (values 
ranged from .036 to .098). Figures 4 through 7 show these results 
graphically. On the other hand, when a test consisted of 20 items, the 
MSD statistics of these four ability estimators were relatively large. 
In other words, for the proficiency data, the accuracy of these ability 
estimators deteriorated when the test was short. 
In general, no one of the ability estimators was significantly more 
accurate than the others. 
As shown in Table 5, the accuracy statistics at five test lengths 
in the aptitude test data set were within the range .035 to 2.298. This 
was relatively large in comparison with the accuracy statistics of the 
ability estimators in the proficiency test data set. 
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All four ability estimation procedures were more noticeably 
affected by test length and true ability in the aptitude test data than 
in the proficiency test data. When a test was short and true ability 
values were at the extreme ends of the ability continuum, the MSD for 
all four ability estimators in the aptitude test data set were 
especially large. 
As can be seen from the five scatterplots that indicate the 
relationship between accuracy and true ability in the aptitude test data 
set, (see Figures 8 to 12), the MM ability estimator was the least 
accurate. The ML, BM and EAP estimation procedures provided most 
accurate ability estimates for a test length greater than 40 and 
examinee ability levels within the range [-1.00, 1.00] in both test data 
sets. When the test was short (n<40) and the examinee was at a lower or 
higher ability level (0--2 or 2), the accuracy of all ability estimators 
deteriorated slightly in both test data sets. In particular, the MM 
ability estimator behaved inconsistently in the aptitude test data set 
regardless of test length or true ability level. 
The accuracy of the ML, BM, MM and EAP ability estimates seemed not 
to be noticeably affected by the distributions of item difficulty. 
Bias 
As defined earlier, bias measures the discrepancy between the mean 
of the ability estimates (over 200 replications) and the true ability 
value. Tables 6 and 7 show the bias in the four ability estimators 
under the combination of various test lengths and true ability levels in 
both test data sets. Figures 13 to 22 present the scatterplots of the 
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relationship between bias and the true ability at the five test lengths 
in both test data sets. 
In Table 6, it appears that these four ability estimators were 
relatively unbiased under various conditions in the proficiency test 
data. Although when a test was short (n<40) the degree of bias for all 
four ability estimators increased, the bias statistics were minute, 
within the range [.0000, .1142]. 
Figures 13 to 17 present scatterplots for the relationship between 
bias and true ability at five test lengths in the proficiency test data. 
The means of the ML and MM ability estimators seemed to be closer to the 
true ability values than the BM and EAP ability estimators. The bias of 
the ML and MM ability estimators was consistently less than the bias of 
the BM and EAP ability estimators at test lengths of 40, 60, 80 and 100. 
While the Bayesian estimates are generally more biased than the ML 
estimates, there may be another reason for this consistent pattern; the 
procedure of generating response patterns may have had a positive effect 
on the ML estimation procedure. As mentioned in the previous chapter, 
generated response patterns were evaluated first to determine whether an 
ML ability estimate could be obtained. If an ML ability estimate could 
not be obtained, the response pattern was discarded. This was because 
the ML estimation procedure could not handle zero or perfect score, or 
an aberrant response pattern. As a result of this step, the ML ability 
estimator might appear to be a better estimator than it really is. 
The bias statistics for the aptitude data are given in Table 7. 
Figures 18 to 22 show the relationship between bias and true ability. 
An examination of Table 7 and the scatterplots indicates that the four 
estimators behave in the same manner as with the proficiency data. In 
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general, the MM estimator showed the most bias and the ML estimator the 
least bias. 
The results for both test data sets indicate that all of the ML, 
BM, MM and EAP estimation procedures can potentially provide unbiased 
ability estimates under all conditions. However, they are affected 
slightly by test length and true ability in both test data sets; for 
example, these four ability estimators behave poorly when a test is 
relatively short and true ability values are at either both end of the 
ability continuum. Also, as previously mentioned, the behavior of these 
four ability estimators might be influenced by the distributions of item 
difficulty at different test lengths in both test data sets. Also, this 
may be related to the selection of response patterns in the study. 
Because of this selection procedure, the results appear to favor the ML 
ability estimator. 
Distributional Properties 
Results of the Kolmogorov-Smirnov normality tests of the ML, BM, MM 
and EAP ability estimates over the 200 replications are presented in 
Tables 8 and 9 for the proficiency and aptitude data, respectively. 
As can be seen, the ML, BM, MM and EAP ability estimates were 
normally distributed when the examinees had a middle ability level 
[-1, 1] and a test was long (n>40) in the proficiency test data set. 
There appears to have been a distinct effect for the proficiency test 
data set due to the factors of true ability value level and test length. 
In a test of 80 items in the proficiency test data, only the BM ability 
estimator was not normally distributed (see Table 8). On the other 
hand, in a test of 40 items and true ability level of -2, all four 
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ability estimators were not normally distributed. When the test was 
short, the ability estimators in the proficiency test data set were not 
normally distributed at the ends of the ability continuum (see Table 8). 
Table 9 shows the results of the Kolmogorov-Smirnov normality tests 
for the distributions of the ML, BM, MM and EAP ability estimators in 
the aptitude test data. As can be seen, the ML, BM, MM and EAP ability 
estimates in the aptitude test data set were, in general, normally 
distributed. However, at true ability level 1 and 2, and tests length 
20, the Kolmogorov-Smirnov normality tests were significant, indicating 
that the estimators were not normally distributed. At all other ability 
levels and test lengths, the estimators were normally distributed. 
From the results of Tables 8 and 9, the ML, BM, MM and EAP ability 
estimators appear to be normally distributed when a test was long 
(n>40). Only for very short tests and extreme ability levels were the 
estimators not normally distributed. 
Validity of the Asymptotic Standard Error of the ML Ability 
Estimator 
The purpose of this section of the study was to investigate whether 
the asymptotic standard error of the ML ability (the square root of the 
reciprocal of the information function at the ML ability estimate) is a 
true measure of the standard error of the ML ability estimate. The 
investigation was conducted using the information function instead of 
the asymptotic standard error. This study had two phases: (1) a 
comparison of the theoretical and empirical standard error of the 
maximum likelihood estimates, and (2) the Kolmogorov-Smirnov tests of 
asymptotic normality of the ML ability estimates specifying the mean to 
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be the true ability and the standard deviation to be the square root of 
the reciprocal of the information function evaluated at the true 
ability. 
Before discussing the results of the validity of the asymptotic 
standard error of the ML ability estimates, it must noted that a 
response pattern was discarded if an ML ability estimate could not be 
obtained. This means that zero, perfect or non-convergent response 
patterns were discarded. In a sense, this study artificially selected 
"better response patterns" for the ML ability estimation and, thus, the 
results of this study may be in favor of the ML ability estimator. 
Table 10 gives the total response patterns generated to obtain 200 
converged ML ability estimates. Because of this additional selection 
procedure, the study showed some unexpected and conflicting results. As 
can be seen in Table 10, most discarded response patterns were non- 
convergent, having either near perfect or zero scores. This implies 
that the ML ability estimation procedure failed with either zero/perfect 
scores or with aberrant response patterns. Because of this, the 
following results have to be interpreted with caution. 
A Comparison of the Theoretical and Empirical Standard Error of the 
Maximum Likelihood Estimates 
The purpose of this comparison was to determine whether the 
variance of the ML ability estimate is a true indicator of the sampling 
variance of the ML ability estimate. 
In Table 11, the results show that the means of the reciprocals of 
the information functions were relatively similar to the mean of the 
sampling variance of the ML ability estimates under all conditions in 
both test data sets. This implies that the asymptotic standard error is 
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a reliable measure of standard error of the ML ability estimates. There 
were no noticeable effects due to ability level and test length on the 
means of asymptotic variance and observed variance in both test data 
sets. 
There is one interesting result of the difference between the 
proficiency test data and the aptitude test data. When true ability was 
at 1 or 0, the statistics in the proficiency test data set were similar 
to the statistics in the aptitude test data set. However, when true 
ability was at 2, -1, or -2, the ML estimator behaved better in the 
proficiency test data than in the aptitude test data set. It thus 
appears that the distribution of the ML estimator is affected by the 
type of test. This result needs further investigation. 
The Kolmogorov-Smirnov Tests 
Table 12 shows the Kolmogorov-Smirnov tests of the asymptotic 
normality of the distributions of the ML ability estimates in both test 
data. The results again show that the distributions of the ML ability 
estimates were asymptotically normal in both test data sets. However, 
when the true ability was at 2, the normal ML ability estimates did not 
obtain (see Table 12) in both data sets. It seems that the normality of 
the ML ability estimates is affected by true ability level rather than 
by test length. 
Summary 
The results of the validity study of the asymptotic standard error 
of the ML ability estimates show that the asymptotic standard error of 
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the ML ability estimates is, in general, a valid measure of standard 
error of the ML ability estimate. 
However, the factors of true ability level and test length showed 
an inconsistent effect on the behavior of the asymptotic standard error 
of the ML ability estimates. As explained previously, this inconsistent 
result may be because of artificially selecting "good" response patterns 
for the ML ability estimation procedure. Had this simulation study been 
conducted without selecting a response pattern based on whether a ML 
estimate can be obtained, the results of the study might have been very 
different. In reality, a response pattern represents a real person, and 
it cannot be discarded simply when a ML ability estimate can not be 
obtained. Therefore, the results of this study should be interpreted 
carefully. Also, further research is needed to compare the results of 
this study and the results of the study without imposing constraints on 
the response patterns. 
42 
CHAPTER V 
CONCLUSIONS AND DELIMITATIONS 
Conclusions 
Obtaining IRT ability scores requires that the item parameter 
values either be known or be estimated with ability simultaneously. In 
the initial application of IRT, both item and ability parameters are 
usually estimated simultaneously; then the item parameters can be stored 
and treated as known values in future administrations of the test items. 
The availability of precalibrated item banks enables the construction of 
tests which can be used for particular groups of individuals, as in 
computerized adaptive testing situations. 
Once the item parameters are known, the estimation of the ability 
parameter is relatively straightforward. Currently, there are several 
estimators for ability. These are the Maximum Likelihood (ML) estimator 
(Birnbaum, 1968; Rasch, 1980), the Marginal Maximum Likelihood (MM) 
estimator (Bock, 1969; Bock & Aitkin, 1981), the Bayesian Modal (BM) 
estimator (Swaminathan & Gifford, 1981, 1985, 1986), and the Expected A 
Posteriori (EAP) estimator (Bock & Mislevy, 1982). Both the ML and MM 
ability estimators use maximum likelihood estimation procedures. The ML 
ability estimator is the mode of the maximum likelihood function; and 
the MM ability estimator is the mean. Both BM and EAP estimates, on the 
other hand, use Bayesian estimation procedures. BM and EAP ability 
estimators incorporate prior information into the estimation procedure. 
The BM ability estimator corresponds to the mode of the 
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posterior distribution and the EAP ability estimator corresponds to the 
mean. 
The purpose of this study was to investigate and compare the 
properties of these four estimators of ability in the three-parameter 
item response models when item parameters were precalibrated and treated 
as known values. To accomplish this, the following properties of the 
estimators of ability were examined: 
1) The nature and degree of accuracy and bias of these four ability 
estimators were investigated under the conditions of various test 
lengths and true ability values. 
2) The distribution of the four ability estimators was examined at 
five test lengths and five true ability values. 
3) A secondary purpose was to examine if the expected properties of 
the ML ability estimates obtained. In the application of 
computerized adaptive testing, the asymptotic standard error (the 
square root of the reciprocal of the information function 
evaluated at the ML ability estimate) of the ML ability estimate 
is used as a criteria to terminate testing. Thus, it is important 
to know whether the asymptotic standard error is a true measure of 
estimated error. Thus, this study compared the theoretical and 
empirical standard error of the maximum likelihood 
estimates and tested the asymptotic normality of the ML ability 
estimates. 
In order to investigate and compare the ML, BM, MM and EAP 
estimators of ability in the three-parameter item response models, a 
simulation study was carried out. To study the effects of test length 
and true ability on the extent to which the distributional properties of 
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these estimators hold, data was generated for five different test 
lengths: 20, 40, 60, 80 and 100 items. For each test length, simulated 
response patterns were generated with true ability values of -2, -1, 0, 
1, and 2. Each dataset contained 200 response patterns for each ability 
level. The item parameters used to generate the data were parameter 
values taken from analyses of a high school proficiency test and an 
aptitude test. Thus, two sets of item parameter values were used in 
this simulated study. In one set, most of the items had a common c 
parameter, fixed at .17, and the other had various c guessing values for 
all items. The items of test lengths 20, 40, 60 and 80 were randomly 
chosen from these two sets of item values mentioned above. Thus, the 
distributions of item difficulty at each of five test lengths in both 
test data sets were different from each other. Various distributions of 
item difficulty became an additional factor which might influence the 
behavior of the four ability estimators in this study. 
In generating response patterns, it was first determined whether a 
ML ability estimate could be obtained. If a ML ability estimates could 
not be obtained, the response pattern was discarded. This process 
continued until ML ability estimates for 200 response patterns were 
obtained. The BM, MM and EAP ability estimates were then calculated for 
these 200 response patterns. These 200 response patterns, in reality, 
were 200 replications of the performance of an examinee with fixed true 
ability value. The replication allowed us to study the distributional 
properties of the estimators of ability. To obtain the BM and EAP 
ability estimates, the prior distribution was set as a normal 
distribution. 
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Results of the accuracy study showed that the ML, BM and EAP 
ability estimates in both test data sets appear to be equally accurate 
when a test is larger than 40 items and/or the examinee has a middle 
ability level [-1,1]. The relative accuracy of the ML, BM and EAP 
ability estimators is noticeably affected by the factors of test length 
and true ability level. The MM ability estimator behaves inconsistently 
regardless of test length and/or true ability level, particularly in the 
aptitude test data set. 
The results of the bias study showed that the ML, BM, MM and EAP 
ability estimators can produce equally unbiased estimates in both test 
data sets. The factors of true ability level and test length do not 
significantly influence the degree of bias in these four ability 
estimators. On the other hand, the distribution of item difficulty and 
the selection procedure for generated response pattern, seem to affect 
the bias of the four ability estimators. 
The results of the Kolmogorov-Smirnov normality tests without 
distribution specification showed that most of the ML, BM, MM and EAP 
ability estimates are, in general, normally distributed. However, in 
both test data sets, none of the ML, BM, MM and EAP ability estimates 
are normally distributed when the true ability is at both ends (0=-2 and 
2) and test length is 20. 
A secondary study was conducted to determine whether the 
asymptotic standard error of the ML ability estimates (the square root 
of the reciprocal of the information function evaluated at the ML 
ability estimate) is a true measure of standard error of the ML ability 
estimate. Rather than dealing with the standard error, the study was 
carried out in terms of the information function. A comparison of the 
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theoretical and empirical standard error of the maximum likelihood 
estimates was made to determine whether the asymptotic variance (the 
reciprocal of the information function evaluated at the ML ability 
estimate) of the ML ability estimates is truly an indicator of the 
sampling variance of the ML ability estimates. The Kolmogorov-Smirnov 
tests of the asymptotic normality of the ML ability estimates were 
conducted by specifying the mean to be the true ability value and the 
standard deviation to be the square root of the reciprocal of the 
information function evaluated at the true ability value. 
The results of the secondary study indicated that the empirical 
variance agrees with the theoretical variance. As test length 
increased, the expected normality property was observed for ability 
levels in the range [-1, 1], At extreme ability values, however, this 
result did not hold. In this study, the ability levels used did not 
match the difficulty levels, and this resulted in the test being too 
easy for the examinees. This in turn may have affected the estimation 
of the ability parameter, and resulted in the ML estimators not having 
the expected properties at all ability levels. 
Directions for Further Research 
This simulation study was conducted with every effort to make the 
simulated data resemble real data. For instance, the values of the item 
parameters used in this study were obtained from real tests to ensure 
the simulated data was as realistic as possible. However, the 
simulation study may not be completely realistic. 
Another limitation of this study is that not all factors were 
manipulated in the study. In this study, the only two factors that were 
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controlled and investigated were test length and true ability level. 
There are additional factors which need to be manipulated, such as the 
type of item response model, distribution of item difficulty, and the 
prior distributions selected for Bayesian procedure. In this study, the 
prior distribution for Bayesian estimation of ability was taken as 
normal distribution with mean n - log r/(N-r), where N is the number of 
items and r is the number correct score, and standard deviation equal to 
one. Other forms of the prior density for the Bayesian estimation 
procedures were not chosen. 
The conclusions drawn in this study were based on the acquisition 
of 200 response patterns for which the ML ability estimates could be 
obtained. It was found that the maximum likelihood estimation 
procedures provided the most accurate ability estimates of the four 
estimators of ability. 
Because a response pattern was discarded if the ML ability 
estimate could not be obtained, it is important to determine if the 
alternative estimation procedures can consistently provide an ability 
estimate when the ML ability estimates could not be obtained. Thus, a 
similar study without selecting "good" response patterns for the ML 
estimation procedure is needed. 
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APPENDIX 
TABLES 2-12 AND FIGURES 1-22 
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Table 2 
Mean of the ML, BM, MM and EAP Ability Estimates at Five True Ability 
Values for Five Test Lengths in the Proficiency Test Data Set 
-2.00 -1.00 0.00 1.00 2.00 
TL-100 
ML -1.994 
- .977 .007 1.013 1.994 
BM -1.918 - .928 .042 1.047 2.032 
MM -2.011 - .991 .007 1.006 2.005 
EAP -1.931 - .940 .043 1.041 2.044 
TL-80 
ML -1.997 - .969 .039 .999 1.986 
BM 
-1.882 - .911 .081 1.039 2.041* 
MM -2.004 - .985 .037 .991 1.997 
EAP 
-1.900 - .924 .080 1.031 2.041 
TL-60 
ML -1.974 
-1.000 .028 1.031 1.877 
BM -1.851 - .919 .088 1.094 1.958 
MM -2.006 -1.020 .025 1.022 1.899 
EAP 
-1.870 - .935 .087 1.087 1.980 
TL-40 
ML -1.964 -1.043 .058 1.063 1.936 
BM -1.781 - .922 .132 1.141 2.025 
MM -2.034 -1.080 .048 1.052 1.951 
EAP -1.808 - .950 .129 1.132 2.046 
TL-20 
ML -2.023* -1.941 - .008 1.165 1.989 
BM -1.687* - .744 .089 1.239 2.053 
MM -2.298 -1.027 - .073 1.207 2.070 
EAP -1.704 - .794 .057 1.270 2.080 
* Extreme estimates were replaced with a fixed value -5.00 or 5.00 
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Table 3 
Mean of the ML, BM, MM and EAP Ability Estimates at Five True Ability 
Values for Five Test Lengths in the Aptitude Test Data Set 
-2.00 -1.00 0.00 1.00 2.00 
TL-100 
ML -2.079 -1.022 - .009 1.028 2.096 
BM -1.868 - .983 .008 1.051 2.157 
MM -2.512 -1.074 - .016 1.042 2.172 
EAP -1.968 -1.022 .002 1.064 2.212 
TL-80 
ML -2.144 - .992 .019 1.045 2.127 
BM -2.869 - .947 .039 1.078 2.221 
MM -2.751 -1.062 .012 1.065 2.237 
EAP -1.985 - .993 .034 1.097 2.290 
TL-60 
ML -2.047* -1.022 .021 1.024 2.101 
BM -1.765 - .963 .045 1.064 2.225 
MM -2.776 -1.154 .011 1.050 2.245 
EAP -1.889 -1.024 .038 1.087 2.307 
TL-40 
ML -2.037* -1.039 - .002 1.064 2.046 
BM -1.646 - .938 .027 1.106 2.138 
MM -3.026 -1.399 - .033 1.096 2.211 
EAP -1.784 -1.034 .006 1.132 2.222 
TL-20 
ML -1.982 -1.036 038 1.130 1.807 
BM -1.520 - .848 133 1.335 2.104 
MM -2.953 -1.552 - . 006 1.327 2.249 
EAP -1.648 - .941 125 1.419 2.220 
* Extreme estimates were replaced with a fixed value -5.00 or 5.00 
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Table 4 
Accuracy of the ML, BM, 
Ability Values for Five 
MM and EAP Ability 
Test Lengths in the 
Estimates at 
Proficiency 
Five True 
Test Data Set 
-2.00 -1.00 0.00 1.00 2.00 
TL-100 
ML .054 .044 .036 .058 .060 
BM .057 .047 .038 .059 .072 
MM .057 .044 .038 .055 .075 
EAP .056 .045 .039 .056 .084 
TL-80 
ML .060 .051 .048 .062 .053 
BM .067 .054 .054 .063 .103* 
MM .064 .051 .050 .059 .065 
EAP .065 .053 .055 .060 .071 
TL-60 
ML .068 .071 .054 .089 .090 
BM .083 .072 .061 .098 .090 
MM .078 .072 .056 .088 .117 
EAP .080 .070 .063 .097 .106 
TL-40 
ML .124 .108 .088 .161 .103 
BM .155 .099 .103 .178 .116 
MM .164 .111 .095 .153 .139 
EAP .147 .093 .108 .171 .148 
TL-20 
ML .395* .217 .180 .325 .272 
BM .387* .227 .160 .349 .252 
MM .837 .204 .223 .373 .381 
EAP .327 .197 .197 .374 .264 
* Extreme estimates were replaced with a fixed value -5.00 or 5.00 
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Table 5 
Accuracy of the ML, BM, MM and EAP Ability Estimates at Five True 
Ability Values for Five Test Lengths in the Aptitude Test Data Set 
-2.00 -1.00 0.00 1.00 2.00 
TL-100 
ML .327 .056 .036 .047 .195 
BM .142 .050 .035 .051 .228 
MM .997 .071 .037 .050 .266 
EAP .144 .056 .037 .054 .266 
TL-80 
ML .440 .083 .049 .070 .248 
BM .161 .075 .050 .079 .320 
MM 1.527 .118 .052 .077 .378 
EAP .163 .082 .052 .086 .382 
TL-60 
ML .617* .105 .056 .080 .247 
BM .194 .087 .058 .090 .355 
MM 1.635 .240 .060 .091 .410 
EAP .169 .101 .061 .100 .427 
TL-40 
ML .824* .188 .082 .130 .230 
BM .312 .124 .081 .147 .281 
MM 2.298 .765 .099 .155 .408 
EAP .247 .141 .091 .166 .342 
TL-20 
ML .743 .365 .202 .360 .304 
BM .490 .229 .229 .572 .353 
MM 2.170 1.234 .309 .718 .640 
EAP .402 .244 .265 .682 .403 
* Extreme estimates were replaced with a fixed value -5.00 or 5.00 
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Table 6 
Bias of the ML, BM, MM and EAP Ability Estimates at Five True Ability 
Values for Five Test Lengths in the Proficiency Test Data Set 
-2.00 -1.00 0.00 1.00 2.00 
TL-100 
ML .0001 .0005 .0000 .0002 .0000 
BM .0067 .0052 .0017 .0022 .0010 
MM .0001 .0001 .0000 .0000 .0000 
EAP .0048 .0036 .0018 .0017 .0019 
TL=80 
ML .0005 .0010 .0015 .0000 .0002 
BM .0140 .0079 .0065 .0015 .0017* 
MM .0000 .0002 .0014 .0001 .0000 
EAP .0099 .0057 .0065 .0010 .0017 
TL-60 
ML .0007 .0000 .0008 .0010 .0150 
BM .0612 .0065 .0077 .0088 .0018 
MM .0776 .0004 .0006 .0005 .0102 
EAP .0630 .0042 .0076 .0075 .0004 
TL-40 
ML .0013 .0018 .0033 .0039 .0041 
BM .0478 .0061 .0174 .0199 .0006 
MM .0012 .0065 .0023 .0027 .0024 
EAP .0368 .0025 .0167 .0175 .0021 
TL-20 
ML .0005* .0035 .0001 .0271 .0001 
BM .0980* .0657 .0079 .0573 .0028 
MM .0892 .0007 .0054 .0430 .0049 
EAP .0878 .0424 .0033 .0731 .0065 
* Extreme estimates were replaced with a fixed value -5.00 or 5.00 
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Table 7 
Bias of the ML, BM, MM and EAP Ability Estimates at Five True Ability 
Values for Five Test Lengths in the Aptitude Test Data Set 
-2.00 -1.00 0.00 1.00 2.00 
TL-100 
ML .0063 .0005 .0001 .0008 .0092 
BM .0173 .0003 .0001 .0026 .0246 
MM .2620 .0054 .0003 .0017 .0296 
EAP .0010 .0005 .0000 .0040 .0451 
TL-80 
ML .0208 .0001 .0003 .0020 .0162 
BM .0172 .0028 .0015 .0061 .0489 
MM .5634 .0038 .0001 .0042 .0559 
EAP .0002 .0001 .0012 .0094 .0843 
TL-60 
ML .0031 .0005 .0004 .0006 .0102 
BM .0553 .0014 .0021 .0041 .0508 
MM .6028 .0236 .0001 .0025 .0598 
EAP .0124 .0006 .0014 .0076 .0940 
TL-40 
ML .0015 .0015 .0000 .0041 .0021 
BM .1252 .0038 .0007 .0113 .0191 
MM 1.0520 .1595 .0011 .0092 .0446 
EAP .0468 .0011 .0000 .0173 .0494 
TL-20 
ML .0003 .0013 .0014 .0169 .0373 
BM .2303 .0231 .0176 .1121 .0105 
MM .9083 .3049 .0000 .1068 .0620 
EAP .1237 .0035 .0155 .1752 .0485 
* Extreme estimates were replaced with a fixed value - 5 .00 or 5.00 
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Table 8 
Kolmogorov-Smirnov Z Scores for Testing the Normality of the 
Distributions of the ML, BM, MM and EAP Ability Estimates in 
the Proficiency Test Data Set 
-2.00 -1.00 0.00 1.00 2.00 
TL—100 
ML .728 .350 .853 .737 .739 
BM .641 .387 .887 .667 .938 
MM .709 .348 .824 .708 .873 
EAP .660 .433 .882 .710 .984 
TL-80 
ML .751 .609 .788 .600 .901 
BM .579 .578 .659 .580 1.962* 
MM .822 .655 .713 .587 .951 
EAP .649 .610 .685 .549 .921 
TL-60 
ML .783 .574 .505 .962 1.186 
BM .891 .544 .433 .883 1.200 
MM .807 .506 .435 .906 1.317 
EAP .848 .600 .510 .870 1.172 
TL-40 
ML .478 .437 .939 .630 1.607* 
BM .626 .645 .970 .651 1.852* 
MM .540 .716 .882 .632 1.743* 
EAP .667 .559 .915 .754 1.862* 
TL-20 
ML 1.272 .599 .796 1.578* 1.802* 
BM .813 .850 .772 1.367 1.552 
MM 1.509 .720 .836 1.323 2.655* 
EAP .658 1.042 .645 1.163 1.753* 
* indicates p<0.01 
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Table 9 
Kolmogorov-Smirnov Z Scores for Testing the Normality of the 
Distributions 
the Aptitude 
of the ML, BM, MM and 
Test Data Set 
EAP Ability Estimates in 
-2.00 -1.00 0.00 1.00 2.00 
TL-100 
ML 1.656* 1.007 .528 .713 1.018 
BM .737 .938 .523 .764 1.035 
MM 1.567 1.071 .533 .726 1.183 
EAP .702 .927 .538 .779 1.009 
TL-80 
ML 1.635* .879 1.033 .742 1.105 
BM .880 .824 1.049 .674 1.186 
MM 1.367 1.107 1.034 .746 1.252 
EAP .912 .864 1.024 .716 1.181 
TL-60 
ML 1.716* 1.122 .439 .575 1.173 
BM .877 .946 .421 .639 1.170 
MM 1.361 1.650* .482 .609 1.189 
EAP .847 .926 .437 .659 1.186 
TL-40 
ML 1.425 1.076 .426 .869 .998 
BM .573 .829 .469 1.033 1.025 
MM 1.409 1.938* .572 .973 1.333 
EAP .704 .883 .471 1.071 .972 
TL-20 
ML 1.411 1.382 .563 1.597* 1.972* 
BM .621 .594 .718 1.732* 3.162* 
MM 1.035 1.344 .767 2.004* 1.785* 
EAP .644 .710 .655 1.613* 3.203* 
* indicates p<0.01 
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Table 10 
Number of Response Patterns Needed to Generate 200 Converged Maximum 
Likelihood Values in the Proficiency and Aptitude Test Data Sets 
Proficiency Aptitude 
True 
Ability n total 
zero/ 
perfect 
non¬ 
convergence 
zero/ 
total perfect 
non- 
convergence 
2.00 100 213 0 13 200 0 0 
80 218 0 18 200 0 0 
60 335 7 128 201 0 1 
40 247 9 38 206 0 6 
20 211 11 0 311 105 6 
1.00 100 200 0 0 200 0 0 
80 200 0 0 201 0 1 
60 208 0 8 200 0 0 
40 200 0 0 201 0 1 
20 205 1 4 213 5 8 
0.00 100 200 0 0 201 0 1 
80 201 0 1 203 0 3 
60 212 0 12 211 0 11 
40 203 0 3 205 0 5 
20 201 0 1 209 0 9 
-1.00 100 205 0 5 203 0 3 
80 202 0 2 212 0 12 
60 230 0 30 218 0 18 
40 207 0 7 223 0 23 
20 200 0 0 226 0 26 
-2.00 100 225 0 25 218 0 18 
80 219 0 19 240 0 40 
60 259 0 59 304 0 104 
40 236 0 36 280 0 80 
20 200 0 0 276 0 76 
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Table 11 
Mean of the Reciprocals of the Information Functions Evaluated at 200 ML 
Ability Estimates and the Observed Variance of 200 ML Ability Estimates 
True 
Ability n 
Proficiency 
[k«)]-x Var 
Aptitude 
[i(o i"1 Var 
2.00 100 .058 .060 .147 .186 
80 .066 .053 .202 .231 
60 .100 .075 .254 .237 
40 .133 .099 .305 .228 
20 .394 .272 .738 .267 
1.00 100 .053 .058 .050 .046 
80 .063 .062 .065 .068 
60 .081 .088 .080 .080 
40 .123 .157 .121 .126 
20 .243 .298 .380 .343 
0.00 100 .037 .036 .037 .036 
80 .046 .047 .043 .049 
60 .059 .053 .055 .056 
40 .084 .085 .090 .082 
20 .158 .180 .173 .200 
-1.00 100 .039 .044 .066 .056 
80 .048 .050 .078 .083 
60 .063 .071 .110 .104 
40 .101 .107 .227 .187 
20 .231 .214 .437 .364 
-2.00 100 .046 .053 .429 .321 
80 .061 .059 .621 .422 
60 .077 .068 .902* .612* 
40 .125 .123 3.498* .851* 
20 .286* .388* 1.703 .364 
* Extreme ML estimates were replaced with a fixed value -5.00 or 
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Table 12 
Kolmogorov-Smirnov Z Scores for Testing the Asymptotic Normality of the 
Distributions of the ML Ability Estimates in the Proficiency and 
Aptitude Test Data Sets 
True 
Ability n 
Proficiency 
s. d. z 
Aptitude 
s. d. z 
2.00 100 .23 .612 .34 1.685* 
80 .25 1.356 .38 1.566 
60 .31 3.358* .44 1.169 
40 .34 2.683* .45 .712 
20 .65 2.487* .88 3.642* 
1.00 100 .23 .605 .22 1.104 
80 .25 .579 .24 1.003 
60 .28 .682 .27 .638 
40 .35 1.084 .33 1.355 
20 .43 2.521* .50 1.595* 
0.00 100 .19 .662 .19 .621 
80 .21 1.300 .20 1.099 
60 .42 1.101 .23 .832 
40 .28 1.079 .29 .457 
20 .38 .704 .39 1.025 
-1.00 100 .20 .977 .25 1.080 
80 .22 .962 .27 1.040 
60 .25 .555 .31 .711 
40 .32 1.151 .42 1.000 
20 .50 1.234 .51 .969 
-2.00 100 .21 .563 .44 .815 
80 .24 1.287 .49 1.293 
60 .27 1.169 .57 1.047 
40 .35 .969 .76 .995 
20 .50 .563 .94 1.574* 
* indicates p< .01. 
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