In the context of competitive facility location problems demand points often have to be aggregated due to computational intractability. However, usually this spatial aggregation biases the value of the objective function and the optimality of the solution cannot be guaranteed for the original model.
Introduction
In their recent survey on aggregation errors in location models, Francis, Lowe Rayco and Tamir [6] argue that aggregation often decreases data collection cost, modeling cost, computing cost, confidentiality concerns and data statistical uncertainty. And most of the aggregation studies have focused on evaluating the errors incurred when solving location models to optimality using aggregated demand data instead of the unaggregated data, and to develop methods for aggregation aimed at reducing this error.
For competitive location models to yield trustworthy results the spatial distribution of demand should be as detailed as possible. Ultimately every possible consumer represents a source of demand. Such precise data is nowadays quite readily available, at least for the static part of demand, e.g. by online phone directories including address information which, in combination with GIS, yield very exact positions. As an example see the Palm-Beach Country data [5] . Inclusion of such detailed demand information leads to very large scale models, since every single demand point corresponds to a term in the objective function, and/or one or more variables and constraints.
The models considered in this paper are discrete and of deterministic covering type (see Plastria [11] for a survey), and our aim is to solve them to optimality, which may easily become infeasible for the demand data sizes we are thinking of. Therefore aggregation of demand is necessary. However, we would like to be able to aggregate without any loss of optimality, in other words we want aggregation errors to be totally absent. In view of the existing literature one might expect such an aim to be vain, but we will show that for the popular covering approach to competitive location modeling, this may be achieved, even in quite realistic situations.
Our fortune is that in practice the number of potential facility sites is usually very much smaller than the number of demand points. This means that many demand points will have the same relative ranking of the potential sites, and may be considered as having exactly the same spatial behaviour, whatever the locational choices made. Aggregation of such demand points will therefore always lead to exactly the same evaluation of market shares, and optimization of the thus aggregated model will yield the same optimal solution as the unaggregated model.
In what follows we detail this approach for two particular covering-type location models in a spatial competition environment: the single stage maximal market share model, and the von Stackelberg maximal market share model. For each model we obtain an aggregation rule, which may be used as soon as the data are available, as a kind of preprocessing of the full model, which often reduces it to a better manageable size. This is demonstrated by the results obtained through a number of real-world data examples, solved using off the shelf software.
2 The maximal market share model
Model statement
We consider an open market with demands di > 0 at several known locations i ∈ I. These will be called the customers. Decision maker L ('Locator' or 'Leader') has a given budget B to spend on opening facilities in order to serve part of this market. Facilities may be opened at any potential site s ∈ S at fixed costs fs.
A number of operators c ∈ C are already present in the market, against which L will have to compete to gain its market share. We assume that the goods or services considered are essential: each customer i ∈ I either prefers a single facility within the market, and chooses to patronise it by obtaining there its full demand, or does not find a facility to its tastes and its demand remains unfulfilled. Also, this choice behaviour may be fully predicted: for each customer i ∈ I we may determine which operator ci it prefers within C, and which sites within S would be preferred to this ci in case L would decide to locate one of its facilities at that site; finally in case this facility is acceptable it will be patronised. This defines the patronising sets Si ⊂ S (i ∈ I).
Several spatial customer behaviour models are available in the literature, as explained in e.g. [11, 3] . The simplest rule is of course the nearness rule, already postulated by Hotelling [7] .
What is important for our purposes in this paper is that the patronising sets Si may be determined in advance by an initial processing of the data, and the maximal market share model is fully determined by these sets as follows. Consider the following location and capturing variables :
• Ls (s ∈ S) answering the question 'Does L open a facility at s ?'
• xi (i ∈ I) answering the question 'is consumer i captured by L ?' and solve the following Integer Linear Program (ILP)
variables Ls ∈ {0, 1} (s ∈ S) (4)
The first set of constraints (2) are the covering constraints expressing that when L does not open any facility at none of the sites in the patronising set Si, then customer i is not captured by L (see Plastria [12] ). What happens in case some site in Si is chosen is not explicitly stated by these constraints. The right-hand side of the i-th covering constraint is then at least 1, and this is the only constraint in which xi appears, thus xi will be allowed to take any value between 0 and 1, and since di > 0 the maximisation process will push xi to 1.
The second constraint (3) is the budget constraint. This model has a same mathematical structure as the maximal covering problem, introduced by Church and ReVelle [1] with subtle differences. A first difference is found in the way the sets Si are obtained: for Church and ReVelle these are the potential sites close enough to i. Another difference is that in (5) we allow the capturing variables xi to be continuous and bounded between 0 and 1, despite their interpretation which seems to call for a binary nature. This is contrary to the classical formulation with binary xi [1] which has been used in most subsequent literature.
This last observation is important in practice, since the presence of too many binary variables may prohibit the use of commercial software due to built-in limitations. Also, when a branch and bound process is used to solve the covering problem to optimality, which is usually the case, it avoids possible branchings on xi variables, which would be totally ineffective. Unexpectedly, in our experience such branchings may happen when standard ILP software is used, and will then lead to a considerable increase in calculation times. Therefore any reduction in the number of binary variables, as obtained here, may allow to increase the problem size without reaching the limits of tractability.
It is usually also considered to be useless to enforce more directly the effect obtained here by the optimisation process itself: make sure that as soon as one site s ∈ Si has been opened, that demand i is then indeed captured. This might be obtained by adding the constraints
which push xi to 1 as soon as Ls = 1. It is not clear (and it was not tested), if this feature is effective in accelerating calculations: the number of additional constraints is P i∈I |Si|, which is usually quite considerable. However, as argumented in [12] , for other objectives which do not have the same effect as discussed above, e.g. a minimising objective or one with some negative objective coefficients, adding these constraints is necessary to ensure correct behaviour of the auxiliary variables xi.
Preprocessing
The maxcovering formulation consists of |S| binary variables, |I| continuous variables bounded to [0, 1] and |I| + 1 constraints. As argued in the introduction, when applying this model formulation in real cases, the set of potential customers I may be very large. When applying the model formulation as such one will therefore obtain very large models, which might become intractable, or, when still tractable, on which algorithms perform poorly. It is therefore worthwhile to see if some preprocessing may allow to reduce the model.
Variable dropping
A first and quite evident preprocessing is that all initial demand points i for which Si is empty may be removed from the model, together with its corresponding variable and covering constraint. Such demand cannot be captured by L and is therefore irrelevant to the maximisation of market share. One might consider that such variables should not appear, but, when the model is automatically generated from real data, this situation happens frequently, particularly in the competitive location context used here: the construction of each covering set Si requires some calculations comparing competitor's distances to potential facility sites. Fortunately, any decent ILP modelling tool ought to observe this automatically, since the corresponding covering constraint (2) for such a customer i reduces to xi ≤ 0, and hence, together with (5) effectively fixes xi = 0. As will be seen in the experimental results it turns out that the general preprocessing built into AMPL is able to handle this reduction automatically.
Variable substitution
A second possible preprocessing concerns those demand points i for which Si is a singleton {s}. In this case capture of i depends solely on L opening site s. In the model the corresponding covering constraint (2) reduces to xi ≤ Ls. Observing that the only other constraint in which xi appears is the bounding given by (5), it is easy to see that when Ls = 0 we will also have xi = 0, whereas Ls = 1 will result, by optimization in xi = 1. In other words we always have xi = Ls at any optimal solution, and therefore we may fully dispense using xi, drop the i-th covering constraint, and replace xi by Ls in the objective. We did not include this preprocessing step into our codes, but left this "job" to the automatic preprocessing facilities built into the software that was used (see 2.4.2 for some details). It seems that AMPL's preprocessing is not powerful enough to catch this, but apparently the solver CPLEX's Presolve feature does something resembling it.
Demand aggregation
A third and quite different model reduction opportunity happens when we have Si = Sj for two different customers i = j ∈ I. In this case the two corresponding covering constraints (2) bound both variables xi and xj by the same expression, and, being the only constraints on these variables, optimisation of the objective will always lead to equal values: in any optimal solution we will have xi = xj. Therefore we may replace these two customers by a single one, with demand di + dj, and obtain a fully equivalent ILP.
A full application of this simple principle yields the following aggregation rule, which may be applied without any loss of optimality: Aggregate together all customers with the same patronising sets.
Evidently, such aggregation will only lead to an appreciable reduction when there are many customers but relatively few different patronising sets. In the situation commonly arising in practice, when there are very many more customers than potential sites, this phenomenon is bound to happen, and the aggregation will be effective.
We expected that the automatic model preprocessing steps built into state-of-the-art ILP software would take care of such a simple rule without user intervention, but to our surprise this turned out not to be the case, as illustrated by the computational results in the next subsection. Although removal of constraints which are redundant because of an exact match with another constraint may be considered as standard, it seems that recognition of equivalence between different variables has not yet been considered as a useful preprocessing step. Our results indicate the contrary.
Implementation of the aggregation process
The following implementation was used, aimed at freeing the computer memory as much as possible.
• An empty list H of demand clusters is initialised.
Each cluster h will consist of a subset I h ⊂ I of the customers belonging to cluster h, the demand d h aggregated in h, and the patronising set S h ⊂ S common to all i ∈ I h (i.e. S h = Si for all i ∈ I h ).
• Then each customer i ∈ I is treated separately as follows in turn.
-Construct the patronising set Si.
-Check for each h ∈ H if Si = S h . * If yes, add i to I h and di to d h and stop checking the list H. * If no, move to the next h * If the end of the list H is reached, add a new cluster h to H with I h = {i} and d h = di. -Delete the set Si.
The end result is a list H hopefully much smaller than I, which may be used in the formulation instead of I.
Note that all customers with empty patronising set will automatically have been clustered together into a single cluster h0 ∈ H, which is the only one with S h 0 = ∅. Therefore the first preprocessing step proposed above would simply drop cluster h0 from the aggregated model.
Customers with singleton patronising sets will be clustered into several separate clusters corresponding to each of the occurring singleton patronised site. Hence the second preprocessing step proposed in previous section will still be of interest in the aggregated problem, be it probably in a less effective way: the reduction in number of continuous variables x h will be at most |S|.
A case study

Experimental set-up
We applied the discussed method in a real-life context for a hypothetical problem of locating a new hypermarket chain in Belgium. Belgium is divided into statistical sectors or neighbourhoods. These are the smallest administrative units for which data are publicly available. We stress that these data are already aggregated information, i.e. these statistical sectors are not individual demand points, but privacy regulations would prevent us from using data on individual demand points, if these were available.
Therefore the set I consists of these 19 781 statistical sectors, each of which is taken to be a demand point or potential 'customer'. The population living in the statistical sector i ∈ I is used as a proxy for the demand di. The total population count for Belgium is 10 296 001 (according to the data of the latest 2001 census).
The new chain will have to compete with the hypermarkets already existing in the market. The 'Handelsatlas van Belgie' [10] indicates the hypermarkets with a floor area above 2500m
2 . These 69 locations are the competitor sites c ∈ C.
Leader decides to consider as potential sites only sufficiently large population concentrations, and sets the lower limit to cities in excess of 15 000 individuals. Additionally it is not advisable to allow two hypermarkets of the size considered here to be present in a same administrative unit at the communal level. This results in 145 potential sites remaining for L, none of which already hosts a competitor. As this is an exploratory analysis, we opted to choose a single potential site within each of these cities, selecting the statistical neighbourhood containing the city centre. Fixed costs are assumed to be constant, setting all fs = 1, and B to the number of facilities to open.
Shopping at hypermarkets is almost exclusively done by private car, hence distances are to be measured along the existing road network, and what counts to customers is the travel time. Any customer is assumed to patronise customarily the closest hypermarket, but only when within a maximal travel time range. Travel times (in seconds) were kindly made available to us, calculated beforehand between all customer and the facility sites along the road network, taking into account all local speed limits and a small crossing penalty at each intermediate vertex. Three time ranges were considered: 600, 750 and 960 sec.
Although the ultimate aim was to consider the full-sized problem for the whole of Belgium, we first also considered a medium sized subset: the central former province of Brabant (nowadays further subdivided into the region of Brussels and the two provinces "Vlaams Brabant" and "Brabant wallon"). In that subset there are 3337 statistical sectors, with a total population/demand of 2 349 020.
Workflow
The workflow we used in our experiments, and which may be considered as fairly standard, was as follows.
1. First all basic data are prepared in several datafiles. These consist of the full set of original customer sites with their demand, the potential facility sites, the existing competitor sites and distance data between all these sites.
2. Then a modelgenerator is used to read all data and set up the model. In our experiments we used AMPL [4] (Version 20021031). This step involves first the calculation of all sets Si. For the unaggregated model the variables and constraints of the formulation can then immediately be generated. The aggregated model calls for the additional aggregation process, yielding the clusters and their demand, on which the variables and constraints of the aggregated formulation are based.
3. Next AMPL's preprocess feature is invoked by default yielding a first reduced formulation.
4. This latter is passed on to a solver software. In our experiments the solver was CPLEX [9, 8] , called using the default settings. These include another preprocessing step´Presolve', yielding a second reduced formulation, about which some statistics related to size may be obtained.
5. CPLEX then solves this second reduced formulation by Branch and Bound, using its extensive built-in ILP features.
6. The results are all returned to AMPL who finishes the run by generating and printing all requested information about the found optimal solution.
All runs were done on an Intel Xeon CPU, 3.4GHz, with 2GB RAM, running Windows XP Professional SP2.
Medium scale: Brabant
In this medium scaled problem we have 3337 potential customers. There are 17 communes already hosting a hypermarket in Brabant. This leaves 35 communes with a population count larger than 15 000, and these form our set of potential sites S.
The basic case that we elaborate on uses the time range of 960 seconds (16 minutes) and allows the Leader to open three facilities (B = 3). Afterwards we present a summary of the results for all three ranges considered and also for budgets between 2 and 4.
The set generation (step 2.) for the basic case took around 1 second with the original data, and almost the same time for the aggregated model. This means that the aggregation process gave no overhead.
We obtain a unaggregated problem with 35 binary variables, 3337 bounded continuous variables and 3338 constraints. The AMPL preprocessing (step 3.) deletes 1395 variables and as many constraints. These are exactly the variables and constraints dropped by the variable dropping process described in section 2.2.1. Thus the first reduced formulation has 1977 variables, 35 of which are binary, and 1943 constraints. The MIP Presolve phase of CPLEX (step 4.) then deletes another 1070 columns (variables) and as many rows (constraints) from the problem. This was checked to be more than the reduction that would be obtained by the variable substitution process of section 2.2.2. It is unclear what additional kind of preprocessing was performed here. The formulation was thus reduced to 907 variables (including 35 binaries), and 873 constraints.
Demand aggregation yielded 129 clusters, including the single cluster with empty patronizing set. We could omit this from the model, but for graphical analysis reasons it is interesting to keep this information. The cluster is deleted by the AMPL preprocessing anyway (which does nothing else). Out of the resulting model with 163 variables, including 35 binary location variables, CPLEX Presolve deleted another 33 rows and columns. Thus the final aggregated model that went into the ILP solution phase (step 5.) consisted of 130 variables, 35 of which are binary, and 96 constraints.
The unaggregated model was solved in 0.39 seconds, and needed a single branch-andbound node and a total of 871 MIP simplex iterations. Solving the aggregated model took 0.078 seconds to come up with a solution, after 91 MIP simplex iterations and no B&B nodes. The optimal solution found (with both formulations) indicates that the Leader may cover up to 486 203 units of demand with three facilities.
The results for this problem instance are representative for the other instances. In table 1 we summarize the preprocessing and solving statistics for each of the three considered time ranges. In this table (0) indicates the original data-size while (1) always concerns the original unaggregated model and (2) the model after aggregation. The first group of rows detail the number of customers, the second (single row) group the number of possible sites, a number which remains constant throughout all different formulations. The third group of rows gives the continuous variables remaining after the CPLEX presolve step. The three next groups of rows give statistics about the total solution process as reported by CPLEX: the number of branch and bound nodes, the number of MIP iterations and solution time (sec). In the final row one finds the optimal value of the objective.
Large scale: Belgium
The same problems were also solved for Belgium, with results presented in table 2. In this much larger size the discrepancy between the unaggregated problem and the aggregated instance is more pronounced, as was to be expected. The reduction factor in problem size has grown to 80%-90%. Table 3 gives the total time (in seconds) taken by the whole solution process for varying time scales and varying budgets. One sees that there is no difference when budgets increase, although in principle the branch and bound process should take longer. The very small differences that were observed in the final CPLEX solution times were only a fraction of a second. On the one hand this indicates that these covering problems remain very "easy" to solve. But on the other hand the bulk of the processing time is taken up by AMPL's set-up tasks, and this is the same for all budgets. Observe the reduction to one half of these times for setting up the aggregated model, as compared to the unaggregated one. This is a counter intuitive result: the aggregation task being additional, one would normally expect this to take additional time. But in unaggregated form much more memory is being used (thanks to our memory saving implementation explained in section 2.3), and it seems that this is the culprit.
We have experienced that the more data is being held in memory the slower AMPL starts to work.
Leader-Follower sequential model
We now consider that decision maker L needs to take into account the fact that an important competitor F is also making plans to open a single new facility in the region, but strategically waits for L to decide first on the location of her facilities, before choosing a site for its own.
L then faces the following von Stackelberg problem: how to locate her facilities so as to maximise her market share after the later entry of F 's competing facility, knowing that F will also take a market share maximising decision. For evident reasons L is called the Leader, and F is called the Follower (although in private the authors tend to think of Lieselot and F rank, which explains the gender used).
This type of bilevel optimisation problems are extremely hard to solve in general, because each objective function evaluation involves determining the Follower's decision, requiring to solve another optimisation problem. Although this type of models has been advocated since many decades, development of solution methods has only recently started in earnest, see e.g. the recent survey [2] .
Recently the authors [13] introduced an all-in-one ILP formulation for the Leader-Follower problem above under similar customer choice models as in the market share model in previous section. This formulation is based on several new patronising sets, those for the Follower, and those for the Leader, conditional upon the Follower's later choice.
The Leader may open facilities at any site s ∈ S, while the Follower has the choice among sites t ∈ T . As before for any customer i, the patronizing set Si contains all the sites within S that would be patronized by customer i in case L would locate a facility there, and prior to F 's market entry. Similarly, Ti is the set of Follower sites that would capture i in absence of L's facilities. And finally, for any Follower site t ∈ Ti, Sit denotes all Leader sites customer i would prefer to a Follower facility at t.
The sets Si, Ti and Sit fully describe the rules of the competition game between the pre-existing competitors in the market, the Leader and the Follower. The formulation below of the von Stackelberg model is built up in detail in [13] and will not be explained again here. It makes use of the following location and allocation variables for Leader and Follower respectively, as well as conditional capturing variables for the Leader • yit (i ∈ I, t ∈ Ti Sit = ∅) answering the question 'Assuming that F locates at t ∈ T , would i then be captured by F ?'
The problem may then be written as
variables
Observe that, as shown in detail in [13] , and similarly to the maximal market share model, all (conditional) capturing variables x L i , x F i and yit may be relaxed to being nonnegative continuous, even if their meaning seems to call for a binary nature. Thanks to the many additional constraints it is not even necessary to include the upper bound of 1, contrary to the maxcover model where this is mandatory.
Preprocessing
Variable dropping
First we may observe that customers i with empty Si cannot simply be dropped anymore, since their presence might still influence Follower's best choice. Variable dropping is now only allowed for every i for which both Si and Ti are empty.
Variable substitution
Some form of variable substition is also possible, and was explained in [13] .
When F locates at t ∈ Ti, and |Sit| = 1, in other words Sit = {s} for some s ∈ S, then either L locates at s and i will be captured by L, or not, and i will be captured by F . In other words, in this particular case the variables yit and Ls are exactly complementary: yit = 1 − Ls which allows to dispense of the use of such yit, and simply replace them everywhere needed by 1 − Ls.
Demand aggregation
The aggregation step we introduced for the market share maximisation model can also be used in this much more complicated setting, after adapting it to the new setting.
Aggregation may be done without loss of optimality between any two customers i, j ∈ I as soon as all their patronising sets are exactly the same, i.e. when simultaneously Si = Sj, Ti = Tj, and Sit = Sjt for all t ∈ T . Indeed, in this case all constraints involving x L i , x j and yjt, after replacement of all variables in the first set by their corresponding variables in the second set. Therefore corresponding variables involving i and j will always have the same optimal value, meaning that aggregating these customers will lead to the same optimal solution(s).
Remark Another aggregation might also apply in the Follower sites, but will probably often be totally inoperative. For any two Follower potential sites t, t ∈ T which belong to exactly the same sets Si and for which one has Sit = S it for all i, define exactly the same constraints, while their corresponding variables Ft and yit are interchangeable. Therefore these sites are equivalent and may be reduced to a single one. This study being focused on demand point aggregation, this aggregation rule was not implemented. 
Implementation
The aggregation process may be done in the same way as for the maxcover problem detailed in section 2.3, with an apparently small modification: now many patronising sets exist for each customer and these must all be checked to be the same before deciding that aggregation is possible. This makes the process not only computationally heavier, but also calls for much more memory. The new pseudocode we used follows.
• An empty list H of clusters is initialised. Each cluster h will consist of a subset I h ⊂ I of the customers belonging to cluster h, the demand d h aggregated in h, the patronising sets S h ⊂ S, T h ⊂ T , and the conditional patronising sets S ht , common to all i ∈ I h
-Construct the patronising sets Si, Ti and Sit.
-Check for each h ∈ H if Si = S h , Ti = T h and Sit = S ht for all t ∈ T h . * If yes, add i to I h and di to d h and stop checking the list H. * If no, move to the next h * If the end of the list H is reached, add a new cluster h to H with the same patronising sets as i and d h = di. -Delete the sets Si, Ti and all Sit.
We started with a less sophisticated implementation in AMPL in which all sets Si, Ti and Sit were generated in advance, before moving to the clustering process. For unknown reasons, probably related to the much higher memory use, this led to unacceptably high computational times.
Case study
We have used the same data as for the maxcover case study. The Follower has the same set of potential sites as the Leader. The sets Ti are constructed like the sets Si, using the same time range. For both players, Leader and Follower, customers show novelty-oriented behaviour: they prefer a new player s ∈ S, t ∈ T over the existing competitor c ∈ C in case of equidistance. For each t ∈ T the set Sit is generated, also taking into account noveltyorientation of the customers. A customer i ∈ I prefers patronising a Follower t ∈ T when Leader s ∈ S is located at the same distance. This rule appears in the strict inequality used in the construction Sit = {s ∈ Si :
In our results in [13] we found that it is not necessary to explicitly exclude colocation for Leader and Follower, as long as the market is large enough for both players. The Follower does not tend to locate on top of a location chosen by the Leader. Table 4 summarises the statistics for the problem and solving procedure for the medium size case of Brabant, while Table 5 gives the same for the large scale case of Belgium, in which the results are of course much more clear cut.
Observe that there are now a lot more more continuous variables than customers even after the variable dropping performed by AMPL's preprocessing. These are the remaining x L i , x F i and yit variables. The number of these latter grows with increasing time ranges, since more conditional patronising sets Sit will be non-empty. The aggregation process is still able to make an important reduction in these continuous variables, although the aggregation rule is now much more demanding.
CPLEX's Presolve reduces this number further, approximately by one-half, presumably applying (implicitly) the variable substitution rule. Remarkably the resulting final formulations for Belgium turn out to be easily solved, virtually without branching, whereas the smaller sized Brabant cases turn out to be much harder. This is probably due to the quite high population concentrations within Brabant, comparatively to the whole of the country of Belgium.
Against expectation the aggregated problems often asked more branching than the unaggregated ones. The gain is rather to be seen in the total number of MIP iterations during the solution process, amplified by the much smaller size of the problem to be solved. This results in a systematic and quite important improvement in solution times.
In table 6 one finds the total processing times for solving the von Stackelberg model for varying times scales and varying budgets. The counter intuitive effects observed in the maxcover case have disappeared, mainly because of the much more complex structure of the model. As expected solution times tend to increase with budget as well as with time scale. The time needed by AMPL for set-up remains by far the most important part of the total processing. The gains obtained by aggregation remain important, and grow with the time scale.
Conclusion
We have described a number of ways to obtain a reduction of covering type models by preprocessing. The two simplest ones are handled automatically by state-of-the-art software, but the third is not. This is a form of demand point aggregation without any loss of optimality. It leads to important reduction in the size of the models, particularly when many more demand points are present as compared to possible facility sites, as frequently happens in practice, and the customer's willingness to travel is relatively low. This was demonstrated on two real-world based cases.
We may conclude that the aggregation process proposed here has an important influence on problem size and lead to improved solution times. In our view the size reduction obtained is the most important advantage. This should allow to tackle much larger problem instances than were previously solvable.
