Image segmentation is an important component in image processing, pattern recognition and computer vision. Many segmentation algorithms have been proposed. However, segmentation methods for both noisy and noise-free images have not been studied in much detail.
Introduction
Image segmentation is a critical and essential process and is one of the most difficult tasks in computer vision, image processing and pattern recognition, which determines the quality of the final analysis and plays an important role in a variety of applications such as robot vision, object recognition, medical imaging, etc.
Segmentation separates objects from the background. Reference 1 considered image segmentation as a bridge between a low-level vision subsystem (such as noise reduction, edge extraction), and a high-level vision subsystem (such as object recognition and scene interpretation};' After segmentation, the input image is mapped into a description of the regions with some features for high-level vision tasks.
Gray image segmentation approaches are based on either discontinuity and/or homogeneity. The approaches based on discontinuity tend to partition an image by detecting isolated points, lines and edges according to the abrupt changes of the gray levels. The approaches based on homogeneity include thresholding, clustering, region growing, and region splitting and merging.
-
Image segmentation is a process dividing an image into different regions such that each region is, but the union of any two adjacent regions is not homogeneous; i.e. it is a partition of image I into non-overlapping regions 8 i :
1 Fuzzy theory has been applied to image segmentation, which retains more information than that of the hard segmentation methods. 2 ,3 Fuzzy c-means (FCM)4,5 is a fuzzy clustering method allowing a piece of data to belong to two or more clusters, which is frequently used in computer vision, pattern recognition and image processing. The fuzzy c-means algorithm obtains segmentation results by using fuzzy classification." , For classical set, the indeterminancy of each element in the set could not be evaluated and described. Fuzzy see has been applied to handle uncertainty. The traditional fuzzy set uses a real number MA(X) E [0,1] to represent the membership of the set A defined on universe X. If MA (x) itself is uncertain, it is hard to be defined by a crisp value/' In some applications such as expert system, belief system and infor-. mation fusion, we should consider not only the truth membership, but also the falsity membership and the indeterminacy of the two memberships. It is hard for classical fuzzy set to solve such problems/'
Neutrosophy is a new branch of philosophy, and studies the origin, nature, and scope of neutralities," It considers proposition, theory, event, concept, or entity, (A) is in relation with its opposite (Anti-A) and the neutrality (Neut-A) which is neither (A) nor (Anti-A). Neutrosophy is the basis of neutrosophic logic, neutrosophic probability, neutrosophic set, and neutrosophic statistics."
Neutrosophy provides a powerful tool to deal with the indeterminacy. The indeterminacy is quantified and the memberships of three subsets ((A), (Anti-A) and (Neut-A)) are defined in different domains. For example, when reviewers are invited to review a paper, they need to rank the paper (using I-l) and indicate how well (using lV) they understand the related field. have different effects on the decision of the paper. This kind of problems can be solved better by using neutrosophic set.
In neutrosophic set, a set A is described by three subsets: (A), (Neut-A) and (Anti-A) are interpreted as truth, indeterminacy and falsity subsets. Reference 11 proposed a thresholding algorithm based on neutrosophic set,l1 which could select the thresholds for images, even noisy images, automatically and effectively. Reference 12 applied the neutrosophic set and defined some concepts and operators for image denoising.i''
Reference 10 combined neutrosophic set with J(-means clustering method for image segmentation.i'' The image is transformed into neutrosophic set (NS) domain and described using three membership sets, T, F and I. The entropy in NS domain is defined and employed to evaluate the indeterminacy. Two operations were proposed to reduce the set indeterminacy. The operations are performed iteratively until the entropy unchanged. Finally, the image was segmented using the J(-means clustering method. The method could perform better on both the clean and noisy images. However, it would fail if the entropy is still changing, and it could cause edges and boundaries blur. Moreover, J(-means cluster would perform poorly when some pixels did not completely belong to just one cluster, such as the edge pixels.
In order to overcome the drawback of the method.i" we propose a novel image segmentation approach based on neutrosophic theory and a modified fuzzy c-means algorithm, the a-fuzzy c-means algorithm. The image is transformed into NS domain and an a-mean operation is proposed and employed iteratively to reduce the indeterminacy of the image. In a-fuzzy c-means clustering method, the membership value is redefined and updated according to the indeterminacy value. Finally, the iterative process is terminated and the image is segmented based on the clustering result. The experiments on artificial images with the noise of different level's and real images demonstrate that the proposed approach can perform segmentation well.
The paper is organized as follows. In Sec. 2, the proposed method is described. The experiments and comparisons are discussed in Sec. 3. Finally, the conclusions are given in Sec. 4.
Proposed Method

Neutrosophic set
Neutrosophic set and its properties are discussed briefly.9 Let U be a universe of discourse, and a neutrosophic set A is included in U. An 
Neutrosophic image
Let U be a universe of the discourse, and W <;;: U which is composed by the bright pixels. A neutrosophic image P NS is characterized by three membership sets T, I and F.
A pixel P in the image is described as P(t, i, f) and belongs to W in the following way: it is t% true, i% indeterminate, and f% false as a bright pixel, where t varies in T, i varies in I, and f varies in F.
and F(i,.1) are the membership values belonging to the white set, indeterminate set and non-white set, respectively, which are defined as: 
The a-mean operation for P NS , PNS(ct), is defined as: where b T ( i, j) is the absolute value of the difference between the mean intensity T(i,j) and its mean value T (i,j) after the o-mean operation.
Image segmentation based on improved fuzzy c-means
Among clustering methods, the fuzzy c-means algorithm is widely used. 13 ,14 It IS important to define an objective function for a clustering analysis method.
Improved fuzzy c-means algorithrn
The improved fuzzy c-means algorithm (IFCM) is designed for a neutrosophic image and the membership and convergence criterion are defined. Considering the effect ofindetenninacy, we composed the two sets, T and L, into a new value for clustering.
The new partition matrix, objective function and membership are defined for a neutrosophic set as:
The mean value of membership matrix QNS' is defined in neutrosophic domain as:
If the membership remains unchanged, the IFCM is converged and the iterative procedure will be terminated. The entire IFCM is composed of the following steps:
(1) Initialize the partition matrix !I~1; (2) Calculate the center vectors c~1 with !I~1 at step k;
Otherwise return to step (2).
2.4,2, [mage segmentation based on [FClV!
Based on IFCM, a novel image segmentation algorithm is proposed. First, the image is transformed into the neutrosophic domain. Second, the indeterminacy of the neutrosophic set P NS is decreased using the a-mean operation on subset T until the membership value in IFCM becomes unchanged. Finally, the image is segmented based on the IFCM clustering result. The entire proposed segmentation method can be described as follows:
(1) Let the input image be 1m, set t = 1 and Im(t) = 1m; The flowchart of the proposed segmentation algorithm is shown in Fig. 1 .
Experiments and Discussions
We have applied the proposed approach to a variety of linages and compared its performance with that of some existing methods.
Performance evaluation
Reference 15 proposed a modified fuzzy c-rneans segmentation algorithm (MFCM),15 in which fuzzy clustering functions were based on the intensity and average intensity of a pixel neighborhood. It claimed that it had significantly reduced the segmentation error inherent in the traditional fuzzy c-means approach'' and Otsu method.i" First, we use several synthetic images to compare the performances of the proposed IFCM approach and the MFCM method. 15 Figure 2(a) is an artificial chessboard image with two intensities (0 and 255), and Fig. 2(b) is the image added Gaussian noise, whose mean is 0 and standard deviation is 115. Figure 2(c) is the segmentation result using the MFCM method. Figure 2(d) is the result by the proposed method. Many pixels are wrongly segmented in Fig. 2(c) , while they are segmented correctly in Fig. 2(d) . The regions in Fig. 2(d) are more consistent and homogenous, which are better for further processing.
There is no universally accepted objective criterion to evaluate the performance of the segmentation algorithms yet. However, we know the desired results exactly for the artificial images, and can use some objective criteria to evaluate performance of the algorithms.
To compare the segmentation results of the artificial images, we utilize the metric.l" and the segment~tion error is defined as: where I is the ideal segmentation result, and In is the actual segmentation result by the algorithm. #(.) is the number of elements in a set.
The segmentation error provides a measure of the rnisclassified pixels between the ideally segmented image and actually segmented image by the proposed algorithm. The quality of the image can be described in terms of signal-to-noise ratio (SNR):
L..,,.=O 0c=0 r, c where I(r, c) and In(r, c) represent the intensities of pixel (r,c) in the ideally segmented and actually segmented images, respectively. We employ an artificial image chessboard with two intensity levels as a noise-free image and the Guassian noises with different standard deviations are added to the original image to form the new images which are employed to test the MFCM and proposed method. The comparison of the segmentation error and SNR. is listed in Table 1 . From Table 1 , we can see clearly that the proposed method achieves better performance and lower segmentation error at all SNRs. The segmentation errors of the proposed method are all smaller than 0.0119, and the errors of JvIFClVI method are all bigger than that of the proposed method. While the SNR is low, the proposed method performs much better than MFCM. The proposed approach can obtain the optimum segmentation result with error rate 0.0119 which is very low when SNR is 6.9791 dB, while the error of MFCM reaches 0.1451. The average segmentation error of MFCM is @.05664, while the average error of IFCM is the 0.01010, i.e. the error rate of MFCM is more than 5 times higher than that of IFCM.
Experiments on real images
We have applied the proposed approach to a variety of real images. Due to page limit, only several images are displayed here. Figure 3(a) is the original image. Figure 3(c) is the segmenteel image using l\·IFCrvI algorithm with two classes, The hair regions on his shoulder are not homogenous and over-segmented using the l\IFCl\I approach. It is caused by the noise on the hair. However, the IFCM approach can successfully partition the image into the desired regions, as shown in Fig. 3( d) , which are more consistent and not affort.ed by noise. The man's body has been segmented correctly and the boundaries are smooth and continuous. The man can be extracted from the background completely and correctly. Figure 4 (a) is a woman image whose histogram is shown in Fig. 4(b) . The hair regions and neck in Fig. 4( c) are not consistent. The outline of the face is not smooth and distinct. In Fig. 4(d) , the hair and neck regions are segmented homogenously and their boundaries are smooth. In addition, the contour of her face and eyes become distinct and they are easy to be detected. three groups. Figure 5(c) is the result of lvIFClVI, which contains some misclassified regions, especially. in the grass and stone regions. In addition, the pandas' backs are affected by some noisy pixels. In Fig. 5(d) . the proposed approach makes tho three regions distinct and easy to recognize. Figure 6 (a) is the Lena image and its histogram is shown in Fig. 6(b) . Figure G (c) is the segmented result using lIIFCl\I with three classes. The hair regions and the hat are not homogenous and over segmented in Fig. 6(c) . However. the IFCIII approach can successfully partition the image int.o the desired three groups. as shown in Fig. 6(c) . which arc more consistent and are not. affected by noise. Figure 7(a) is the Flower image with low contrast, in which there are three groups: background, petals and the shadows on the petals. In Fig. 7(b) , the Flower image is corrupted by Gaussian noise, whose mean is 0 and standard deviation is 2.55. The shadows and petals become blurry and they are not distinct. Figure 7 (c) is the segmentation result using the MFCM method, which is affected greatly by noise, while the result by the proposed method is much better, as shown in Fig. 7(d) . Figure 8 is another example of noisy image. Figure 8(a) is the Girl image and 8(b) is the noisy image with Gaussian noise (mean is 0 and standard deviation is 2.55). The face regions, hat and sweater are corrupted by noise and become not homogeneous. Compared to the segmentation result using the MFCM method in 8(c), the proposed method achieves better segmentation result in Fig. 8(d) . The face regions, hat and sweater are segmented correctly, and their edges are distinct and connected smoothly. At the same time, the details, such as the flower on the sweater, are preserved correctly.
In summary, the proposed method not only can segment the clean synthetic images, but also can segment real images with and without noise, since the proposed approach can handle the indeterminacy and uncertainty well.
Conclusions
In this paper, a novel segmentation approach is proposed based on neutrosophic theory and modified fuzzy clustering approach. The image is described using three membership sets, T, F and I. The a-mean operation is employed iteratively to reduce the indeterminacy. The image becomes more uniform and homogenous after the a-mean operation, and more suitable for segmentation. The iterative process reaches convergence which is terminated by a measurement. Finally, the image in NS domain is segmented. The experimental results show that the proposed method cannot only perform better on synthesis images, but also on the real images with/without noise. The proposed approach can find more applications in image processing and pattern recognition.
