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ABSTRACT
As web applications are becoming increasingly complex, it is crucial now more than ever to
be able to develop web apps with an emphasis on performance to ensure a responsive and smooth
user experience. Since the introduction of Webassembly as a compilation target for the web, the
promise of writing programs that can run at native speed seemed revolutionary in theory. But
the real world performance benefits of Webassembly in comparison to Javascript is not clearly
understood. This paper evaluates the current performance of Assemblyscript - a strict subset of
TypeScript that compiles to Webassembly, and Javascript in the areas of numerical computing
across multiple browsers. A set of benchmarks were developed in Assemblyscript that includes
numerical computing problems from the Ostrich Benchmark suite. The tests were executed across
Chrome and Firefox. After studying the results from the benchmarks that were created, we find
that Assemblyscript demonstrates speedups that range between 1.1-7.2x. It is also noticed that
writing idiomatic Typescript can slow down Assemblyscript in certain scenarios. In conclusion, this
study suggests that Assemblyscript (and Webassembly) provides far more consistent and predictable
performance in comparison to Javascript.
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CHAPTER 1. Introduction
In the early 90’s, web pages were static and did not support any dynamic behavior after a page
was loaded in the browser. To enable scripting on the web, Brendan Eich and the Netscape team
developed Javascript in 1995 [1]. This allowed developers to make web pages dynamic and perform
simple tasks like form validation or HTML manipulation in the browser, without requiring any
interaction with the server. Since then, Javascript has become one of the most prominent languages
in the software engineering world. It is used across multiple different platforms and devices, and
for a plethora of different applications. Over the past two decades, these applications have become
incredibly complex and to ensure that users have a good experience, performance has become a
key factor. Continuous performance improvements to browser engines and compilers eventually led
to the creation of Webassembly - a new binary format that is secure, portable, and serves as a
compilation target for typed languages like C/C++ and Rust, allowing faster computation times
than Javascript [2]. This would allow developers to write the computationally intensive parts of
an application in languages like C and compile it to Webassembly for faster performance. But
software engineers predominantly working with Javascript may not have the expertise in languages
like C/C++ and Rust and it is not ideal to learn another language to harness the benefits of
Webassembly. This is why Assemblyscript was developed [3]. It is a strict subset of Typescript
that compiles down to Webassembly, allowing developers to improve the performance of their
application without having to become proficient in another language. Since the benchmarks for
analyzing the performance of Assemblyscript for computationally intensive tasks are limited, that
will be the contribution of this paper. In this study, five scientific computing problems will be used
to measure and analyze the relative performance of Webassembly (compiled from Assemblyscript)
and Javascript.
2
CHAPTER 2. Related Work
Since its inception in 1995 to be used as glue code within HTML, Javascript has become a
widespread language being used across client side web applications, server side applications, mobile
applications, and even desktop applications.
2.1 Javascript Performance
The increasing use of Javascript has prompted web browser developers to make significant
improvements in Javascript compilers and engines over the years [4, 5]. Modern browser engines
make use of JIT (Just-in-time) compilers [6,7] to achieve optimizations while executing Javascript.
In 2014, the performance of these engines was recorded to be close to 1.5-2 times that of native code
[8]. The continuous evolution and improvement of these engines has made it possible for developers
to build more complex applications in Javascript. Browsers are being used for computationally
intensive tasks like numerical computing, cryptocurrency mining, and even machine learning and
AI applications [9,10]. The web has also become a target for graphics and game development over
the last two decades due to the advancements made in browser engines [11–13]. Since providing users
with a seamless user experience in any web application is crucial, research has been done to analyze
and benchmark the performance of different graphics rendering techniques [14–17]. Additional
efforts have been made to improve the performance of intensive Javascript applications and to avoid
common pitfalls [18, 19]. A new specification that allowed Javascript as a compilation target for
low level languages like C and C++ called asm.js emerged [20]. It is intended to have performance
characteristics closer to native code. This was possible because it was a strict subset of Javascript,
which allowed for ahead of time optimizations. Despite the performance improvements, asm.js
inherits various Javascript issues like inconsistent performance, and overhead from parsing and
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compiling the source. This is because asm.js needs to be transpiled to Javascript using a source-
to-source compiler to run on the web.
2.2 Webassembly
All these efforts eventually led to the development of Webassembly which serves as a compilation
target for typed languages like C/C++ and Rust with the intention of providing near native
speeds [2]. Currently, the Emscripten toolchain built using LLVM [21, 22] compiles C and C++
to Webassembly, essentially enabling developers to run C and C++ in browsers. Binaryen is
another compiler that allows developers to compile Assemblyscript to Webassembly [3,23]. Similar
compilers exist to cross compile Javascript or Typescript to Webassembly [24]. Webassembly is
already faster and smaller than asm.js, and will only improve with features like multi-threading
and SIMD support in development [25–27].
2.3 Benchmarks
To properly understand the performance benefits of using Webassembly, existing or new bench-
marks will have to be utilized. Octane, Kraken, and Speedometer are suites provided by browser
vendors to test the performance of browser engines [28–30]. Octane is no longer being maintained.
In addition to Speedometer, the Webkit team has also created JetStream2 [30], a suite that also
contains some benchmark tests on Webassembly. JSBench [31] suggests that benchmarks may not
accurately measure the performance of real world applications and instead introduces a technique to
generate benchmarks based on popular websites that match the behavior of real world applications.
This was one of the major reasons why the Chrome V8 team retired octane, as micro-benchmarks
were not a good representation of how browsers will perform while running modern web applica-
tions [28]. The Ostrich benchmark suite developed in the Sable lab at McGill University contains
a set of 12 numerical computing problems [32] implemented in Javascript and C. Another bench-
mark suite was developed [33] using the Ostrich suite to compare the performance of Webassmebly
compiled from C and Javascript. So while there are benchmarks for Webassmebly compiled from
4
other languages, the number of benchmarks comparing the performance of Webassembly compiled
from Assemblyscript and Javascript are limited. That will be the focus of this paper.
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CHAPTER 3. Methodology
To determine the process for the study, certain research questions need to be asked. Also,
as this paper focuses on performance evaluation, specific benchmarks need to be selected to run
experiments. The benchmarks, experimental platform, and execution process are described in the
sections below.
3.1 Research Questions
Since Assemblyscript is relatively new, the performance benchmarks are fairly limited. This
paper is trying to answer the following research questions:
• Does Assemblyscript provide performance benefits over Javascript?
• Are there cases where Assemblyscript is slower than Javascript?
Answering these questions would allow developers to make data driven decisions when choosing
to use Assemblyscript. Assemblyscript can be used to alleviate bottlenecks in programs where it is
the computationally better option and can be avoided in cases where regular Javascript outperforms
it.
3.2 Benchmark Selection
Selecting the correct set of benchmarks is crucial as the results of this paper heavily depend
on them. Since Assemblyscript is still in its early stages, any Javascript doesn’t automatically
become faster if it’s implemented in Assemblyscript. As Webassembly runs in a sandbox execution
environment [2], there is an overhead to exchanging data between Javascript and Webassembly.
If the program uses too many managed objects that require memory management and garbage
collection, Webassembly may not perform well as it isn’t mature enough. Similarly, the current
6
version of Webassembly isn’t a great fit for extensive DOM manipulation. On the other hand,
Webassembly is really great for computationally intensive tasks [3]. This means that the selected
benchmarks for this paper must meet certain criteria:
1. The benchmarks must be computationally intensive, allowing us to draw effective conclusions
from the comparisons made with Javascript.
2. The benchmarks should produce correct results.
3. The benchmarks should should be reasonably complex. We do not want to micro-benchmark
as that has its own disadvantages [28].
4. The benchmarks should be diverse in its applicability. We do not want to focus only on a
narrow set of problems.
Based on the above criteria, the Thirteen Dwarf categories for numerical computing by a team
at Berkeley [34] met the requirements. They identified 13 different categories of numerical comput-
ing problems that will be crucial to the field of computing in the upcoming decade. The Ostrich
benchmark suite [32] was created based on those categories and implemented a computation prob-
lem for 12 of those in Javascript and a few other languages. For the purposes of this paper, 5 of
those 12 problems were picked and are described below.
3.2.1 Breadth First Search
This algorithm falls into the category of Graph Traversal according to the Thirteen Dwarfs.
This is simply a breadth first search on a randomly generated graph.
3.2.2 Fast Fourier Transform
This algorithm falls into the category of Spectral Methods according to the Thirteen Dwarfs.
Spectral methods are a set of problems where the data is generally in the frequency domain, instead
of the space or time domain [34]. In this problem, the FFT is applied to a randomly generated
data set.
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3.2.3 Lower Upper Decomposition
This algorithm falls in the category of Dense Linear Algebra according to the Thirteen Dwarfs. A
Dense matrix is a matrix that has a high number of non-zero elements. Lower Upper Decomposition
is performed on a randomly generated dense matrix.
3.2.4 Sparse Matrix Vector Multiplication
This algorithm falls into the category of Sparse Linear Algebra according to the Thirteen Dwarfs.
A Sparse matrix is a matrix that has a high number of zeroes. Matrix multiplication is performed
on a randomly generated sparse matrix and a randomly generated vector. A CSR (compressed
sparse row) is used to represent the sparse matrix.
3.2.5 Page Rank
This algorithm falls into the category of Map Reduce according to the Thirteen Dwarfs. Map
Reduce includes the set of problems where computation can be performed independently on multiple
parts of the data and the results will be aggregated in the end.
3.3 Experimental Platform
3.3.1 Setup
The benchmarks were tested on a Lenovo T460 with an Intel(R) Core(TM) i7-6600U CPU @
2.60GHz running Ubuntu 18.04.4 LTS. The test machine had 24 GiB of Memory and no dedicated
GPU. The browsers selected for executing the benchmarks were Google Chrome 79.0.3945.117 and
Mozilla Firefox 75.0.
3.3.2 Implementation
The implementation of the 5 problems described above existed for Javascript in the Ostrich
benchmark suite. The code was updated to conform to modern Javascript standards. The same
problems were implemented from scratch in Assemblyscript. Despite trying to keep the code as
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identical as possible, there were certain parts that had to be implemented in a different way due
to the current limitations of Webassembly. Since Closures are still in the proposal stages for
Webassembly, any Javascript function that made use of closures had to be implemented to function
correctly without using it in Assemblyscript. As Assemblyscript is a strict subset of Typescript, all
the variables and objects needed to be strictly typed. Assemblyscript has a set of primitive types
like i32 and f64. This is one of the reasons why Webassembly benefits in terms of performance as
the types do not have to be resolved at runtime. Instead, the compiler will produce optimized code
ahead of time.
The code implemented in Assemblyscript is compiled to Webassembly and these files are fetched
and instantiated as modules in Javascript. The code was compiled with flags prioritizing speed over
size as performance is the focus for this study. The exported Webassembly functions can then be
invoked just like any other Javascript function. It is not straightforward to pass data between
Webassembly modules and Javascript. Primitive types like numbers are supported, but strings
and custom objects are not supported out of the box. The data has to be manually written to
memory buffers and read on the other side. So to keep it reasonably simple, only primitive data
is exchanged with the Webassemlby functions through function arguments and return values. To
calculate the execution time for the program, a timestamp function was needed. The Web API
includes a Performance interface that contains a function to return a high resolution timestamp. As
Webassembly runs in a sandbox execution environment, it does not have direct access to Web API’s
and Javascript’s in-built functions. Instead, it is possible to pass in functions during Webassembly
module instantiation. This was done to access functions like console.log and performance.now. The
runtime for the benchmark is computed within Assemblyscript itself and returned as a result. An
alternative is to obtain the timestamps before and after each Webassembly function is invoked and
calculate the difference. The problem with this approach is that it also includes the time taken
to make the function call and exchange data between Javascript and Webassembly. This used to
be slow in the past but has improved significantly [35]. The the cost of interoperability can be
useful when choosing to make the trade-off between using Webassembly or Javasctipt because if
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an application is making thousands of calls and cost for each call is much higher than the time to
execute the function itself, then Javascript would be the better option. Even so, for the purpose of
this paper we are focusing primarily on the execution time in the context of Webassembly and are
not worried about the cost of interoperability.
3.3.3 Execution
Generally, it may not be sufficient to run the benchmark just once. Browsers will perform
different optimizations based on the number of times the benchmark has been executed. The
first iteration usually takes the longest time because browsers perform various optimizations for
subsequent runs. Also, garbage collection happens periodically, which leads to slower runtimes for
certain iterations. While in many use cases functions may only need to be executed once, it is still
beneficial to know how the runtime changes across multiple iterations. The Jetstream 2 benchmark
suite recommends 120 iterations [30]. In addition, the average case runtime is calculated. The
average case tells us if most executions will run smoothly. The graphed data can be viewed within
the browser itself in the benchmark suite. This suite makes use of Chartjs to visualize and display
the result of the tests.
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CHAPTER 4. Results
In the experiments that were performed, the performance of Assemblyscript is compared with
Javascript across two major browsers - Google Chrome and Mozilla Firefox. Below, the first section
discusses the results of the experiments and the second section discusses the insights from this study.
4.1 Javascript vs Assemblyscript
We will start by trying to answer RQ1, which is the major focus of this study. In 4.1a, we notice
that Assemblyscript performs better than Javascript across all tests in Chrome. For bfs, fft, and
lud, Assemblyscript is 1.5x, 1.14x, and 1.8x faster respectively. On the other hand, pagerank and
spmv display more considerable improvements in performance. Assemblyscript performs 7.2x and
3x faster than Javascript for pagerank and spmv. We observe similar results on Firefox in 4.1b with
the exception of fft. The speedup for bfs is slightly less on Assemblyscript, being only 1.2x faster.
Javascript performs a lot better than in Chrome for fft, since it’s 1.6x faster than Assemblyscript.
Almost similar to Chrome, lud performs better on Assemblyscript with a speedup of 1.9x, while
pagerank and spmv have speedups of 3.3x and 3.5x respectively. In general, Firefox appears to
perform better or about the same in comparison to Chrome for all cases.
In 4.2a and 4.2b, we observe the performance of bfs over 120 iterations on Chrome and Firefox.
While there are a lot of fluctuations in the performance, Assemblyscript performs better on every
iteration. The occasional spikes in performance could be a result of garbage collection [30]. From
4.3 we notice that fft performs better in Assemblyscript on Chrome, while it is slower on Firefox.
Despite being faster on average on Firefox, Javascript displays enormous spikes in the runtime. On
the other hand, Assemblyscript performs consistently. Similarly, Assemblyscript performs really
well over 120 iterations for lud, pagerank, and spmv. We observe consistent performance for As-
semblyscript on those tests as well, while the runtimes for Javascript fluctuate considerably. One
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(a) Chrome (b) Firefox
Figure 4.1: Average Runtime
(a) Chrome (b) Firefox
Figure 4.2: Breadth First Search
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(a) Chrome (b) Firefox
Figure 4.3: Fast Fourier Transform
of the things that stand out, for pagerank, the Assemblyscript runtimes are very consistent and
the graph is almost a straight line with minimal fluctuations. Also, on both browsers in 4.6, spmv
seems to perform well in Javascript (still slower than Assemblyscript) on the first iteration, but
then drastically drops in performance for the remaining iterations.
4.2 Key Insights
The main observation from this study was that Assemblyscript performs better than Javascript
in general across all the benchmarks except for Fast Fourier Transform on Firefox. The slowdown in
this case is possibly because of reference counting overhead. Assemblyscript makes use of Reference
Counting to manage memory [36]. In the fft implementation, a matrix transpose needs to be
performed which requires matrix traversal. When accessing an element of a 2D matrix inside a
doubly nested loop, the reference to the i’th row and j’th column is obtained and then released. In
each subsequent j’th iteration, a new reference is obtained, used, and then released. The overhead
in obtaining and releasing the reference for each iteration of the nested loop significantly impacts
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the performance on large arrays. This answers RQ2 as there are times when Assemblyscript may
not be the best option. Ideally, the reference to i’th row should be maintained for every iteration of
j and only released at a later time. A quick solution for this would be to maintain a row reference
outside the inner loop. But in the case of a matrix transpose, column major traversal needs to be
performed, so caching the j’th row outside the inner loop would not be possible. A solution that
would work would be to represent the matrix using a 1-D array. This would prevent the program
from being slowed down due to reference counting. It wasn’t done for the purposes of this paper
in order demonstrate that idiomatic Typescript may not always be faster in Assemblyscript. Once
Garbage Collection is introduced in Webassembly and Assembblyscript, this specific issue would
quite likely be solved.
(a) Chrome (b) Firefox
Figure 4.4: Lower Upper Decomposition
For most results across Javascript and Assemblyscript, the first iteration is quite slow. This is
more noticeable in Javascript. After the initial iteration the performance becomes a lot better with
the exception of occasional spikes. The speedup is a result of browser optimizations. All browser
engines consist of an interpreter and an optimizing compiler [37]. After the Javascript is parsed and
14
(a) Chrome (b) Firefox
Figure 4.5: Page Rank
(a) Chrome (b) Firefox
Figure 4.6: Sparse Matrix Vector Multiplication
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an Abstract syntax tree is generated, the interpreter comes into play. An interpreter generates byte
code and executes the Javascript. When a function is executed a few times, it becomes ’hot’ and
the optimizing compiler kicks in and attempts to optimize the code based on various assumptions.
This is why we see an improvement in the performance over multiple iterations. When the as-
sumptions are incorrect, the flow is passed back to the interpreter and this is called a ’de-opt’ or a
deoptimization. The fluctuation in the results can be attributed to the optimizations and deopti-
mizations that occur in the engine. In addition, factors like garbage collection and other processes
running in the browser can possibly affect the consistency of the results. Despite having a similar
2 stage pipeline which includes a baseline compiler and an optimizing compiler [38], we notice that
Webassembly is fairly consistent in comparison to Javascript. This is because of features like strict
types and lower level architecture allows the compiler to make strong guarantees and avoids getting
deoptimized. One anomaly in the results was that for spmv in Javascript, on the first iteration
it performs well but then the performance takes a significant hit. The reason for this behavior is
not entirely clear. One possible explanation could be that initially the browser doesn’t have other
tasks and processes running in the background, and the speedup from the optimizing compiler is
negligible in comparison to the overhead of those background processes on subsequent runs.
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CHAPTER 5. Conclusion and Future Work
Even though browser engines are relatively fast today, they lag behind in comparison to native
code. The advent of Webassembly made it possible to execute typed languages such as Rust,
C++, and Assemblyscript on the web to achieve near native speeds. Since Assemblyscript is
fairly new, this paper presented a set of benchmarks to test the performance of Assemblyscript in
comparison to Javascript. This study showed that Assemblyscript does in fact provide performance
benefits in most cases. It also showed that idiomatic Typescript code may not always be fast in
Assemblyscript. But these are mostly limitations due to lack of maturity. As Webassembly starts to
support features like SIMD, multi-threading, and Garbage Collection, and tooling infrastructure like
Binayen improves, Assemblyscript will only become more sophisticated and easy to use. Aside from
performance benefits, this paper showed that Assemblyscript (or Webassembly) is more predictable
in its performance since it doesn’t fall off the fast path frequently and get deoptimized by the browser
engine like Javascript.
Possible future work includes extending the benchmark suite to include all of the 12 dwarf
problems and popular graphics benchmarking tests translated to Assemblyscript. In addition,
other languages like Rust and C++ can be tested to demonstrate their performance in comparison
to Assemblyscript. Even though this paper focused primarily on performance, the benchmark suite
can be extended to have tests for file size to help developers make educated decisions.
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