ABSTRACT Accurate wind power prediction provides significant guarantee for power grid dispatching, and wind speed prediction, as the basic link of wind power forecasting, has crucial theoretical research significance and practical application value. In this paper, we present the wind speed prediction of IPSO-BP neural network based on Lorenz disturbance. At first, the data is processed by principal component analysis (PCA) to select the key factors affecting wind speed, which can effectively reduce the complexity of model. Then, the improved particle swarm optimization (IPSO) algorithm is used to globally optimize the weights and thresholds of BP neural network, and overcome the problem of local minimum value. The initial prediction results can be obtained by the IPSO-BPNN model. Finally, Lorenz system is introduced to correct the initial prediction value and improve forecasting accuracy. According to the wind farm data of Spain and Chang Ma in China, we take an empirical research to analyze the optimization effect of IPSO algorithm and the promotion effect of Lorenz system on the precision of preliminary forecasting. The results are as follows: 1) IPSO algorithm accelerates the convergence rate of weights and thresholds of BP neural network and 2) Lorenz disturbance system obviously weakens the random volatility of wind speed, effectively modifies its preliminary prediction results, and upgrades its prediction accuracy.
I. INTRODUCTION
Energy, as the vital material basis for the existence and development of human society, influences the progress of every country and nation. As countries around the world pay more attention to environmental protection, advocate energy conservation and emission reduction, new energy power generation has risen rapidly. At present, global energy structure has been greatly adjusted, and the relationship between supply and demand has generally eased. To deal with climate change, a new round of energy revolution has flourished, which promotes human society into a more efficient, cleaner, low-carbon, more intelligent modern energy system.
As a renewable energy, wind energy further speeds up the footsteps of society into new energy era. According to the report of Global Wind Energy Commission (GWEC), the wind power industry has developed rapidly, new increased global installed capacity in 2017 was 52.573GW, total installed capacity reached 539.581GW [1] . With wind power industry of China leading the world, many large-scale wind power farms are being constructed, and new installed capacity accounts for 37.1% of the total. During the Twelfth FiveYear Plan period, wind power installed capacity of China has jumped to the top of the world. At the same time, the Thirteenth Five-Year Plan of wind power development indicates that, by 2020, wind power grid-connected installed capacity will exceed 210 million kilowatts, and annual wind power generation capacity will reach more than 420 billion kilowatt-hours. In order to better achieve the Thirteenth FiveYear Plan, wind power dispatching plan needs to be made to reduce the phenomenon of ''abandoning wind and limiting electricity'' caused by irrational arrangements. The wind power research process should be accelerated so as to reasonably arrange wind power dispatching plan, and wind speed forecasting has an important role in wind power research.
Current wind power prediction methods include physical methods, statistical methods and artificial intelligence methods [2] , [3] . At present, physical methods [4] mostly serve as auxiliary input for statistical methods. The most common used physical model at home and abroad is numerical weather prediction (NWP) [5] , [6] and it is widely utilized in Denmark, the United States, etc. NWP needs abundant meteorological knowledge and corresponding platforms, which is not suitable short-term wind speed prediction, so the shortterm wind speed prediction research in China mainly focuses on statistical methods and artificial intelligence methods. The main methods include time series method [7] - [9] , Kalman filter method [10] - [12] , artificial neural networks (ANN) [13] - [16] , support vector machine (SVM) [17] - [20] , spatial correlation method [21] - [23] and so on. ANN can achieve better forecasting effect because of its inherent non-linearity, non-limitation, self-adaptation and non-convexity. There are many factors influencing the formation of wind, such as wind direction, temperature, atmospheric pressure, specific volume, specific humidity and surface roughness. Thanks to their correlation of each other, if multiple factors are directly as variable to predict wind speed, poor results will be obtained. Thus, data need to be processed. Reference [24] presented a prediction method based on PCA, which trained the past data and used a set of historical sequences that are dynamically similar with predicted data to forecast. In [25] , PCA was used to reduce the data set dimension, then the PCA output was applied to the neural network to obtain the final prediction results. PCA reduced the complexity of neural network model and enhanced the prediction accuracy. Determining the parameters of neural network (weights and thresholds) needs to realize self-learning. The error back propagation learning algorithm [26] is one of the most basic learning methods, which continuously adjusts the parameters of the network through the error back propagation to minimize the training error. However, the traditional neural network is easy to fall into the local optimal during the learning process and the rate of convergence is slow [27] . To solve this problem, [13] put forward a method to adjust parameters by PSO algorithm, which improved the convergence speed and prediction accuracy. Compared with other stochastic optimization techniques such as genetic algorithm (GA), the advantages of PSO are that it is easy to implement and has few adjustment parameters. But the PSO algorithm exists a problem of ''premature'', the improved particle swarm optimization algorithm [28] was presented to suppress this phenomenon, the dynamic acceleration constants were both used as new parameters of PSO, which has the advantages of fast convergence, high robustness and strong global searching capability.
Above all, an improved particle swarm optimization algorithm is proposed to optimize BP neural network, and we introduce the idea of error back propagation to adjust at the same time dynamically adjust the inertia weight and acceleration factors. The best solution will be found, which makes prediction results closer to the true values. Simultaneously, compared with the prediction results of neural network optimized by standard particle swarm optimization (SPSO), the effectiveness of IPSO algorithm is verified.
The formation of wind is a typical non-linear process in the atmospheric system, so the influence of atmospheric system motion on wind formation should be considered in the study of wind speed prediction. Reference [29] utilized the atmospheric disturbance sequence to correct the initial wind speed prediction, and explored the compensation effects of Lorenz system with different initial values. Reference [30] demonstrated the compensation effect of Lorenz system on different forecasting methods, and upgraded the prediction precision. Therefore, the effect of Lorenz atmospheric disturbance system on wind speed prediction results is worth studying.
From the above, wind speed prediction of IPSO-BP neural network based on Lorenz disturbance is presented. Firstly, PCA is adopted to deal with data and extract the main information, which is helpful to simplify the calculation. Then, BP neural network is optimized by IPSO to make preliminary prediction. At last, given the influence of Lorenz system on wind speed forecasting, Lorenz disturbance sequence is used to modify the initial predicted value and weaken the stochastic fluctuation of wind speed. It makes the predicted results closer to the law of wind speed movement and perfects the forecasting precision. The structure of this paper is as follows:
The second section is to introduce the IPSO algorithm and build wind speed prediction model of IPSO-BPNN. The third section describes Lorenz system. In the fourth section, wind speed prediction of IPSO-BPNN based on Lorenz disturbance is introduced in details, the predicting flow chart is drawn. The fifth section is the predicted result and makes an error analysis. The last section is making summary and looking ahead future.
II. IPSO-BP NEURAL NETWORK A. PSO ALGORITHM
In 1995, American Dr Kennedy and Dr Eberhart proposed the basic PSO algorithm [31] - [33] , its basic idea is that, every particle in search space is the potential solution for the problem to be optimized, and it contains three characteristics, namely article position x i , flying speed v i and the best location x best during the flying, where d is the number of parameters. With the best position f l of particle and the optimal position f g of population updating, the flight path and speed of particles are dynamically adjusted until the optimal solution is gotten. The PSO algorithm has simple principle and strong capacity of solving the nonlinear problems, which is conductive to reduce the computing complexity and improve the convergence speed. There are problems of local optimality, premature convergence or stagnation in PSO, so this algorithm needs to be perfected.
The improvement directions of PSO are as follows: a) Other advanced theories or intelligent research algorithms are introduced to improve the algorithm. b) At the same time, the algorithm performance can be improved by changing the parameters. The important parameters of PSO involve acceleration constant c 1 , c 2 , inertia weight w, and flight speed v. VOLUME 6, 2018 Combining with the above improved directions, we propose IPSO algorithm which is upgraded on the basis of PSO. As algebraic linearity changes, cognitive factors and social factors c 1 , c 2 are updated. The particles move in the whole searching space at the early stage of optimization. In the later period of optimization, the convergence rate of optimal solution is improved and the optimal solution is found effectively. However, the inertial weight has the feature of linear decreasing, which makes the search speed decrease gradually and further grantees the global search performance. Combined with error back propagation of neural network, the idea of parameter adjustment based on the gradient descent method is introduced, the parameter change value obtained from every training is learned, where learning rate α is 0.05. Finally, we can get the optimal solution. The computing formulas of c 1 , c 2 and w are as follows:
In the formulas, l is the number of current iteration, L max is the number of maximum iteration,
To verify the performance of the improved algorithm, the predicted results based on neural network optimized by SPSO is compared with the predictive value of the improved method. Figure 1 blue curve is the iteration of SPSO and red curve represents the iteration of IPSO.
As can be seen in the figure, IPSO algorithm converges faster and has higher precision. Although SPSO algorithm can adjust the inertia weight on the basis of PSO and find the local optimal solution at fast speed, it's difficult to find the global optimal solution.
1) SPSO ALGORITHM [34] , [35] 
2) IPSO ALGORITHM The iterative steps of IPSO are as follows:
Step 1: Initializing the parameters. The parameters of particle swarm include minimum and maximum speeds v min, v max , initial position of each particle (x 0 is random), initial speed (v 0 is random), minimum and maximum inertia weights w min, w max , population size N , constants C 1 , C 2 , C 3 , C 4 , the number of maximum iteration L max . Table1 shows the initial parameters setting in all the experiments. Step 2: The position vector of the particles denotes the parameters to be optimized in the network, and the fitness function of each particle in the population is calculated.
Where f i is the sum of squared errors, out u , tar u represent the forecasting results and the actual wind speed, u, v indicate the uth sample and the total number of samples.
Step 3: First, we look for individual extreme value f l of particles in the population. Then, the individual extremum in this iteration is compared with the global extreme value f g in the last iteration. Finally, the global extreme value is updated.
Step 4: The velocity x and position v of each particle are updated by the formula (4) of IPSO algorithm.
In which l is the number of current iteration and inum, hnum, onum represent the dimension of input, hidden, and output layer respectively.
Where k is the output layer node, j is the hidden layer node, i is the input layer node, H j is the output of hidden layer, w kj is the weight between the hidden layer and the output layer.
Step 5: Judging whether the termination conditions are met, if they are met to the conditions, the iteration is terminated, otherwise it's going back to Step2.
B. WIND SPEED PREDICTION BASED ON IPSO-BP NEURAL NETWORK
BP neural network is a multi-layer feedforward proposed by Li and Shi [36] in 1986. As one of the most widely used neural network models, it is divided into forward propagation and back propagation. Aiming at the problem that BP neural network algorithm is easy to fall into local extremum and slow convergence speed during training, we use IPSO algorithm to optimize the weights and thresholds of network to improve the prediction accuracy of BP neural network model. The specific steps are as follows:
Step 1: The input and output data are selected and standardized, BP neural network is established, and the number of neurons in each layer and the activation functions between each layer are determined.
Step 2: According to the BP neural network structure, we can determine the particle swarm size, speed v 0 , position x 0 , inertia weight w, acceleration factor c 1 , c 2 , maximum iterative number L max , minimum and maximum inertia weights w max , w min and minimum and maximum speeds v max , v min .
Step 3: The individual extreme value and global extreme of the initial population is calculated. On the basis of the formula (3), the fitness value and global optimal value of each particle in the population can be obtained.
Step 4: The formula (4-5) is used to update the velocity v i and position x i of each particle, and produces the next generation particle swarm.
Step 5: The individual and global extreme values of next-generation particle swarm are computed. Based on the updated generation of particle swarm, the fitness function value of each particle is gotten. If the current fitness value of particles is less than the individual extremum of previous generation, the individual extreme values and the individual best position are updated. If the minimum fitness value of all particles is less than the current global optimal value, the global optimal value and the global optimal position are updated.
Step 6: Estimating whether the stopping criterion is satisfied, if the training number reaches the maximum or the training error meets the precision request, the iteration will be broken. And the final global optimal solution corresponding to the particle position is output, which are the network weight and the threshold vectors, otherwise it's back to
Step 4.
Step 7: The weight value, the threshold value, and the input data of training set are used to calculate the final prediction value of wind speed v. [38] , which is Lorenz system. This system, as a deterministic nonlinear system, is the first one to describe the chaotic state in the simplest way, which opens up the way for scholars to make the related research. Lorenz simplified the Saltzman convection model to get Lorenz equation, which is used to describe the atmospheric convection model [38] . The Lorenz equation is
III. LORENZ SYSTEM
In the formula, x, y, z are the state variables, which respectively represent the intensity of convection movement, the horizontal temperature difference of fluid in the convective motion, and the deviation degree of vertical temperature difference caused by convection. σ, r, b are all positive parameters without dimension, denoting the Prandtl number, the Rayleigh number and the parameter associated with the size of climate region.
Chaotic motion is pretty sensitive to the initial condition, minor change in the initial value may cause great change of of r, the fluid will show different moving states. The formation of wind speed is the nonlinear process, thus, Lorenz disturbance sequence in transient chaos or chaos is adopted to modify the preliminary prediction of wind speed. The range of Rayleigh numbers is shown in Table 2 . Fig. 2 shows Lorenz attractor forms with initial conditions of (0.1,1,1), σ = 10, b = 8/3, r = 19 and 40. 
IV. WIND SOEED PREDICTION OF IPSO-BP NEURAL NETWORK BASED ON LORENZ DISTURBANCE
There are many factors affecting wind speed, such as wind direction D, temperature T , pitch angle θ , air pressure P and so on, and they are related between each other and have different influences on the predicted result, so it is necessary to filter the characteristic variable. In this paper, we make use of PCA to select the influencing factors and extract the characteristics, and choose a few principal components representing almost all information as input variable of neural network, which could not only reduce the input dimension and redundant information, but also improve the prediction precision of the model.
Based on PCA and combined with the advantages of IPSO-BP neural network and Lorenz disturbance system, we can construct the model of wind speed prediction, which is named LD-PCA-IPSO-BPNN. Taking the original data of Spanish Sotavento wind farm as an example, the prediction steps are as follows.
Step 1: Data is handled by PCA. It's first to collect the original data of Sotavento wind farm in Spain, including wind direction D, temperature T , air pressure P, specific volume a, specific humidity H and surface roughness R.
Afterwards, we calculate the sine and cosine values sinD, cosD of wind direction by MATLAB at time l, the realtime datasinD, cosD, T , P, a, H , R are as original data X to be disposed by PCA.
Among them, n is the number of affecting factors, and r is the data size.
Finally, we normalize the original data X to obtain a new matrix X 1 , and calculate correlation coefficient matrix R, the eigenvector of R, the variance contribution rate η and the cumulative variance contribution rate η . When η is up to 90%, we select the corresponding principal components.
Step 2: IPSO algorithm is applied to compute the global extremum and the position of the optimal particle in the particle swarm.
Step 3: It's making preliminary prediction. The wind speed data and the main components obtained by the Step1 are used as the input vectors of the BP neural network model, and the results of Step2 are used as the weights and thresholds of the BP neural network, and the initial wind speed prediction value is obtained finally.
Step 4: Compute Lorenz comprehensive disturbance flow. In the first place, the Lorenz equation is solved. The original data is then normalized by the formula (10) , so that all data falls into the interval of [0, 1] and eliminates the adverse effects of the dimension on the results. Finally, we introduce the Minkowski distance (MD) to modify the one-dimensional wind speed sequence, and the three-dimensional perturbation variable are mapped into one-dimensional distance function, namely Lorenz comprehensive disturbance flow (LCDF). (10) Where x t , y t , z t , t = 1, 2, · · · , n represent the numerical solution of Lorenz equation, x min , y min , z min and x max , y max, z max respectively denote the minimum and maximum values of x,y, z.
Step 5: The preliminary prediction results are revised. The Lorenz system is used to restore the atmospheric motion, and correct the wind speed preliminary forecasting. The revised formula isV
V , V and r is the corrected results, the preliminary results and disturbance coefficient respectively, the positive and negative values of r indicate the enhancement and attenuation of disturbance flow, Rao denotes the disturbance sequence.
Step 6: Error analysis. Mean absolute error (MAE), root mean square error (RMSE) and mean average percentage error (MAPE) are applied to evaluate the prediction results comprehensively.
In which, V (t) andV (t) are the original data and the predicted value. Based on the above wind speed prediction steps, the predicting flow chart of LD-PCA-IPSO-BPNN is shown in figure 4 . 
V. PREDICTION RESULTS AND ERROR
BP neural network has great nonlinear fitting ability, which contributes to predict wind speed. If we directly take a lot of factors affecting wind speed as input data, the algorithm will be difficult to calculate. Several principal components indicating most factors can be selected by PCA to expedite the training speed. IPSO, with strong local and global search capability, can effectively improve that BP algorithm is easy to fall into local optimum, and accelerate the training speed as well as upgrade the prediction accuracy. Lorenz system restores the atmospheric motion state and effectively compensates for the preliminary prediction of wind speed. Combined with PCA, IPSO, BP neural Network and Lorenz system, wind speed prediction model (LD-PCA-IPSO-BPNN) is established.
A. DATA ANALYSIS
Data is from Sotavento wind farm of Spain in 2013 and Chang Ma wind farm of China in 2013. To verify the wide adaptability of proposed algorithm, the selected data of two wind farms are different in influencing factors. Sotavento wind farm data includes wind speed, wind direction, temperature, air pressure, specific volume, specific humidity and surface roughness. Data from Chang Ma wind farm involves wind speed, wind direction, temperature, motor speed, pitch angle, and total of daily power generation. We choose 390 data as samples, the first 360 samples are as training sets, and the rest data is as test sets. Wind speed distribution is shown in Figure 5 We adopt PCA [39] to analyze the factors affecting wind speed, and calculate the correlation coefficient matrix eigenvalue, the variance contribution rate of every principal component and the cumulative variance contribution. As shown in Table 3 , the cumulative contribution rates of the first three principal components in Sotavento and Chang Ma wind farm respectively reach 98.73% and 90.17%, so both wind farms choose the first three principal components and the wind speed data as the input vectors of BP neural network.
B. WIND SPEED PREDICTION RESULTS OF LD-PCA-IPSO-BPNN
In this paper, Logsig function is the activation function between input layer and hidden layer, Purelin function is used as the activation function between output layer and hidden layer. The number of input layer, hidden layer and output layer in BP neural network model are respectively 6 (or 7), 10 and 1. In order to testify the validity of proposed method, we take comparative analysis of five models, which are respectively BPNN, PCA-BPNN, PCA-SPSO-BPNN, PCA-IPSO-BPNN and LD-PCA-IPSO-BPNN. The predicted results of two wind farms are displayed in Figure 6 .
First of all, we verify the predicted effect of PCA-BPNN. From the Figure 6 , BPNN established by the original data has poor capacity of describing wind speed tendency, and whose predicting performance in numeric is bad. The prediction of PCA-BPNN model is more consistent with the original wind speed series in the trend, and is closer to the actual value in numeric than the results of BPNN, which fully shows that PCA can improve the prediction performance of BP neural network.
Then, we testify the predicting performance of PCA-IPSO-BPNN. From the Figure 6 (a) and (b) , compared with the predicted curve of PCA-BPNN, that of PCA-SPSO-BPNN and PCA-IPSO-BPNN are below the original wind speed curve, and both can describe the trend of wind speed sequence. The prediction results of PCA-IPSO-BPNN are closer the original value than that of PCA-SPSO-BPNN, and its fluctuation trend is basically consistent with the original wind speed sequence, which fully demonstrates that PSO algorithm is perfected and IPSO can optimize BP neural network algorithm to improve the prediction performance of BP neural network. With BPNN compared, the predicted results of PCA-IPSO-BPNN are evidently better than that of BPNN, which not only shows that BP neural network optimized by IPSO can enhance the forecasting accuracy, but also proves the validity of PCA-IPSO-BPNN.
At last, we verify the modified of Lorenz system. In the Figure 6 , the predicted curves of PCA-IPSO-BPNN in two wind farms are both below the original wind speed, the prediction results added to Lorenz disturbance sequence are more consistent with the actual wind speed. Comparing the red and blue curves in the Figure (a) and (b) , we can conclude that, the prediction curves' tendency of LD-IPSO-BPNN accord with the actual wind speed sequence and the predicted values are closer to the actual values. According to the results of LD-PCA-IPSO-BPNN, the randomness of original wind speed sequence is weakened, the forecasting result is more reliable and the prediction accuracy is upgraded.
C. ERROR ANALYSIS
The forecasting result of PCA-IPSO-BPNN is modified by the atmospheric disturbance system, and the predicted curve of LD-PCA-IPSO-BPNN is compared with the preliminary prediction result. Figure 7 is the bar distribution of five models' error in Sotavento wind farm, Figure 8 displays the error distribution curve of five models in Chang Ma wind farm of China.
As shown in the Figure 7 , the prediction error of BPNN is between [−1.5m/s, 1m/s], the forecasting error of . With this three models compared, it can be proved that SPSO algorithm and IPSO algorithm can optimize BP neural network. The error distribution of PCA-SPSO-BPNN is contrasted with that of PCA-IPSO-BPNN, we can see that BP neural network optimized by IPSO algorithm makes the prediction accuracy better. Therefore, IPSO algorithm speeds up the convergence and upgrades the convergence accuracy.
At last, we verify the corrective effect of Lorenz system. As Figure 7 Figure 8 , the error of PCA-IPSO-BPNN is distributed in the vicinity of -1, after adding the disturbance sequence, that of LD-PCA-IPSO-BPNN is near by 0. Error analysis further testifies that the disturbance sequence partly weakens the stochastic of wind speed, and improves the predictive precision. Therefore, the atmospheric disturbance system has a good correction effect on the preliminary prediction result, the proposed algorithm is beneficial to upgrade the prediction accuracy.
Mean absolute error (MAE), root mean squared error (RMSE) and absolute mean percentage error (MAPE) are applied to evaluate the predicted results. As can be seen in Table 4 . Thus, the prediction accuracy of LD-PCA-IPSO-BPNN is best among the five models, which shows that LD-PCA-IPSO-BPNN is effectively to predict wind speed. According to the limitations of PSO algorithm and BP neural network and the characteristics of wind speed, improving the algorithm to solve the parameters of BP neural network, and it can be concluded from the above analysis that the new model proposed in this paper is conducive to the staff to arrange the wind power dispatching plan reasonably, and it has a certain practical significance for promoting the wind power development process.
VI. CONCLUSION AND OUTLOOK
Taking Spanish Sotavento wind farm and Chang Ma wind farm of China as examples, we present wind speed prediction model of PCA-IPSO-BPNN based on Lorenz disturbance. Firstly, analyzing the factors influencing wind speed by PCA, we extract the main information and lessen the model complexity. Then, we use IPSO to optimize BP neural network and construct PCA-IPSO-BPNN model. The model selects principal components and wind speed as input values, the forecasting wind speed as the output values. The results show that PCA-IPSO-BPNN not only maintains the advantages of PSO algorithm, but also effectively avoids the shortcoming of easily falling into a local optimum in the search process. Compared with BPNN, PCA-BPNN and PCA-SPSO-BPNN have great advantages in predicting precision, fitting effect and training efficiency. Finally, the initial forecast results are revised and adjusted by Lorenz disturbance, which can recede the randomness of original wind speed to some extent. Therefore, we can obtain a reliable prediction result and improve the accuracy of wind speed prediction.
Based on the good effect of proposed algorithm, we will make improvement from the following aspects in the next research plan. (1) IPSO algorithm is applied to other predictive models which need to optimize parameters. (2) The influence of atmospheric disturbance system on wind power prediction of other methods should be discussed so as to enhance forecasting capabilities.
