ABSTRACT Binocular intersection is practically indispensable for stereo visual systems that extract 3D information from images of two distinct cameras. This paper proposes a multi-UAV binocular intersection approach where the two distinct cameras are fixed separately on multiple flying unmanned aerial vehicles (UAVs), rather than physically connected with each other as in the pre-existing works. Eventually, both modeling and algorithms are developed for the multi-UAV binocular intersection with extremely limited communication. As the formulated model states, once one flying vehicle detects the target and shares related information only in a one-shot manner, the other vehicles steer their pan-tilt units (PTUs) to reconstruct a spatial binocular intersection automatically. The binocular intersection algorithm is further improved from two aspects to maximize the probability of target capture. On one hand, the search scope is narrowed by developing an iterative algorithm with priori terrain height and variance. On the other hand, an approaching navigation law is designed to reduce view occlusion caused by terrain. Extensive simulations with different target speeds and flight altitudes are carried out to evaluate the effectiveness of the proposed method. The results show that the probability of binocular intersection is over 90% and is subject to little fluctuation against episodic parameter changes. Furthermore, the developed algorithms are verified localization-free and time-saving as well, and hereafter are potentially practicable for micro aerial swarm applications with extremely limited onboard computation and communication.
I. INTRODUCTION
Unmanned Aerial Vehicles (UAVs) have been employed into many applications, e.g. wildlife protection [1] - [3] , precision agriculture [4] , and disaster monitoring [5] . Their ability to monitor a specified target, such as a car [6] , a human [7] , a boat [8] or a bird [9] , has been verified more efficient and accurate than humans [1] , and is always highlighted. In these scenarios, a flying vehicle is often equipped with a pan-tilt unit (PTU) to steer camera to the target. However, using a single vehicle is prone to cause target loss due to target maneuverability, obstacle occlusion and/or failure of target detection. A reasonable way to address this challenge is using multiple aerial vehicles as a swarm [10] . This kind
The associate editor coordinating the review of this manuscript and approving it for publication was Yue Cao.
of mission is called cooperative target tracking (CTT) [11] , which arouses widespread interest in recent years.
A. MULTI-UAV TRACKING ON GROUND TARGETS
Under such circumstances, a distributed stereo visual system [12] , [13] is potentially constructed to extract 3D information from images of distinct cameras that are fixed separately on flying vehicles. In some cases, the cameras are homogeneous [6] , [14] to form a centerless structure, while in others, they are heterogeneous in sensor types [15] , [16] to achieve functional complementarity [17] . The micro aerial swarm vehicles, which are subject to intensive research for space and terrestrial applications, share target measurements through internal communication to promote task robustness as a whole.
In the previous related literatures, UAV onboard visual systems have been extensively employed in target detection [18] - [20] and target tracking [21] , [22] . Target detection, which aims at finding a target in a specified area, is often modeled as a planning problem, while target tracking is usually regarded as an estimation and control problem [23] , [24] . As for the swarm surveillance on ground targets, it is quite necessary to get all the task-involved vehicles focus on the target once it has been detected by one of the UAVs. However, this crucial problem is often neglected in practical applications. Some localization-based approaches have been considered in the pre-existing works [25] , [26] . The pioneer vehicle who has detected the target estimates the position of the target based on self-measurements, and propagates it to other UAV nodes. Then the corresponding vehicles translate the position into desired PTU poses. This approach highly depends on the accuracy of monocular localization, which is so far still a challenging issue. Some localization methods assume that the target altitude is known in advance [25] , which cannot be generalized to situations of complex terrain. The others require continuous observation on the target [26] , and are only suitable for static targets.
B. BINOCULAR INTERSECTION FOR AERIAL STEREO
Automatic control of a pair of cameras has been considered in some stereo vision systems to deal with the visual disparity [27] , [28] . [27] presents a bio-inspired method while particle swarm optimization and local regression are applied in [28] for smooth and precise camera control. However, they are based on the premise that the target already exists in both cameras.
Since then, this paper proposes a localization-free approach, which achieves multi-UAV binocular intersection by integrating limited target measurements with an automatic search process. Different from conventional localization-based methods [25] , [26] , the only information required in this approach is the target direction relative to the pioneer vehicle, which is definitely and practically available. The target direction is used to narrow the search space of the target, within which the other UAVs will search until the aerial binocular intersection is done. Considering the nonlinear mapping between the PTU pose and the target motion in Euclidean space, the search strategy is designed on a 2-D sphere to ensure coverage of the search area within a limited duration [29] . The proposed intersection approach fully explores the potential of PTU, and in addition, enables efficient cooperation by balancing the burden between the pioneer UAV and other nodes.
As to practical applications, in the case that the target is only occasionally visible, the binocular intersection algorithm only requires the target-involved information broadcasted in a one-shot manner. In other words, the search process only depends on the target direction when the target is detected. For moving targets, the search area grows as a function of time, and this phenomenon is called expanding area search [30] . The main challenge of expanding area search is that the area grows quadratically with time, whereas the onboard camera's ability to sweep this area is only presents linear growth. Prior information is fused into further reducing the search scope to ensure that the traversal is completed before the search area radius exceeds the camera's field of view. Then, a demonstration is presented by iterative sensing terrain heights. Furthermore, an approaching navigation law is designed for the UAV to increase the probability of constructing binocular intersection.
Finally, a high fidelity semi-physical simulation system is constructed, and a batch of simulations with different parameters, including various target velocities and flight altitudes, has been conducted. It is proved that the success rate of multi-UAV binocular intersection is over 90% within the considered scenarios.
C. ORGANIZATION OF THIS PAPER
The remainder of this paper is organized as follows. Section II formulates the process of vision-aided cooperative target tracking and the target handover problem, and then a mathematical model is developed for multi-UAV binocular intersection with one-shot communication. In Section III, a localization-free intersection approach based on one-shot communication is proposed, and an approaching navigation law is designed for the flying vehicle as well. Section IV conducts a high-fidelity simulation system and a batch of Monte Carlo testing to demonstrate the feasibility and effectiveness of the proposed methods. Finally, concluding remarks are drawn in Section V, highlighting the pitfalls and potential ongoing work of aerial stereo applications.
II. PROBLEM FORMULATION
This section presents a comprehensive formulation of the Multi-UAV binocular intersection problem. First, an overview of the cooperative target tracking system is provided, and the formation problem of aerial swarm is highlighted. Then, the binocular intersection problem is defined as a search problem embedded in cooperative target tracking formation. The search scope is then constructed as a trajectory on a 2-D manifold to eliminate the nonlinear mapping between the PTU rotation and the target motion in Euclidean space.
A. VISION-AIDED COOPERATIVE TARGET TRACKING
The aerial swarm established in this paper consists of a group of micro fixed-wing UAVs, denoted as Obj i uav , i = 1, 2, . . . , n, which conduct collaborative investigation on a ground moving target Obj tar in a specific airspace. Generally, the swarm members are homogeneous in hardware and software, each is equipped with an active camera of the same type. They form a distributed formation and share target measurements through inter-vehicle communication, as shown in Figure 1 .
For each vehicle, the sensing and control modules are tightly coupled in the onboard system, and the overall operation governed by a switch module is designed to be fullyautonomous. A complete task flow begins by searching within an area of interest. After the pre-defined target is detected, a tracking controller is applied for both the PTU FIGURE 1. General framework for target detection and tracking using multiple UAVs. Each layer represents a UAV-PTU system that is able to detect and track targets independently or interact with its partners via inter-UAV communication.
and the flying vehicle to track the target within the central region of sequentially sensed images. The target detection algorithm employs a convolutional neural network for objects detection and a parallel framework for a real-time tracking. Hopefully the target is successfully detected, so that the target measurements can be used subsequently.
The cooperative target tracking configuration is naturally interpreted as a fully connected undirected graph
where 
B. BINOCULAR INTERSECTION PROBLEM
This study concentrates on the binocular intersection of any two target-involved vehicles in a multi-UAV swarm, which is the meta mode of cooperative target tracking formation. Once a UAV detects the target, the other one tries to detect the target on the basis of the target measurements from its partner, and eventually they visually intersect on the same target. Once binocular intersection is successfully implemented, the cooperative target tracking formation would be achieved then. Therefore, how to conduct binocular intersection quickly on a ground moving target through collaboration between two UAVs is the focus of this study.
Binocular intersection is essentially a search problem, which consists of a series of sequential actions. The pioneer vehicle, which is the first to detect the target, propagates the target measurements, and the other vehicle searches based on the prior knowledge until the target is detected by itself, ultimately achieving binocular intersection. The two UAVs form a dynamic Leader/Follower pattern, and this paper uses superscripts l and f to represent the leader and follower, respectively. Based on the discussions above, the binocular intersection problem is defined as follows. 
C. ONBOARD SENSING MODEL
To get the search algorithm, the target direction with respect to the leader UAV will be derived in the sequel from available target measurements including the vehicle states and the pixel coordinates of the target.
Coordinate frames are presented to describe the geometric relationship between the target position and the image coordinates, as shown in Figure 2 . C I represents the inertial frame. C VB is the vehicle body frame fixed to the vehicle. C GF is used to describe the mounting position and angle of the PTU with respect to the vehicle, while C GB describes its pan/tilt movements relative to C GF . The camera frame C CAM and image frame C IMG are used to construct an imaging model, and the symbol R represents the rotation transformation between two frames.
The visual field of a vehicle is a three-dimensional space in which the target is visible, denoted as A i . It is the part of the camera's cone-aware space with a boundary of target detection range L. For a camera with a fixed angle of view, A i is obtained by
where
T is the vehicle position with respect to the inertial frame, the vehicle attitude is denoted by
Even if the target is involved in the field of view, whether it can be successfully detected is still affected by factors such as illumination and the performance of the algorithm. It is assumed that a target is eventually detected if POS tar ∈ A i . The status of target detection is expressed as ζ ∈ {0, 1}.
Once the target is detected, its pixel coordinates (u, v) in image can be measured. Geometrically, (u, v) can be derived from the target location through a set of transformations. To keep the content concise, this paper only gives a brief expression of the imaging process, a detailed derivation can be found in [25] and [26] . Therefore, given the target location POS tar in inertial frame, its pixel coordinates are
where z CAM tar is the target depth, which indicates the distance of the target along the Z-axis of the camera frame [31] . M is the intrinsic matrix of the camera [32] . R CAM I represents the transformation from inertial frame to camera frame, which is the product of a series of rotation matrices, i.e.
The rotation matrices are calculated from the vehicle attitude and the camera pose. The calculation requires the camera's internal and external parameters, which can be obtained by off-line calibration [33] . However, target depth z CAM tar can't be known as a priori without additional sensors or geographic information. The only information that is directly available is the target direction with respect to the UAV, which can be compactly described as follows.
R TAR LOS is applied in (6) because the line of sight of the camera may not traverse the target, thus requiring a correction process, which is easily derived from the pixel location of the target. For the sake of rigorous formulation, some assumptions are taken in advance as follows.
• The deviation between the PTU installation position and the center of gravity of the UAV is neglected since it's much smaller than the distance between the vehicle and the target.
• The UAV speed is faster than the target, which is reasonable in most scenarios.
• The inter-UAV communication is free of delay.
D. SEARCH SCOPE
During binocular intersection tasks, the follower vehicle autonomously steer the PTU until the target is detected. It should be noted that, our objective is to get the follower's line of sight pass through the target instead of ''falling on'' its 3-D location. Therefore, a search scope is constructed on FIGURE 3. Sketch map of the search scope on a manifold S 2 embedded in R 3 . The search scope (red solid line) is formed by the intersection of a plane and a sphere. The plane is determined by the line of sight of the leader and the position of the follower, whereas the sphere is defined using the pan-tilt angles of the camera as it's coordinates. The two endpoints of the search scope are defined by a line of sight pointing to the leader vehicle and a parallel line of sight, respectively. a 2-D sphere S 2 embedded in R 3 to eliminate the nonlinear mapping between the PTU rotation and the target motion in Euclidean space, as shown in Figure 3 . S 2 is located at the center of the follower. The pan and tilt angles of the follower's PTU are used as the coordinates of S 2 . Thus, the instantaneous pose of the PTU is regarded as a point on the sphere, and the search algorithm is equivalent to designing a trajectory within S 2 .
It is obvious that the target lies on vector − − → DIR l tar at the time of discovery, and the target depth z CAM tar satisfies the inequality 0 < d min < z CAM tar < d max < ∞, whereas the upper bound and lower bound are unknown in advance. Such constraint reduces the possible target location from the entire space to a straight line. Consequently, the search scope is constructed by projecting possible positions of the target onto the sphere S 2 . In Figure 3 , the search scope is denoted by a curve Q s , which is the geodesic between two end points of projection, p 0 and p ∞ . The finite length of Q s demonstrates that the target can be detected in a limited duration.
To facilitate the search algorithm design, the search scope equation is derived using projection geometry. First, the plane composed of the target, the leader and the follower is represented by its normal vector.
Then, the search scope is expressed by
As to the camera, its field of view is a fixed-size area centered on the current pose of the PTU. 
III. LOCALIZATION-FREE BINOCULAR INTERSECTION
This section presents the binocular intersection algorithm without a precise target location. First, a two-stage intersection procedure is designed to sweep the search scope in a limited duration. Then, considering the movement of the target, boundary effect is analyzed based on an escape model of the target. Finally, two methods are proposed to improve the efficiency of binocular intersection.
A. LOCALIZATION-FREE PRINCIPLE
As discussed in Section II, by applying the target direction with respect to the leader and constructing a search scope, the target can be detected by sweeping the search scope without prior knowledge of the target depth. However, the initial position of the PTU is not necessarily on the search scope. A two-stage binocular intersection procedure is designed to adapt to arbitrary initial conditions. To present the process visually, the vehicle's line of sight change is depicted in Euclidean space, referring to Figure 4 . 
1) STEP 1: INILIALIZATION
On receiving target information from the leader at time t 0 , the follower rotates its PTU to intersect the line of sight − − → DIR l tar (t 0 ). The intersection is achieved at time t 1 , and its achievement is denoted by η ∈ {0, 1}. η = 1 if
and
where δ is an empirically determined threshold.
2) STEP 2: REFINING
Intuitively, − − → LOS f uav (t) slides on the plane defined by − − → DIR l tar (t 0 ) and
until the target is detected, i.e. ζ = 1. In this paper, the search problem is considered in the search scope defined by (7) and (8) . More specifically, we set a virtual point within the search scope, rotate to the virtual point and check if the target is nearby, and update the virtual point if not, which is the core of the searching process.
In this paper, the search scope is discretized into a collection of points, then the virtual point p d i is chosen from the collection, which is denoted by S = {p i |i ∈ [1, k]}. Each point has a different target depth, i.e. the distance to the leader's projection point. The virtual point is designed to be within the camera's visual field, which is defined by ψ fov ptu and θ fov ptu and denoted as S fov . The maximum depth of the target within S fov , is
The virtual point is then output to the lower-level controller to drive the PTU plant. The search process terminates either by discovery of the target or by failure of target detection after traversal of the search scope.
Once the target is successfully detected, a tracking controller is then applied to eliminate the error between the target and the center of the image. The tracking controller treats the horizontal and vertical channels of the PTU as independent channels, and uses the pixel deviation (δu(t), δv(t)) between the target and the image center as tracking error, which is calculated by
where (u 0 , v 0 ) is the central pixel coordinator of the image, and (u (t) , v (t)) is the target coordinator. A dead zone with parameters (d u z , d v z ) is set to avoid chattering of onboard visual servoing. The tracking controller is then expressed by
where k p is determined through experiments.
The proposed method is summarized as follows. In summary, binocular intersection is achieved by integrating two complementary processes: transformation and target detection. Transformation is employed to obtain target direction based on onboard measurements of the leader. Then, a searcher and a detector of the follower join in to refine the location of the target.
B. BOUNDARY EFFECT
Obviously, the localization-free binocular intersection algorithm is feasible for a stationary target. However, since a moving target may move out of the marked zone after a while. It is necessary to find the target before the escape.
Considering the boundary condition of the algorithm, a worst case is raised where the target moves linearly in any direction in three-dimensional space, since there is no prior information about the target movement. In other words, the escape zone is a sphere inscribed in the visual field of the follower, denoted by A E . The radius of the sphere is calculated based on geometry, as shown in Figure 5 . Let the distance between the follower and the target initial position be D T . α stands for the smaller angle of the camera's horizontal and vertical view field. The radius of the escape zone is calculated by
Then, the time taken by the target to escape is estimated by
where V T is the speed of the target. Note that T e escape is a very conservative estimation. Some situations are excluded to ensure that the target can be captured.
For the PTU, the time needed to reach the target initial position is affected by dynamic position and attitude relations, and can never be obtained directly. However, there is an upper bound for the search time, due to the limited phase plane and the one-way search direction.
C. TIME OPTIMIZATION OF SEARCH PROCESS
According to our previous analysis, the search process requires to be time saving because it may fail to detect the target if the process takes too long. An effective method to address the challenge is to narrow the search scope to the part with highest probability of target occurrence on the basis of additional environmental information. Although precise terrain data from Geographic Information System isn't required, any available knowledge of the terrain is not excluded, either. An example is given here by introducing perceptual terrain information.
As shown in Figure 6 , the depth of the target moving on the ground with respect to the UAV should be within an interval determined by the terrain. We use this interval as the ideal search scope. The absolute altitude of the UAV and the relative altitude above the ground is obtained by onboard sensors, then a discrete sequence of ground height along the path is obtained, denoted by h 0 g , h 1 g , . . . , h k g . The fluctuation of the terrain is described by the standard deviation of the ground height. The mean and standard deviation are calculated by the following iterative equation.
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For (18), θ l tar (t 0 ) is obtained by − − → DIR tar (t 0 ). Since the target is always below the UAV, the denominator of (18) is guaranteed non-zero. The target depth range is further converted to a search scope on S 2 . As the flight time of the UAV increases in the region of interest, the estimation of the terrain will be more accurate.
The proposed method is summarized as follows. Obtain η based on (9,10) 11:
Algorithm 2 Heuristic Binocular Intersection
if η = 1 then 12:
Construct search scope using (7, 8) Compared with the method proposed in Section III.A, the heuristic binocular intersection method significantly reduces the length of the search scope by introducing empirical information of the terrain. However, algorithm pitfalls have to be considered in case that the target moves outside the search scope, especially during the initial stage of the operation, when the UAV has not fully understood the fluctuation of the terrain and the calculated search scope is smaller than the true value. This method maximizes the probability of target capture by introducing additional environmental knowledge that is definitely attainable from onboard sensors and eventually achieves an effective compromise between the search scope and the search time.
D. APPROACHING NAVIGATION LAW
In addition to the uncertainty of the target location, the nominal range of the onboard sensors will also affect the efficiency of binocular intersection. This impact shall be mitigated by changing the UAV position to approach the target. This paper proposes a simple approaching navigation law based on the position of the virtual target relative to the vehicle. As illustrated in Figure 7 , the XY plane of the vehicle's body frame is divided into four quadrants. Our strategy is to keep POS * tar in the first or second quadrant. If POS * tar is in the third quadrant or the fourth quadrant, it yaws for 90 degrees in the corresponding direction. A dead zone denoted by A d with radius R th is set to avoid frequent heading adjustment when the UAV is directly above the target.
Let the desired yaw angle of the UAV be ψ d uav . The proposed method is summarized below.
Algorithm 3 Approaching Navigation Law
Input: The approaching navigation law is mainly designed to reduce the distance between the UAV and the target. It also enables the vehicle to bypass potential terrain barriers, which is common in urban and mountainous regions.
IV. SIMULATIONS AND DISCUSSION
This section presents a simulation study with analysis of the performance of the proposed binocular intersection algorithms. First, the simulation system is briefly introduced. Then, a comprehensive process of binocular intersection is verified. Finally, the performance of classical localization-free method and the heuristic method are compared in different scenarios.
A. SIMULATION SYSTEM OVERVIEW
A Hardware-in-the-Loop (HIL) simulation system, which can be applied to imitate multi-UAV binocular intersection is constructed to facilitate the development and demonstrate the feasibility and benefits of the proposed approach. With this system, we can save substantial effort in real flight testing. Since the hardware and software architecture in the simulation system is consistent with the real system, algorithms and parameters are subject to smooth transfer from simulation to real flight testing.
The distributed architecture of the simulation system is outlined in Figure 8 . Multiple sets of UAV equipment are connected to the emulator by a communication network. They exchange camera images and states with the emulator through a data transmitting interface. The onboard equipment include a lightweight processor, a low level flight autopilot, and a PTU to ensure the authenticity of the camera response. Harnessing the advantages of robot operation system, the simulation system provides an open software architecture, which decouples the algorithm modules and makes it easier to analyze results and improve algorithms.
B. DETECTION AND TRACKING RESULTS
In this study, a comprehensive task is designed to inspect the systematic behavior of binocular intersection. Special attention is paid on the performance of target detection and target tracking since they are the front and rear part of binocular intersection. Two UAVs and a target vehicle are involved in a scenario of 1000 * 1000m. Each UAV is equipped with an automatically controlled PTU. Specifications and parameters of the PTU-CAM system are listed in Table 1 .
The target location is selected within the area of interest. The UAVs fly at ∼200m at a speed of ∼20m/s. A lawnmowerstyle search route that covers the target position is designed, so that the UAV will fly over the target during the cruise. The captured videos are then processed using the detection algorithm described in Section II. After the target is detected, the UAV aerially circles around the target. Meanwhile, the target is adjusted to the central coordinate of the image using (12) and (13). The detection results and PTU's attitude response are drawn in Figure 9 . Under the circumstances of a good illumination condition, a clear vision and a relatively close distance between the UAV and the target, the accuracy of target detection is over 95%, illustrating the effectiveness of the applied target detection algorithm. To evaluate the tracking performance with respect to attitude changes of the aerial vehicle, three turns are added to the UAV path. As expected, the target is stabilized in the center of the image (within a dead zone) during a smooth flight. Moreover, the target is refocused by the tracking controller after deviation caused by UAV turns. This experiment successfully demonstrates the outstanding ability of PTU controller on continuous target tracking. However, it also has a performance boundary. The target may be lost when UAV performs an extreme maneuver. Since maneuvers are uncommon in most target tracking tasks, the PTU controller is qualified for our system.
C. SENSITIVITY TO PARAMETER CHANGES
Rigorous testing is conducted to evaluate the performance of binocular intersection within the UAV swarm. Specifically, this paper concentrates on the collaboration between two UAVs since it's the meta-mode for multi-UAV target tracking formation. Figure 10 explicitly shows the collaboration of UAVs in binocular intersection. An overall scenario and a detailed searching process are involved. The first UAV that detects the target propagates the target direction and its own states at time t 0 and adjusts the target to the center of image using the proposed tracking controller. The other vehicle, starting from looking elsewhere, intersects its line of sight with the leader and searches along the frozen target direction until the ground target is detected. After then the follower also employs the tracking controller to eliminate the derivation between the target and its image center. Thus the lines of sight of the two vehicles meet at the same point. Graphics in the upper right corner of Figure 10 shows the two steps of searching phase in detail. It is notable that most time is spent on searching along the line of sight of the leader. It is also noticed that the follower made a turn after exceeding the target position, which illustrates the logical correctness of the approaching navigation law.
The parameters of the system are altered in the following simulations to assess the effectiveness of binocular intersection algorithm under various conditions. Although many factors have an impact on the performance, two of them are taken into account in our experiments due to their higher shows the phase plane movements at some key time points. The search scope is drawn with a time-vary curve. The target position is denoted by a red dot, which is unknown for the UAV. The blue dot is where the real PTU pose lies, and it slides along the curve until coincide with the red dot, after which they move together to keep tracking of the target.
correlation, namely the flight altitude and the speed of the target, as listed in Table 2 . Performance measure is evaluated by means of the success rate and the time consumed.
In the first scenario, the flight altitude is set from 50m to 300m with an interval of 50m. The target speed is set to be 10m/s rationally. On a selected flight altitude, 20 binocular intersection testings with random position and heading angles are carried out. The average time and success rate are counted, as shown in Figure 11 .
The success rates of the two methods are both about 0.9 when the flight altitude is less than 200 meters. When the flight altitude exceeds 200 meters, the success rate of the localization-free algorithm decreases gradually, while that of the heuristic algorithm remains almost unchanged. As to the time cost, the localization-free method costs 11.2s on the average, and the time consumed does not vary with the flight altitude. In contrast, the heuristic method consumes less time and the time cost is inversely proportional to the flight altitude. This is because the area covered by the vehicle's visual field grows with the altitude, enabling higher probability to capture the target. Although this is equally true for the localization-free method, it is offset by the proportionally increasing searching scope. The results are consistent with the analysis of Section III.B. Since the localization-free method takes longer to detect the target, the target is more likely to escape outside the visual field of the UAV as its speed increases.
In the second scenario, the target speed is specified from 0 to 50m/s with an interval of 5m/s, and the flight altitude of UAV is 200m. The scenario testing is performed 20 batches for each set of parameters, and the performance of the two methods is compared and shown in Figure 12 . Obviously, the heuristic algorithm performs better in the probability of capturing the target. When the speed of the target is less than 10m/s, the success rates of the two methods are comparable -90% or so. As the speed of the target increases, the success rate of the localization-free algorithm gradually decreases, while the heuristic method does not change remarkably. The comparison of real-time feature is depicted in Figure 12(b) , from which we can find that the heuristic algorithm also possesses better real-time capability. The time consumed by both methods increases slightly as the target speed increases, mostly due to the search failures.
From the conducted testing scenarios, it is regarded that the classical localization-free binocular intersection algorithm is satisfactory for detecting slow moving targets in terms of success rate, whereas the heuristic binocular intersection algorithm outperforms its peer in all aspects, including effectiveness, efficiency and stability, demonstrating the utility of the fused prior knowledge of terrain. As for practical applications, the prior knowledge of terrain is online updated by collecting the terrain distribution at specified sampling points. As the iterative algorithm proceeds, the estimated terrain height gradually converges to the true altitude, and the variance characterized the magnitude of the terrain fluctuations. The efficiency of the heuristic algorithm will sure be optimized and close to the classical localization-based approach when the terrain tends to be flat.
V. CONCLUDING REMARKS
This paper has proposed a localization-free approach with one-shot communication for binocular intersection. Under this architecture, two adjacent vehicles autonomously intersect their lines of sight on the same target, and the multi-UAV target tracking formation is established asymptotically. The binocular intersection algorithm makes full use of the coarse knowledge of the target, and applies an efficient search module to compensate for the lack of target information. The innovation of this study is to consider the search problem in a two-dimensional sphere, thus eliminating the nonlinear mapping between the camera pose and the target position.
An iterative estimation algorithm for terrain has been proposed to narrow the search scope, resulting in the heuristic localization-free binocular intersection algorithm. Moreover, an approaching navigation law has been designed for the UAV to bypass terrain barriers, which is tested by Monte Carlo simulations to be effective.
The binocular intersection is demonstrated as an effective approach for getting all the task-involved vehicles intersect on the target. Compared with localization-based method, the search-based approach has the advantage of one-shot catch and communication, and furthermore rids the need for monocular localization. Truth be told, the binocular intersection approach has potential pitfalls as well. It is based on the assumption of slow-moving targets, therefore may fail in case of fast-moving targets. Such limitation may be avoided by compensating our search module with a predictive process. It should be emphasized that this paper does not negate the VOLUME 7, 2019 importance of target localization, but provides a practically feasible solution for micro aerial swarm tracking on ground targets.
Future studies will focus on trajectory planning, decision making and flight control for swarm tracking, based on the automatic binocular intersection that has been solved. A distributed aerial stereo vision scheme is also to be developed by using multi-UAV vision intersection on targets. Furthermore, real flight tests with rich experimental specifications shall be taken into account as well.
HAN ZHOU received the Ph.D. degree in control science and engineering from the National University of Defense Technology (NUDT), Changsha, China, in 2015. Since 2015, she has been a Lecturer with NUDT.
Her research interests include biomimetic robotics, dynamics analysis, and learning control.
LINCHENG SHEN (M'10) received the B.E., M.S., and Ph.D. degrees in automatic control from the National University of Defense Technology (NUDT), respectively, where he is currently a Full Professor and serves as the Dean of the School of Postgraduates.
He has published more than 100 technical papers in refereed international journals and academic conferences proceedings. His research interests include mission planning, autonomous and cooperative control for unmanned systems, biomimetic robotics, and intelligent control. He is currently a Full Professor with Sun YatSen University, and has originated BioRobotics and Control (BRC) Lab. He has ever been a visiting scientist for international collaboration with Nanyang Technological University, Singapore and the University of Manchester. His current research interests include autonomous systems, biologically inspired robotics, collective intelligence, and learning control. VOLUME 7, 2019 
