This paper addresses the problem of exploring unknown terrains with a fleet of cooperating aerial vehicles. We present a novel decentralized approach which alternates gradient-free stochastic optimization and a frontier-based approach. Our method allows each robot to generate its trajectory based on the collected data and the local map built integrating the information shared by its teammates. Whenever a local optimum is reached, which corresponds to a location surrounded by already explored areas, the algorithm identifies the closest frontier to get over it and restarts the local optimization. Its low computational cost, the capability to deal with constraints and the decentralized decision-making make it particularly suitable for multi-robot applications in complex 3D environments. Simulation results show that our approach generates feasible trajectories which drive multiple robots to completely explore realistic environments. Furthermore, in terms of exploration time, our algorithm significantly outperforms a standard solution based on closest frontier points while providing similar performances compared to a computationally more expensive centralized greedy solution.
I. INTRODUCTION
Autonomous exploration is one of the most common tasks in which mobile robots can have a crucial impact on helping humans in complex and dangerous scenarios. In particular, the rapid progress in the development of Unmanned Aerial Vehicles (UAVs) has allowed imagining more and more challenging missions where the exploration of large complex terrains, otherwise impossible with standard ground vehicles, is now viable. However, solutions for these scenarios must also face the strong constraints and limitations of nowadays small aerial robotics platforms: limited computational capabilities and reduced batteries lifetimes make the design of solutions with little computational demands of fundamental importance.
The final goal in autonomous exploration tasks is to completely cover an initially unknown environment in a minimum time. To this end, each robot needs to identify its next position with the aim of maximizing the expected gain in the explored area. As in every multi-robot mission, the coordination with the other robots plays a crucial role [1] , leading to challenging problems where the goal is to reduce redundant information within teammates to speed up the exploration process. Common solutions for the exploration problem are based on the concept of frontiers, i.e., cells dividing the explored region from the still unknown part [2] . However, most of these solutions do not satisfy the requirements previously listed for small robotic platforms exploring 3D environments. Some of them need to solve complex centralized optimization problems to assign frontiers to each component of the team and, even considering easier assignation strategies, they all require to regularly identify frontier points and their distances, which for 3D terrains can rapidly become a very complex operation.
To overcome these limitations, we propose a new approach where robots are driven by a local optimizer which exploits on-line collected data to maximize the quantity of new explored environment, and a frontier-based strategy to guaranty the completeness of the exploration. The optimization is carried on by a stochastic optimization algorithm, running independently on each robot and relying on the map information shared within the team. Being the optimization strictly local, robots can, however, get stuck in local optima before completing the task. When they reach such a situation, they exploit the global map to identify a frontier point as next goal before restarting a local exploration. The resulting hybrid method, combining stochastic local optimization and frontier points, overcomes the limits that these approaches have separately while maintaining their advantages and so resulting in a more efficient solution.
The rest of the paper is organized as follows. The next section briefly reviews the related work, with a special attention to multi-robot exploration of non-planar environments. In Section III, we formalize the problem of multi-robot exploration in terms of an optimization problem. Section IV presents the details of the proposed solution, describing the adopted local optimization and the frontier-based approach. Finally, in Section V, simulation results to test and evaluate the algorithm are provided.
II. RELATED WORK
The autonomous exploration problem has been widely studied in the last years and providing a rich overview of the existing literature is not an easy task. With this intent, [3] presents an extensive study and comparison of some of the main proposed solutions. Another interesting survey, with an attention more focused on communication aspects, can found in [4] .
Most of the existing methods for autonomous exploration tasks are based on the concept of frontiers, introduced by Yamauchi in his seminal work, firstly for a single robot [5] and then extended to the multi-robot case [2] . Following this simple but efficient idea, numerous variations and improvements, especially considering the exploration of two-dimensional environments, have been proposed in the following years. An efficient but expensive centralized approach to solve the multi-criteria problem of simultaneously considering travelling costs and gain utilities was presented [6] . In [7] , the proposed decentralized approach allocates frontier points based on a rank among teammates, in terms of travel distance to each frontier, to obtain a well balanced spatial distribution of robots in the environment. The problem of frontiers assignment in multi-robot exploration is studied also in [8] , where the authors propose a multiple traveling salesman problem formulation considering for each robot all current possible goals. Even though this strategy can provide shorter exploration times with respect to alternative solutions, it also implies a very high computational cost, contrary to our proposed solution. Besides the frontier allocation problem, another important aspect in multi-robot applications can be to comply with communication requirements during the task. In [9] , the authors explicitly consider this problem presenting a strategy that allows robots to coordinate with teammates in order to form a network that satisfies recurrent connectivity constraints.
Considering three-dimensional scenes, a direct extension of a simple frontier-based method for this case has been presented in [10] . As previously mentioned, in three dimensions, even the simple process of identifying frontier points becomes more challenging -and costly -and has been a subject of research [11] . Also in [12] , the authors present a frontier-based approach to explore three-dimensional scenarios using a team of Micro Aerial Vehicles with embedded vision. The novelty of this work is to propose an exchange of just map frontier points between robots instead of the whole grid map in order to save communication bandwidth.
The solution we propose in this paper has the intent of overcoming the constant dependence on frontier points at every decision step, with the goal of reducing the total computational cost. The use of frontiers is, in fact, limited thanks to the combination with a decentralized local optimization algorithm. The resulting solution guides the robots towards a position which maximizes the expected information gain, while maintaining guarantees of completing the exploration task.
III. MULTI-ROBOT EXPLORATION
The multi-robot planning problem considered in this paper aims at autonomously exploring, as fast as possible, an unknown terrain represented as a surface S in a 3D environment with a fleet of UAVs. Formally, this problem is defined by a tuple (N, S, P, C, E) where:
• N is the number of UAVs r ∈ {1, 2, . . . , N };
being the position of the UAV r at time step t; • C(P (r) ) 0 defines partially unknown constraints each UAV position P (r) must satisfy so that robot-toobstacle and robot-to-robot collision avoidance as well as minimum and maximum height of flight constraints are met; • E t (S) denotes the portion of the surface S explored up to time step t. We consider a point s as explored by a UAV if: (1) they are connected by a line-of-sight and (2) they are at a distance smaller than a given sensing range. Let e t (s) be the subset of UAVs who explored for the first time the voxel s at time t, i.e.
where O(s, P) is true when the point s is observed by a UAV with position P.
Furthermore, the frontier points are defined as the already explored voxels s ∈ E(S) that are adjacent with unexplored areas, i.e. with S\E(S).
The goal of this problem is to find the UAVs' trajectories (P (r) t ) r=1,...,N ;t=1,...,t that explore the entire surface S in a minimum time T , while satisfying the constraints C. This problem is impossible to solve off-line being the environment initially unknown and a sub-optimal on-line solution is necessary. To this end, we define for each UAV r an optimization function as follows:
Maximizing this function, each robot tries at each iteration to maximize the quantity of newly explored voxels s (delta term), while minimizing the redundant information (i.e. simultaneous exploration of new areas by more than one robot). This is due to the term |e t (s)|, which represents a penalization to reduce the importance of voxels that have been simultaneously sensed also by other robots. In other words, any voxel has a fixed reward which is divided among all the robots that saw it for the first time. Its maximum value is 1, when only one robot explores a new voxel. This reward attribution forces the robots to spread out, trying to minimize redundancy in new acquired information. Note that the sum over all the robots of the functions J (r) t is simply the total explored environment up to time t, i.e.,
IV. THE FCAO ALGORITHM
In this section, we introduce a novel multi-robot exploration algorithm combining local stochastic approximation for optimization and a frontier-based approach. We will refer to our method to as Frontier-based Cognitive Adaptive Optimization (FCAO) algorithm (Algorithm 1). The resulting decentralized approach has the goal to overcome the weaknesses that these two methods have separately while preserving their strengths.
repeat Update J(E) with new points. Update ϑ t according to Equation (5).
A. Local Stochastic Approximation-based Optimization
Finding a real optimum of (1) is in practice unfeasible since the environment is initially unknown and the optimization needs to be carried on on-line during the exploration process. However, any robot can compute the numerical values of (1) at each time step based on collected data. In these scenarios, stochastic optimization algorithms based on local approximation of the original objective function are powerful tools to circumvent the problem. This is, for instance, the case of the CAO algorithm, originally developed and analyzed by Kosmatopoulos in [13] , which has been recently proposed, in various modified versions, to obtain solutions in multi-robot problems, such as: multi-robot deployment [14] , [15] , target detection [16] and multi-robot localization and mapping [17] . In this section we present a modified version of this optimization algorithm to make it suitable to the considered problem.
The proposed solution represents an efficient way to solve in real-time constrained optimization problems where the exact forms of an objective functions J is not available, but its numerical values can be retrieved by exploiting the gathered information. The algorithm is based on two main steps: i) at each iteration, an approximation function is built to have a local estimation of the unknown objective function J; ii) the next robot position is selected such that the approximation function is maximized, respecting the problem constraints. These two steps are detailed below. 1. At each time-instant t, J is estimates according to:
where ϑ t denotes the vector of parameter estimates calculated at time t and φ the nonlinear vector of regression functions. In our case, we chose this function φ to be a third-grade polynomial of the state variables, i.e.:
This choice is arbitrary and other solutions can also be adopted. However, it is worth remarking that this approximation is strictly local and it has no ambition to reproduce the original function in the entire exploration space. Its role is exclusively to provide an estimation of J to allow each robot to select its next position. The parameter estimation vector ϑ t , which has consequently dimension L = 20, is then calculated at each time t based on a limited set of past measurements according to:
where t = max{0, t − L − T h } with T h being a userdefined non-negative integer. Standard least-squares optimization algorithms can be used to solve (5) . Note that using only a limited set of past values has the advantage to significantly reduce the computation time required to obtain the parameter vector ϑ t but the resulting function is a reliable approximation only locally and cannot be used for global optimization.
2. As soon as the estimatorĴ t is constructed according to (3) and (5), the new robot position is obtained performing a local random search. A set of admissible new positions is generated by randomly perturbing the current state and directly tested onĴ t . More formally, a set of M possible state configurations is constructed according to:
where ζ (r,m) t is a zero-mean, unit random vector with dimension equal to the dimension of P (r) t and α represents the exploration step for each iteration. It is worth noticing that this parameter is usually time-dependent in optimization algorithms to ensure the convergence to a local optimum (see e.g. [18] ). In our case, we do not have this necessity since in an exploration task there is no interest in moving less than the maximum feasible step and there is no convergence until the total environment is explored.
Among all M candidate new configurations P 
The random generation of the candidates is essential and crucial for the efficiency of the algorithm, because this choice guarantees thatĴ t is a reliable and accurate estimate for the unknown function J. Finally, we remark that in this paper we focus only on the high-level planning problem without explicitly considering any dynamics constraints for the robots. This choice can also be justified assuming that the new way points are sufficiently distanced to be always accessible by the robot. However, more restricting assumptions, including the robot's dynamics, and so reducing the space of feasible next positions would affect only the definition of C but not the algorithm.
B. Closest frontier
As previously stated, the proposed optimization is strictly local and, even though can very efficiently find a feasible solution to a constrained trajectory generation problem, it needs variations in the measured values of the optimization function to provide better solutions. In other words, as every local optimization method, it cannot overcome local optima without an external input. In the exploration task, this means that while the robot movements bring new explored areas the algorithm provides a clear direction to follow, but when it remains surrounded by already explored regions, the optimization method would provide only random movements. Only in these cases, the set of frontiers remaining in the environment is considered and the robot is driven towards the closest one. This requires to compute each UAVto-frontier distance -in 3D -, then to select the shortest (adaptation of the standard [5] approach to 3D spaces). Such a frontier assignation allows the robot to efficiently overcome the deadlocks and restart the local optimization from it. More globally, alternating local explorations with frontier assignations leads to guarantee the completeness of the exploration as in any frontier-based method.
This step makes use of global map which each robot builds integrating the information received by other teammates. We refer to [2] for a more detailed description of this strategy.
The important aspect of this approach is that, while the information is shared, the decision remains decentralized. In particular, this ensures robustness with respect to robots failure since, if a robot interrupt the new information transmission, the remaining robots will still continue to explore the entire environment. Furthermore, being the system completely asynchronous, robots do not need to wait for other robots, and the loss of one or more robots does not produce any interruption in the algorithm.
The counter effect of this approach is the possibility to have redundancy in the exploration, i.e. multiple robots might be assigned to the same frontier. This drawback remains also in our approach but it is largely limited by the fact that frontiers are employed only rarely and in an asynchronous way among the agents.
V. SIMULATION RESULTS
The proposed approach has been tested in simulations and compared with common alternative solutions. The terrains to explore are arbitrary and, in a first study, generated as random mixtures of Gaussians with varying height and variance. The robots must maintain a minimum height of flight from the terrain and minimum distances from other robots to avoid any collision. In the simulation we assume omni-directional sensing capabilities limited by a limited range. In Fig. 2 , an illustrative example of an exploration mission carried out by 4 robots, showing the trajectories for each one of them, is presented. As for the other simulation results reported in this section, the initial positions of the robots can vary slightly but they are always considered close one each other starting from a corner of the region to explore.
To quantitatively evaluate its performance, the proposed approach has been compared with two standard alternative solutions: i) a decentralized closest-frontier algorithm, where each robot selects independently from the other teammates the frontier point closest to him; ii) a centralized greedy algorithm where to each robot is -sequentially -assigned its closest frontier point, which is then removed from the list. For the latter, the frontier points are firstly divided into clusters to further reduce the overlap in the robots trajectories and clusters' centroids are considered. A first result, with 8 robots starting from the same set of initial positions, is presented in Fig. 3 . As a first remark, we can see how our approach clearly outperforms the closest-frontier algorithm. This can be justified by the high level of redundancy in the exploration only considering closest frontiers selection, while the local optimizer efficiently spreads out the team avoiding overlap in the acquired information. Then, it is interesting to note that even if the decision is decentralized this method can obtain a performance very close to the centralized greedy approach.
For the same scenario, another important aspect has been studied: the computational time required to find the new robot position at each algorithm iteration. As we already stated, one of the strong points of our approach is the low computational cost. This is clearly shown in Fig. 3(bottom) , where this factor is not only significantly below the time required by the greedy algorithm but even faster than the very simple closest frontier selection. The main difference here is the need for frontier-based approaches to compute each time the distances between a robot and all the frontier points, which in 3D becomes an expensive operation. In our case, this effect is very significant even if we do not compute the exact geodesic distance between two points, which would be even more expensive, but instead we just consider the straight line connecting the two points and adapting the altitude to pass above the surface, given a certain minimum height of flight from the terrain. The cost of our approach is so independent of the number of frontier points, as can be seen in Fig. 3 , where the run time of the local optimizer is constant (except for the very few steps where frontiers are exploited) while the other two are varying during time since depending on the number of frontiers present in the map at each time step. Furthermore, being decentralized, its cost is also independent of the number of robots, contrary to the centralized greedy algorithm. The only significant cost of the local optimizer comes from solving the problem in (5), which exclusively depends on the dimension of the function φ and the number of past considered measurements, which are both constant along the mission.
Finally, to have more statistically meaningful results, we compared these three methods in 100 randomly generated environments (8 peaks with equal variance and centered in randomly selected positions uniformly distributed over the environment). Results, reporting the final values for each trial and the means for each algorithm, are presented in Fig. 4 . Similarly to the previous comparison, the proposed optimization-based approach has a performance very close to the centralized greedy algorithm, and they both clearly outperform the closest frontier method. We can also note that the latter, besides having an average worse behavior, presents also a greater variance in the results, while the other two are significantly more robust with respect to changes in the environment.
A. Realistic Urban-like Environment
We present here the results obtained considering more realistic models for both the environment and the system to show the feasibility and employability of our approach in real applications. The simulations have been carried out using ROS and Gazebo simulator, considering a rich and realistic urban-like environment including several buildings, vehicles, etc. (see Fig. 5 ). The drones have been modeled after the specifics of the Intel Aero quadrotor. At each position, the UAVs obtain a point cloud representation of the surrounding environment included in a down-looking half-sphere with 20m radius. The map of the explored surface and a list of frontier points, whenever necessary, are generated based on the point cloud by using the ROS package Octomap server [19] . The result of the exploration conducted by two UAVs is presented in Fig. 5 , where the initial environment and the final 3D map are shown, and in Fig. 6 , where the number of octree nodes explored in time by the two UAVs is provided. 
VI. CONCLUSIONS
This paper presented a new decentralized optimizationbased approach for the exploration of arbitrary surfaces in 3D environments with a team of aerial vehicles. The local optimization is carried out adopting a stochastic derivative-free optimization algorithm with a very low computational cost. This approach has been coupled with a frontier-based method to allow restarting the optimization-based exploration whenever a robot gets stuck in local optima. Results in simulation proved the efficiency of this approach and a comparison with standard frontier-based approaches has been carried out. This analysis showed that our approach significantly improves the performance of a decentralized closest frontier algorithm, while has a similar performance with respect to a much more expensive centralized greedy assignation of frontiers to the team. A final simulated experiment in Gazebo also shows the applicability of our approach in a more realistic scenario.
Future work will focus on a more thorough validation of our algorithm in richer environments as well as with a more realistic model for the UAVs in prevision of experiments in real scenarios.
