Abstract-We study the problem of recovering a block-sparse signal from under-sampled observations. The non-zero values of such signals appear in few blocks, and their recovery is often accomplished using a 1,2 optimization problem. In applications such as DNA micro-arrays, some prior information about the block support, i.e., blocks containing non-zero elements, is available. A typical way to consider the extra information in recovery procedures is to solve a weighted 1,2 problem. In this paper, we consider a block sparse model, where the block support has intersection with some given subsets of blocks with known probabilities. Our goal in this work is to minimize the number of required linear Gaussian measurements for perfect recovery of the signal by tuning the weights of a weighted 1,2 problem. For this goal, we apply tools from conic integral geometry and derive closed-form expressions for the optimal weights. We show through precise analysis and simulations that the weighted 1,2 problem with optimal weights significantly outperforms the regular 1,2 problem. We further examine the sensitivity of the optimal weights to the mismatch of block probabilities, and conclude stability under small probability deviations.
I. INTRODUCTION
C OMPRESSED Sensing (CS) aims at recovering a sparse signal x ∈ R n from a few random linear measurements
where A ∈ R m×n is called the measurement matrix and typically m is much smaller than n. In this work, the signal is assumed to be block sparse which occurs in many applications such as DNA micro-arrays [1] , [2] , multi-band signals [3] , [4] , computational neuroscience [5] , Multiple Measurement Vector (MMV) problem [6] , and the reconstruction of signals in union of subspaces [7] , [8] . Consider a block sparse signal x ∈ R n which is a concatenation of q blocks V b , b = 1, ..., q. The block support is defined as the set of blocks with non-zero 2 norm. Ideally, a block sparse signal is reconstructed using the following optimization problem. 
This problem is computationally intractable in polynomial time and in general, it is NP-hard. Following Candes and Tao [9] , and Donoho [10] , P 0,2 can be relaxed as an 1,2 minimization of the form P 1,2 : min 
It is known that P 1,2 finds the original block sparse signal with high probability if A is a random matrix with zero-mean i.i.d Gaussian entries. In addition to P 1,2 , several algorithms such as Block orthogonal matching pursuit [11] , [12] and Block CoSaMP 1 [13] have been used to recover a block sparse signal from incomplete observations.
The main challenge in recovering a block-sparse signal is to find the block support. Intuitively, if there exists an additional piece of information about the support, one can probably solve P 1,2,w with less equations. In some scenarios, such extra information is available. For example, in DNA microarray one might know with a certain probability that specific Genes are in certain sets of arrays. Also, it is natural for some signals to be in some subspaces with certain probabilities [7] . In computational neuroscience, the behavior of neurons exhibit non-uniform clustered responses [5] . Naturally, prior information about the block support enables us to recover the signal with much fewer measurements. The typical way to consider prior block support information is to solve weighted 1,2 which is defined as below: 
where w = [w 1 , ..., w q ] T . This work explicitly takes prior block information into account by optimally tunning the weights in P 1,2,w . Specifically, the main objective of this paper is to find optimal weights in P 1,2,w in the sense that they minimize the required number of measurements with high probability.
A. Contributions
Although block sparse signals are widely used in many applications in the literature, the role of prior information about block support in improving the performance of block sparse signals recovery is not analyzed yet. In this work, we present a new method to obtain optimal weights in weighted particular, we will consider L subsets P i of the block index set [q] . Each subset contributes to the block support with a given probability α i . Each subset can be considered as a block support estimator. We assume that these estimators act independently from each other and we penalize each with a fixed weight ω i . The strategy of finding optimal weights is to study the asymptotics of the upper and lower bounds of the statistical dimension of a certain convex cone. In practice, the accuracy parameters α i of the block sparsity pattern are often approximately known. In this regard, we prove that our method of obtaining optimal weights is robust to slight inaccuracies of the prior knowledge. Also, we find that with optimal weights on the blocks, the number of measurements required for exact recovery of a block sparse vector using P 1,2,w , equals with high probability to the total number of measurements needed for the recovery of each set of blocks separately by solving P 1,2 .
B. Outline of the paper
The paper is organized as follows: some concepts from convex geometry are reviewed in Section II. The signal model and our methodology are stated in Section III. The number of Gaussian measurements required for P 1,2,w is obtained in Section IV. In Section V, the procedure of finding optimal weights is explained. In Section VI, the robustness of optimal weights with respect to inaccuracies in prior information is discussed. Numerical simulations that support the theory are presented in Section VII. Finally, the paper is concluded in Section VIII.
C. Notation
Throughout the paper, scalars are denoted by lowercase letters, vectors by lowercase boldface letters, and matrices by uppercase boldface letters. The ith element of a vector x is shown either by
† denotes the pseudo inverse operator. We reserve calligraphic uppercase letters for sets (e.g. S). The cardinality of a set S is denoted by |S|.
[n] refers to {1, ..., n}.S stands for the complement [n]\S of a set S in [n]. For a matrix X ∈ R m×n and a subset S ⊆ [n], the notation X S is used to indicate the column submatrix of X restricted to the columns indexed by S. Similarly, for x ∈ R n , x S is the subvector in R |S| consisting of the entries indexed by S, that is,
. In this paper, 1 E denotes the indicator of a set E. The nullspace and range of linear operators are denoted by null(·), and range(·), respectively. Hadamard product and inverse of vectors are denoted by and (·) (−1) symbols, respectively. Given a vector x ∈ R n and a set C ⊆ R n , the set obtained by scaling elements of C by the elements of x is denoted by x C. For a matrix A, the operator norm is defined as A p→q = sup
For x, y ∈ R n , x ≤ y stands for component-wise inequality while x < y denotes component-wise inequality with strict inequality in at least one component. The polar K
• of a cone K ⊂ R n is the set of vectors forming non-acute angles with every vector in K, i.e.
Finally, B n refers to the -ball B n = {x ∈ R n : x 2 ≤ }.
II. PRELIMINARIES
In this section, basic concepts of conic integral geometry are reviewed.
A. Subdifferential
The subdifferential of a proper 2 convex function f : R n → R ∪ {±∞} at x ∈ R n is given by:
Proposition 1. Let f : R n → R ∪ {±∞} be a proper convex function that is 1-homogeneous, i.e. f (αz) = |α|f (z) : ∀α ∈ R and sub-additive, i.e. f (x + y) ≤ f (x) + f (y) : ∀x, y ∈ R n , then we have a simpler form of subdifferential given by:
where, f
z, y is the dual function of f (z).
For a proof see Appendix A.
B. Descent Cones
The descent cone of a proper convex function f : R n → R ∪ {±∞} at point x ∈ R n is the conic hull of the directions from x that f does not increase:
The descent cone of a convex function is a convex set. There is also a relation between decent cone and subdifferential of a convex function [14, Chapter 23] which is given by:
C. Statistical Dimension Definition 1. Statistical Dimension [15] : Let C ⊆ R n be a convex closed cone. Statistical dimension of C is defined as:
where,
is the projection of x ∈ R n onto the set C.
Statistical dimension is a measure of the size of a convex cone and generalizes the concept of dimension for linear subspaces to the class of convex cones.
D. Linear Inverse Problems and Optimality Condition
In [15] , it is proved that all random convex optimization problems exhibit a phase transition behavior as the number of measurements increases. The location of the transition is determined by the statistical dimension of the descent cone of f at x ∈ R n i.e. δ(D(f, x)). The width of the failure to success transition of P f :
consists of O( √ n) measurements. First, we express the optimality condition for P f in the noise-free case. 
The next theorem determines the number of measurements needed for successful recovery via P f for an arbitrary proper convex function f . 
where η ∈ [0, 1] is the probability of failure (tolerance), then, we have that
Besides, if
then,
Also in [15] , the following error bound for the statistical dimension is provided.
Theorem 2. [15, Theorem 4.3]
For any x ∈ R n \ {0}:
III. MODEL AND METHODOLOGY
Suppose that R n is decomposed into q blocks {V b } q b=1 of equal size k. Also, consider a s-block sparse vector 3 x ∈ R n with block support B. We are given L block support estimates P i ⊆ {V 1 , ..., V q } with accuracy and size
We call x a non-uniform block sparse model with parameters
associated with a weight ω i ≥ 0 and the resulting weight w in P 1,2,w is
where
To better distinguish between ω i and w i , note that the former penalizes the index set P i while the latter penalizes the index set V i . In this work, the following questions are answered about a non-uniform block sparse model: 1) How many measurements are required for P 1,2 and P 1,2,w to successfully recover a s-block sparse vector from independent Gaussian linear measurements? 2) Given extra prior information, what is the optimal choice of weights in P 1,2,w ? 3) How close one can get to the optimal weights if the prior information is slightly inaccurate? In the reminder of this work, we provide the answer to these questions in three sections.
IV. NUMBER OF MEASUREMENTS FOR SUCCESSFUL RECOVERY
For a fixed tolerance η ∈ [0, 1], let us denote the normalized number of measurements required for P 1,2 and P 1,2,w to recover a s-block sparse vector (with probability 1 − η) by m q,s and m q,s,w , respectively:
Below, we obtain upper-bounds for the number of measurements required for P 1,2 and P 1,2,w to succeed with probability 1 − η.
Proof: see Appendix C.
Proof. see Appendix B In the following Propositions, we demonstrate that the proposed upper-bounds in Lemmas 1 and 2 are asymptotically tight.
Proposition 3. The normalized number of Gaussian linear measurements required for P 1,2 to succeed (i.e. m q,s ) satisfies the following error bound:
Proof. see Appendix D.
Proposition 4. The normalized number of Gaussian linear measurements required for P 1,2,w to successfully recover a non-uniform s-block sparse vector in R n with parameters
Proof. see Appendix E. It is interesting that the error bound in Proposition 3 is a special case of the error bound of Proposition 4 where one has s sets of blocks with size q L that each contribute to the block support with probability L q .
V. OPTIMAL WEIGHTS
The strategy of finding optimal weights is to minimize the upper and lower bounds of statistical dimension (i.e. (28), simultaneously. So
In the weighted block sparsity optimization, we call the weight
optimal since it asymptotically (as q → ∞) minimizes the number of measurements required for P 1,2,w to succeed. In th following lemma, the uniqueness of the optimal weights for P 1,2,Dω is shown by proving that δ(D( · 1,2,Dω , x)) is a continuous and strictly convex function of ω ∈ R L + . Lemma 3. Assume C := ∂ · 1,2 (x) does not contain the origin. We know that C is compact and 1 ≤ z 2 ≤ √ q for all z ∈ C. Also let g ∈ R n be a standard normal vector. Consider the function
++ . Moreover, J has a unique minimizer.
Proof. see Appendix F. An analytic expression for the optimal weights is given in the following proposition via
(32)
. Then, there exist unique optimal weights ω * ∈ R L + (up to a positive scaling) that minimizem q,s,Dω . The optimal weights ω * ∈ R L + are obtained via the following integral equations:
Proof. see Appendix G The optimal weights in (33) depend only on the accuracy of the block support estimates
and not their relative size
. Finally, we prove the significant fact that with optimal weights, P 1,2,Dω * acts as if x Pi 's are separately recovered, in the sense of the required number of measurements.
. Then, the number of measurements required for P 1,2,Dω * is exactly equals the total number of measurements required for P 1,2 to recover each
separately, up to an asymptotically additive vanishing error term.
Proof. see Appendix H VI. ROBUSTNESS ANALYSIS In this section, we evaluate the robustness of optimal weights if prior information is slightly inaccurate. As stated in the below proposition, under the condition α 1 10 , the optimal weights ω * in (33) are robust to inaccuracies in the block support estimates. Proposition 6. Let α be the accuracy of the block support estimate P which inaccurately assumed α in practice. Let ω and ω be the optimal weights, obtained from (33), corresponding to α and α , respectively. Then, there exist a constant c(k, α) such that
is the nonlinear function in (33) that relates α to the optimal weight ω.
Proof. see Appendix I. This proposition shows that our method of finding optimal weights in (33) is robust to inaccuracies in prior knowledge.
VII. SIMULATIONS
In this section, we numerically verify our theoretical results on the optimal weights. We have employed the CVX MATLAB package [17] to implement optimization problems. First, we investigate the required number of measurements for the scaling of successful recovery of P 1,2 in terms of the block sparsity. For this purpose, we construct a s-block sparse x ∈ R 2000 . Then, we form the measurements y m×1 = Ax and obtain an estimatex by solving the problem P 1,2 ; we repeat this experiment for 100 realizations of A. For each experiment, we declare success if x−x 2 ≤ 10 −4 . The heatmap in Figure  1 shows the empirical probability of success for this procedure (black=0%, white=100%) which is consistent with the theory obtained by (22). In the second experiment, we set s = 50 and generate a block sparse random vector x ∈ R 1280 with q = 128 blocks of equal size k = 10. Then, we consider three sets P 1 , P 2 and P 3 with α 1 = 27 50 , α 2 = 9 10 , α 3 = 5 58 that partition the set of blocks {1, ..., 128}. There are 100 Monte Carlo trials where in each, we solve P 1,2,ω * with optimal weights ω * and recover x ∈ R 1280 from m Gaussian linear measurements. Optimal weights are obtained from (33) by MATLAB function fzero. Figure 2 shows that P 1,2,Dω * with optimal weights needs substantially fewer measurements than P 1,2 for recovering x ∈ R 1280 . In the third experiment, we numerically study the optimal weights and their sensitivity to inaccuracy of prior information. As shown in (33), the optimal weights for a set P of blocks, besides the cardinality k of the set, is determined by the accuracy α of the set (the intersection probability of P with the block support). In Figure 3 , we have plotted the optimal weight as a function of the accuracy (α), for a number of k values. This figure reveals that while the optimal weight changes rapidly in the interval 0 < α does not lead to a considerable change in the value of the optimal weight. To better investigate this fact, we have plotted the derivate c(k, α) of this curve in Figure 4 (see (36) ). Indeed, the curves in Figure 4 , demonstrate the sensitivity of the optimal weight against small perturbations of α. These curves again confirm the stability of optimal weights against the inaccuracy of prior information in the range α 
VIII. CONCLUSION
In this paper, we tried to incorporate prior knowledge about the block support to recover a block spare vector via weighted 1,2 -minimization. For this task, we applied the concept of statistical dimension in conic integral geometry. Further, we proved that the optimal weights are unique up to a positive Fig. 1 . This plot shows the empirical probability that P 1,2 recovers x ∈ R 2000 with s blocks with nonzero 2 norm from m Gaussian linear measurements. The black line shows the number of measurements obtained by Lemma 1. Fig. 2 . This plot shows the probability that P 1,2 and P 1,2,Dω * succeed to recover x ∈ R 1280 from Gaussian linear measurements. The parameters we used in this figure, are: q = 128, σ = ρ 1 = scale factor. We also numerically investigated the undesired effect of inaccurate prior information in misevaluating the optimal weights.
APPENDIX

A. Proof of Proposition 1
Proof. Assume first that x = 0. By setting y = 0 in (6), we have: z, x ≥ f (x) − f (0) and f (0) = 0 due to the homogeneity, f * (z) ≥ 1. Also, setting y = v + x in (6) and taking supremum from both sides under condition f (v) = 1 we have:
where we used sub-additivity of f . Hence, we have f * (z) = 1 and subsequently z, x = f (x).
On the other hand, if we have z such that f * (z) = 1 and z, x = f (x), then for each y ∈ R n : 
B. Proof of Lemma 2
Proof. By the definition of statistical dimension for D( · 1,2,w , x) in (10), the fact that infimum of an affine function is concave and Jensen's inequality, we can find an upper-bound for m q,s,w as:
Ψt,w(σ,ρ,α)
:=m q,s,w .
The next step is to calculate ∂ · 1,2,w (x). From Proposition 1, we have:
From the first part of (40), we obtain:
which then we reach
: ∀b ∈ B. To compute the dual of · 1,2,w i.e. · * 1,2,w , we have:
in which, the first inequality comes from Hölder's inequality with equality when
From (42) and (40), we find out that w
Now to calculate Ψ t,w (σ, ρ, α), regarding (43), we compute the distance of the dilated subdifferential of descent cone of 1,2,w norm at x ∈ R n from a standard Gaussian vector g ∈ R n which is given by:
where we used triangle inequality in the second part. By taking expectation from both sides, we reach:
where, k = n q . and
2 is distributed as chi-squared with k degrees of freedom. Moreover,
where in the third line, the order of integration is changed and in the forth line, a change of variable is used. As a consequence, (45) becomes:
By normalizing to the number of blocks q and incorporating block prior information using w = Dω ∈ R q we get:
where in the last line above, we benefited the fact that σ = L i=1 ρ i α i .
C. Proof of Lemma 1
Proof. We find an upper-bound for m q,s . The procedure is exactly the same as the proof of Lemma 2 with uniform block weight i.e. w = 1 ∈ R q . In fact, we have: (45) and (39), we getm q,s in Lemma 1.
D. Proof of Proposition 3
Proof. By the error bound in (16) and also (43) with w = 1 ∈ R q , we obtain the numerator of the error bound (16) as:
Also, for the denominator we have:
The error bound in (16) for · 1,2 depends only on
can be chosen to have equality in (50). Therefore, the error of obtaining m q,s is at most
E. Proof of Proposition 4
Proof. By the error bound (16) and (43), with f (x) = x 1,2,w and w = L i=1 ω i 1 Pi ∈ R q , the numerator of (16) is given by:
where the first inequality in (51) follows from CauchySchwartz inequality. With the same justification as in the proof D and the fact that D( · 1,2,w , x) only requires that
can be chosen to satisfy equality in (51). Therefore, the error of obtaining the upper-bound of m q,s,w , i.e.m q,s,w is:
in which, the last inequality follows from the facts that Proof. Continuity. We must show that sufficiently small changes in ν result in arbitrary small changes in J(ν). By definition of J g (ν), we have:
The absolute value satisfies:
where, we used the fact that,
and,
As a consequence, we obtain:
With the assumption that ν 1 is bounded, continuity holds.
Since otherwise we have:
By taking the infimum over z,z ∈ C, we reach a contradiction.
We proceed to show convexity of dist(g, (D t ν) C).
Since this holds for any and˜ , dist(g, (D t ν) C) is a convex function. As the square of a non-negative convex function is convex, J g (ν) is a convex function. At last, the function J(ν) is the average of convex functions, hence is convex. In (59), the first inequality comes from the fact that ∀z 1 , z 2 ∈ C ∃z ∈ C:
To verify (60), we argue by contradiction:
∀z ∈ C ∃d ∈B such that :
Then, by taking z V d = e i ∈ R k for some i ∈ [k], we reach a contradiction. In the second inequality in (59), we used triangle inequality of norms. The third inequality uses (57).
Strict convexity. We show strict convexity by contradiction. If J(ν) was not strictly convex, there would be vectors ν,ν ∈ R L + with υ = D t ν,υ = D tν and θ ∈ (0, 1) such that,
For each g in (62) the left-hand side is smaller than or equal to the right-hand side. Therefore, in (62), J g (θν + (1 − θ)ν) and θJ g (ν) + (1 − θ)J g (ν) are almost surely equal (except at a set of measure zero) with respect to Gaussian measure. Moreover, we have:
where, the first inequality comes from (60) and the second inequality stems from the strict convexity of · 2 2 . From (60), it is easy to verify that the set ν C is a convex set. The distance to a convex set e.g. E i.e. dist(g, E) is a 1-lipschitz function (i.e. |dist(g, E) − dist(g, E)| ≤ g −g 2 : ∀ g,g ∈ R n ) and hence continuous with respect to g. Therefore, J g (ν) is continuous with respect to g. So there exist an open ball around g = 0 ∈ R n that similar to (63), we may write the following relation for some > 0 ∃u ∈ B n :
The above statement contradicts with (62) and hence we have strict convexity. Continuity along with convexity of J implies that J is convex on the whole domain ν ∈ R L + . Differentiability. The function J g (ν) is continuously differentiable and the gradient for ν ∈ R L ++ is:
Continuity of
at ν ∈ R L + stems from the fact that the projection onto a convex set is continuous. For each compact set I ⊆ R L + we have:
ν(i). Therefore, we have:
67) where in the last equality, we used the Lebesgue's dominated convergence theorem.
Attainment of the minimum. Suppose that ν ≥ g 2 1 L×1 . With this assumption we may write:
where in (68), ν min := min i∈ [L] ν(i). By squaring (68), we reach:
Using E g 2 ≥ n √ n+1
[18, Proposition 8.1] and Marcov's inequality we obtain:
Then we get:
where in (70), the first inequality stems from total probability theorem, the second inequality follows from (69). From (70), we find out that J(ν) > J(0) when ν > (2 
where, Ψ t,Dω (σ, ρ, α) is defined in (25). Also, we used a change of variable ν = tω to convert multivariate optimization problem to a single variable optimization problem. Thus, the function J b (ν) is obtained via the following equation: 
H. Proof of Theorem 3
Proof. As previously defined in (25), using optimal weights, the upper-bound for the normalized number of measurements required for P 1,2,Dω * to succeed is:
Ψ ν i , x P i 0,2 (
The expression in the bracket is the upper-bound for normalized number of measurements required for successful recovery of x Pi ∈ R n using P 1,2 i.e.m q, x P i 0,2 . Thus, regarding the error bounds obtained in Propositions 3 and 4, the relation between m q,s,Dω * and m q, x P i 0,2 is given by:
I. Proof of Proposition 6
Proof.
Differentiating (33), we get: Using (33), the above equation reduces to:
By obtaining α from (33) and replacing in (78), we reach:
