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ABSTRACT 
Mobile Ad-hoc Networks (MANETS) is a collection of wireless nodes without any infrastructure support. 
The nodes in MANET can act as either router or source and the control of the network is distributed 
among nodes. The nodes in MANETS are highly mobile and it maintains dynamic interconnection 
between those mobile nodes. MANTEs have been considered as isolated stand-alone network. This can 
turn the dream of networking “at any time and at any where” into reality. The main purpose of this paper 
is to study the issues in route discovery process in AODV protocol for MANET. Flooding of route request 
message imposes major concern in route establishment. This paper suggests a new approach to reduce 
the routing overhead during the route discovery phase. By considering the previous behaviour of the 
network, the new protocol reduces the unwanted searches during route establishment process. 
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1. INTRODUCTION 
Data dissemination is the key application domain targeted by MANET. Reliable routing is 
important and critical in those applications. A major challenge that lies in MANET 
communication is the unlimited mobility and more frequent failures due to link breakage. 
Conventional routing algorithms are therefore insufficient for ad-hoc networks. Several 
researchers have done the qualitative and quantitative analysis of ad hoc routing protocols by 
means of different performance metrics [ 5,6,8 ].  Researcher Community has broadly classified 
the routing protocols into two categories [  2 ]. These are Proactive (Table Driven) routing 
protocols and Reactive (On Demand) routing protocols. The proactive protocol is the extension 
of the protocols in wired network. In this case, a routing table is established in each node 
contains the information of the routes to every other node in the network and this information is 
updated periodically. Always the up-to date information is available with each node and it is 
independent of the requirement. However, the periodic propagation of routing information 
increases the network overhead.  A reactive protocol on the other hand finds the route only on 
demand. Performance analysis shows that reactive protocol outer perform proactive protocol in 
terms of throughput, PDR and routing overhead [6, 8 ]. So the research has mainly concentrated 
on reactive protocols. 
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 There are so many reactive protocols have been developed about the last decade. Ad-hoc On-
demand Distance Vector (AODV) protocol [  2 ] is one of the important on demand routing 
protocol in MANET. In AODV the route is discovered only when it needs to send some data. 
This on demand characteristics is the major advantage of AODV. Improvements of AODV have 
been a major attraction in the research work [12,18  ].  The main purpose of the present study is 
to exploit the route establishment in AODV.  Source node initiates the route discovery process 
by sending route request control packet. The paper also highlights the significance of network 
overhead during the route discovery process and then tries to propose an idea for reducing the 
overhead. The proposed technique ensures the flooding of the minimum number of route 
request message in the network. 
The rest of this paper is organized as follows. Section 2 gives how the route discovery process is 
done using AODV. Section 3 describes issues of flooding the route request messages in the 
network. Related works are explained in section 4. A new approach to reduce the flooding 
overhead is discussed in section 5 and a conclusion is given in section 6. 
2. AN OUTLINE TO ROUTE ESTABLISHMENT IN AODV 
Reactive routing protocol eliminates the routing overhead during the periodic information 
interchange in the proactive routing protocol.    In reactive or on demand protocols the up-to 
date routing table is not retained.  It will discover the route only when it is having the data to 
send. So this reduces the routing overhead.  In reactive protocol, the first step of data 
dissemination is to find the route. This increases the time delay to establish the route. In order to 
get the advantages of both table driven and on- demand routing protocols, one can combine the 
approaches to form a hybrid protocol. Various protocols have been developed under these 
categories over the years.[14]. While AODV, DSR, TORA are the examples of on demand 
routing protocols and ZRP offers a hybrid protocol. The present paper studies the AODV 
algorithm and examines the overhead during the route establishment phase. Lots of researches 
have been reported for the diminution of the unwanted load in the network [3, 4].  The objective 
of this paper is the study of AODV considering the multiple connections and the overhead 
required to establish the connections through reroute discovery.  The proposed work aims to 
improve the AODV with the reduction of route discovery overhead. 
The basic principle of AODV [2] revolves around the Distance Vector algorithm. In addition to 
the distance vector algorithm, AODV uses a sequence number to distinguish the route request 
packet form the old one.  This is the extension of DSDV protocol which is table driven. 
Alternately, the ADOV algorithm minimizes the network broadcast by creating routes on an on 
demand basis.   AODV is classified as pure on demand routing protocol.  
Mainly there are two important phases in the AODV implementation viz. route discovery phase 
and route maintenance phase [1]. In this paper we limit our interest to route discovery phase. To 
begin with a source node which wants to establish a route, floods the route request message 
RREQ in the network. Each RREQ packet is associated with a sequence number in order to 
avoid the duplication. A packet with the new sequence number is only accepted by a receiving 
node.  Any RREQ packet with the same sequence number when received is discarded. If a node 
has information about the destination then it gives the reply to the source. Otherwise it will send 
this packet to its neighbours and thus the same request message floods in the network. If there is 
no reply from any node after a certain interval of time it again tries to connect the route by 
sending RREQ packet. When a node receives RREQ packet it records the information about its 
neighbour so as to establish a reverse path. When RREQ packet reaches the destination, it sends 
a reply message RREP to the sender through the reverse path. Then the source establishes a 
forward path to the destination. The propagation of route request packet RREQ stops at the 
destination. The destination node generates the route reply packet RREP and sends to the source 
node in the reverse direction of the discovered route. This is accomplished by maintaining a 
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route request table at each node that keeps the information about their neighbours that generate 
the route request message. When a node receives a route reply message, then it checks its route 
request table and forward the message to the neighbours from which the route request message 
was received. After establishing the route, the data can be transmitted between source and 
destination.  
During the data transmission, if any link failures revealed the node facing the breakage informs 
the incident to its neighbours. This message floods in the network and finally reaches to the 
source node. In this case route establishment process repeats from the beginning. The link 
failure can be detected by means of HELLO packet, between two nodes. The failure of 
receiving HELLO packet indicates that the neighbour has moved away. The nodes in MANET 
are highly mobile so link breakage and link establishment are very frequent. In order to cope up 
with this problem, each route is associated with a timer. For establishing a better path after a 
certain interval of time the existing route is deleted and the route establishment process is 
repeated. 
3. OVERHEAD DURING ROUTE DISCOVERY PROCESS 
One advantage of AODV over other proactive routing protocols like DSDV is the reduction of 
overhead due to frequent exchange of routing table. AODV minimize this overhead by means of 
its on demand characteristics. Whenever a data to be send then the route establishment process 
is carried out. Otherwise no exchange of information between neighbors. Route discovery 
process starts at source node and ends at the destination node. In AODV flooding is the most 
suitable strategy for route discovery because of its ever changing topology. Even if the routing 
overhead is reduced flooding generates huge number of messages. In route discovery phase 
source node generate the route request control message RREQ and send this to its neighbors. 
Each node floods the same message over the network, every time it wants to find the 
destination. Some of the nodes, though just floods the message, but often   do not even get the 
destination. This poses serious challenge in AODV route discovery. Because this unnecessary 
and unproductive messages, the valuable and limited resources like node energy, bandwidth and 
battery power of each node are wasted. The problem is more serious with networks of larger 
sizes.  
 
Figure1. A typical network showing the flooding overhead; though there are only three paths 
from S to D, the flooding is wide spread. 
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The Fig. 1 shows a typical mobile network with large number of nodes. S denotes source node 
and D denotes destination node. Initially connection establishment algorithm is started at S by 
creating RREQ message. S sends this control message to N1, N4 and N7. In initial phase there 
is no information of destination at each node is available so it again forwards this packet to N2, 
N13 and N8. But N4 and N7 forward the same packet to N13. One message is redundant for 
N13. Channel contention is the result of those redundant messages. This also increases the level 
of congestion and collision in the network.  
The route discovery process is initiated when S detect any link breaks. If any node is move 
away from the network then the neighboring nodes detect this link failure and create a route 
error message. This control message is forwarded to its neighbors and finally reaches at the 
source node. When node S receives the route error message then it initiates route discovery 
process for D. Each time flooding creates extra overhead and the cost of the network become 
high. An efficient route searching strategy that minimizes the overhead due to excessive 
flooding is highly desirable. The key design objective of the proposed route searching scheme is 
to generate the route, with the use of minimum amount of network resources.  
4. RELATED WORK 
Mobile ad hoc network is increasingly promising area of research but they increase the cost of 
the network in many cases. Lot of research work has been reported on AODV protocol for the 
reduction in routing overhead [3, 4, 18, 25]. Many of them concentrate on the routing efficiency 
rather than route discovery.  
 As was discussed in Sec.3, the flooding in the route discovery phase leads to excessive 
overhead, with unproductive message flooding through the network. Channel contention, 
collision, bandwidth overhead, high network cost are the consequences of the excessive 
flooding. Several schemes are proposed to alleviate the problems due to this unwanted control 
messages. There exist two common mechanisms used to suppress the propagation of route 
search overhead. These are query quenching and expanding ring search [1]. In the first method, 
on receiving RREQ packet the intermediate node will respond,   only if it has the information 
about the destination. So the message flooding can stop at the intermediate node.  However, this 
method does not guarantee the optimal route. In the second method, route discovery attempt is 
limited some scope. At each attempt, searching scope is increased by some factor. After a 
maximum threshold of the scope only, the RREQ message is flooded.  The drawback of this 
method is the increase in routing latency.  
When there is failure in route discovery or route breaks a new route discovery cycle is repeated.  
Some of the existing schemes for avoiding duplicate message flooding are following.  
1. Probabilistic based [1] – Each node broadcast the message that is received for the first 
time with some fixed probability P.  
2. Counter Based [1] -- Each node broadcast the message only if it has not seen more than c 
times. If the message has been forwarding several times then extra overhead is induced 
in the network.  
3. Distance based [1] -Each node broadcasts the message only if the physical distance 
between the nodes is less than some prescribed value d. Distance can be measured by 
monitoring the signal strength. 
4. Location based [1, 4] - A message is broadcast only if the bounding area around the node 
is less than a.  The authors proposed a method to reduce the route discovery overhead by 
taking into account the location information of the destination node. In this paper the 
protocols limit the search for a route to the request zone. Request zone is determined 
based on the expected location of the destination node at the time of route discovery. The 
size of the request zone is proportional to the average speed of movement, the last 
location of the destination recorded.  
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5. Cluster based- Nodes are grouped into clusters; only cluster heads broadcast the control 
message. 
6. Avoiding malicious flooding [3] - One of the basic problem encountered in ad hoc 
networks is the  excessive flooding due to malicious nodes in the network.   In the 
approach   reported in [3], the flooding of packets in the network by malicious nodes, 
who do not obey any limits, is reduced by limiting hyper activism.  Each of the receiver 
nodes has an upper limit of the RREQ it can receive.   When a RREQ request reaches a 
node, it first checks the RREQ_RATELIMIT. If it exceeds the limit, then it avoids all the 
requests generated from the sending node, which is suspected to be malicious, for the 
current interval.  
5. PROPOSED APPROACH TO REDUCE THE ROUTE REQUEST FLOODING 
Route request flooding is a major concern in route request phase in AODV. It is possible that 
the destination is unreachable or request lost due to transmission errors. In these cases, source 
initiates the route discovery process again.  Even though routing overhead is less compared to 
proactive protocols, route discovery overhead leads to wastage of the limited resources in the 
network. The main intention of this paper is to propose a simple method, having less overhead 
and less searching latency for route search in AODV. The proposal also has minimal 
computational complexity and communication overhead. This method considers the probability 
of success to connect to the destination. The probability depends on the previous behaviour of a 
node to get the destination, through an outgoing link. To calculate this probability, connectivity 
index (µk) is used as the probability of choosing the neighbour to initiate a route request. 
µk =   Number of Success Obtained       =    S1…..k 
            Number of Attempts Made                A1…..k 
For each attempt, each node updates the µk for each outgoing link  using  
                µk  ← µk  α  +  (1 - α) µk-1 
where α is a constant, 0< α<1. 
 
In initial attempt each node’s connectivity index on each outgoing link is considered as 1. 
Second time onwards µk is calculated in each attempt. A threshold value for µk is assigned as 
.5. Any µk >.5 is considered as eligible to be explored for connectivity. It can be seen that the 
buildup of µk depends upon α and could be often slow.  Accordingly, the first few route 
requests are made on all the outgoing links. Subsequently, the most favored links alone are 
chosen corresponding to the higher values of µk. 
In figure1 there are many routes from source S to destination D. These routes identified are 
<S,N1,N2,N3,D>, <S,N4,N5,N6,D>, <S,N4,N5,N3,D>. Initially s creates the route request 
packet and sends to its neighbors. The Intermediate node has no history of destination node. 
Then it again sends the packet to its neighbors. This process continues till it reaches the 
destination. During this route search process each node flood the request packet to its neighbors. 
Even if some of the node never reaches the destination it also takes part to flood the message. In 
the figure1 node 17 gets the control message form node S and node13 will get the message from 
node 4. But that node does not find the destination. So those nodes are unwanted in route 
searching process. In order to avoid this unwanted searching each node maintains a connectivity 
index table.  Sample connectivity index table of three nodes are given in table1, 2 and 3.  In the 
11th iteration node 7 does not forward route request message to its neighbors N13 and N8. This 
way we can block the unwanted routing of route request messages.  In case any new link is 
created after some time then this is informed by the neighboring nodes. If the new link is 
creating a route to the destination then the intermediate nodes in the path slightly increase their 
connectivity index of the neighboring nodes.  
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This approach always considers the previous behaviour of each node to detect the destination 
node in the route discovery process. This method ensures the maximum reduction of route 
request message flooding in the network. By updating the connectivity index table each node is 
aware of the connection potential of the requested destination. With this awareness the node 
blocks the unwanted forwarding of RREQ control message generated by the source node.  
 
6. CONCLUSIONS 
It has been observed that flooding is the simple mechanism of route searching in an on demand 
routing algorithm but this wastes network resources, induces congestion, contention and 
bandwidth overhead in the network. The new approach has been designed to minimize the 
flooding overhead to a given extent. In the new approach each node forward the message to its 
neighbours depend on the probability of detecting the destination node.  The improvement in 
AODV algorithm outlined above is always enhancing the performance in connection 
establishment process. This will have a clear performance enhancement in terms of bandwidth, 
battery power and node energy. This provides a method of less computational complexity and a 
better communication capability. 
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