We introduce a method and algorithm for computing the weighted MoorePenrose inverse of multiple-variable polynomial matrix and the related algorithm which is appropriated for sparse polynomial matrices. These methods and algorithms are generalizations of algorithms developed in [24] to multiple variable rational and polynomial matrices and improvements of these algorithms on sparse matrices. Also, these methods are generalizations of the partitioning method for computing the Moore-Penrose inverse of rational and polynomial matrices introduced in [22] and [23] to the case of weighted MoorePenrose inverse. Algorithms are implemented in the symbolic computational package MATHEMATICA.
Introduction
Let C m×n be the set of m × n complex matrices, and C m×n r is the set of m × n complex matrices of rank r: C m×n r = {X ∈ C m×n | rank(X) = r}. For any matrix A ∈ C m×n and positive definite Hermitian matrices M and N of the order m and n respectively, consider the following equations in X, where * denotes conjugate and transpose:
(1) AXA = A (2) XAX = X (3) (M AX) * = M AX (4) (N XA) * = N XA.
The matrix X satisfying these equations is called the weighted Moore-Penrose inverse of A, and it is denoted by X = A introduced in [22] . An extension of results from [22] to the set of two-variable rational and polynomial matrices is introduced in the paper [23] . In our recent paper [24] we propose an algorithm for computing the weighted Moore-Penrose of one-variable rational and polynomial matrix. In this work we generalized the results from [24] in the following two ways:
-extends algorithms from [24] to the set of multi-variable rational and polynomial matrices with complex coefficients, -make algorithms from [24] more effective on sparse matrices with a relatively small number of nonzero elements.
The structure of the paper is as follows. In the second section we extend the algorithm for computing the weighted Moore-Penrose from [20] to the set of multiplevariable rational matrices with complex coefficients. Main results are given in the third and the fourth section. In Section 3 we adapt previous algorithm to the set of polynomial matrices. In the fourth section we consider two effective structures which exploit only nonzero addends in polynomial matrices and improve previous results on the set of sparse matrices. In the last section we presented an illustrative example and compared various algorithms.
Weighted Moore-Penrose inverse for multivariable rational matrices
Let A(s 1 , . . . , s p ) be complex rational matrix. For the sake of simplicity, we will introduce new variables s 2p+1−i = s i . Also we will denote the vector of all variables s 1 , . . . , s 2p by S = (s 1 , . . . , s 2p ) and further we will denote A(s 1 , . . . , s p ) as A(S). By A i (S) we denote the submatrix of A(S) consisting of its first i columns, and by a i (S) is denoted the i-th column of A(S):
A i (S) = [A i−1 (S) | a i (S)] , i = 2, . . . , n, A 1 (S) = a 1 (S) (2.1)
We will consider positive definite Hermitian matrices M (S) ∈ C(S) m×m and N (S) ∈ C(S)
n×n . The leading principal submatrix N i (S) ∈ C(S) i×i of N (S) is partitioned as
where l i (S) ∈ C(S) (i−1)×1 and n ii (S) is the complex polynomial. By N 1 (S) we denote the polynomial n 11 (S).
In the following lemma we generalize the representations of the weighted MoorePenrose inverse from [17] , [24] to the set of rational matrices of multiple complex variables C(S) m×n .
For the sake of simplicity, by X i (S) we denote the weighted Moore-Penrose inverse corresponding to M (S) and submatrices A i (S), N i (S):
are positive definite Hermitian matrices, and let A i (S) be the submatrix of A(S) consisting of its first i columns, as it is defined in (2.1). Assume that the leading principal submatrix N i (S) ∈ C(S) i×i is partitioned as in (2.2). Then the matrices X i (S) can be computed in this way:
where
In view of Lemma 2.1 and Lemma 2.2, respectively, we present the following algorithms for computing the weighted Moore-Penrose inverse and the inverse matrix N
i×i . These algorithms are generalizations of corresponding algorithms from [24] to the set of multiple-variable rational matrices with complex coefficients.
Algorithm 2.1. Input: A(S) ∈ C(S) m×n and positive definite matrices M (S) ∈ C(S) m×m and N (S) ∈ C(S) n×n .
Step 1. Initial value: Compute X 1 (S) = a 1 (S) † defined in (2.3).
Step 2. Recursive step: For each i = 2, . . . , n compute X i (S) performing the following four steps:
Step 2.1. Compute d i (S) using (2.5).
Step 2.2. Compute c i (S) using (2.6).
Step 2.3. Compute b * i (S) by means of (2.7) and (2.8).
Step 2.4. Applying (2.4) compute X i (S).
Step 3. The stopping criterion: i = n. Return X n (S).
be the leading principal submatrix of positive definite matrix N ∈ C(S) n×n . Then the inverse matrix N −1 (S) can be computed as follows:
Step 1. Initial values:
Step 2. Recursive step: For i = 2, . . . , n perform the following steps:
Step 2.1. Compute h ii (S) using (2.10).
Step 2.2. Compute f i (S) using (2.11).
Step 2.3. Compute E i−1 (S) using (2.12).
Step 2.4. Compute N −1 i (S) using (2.9).
Step 3. For i = n return the inverse matrix
We used MATHEMATICA function Together in order to enable simplifications of rational expressions (this function joins rational addends together and cancels common multipliers in numerator and denominator).
3 Weighted Moore-Penrose inverse for multivariable polynomial matrices
m×n is multi-variable polynomial matrix. We can represent it in the following polynomial form:
Here d i is the degree of the matrix polynomial with respect to the variable s i in A(S).
If by J we denote J = (j 2p , . . . , j 1 ), where J = (j 1 , . . . , j 2p ) then it can be easily checked that holds A
An application of Algorithm 2.1 to the multiple-variable polynomial matrix A(S) gives the following result.
m×n of the form (3.1) and positive definite Hermitian matrices M (S) ∈ C(S) m×m and N (S) ∈ C(S) n×n . Assume that the leading principal submatrix
corresponding to the first i columns in A(S) is of the form
and a i (S) using exact recurrence relations.
Proof. We will prove theorem by the induction. In the case i = 1 exact relations for Z 1 (S) and Y 1 (S) can be derived from (2.3):
Consider now the inductive step. From the inductive hypothesis we can write
Yi−1(S) . Then X i (S) can be computed by using Step 2 of algorithm 2.1. From steps 2.1 and 2.2 we have:
If C i (S) = 0, according to the Step 2.3 of Algorithm 2.1 we have:
Otherwise, we need first to evaluate the expression δ i (S). From (2.8) we obtain:
Here we used the inductive hypothesis together with temporary polynomial matrix φ i (S) ∈ C[S] (i−1)×1 and polynomial ψ i (S) are defined by:
Also, we use N
, where
are defined in the next theorem. By collecting addends under the same denominator in (3.3) we can write δ i (S) in the form:
where: 
Let us rewrite now expression (2.4) in following way:
. ¿From the last expression we obviously have that holds:
This completes the proof of the theorem. 
Proof. As in the proof of the previous theorem we will use induction and lemma 2.2 (algorithm 2.2). The case i = 1 is again trivial and we have:
Let us consider now the inductive step and suppose that N
. From the relation (2.10) we have:
.
Therefore, we can write H ii (S) =N
i−1(S)
Hi(S)
. Using the relation (2.11) we can represent f i (S) in following way:
Furthermore using the fact that N i−1 (S) is symmetric and positive definite, we can conclude that F * i (S) = N i−1 (S)l i (S) which further implies that:
We also used thatH i (S) =H * i (S) which can be easily proven from (3.5). From (2.12) we can conclude:
Finally, we can represent N −1 i (S) in the following matrix form:
This completes proof of the theorem.
Now it is easy to construct corresponding algorithms from the theorems 3.1 and 3.2.
Effective method
In practice we often work with polynomial matrices A(S) with a relatively small number of nonzero coefficients. In that case, previous algorithm is not effective because of many operations are redundant. To avoid this problem we will construct two appropriate sparse structures for the representation of the polynomial matrix A(S) and corresponding effective algorithm for computing A †
MN (S). The first sparse representation is denoted by Eff and its improvement by Eff
′ , while the second structure is denoted by Ef .
The main idea in the first considered sparse structure is to exploit only non-zero coefficient matrices A I = A i1,...,i2p = 0 of the polynomial matrix A(S) given in the form (3.1).
Definition 4.1. The effective sparse structure of the polynomial matrix A(S), defined in (3.1), is equal to:
Also define the index set of this effective structure by:
Define operations +, −, · and * on sparse structures as:
Denote by e A = |Eff A | = |Ind A | the size of the structure Eff A .
Obviously we have
If C(S) = A(S)B(S) then the elements of Eff C are pairs (K, C K ) where C K is defined as the following sum of matrix products:
where C K = 0. Therefore holds e C ≤ e A + e B and Eff C = Eff A · Eff B can be computed in the time O(e A · e B ).
Similarly holds for computing the sum C(S) = A(S) + B(S). Elements of Eff C are pairs (K, C K ) where values C K are defined by
and satisfy C K = 0. As in the previous case we can conclude that e C ≤ max{e A , e B } and Eff C can be computed in time O(max{e A , e B }).
Index sets corresponding to addition and multiplication of sparse matrices are equal to:
In view of (4.3), we compute Eff * A ={(I, A * I ) | (I, A I ) ∈ Eff A } in time O(e A ). Usually, coefficient matrices A I in the polynomial representation (3.1), i.e. in the sparse representation (4.1) are sparse. Using this fact we can significantly improve our sparse structure Eff by using an appropriate structure for these constant coefficient matrices.
Definition 4.2. For the constant matrix
m×n , denote the following sparse structure:
Denote by s A = |Sp A | the size of the structure Sp A .
Similarly as in the case of Eff A , we can define elementary operations on these sparse structures:
In this way, we have the following improvement of the structure Eff : 
s
then the complexity of multiplication Sp A · Sp B is:
The last addend in (4.8) comes from the fact that we need to construct the sparse structure Sp C for the matrix C = AB ∈ C m×p .
We implemented the sparse structure Sp in MATHEMATICA as the structure SparseArray. Mathematica offers a sparse representation for matrices, vectors, and tensors with SparseArray [25] , [26] . Both of the expressions
. . .}] represent the sparse array with elements in positions {i
Operations on sparse matrices are all equivalent to the operations on dense matrices [25] , [26] : Plus(+) for matrix addition, Dot (.) for matrix multiplication, Times (*) for multiplication by scalar, etc.
Therefore, in our implementation we have
Shown fact that basic operations are the same for dense and sparse matrices allows us to use the same procedures for basic operations on Eff in cases when Sp is embedded in Eff and when it is not. In procedural programming languages we can decide to use Sp or not in the beginning of algorithm, depending of the structure of input matrices A(S), M (S) and N (S). Similarly, it is possible to change the choice of one between these two variants of the structure Eff during the algorithm implementation.
In the second type of the sparse structure for polynomial matrices we represent the matrix A(S) in the form A(S) = [a ij (S)], where a ij (S) are scalar polynomials, and construct effective sparse structures Eff aij for each a ij (S). Effective structure Eff a for the scalar polynomial a(S) = deg a(S) I=1 a I S I is defined similarly as in the matrix case (4.1): [26] . This internal form of the polynomial p(S), at the top level is the list with length ef p with the head Plus. Each element of this list contains the exponent J = (j 1 , j 2 ) and the value p J (values j 1 = 0, 1 and j 2 = 0, 1 and are not shown), hence the length of each element is O(1). Also the size of whole structure is O (ef p(s) ). Therefore, we can use this natural polynomial representation in MATHEMATICA and built-in elementary operators to implement the effective partitioning method using Ef structure. The complexity of these built-in operations are the same as corresponding operations defined for Ef structure.
The next algorithm is the effective partitioning method for computing the weighted Moore-Penrose inverse of polynomial matrices, suitable for sparse matrices.
Generally, the same method can be used with both two presented sparse structures. Therefore, we will denote general sparse structure with E, which can be exchanged either by Eff or Ef . Also by O we will denote the general effective structure of an appropriate zero matrix. We will use the same symbol for the effective structure of the number 0. of sparse matrix A(S)).
Input: Effective structures of matrices A(S), M (S), N (S).
Step 1. In the case E a1 = O compute initial values:
, where E 1 is the corresponding sparse structure of the number 1.
Step 2. Recursive step: For i = 2, . . . , n perform the following steps
Step 2.1 Compute:
Step 2.2 Compute:
Step 2.3 If E ci = O then compute E Vi and E Wi using
Otherwise use the following formulae:
where the structures∆ i and ∆ i are defined by:
We used sparse representations for temporary variables ϕ i and ψ i , defined in (3.4):
Step 2.4. Now compute E Zi and E Yi using:
Structures E Θi and E Ψi are defined by:
If we use Ef or Eff sparse structure, E Zi is equal respectively to:
Step 2.5. Find the polynomials Z i (S) and Y i (S) from its effective structures and compute:
10)
Cancel the common multipliers in numerator Z i (S) and denominator Y i (S), recompute (if necessary) effective structures and continue with the next i.
Step 3. The stopping criterion is i = n. In this case is A † M(S),N (S) (S) = X n (S).
Similarly we can derive a modification of the method introduced in Theorem 3.2 for computing the inverse matrix N Step 1. Generate initial values: N 1 = I andN 1 = n 11 and corresponding effective structures.
Step 2. Recursive step: For i = 2, . . . , n perform following steps:
Step 2.1. Compute:
Step 2.4. Generate:
As in the previous algorithm, we have also two different representations for Ef and Eff sparse structures. These relations are similar to (4.9).
Step 3. Stop criterion for i = n. Inverse matrix N −1 k (S), for every k = 1, . . . , n is equal to:
(4.12)
Examples
We implemented algorithms 2.1, 2.2, 4.1 and 4.2 in the programming language MATHEMATICA. An implementation of the Eff sparse structure is also made. Functions WPolyEf and WPolyEff implement Algorithm 4.1 using respectively Ef and Eff sparse strucure. All basic operations for Eff sparse structure (functions Add, Sub, Muls, Mul and TE corresponding to the addition, subtraction, multiplication by scalar, multiplication and conjugate-transposion respectively) are also implemented. 
The obtained weighted Moore-Penrose inverse is: Algorithm 4.1 is tested on several random generated test examples. We tested variants of algorithm 4.1 using Ef and Eff sparse structures separately. In this test, matrices A(S), M (S) and N (S) were complex polynomial matrices of one variable s (i.e. holds S = (s, s)).
We made testing for two different classes of matrices: sparse and dense. The measures representing sparsity of a given polynomial matrix are the same as in [12] (definitions 6.1 and 6.2). We are now restating these two definitions and generalizing them to the multi-variable complex polynomial matrices.
Definition 5.1. For a given matrix A(S) = [a ij (S)] ∈ C[S]
m×n (polynomial or constant), the first sparse number sp 1 (A) is the ratio of the total number of non-zero elements and total number of elements in A(S):
The first sparse number represents the density of non-zero elements and it is between 0 and 1.
Definition 5.2. For a given polynomial matrix A(S) ∈ C[S]
m×n and S = (s 1 , . . . , s p ), the second sparse number sp 2 (A(S)) is the following ratio:
The second sparse number represents density of non-zero coefficients contained in elements a ij (S), and it is also between 0 and 1.
Results are presented in the next 
All presented processor times are in seconds and the sparse numbers for matrices M (S) and N (S) are the same as corresponding sparse numbers for A(S). Every processor time is obtained by averaging working times of 15 different randomly generated test cases. Testing was done on Intel Pentium 4 processor at 2.6GHz and MATHEMATICA 5.2. We can notice that Algorithm 4.1 with an Ef structure showed best timings on all test cases. We have already mentioned that an Ef sparse structure is already implemented in MATHEMATICA. In the implementation we used standard built-in operators for manipulation with matrices in Ef structure.
The first table (when sp 1 (A(S)) = sp 2 (A(S)) = 0.9) corresponds to dense matrices. In this case, sparse structures are not so effective because there are a lot of non-zero elements in all matrices and non-zero coefficients in polynomials. But we can notice significant improvement in working time when is applied Ef structure against the case when Eff structure is applied. This difference mainly comes from the fact that Ef structure is implemented by MATHEMATICA built-in operations.
The second case (when sp 1 (A(S)) = 0.7 and sp 2 (A(S)) = 0.5) represents sparse matrices. We can notice that working times are significantly less than in the first case. Also here Ef structure produces less working times than Eff .
In the third and fourth case (when sp 1 (A(S)) = 1 and sp 2 (A(S)) = 0.2, and sp 1 (A(S)) = sp 2 (A(S)) = 0.2, respectively) we deal with matrices whose entries are very sparse polynomials. Moreover, in the fourth case we work with matrices with only few non-zero elements. In the fourth case, smallest average working times are obtained for all considered matrix dimensions and degrees. Also we can notice that as sparse numbers decrease, the average working times also decrease (for constant matrix dimensions and degree). This holds for both sparse structures and verifies the theoretical results about sparse structures Ef and Eff in practice.
We also considered simpler case: when all input matrices (A(S), M (S) and N (S)) and variables s 1 , . . . , s p are assumed to be real. In that case we have only p variables and conjugate-transpose operation reduces only to transpose. We also should suppose that matrices M (S) and N (S) are symmetric in that sense. Algorithms 4.1 and 4.2 remains the same except we should change the definition of conjugate-transpose operator (also the implementations in MATHEMATICA). This case is considered in [24] and algorithms 4.1 and 4.2 are an effective versions of corresponding algorithms 3.1 and 3.2 in [24] . Here working times of the algorithms are significantly less, and also the inverses has much smaller degrees. Results obtained in this special case are presented in the following It can be seen from the table that here in all cases Ef structure was better than Eff (both with using Algorithm 4.1). Both effective algorithms was significantly better than Algorithm 2.1 (for rational matrices) and Algorithm 3.1 from [24] . For Effective partitioning method for computing weighted Moore-Penrose inverse 19 smaller values of d, Algorithm 2.1 was better than Algorithm 3.1 from [24] due to the implementation details.
All presented results leads us to the same conclusion: the best choice for computing weighted Moore-Penrose inverse for polynomial matrices is Algorithm 4.1 with the sparse structure Ef .
Conclusion
We extend the algorithm for computing the weighted Moore-Penrose from [20] to the set of multiple-variable rational matrices with complex coefficients. We adapt previous algorithm to the set of polynomial matrices. We consider two effective structures which make use of only nonzero addends in polynomial matrices and improve previous results on the set of sparse matrices. In the last section we presented an illustrative example and compared various algorithms.
