Outlier detection is an important problem as the underlying data points often contain crucial information, but identifying such points has multiple challenges, e.g. noisy data, imprecise boundaries and lack of training examples. In the novel approach presented in this paper, the outlier detection problem is converted into an optimisation problem. A Particle Swarm Optimisation (PSO) based approach to outlier detection is then applied, which expands the scope of PSO and enables new insights into outlier detection. Namely, PSO is used to automatically optimise the key distance measures instead of manually setting the distance parameters via trial and error, which is inefficient and often ineffective. The novel PSO approach is examined and compared with a commonly used detection method, Local Outlier Factor (LOF), on five real data sets. The results show that the new PSO method significantly outperforms the LOF methods for correctly detecting the outliers on the majority of the datasets and that the new PSO method is more efficient than the LOF method on the datasets tested.
INTRODUCTION
An outlier is an observation that deviates so much from other observations (considered normal) as to arouse suspicion that it was generated by a different mechanism [2] .
This paper aims to convert the outlier detection problem to an optimisation problem and develop a particle swarm optimisation (PSO) approach for outlier detection using the distance based measures. Instead of using a manual handcrafting, trial and error process, this approach will automatically evolve good values for the important parameters. This approach will be examined and compared with a common Copyright is held by the author/owner(s). GECCO'10, July 7-11, 2010, Portland, Oregon, USA. ACM 978-1-4503-0072-8/10/07. distance based outlier detection method local outlier factor (LOF) [1] on a sequence of outliers detection problems.
A NEW PSO BASED APPROACH
In the example shown in Fig.1 , the data point o is more likely to be an outlier because it is different and far from other points. An apparent difference lies in the number of nearby points that are within a certain radius/distance r from it. Assuming a circle of radius r centred at the data point, then o has the minimum k r ratio, where k is the number of points enclosed by the circle of radius r. Thus, the ratio k r can be used as a measure to detect outliers. In our approach, PSO is used to find the point that has the minimum k r ratio. The value of r that results in the minimum k r is used to compute the ratio for the other points and rank them accordingly to identify the top outliers.
•Particle Encoding The particle encodes the tuple ID, r. The parameter ID is the index of the data points. r is the radius of the hypersphere centred on the data point ID.
By including the index of the point as another search variable in addition to r, it becomes unnecessary to compute the ratio k r for all the points whenever a particle is evaluated. Hence, this enables PSO to automatically find a smaller group of "optimised" data points that have better potential as outliers.
•The Fitness Function The fitness function consists of three terms as follows:
where n is the size of the data set and α is a constant. The first term α r * k , where α is a constant to limit the lower bound of r. This term ensures that the value of r is large enough to include some neighbouring points to be valid to compute is the key measure to optimize.
The third term k n−k is to limit the upper bound value of r. Note that this term is effective when r is large so that it includes a large number of the data points. For example, when r is large so that k = n, the value of the term will become ∞, so the particles will be pushed away from those points, which are very unlikely to indicate outliers. Hence, n should be usually much larger than k especially for the outliers points, in which case the value of the term is very small. Therefore, the first and the third terms are to limit the value of r to be within a useful range to detect outliers. Within this range, r is not too small that might lead to missing the outliers and not too large to include the too many false positive points from the normal group.
•The Algorithm outPSO Putting all the aspects together, the novel PSO based algorithm for outlier detection is presented in Algorithm 1.
Algorithm 1 PSO based outlier detection outPSO
Initialise the particles, where each particle encodes{ID,r} while iteration ≤ MaxIterations do for each particle do 
EXPERIMENTS
We choose five datasets as the test bed [5] : the Hocky dataset [3] , the Wisconsin Breast Cancer (Original), the Wisconsin Breast Cancer (Diagnostic), the Yeast dataset, and the Shuttle dataset [4] . However, due to the page limit only the results of the first data set are presented.
The statistics of the National Hockey League for the year (2003) (2004) has been used as a "benchmark" to evaluate the performance [3] . The data set contains 916 entries. Two tests were conducted.
The first test finds outliers based on the three attributes: games played, goals scored and shooting percentage. The results are shown in Table 1 . The results of the two algorithms are identical.
The second test is to detect outliers based on the three different attributes: points scored, plus-minus statistic and penalty minutes. The top three outliers are identical for outPSO and LOF algorithms. Accordingly, the PSO approach achieved similar results to the LOF method on the two tests. In addition, PSO has the ability to automatically select important attributes from the datasets.
CONCLUSION
The PSO based framework developed in this work is different from existing evolutionary solutions for outlier detection where PSO or GAs were used mainly for feature selection, and the selected features are used to detect outlier using other (non-evolutionary) methods. This new approach integrated the feature selection ability into the entire framework, which can directly and automatically detect the outliers from a particular dataset.
