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The Impact of Exchange Rate Volatility on Indonesia’s Exports to the USA:  




This paper investigates the long-run and short-run impacts of exchange rate volatility on 
Indonesia’s exports of priority commodities to the United States of America over the monthly 
period  1997-2005.  Estimates  of  cointegration  relations  are  obtained  using  ARDL  bounds 
testing  procedure.  Estimates  of  the  short-run  dynamics  are  obtained  using  an  error-
correction model. The results show significant positive and negative coefficients among the 
range of commodities. However, in the long-run, majority of commodities tend to support the 
traditional view that higher exchange rate of volatility leads to higher cost and to less foreign 
trade. The net effect of exchange rate uncertainty on production and exports depends on the 
degree  of  relative  risk  aversion  of  the  exporter  of  various  commodities.  This  ultimately 
influences the reallocation of resources by participants.  
Key Words: Exchange rate volatility, exports, ARDL bounds testing, error-correction model, 
Indonesia 
JEL: C32, F14, F31, F41,  3 
1.  INTRODUCTION 
The  Indonesian  Rupiah  has  been  exceptionally  volatile  since  the  adoption  of  a  floating 
exchange rate system in 1997 (Figure 1). Studies mainly focused on exchange rate volatility 
and export volume in Indonesia (Arize et al., 2000; Doganlar, 2002; Siregar & Rajan, 2004; 
Zainal 2004) have generated mixed results (see Table 2).  
Figure 1  Indonesia’s Rupiah Exchange Rate 1970-2004 
 
Source: IMF, International Financial Statistics. 
 
 
This paper aims to show the impact of exchange rate volatility on the export volume of a 
basket of commodities (disaggregated 9-digits Harmonised System) to the United States of 
America, based on Indonesia’s priority industries (see Table 1).
1 These export commodities 
are a priority in the government’s current industrial policy over both medium and long-term 
periods.
2 This study uses a systematic approach to investigate the long-run and short-run 
impact of exchange rate volatility on the export of these commodities. As a first step, an 
exchange  rate  volatility  index  will  be  generated  by  using  the  Generalised  Autoregressive 
Conditional  Heteroscedasticity  (GARCH)  model.  Secondly,  the  Augmented  Dicky-Fuller 
                                                 
1 The results and data in this paper are taken from Bustaman (2005). 
2 The priority commodities are based on the current industrial policy which is an implementation of the 5-years 
national development plan of the current regime. The above commodities currently contribute more than 76 
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(ADF)  test  is  used  to  test  the  integration  order  of  the  variables  under  consideration,  and 
thirdly the Autoregressive Distributed Lag (ARDL) will be computed to test for a long-run 
relationship. Finally, to analyse the short-run export function an Error Correction Model is 
used. 
Table 1  List of Indonesia’s Priority Industries
3 
Priority group  Priority code and description 
Manufacturing industries 
(03)  Textiles  products,  (04)  Footwear,  (08)  Pulp  and  paper,  (09) 
Petrochemical,  (10)  Electrical  machinery,  equipment  and  parts,  (11) 
Steel  and  article  of  steel,  (12)  Factory  machinery,  (13)  Agriculture 
machinery,  (14)  Cement  and  article  of  cement,  (15)  Machinery  and 
mechanical appliances and (16) Ceramic products 
Agricultural industries 
(01a) Cocoa and cocoa preparations, (01b) Preparations of vegetables, 
fruit  or  nuts,  (01c)  Preparations  of  cocoa,  (01d)  Tobacco  and 
manufactured tobacco, (01e) Preparations of coffee, (01f) Preparations 
of sugar, (02) Preparations of fish, (05) Copra products, (06) Wood, 
articles of wood and furniture, (07) Rubber and articles thereof 
Small and medium industries 
(01g)  Preparations  of  cereals,  flour,  starch  or  milk,  (01h)  Salt,  (17) 
Essential  oils  and  resinoids,  (18)  Handicraft  and  art  product,  (19) 
Glass,  natural  or  cultured  pearls  and  precious  stones,  (20) 
Earthenware vessels 
Telecommunication industries  (22) Telecommunication equipment 
Transportation industries  (21a) Automotive industry, (21b) Ships, boats and floating structures, 
(21c) Aircraft, spacecraft and parts thereof 
Source: Industrial policy (Chapter 7), Department of Industry, Indonesia (www.dprin.go.id) 
 
Section  2  reviews  the  theoretical  background  and  empirical  evidence  for  the  impact  of 
exchange rate volatility on export volume. Sections 3 and 4 depict the model, econometric 
methodology and data, and report the result. The final section presents our conclusions.  
2.  EXCHANGE RATE VOLATILITY AND EXPORT VOLUME  
It has traditionally been argued that higher exchange rate volatility leads to higher cost and to 
less foreign trade (Hooper & Kohlhagen, 1978). The main point of this view is that, given 
exchange  rate  volatility  is  seen  as  a  risk  in  international  trade  and  assuming  risk-averse 
traders,  unanticipated  changes  in  exchange  rates  could  actually  result  in  the  reduction  of 
                                                 
3  The  determination  of  priority  industries  is  by  means  of  a  number  of  analyses  including  of  international 
competitiveness and of Indonesia’s resources, such as human and natural resources. In the long run, industrial 
development aims at strengthening clusters in agriculture, transportation, telecommunications, manufacturing 
and small and medium-size industries.   5 
volume traded (Ethier, 1973). Unanticipated fluctuations in the exchange rate are likely to 
have an impact on realised profits and hence the volume of trade since most trade contracts 
are  not  for  immediate  delivery  of  goods.  There  are  limitations  and  costs  associated  with 
hedging in the forward market, especially by developing countries (Arize et al., 2000). 
Studies that propose a positive relationship between exchange rate volatility and international 
trade have been emerging since the 1990s. Cote (1994) stressed that the assumption of risk 
aversion does not necessarily lead to a conclusion that exchange rate volatility diminishes the 
amount of trade. Instead, it is argued that the outcome depends on the convexity properties of 
the utility function, which in turn depends on the degree of risk aversion (De Grauwe, 1988). 
This argument is based on the consideration that an increase in risk (exchange rate volatility) 
has two effects, namely a substitution effect and an income effect, which work in opposite 
directions. That  is to  say,  that  whilst  in the  case  of  the  substitution effect  exchange  rate 
volatility  negatively  affect  an  agent’s  trade  activity,  by  contrast,  such  risks  reduce  the 
expected total utility of the activity and, consequently, additional resources might be devoted 
to the activity in order to compensate for that drop (income effect). Hence, in order to avoid 
the possibility of a decline in their revenues, the more risk-averse traders are, the more export 
activities will be conducted as risks increase. A few other studies have argued for an ‘option’ 
framework where a firm’s engaging in export trade is viewed as an option (Broll & Eckwert, 
1999; Franke, 1991). The ‘option view’ indicates that exchange rate volatility will increase 
the value of the export option, thereby stimulating a firm’s production and international trade 
activity if the degree of relative risk-aversion is less than unity. 
A number of empirical studies (e.g., Cushman, 1988; De Grauwe, 1992; Dellas & Zilberfarb, 
1993; Hooper & Kohlhagen, 1978; Sercu, 1992) have found that both significant positive   6 
and/or no significant negative effects of exchange rate volatility on international trade could 
be considered as a substantial factor contributing to the emergence of this view.  
Cote (1994) and McKenzie (1999) present a detailed survey of early empirical work (cited in 
Zainal, 2004). The above surveys indicate that the majority of studies generated mixed results 
and were unable to establish a systematically significant relationship between the measured 
exchange rate volatility and the level of international trade, whether on an aggregate or on a 
bilateral basis. Recent empirical work has also failed to resolve this question by generating 
mixed results (Table 2). Table 3 compares the empirical survey of McKenzie and our own 
survey as presented in Table 2. About 30 percent of the total equations reported in Table 2, 
according  to  our  own  survey,  generated  positive  volatility  coefficients  of  which  only  39 
percent were statistically significant. The remaining 68 percent generated negative volatility 
coefficients,  of  which  88  percent  were  statistically  significant.  McKenzie’s  survey 
incorporated  studies  mainly  focused  on  those  developed  countries  which  had  adopted  a 
floating  exchange  rate  regime  during  the  1980s  and  1990s.  An  increasing  number  of 
developing countries are currently adopting floating exchange rate regimes, and these have 
been taken into account in recent studies. Despite the ambiguity of the empirical studies, 
however,  both  literature  surveys  above  indicate  that  a  negative  impact  of  exchange  rate 
volatility on international trade was relatively more common than a positive impact.    7 
Table 2  Summary of Empirical Studies of Exchange Rate Volatility and Trade Flows 
   Aristotelous (2001)  Arize et al. (2000)  Arize et al. (2003)  Bredin et al. (2003)  Cheong et al. 
(2005) 
Choudry (2005) 
Nominal or real 
exchange rate used  Real  Real  Real  Real  Real  Both 
Volatility measured  MASD  MASD  MASD  MASD  GARCH  GARCH 
Export or import  Export  Export  Export  Export  Export  Export 
Countries under 
study  UK and USA  13 selected LDCs  10 developing 
countries  Ireland to EU  United Kingdom  USA to Canada & 
Japan 
Data type  Aggregate  Aggregate  Aggregate  Disaggregate  Sectoral  Aggregate 
Data frequency  Annual  Quarterly  Quarterly  Quarterly  Monthly  Monthly 
Sample period  1889-1999  1973:2-1996:1  1973:2-1998:1  1978:3-1998:4  1976:1-2000  1974:1-1998:12 







Cointegration test  VAR  Johansen 
Cointegration test 
Results summary             
Equation reported  2
a)  13  10  3  3  4 
Positive volatility 
coefficient  0  0  1  3  0  1 
Statistically 
significant  0  0  1  3  unspecified  1 
Negative volatility 
coefficient  2  13  9  0  3  3 
Statistically 
significant  0  13  9  0  unspecified  3 
Notes: MASD = Moving Average Standard Deviation, GARCH = General Autoregressive Conditional Heterosedasticity.  8 
Table 2  Summary of Empirical Studies of Exchange Rate Volatility and Trade Flows (cont.) 
  
  
De Vita & Abbott 
(2004) 
Doganlar (2002)  Doyle (2001)  Du & Zhu (2001)  Fang & Miller 
(2004) 
Kasman & Kasman 
(2005) 
Nominal or real 
exchange rate used  Real  Real  Both  Real  Real  Both 
Volatility measured  MASD  MASD  GARCH  GARCH  GARCH  MASD 
Export or import  Export  Export  Export  Export  Export  Export 
Countries under 
study 
USA to its five main 
markets and ROW 
Five selected East 
Asian countries  Ireland-UK  Six selected 
industrial countries 
Bilateral Singapore-
USA  Turkey 
Data type  Aggregate  Aggregate  Aggregate and 2 
Digits SITC  Aggregate  Aggregate  Aggregate 
Data frequency  Quarterly  Quarterly  Monthly  Quarterly  Monthly  Quarterly 
Sample period  1987:1-2001:2  1980:1-1996:4  1979:3-1992:12  1974:1-1995:4  1979:1-2002:10  1982:1-2001:4 





Cointegration test  SUR  GARCH-M  Johansen 
Cointegration test 
Results summary             
Equation reported  6  5  34  6  1  3 
Positive volatility 
coefficient  2  0  25  2  0  3 
Statistically 
significant  1  0  12  2  0  3 
Negative volatility 
coefficient  4  5  7  4  1  0 
Statistically 
significant  3  4  5  1  1  0 
Notes: MASD = Moving Average Standard Deviation, GARCH = General Autoregressive Conditional Heterosedasticity.  9 
Table 2  Summary of Empirical Studies of Exchange Rate Volatility and Trade Flows (cont.) 
  
  
Poon et al. (2005)  Rahmatsyah et al. 
(2002) 
Sauer & Bohara 
(2001) 
Siregar & Rajan 
(2004) 
Sukar & Hassan 
(2001) 
Zainal (2004) 
Nominal or real 
exchange rate used  Real  Both  Real  Real  Real  Nominal 
Volatility measured  MASD  MASD and GARCH 
ARCH, MASD from 
AR and MASD from 
trend 
MASD and GARCH  GARCH  GARCH 
Export or import  Export  Both  Export  Both  Export  Export 
Countries under 
study 
Five selected East 
Asian countries 
Thailand with USA 
and Japan 
91 countries:  
22 DCs and 69 
LDCs 
Indonesia to/from 
Japan and ROW  USA  Indonesia 
Data type  Aggregate  Aggregate  Aggregate  Aggregate  Aggregate  Sectoral 
Data frequency  Quarterly  Quarterly 
Annual 
Quarterly  Quarterly  Monthly 
Sample period  1973:2-2002:2  1970s-1997:2  1966-1993  1980s-1997:2  1975:1-1993:2  1997:7-2002:8 





Panel data: Fixed 








Results summary               
Equation reported  5  16  108  12  1  7 
Positive volatility 
coefficient  2  3  26  1  0  2 
Statistically 
significant  2  1  0  0  0  2 
Negative volatility 
coefficient  3  12  82  11  1  1 
Statistically 
significant  3  12  78  9  1  0 
Notes: MASD = Moving Average Standard Deviation, GARCH = General Autoregressive Conditional Heterosedasticity.  10 
Table 3  Summary of Volatility Coefficient Reported 
Reported from Table 1  McKenzie's Survey
* 
Results Summary 
Number  %  Number  % 
Equation reported    237    100    776    100 
Positive volatility coefficient    71    30    338    43 
Statistically significant    28    12 (39)    76    10 (22) 
Negative volatility coefficient    161    68    438    56 
Statistically significant    142    60 (88)    191    25 (44) 
Source: *Zainal (2004) 
Notes: Number in parentheses indicates a percentage from statistically significant coefficient only. 
 
3.  MODEL SPECIFICATION  
Our objective is to analyse the effect of exchange rate volatility on the bilateral export flow of 
priority commodities from Indonesia to the USA. The model employed in this study relies on 
the determinants of trade proposed by international trade theory. Specifically, export demand 
is a function of income, relative prices, exchange rate level and volatility (Bredin, Fountas 
and Murphy, 2003; Caballero & Corbo, 1989; Kumar & Dhawan, 1991; McKenzie & Brooks, 
1997; Warner and Kreinn, 1983). The model is as follows: 
t t t t it V LnER LnPR LnY LnX 5 4 3 2 1 α α α α α + + + + =        (1) 
Where: 
X i,t   = Export volume of group commodity i at time t 
Yt   = Income of the USA at time t (expected sign +) 
PRt   = Relative price at time t proxies as Indonesian Consumer Price Index (CPI) divided 
by the USA’s CPI (expected sign -)  
ERt  = Average nominal level of the Indonesia-the USA exchange rate at time t (expected 
sign +) 
Vt  = Exchange rate volatility indicator at time t (expected sign + or -) 
 
As suggested by international trade theory, one would expect that Indonesia’s export volume 
would  rise  if  the  USA’s  income  rises  whilst  an  increase  in  relative  prices  will  reduce   11 
Indonesia’s export volume. Depreciation of the Rupiah against the US dollar would lead to an 
increase in Indonesia’s export volume due to the relative price effect. Finally, the effect of 
exchange rate volatility on export volume is uncertain as evidenced by a number of studies 
mentioned in the literature review. Hence, we can expect that α2 is positive; α3 is negative; α4 
is positive while α5 is subject to an empirical investigation.  
Exchange rate volatility measurement 
McKenzie (1999) indicated various methods for capturing the volatility of the exchange rate. 
These  include  an  absolute  percentage  change  of  the  exchange  rate  (Thursby  &  Thursby, 
1987);  ARIMA  models  residual  (Asseery  &  Peel,  1991;  McIvor,  1995);  non-parametric 
techniques (Belanger et al., 1992) and ARCH models (McKenzie & Brooks, 1997; Pozo, 
1992). Our study incorporates the Generalised Variant of ARCH (GARCH) measurement of 
exchange rate volatility.  
The GARCH model used to measure exchange rate volatility in this study is as follows: 
t t t e LnER c LnER + ∆ + = ∆ −1 1 ) ( ) (             (2) 
) , 0 ( 1 t t t h N I e ≈ −                 (3) 
1
2
1 2 − − + + = t t t h e c h                 (4) 
 
where: 
) (LnER ∆   = difference log of the nominal exchange rate from period t to t-1 
1 − t I     = set of all relevant and available information at time t-1 
h    = variance of the error term et 
2
1 − t e     = the ARCH term  
1 − t h     = the GARCH term 
 
GARCH incorporates the stochastic process in generating exchange rate uncertainty (Du & 
Zhu, 2001; Pozo, 1992). The GARCH model has been more desirable in the sense that it   12 
performs better for high frequency data than any other methods (West et al., 1993; West & 
Cho, 1995). 
Cointegration approach to long-run relationship 
The cointegration test is widely used to determine whether the long-run relationship amongst 
variables depicted in equation (1) exists (Engle & Granger, 1987; Johansen, 1988). Arize 
(1996) argued for the following advantages of Johansen’s test over Engle and Granger’s test: 
(i)  The  Johansen  test  captures  the  essential,  principal  properties  of  time  series  data  and 
provides the cointegrating vectors within a vector of variables; (ii) it offers a test statistics for 
the number of cointegrating vectors and is more sensitive to rejecting a false null hypothesis 
and (iii) it allows a direct hypothesis about the coefficients entering the cointegration vectors. 
An important condition that must be satisfied prior to executing both the Engle and Granger 
and the Johansen cointegration tests is that all variables under consideration must have the 
same order of integration (e.g., I(1)). The expectation is that all variables are non-stationary. 
In addition, the above cointegration tests are not reliable for a small sample.We cannot satisfy 
the above conditions in our study. 
The  variable  we  believe  more  likely  to  be  stationary  (I(0))  is  the  export  volume.  The 
Autoregressive  Distributed  Lag  (ARDL)  bound  testing  approach  to  cointegration  is  more 
appropriate for our study considering the fact that there was high probability of a different 
order of integration amongst variables (Pesaran & Shin, 1999; Pesaran et al., 2001). The 
ARDL approach can be applied regardless of whether the underlying regressors are purely 
I(0), I(1), or mutually cointegrated, and it is applicable to studies with a small sample size as 
well.   13 
The ARDL procedure involves two stages. The first step is to establish the existence of a 
long-run relationship. To implement the ARDL bound testing approach, we need to augment 
model (1) to the following augmented ARDL model: 
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+ ∆ + ∆ + ∆ + ∆ + ∆ + = ∆







− ∑ ∑ ∑ ∑ ∑
1 5 1 4 1 3 1 2 1 1
1 1 1 1 1
λ λ λ λ λ
η δ γ β α
  (5) 
Where  p = optimal lags based on the AIC, SBC and HQC criteria. i= 1,.2,……,  p . 
Cointegration between variables on model (5) is tested using Ordinary Least Square (OLS) 
method  and  by  calculating  an  F-statistics  for  the  joint  significance  of  the  lagged  levels. 
Specifically, the null hypothesis of no long-run relationship between variables, defined by: 
    Ho: λ 1 = λ 2 = λ 3 = λ 4 = λ 5 = 0 
 
is tested against the alternative hypothesis, defined by: 
    H1: λ 1 ≠ λ 2 ≠ λ 3 ≠ λ 4 ≠ λ 5 ≠ 0 
 
The F-statistics in this model has a non-standard distribution (see Pesaran et al., 2001) which 
depends upon (i) whether the variables included in the ARDL model are I(0) or I(1); (ii) the 
numbers  of  parameters;  and  (iii)  whether  the  model  includes  restricted/unrestricted  drift 
and/or a restricted/unrestricted time trend. This study provides two sets of adjusted critical 
value bounds for all classifications of the regressors that established lower (purely I(0)) and 
upper (purely I(1)) bounds of significance. If the obtained F-statistics is less than the lower 
bound  of  the  critical  value  bound,  then  the  null  hypothesis  that  there  exists  no  long-run 
relationship amongst the variables is not rejected, irrespective of whether the regressors are 
I(0), I(1), or mutually cointegrated. If the obtained F-statistics exceeds the upper bound of the 
critical  value  bound,  then  the  null  hypothesis  that  there  exists  no  long-run  relationship   14 
amongst the variables is rejected, irrespective of whether the regressors are purely I(0), I(1), 
or mutually cointegrated. However, the verdict is inconclusive if the computed F-statistics lies 
between the two bound limits. The second stage, once the long-run relationship has been 
determined and using optimal lag order based on the Akaike’s Information Criterion (AIC), 
Schwarz  Bayesian  Criterion  (SBC)  and  Hannan-Quinn  Criterion  (HQC),  the  model  is 
estimated by means of the ARDL approach to obtain long-run variables coefficients. 
Short-run error correction model 
This study also estimates the short-run export volume equation using the error correction 
model of the ARDL approach, defined by: 
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i t i t t V ER PR Y X ECT c c X
1 1 1 1 1
1 1 0 η δ γ β α   (6) 
where ECT t-1 is the error correction term. 
If the variables under consideration are cointegrated, then the Error Correction Model (ECM) 
that is the one-period lagged residual in the cointegrating regression will be of the above 
form. Such ECM allows us to estimate the short-run relationship between exports and its 
determinants. The larger the error correction coefficient, in absolute value, the faster is the 
economy’s return to its long-run equilibrium once shocked. 
Data  for  the  export  volume  of  commodities  at  9-digits  Harmonised  System-code  were 
obtained from Department of Industry of Indonesia. All other data, namely the U.S. income, 
relative price and nominal exchange rate, were sourced from International Financial Statistics 
(IFS). The Industrial Production Index (IPI) of the U.S., in particular, is used as the proxy for 
income of the U.S. This proxy is used not only because it is commonly used as a proxy of 
income, particularly when the frequency of observation is monthly, but also because most of   15 
the export commodities under consideration were industrial or manufactured products, hence 
this  proxy  seems  to  be  appropriate  in  this  context.  Finally,  the  exchange  rate  volatility 
indicator is  generated by  means  of  the  GARCH  process.  See  Table 4  for  the  descriptive 
statistics of all variables under consideration.   16 
 
Table 4    Descriptive Statistics of the Variables  
 
Commodity 
codes*   Mean   Median   Maximum   Minimum   Std. Dev. 
 
Skewness   Kurtosis 
01a  14.3  14.4  15.1  12.5  0.4  -1.1  6.2 
01b  14.7  15.1  16.3  11.3  1.1  -1.4  4.5 
01c  12.9  14.9  17.0  1.0  4.3  -1.3  3.7 
01d  10.1  10.2  12.3  4.6  0.9  -1.7  10.9 
01e  7.8  8.2  12.1  4.4  2.1  0.1  1.9 
01f  11.2  11.7  13.7  6.3  1.6  -0.7  2.6 
02  14.0  14.0  15.8  11.5  0.5  -1.1  6.9 
03  16.3  16.4  17.0  14.9  0.4  -0.7  3.1 
04  15.1  15.0  15.8  14.0  0.3  -0.3  2.7 
05  14.9  15.3  17.1  11.2  1.3  -0.7  2.8 
06  17.7  17.7  18.2  17.1  0.2  -0.1  2.9 
07  14.9  15.1  15.6  13.8  0.4  -0.7  2.6 
08  15.8  16.1  17.6  11.7  1.1  -1.2  4.7 
09  14.0  14.9  16.2  2.7  2.4  -2.1  7.7 
10  15.2  15.1  17.6  13.0  0.9  -0.1  2.8 
11  15.3  15.1  18.1  9.0  1.4  -0.5  4.5 
12  14.4  14.3  16.4  11.9  0.8  -0.2  3.3 
13  8.8  8.7  13.8  0.6  2.7  -0.3  2.7 
14  10.9  8.1  18.7  0.6  5.0  0.4  1.5 
15  14.8  14.7  15.7  13.8  0.4  0.2  2.3 
16  15.4  15.6  17.1  12.5  0.8  -0.5  2.6 
17  11.1  11.1  13.2  9.8  0.4  0.4  6.2 
18  12.5  12.6  14.6  10.0  0.6  -0.9  5.0 
19  9.5  9.6  16.2  3.5  1.4  -0.4  9.4 
20  13.9  13.9  16.9  9.7  0.9  -1.1  8.1 
21a  13.1  13.2  14.1  11.3  0.5  -0.6  2.9 
21b  6.0  6.4  11.9  0  2.4  -0.1  3.1 
21c  8.7  8.7  12.2  3.5  1.6  -0.5  3.5 
22  12.9  13.2  15.1  8.4  1.3  -0.6  2.9 
PR**  -0.1  0.0  0.2  -0.7  0.3  -0.6  1.6 
ER**  8.7  9.0  9.5  7.6  0.6  -0.8  1.9 
Y**  4.5  4.5  4.6  4.3  0.1  -0.9  2.4 
Notes:  *Commodity  codes  are  as  appeared  in  Table  1.  01a  =  export  volume  of  cocoa  and  cocoa  preparations,  01b  = preparations  of 
vegetables, fruits and nuts, 01c = preparations of cocoa, 01d = tobacco and manufactured tobacco, 01e = preparations of coffee, 01f = 
preparations of sugar, 02 = preparations of fish, 03 = textiles products, 04 = footwear, 05 = copra products, 06 = wood, articles of wood and 
furniture, 07 = rubber and articles thereof, 08 = pulp and paper, 09 = petrochemical, 10 = electrical machinery, 11 = steel and article of steel, 
12 = factory machinery, 13 = agriculture machinery, 14 = cement and article of cement, 15 = machinery and mechanical appliances, 16 = 
ceramic products, 17 = essential oils and resinoids, 18 = handicraft and art product, 19 = glass, natural or cultured pearls and precious stones, 
20 = earthenware vessels, 21a = automotive industry, 21b = ships, boats and floating structures, 21c = aircraft, spacecraft and parts thereof, 
22 = telecommunication equipment. **PR, ER and Y are as defined in ‘equation 1’.  
   17 
4.  RESULTS 
Exchange rate volatility measurement 
We  will  begin  with  analysing  the  long-run  effect  of  exchange  rate  volatility  on  bilateral 
export  flows  from  Indonesia  to  the  U.S.  for  the  selected  commodities  over  the  monthly 
periods from July 1997 to April 2005 using equation (1).  
The results of estimating GARCH equations are as follow: 
t t t e LnER LnER + ∆ + = ∆ −1
) 321237 . 0 ( ) 001385 . 0 (
) ( 321237 . 0 003139 . 0 ) (           (7) 
) 043298 . 0 (
1
) 206740 . 0 (
2
1 ) 06 38 . 6 ( 331436 . 0 273289 . 1 05 50 . 2 − − − + + − = t t E t h e E h           (8) 
Notes: D-W Stat = 2.085, Log L. = 241.228, F-Stat = 1.689, N = 122. Numbers in parentheses 
are the standard error; all parameters are significant at the 1% level. 
The estimated results above show a significant ARCH process on the nominal exchange rate 
as indicated by the coefficient of  1 ) ( − ∆ t LnER  which was significantly different from zero. 
Furthermore, GARCH effects also exist in the data as the coefficient on 
2
1 − t e  as well as  1 − t h  in 
the second equation were statistically different from zero. The volatility graph resulting from 
the GARCH estimation above is depicted in Figure 2.   18 























































































































































































Figure 2 shows that prior to the Asian crisis in mid-1997, the Indonesian exchange rate was 
not so volatile. Right after the Asian crisis, the Indonesian government decided to free float its 
exchange rate, and volatility has been unusually high since then. Hence, for the purpose of 
this study, the time-period under consideration is from July 1997 through to April 2005.  
Test of order of integration 
The  next  step  is  to  test  the  stationary  condition  for  each  variable  by  employing  the 
Augmented Dickey-Fuller unit root test, using Schwartz Info Criterion of 12 maximum lags 
with intercept. The results of the unit root test are shown in Table 5.    19 
Table 5  Augmented Dickey-Fuller (ADF) unit root test 
LEVEL  1st DIFFERENCE 
VARIABLE 
ADF  Prob  ADF  Prob 
Order of 
Integration 
V01a  -8.365874   0.0000  -9.6452  0.0000  I(0) 
V02  -4.681947   0.0002  -10.4989  0.0000  I(0) 
V03  -2.918028   0.0462  -16.0909  0.0000  I(0) 
V04  -4.088938   0.0015  -12.8689  0.0000  I(0) 
V05  -5.353696   0.0000  -13.1818  0.0000  I(0) 
V06  -3.871397   0.0030  -17.3300  0.0000  I(0) 
V07  -2.539118   0.1089  -12.8902  0.0000  I(1) 
V08  -2.431422   0.1354  -9.8768  0.0000  I(1) 
V10  -3.897415   0.0028  -21.0810  0.0000  I(0) 
V11  -1.815834   0.3713  -11.7519  0.0000  I(1) 
V12  -3.787417   0.0039  -11.3862  0.0000  I(0) 
V15  -5.202795   0.0000  -15.4916  0.0000  I(0) 
V16  -1.455854   0.5526  -9.0516  0.0000  I(1) 
V17  -9.993632   0.0000  -10.1256  0.0000  I(0) 
V18  -4.016077   0.0019  -11.9028  0.0000  I(0) 
V19  -5.136059   0.0000  -8.4669  0.0000  I(0) 
V21a  -2.415248   0.1397  -19.8391  0.0000  I(1) 
V22  -2.280878   0.1798  -18.5778  0.0000  I(1) 
PR  -1.259703   0.6466  -4.4979  0.0003  I(1) 
Y  -2.270437   0.1833  -3.4622  0.0107  I(1) 
ER  -1.680875   0.4384  -8.4859  0.0000  I(1) 
V  -3.359288   0.0144  -11.6238  0.0000  I(1) 
Notes:   1. All variables, except volatility index, are in natural log. Variables as defined in  the text. 
2. Null Hypotheses: Variable has a unit root. 
3. Probability: MacKinnon (1996) one-sided p-values 
 
The unit root test results above imply that different orders of integration occur amongst the 
variables under consideration. One particular example would be that for the commodity code 
03 (textile products) estimation, the dependent variable (V03) is integrated of degree zero 
while its independent variables are integrated of degree one. The estimation of a model when 
such a difference in the order of integration exists could be done by employing the ARDL 
approach as suggested by Pesaran and Shin (1999).   20 
ARDL approach of cointegration test 
The  third  step  employed  in  analysing  the  long-run  relationship  between  exchange  rate 
volatility and export volume is based on equation (5). To determine the optimal lag length, p, 
we estimated the model (1) including the lagged changes of export volume by Ordinary Least 
Square method for time lag p= 1,2,3,..,6. Table 5 gives Akaike’s, Schwar’s Bayesian and 
Hannan-Quinn criteria, denoted respectively by AIC, SBC and HQC, for selecting the optimal 
lag length.  
Table 6  Optimal Lag(s) Selection Based on AIC, SBC and HQC 
Priority 
Code*  Optimal Lag (p)  AIC             SBC             HQC 
3  365.0944        356.1929*       361.4988*  01a 
5  366.6237*       353.9072        361.4872 
3  363.7714        354.8699*       360.1758  02 
5  367.1095*       355.6646        362.4866* 
03  5  367.5863*       356.1415*       362.9635* 
04  5  368.2787*       356.8339*       363.6559* 
05  5  366.0363*       353.3198*       360.8998* 
06  5  366.5925*       353.8760*       361.4560* 
07  5  366.3978*       353.6813*       361.2613* 
08  3  366.5393*       353.8228*       361.4028* 
10  5  366.4742*       353.7577*       361.3377* 
11  5  366.2312*       353.5147        361.0947* 
12  5  366.4000*       353.6835*       361.2635* 
15  5  367.5671*       354.8507*       362.4306* 
16  5  367.3970*       354.6806*       362.2605* 
17  5  368.5593*       355.8428        363.4227* 
18  5  366.0679*       353.3515*       360.9314* 
19  5  366.1730*       353.4565*       361.0365* 
21a  5  366.0412*       353.3247*       360.9046* 
22  5  366.8134*       354.0970*       361.6769* 
Notes: *Optimal lags based on AIC, SBC and HQC criteria. * Priority codes are as appeared in Table 4. 
 
Using information of optimum lag value for each commodity above, we proceed to estimate 
equation (5) and determine whether a long-run relationship exists. Table 7 gives the values of 
the F-statistics from the estimation process for each commodity.   21 




Lag (p)  F-statistics  Priority Code 
Optimal 
Lag (p)  F-statistics 
3  3.8511  10  5  5.2817  01a 
5  1.9278  11  5  4.7625 
3  3.5691  12  5  3.1091  02 
5  3.8758  15  5  3.0034 
03  5  5.0072  16  5  7.6923 
04  5  5.2532  17  5  4.2062 
05  5  2.0263  18  5  9.7070 
06  5  4.5607  19  5  4.7676 
07  5  4.5077  21a  5  7.0388 
08  3  5.0319  22  5  2.9044 
Notes: All F-statistics are significant at 1% . * Priority codes are as appeared in Table 4. 
 
The F-statistics above should be compared with the critical value bound provided by Pesaran 
et al. (2001). The relevant critical value bound at the 95% level and k=5 were 2.62 to 3.79. If 
the obtained F-statistics is less than the lower bound of the Pesaran’s critical value bound, 
then the null hypothesis that there exists no long-run relationship amongst the variables is not 
rejected,  irrespective  of  whether  the  regressors  are  purely  I(0),  purely  I(1),  or  mutually 
cointegrated. If the obtained F-statistics is exceeding the upper bound of the Pesaran’s critical 
value bound, then the null hypothesis that there exists no long-run relationship amongst the 
variable is rejected, irrespective of whether the regressors are purely I(0), purely I(1), or 
mutually cointegrated. However, the verdict is inconclusive if the computed F-statistics lies 
between the two bounds limit. Table 7 indicated that the null hypothesis is not rejected for 
two commodities, namely ‘cocoa and cocoa preparations’ (01a) (lags 5) and ‘copra products’ 
(05). Next, the bounds test is inconclusive for a few commodities, namely ‘preparations of 
fish’ (02) (lags 3), ‘factory machinery’ (12), ‘machinery and mechanical appliances’ (15) and 
‘telecommunication equipment’ (22). In addition, given the fact that variables of interest in 
regressing one commodity have a different order of integration, we can argue that no long-run 
cointegration exist for ‘factory machinery’ (12), machinery and mechanical appliances’ (15) 
and ‘telecommunication equipment’ (22). For ‘preparations of fish’ (02), however, using five   22 
lags, the null hypothesis is conclusively rejected. Finally, the null hypothesis that there exists 
no  long-run  relationship  amongst  the  variables  is  rejected,  irrespective  of  whether  the 
regressors are purely I(0), purely I(1), or mutually cointegrated, are applicable to the rest of 
the commodities other than those for which this was formerly indicated.  
Consequently, based on these F-statistics results, we dropped commodities that either had no 
long-run relationship or were inconclusive to be estimated in the next analysis (i.e., ARDL 
approach) except for ‘cocoa and cocoa preparations’ (01a) (lags 3) and ‘preparation of fish’ 
(02) (lags 5). Table 8 lists those commodities to which the ARDL estimation can be applied.  




Lag (p)  F-statistics  Priority Code 
Optimal 
Lag (p)  F-statistics 
01a  3  3.8511  10  5  5.2817 
02  5  3.8758  11  5  4.7625 
03  5  5.0072  16  5  7.6923 
04  5  5.2532  17  5  4.2062 
06  5  4.5607  18  5  9.7070 
07  5  4.5077  19  5  4.7676 
08  3  5.0319  21a  5  7.0388 
Notes: all F-statistics are significant at 1% . *Priority codes are as appeared in Table 4. 
 
The estimation of the long-run coefficients of fourteen commodities listed above, based on 
the  ARDL  approach  selected  by  AIC,  SBC  and  HQC,  shows  that  there  were  only  six 
commodities that showed a statistically significant (at the 10% level) long-run relationship 
between exchange rate volatility and export volume. These commodities are (01a) ‘cocoa and 
coco preparations’, (02) ‘preparations of fish’, (03) ‘textile products’, (08) ‘pulp and paper’, 
(19) ‘glass, natural or cultured pearls and precious stones’ and (21a) ‘automotive products’. 
The estimation results of these commodities are given in Tables 9 to 14.    23 
Table 9  Estimated Long-run Coefficients of Commodity 01a 
Dependent Variable: export volume of cocoa and cocoa preparations   
 Long Run Coefficient   SBC  HQC 
Coefficient  3.1425  2.8743 
Std. Error  6.2581  5.9623  Intercept 
Probability  0.617  0.631 
Coefficient  1.5259  .69745 
Std. Error  1.3335  1.2888  YUSA 
Probability  .256  .590 
Coefficient  -.86961  -1.4872 
Std. Error  .29187  .31892  PR 
Probability  .004***  .000*** 
Coefficient  0.4834  .94264 
Std. Error  0.18419  .20488  ER 
Probability  0.010***  .000*** 
Coefficient  -2.4278  -5.3278 
Std. Error  0.73871  1.0205  V 
Probability  0.001***  0.000*** 
Notes: ***significant at 1% level.  
 
Table 9 shows that the exchange rate volatility significantly generates negative pressure on 
the export volume of (01a) ‘cocoa and cocoa preparations’ as suggested both by SBC and 
HQC criteria. The coefficients for volatility were both highly significant at the 1% level. 
Furthermore, there was no evidence of contradiction in the coefficient signs between the two 
criteria.  All  other  variables  under  consideration  were  as  one  would  expect  and  were 
statistically significant at the 1% level except for YUSA.  
Table 10    Estimated Long-run Coefficients of Commodity 02 
Dependent Variable: export volume of preparations of fish  
 Long-run Coefficient   AIC  HQC 
Coefficient  -14.6050  -14.6050 
Std. Error  16.8077  16.8077  Intercept 
Probability  .387  .387 
Coefficient  5.7938  5.7938 
Std. Error  3.5737  3.5737  YUSA 
Probability  .109  .109 
Coefficient  1.3739  1.3739 
Std. Error  .78033  .78033  PR 
Probability  .082*  .082* 
Coefficient  .22470  .22470 
Std. Error  .49500  .49500  ER 
Probability  .651  .651 
Coefficient  3.8439  3.8439 
Std. Error  2.0509  2.0509  V 
Probability  .064*  .064* 
Notes: *significant at 10% level 
   24 
The estimation of the long-run coefficients (Table 10), based on the ARDL approach selected 
by AIC and HQC for the export volume of ‘preparations of fish’ (02), showed a positive 
relationship between export volume and volatility at the 10% significance level. All other 
variables have the expected sign except for the relative price variable (PR). The positive and 
significant relationship between PR and the export volume of ‘preparations of fish’ (02) is 
unexpected. 
Table 11   Estimated Long-run Coefficients of Commodity 03 
Dependent Variable: export volume of textile products  
 Long-run Coefficient   AIC  SBC  HQC 
Coefficient  7.4206  -2.8189  7.4206 
Std. Error  7.4344  8.2435  7.4344  Intercept 
Probability  .322  .733  .322 
Coefficient  1.9847  3.2841  1.9847 
Std. Error  1.6882  1.7729  1.6882  YUSA 
Probability  .244  .067  .244 
Coefficient  .90338  .23764  .90338 
Std. Error  .44300  .39792  .44300  PR 
Probability  .045**  .552  .045** 
Coefficient  .0069442  .47724  .0069442 
Std. Error  .34853  .26586  .34853  ER 
Probability  .984  .076  .984 
Coefficient  5.8300  -1.9903  5.8300 
Std. Error  2.7875  1.2788  2.7875  V 
Probability  .040**  .123  .040** 
Notes: **significant at 5% level 
 
The estimation of the long-run coefficients, given in Table 11, based on the ARDL approach 
selected by AIC, SBC and HQC for the export volume of ‘textile products’ (03), showed 
quite mixed results. Table 10 indicated that volatility’s coefficient signs of AIC and HQC 
were positive and significant at the 5% level. The volatility coefficient sign of SBC generates 
a negative relationship but it is insignificant. The positive and significant relationship between 
PR and the export volume of ‘textile products’ (03) is unexpected. Other variables show the 
expected signs but they are not significant.   25 
Table 12  Estimated Long-run Coefficients of Commodity 08 
Dependent Variable: export volume of pulp and paper  
 Long-run Coefficient   AIC  SBC  HQC 
Coefficient  -16.2581  -12.9262  -12.9262 
Std. Error  14.7906  15.5267  15.5267  Intercept 
Probability  .275  .407  .407 
Coefficient  1.6392  .83117  .83117 
Std. Error  3.2173  3.3704  3.3704  YUSA 
Probability  .612  .806  .806 
Coefficient  -2.7279  -2.6385  -2.6385 
Std. Error  .77401  .81941  .81941  PR 
Probability  .001***  .002***  .002*** 
Coefficient  2.8101  2.8514  2.8514 
Std. Error  .51158  .54351  .54351  ER 
Probability  .000***  .000***  .000*** 
Coefficient  6.4123  5.8532  5.8532 
Std. Error  2.2784  2.3725  2.3725  V 
Probability  .006***  .016**  .016** 
Notes: ***significant at 1% level, **significant at 5% level 
 
Table  12  shows  that  the  exchange  rate  volatility  is  positively  correlated  with  the  export 
volume  of  ‘pulp  and  paper’  (08)  as  suggested  by  AIC,  SBC  and  HQC  criteria.  The 
coefficients for volatility were highly significant at the 1% level based on AIC criteria whilst 
so  at  the  5%  level  using  SBC  and  HQC  criteria.  Furthermore,  there  was  no  evidence  of 
contradiction  in  coefficient  signs  between  the  two  criteria.  All  other  variables  under 
consideration were also as one would expect them, and were highly significant at the 1% level 
for the PR and ER variables.   26 
Table 13  Estimated Long-run Coefficients of Commodity 19  
Dependent Variable: export volume of glass, natural or cultured pearls and 
precious stones  
 
 Long-run Coefficient   AIC  SBC  HQC 
Coefficient  16.8686  -10.8649  -10.4193 
Std. Error  18.3530  26.0678  22.7170  Intercept 
Probability  .361  .678  .648 
Coefficient  -2.0478  3.4501  4.6625 
Std. Error  4.3176  5.5724  4.8070  YUSA 
Probability  .637  .537  .335 
Coefficient  1.1867  -.83881  .17754 
Std. Error  1.1074  1.3940   1.1919  PR 
Probability  .287  .549  .882 
Coefficient  .24071  .55910  -.12212 
Std. Error  .92982  .86815  .72348  ER 
Probability  .796  .521  .866 
Coefficient  -13.3768  -9.5483  -4.7654  
Std. Error  4.7227  4.1283  3.0394  V 
Probability  .006***  .023**  .121 
Notes: ***significant at 1% level, **significant at 5% level 
 
The estimation of the long-run coefficients based on the ARDL approach selected by AIC, 
SBC and HQC criteria for the export volume of ‘glass, natural or cultural pearls and precious 
stones’ (19) given in Table 13 showed a negative relationship between export volume and 
volatility although only on AIC and SBC criteria were they significant at the 1% and 5% 
levels respectively whilst on HQC criteria, they were not significant at any confidence level. 
All other variables have quite contrasting coefficient signs between the three criteria and only 
the estimation based on the SBC criterion has the expected coefficient signs.    27 
Table 14  Estimated Long-run Coefficients of Commodity 21a 
Dependent Variable: export volume of automotive products  
 Long-run Coefficient   AIC  SBC  HQC 
Coefficient  -12.8215  -21.1039  -12.8215 
Std. Error  8.4005  8.4697  8.4005  Intercept 
Probability  .131  .015**  .131 
Coefficient   5.4819  7.2870   5.4819 
Std. Error  1.8986  1.8831  1.8986  YUSA 
Probability  .005***  .000***  .005*** 
Coefficient  1.2546  .83162  1.2546 
Std. Error  .49092  .41137  .49092  PR 
Probability  .013**  .046**  .013** 
Coefficient  .11549  .11674   .11549 
Std. Error  .37807  .29693  .37807  ER 
Probability  .761  .695  .761 
Coefficient  4.1169  2.0604  4.1169 
Std. Error  2.1436  1.5889  2.1436  V 
Probability  .059*  .198  .059* 
Notes: ***significant at 1% level,  **significant at 5% level, *significant at 10% level 
 
Table 14 shows that exchange rate volatility is positively correlated with the export volume of 
‘automotive products’ (21a) as suggested by the AIC, SBC and HQC criteria. The coefficients 
for volatility were significant at the 10% level based on AIC and HQC criteria whilst not 
significant  at  all  levels  of  confidence  by  the  SBC  criterion.  Furthermore,  there  was  no 
evidence  of  contradiction  in  the  coefficient  signs  between  the  three  criteria.  With  the 
exception  of  the  PR  coefficient  sign,  all  other  variables  under  consideration  were  as  one 
would expect them despite the fact that only YUSA has significant coefficients at the 1% level. 
Short-run error correction model 
This study also estimates the short-run export volume equation using the error correction 
model of the ARDL approach, defined by equation (6). Table 15 shows the estimation results 
for the six commodities that are cointegrated in the previous long-run analysis.    28 
Table 15   Regression Results for Error Correction Model 
Error Correction Model 




SBC  -1.0000              0.00                        NA  .48325 
Priority 
Code* 
HQC  -1.0000              0.00                        NA  .57183 
AIC  -.52345             .089686              [.000]  .31381 
02 
HQC  -.52345             .089686              [.000]  .31381 
AIC  -.65827             .090699              [.000]  .63382 
SBC  -.61038             .090348              [.000]  .42221  03 
HQC  -.65827             .090699              [.000]  .63382 
AIC  -.77977             .096730              [.000]  .46128 
SBC  -.73794             .092694              [.000]  .44833  08 
HQC  -.73794             .092694              [.000]  .44833 
AIC  -1.4034              .15777              [.000]  .76058 
SBC  -1.0000              0.00                        NA  .65789  19 
HQC  -1.1356              .12532              [.000]  .66989 
AIC  -.63509             .094342              [.000]  .63658 
SBC  -.65539             .097865              [.000]  .49160  21a 
HQC  -.63509             .094342              [.000]  .63658 
 
Notes: *Priority codes are as appeared in Table 4. 
 
On  the  basis  of  Table  15,  one  could  make  the  following  observations:  All  of  the  error 
coefficients were in the expected signs (i.e., negative sign), and statistically they were highly 
significant. The results suggest a moderate to very high speed of short-run adjustment towards 
long-run equilibrium. This is based on the consideration that the smallest coefficients were 
-.52345 (‘preparations of fish’, 02) and a few coefficients were in fact 1.000 (e.g., ‘cocoa and 
cocoa  preparations’  -  01a)  or  above  (e.g.,  ‘glass,  natural  or  cultured  pearls  and  precious 
stones’ - 19). The R-squared ranges from .31381 to .76058 were quite good, given the fact 
that the estimation processes involved first differences in variables where such moderate R
2 
values are to be expected.  
Conclusions 
This  paper  analysed  the  long-run  and  short-run  impacts  of  exchange  rate  volatility  on 
Indonesian exports to the U.S. The model was estimated for Indonesia’s priority commodity   29 
exports (see Table 1) to the USA. The IDR/US$ exchange rate volatility index was relatively 
stable prior to 1997 and shows high volatility after the Asian crisis on a monthly basis. 
The  test  of  integration  concluded  that  a  different  order  of  integration  exists  between  the 
variables  under  consideration,  recommending  that  an  ARDL  cointegration  approach  be 
adopted. The ARDL cointegration approach was to test whether a long-run relationship exists 
between  the  variables.  This  test  showed  that  14  commodities  out  of  18  had  statistically 
significant long-run relationship with other variables under consideration (Table 7), hence 
were suitable to be estimated using the ARDL approach. Furthermore, of the 14 commodities 
above, 6 showed a statistically significant exchange rate volatility coefficient. Statistically 
significant negative coefficients were found for two commodities, namely, (01a) ‘cocoa and 
cocoa  preparation’  and  (19)  ‘glass,  natural  or  cultured  pearls  and  precious  stones’. 
Statistically  significant  positive  coefficients  emerged  for  the  following  four  commodities: 
(02) ‘preparation of fish’, (03) ‘textile products’, (08) ‘pulp and paper’ and (21a) ‘automotive 
products’. The short-run analysis shows that, firstly, all of the error coefficients were in the 
expected negative signs and were highly significant; and secondly, the adjustment speeds of 
short-run  towards  its  long-run  equilibrium  varied  from  moderate  to  very  high  speed.  In 
conclusion  we  have  obtained  a  mixed  result  in  the  relationship  between  exchange  rate 
volatility and export volume as far as different commodities are concerned. However, in the 
long-run, majority of commodities tend to support the traditional view that higher exchange 
rate of volatility leads to higher cost and to less foreign trade. The net effect of exchange rate 
uncertainty on production and exports depends on the degree of relative risk aversion of the 
exporter  of  various  commodities  and  influences  the  reallocation  of  resources  by  market 
participants.   30 
Our tentative conclusion is that the increased uncertainty in Indonesian Ruppiah – US$ due to 
floating exchange rate regime increased the level of exports of ‘preparation of fish’, ‘textile 
products’, ‘pulp and paper’ and ‘automotive products’ to the USA. A positive association 
between industry-specific export volumes and exchange rate volatility can be more common 
in countries like the Indonesia, where firms benefit from a larger domestic market that allows 
them  to  compensate  exchange  rate  fluctuations  more  easily.  The  result  suggests  that  the 
implementation  of  trade  and  exchange  rate  policies  in  Indonesia  would  benefit  from 
knowledge of both the existence and the degree of foreign exchange-rate volatility. Given the 
high rate of inflation in Indonesia right after the Asian crisis, an exchange rate policy to be 
successful should accommodate fiscal policy into consideration.    31 
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