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Weakly nonlinear nonaxisymmetric oscillations of a capillary bridge are considered in the limit of 
small viscosity. The supporting disks of the liquid bridge are subjected to small amplitude 
mechanical vibrations with a frequency that is cióse to a natural frequency. A set of equations is 
derived for accounting the slow dynamics of the capillary bridge. These equations describe the 
coupled evolution of two counter-rotating capillary waves and an associated streaming flow. Our 
derivation shows that the effect of the streaming flow on the capillary waves cannot be a priori 
ignored because it arises at the same order as the leading (cubic) nonlinearity. The system obtained 
is simplified, then analyzed both analytically and numerically to provide qualitative predictions of 
both the relevant large time dynamics and the role of the streaming flow. The case of parametric 
forcing at a frequency near twice a natural frequency is also considered. 
I. INTRODUCTION AND FORMULATION 
Capillary jets and bridges are basic configurations to 
analyze capillary effects and were first considered by 
Plateau1'2 and Rayleigh,3'4 using the previous basic works on 
capillary interfaces by Young5 and Laplace.6 Capillary 
bridges are of interest in materials processing7 and in the 
experimental measurement of viscosity and surface tensión,8 
and have been observed in various physical processes of in-
dustrial interest such as flow through porous media9 and par-
ticulates agglomeration.10 In particular, mechanical vibra-
tions of capillary bridges are of interest in material 
processing in microgravity because the float zone modeled 
by the capillary bridge is subject to various oscillatory exci-
tations resulting from on board machinery and crew maneu-
vering, and have been the object of numerous works in the 
last thirty years. But unfortunately most of these works dealt 
with either the linear approximation (see Ref 11 for refer-
ences) and/or one-dimensional approximations,12 whose va-
lidity is restricted to slender bridges and cannot be used in 
the nonaxisymmetric case. Nonlinear effects have been only 
considered in the strictly axisymmetric case in a few works, 
most of them based on direct numerical simulations, which 
become quite expensive as viscous effects decrease.13 
A weakly nonlinear analysis of resonant, axisymmetric 
oscillations of capillary bridges at small viscosity and small 
driving amplitude was performed by two of us.1415 The out-
come in Ref. 14 was an amplitude equation for the complex 
amplitude of the excited capillary wave, which is standing. 
In addition, the mean flow produced by the wave was calcu-
lated in order to elucidate its ability to counterbalance the 
undesirable thermocapillary flow,16 which is always present 
in nonisothermal conditions; this counterbalancing effect has 
been analyzed both experimentally17 and theoretically.1819 
The mean flow produced by the capillary waves was the well 
known streaming flow20 (also called steady streaming, or 
acoustic streaming21), chiven by nonzero time averaged Rey-
nolds stresses in the Stokes boundary layer attached to the 
disks supporting the bridge. 
The present paper could be considered as the extensión 
of Ref. 14 to the nonaxisymmetric case, but this extensión is 
far from straightforward due to the role of the streaming 
flow, which does not affect the capillary wave dynamics (at 
least at leading order) in the axisymmetric case.14 In the 
nonaxisymmetric case instead the capillary wave dynamics 
are coupled to the streaming flow evolution, which makes 
the weakly nonlinear dynamics both more involved and 
subtle. The same coupling effect of the mean flow has been 
recently demonstrated in related problems.22 A second novel 
property of the mean flow is that it is also driven by the 
oscillatory boundary layer attached to the free surface pro-
vided that the capillary wave is not of the standing type, see 
below. 
We consider (see Fig. 1) a capillary bridge held by sur-
face tensión between two parallel, circular, coaxial disks of 
equal radii R *, at a distance L * apart from each other, which 
exhibits a rigid-solid, harmonic oscillation with an amplitude 
a*<íR* and a frequency &>*, assumed to be cióse to a natu-
ral frequency of the bridge. The volume of the liquid equals 
that of the space in the cylinder bounded by the unperturbed 
disks, and the free surface is assumed to be anchored at the 
edges of the disks. The density p and the kinematic viscosity 
v of the liquid, and the surface tensión coefficient <x are 
constant, and such that the capillary number (also called 
Ohnesorge number) 
C=vpml((jR*)m<\. (1) 
In addition we neglect both gravity and the surrounding air, 
and use i?* and the capillary time (pR*3/a)112 as character-
istic length and time for nondimensionalization. The conti-
nuity and momentum conservation equations in an oscillating 
(T-n)Xn=0, 
FIG. 1. Sketch of the capillary liquid bridge, which is subject to monochro-
matic, solid rigid oscillation consisting of a beating around a horizontal axis 
and a lateral oscillation, with nondimensional frequency a> and amplitudes 
cif¿ and a(\—¡jí), respectively. The additional nondimensional parameters 
are the Ohnesorge number C = vp1,2/(a-R*)112 and the slenderness A 
=L*I(2R*), where v is the kinematic viscosity, p is the density, and <r is 
the surface tensión. The evolution equations below for the streaming flow 
apply in the bulk (d), outside the oscillatory boundary layers (a) and (b) and 
the córner tori (c), whose nondimensional size is 0(Cin). 
cylindrical coordinate system attached to the disks, (r, 9,z) 
(with associated unit vectors er, eg, and ez) are 
V-v = 0, (2) 
dv/dt-vX(VXv)=-Vq + CAv + ah+0(a\v\ + a2), (3) 
in — A < z < A , 0<r<f(9,z,t), where v is the velocity, q is 
the stagnation pressure ( = pressure + |p|2/2), A 
=L*/(2R*) is the slenderness a n d / is the radial deflection 
of the free surface. The nondimensional forcing amplitude is 
a = a*IR*<\, (4) 
and the vector h is given by 
h = [/i(z eos 9er-z sin dee— reos 9ez) 
+ ( l - / «) (cos 9er-sin9e0)]co2 eoscot, (5) 
where co = co*(pR*3/a)112 is the nondimensional forcing fre-
quency, and the real coefficient ¡x is such that 0</x< 1. The 
body forcé ah+0(a\v\ + a2) results from (i) a beating 
around the 9=TTI2,Z = 0 axis (if /x= 1), and (ii) a lateral 
oscillation along the 9= 0,z = 0 axis (if /n = 0); for simplicity 
both motions are assumed to be in phase. These are simple 
devices to get a direct forcing that preserves the reflection 
symmetry on the plañe 9=0 but breaks invariance under 
rotation; the beating also breaks the reflection symmetry on 
the z = 0 plañe, which is convenient to forcé those eigen-
modes that are odd in the vertical coordinate (see Fig. 1). 
The boundary conditions resulting from nonslipping at the 
disks, kinematic compatibility and tangential and normal 
stress balances at the free surface are 
v = 0, f=\ a t z = ± A , (6) 
vn = (3fl3t)(er-n), at r=f (7) 
q-\v\2/2+2M=2C(T-n)-n at r=f. (8) 
Here T=[Vv + (Vv)T]/2 is the (rate of) strain tensor (i.e., 
the symmetric part of Vi;) and the Laplacian of v is defined 
as usually (recall that the flow is incompressible), A» = 2V 
• T= - V X ( V X p ) ; n and M are the outward unit normal 
and the mean curvature of the free surface, respectively. For 
convenience we recall that the volume is conserved, namely 
f2d9dz = 4TrA. (9) 
J -AJO 
In Sec. II we shall perform a weakly nonlinear, multi-
scale analysis in the limit (1), (4). The velocity and the stag-
nation pressure in the bulk (outside the boundary layers) and 
the free surface deflection will be given by [cf (22) and (23) 
below] 
v = se1'"t[A(r)V^(r,z)eie+B(r)V^(r,z)e-ie] 
+ c.c. + e2v2{r,9,z,T) + --- , 
{q-l,f-l) = s(Q0,F0)é'at[A(r)ée+B(r)Q-ie} 
+ C.C. + ---, 
where 
0<e<sl (10) 
is the capillary wave steepness, 
T=e2t (11) 
is a slow time variable, and ce. stands for complex conjú-
gate. The O(e) terms account for apair of counter-rotating 
capillary waves with complex amplitudes A and B, and s2vs2 
is the streaming flow velocity. The capillary waves and the 
streaming flow are both nearly marginal, namely they exhibit 
a small damping rate and thus none of them can be ignored a 
priori. The capillary waves are associated with the capillary 
(or inviscid) eigenmodes, (VQ ,Q0,F0)e±l0, which exhibit 
an eigenfrequeney Cl # 0, assumed to be simple and cióse to 
the forcing frequency. The remaining unforced capillary 
modes decay by viscous dissipation and can be ignored. We 
are implicitly excluding second and third order internal reso-
nances, which would appear if either n = nl±Cl2 an^ 1 
= ml±m2, or í ^ í l j ± n 2 + í^3 and l=ml±m2 + m3, 
where Cl¡, Cl2, and Cl3 are natural frequencies, not neces-
sarily different from each other and from ft, and ml, m2, 
and m3 are the associated wave numbers. The streaming flow 
is associated with the hydrodynamic (or viscous) eigen-
modes, which exhibit aO(C) damping rate;11 after rescaling, 
these eigenmodes are the solutions of Eqs. (C2)-(C4) in Ap-
pendix C. Both the complex amplitudes and the streaming 
flow velocity depend weakly on time. We anticipate that the 
amplitude equations are 
dA 
• = -(d/e2 + iS/e2)A + i(a3\A\2+a4\B\2)A 
dB 
— ia5 g-vs2dxA + ia6a/s-
'So 
-(d/s2 + iS/s2)B + i(a3\B\2+a4\A\2)B 
(12) 
ia5 g-v2dxB + ia6a/s~ 
'So 
(13) 
where S 0 : ~ A < z < A , 0 < r < l is the unperturbed capillary 
bridge, and the streaming flow is given by 
V-v'2 = 0 in S 0 ! 
dvs2/dT-[vs2 + (\B\2-\A\2)g]X(VXvs2) 
= -Vqs+(C/s2)Avs2 in So, 
vl = (\A\H\B\2)<pler+[ABe2ie(<p2er+i<p3ee) + c.c.] 
+ {\B\2-\A\2)<p4ee at z=±A, 
vs2-e=0, (dvs2/dr-vs2)-e0=(\B\2-\A\2)<p5, 
(dv2/dr)-ez = 0 a t r = l . 
(14) 
(15) 
(16) 
(17) 
Here the coefficients a3,..., a6 are real as are the functions 
g, <pj=<pj(r) for)=l , . . . ,4 and <p5 = <p5(z). qs is an appro-
priate short-time-averaged modified pressure, and 
d=aiCll2+a2C and <5=a1C1 
-n (18) 
are the damping rate and detuning (with respect to the natu-
ral frequency ft) of the capillary waves and satisfy 
Q<d<\ and \S\<\. (19) 
Equations (12)—(17) are the coupled amplitude-
streaming flow (CASF) equations, which give the weakly 
nonlinear evolution of two forced counter-rotating waves and 
the associated streaming flow. Some remarks are in order: 
(a) The CASF equations are invariant under the symmetry 
A^B, 0^-0, 
v = uer+veg+wez^uer—veg+M>ez, (20) 
which results from invariance of the original equations 
under reflection on the plañe 0 = 0. Thus, only one of 
the amplitude equations needs to be derived. 
(b) In the amplitude equations (12) and (13) we are con-
sidering only the leading-order effects of inertia, non-
linearity, coupling with the streaming flow and forcing, 
but we are taking a second-order approximation of the 
damping rate and detuning [see Eq. (18)]. In so doing. 
we are taking into account that a2/a1 is typically 
fairly large.11 Thus, if the (3 (C)-term were neglected, 
the resulting approximation of the damping rate would 
be good only for extremely small valúes of C (say, C 
S10~5); the second-order approximation, instead, 
gives good results for C s 10~2, in capillary bridges11 
and also in related problems associated with gravity-
capillary waves in finite containers.23 
(c) In order to avoid unnecessary restrictions, the small 
parameters C, S, e, and a will be treated as indepen-
dent parameters when deriving the CASF equations. 
After completing the derivation, these parameters will 
be related to each other in Sec. III in such a way that as 
many terms as possible are comparable in the equa-
tions; this will give a distinguished limit.24 
(d) Since both a5 and g are real, that term accounting for 
coupling to the streaming flow is conservative in (12) 
and (13), namely it does not affect the evolution of the 
re-scaled time-averaged energy (at leading order), 
\A\2+\B\2. This is consistent with the fact that the 
contribution of the streaming flow to the time-averaged 
(kinetic) energy is higher order, 0(e4), compared to 
that associated with the capillary waves, which is 
0(s2). 
(e) The applied forcing is reflection-symmetric in the azi-
muthal coordinate, which prohibits a preference for one 
counter-rotating wave over the other. Thus the coeffi-
cients of the direct forcing term are the same in Eqs. 
(12) and (13). Different forcing coefficients result from 
applying non reflection-symmetric forcing. Also, be-
cause of the nature of the forcing device [see Eq. (5)], 
only those modes with azimuthal wave number m = 1 
can be effectively excited. The remaining modes can be 
excited by parametric forcing, which is also consid-
ered. 
With these ideas in mind, this paper is organized as fol-
lows. The CASF equations are derived in Sec. II for the 
simplest case considered above in which the capillary waves 
are directly excited by external vibrations at a frequency 
cióse to a natural frequency. Because of the three-
dimensional (3D) Navier-Stokes-type equation (15), the nu-
merical treatment of the CASF equations is quite expensive 
and outside the scope of this paper. Thus in Sec. III we 
present a hierarchy of simplified equations, which are ana-
lyzed to obtain several predictions on the relevant dynamics, 
with special emphasis on the role of the streaming flow to 
either enhance or prevent complexity, beyond the simplest, 
reflection-symmetric standing waves. The case of parametric 
forcing is considered in Sec. IV and the conclusions are 
drawn in Sec. V 
I. DERIVATION OF THE CASF EQUATIONS 
We consider Eqs. (2), (3), (6)-(8) in the limit 
C<\. -íl\<\, e<\. (21) 
Since C is small (viscous effects are weak and) the capillary 
bridge exhibits four distinct regions (see Fig. 1): (a) Two 
Stokes boundary layers attached to the disks; (b) an interface 
boundary layer attached to the free surface; (c) two small 
córner tori near the rim of the disks, whose analysis is not 
needed below; and (d) the bulk, which is the remaining part 
of the capillary bridge. The size of regions (a), (b) and (c) 
(where inertia and viscous terms are comparable in momen-
tum equation) is 0(C1'2). 
We seek the following expansions for the velocity and 
the stagnation pressure in the bulk, and the free surface de-
flection 
v = ee1'"t[A(T)vo(r,0,z) + B(T)vo(r,0,z)] 
- C.C.+ eCmVi + s2v2 + sCv3 + s2Cl/2v4 
e Vs + aVf (22) 
(q-lf-l) = s¿<at[A(T)(q¿ J¿) + B(r)(q- J-)] 
c e (23) 
where the expansions for q - 1 and /— 1 are similar to that 
for v. The linearly independent eigenfunctions (v^ ,q^ ,ff) 
are solutions of the linearized, inviscid, eigenvalue problem 
V-»0 = 0, iü,v0=-Vq0 in £ 0 , (24) 
v0-ez = 0, / 0 = 0 a t z = ± A , (25) 
vo-er-iüfo = qo+fo+fo00+fOzz = O at r = l , (26) 
of the form 
v¿=V¿(r,z)e±lf>, q^ = Qo(r,z)e±10, 
Jt=F0(z)e±ie, 
where 
Vo=U0er±V0ee+W0e!, 
(27) 
(28) 
withthe scalarfunctions U0, V0, W0, Q0, andF0 suchthat 
iU0, V0, iW0, Q0, and F0 are real. (29) 
The eigenmodes can be selected in that way because of the 
invariance of (24)-(26) under the symmetry 
" o í Qo^Qo^ fo~*fo-. (30) 
which comes from invariance under azimuthal reflections. 
The characteristic equation providing Cl and the eigenfunc-
tions (27) are givenby Eqs. (Al) and (A2) and (A3)-(A6) in 
Appendix A, as taken from Ref 25. 
A. Amplitude equations 
As mentioned above, only one of the amplitude equa-
tions needs to be obtained (the other one follows from sym-
metry considerations). For convenience we write the equa-
tion for A as 
e
iA' = eC[l¿Hl + eCH2 + (co-n)H3 
+ s3H4 + aH5 + ---. (31) 
The coefficients HX,...,H5 can be obtained by eliminating 
secular terms,24 namely by imposing that all solutions of the 
problems giving (vk,qk,fk) fork= 1,...,6 be bounded in the 
fast time scale. The system of equations for those problems 
results from substituting (22) and (23) into the equations 
obtained replacing 
d/dt^d/dt+e2d/dn (32) 
into (2) and (3), and equating the coefficients of 
e\¡C,...,e3,a. The transformation (32) results from the use 
of two time scales. The boundary conditions are obtained by 
applying matching conditions to the solutions in the Stokes 
and the interface boundary layers. In our case, however, as 
well as in those which contain contact lines the simple ap-
plication of this standard method may lead to incorrect 
results.2627 This is so because the velocity field in the bulk 
exhibits a singularity at the rim of the disks (i.e., at r = 1, z 
= ± A) that becomes increasingly problematic as one pro-
ceeds to higher order terms, prohibiting the integration-by-
parts involved in the derivation of the coefficients. We avoid 
this difficulty by deriving an integral solvability condition 
for the original problem, which has a harmless, weak singu-
larity. This condition was first introduced in Ref. 14 for axi-
symmetric liquid bridges, and further used in Refs. 11, 23, 
and 28. Here we extend this approach to the nonaxisymmet-
ric case as follows. We first multiply v£ by the equation 
obtained applying (32) to (3), and the second of Eqs. (24) 
(giving VQ) by v, then add and intégrate in the domain 
X(t,r):O<r<f,O<0<2TT,-A<z<A, (33) 
to obtain 
V0 -\_dvldt+ e2dvldr¡—iQ,V — V 
X ( V X v ) - CAv - ah]dx 
= - (»Q • Vq + Vq¿-v)dx+0(ea + a2). (34) 
Here we are using the inner product 
V0-Vi=U0Ul + V0Vi+W0W] 
if vk=uker+vkee+wkez for k = Q,l. (35) 
If Eq. (34) is multiplied by e~lfflí, integration by parts is 
applied repeatedly, and Eqs. (2), (6), (7), (24), and (26) are 
replaced [recall the transformation (32)], we obtain after 
some algebra 
dt (e"
1<Bt/1) + e"1<Bt[/2 + i(íl-ú>)/1] 
= e'
lmt(I3 + I4 + I5 + I6) + o(a + e\n-co\), (36) 
where 
I1 = j^V^v)dx+j2Jj [q+0(f-\)f}r=fdedz, 
f2ir fA 
í(T¿-v)-N 
JO J - A 
1, = -2C 
-(T-n)-n(vo • (N-er))]r=fd0dz 
•2-77 n 
+ 2C [ [ » 0 - ( ^ ^ ) L = A 
Jo Jo 
-[v¿-(T-ez)]z = _A]rdrd0, 
h= 
2-77 rA 
[(vS-v)fft+v¿-(fer-N)(q-l) 
v 
(f-1 )ft(qtrf+ ?o+) - itoqtif-1 )ñr=fdedz 
•ift [ |» | 2 /2-2M 
Jo J-A 
+ (?-l)(/-l)]r=Xrffcfe, 
^5= r o + - [ ^ X ( V X ^ ) ] ^ 
([<7¿~A-ez]z=, 
Jo Jo 
/ 6 = - i a f t _ 1 
-[q+h-ez]z = _A)rdrd6 
2-77 
\q^h-N\r=jd9dz 
Here as above M is the mean curvature of the interface, T" 
and TQ are the rate of strain tensors associated with the 
velocity fields v and v^ , and 
N=fer-Ofl30)ee-f(3fl3z)e=\N\n. 
Secular terms are eliminated by integrating (36) over the 
interval [0,/], dividingby / and letting /—s-oo. Inthis manner. 
we obtain 
limT e-ia,t[I2 + i(ü,-co)I1-I3-I4-I5-I6]dt = 0 
as í ^ ° ° , (37) 
which can also be written as 
resonant part of 
/2 + i ( í l - a > ) / 1 - ( / 3 + / 4 + / 5 + / 6 ) = 0, (38) 
where resonant part refers to the terms depending on / as 
elfflí. 
The physical interpretation of the integral solvability 
condition (38) is as follows. I2 leads to those terms account-
ing for inertia in the amplitude equations. The real part of I3 
leads to viscous dissipation in the Stokes boundary layers 
attached to the disks (which is 0(C112) because the compo-
nents of the tangential strain at the disks, (Tez)er and 
(T-ez)-ee, are of the order of 1/C12), and in the bulk 
[which is 0(C)\ The imaginary part of I3 and {(co-Cl)^ 
provide the effect of detuning. I4 and a part of I5 yield the 
Stokes cubic nonlinearity, the remaining part of I5 leads to 
the effect of the streaming flow and I6 provides the direct 
forcing term. Note that inertia, viscous dissipation, nonlin-
earity and forcing, each one involves volumetric effects that 
have been reduced to surface integráis (along the disks and 
the free surface) by (repeated) integration-by-parts, which 
can be used without any danger of wrong results because the 
integral solvability condition is directly obtained from the 
original unperturbed problem (2), (3), (6), (7) and the linear 
problem (24)-(26), and these two problems exhibit only a 
weak singularity. Also, since both the disks and the free sur-
face are within the boundary layers attached to them, the 
velocity v and the stagnation pressure q appearing in the 
surface integráis must be taken from the solutions in the 
boundary layers; v$ and q^ , by contrast, are given by the 
linear problem (24)-(26). 
Derivation of the terms H.¡ H5 in Eq. (31) 
In the amplitude equation (31), Hx and H2 are associated 
with a strictly linear effect, allowing us to use the results of 
the linear analysis in Ref. 11 [also based on an integral solv-
ability condition that is equivalent to the linearization of 
(38)], to obtain 
H: ( l + i ) a p 4 , H2 a?A. (39) 
where the real coefficients al and a2 are plotted in Fig. 2, as 
taken from Ref. 11. Note that ce2/ce1 is fairly large, as an-
ticipated above. 
The terms H3 and H4 are obtained by substituting Eqs. 
(22)-(23) and (31) into the integral solvability condition (38) 
and setting to zero in the resulting equation the coefficients 
of 0( |w —ft|) and 0 (e 3 ) , respectively. This yields 
H3 = i, H4 = ia3\A\2A + ia4\B\2A 
ia^A 
-AJO 
(g-vs2)rdrd8dz, 
where the real vector g is given by 
g(r,z) = in-lVX(V¿XV¿)=g(r,z)e0, 
with 
g(r,z) = 2iü-\d(U0V0)/dr+d(W0V0)/dzl 
(40) 
(41) 
(42) 
An illustration of this function is shown in Fig. 3. The real 
coefficients a3, a4, and a5 are given by 
J 
a3j F0(z)Q0(l¿)dz=jj J_[ñ2F00+3(ñ2 + 2)F22]F20-(F^ + F22)F0F^ + [2(V0V22-W0W22) + (F22+F0 
4" j X(V
2
o-Qo) + (F22-F00)W20]r=1F0]dz+^ I [(F0+nF'¿)Ff + 4F0F'¿2-((l2-6)Fl 
-[W20 + 9V20-\2iV0U0]r=l]F0dz, (43) 
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FIG. 2. The coefficients a¡, . . . ,a5 
of the amplitude equations (12) and 
(13), and the contributions to a6 [see 
Eq. (47)], a6 and a6; a¡, a2 , «5 and 
a6 are always positive, and the 
branches, where a3, a4, and a6 are 
negative, are indicated. Dashed and 
solid lines correspond, respectively, to 
the capillary modes with « = 0 and 1, 
where n is the axial wave number (i.e., 
the number of nodal planes parallel to 
the disks). 
a4j F0(z)Q0(\¿)dz=-jj J_[Í12F00+(Í12 + 6)F02+3Í12F20]F20 + (F^0+F!20 + F^F0F^ 
a rA [2W0W20+(F00 + F20 + F02)Q0]r^F0]dz-j j A[(F00-F20+F02)W2 
a rA 
2" j -(F00-F20-F02)V
2
0]r=1dz+^ I [(F0+17FS)F¿2 + 4FS2F0 + ( Í1 2 -6)F? 
-[W20-3V20 + 4iV0U0]r=l]F0dz, 
•A a 
a5 I F0(z)Q0(l,z)dz = 
-A 477 ' 
(44) 
(45) 
Here, the functions Vkl, Wkl, Qkl, and Fkl, for (A:,/) = (0,0),(2,0),(0,2), and (2,2) come from the 0(e 2 ) terms in the 
expansions (22) and (23), see Appendix B. In order to obtain Eq. (40) we have used the fact that [since VX»0 ±=0, see Eq. 
(24)] the contribution of I5 to the solvability condition (38) at order e3 is given by [recall that we are using the inner product 
(35)] 
n = 0 
9 
n = l 
o -1 
1. 
0.8. 
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0.4. 
0.2, 
0= 
FIG. 3. The scalar function g appearing in the definition (41) of g for A= 1 and the indicated valúes of n. The functiong is even in the z variable, and only 
negative valúes of z are plotted. 
v¿-(v¿X(VXv2))dx= I (VXvs2)-(v¿Xv¿)dx= I [vs2-(VX(v¿Xv¿)) + V-((v^-v^vZ-c.c.)]dx 
vs2-(VX(V¿XV¿))dx-
217 f A 
0 J - A 
[(v'2-K)(er-K)-™-]r=idddz, (46) 
where we have taken into account the boundary condition 
(25) and the expressions (27) and (28) for VQ and pf . The 
first term in the right hand side is [cf. (41)] — ift/x g 
•v2dx and provides the effect of the streaming flow on the 
amplitude equation [i.e., the last term in the right hand side 
of (40)]; the second term in the right hand side of (46) can-
eéis, in Eq. (38), with other terms coming from I4. The real 
coefficients a3, a4, and a5 are plotted in Fig. 2. Observe 
that the coefficients associated with the cubic nonlinearity, 
a3 and a4, change their signs both by crossing zeroes and 
through asymptotes. The latter appear at second-order inter-
nal resonances (i.e., when either 2Cl or 0 is also an eigenfre-
queney), which have been excluded from the analysis. 
Finally, the term H5 is obtained in straightforward man-
ner by substituting (22)-(23) and (31) into the solvability 
condition (38) and requiring the O (a) coefficient to vanish. 
The result obtained may be written as 
Hs = iaf, 
with a6 = /xab6 + (l-/x)a'6, 
where a6 and a6 are (real and) given by 
(47) 
< F0(z)Q0(l¿)dz 
O, f2v fA 
2TTJ0 J-A 
2TTJ0 JO 
X eos 9r2drd9 
QO{\¿)Q-10eos 0zd0dz 
[Qo(r,A)-Qo(r,-A)]Q-16 
a>6 F0(z)Q0(l¿)dz 
-A 
2^ 
-A 
Qo(l,z)e'10eos 9d9dz. (48) 
These are plotted in Fig. 2. Note that ab6 = 0 and a6 ¥= 0 if Q0 
is an even function of z, and that the opposite is trae if Q0 is 
an odd function. 
Combining the above results in Eqs. (39) and (40) and 
(47), and utilizing the symmetry of the problem under azi-
muthal reflection (20), we obtain the evolution equations 
(12) and (13) for the complex amplitudes of the two counter-
rotating waves. 
B. Streaming flow equations 
The evolution equations for v2 are obtained from the 
short-time-average of the continuity equation (2) at order e2, 
i.e.. 
V-i;* = 0, (49) 
and of the momentum equation (3) at order e4. The latter 
involves (in the quadratic, convective term) producís of 
O(e) and 0(e3) terms. The solution at order e3 in the ex-
pansions (22) and (23), (v5,q5,f5), may be written as 
(v5,q5J5) = e<"t(v5uq5lJ5l) + C.C, (50) 
where nonresonant terms are omitted. Using Eqs. (3), (22), 
(23), and (32), »51 is seen to satisfy the following equation 
(recall that |a>-ft |<íl): 
iílv
 51 + VQCIA/CIT+VQCIB/CIT-(AVQ+BVQ) 
X(VXvs2)=-Vq5U (51) 
where, since Vx»0 ± = 0, we have that 
VXv5l=-in-lVX[(Avo+Bvo)X(VXvs2)]. (52) 
Invoking (22), (23), (50), and (52) the short-time average of 
(3) at order e4 yields 
VS2T- V2 X (V X v2) - [(A VQ +BVQ) X (V X ¡T5l) + c.c.] 
= -\q70+(C/s2)Avs2, (53) 
where q70 is the 0(e4) term in the expansión for the short-
time-averaged stagnation pressure. Substituting (52) into 
(53) and using formula (A7) in Appendix A (with U=AVQ 
+ BVQ and w=v2) we obtain 
vs2T-[vs2 + (\B\2-\A\2)g]X(VXvs2) 
= -Vqs+(C/e2)Avs2, (54) 
where g is defined by (41), and the modified pressure qs is 
given by 
r=?7o-i"_1(i5i2-Mi2)[(vx^2).(^x^)]. 
(55) 
The momentum equation (54) could be obtained by 
keeping the leading order effects of inertia (including con-
vection), pressure gradients, and viscous diffusion of the 
streamingflow, which are the only ingredients of the original 
momentum equation (3) that can contribute to that flow, re-
gardless of their orders of magnitude. Nevertheless, Eq. (54) 
has been more easily derived by assuming that Cíe2 is order 
unity. 
The appropriate boundary conditions for Eqs. (49) and 
(54) are obtained by applying matching conditions to the 
slowly varying part of the solution in the boundary layers 
attached to the disks and the free surface at orders e2 and 
e2C12 , respectively. For the sake of brevity we do not give 
here this analysis, which can be found in the doctoral thesis 
of the first author of this paper, which is available upon re-
quest. A direct application of these results yields 
v"2 = {\A\2+\B\2)<Pler 
+ [ABe2l0(cp2er+icp3e0) + c.c.] + (\B\2-\A\2)cp4e0 
at z = ± A , 
vsre=Q, (vs2r-vs2)-e0=(\B\2-\A\2)cp5, 
vs2r-e=0 a t r = l , (56) 
where the real functions <p1 ,...,<p4 and <p5 are 
cPl(r)=n-l(U0rU0-V0rV0-2U0W0z)z=±A, 
cp2(r)=n-l(U0rU0+V0rV0-2U0W0z)z=±A, 
cp3(r)=n-\2iV0W0z + r-\U20+V20))z = ±A, (57) 
cp4(r) = 3in-\V0W0z)z=±A, 
cp5(z) = -4ü-\U0U0r+W0U0z+Wl + iV0U0r)r=,. 
These scalar functions are plotted in Fig. 4 for the first two 
modes. The functions <p3, <p4, and <p5 diverge at the rim of 
the disks, but this singularity is logarithmic and does not 
present major difficulty. Note that <p5 is larger than <pu ..., 
and <p4, especially for n = 1 and for higher-order modes not 
shown here. This is because <p¡,..., and <p4 account for the 
forcing effect of the Stokes boundary layers attached to the 
disks, which are much weaker than the interface boundary 
layer responsible for <p5. By the word weaker we mean that 
the variation of the oscillatory velocity through the Stokes 
boundary layers is small compared with typical velocities in 
the bridge [this was also the reason for the dominance of a2 
over «! in the damping rate (18)], while the variation of the 
oscillatory tangential stress through the interface boundary 
layer is comparable to the characteristic gradients of veloci-
ties in the bridge. The dominance of <p5 will prove essential 
in Sec. III in obtaining a simplified model, which is more 
amenable to analytical and numerical treatment. 
III. ANALYSIS OF THE SLOW EVOLUTION 
OF THE COUNTER-ROTATING WAVES: 
INTERACTION WITH THE STREAMING FLOW 
The aim of this section is to analyze the influence of the 
streaming flow in the dynamics of the counter-rotating 
waves. The CASF equations have been derived considering 
independent the small parameters C, S, e, and a. Now they 
are related to each other as 
e
2
 = Cll2al + Ca2, S=Sle2~\, 
and a = a6a/e3~l, (58) 
to re-write the CASF equations (12)—(16) as 
A' = -(l + iS)A + i(a3\A\2+a4\B\2)A 
— ia5 \ g-vdxA + ia, (59) 
B' = -(l + iS)B + i(a3\B\2+a4\A\2)B 
+ ia5 g-vdxB + ia, (60) 
W-v=0, (61) 
dv/dT-[v + (\B\2-\A\2)g]X(VXv) 
= -Vq + R;lAv in S 0 , (62) 
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FIG. 4. The scalar functions ip i,..., 
and (f>5 appearing in the boundary con-
ditions (16) and (17), as calculated 
from Eqs. (57), for the indicated val-
úes of A, and n = 0 (dashed line) and 
n = 1 (solid line). 
v = (\A\2+\B\2)<Pler 
+ [ABQ2ie(<p2er+i<p3ee) + c.c] 
+ (\B\2-\A\2)<p4e0 a t z = ± A , (63) 
ver = 0, {dvldr-v)-ee={\B\2-\A\2)<p5, 
(dv/dr)-ez = 0 at r=\, (64) 
where the sub and superscripts have been dropped out from v 
and q, and the streaming flow Reynolds number Rs is given 
by 
Rs = e2IC=alC-ll2+a2. (65) 
The system (59)-(64) depends on the real coefficients a3. 
a4, a5, and Rs, and on the real functions g, <p¡,..., and 
<p5; all these are fixed once the liquid and the geometry are 
selected. The detuning parameter, S, and the re-scaled/orc-
ing amplitude, a, instead can be varied independently 
through the forcing frequency and amplitude. 
As in the original problem (2), (3), (6)-(8), Eqs. (59)-
(64) are invariant under the azimuthal reflection (20). Now. 
the amplitude equations (59) and (60) are decoupled from the 
streaming flow only if 
g-vdx=0 for all T > 0 . (66) 
Since g is independent of 9 this condition is satisfied by 
those solutions of (59)-(64) that are reflection symmetric, 
i.e., invariant under (20) for all r. These are standing waves 
(SWs) such that A=B satisfies A'=-(l + iS)A + i(a3 
+ a4)\A\2)A + ia, whose solutions converge to (reflection 
symmetric) steady states, which correspond to monochro-
matic SWs. Note in addition that for sufficiently small wave 
steepness these are the only attractors of the system. But as a 
increases nonlinear terms can promote the breaking of reflec-
tion symmetry, and the coupling with the streaming flow 
cannot be ignored. Of course, any other attractor different 
from the SWs involves necessarily the streaming flow as 
well, and their orbits cannot be reflection symmetric for all 
r>0 , though the averaged attractor can be. 
The analysis of the CASF equations beyond the simplest 
SWs must rely on an expensive numerical calculation unless 
such equations are further simplified. In Sec. IIIA we con-
sider a first simplification, which results from the weakness 
of the Stokes boundary layers attached to the disks. The re-
sulting equations are used to analyze the stability of the sim-
plest monochromatic SWs, and are further simplified by ei-
ther (i) neglecting convective terms in momentum equations 
(see Sec. IIIA 1), or (ii) using a Galerkin projection of the 
streaming flow into a set of few hydrodynamic modes (see 
Sec. IIIA 2). 
An approximation for weak Stokes boundary layer 
This simplification relies on the observation made above 
that («PJI,..., and |<p4| are small compared to |<p5| for the 
second mode with n=\, (see Fig. 4). Thus, we neglect the 
tangential velocity at the disks and replace the boundary con-
dition (63) by 
v = 0 at z=±A. (67) 
Equations (59)-(62), (64), and (67) will be referred to as 
approximated coupled amplitude-streaming flow (ACASF) 
equations in the sequel. The reflection symmetric steady 
states of these equations are of the form A=B=A0, v = 0, 
q = constató, where A
 0 is given by 
(l + iS)A0-i(a3 + a4)\A0\2A0 = ia. (68) 
Their linear stability is readily analyzed by first replacing 
A=A0+^T+7f^T, B=A0+^T+7f2^T, 
v = Vektee+c.c, q = QekT+ c e , 
into (59)-(62), (64), and (67), and linearizing to obtain the 
following linear eigenvalue problem 
[\+l+iS-i(2a3 + a4)\A0\2]^-ia3A2oV] 
-ia4\A0\2i2-ia4AlV2 + ia5A0\ gVdx=Q, (69) 
[\+l+iS-i(2a3 + a4)\A0\2]£2-ia3A2oV2 
-ia4\A0\2^-ia4A2oVl-ia5A0\ gVdx=0, (70) 
ia3IUl + [\+ l-iS+i(2a3 + a4)\A0\2]V, 
+ ia4Al i2 + ia4\A0\2V2- ia5A0 gVdx= 0, (71) 
JS0 
ia3A20t2 + [\+l-iS+i(2a3 + a4)\A0\2]V2 
+ ia4Ali1+ia4\A0\2Vl + ia5A0\ gVdx = 0, (72) 
\V=R;\d2Vldr2 + r'ldVldr-r'2V+d2Vldz2) 
in 0 < r < l , |z |<A, (73) 
V=0 at r = 0 and at z = ± A , (74) 
dV/dr-V=<p5[A0U2-él)+A0(V2-Vl)] 
at r=\. (75) 
Note that we are only considering eigenmodes whose 
streaming velocity field is axisymmetric and purely azi-
muthal. The additional (infinitely many) modes are unforced 
and associated with real and strictly negative 
eigenvalues,11'27'29 and need not being considered. 
All nontrivial solutions of (69)-(75) fall into two 
classes: ^ - £2 = r]x - TJ2 = 0 and ^ + £2 = TJ^ + TJ2 = 0 corre-
sponding to reflection symmetric and antisymmetric perturba-
tions, respectively. The associated dispersión relations follow 
from the systems of equations that are obtained upon addi-
tion and subtraction of Eqs. (69) and (70), and of Eqs. (71) 
and (72). For symmetric perturbations we have 
(X+ l ) 2 = (a 3 + a 4 ) 2 M 0 | 4 - [ 2 ( a 3 + a 4 ) M 0 | 2 - g ] 2 , (76) 
and for antisymmetric perturbations 
(X+l ) 2 = ( a 3 - a 4 ) 2 M o | 4 - [ 2 a 3 M o | 2 - 3 ] 2 
-4H\A0\2[(a3+a4)\A0\2-Sl (77) 
where 
H=2Tra5 g(r,z)H(r,z)rdrdz, (78) 
J -AJO 
and the function H is uniquely determined (in terms of X) by 
the linear problem 
\H=R;\d2Hldr2 + r'ldHldr-r'2H 
+ d2Hldz2) in 0 < r < l , |z |<A, (79) 
H=0 at r = 0 and at z = ± A , 
dHldr-H=(p5(z) at r=\. (80) 
The dispersión relation (76) does not involve the streaming 
flow, and readily shows that the destabilization is always 
nonoscillatory (i.e., X = 0). In this case, the marginal stability 
curve corresponds to the common solutions of the following 
equation: 
[2(a3 + a 4 ) M 0 | 2 - 3 ] 2 - ( a 3 + a 4 ) 2 M 0 | 4 + l = 0 , (81) 
which follows by letting X = 0 in (76), and 
[(a3 + a 4 )Mo| 2 -3] 2 Mo| 2 +Mo| 2 =l« | 2 , (82) 
FIG. 5. Neutral stability curves of the ACASF equations (59)-(62), (64), and (67) for C=10~3 , « = 1 and the indicated valúes of the slendemess. The 
numerical valúes of the coefficients Rs, a3 , a4, and a5 are given in (84). The plotted curves correspond to nonoscillatory instability under symmetric 
perturbations (dashed), and nonoscillatory (solid, thin) and oscillatory (solid, thick) instabilities under antisymmetric perturbations. 
which in turn is obtained upon multiplication of the first 
equation (68) by its complex conjúgate. For a fixed valué of 
the detuning, S, Eq. (82) provides a curve |yl0| —|a| that is 
either S-shaped, if 
(a3 + a4)S>0 and |<S|>v5, (83) 
or monotonic otherwise (see Fig. 6). In the second case Eqs. 
(81) and (82) have no common solutions and the unique 
symmetric steady state is always stable (under symmetric 
perturbations). If (83) holds then the intermediate branch 
corresponds to unstable steady states and the limiting bifur-
cation points are saddle-nodes. If Mol is eliminated in Eqs. 
(81) and (82) then the resulting equation provides a cusped 
\a\-S curve (as those plotted with dashed lines in Fig. 5). 
which is the common boundary of the uniqueness and mul-
tiplicity regions for symmetric steady states. 
The dispersión relation for antisymmetric modes (77) is 
richer than in the previous case. Destabilization can now 
occur either in a steady or oscillatory bifurcation (i.e., X 
= 0 or X = ± iXj, with Xj# 0). Note that the latter is due to 
the presence of the streaming flow because if we set H=0 
Eq. (77) has not purely imaginary roots. The neutral stability 
curves associated with these bifurcations, in the plañe \a\ 
- S, are numerically calculated from Eqs. (77)-(80) and 
(82). In Fig. 5 we illustrate neutral stability curves of ACASF 
equations for« = l ,C=10~ 3 , and several valúes of the slen-
demess A. The numerical valúes of the coefficients a3, a4, 
a5 and Rs=al/\[C+ a2 for these valúes of A are 
readily obtained from Eqs. (43)-(45) and (65) 
« 3 = 
R,= 
a3-
R,= 
a3-
R,= 
a3-
= - 8 . 4 3 , «4=16.9, 
= 53.6 for A = 0.60, 
= - 4 . 5 7 , a 4 = 1 . 4 2 , 
= 37.1 for A = 0.77, 
= - 3 . 1 2 , a 4 = - 1 . 7 2 , 
= 33.9 for A = 0.90, 
= 6.52, a 4 = - 0 . 4 6 0 , 
«5 = 2.04, 
«5=1.10, 
«5 = 0.746, 
«5 = 0.0616, 
The thin solid lines denote symmetry-breaking bifurcations 
to non-symmetric steady solutions, while the thick lines sig-
nify Hopf bifurcations producing nonsymmetric periodic so-
lutions which retain the reflection symmetry on average. The 
new nonsymmetric steady solutions correspond to rotating 
states, where one of the counter-rotating waves always domi-
nates. By contrast, the new periodic solutions are blinking 
states, in which each wave dominates over a part of the 
period. Note that there are some regions of Fig. 5 where both 
types of states can be expected. 
The only bifurcation of higher codimension in Fig. 5 
(and other cases we have checked) is a Takens-Bogdanov 
(TB), where a saddle-node and a Hopf bifurcation coalesce; 
the remaining intersections between neutral stability curves 
are simply the result of projecting onto the plañe a— S and 
do not indicate higher order degeneracies. Because the center 
manifold at the TB point is two-dimensional, no chaotic be-
havior can be conjectured from these local results (the ho-
moclinic orbits associated with the TB point do not lead to 
any complexity in the absence of nonautonomous 
perturbations30). 
In Fig. 6, also we plot several representative response 
curves, \A0\ vs a, for fixed valúes of the slenderness A and 
the detuning parameter S. Note that when the response curve 
is S-shaped both upper and lower branches can exhibit insta-
bility intervals, through both stationary and Hopf bifurca-
tions. 
1. Linear approximation of the streaming flow 
Let us now neglect convective terms in Eq. (62). This 
approximation should give qualitatively correct results, at 
least for modérate forcing amplitude and/or small slender-
ness; see below. The momentum equation in the azimuthal 
direction decouples from the continuity and the remaining 
momentum equations, and the ACASF equations simplify to 
A' = -(l + iS)A + i(a3\A\2+a4\B\2)A 
-2TTÍCÍ5A gVrdrdz + ia, (85) 
J -AJO 
B' = -(l + iS)B + i(a3\B\2+a4\A\2)B 
+ 2iria5B gVrdrdz + ia, (86) 
J -A Jo 
dVldr=Re~\d2Vldr2 + r~ldVldr 
-r~
2V+¿)2V/¿)z2) in 0 < r < l , |z |<A, (87) 
V=0 at r = 0 and at z=±A, 
3Vldr-V=<p5{z){\B\2-\A\2) a t r = l , (88) 
where V is the azimuthal velocity component. These equa-
tions also apply if the eigenfrequency \¡ at the Hopf bifur-
cation is fairly large because then, at least near the bifurca-
tion, the convective terms can be neglected compared to 
dvldr in the momentum equation (62). Note that both the 
symmetric steady states of these simplified equations and 
their linear stability properties are again given by (68) and 
(69)-(75), respectively. Thus, the system (85)-(88) is exact 
at this level, as compared with the ACASF equations. 
Equations (85)-(88) have been numerically integrated to 
find that the Hopf bifurcation is usually subcritical and the 
system jumps to a branch of nonreflection symmetric steady 
states that correspond to rotating waves. Thus, we have pur-
sued (by continuation from the branch of rotating waves) 
periodic attractors like those shown in Fig. 7. Note that each 
counter-rotating wave dominates in a part of the period in 
Fig. 7(a), which corresponds to a blinking state, and that the 
wave traveling in the clockwise direction (with amplitude 
\B\) dominates in Fig. 7(b) (thus, this is a kind of rotating 
state). The system (85)-(88) exhibits other attractors like 
those contained inEqs. (91), (92), (99) considered below. In 
fact, these equations yield results that are qualitatively simi-
lar to those obtained from Eqs. (85)-(88). 
2. Three-mode Galerkin approximation 
of the streaming flow 
In order to get some insight into the role of (nonlinear) 
convective terms, not included in the simplified equation 
(87) we consider the projection of the streaming flow prob-
lem (61), (62), (64) and (67) onto a manifold spanned by a 
few hydrodynamic modes [i.e., the eigenmodes of the linear-
ization of (61)-(64) around the quiescent state, see Eqs. 
(C2)-(C4) in the Appendix C]. The use of hydrodynamic 
modes is consistent with the fact that the streaming flow is 
associated with these modes, as pointed out in See. I. In fact, 
all hydrodynamic modes are retained in the continuous 
streaming flow equations. We shall retain only three modes: 
The first purely meridional and purely azimuthal axisymmet-
ric modes, and the first nonaxisymmetric mode with azi-
muthal wave number m = 2. Thus, the projection of Eqs. 
(61)-(64) onto the linear space spanned by these three 
modes is 
v=Z1U1+Z2U2+(Z3U3 +ce), 
q = Zl&+Z2Q2 + (Z3Q3 + c.c), (89) 
where (Ul ,Q{), (U2,Q2) and (U3,Q3)e~2l° depend only on 
r and z, and 
Vx = Uxer+Wxet, U2=V2e0, 
U3 = (U3er+iV3ee+W3ez)e210. (90) 
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FIG. 6. The symmetric steady states ofACASF equations for C= 10 3 , « = 1 and the indicated valúes of A and S. Solid lines correspond to stable states and 
dashed to unstable. 
After truncation, the complex amplitudes and the Galerkin 
coefficients are givenby Eqs. (C9)-(C11), (C18) and (C19) 
[see also (C14)] in Appendix C, which are written for con-
venience as 
A'(T)--
B'(T) 
(l + iS)A + i(a3\A\2+a4\B\2)A 
iy\Z2A + ia. 
(l + iS)B + i(a3\B\2+a4\A\2)B 
iylZ2B + ia, 
Z1'(r) = X1Z1+ y2Z22 + 2y3\Z3\2+ B4(\B\2-\A\2)Z2 
Z^(r) = X2Z2-y2Z1Z2 + / e 2 ( | 5 | 2 -M | 2 ) ! 
Z'3{T) = \3Z3-y3ZlZ3, 
(91) 
(92) 
(93) 
(94) 
(95) 
where the coefficients a3, a4, X l, X2, X3, y, , y2, y3, Bl. 
and B2 are real. The eigenvalues of the three eigenmodes 
(i.e., Xj, X2, and X3) are strictly negative, while the sign of 
the remaining coefficients depend in principie on the param-
eters A and Rs, and on the capillary mode being excited. 
These equations will be hereafter called truncated CASF 
(TCASF) equations, and are invariant under the symmetry 
A^B, Z2-^-Z2, Z3^Z3; (96) 
which results from invariance of the original CASF equa-
tions under the azimuthal reflection (20). 
Before describing the results of the numerical integra-
tions on these equations, we note that the effect of the 
streaming flow on the capillary wave dynamics is small 
\B\ 
\A\ , 
FIG. 7. \A\ (thick) and |S | (thin) for stable periodic solutions of model (85)-(88), for C=10~3 . (a) A = 0.7, <5=-6.85 and |a| = 20.59 and (b) A = 0.6, S 
= - 5 and \a\ = 20.45. 
whenever |y1Z2 |<^(|a3 | + | a 4 | ) ( | ^ | 2 + |5 | 2 ) /2 , which re- as obtained taking into account that [see Eq. (94)] \Z] 
quires, since \Z2\~\(\B\2-\A\2)B2/\2\, that 
\7lB2(\B\2-\A\2)\<i\X2\(\a3\ + \a4\)(\A\2+\B\2)/2. (97) 
This condition holds for reflection-symmetric solutions (A 
=B), as was to be expected, but for nonsymmetric solutions 
can only hold if 2|y1/?2 |/[|X2 |( |a3 | + | a 4 | ) ] is small. This 
parameter can be seen as a measure of the relative effect of 
the streaming flow, and is illustrated in Fig. 8; the asymptotes 
result from the asymptotes of a3 and a4 (see Fig. 2). Thus 
the effect of the streaming flow can only be neglected for 
small A. In addition, the nonlinear terms can be neglected in 
Eqs. (93)-(95) only if 
(y2 /?2) : (\B\2-\A\2)2<\, (98) 
FIG. 8. Ratios 2 | r i /3 2 | / [ | \ 2 | ( | « 3 | + |«4 | )] and 2|(y2 /32)2 /[ | \2 ; \1 | ( |«3 
| +1 a41) ] vs A, for the capillary mode n = 1. 
\y2Z22l\x\ and \Z2\~\B2(\B\2-\A\2)/X2\, and requiring 
that |')/22i|<^|X2|. Condition (98) does hold for small wave 
steepness and/or reflection-symmetric solutions. But other-
wise it requires that the ratio 2(y2/?2)2/|X2X1(|a3 | + |a 4 | ) | 
be small, which only happens (see Fig. 8) for small A; here 
we are assuming that a~ 1, which implies that (\A | 2 + \B\2) 
~2/( |a 3 | + |a 4 | ) . All these mean that unfortunately condi-
tions allowing to neglect nonlinear terms in Eqs. (93)-(95) 
but yielding a significant role of the streaming flow are not 
easily met; namely, they require for n = 1 that A be small but 
not too small, say 0.6=sA=s0.7. Therein Eq. (94) can be 
approximated as 
7' 
¿2 
-X2Z2+B2(\B\2-\A\2). (99) 
Equations (91), (92), (99) will be called truncated coupled 
amplitude -linear streaming flow (TCALSF) equations in the 
sequel. 
3. Analysis of the TCASF and TCALSF equations 
The primary bifurcation from the flat state in both sys-
tems, TCASF and TCALSF, yields a branch of SWs of the 
form A=B=A0, Z¡=Z2 = Z3 = 0, with.40 satisfying (68). 
The linear stability of these yields results that are qualita-
tively similar to those obtained in See. IIIA 1. The growth 
rate X obeys again the characteristic equations (76) and (77) 
for symmetric and antisymmetric perturbations, respectively, 
but with Tí replaced by 
n=yiB2/(-\2). (íoo) 
We again obtain that the primary branch of SWs exhibits a 
Hopf bifurcation that is completely due to the streaming 
flow. This bifurcation is subcritical for all checked parameter 
valúes. Therefore, any further analysis must rely on numer-
ics. 
The branch of periodic orbits produced in the Hopf bi-
furcation of the symmetric steady states is always unstable 
|.4 + D\ \A + B\ 
FIG. 9. Bifurcation diagrams for A = 0.6 and 8= — 2. (a) With streaming flow coupling and (b) without streaming flow. The lines correspond to stable (solid) 
and unstable (dashed) steady solutions and the circles to stable (filled) and unstable (opened) periodic solutions. 
near the onset. However, as one can see in Fig. 9(a), this 
unstable branch can undergo a saddle-node bifurcation, giv-
ing rise new stable periodic solutions, which eventually dis-
appear in a homoclinic connection (very near the saddle-
node bifurcation of non-symmetric steady states). These 
periodic orbits are reflection-symmetric in phase space and 
correspond to blinking states (see Fig. 10). In Fig. 9(b) we 
give the bifurcation diagram for Eqs. (91) and (92) with y] 
= 0 (i.e., in absence of streaming flow). Note that the dynam-
ics of the counter-rotating capillary waves are indeed differ-
ent when their interaction with the streaming flow is consid-
ered. However, the differences are evident only over a small 
interval of the forcing amplitude \a\. In fact, according to 
our discussion above, for this valué of the slenderness, A 
= 0.6, the TCALSF equations should apply, but the eífect of 
the streaming flow should not be quite strong. As shown the 
bifurcation diagrams of Fig. 11, the eífect of the streaming 
flow is still relatively weak for A = 0.7. Since these diagrams 
involve chaotic dynamics we plot in Fig. 12 ( |5 | —1^ 4|) vs 
a\ for those points of the orbit where \A \2 + \B |2 gets a local 
máximum, which are given by the outward intersections of 
attractors with the Poincaré hypersurface: 2 ( | ^ | 2 + |5 | 2 ) 
= ia(A + B) + ce. (a cylinder in the phase space); this hyper-
surface follows from the exact relation: 
d , 
\B\2)=-2(\A\2+\B\2) 
[ia(A+B) + c.c], 
which is obtained readily from (91) and (92). Both systems, 
with and without streaming flow, exhibit qualitatively similar 
(stable) dynamics. As seen in Fig. 11 the primary branch of 
SWs loses stability again either at a subcritical Hopf bifur-
cation (with streaming flow) or at a subcritical symmetry 
breaking bifurcation (without streaming flow), where the 
system jumps to a branch of nonsymmetric steady states; this 
oceurs in both systems at roughly the same valué of a (a 
— 4.19). Note that this transition involves signiíicant hyster-
esis. The nonsymmetric steady solutions then undergo a sub-
critical Hopf bifurcation and a branch of reflection-
symmetric periodic solutions is observed. Here the 
quantitative effect of the streaming flow is signiíicant, and 
again there is hysteresis in both cases. As a increases, the 
periodic branch becomes unstable in a subcritical, period-1, 
symmetry-breaking bifurcation and chaotic states can be ob-
served through a type I intermitteney. The chaotic attractor is 
symmetric on average (Fig. 12), and exhibits narrow periodic 
windows not appreciated in this not-detailed-enough plot. 
The chaotic attractor loses stability at a higher valué of a and 
the symmetric steady states are recovered. 
For larger valúes of a and/or A nonlinear terms in Eqs. 
(93)-(95) cannot be ignored according to our discussion 
above [cf (97)-(98)], and the TLCASF equations do not 
apply. As an illustration, we plot some bifurcation diagrams 
for A = 0.7 and A = 0.9 in Fig. 13 corresponding to three 
system of equations: (i) TCASF equations (91)—(95), (ii) the 
FIG. 10. \A\ (thick) and | 5 | (thin) for a stable periodic solution of the 
TCALSF equations (91) and (92), and (99) for A = 0.6 and S=-2. 
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FIG. 11. As in Fig. 9 but for A = 0.7 and 8= - 4 . 
TCALSF equations (91)-(92) and (99) and (iii) the ampli-
tude equations (91)-(92) with yx=Q. Note that for A = 0.9 
condition (98) is not satisfied and nonlinear terms must be 
included even for a~\. These terms tend to stabilize the 
primary branches and eliminate the región of complex dy-
namics displayed by Eqs. (91), (92) and (99). 
IV. PARAMETRIC FORCING 
In the preceding sections we have only considered non-
axisymmetric eigenmodes with azimuthal wave number 
m = \. This has been so because the nature of the external 
vibrations, see Eq. (5). And the same would be trae for any 
other external vibration at a frequency cióse to a natural fre-
quency. Parametric forcing,31,32 due to external vibrations at 
a frequency cióse to twice a natural frequency, allows to 
excite any nonaxisymmetric mode in a natural way. If, in 
addition, the external vibrations do not break invariance un-
der rotation (e.g., axial vibration of one disk), then the 
streaming flow equations (61)-(64) stand after replacing Q2IS 
by Q2im6^ where m is the azimuthal wave number. The am-
plitude equations (59) and (60) instead must be replaced by 
151-
151-
FIG. 12. Bifurcation diagrams of the 
TCALSF equations resulting from the 
Poincaré map for A = 0.7 and 8= —4. 
(a) With streaming flow, and (b) with-
out streaming flow. 
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FIG. 13. Bifurcation diagrams for A = 0.7 and 8= - 4 (left) and for A = 0.9 and 8= - 4 (right). (a) Original TCASF equations (91)-(95), (b) TCALSF 
equations (91)-(92) and (99), and (c) amplitude equations (91)-(92) with 7i = 0. 
^ ' = - ( l + i<5)v4 + i(a3|v4|2+a4|JB|2)v4 
— ia5 g-vdxA + iaB. 
B' = -(l + iS)B + i(a3\B\2+a4\A\2)B 
g-vdxB + iaA, 
(101) 
(102) 
where a is a re-scaled forcing acceleration. These amplitude 
equations are similar to the ones that apply to Faraday 
waves,32 except for the streaming flow coupling that is al-
ways (inconsistently, see Ref. 22) ignored in the analysis of 
these waves. These equations are further simplified using the 
new variables 
A=Aem'K B = Be'imip, 
where the spatial phase i¡/ is given by 
di// a5 
di m Jx 
g- vdx, 
(103) 
(104) 
which reduce (101) and (102) to 
A' = -(l + iS)A + i(a3\A\2+a4\B\2)A + idB, (105) 
B' = -(l + iS)B + i(a3\B\2+a4\A\2)B + idl. (106) 
All solutions of these two equations are well known to con-
verge to the set of steady states, which are such that \A\ 
= \B\. Ignoring the transient when this convergence takes 
place, we can assume that 
^=JB=i?oe I" !0o = constant, (107) 
where we have used invariance of (105) and (106) under 
rotations A-^Aelc, B^BQ~1C to eliminate the difference be-
tween the phases of A and B. And we only need to replace 
(103) and (107) into (61)-(64) to obtain 
W-v=0, (108) 
¿>v/dr-vX(VXv) = -Vq + R;lAv in £ 0 , (109) 
v = 2R2)[<pler + <p2 cos[2m(8— i¡t)]er 
+ (p3sin[2m(0-i(/)]e0] a t z = ± A , (110) 
ver = 0, (dvldr — v)-ee=0, 
(dv/dr)-ez = 0 at r=\. (111) 
Note that these solutions are standing waves in a rotated 
reference frame, such that the azimuthal coordinate is 8= <// 
for, using (23), (103), and (107), the radial free surface de-
flection is given by 
/ = 1 + 4s2R0 cos(wt)cos[2m(8-i¡/)]- (112) 
Thus these waves are completely determined up to the phase 
i¡t, whose evolution is coupled to the streaming flow, through 
Eqs. (104), (108)—(111). The simplest nontrivial solutions to 
these equations are steadily rotating, quasi-standing waves of 
the form 
\fi=CT, v = v(r,0—cr,z) + crreg. (113) 
We say that the wave is quasi-standing because the nodal 
lines move but only on the slow time scale r, for such waves 
the phase of A(V¿,Qo,Fo)em0+B(V¿,Qo,Fo)e-m0 is in-
dependent of the position (but will depend on T). The exis-
tence and stability of the rotating waves (104), (108)—(111) 
is beyond the scope of this paper. Some recent results on the 
two-dimensional versión of this problem33 suggest that both 
stable rotating waves and more complex attractors are to be 
expected. 
The reduction above to rotating quasi-standing waves 
was possible because of the invariance under rotation of the 
problem. If this is broken by, e.g., making the disks slightly 
noncircular but still reflection symmetric, then the two coun-
terpropagating modes split into two modes with different 
eigenfrequencies. As a consequence, the amplitude equations 
(105) and (106) must be replaced by 
^ ' = - ( l + i51)^ + i52JB + i (a 3 | ^ | 2 +a 4 | J B| 2 )^ 
- i a 5 g-vdxA + iaB, (114) 
B' = -(l + iSl)B + iS2A + i(a3\B\2+ a4\A\2)B 
— ia5 g-vdxB + iaA, (115) 
where 8¡ and S2 are the scaled detunings associated with the 
two capillary modes, which are now different from each 
other. In fact, 8¡ - 82 can be seen as a scaled [according to 
(58)] measure of departure from the rotationally symmetric 
case. Some experimental results on the dramatic effect of 
breaking the square symmetry in the Faraday experiment34'35 
suggests that the effect of breaking the rotational symmetry 
in the liquid bridge may have a profound effect on dynamics 
foT\S1 — S2\~l, which means that the disks are only slightly 
noncircular. But no experiments are available to confirm this 
conjecture, and the analysis of the associated equations, 
(61)-(64), (114) and (115) is well outside the scope of this 
paper. 
V. CONCLUSIONS 
We have considered the weakly nonlinear response of 
nearly inviscid capillary bridges to nonaxisymmetric direct 
periodic excitation with a frequency cióse to a natural fre-
quency. We have seen that the streaming flow produced by 
the capillary waves leads to an effect on the capillary waves 
themselves that is of the same order as the cubic terms that 
are always retained in weakly nonlinear theories. Thus the 
streaming flow cannot be ignored. We have derived some 
general amplitude-streaming flow equations that account for 
the coupled evolution of the counter-rotating waves ampli-
tudes and the streaming flow velocity field. These equations 
still include a Navier-Stokes-type equation, but are much 
simpler than the original formulation because: (a) The fast 
oscillation has been filtered out, (b) the oscillatory boundary 
layers attached to the disks and the free surface have been 
solved, and their effect included as appropriate boundary 
conditions, which (c) are imposed at the fixed unperturbed 
free surface, instead of at the moving free surface. We have 
presented several simplified equations that are more ame-
nable to analytical and numerical treatments. The analysis of 
these has led to several predictions that could be used for 
comparison with experiments. In particular, we have ana-
lyzed the stability of the simplest monochromatic standing 
waves, which exhibit both nonoscillatory and oscillatory in-
stabilities, the latter being entirely due to the effect of the 
streaming flow. Nonoscillatory instabilities led to (a) nonre-
flection symmetric steady states of the amplitude equations 
that correspond to a kind of rotating states in which one of 
the counter-rotating waves dominates. The Hopf bifurcation 
instead gave rise to (b) reflection symmetric periodic orbits 
that correspond to blinking states in which each wave domi-
nates in a part of the period. In addition we have encountered 
(c) nonsymmetric periodic orbits that correspond again to a 
kind of rotating states, and (d) chaotic attractors. In general, 
any nonreflection symmetric solution of the CASF equations 
is affected by the streaming flow. The quantitative effect of 
the streaming flow in the amplitude equations has been esti-
mated to obtain that it is generally significant, except for 
small slenderness (cf Fig. 8). Likewise the effect of convec-
tive terms in the streaming flow momentum equation has 
also been evaluated to conclude that these terms can be ne-
glected only for moderately small valúes of the slenderness, 
0.6=sA=s0.7 (cf. Fig. 8). 
For simplicity, we have considered a forcing device that 
always preserves reflection symmetry with respect to a plañe 
containing the symmetry axis. But this symmetry can be bro-
ken from the outset by, e.g., rotating the symmetry axis 
around a horizontal circle, with constant angular velocity. In 
this case, one of the counter-rotating waves dominates and 
some transitions observed above disappear. This paper has 
been mostly devoted to direct forcing, at a frequency cióse to 
a natural frequency. However, that device was effective only 
to excite that mode with azimuthal wave number m=\ (in 
addition, of course to the axisymmetric modes corresponding 
to m = 0), already considered in Refs. 14 and 15. In order to 
excite (effectively) eigenmodes with wave number m¥=0,l. 
we have also briefly considered oscillations of the capillary 
bridge excited by parametric forcing, at a frequency cióse to 
twice a natural frequency. We have shown that because of 
invariance under rotation, all solutions of the relevant CASF 
equations evolve to rotating quasi-standing waves, which are 
determined up to a phase shift that couples with the stream-
ing flow. We have obtained the relevant equations for this 
interaction, and explained the nature of the expected solu-
tions. 
The results above show that forced nonaxisymmetric os-
cillations in capillary bridges between circular disks exhibit a 
variety of complex large time behaviors, beyond the simplest 
monochromatic standing waves, whose description requires 
to consider the effect of the streaming flow produced by the 
waves on the waves themselves. Because of the lack of ex-
periments on nonlinear, nonaxisymmetric capillary waves we 
have been unable to make any comparison. Experimental 
visualizations and measurements of the associated mean flow 
are also much needed. 
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APPENDIX A: SOME USEFUL EXPRESSIONS 
The linear eigenvalue problem (24)-(26) has nontrivial 
solutions if and only if one of the following dispersión rela-
tions hold, which correspond to odd and even modes, respec-
tively 
A 2 + 2 a„ = 0, 
í?odd 
(Al) 
(A2) l/íl2 + A2/3+ 2 a„ = 0, 
í?even 
where 
fl„=-2íl2/1(/B)/[íl2/^1(/B) + /^ í ( / B ) ] J 
with l„ = mr/2A. Here, Ix is the modified Bessel function of 
first kind and order one. If (Al) holds then Q0 and F0 are 
odd functions of z and (up to a constató complex factor) are 
given by 
8 o = - 2 / X U i ( W / / i ( 0 ] c o s [ / „ ( z + A)], (A3) 
Modd 
F0 = Az-^Z a„cos[/„(z + A)]. 
«odd 
(A4) 
The velocity field v0 is readily calculated from the second 
equation (24). Similarly, when (Al) holds Q0 and F0 are 
even functions of z and are given by 
Qo = r- 2 /^„[/i(/„r)//1(/„)]cos[/„(z + A)], (A5) 
^ 0 = A 2 / 6 - l / f l 2 - z 2 / 2 - 2 a„cos[/„(z + A)]. (A6) 
«even 
The formula from vector-analysis invoked in Sec. IIB to 
obtain (54) is given in the following: 
Lemma. Let u be a complex vector field and leí w be a 
real vector field defined in the three-dimensional, real Eu-
clidean space. 7/"V*w = 0 and V X « = 0 then we have 
iwXVX[wX(VXw)] + c.c. 
= i[VX(wXwJ]X(VXw) + iV[(VXwHwXwj], (A7) 
where (as above) we are using the complex inner product 
defined in (35). 
Proof. When using Cartesian coordinates, the /th coordi-
nate of v X (V X w) is given by 
[vX{VXw)]l = v]{dlw]-d]wl), (A8) 
for any pair of (real or complex) vector fields v and w; here 
we are using the Einstein summation convection about the 
summation over repeated indexes and d¡ stands for the pardal 
derivative with respect to the Cartesian coordinate x¡. Also, 
since the vector field u is solenoidal we have VX(wXw) 
= (iFV)u-(wV)w and, since u is also irrotational, the /th 
coordinate ofVX(«X«) is given by 
[ V X ( » X « ) ] ¡ = UjdjUí — UjdjUi = Ujd¡Uj — Ujd¡Uj . (A9) 
Finally, when taking into account that (VXW)- (MXM) 
= —M-[MX(VXW)] , and using (A8) we obtain 
(VXw)-(uXÍT) = iTku](d]wk-dkw]). (A10) 
Then we only need to use (A8)-(A10) to obtain (after some 
algebra) that the pth Cartesian component of both sides of 
(A7) coincides. Thus the proof is complete. 
APPENDIX B: THE COEFFICIENTS 0(e 2 ) PROBLEM 
IN THE EXPANSIONS (22) and (23) 
This problem is given by 
V-»2 = 0, v2t+Vq2 = 0, 
in 0=Sr<l, |z |<A, (Bl) 
v2-ez = 0, / 2 = 0 a t z = ± A , (B2) 
v2-er-f2t=[¿a,(Av¿+Bvo) + c.c] 
X[eat((Af^+Bf-0)ee+ (Afl + Bf-Z)ez) 
+ c.c.]-[&at(Af¿+Bf-) + c.c] 
X[eIíií(^li;0+r + 5i;0r)-e r+c.c.] at r=\. 
(B3) 
Qi+fi+fiee+fizz 
= [eIíií(^li;0++5i;(7) + c.c.]2/2 
+ [e I í i í(^/0 ++5/0-) + c.c.]2 
+ Wñt(Aftíe+Bf-e) + c.c.fl2 
-[Qlñt(Afl + Bf-z) + c.c.]2/2 
+ 2Wat{Af++Bf-0) + c.c.]Wat(Af+oee+Bf-oee)+c.c.} 
-Wñt(Af¿+Bf») +ce] 
X[elüt(Aq¿ + Bqñr) + c.c.] a t r = l , (B4) 
rliria, rA riir/a rA 
f2d0dz=-\ [¿a\Af++Bf-) 
JO J-A JO J-A 
+ c.c.]d0dz, (B5) 
(B6) 
liria (A Clir C\ 
AJO JO 
v2-Voe lñtrdrd9dzdt=Q, 
where VQ , q$ , and /^ are as given by (27) and the partial 
derivatives are denoted by subscripts. This problem is ob-
tained upon substitution of (22) and (23) and (31) into (2), 
(3),(6)-(7), and (9), and setting to zero the coefficients of e2. 
The last determinacy condition eliminates any component of 
the solution of the form Q±l(lt(vQ ,q^ ,ff), which would 
appear as solution of the homogeneous problem. The solu-
tion of (B1)-(B6) can be written as 
v2 = e
2lílt(A2V^2e2l0+B2V^2e-210) + e2líltABV20+ ce. 
(B7) 
q2 = e2lütQ22(A2e2l«+B2e-2l«) + e2líltABQ20 
+ e2l0ABQO2+c.c.+ (\A\2+\B\2)Qoo, (B8) 
f2 = e2lñtF22(A2e2l0+B2e-2l0) + e2lñtABF20 
+ e2l0ABFO2+c.c.+ (\A\2+\B\2)Foo, (B9) 
with 
^22=U22er±V22ee+W22ez, 
V20=U20er+W20ez. (B10) 
Here, (K;f2,g22,F22), (V20,Q20,F20), (Q02,F02), and 
(Goo^oo) a r e independent of /, and are numerically calcu-
lated (by, e.g., a spectral method) from some 2D nonsingular 
linear problems obtained upon substitution of (B7)-(B9) into 
(B1)-(B6). Here we just point out that 
*f2= U22er± V22ee+ W22ez, V20= U20er+ W20ez, 
(BU) 
where 
iUk,, Vkl ,iWkl,Qkl ,Fkl,Q02 ,F02 
and Q00 are real for (¿,/) = (2,2),(2,0). (B12) 
APPENDIX C: A GALERKIN APPROXIMATION OF THE 
CASF EQUATIONS 
The solution of (61)-(64) is projected into the vector 
space spanned by the following hydrodynamic eigenmodes, 
the first meridian one, the first azimuthal one and the first 
one exhibiting the azimuthal wave number m = 2. Namely 
(u,q) = Zl(UuQl) + Z2(U2,Q2) + [Z3(U3,Q3) + c.c], 
(Cl) 
where, for j = 1, 2, and 3, (í/;• ,Q¡) satisfies 
V-í/; = 0, XjUj-VQj + R^AU^O in £ 0 , (C2) 
Uj = 0 a t z = ± A (C3) 
C//Wo = [(Ví/; + Ví/J)-Wo]-(«0X^) 
= [(Ví/ ; + Ví7/T)-n0]-e()=0 a t r = l , (C4) 
and the (real and negative) eigenvalues \¡, X2, and X3 are 
the largest ones such that 
ü, = U,er+W,e¡, U2=V2ee 
and U3 = e2l\U3er+iV3e0+W3ez), (C5) 
where the functions Uj, V¡, and W¡ are real and indepen-
dent of 9. In addition, the eigenmodes are taken such that 
||í/;|| = l for j = 1,2,3, (C6) 
where || | | and (•,) stand hereafter for the Z 2 _ n o r m a nd 
¿2-inner product, respectively, i.e., 
\\U\\ = ^{U,lf), {U,V)= i U-Vdx, (Cl) 
where the dot stands for the inner product (35). Note that 
(C5) can be imposed because the eigenvalues Xj ,...,X3 are 
real and simple and the linear problem (C2)-(C4) is equiva-
riant under azimuthal reflections (#—*• — 0,Ufee^-Uj-ee) 
and under the symmetry U^Uj, Qj—>Qj- Also, because 
(C2)-(C4) is selfadjoint and the second mode is purely azi-
muthal, the eigenfunctions satisfy 
(ü}-,ük) = 0 rfj^k; Q2 = 0. (C8) 
Note that since the original boundary conditions (63) and 
(64) are nonhomogeneous, and the eigenfunctions Uj satisfy 
homogeneous boundary conditions [see (C3) and (C4)], con-
vergence would be quite slow near the boundary if the whole 
series [expansión given by the nontruncated versión of (Cl)] 
were considered. In that case, a change of variable should be 
made to take care of the nonhomogeneous boundary condi-
tions before expanding the solution in terms of the hydrody-
namic eigenfunctions. But this change of variable would 
yield much more involved equations than those obtained be-
low, and the deficieney is not so important, at least in prin-
cipie, in our rough truncation 
The evolution equations for the Galerkin coefficients Zx . 
Z2, and Z3 are readily found [upon multiplication, with the 
inner product (C7), of the second equation (62) by í/ ;, inte-
gration by parts and substitution of (63) and (64), (Cl)-
(C7)] to be 
Z1' = X1Z1 + a122Z2 + 2a133|Z3|2 + / e l 2( |5 | 2 -M| 2 )Z 2 , 
(C9) 
Z^ = \2Z2 + a2UZ,Z2+y(\B\2-\A\2), (CIO) 
Z^ = X3Z3 + a313Z1Z3 + a323Z2Z3 + /S33(|JB|2-M|2)Z3, 
( d i ) 
where 
y=R71 ¡_Aeo-u2cp5ds, ajkl=Bj(uk,ui), 
ajk, = B}-(ük,ü¡), Pjk = B}-(g,Uk). (C12) 
Here, for / = 1,...,4 and m = 1,2,3, the bilinear functionals B, 
and the (vector) function 4>m are defined as 
BAU,V)= U,-(UXVxV)dx. (C13) 
Note that, according to (C5) and (C12)-(C13), all coeffi-
cients in Eqs. (C9)-(C11) are real except a323 and B33, 
which are purely imaginary, and 
«122+ " 2 1 2 = ° , "133+"313 = °- (C14) 
Now we only need to use the variable Z3 
= Z3QxV{ij¡[a323Z2(T) + p33(\B(T)\2-\A(T)\2)]dT} to 
rewrite Eqs. (C9)-(C11) as 
Z[ = \1Z1 + y2Z22 + 2y3\Z3\2 + fi1(\B\2-\A\2)Z2 
Z2 = X2Z2- J2ZiZ2 + p2(\B\2-\A\2), 
Z'3-\3Z3-y3ZlZ3 
(C15) 
(C16) 
(C17) 
where all coefficients y2,..., y3, 8\, and B2 are real. 
Finally, a substitution of (Cl) into the amplitude equa-
tions (59) and (60) yields 
A ' (r) = - (1 + i S)A + i( a3 \A \2 + a4 \ B \2 )A - i y x Z2A + \a, 
(C18) 
B'{T)=-{l + iS)B + i{a3\B\2+a4\A\2)B + iylZ2B + ia, 
where the real coefficient yl is 
y\ = a5\ g-U2dx. 
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