The Hamming distance is a well-known measure that is designed to provide insights into the similarity between two strings of information. In this study, we use the Hamming distance, the optimal deviation model, and the generalized ordered weighted logarithmic averaging Finally, an illustrative example regarding innovation project management measurement is proposed, in which a multi-expert analysis and several of the newly introduced operators are utilized.
INTRODUCTION
Group decision-making (GDM) techniques have increased in relevance in the literature. This is mainly due to the possibility of generating rankings of diverse alternatives for specific situations while considering multiple scenarios. GDM techniques have been widely combined with the theory of aggregation, thereby producing a vast pool of contributions in diverse fields of knowledge such as artificial intelligence, fuzzy systems, imaging processing and decision sciences. This last field is of special interest in our study, as it provides a basis for combining data and obtaining solutions that are constructed based on information that is collected directly from decision makers, experts or stakeholders. There are many aggregation operators and aggregation functions [1] [2] [3] [4] that have proven useful in diverse areas, e.g., statistics, economics, education, biology, computer science and engineering 1, 2 . A classic example of an operator that is designed for the aggregation of information in intelligent systems is the ordered weighted average (OWA), which is presented in Yager 5 . The OWA allows for a descending and ascending ordered aggregation mechanism, thereby yielding a result that is between the minimum and the maximum of the values to be combined. It also provides a family of parameterized operators, which have been adopted in several areas such as expert systems, database systems, operational research and fuzzy systems 6, 7 .
distance (OWD) measures 13 , the ordered weighted averaging distance (OWAD) operators 14 , the linguistic ordered weighted averaging distance (LOWAD) operators 15 , and the induced ordered weighted averaging distance (IOWAD) operators 16 . These studies have motivated research on generating additional applications, such as the intuitionistic fuzzy ordered weighted distance (IFOWD) operator 17 , the fuzzy ordered distance measures that are presented in 18 , a continuous ordered weighted distance (COWD) operator for investment selection problems 19 , a probabilistic ordered weighted averaging distance operator in political management 20 , the linguistic induced ordered weighted averaging distance operators for the selection of investments 21 , distance measures with heavy aggregation operators (HOWAD) for strategic management 22 , a linguistic continuous ordered weighted distance (LCOWD) measure for a GDM in an investment selection problem 23 and, more recently, the fuzzy linguistic induced ordered weighted averaging Minkowski distance (FLIOWAMD), which generalizes the Euclidean and Hamming distances for investment strategy decision making 24 .
Motivated by the recent work of Zhou and Chen 25 , which proposes an operator that is based on an optimal deviation model and is called the generalized ordered weighted logarithmic aggregation (GOWLA) operator, this study introduces the ordered weighted logarithmic averaging distance (OWLAD) operator and the generalized ordered weighted logarithmic averaging distance (GOWLAD) operator. These operators utilize the Hamming distance measure to provide a set of parameterized families between the maximum and the minimum values, including the step-OWLAD operator, the NLHD operator, the WLHD operator, the olympic-OWLAD, the window-OWLAD operator, the median-OWLAD operator, the centered-OWLAD, the WLGAD operator, the OWLHAD operator, the OWLAD operator, the OWLQAD operator and the OWLCAD operator. These families enable the assessment of complex GDM problems in which a set of optimal preferences must be satisfied while considering diverse alternatives, scenarios and preferences. An increasing number of studies are being performed on logarithmic aggregation operators, such as the generalized ordered weighted logarithmic proportional averaging (GOWLPA) operator 26 , the generalized ordered weighted exponential proportional aggregation (GOWEPA) operator 27 , and the generalized ordered weighted logarithmic harmonic averaging (GOWLHA) operator 28 .
The remainder of the paper is organized as follows. In section 2, we present the preliminaries of this study. In section 3, we introduce the OWLAD operators, study their main properties and alternative formulations, propose measures to characterize the weighting vector and introduce families of the operator. Similarly, section 4 presents the study of the GOWLAD operators. Section 5 proposes a decision-making problem in an innovation project management application, which is further assessed with a numerical example in section 6. Finally, section 7 presents our conclusions.
PRELIMINARIES
The ordered weighted averaging (OWA) operator 5 describes a parameterized family of aggregation operators, which include the maximum, the minimum and the average criteria.
Applications of this operator have been widely studied in the literature 6 .
The Hamming distance 12 has become a standard technique to measure the difference between two parameters, elements or sets. This metric has been applied in several domains of knowledge; some of the most well-recognized are fuzzy sets, artificial intelligence, operations research and engineering 13 .
Motivated by the application of aggregation operators to calculate the Hamming distance, Merigó and Gil-Lafuente 14 and Xu and Chen 13 present the ordered weighted averaging distance (OWAD) operators. The OWAD operators provide a parameterized family of distance aggregation operators between the maximum and the minimum values.
The generalized ordered weighted logarithmic aggregation (GOWLA) operator was developed by Zhou and Chen 25 . This operator has as its foundation the next optimal model:
where is an aggregation operator of dimension and = ( 1 , 2 , … , ) an associated weighting vector such that ∈ [0,1] for all and ∑ =1 = 1. Observe that ∈ (−∞, ∞). By calculating the partial derivative respect to and 1 = 0, we obtain the generalized weighted logarithmic averaging (GWLA) operator:
By reordering the arguments , we obtain the generalized ordered weighted logarithmic averaging (GOWLA) operator, as follows: DEFINITION 1. A GOWLA operator of dimension is a mapping : Ω → Ω with an associated weighting vector of dimension , such that ∈ [0,1] for all and ∑ =1 = 1, which includes a parameter in the range of (−∞, ∞) − {0} and satisfies the following formula:
where is the th largest of the arguments 1 , 2 , … , . From ≥ 0, it follows that � � ≥ (0). Thus, ≥ 1. In the present paper, we follow the original notation 25 :
An interesting family of the GWLA operator results when parameter = 1. In this case, we obtain an extension, which is called the weighted logarithmic aggregation (WLA) operator.
We define the WLA operator as follows:
ORDERED WEIGHTED LOGARITHMIC AVERAGING DISTANCE

OPERATORS
Weighted logarithmic averaging distance operator
The WLAD operator is a distance measure that is based on the optimal deviation model, which was proposed by Zhou and Chen 25 . It uses the Hamming distance to obtain a result that is between the minimum and maximum values that are considered in the problem. DEFINITION 2. A WLAD operator of dimension is a mapping WLAD: Ω × Ω → Ω that is defined by an associated weighting vector such that the sum of the weights is equal to 1 and ∈ [0,1], according to the following formula:
where the argument | − | is a variable that is represented in the form of an individual distance.
In this paper, we follow the original definition 25 of 
1682.
An alternative formulation to this approach is:
Ordered weighted logarithmic averaging distance operator
The OWLAD operator is a generalization of the WLAD operator. The most distinctive property is the ordering mechanism of the considered arguments. This order enables the introduction of complex decision-making processes. Additionally, it generates the possibility of having alternative formulations that depend not only on the ascending or descending direction of the ordering mechanism but also on the system that is designed to solve the logarithmic distances. The main properties of the OWLAD operator are commutativity, idempotency, boundedness, monotonicity and non-negativity. 
where represents the th largest of | − | over all i and | − | is the argument variable, which is represented in the form of individual distances. 
From the ordering mechanism perspective, which differentiates this operator from the WLAD operator, two formulations can be described: the descending ordered weighted logarithmic averaging distance (DOWLAD) operator and the ascending ordered weighted logarithmic averaging distance (AOWLAD) operator. The relation between these operators is = * +1− , where is the th weight of the DOWLAD operator and * +1− is the th weight of the AOWLAD operator.
In the presence of non-normalization in the arguments, i.e., = ∑ ≠ 1
=1
(see 1 ), the OWLAD operator can be expressed as:
The ordered weighted logarithmic aggregation operator has the following main properties: commutativity, idempotency, boundedness, monotonicity and non-negativity. The proofs of these properties are trivial. Therefore, they are omitted. These properties can be expressed by the following theorems: THEOREM 1. Commutativity, by the ordered weighted aggregation. Let the function be the OWLAD operator. Then,
where (〈 1 , 1 〉, … , 〈 , 〉) represents any specified permutation of the arguments
THEOREM 2. Commutativity, by the distance measure. Assume is the OWLAD operator.
Then,
THEOREM 3. Monotonicity. Let be the OWLAD operator
THEOREM 4. Boundedness. Assume the function is the OWLAD operator. Then,
THEOREM 5. Idempotency. If the function is the OWLAD operator and | − | = for all , then
THEOREM 6. Non-negativity. Let the function to be the OWLAD operator. Then,
Alternative formulations of the OWLAD operators
Depending on the ordering of the arguments in the aggregation process, four alternative formulations can be generated for the OWLAD operator:
1) The operator can be obtained by solving | − |, calculating the natural logarithm of the difference, and ordering the arguments in a descending direction, according to the following formula:
where represents the th largest of | − | over all i and | − | is the argument variable, which is represented in the form of individual distances. Note that this alternative formulation is equivalent to Eq. (10).
2) The operator is generated by finding the natural logarithm of each argument, i.e., ( ) and ( ); finding the absolute difference of the obtained results; and ordering the arguments in a descending direction, according to the following formula:
where represents the th largest of ( ) over all i and represents the th largest of ( ) over all i. Both arguments are ordered in a descending way.
3) The operator is obtained when we order arguments and in a descending way, calculate the absolute difference of the ordered arguments, and calculate the natural logarithm of the results. This sequence of steps can be formulated as:
where represents the th largest of over all i and represents the th largest of over all . Both arguments are ordered in a descending way.
4)
The operator is obtained when we order arguments and in a descending way, calculate the natural logarithm of the ordered arguments, and find the distance of the results. This mechanism can be formulated as:
where represents the th largest of over all i and represents the th largest of over all i. Both arguments are ordered in a descending way. EXAMPLE 3. Following the same arguments as in Example 1, the results for each alternative formulation of the OWLAD operator are described in Table I .
_______________________________
Insert Table I about here _______________________________
Characterization of OWLAD operators
Multiple approaches have been proposed in the literature to measure and thus characterize the weights of aggregation functions. The classical methods include, e.g., the degree of orness 5 , the dispersion measure 5, 29 , the balance and the divergence. In the case of the OWLAD operator, additional measures must be developed, as the logarithmic properties of the aggregation limit the consideration of numbers between 0 and 1. Motivated by this, we propose a general characterization of the weighting vector and a transformation of the OWA measures into the R-scale.
General characterization of the aggregation
Since logarithms do not work in the scale [0,1], we must find additional measures to characterize the aggregation. A general approach to characterize the descending aggregation (CDA) is formulated as follows:
where is the result of the OWLAD operator and 1 and are the largest and smallest arguments of | − |, respectively. This approach requires the aggregation results to be ordered in a descending way. Furthermore, the dual version of this formulation can be represented as:
If the aggregation results are ordered in an ascending way, the formula for the characterization of the ascending aggregation (CAA) needs to be changed to the following:
where is the result of the OWLAD operator and 1 and are the largest and smallest arguments of | − |, respectively. As presented for the descending formulation, the dual version of this representation can be obtained as: Table II .
_______________________________
Insert Table II Let Z be the transformation of the aggregation arguments according to the following expression:
Observe that the use of enables the transformation of the [0,1] scale into a logarithmically consistent one. Motivated by the result of this procedure, we propose using the transformation to study the degree of orness of the OWLA operator. STEP 1. Calculate − ( ) , which includes the transformation, using the following equation:
where is the transformation of the arguments in the aggregation. The complete formulation can be expressed as:
where is the argument | − | of the aggregation.
STEP 2. The final step is to convert the result − ( ) using the following expression:
where is the result of − ( ) and ∈ [0,1]. The minimum is attained when = 0, and the maximum, when = 1. We can obtain the dual of this operation by applying the following formulation.
Let * be the dual of . Then,
It follows that It is interesting to study the families of the OWLAD operators, as they represent particular cases that can be selected in accordance with specific problems that we are assessing.
For the case of the OWLAD operator, several parameterized families can be described, depending on the conformation of the weighting vector 30 . These particular families include the maximum and minimum distances, the step-OWLAD operator, the normalized logarithmic
Hamming distance (NLHD), the weighted logarithmic Hamming distance (WLHD), the olympic-OWLAD, the window-OWLAD operator, the median-OWLAD operator, and the centered-OWLAD 31 operator. Note that all the alternative formulations that were described previously are also applicable to the families that are presented here [32] [33] [34] .
GENERALIZED ORDERED WEIGHTED LOGARITHMIC DISTANCE OPERATORS
Generalized weighted logarithmic averaging distance operator
The GWLAD operator is a generalization of the OWLAD operator. Therefore, it shares the same properties and characteristics. The GWLAD operator includes a parameter, which allows for a wider representation of complex problems. Many interesting families of the GWLAD can be developed, depending on the value.
DEFINITION 4. A GWLAD operator of dimension is a mapping GWLAD: Ω × Ω → Ω
with an associated weighting vector of dimension such that the sum of all is equal to 1, and ∈ [0,1]. It is expressed by the following formula:
where | − | is an argument variable, which is represented in the form of an individual distance, and is a parameter such that ∈ (−∞, ∞) − {0}. If = 1 for all , we obtain the generalized logarithmic averaging distance operator (GLAD), which is formulated as follows:
EXAMPLE 6. We utilize the arguments that were defined in Example 2, namely, = (9, 24, 11, 33), = (12, 15, 28, 23) , and = (0.4, 0.1, 0.3, 0.2), as well as parameter = 2.
The aggregation yields:
Additionally, parameter in the GWLAD operator enables the study of particular cases. Table   III presents special cases that are interesting for analysis. 
_______________________________ Insert
Generalized ordered weighted logarithmic averaging distance operator
The GOWLAD operator adds an ordering mechanism to the GWLAD operator.
Therefore, as a generalization of the GWLAD operator, it shares the same properties. The ordering mechanism allows for the modeling of a wider range of more complex problems.
Additionally, it introduces the possibility of additional alternative formulations and families, depending on the value of .
DEFINITION 5. A GOWLAD operator of dimension is a mapping GOWLAD: Ω × Ω →
Ω that is defined by an associated weighting vector of dimension such that the sum of the weights is equal to 1 and ∈ [0,1], according to the following formula: 
The descending order of arguments depends on the result of | − |.
In addition, the GOWLAD operator is a generalization of the OWLAD operator. Thus, it also has the properties of commutativity, monotonicity, boundedness and idempotency.
Similarly to the OWLAD operator, the GOWLAD operator exhibits four alternative formulations that depend on the ordering of the arguments. Note that obtaining these formulations is straightforward based on section 3.4.
EXAMPLE 9. Following the data that were presented in Examples 7 and 8, the results for each alternative formulation of the GOWLAD operator are described in Table V .
_______________________________
Insert operator, the ordered weighted logarithmic quadratic aggregation distance (OWLQAD) operator, the ordered weighted logarithmic cubic aggregation distance (OWLCAD) operator, the maximum and the minimum.
Insert 
GROUP DECISION-MAKING IN INNOVATION PROJECT MANAGEMENT
The GOWLAD operator, which is based on the Hamming distance mechanism, is applicable to a wide range of problems in decision-making procedures. This operator can also be applied to statistical analysis, operations, engineering and economic studies 1, 2, 4, 35 .
This paper presents a decision-making [36] [37] application in the field of innovation project management 38 . The main motivation for using the GOWLAD operator in this area is the possibility of retrieving the opinions of several experts to select the most efficient solution for a company when managing new projects. Commonly, project management performance has been measured in terms of cost, duration and return over investment 38, 39 . However, the GOWLAD operator opens the option to evaluate uncertain and subjective factors such as the extent of internal communication of the implicated areas when developing a new product 40 and the collaborations with suppliers 41 and customers 42 , as they have been identified as sources that contribute to the innovation process. The general process to assess a multi-person decisionmaking situation using the GOWLAD operator can be described as follows: STEP 2. Ideal characteristics must be set for the ideal project to be developed; see Table VII .
In this case, is the ideal project, which is represented by a subset; represents the th considered characteristic; ∈ [1,100]; and = 1,2, … , is a number between 1 and 100. Each decision maker must provide an ideal project .
_______________________________
Insert Table VII about here _______________________________ STEP 3. Apply the weighted average (WA) to aggregate the information of the decision makers by using the weighting vector . The result will be the collective payoff matrix
Note that more complex aggregations can be developed if the experts' opinions are aggregated with a different method than WA, e.g., the OWA operator.
STEP 4. Solve for the GOWLAD operator, as described in Eq. 43. The value of is usually set to 1; however, any of the families that are described in section 4.4 can be used, depending on the problem that is being assessed.
STEP 5. Establish a ranking of the evaluated options, compare the results for the problem that is being assessed and develop a decision-making approach.
To summarize this aggregation mechanism, we propose the utilization of the following aggregation operator, which is named the multi-person-GOWLAD (MP-GOWLAD) operator: 
NUMERICAL EXAMPLE
This section presents an illustrative example of a strategic decision-making procedure in innovation project management that uses a multi-person analysis and the GOWLAD operator. Observe that additional business-decision-making applications can be assessed, especially in the area of innovation management, which has been widely described as an uncertain and subjective topic. Thus, it is an interesting area for expert decision-making procedures. STEP 1. Assume that a real-estate construction company must select the most adequate project to develop from their portfolio of six potential projects: To select the project to be developed, the company chooses diverse experts to evaluate 6 key characteristics: Table XV . The symbol "}" denotes "preferred to".
Moreover, for each of the selected aggregation operators, a different ranking can be generated.
Therefore, distinct decision-making processes will result from that operation.
_______________________________
Insert Table VIIVIII -XV about here
The ranking changes depending on the aggregation mechanism of the chosen operator.
In our example, based on the opinions of three experts, the closest options to an ideal project are 5 (Commercial building) and 3 (Residential building). It is inferred that the company has more experience in developing these real-estate constructions. Moreover, it is implied that the innovative characteristics of the company align in an adequate way with the preferences of the firm.
CONCLUSIONS
This paper introduces a new family of ordered weighted logarithmic averaging distance operators, including the ordered weighted logarithmic averaging distance (OWLAD) operator and the generalized ordered weighted logarithmic averaging distance (GOWLAD) operator.
The foundation of this approach is the optimal deviation model, which is based on the GOWLA operator. Therefore, it shares the same properties. The main motivation is the extension of its characteristics to consider a wider range of complex problems. The main advantage of the ordered weighted logarithmic averaging distance operators is the introduction of distance measures, specifically the Hamming distance, to consider an optimal set of preferences and compare them to the options or alternatives that are selected by the decision makers.
The OWLAD and GOWLAD operators have diverse properties such as commutativity, idempotency, boundedness, monotonicity, non-negativity and reflexivity. We have studied different classical measures to characterize the weighting vector including the degree of orness, dispersion, balance and divergence measures. Moreover, motivated by the observation that these measures fail to work with numbers that are between 0 and 1, we propose additional measures to characterize the aggregation, including a transformation of the OWA measures into the R-scale. We have also presented four alternative formulations of the OWLAD and GOWLAD operators, which can be utilized depending on the ordering of the arguments to be aggregated.
Several particular cases of the ordered weighted logarithmic averaging distance operators have been analyzed. First, depending on the conformation of the weighting vector, the OWLAD operator can be reduced to the maximum and minimum distances, the step-OWLAD operator, the NLHD operator, the WLHD operator, the olympic-OWLAD, the window-OWLAD operator, the median-OWLAD operator, and the centered-OWLAD. Second, by analyzing the parameter , the GOWLAD operator is found to correspond to specific families, including the maximum and the minimum, the OWLGAD operator, the OWLHAD operator, the OWLAD operator, the OWLQAD operator and the OWLCAD operator.
The OWLAD and GOWLAD operators, including their particular cases and families, are designed to aid group decision-making processes. Engineering, statistics and economics are some of the scientific areas to which this new approach could be applied. 
→-∞ Lowest of the , for = Min ( , ) = � �
Note that for all cases, is the | − | value of GOWLAD 〈 , 〉, in decreasing order of values of | − |. 
