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ABSTRACT 
We study the cIass X,( R, S) of aU (0,1,2)-matrices with a prescribed row sum 
vector R and column sum vector S. A (0,1,2)-matrix in %s(R, S) is defined to be 
parsimonious provided no (0,1,2)-matrix with the same row and column sum vectors 
has fewer positive entries. In a parsimonious (0,1,2)-matrix A there are severe 
restrictions on the (0, l>matrix A (I) which records the positions of the l’s in A. We 
attempt to understand the relationships between the set of these matrices A(‘) and 
the pair (R, S). 
1. INTRODUCTION 
Let r be a positive integer, and let A = [ai j] be an m by n matrix with 
aijE {O,l,..., r} (i=l,..., m; j=l,..., n). We call A a(O,l,..., r)-matrix. 
Let 
ri=,glaij (i=l,...,m) 
and 
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Then 
R=(r, ,..., rm) and S=(s, ,..., s,,) 
are the row sum vector and column sum vector, respectively, of A. We 
denote the sum of alI the entries of A by a(A). Thus 
a(A)=r,+ ... +r,,=s,+ ... +s,. 
In this paper we study the class 9X,( R, S) of (0,1,2)-matrices with row 
sum vector R and column sum vector S. Let A be a matrix in a,( R, S). 
Then A admits a unique decomposition 
(1.1) A zz A(‘) + 2A@), 
where A(‘) and A@) are (0, lkmatrices. We caIl A(‘) the l-pattern matrix of 
A and Ac2) the 2-pattern matrix of A. The (0, l>matrix 
(1.2) A + = A(‘) + A(2) 
indicates the pattern of positive entries of A and is called the pattern matrix 
of A. We denote the number of l’s of A by 
p(A) = u( A(*)), 
and the number of 2’s of A by 
P(A) = a(Ac2)). 
We denote the number of positive entries of A by 
r(A) =a(A+). 
It follows that 
(1.3) 
and 
(1.4) 
7(A) = P(A) + P(A) 
u(A) = P(A)+@(A). 
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We define A to be parsimonious [2] provided 
T(A) < T(A’) 
for alI (0, 1,2>matrices A’ in Iu 2( R, S). Thus A is parsimonious if and only if 
A has the smallest number of positive entries among ail (0,1,2>matrices in 
%,(R, S). It follows from (1.3) and (1.4) that each one of the following 
conditions is equivalent to the parsimony of A: 
(1.5) A has the largest number of O’s, 
(1.6) A has the smallest number of l’s, 
(1.7) A has the largest number of 2’s 
among all (0,1,2>matrices in %a( R, S). We denote by 
p(‘)(R, S) = {A(‘): A E ‘%a(R, S) and A is parsimonious} 
the collection of the l-pattern matrices of the parsimonious (0, 1,2)matrices 
in V.l&R, S). We also obtain from (1.3) and (1.4) that the following three 
conditions are equivalent to one another: 
(1.8) A has the smallest number of O’s, 
(1.9) A has the largest number of l’s, 
(1.10) A has the smallest number of 2’s 
among ah (0,1,2>matrices in %a(R, S). We define A to be improvident [2] 
provided these conditions are satisifed. For example, 
are parsimonious and improvident matrices, respectively, in the class 
V.t,(R,S), where R=(5,4) and S=(3,2,2,2). 
We can also characterize parsimony and improvidence in the following 
manner. Let A = [aij] be in %,(R, S). Then by (1.4) 
tr(AAT) = j!J i afj 
i-1 j=l 
=4/3(A)+p(A)=2P(A)+o(A). 
Now a(A) = o(X) for all matrices X in %&Ii, S). Hence by condition (1.7) 
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for parsimony the matrix A is parsimonious if and only if 
tr( AA’) > tr( XXr) 
for all X in %a(R, S). Also, by condition (1.10) for improvidence A is 
improvident if and only if 
tr( AAT) < tr( -UT) 
for all X in (U,(R, S). Thus if we view the matrices in \ZI,(R, S) as points in 
Euclidean mndimensional space, then the matrices farthest from the origin 
are the parsimonious matrices, and the matrices nearest to the origin are the 
improvident matrices. 
Finally we observe that the parsimony and the improvidence of matrices 
are invariant under permutations of rows and columns. 
In Section 2 we first review the necessary and sufficient conditions on the 
integer r and the vectors R and S for the nonemptiness of the class Yi2(R, S) 
(r = 1,2). When r = 1, these conditions are equivalent to those of Gale [5], 
Ryser [S], and Ford and Fulkerson [4] for the existence of a (0, l)-matrix with 
prescribed row and column sum vectors R and S. From the Gale-Ryser- 
Ford-Fulkerson theorem we deduce necessary and sufficient conditions on R 
and S for the existence of a (0,1,2>matrix A in %a( R, S) such that 
A = 2A@) (in which case A is clearly parsimonious) and for a (0,1,2>matrix 
A such that A = A(‘) (in which case A is clearly improvident). We then 
discuss how one may pass from any (0, 1,2)-matrix in 91 d R, S) to any other 
by a sequence of simple operations called interchanges. We next show that 
for every parsimonious (0, l,B>matrix A, the l-pattern matrix A(‘) has the 
property that each 1 is either the only 1 in its row or the only 1 in its column. 
We call a (O,l)-matrix with this property a constdution matrix. Moreover, 
any constellation matrix can serve as the l-pattern matrix of some parsimo- 
nious (0, 1,2>matrix. In contrast, any (0, l)-matrix whatsoever can serve as the 
e-pattern matrix of an improvident (0,1,2)-matrix. 
In Section 3 we obtain inequalities that relate the number p(A) of l’s in a 
parsimonious (0,1,2)-matrix A and the number of odd row sums and odd 
column sums of A. Then we investigate the set of constellation matrices 
which can occur as the l-pattern matrices of the parsimonious (0, 1,2)-matrices 
in a class 91ZI,(R, S). In the final section we discuss some problems for future 
research. 
We conclude this introduction with a discussion of the relationship 
between the class !XI,(R, S) of (0,1,2)-matrices and the class B&R, S) of 
bipartite 2-multigraphs with prescribed degree sequences R and S. 
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Let A = [aij] be a (0,1,2>matrix in %,(R, S). We associate with A a 
bipartite Z-mu&graph B as follows. The vertex set of B is partitioned into the 
disjoint sets 
X= {xi ,..., xm} and Y= {yi ,... ,y,}. 
For each positive a, j there is an edge { lci, yj } of B with multiplicity a i j. The 
degree of vertex xi in B is ri (i = 1,. . . , m), and the degree of vertex yj in B 
is sj (j=l,..., n). Thus R and S are the degree sequences of B for the 
vertices in X and Y, respectively. The number of edges of B counting 
multiplicities equals u(A). We let %3s(R, S) denote the class of ah bipartite 
2muItigraphs that arise in this way. 
Let A be a matrix in a&R, S), and let B be its associated bipartite 
2-multigraph in YJ2(R, S). We draw B by representing each edge of multi- 
plicity 2 by a blue edge and each edge of multiplicity 1 by a red edge. Thus 
/?(A) counts the number of blue edges and p(A) counts the number of red 
edges in our drawing of B. The total number of edges in this drawing equals 
r(A). We say that the bipartite 2-multigraph B is parsimonious provided its 
associated matrix A is parsimonious. Thus the bipartite 2multigraph B is 
parsimonious if and only if its drawing contains the smallest number of edges 
among the drawings of ah bipartite Bmultigraphs in B3,(R, S). 
Suppose B is parsimonious. The red edges of B, which correspond to the 
l’s of the constellation matrix A(‘), determine a configuration of stars. Each 
star has its center in either X or Y. If a star consists of a single edge, then 
either the vertex in X or the vertex in Y can serve as the center. This 
ambiguity creates difficulties, some of which we have not been able to 
resolve. 
Because of the above association of (0,1,2>matrices with bipartite 2-mul- 
tigraphs, the results in this paper are bipartite analogues of our results in [2]. 
The distinction between the vertex sets X and Y in a bipartite 2-multigraph 
changes the essential nature of the questions considered. Hence the work 
reported here is not a special case of that in [2]. 
2. PARSIMONIOUS (0, l,B>MATRICES 
We begin with the fundamental existence theorem of Gale [S], Ryser 
[8,9], and Ford and FuIkerson [4]. 
THEOREM 2.1. Let R =(rl ,..., 7,) and S = (sl ,..., s,) be nonnegative 
integral vectors with r, + * + . + rm = s1 + . . . + s,. TI$ew exists (I matrix in 
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%,(R, S) if and only if 
(2.1) IZ((JI+ C ri- C sj2° 
iel jEJ 
foraZZZG {l,..., m} andJC {l,..., n}. 
The above theorem is a special case of a far more general theorem derived 
by Mirsky [6; 7, Theorem 11.5.1, p. 2051 in which arbitrary (rather than 0 
and 1) lower and upper bounds are imposed on each entry of the matrices. 
This theorem gives the following necessary and sufficient conditions for the 
nonemptiness of the class %,(R, S). 
THEOREM 2.2. Let R = (rl,. . ., rm) and S = (sl,. . . , s,) be nonnegative 
integral vectors with rl + . . . + r,,, = s1 + . . . + s,. There exists a matrix in 
%JR, S) if and only if 
(2.2) 2lZIIJI-t C ri- C sj>” 
iel jEJ 
foraZZIc {l,..., m} andJG (l,..., n}. 
Let R=(r, ,..., r,,,) and S=(s, ,..., s,,) be nonnegative integral vectors 
with rl + . . . + m, = s1 + . . . + s,. It follows from Theorem 2.1 that there 
exists a matrix D in the class az( R, S) each of whose entries is 0 or 1 if and 
only if (2.1) holds. The matrix D is clearly improvident, as Dc2) is a zero 
matrix. It also follows from Theorem 2.1 that there exists a matrix E in the 
class g2( R, S) each of whose entries is 0 or 2 if and only if each ri and each 
sj is even and (2.2) holds. The matrix E is clearly parsimonious, as E (‘) is a 
zero matrix. 
Let A = [aij] be an m by n matrix. Suppose h, k, p, and 9 are integers 
with 1~ h < k < m and 1~ p < 9 < n. We may obtain from A a matrix A’ 
with the same row and column sum vectors as A by adding either 
[_: -:] Or [-: _:1 
to the 2 by 2 submatrix of A which occurs in rows h and k and columns p 
and 9. The matrix A’ is said to be obtained from A by an (hk, p9)- 
interchange. It follows in the usual way [l, 8, 91 that the following inter- 
change property holds: Let A and A* be any two (0,1,2)-matrices in 
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% ,& R, S ). Then there is a sequence of interchanges which transfm A to A* 
where each intermediute matrix is also a (0,1,2>matrix in %,(R, S). 
We now use interchanges to show that the l-pattern matrix of a parsimo- 
nious (O, l,S)-matrix is highly restricted. 
THEOREM 2.3. Zf A is a parsimonious (0,1,2>mutrix in the class 
a,( R, S), then the l-pattern matrix A(‘) of A is a constellation matrix. 
Moreover, if the (0, l)-mutrix C is a constellation matrix, then there exists a 
nonempty class 3 z(R, S) such that every matrix Z in gU,(R, S) is parsimo- 
nious and has l-pattern matrix Z 0) which is obtained from C by a pennuta- 
tion of rows and of columns. 
Proof. Assume there is a 1 of A whose row and column each contain an 
additional 1. Without loss of generality 
1 1 
[ 1 1 a 
is a 2 by 2 submatrix of A. An appropriate interchange transforms this 
submatrix to one of 
[ I “0 y (a=Q, [i i] (a=l), [i t] (a=2) 
and thereby transforms A to a matrix in 9la( R, S) with fewer l’s than A. 
This contradicts the parsimony of A, and we conclude that A(‘) is a 
constellation matrix. 
Let C be a constellation matrix. Because any matrix obtained from a 
constellation matrix by permutations of its rows and its columns is also a 
constellation matrix, we may assume 
rz 0 0 ol 
(2.3) 
where Z is an identity matrix, U is a matrix with at least two l’s in each row, 
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V is a matrix with at least two l’s in each column, and the O’s represent zero 
matrices of appropriate sizes. Any of these submatrices may be vacuous. Let 
zoo0 
A= i 0 0 v 
0 v 0 
0 I 0’   0  
where a denotes the matrix obtained from a matrix M by replacing each 0 
with a 2. Clearly, A(‘) = C. We observe that no sequence of interchanges can 
alter the submatrices 0 and G of A. 
Suppose %,(R, S) is the class that contains A. Let Z be any matrix in the 
class 5X,( R, S). It follows from the interchange property and the above 
observation that 
P 0 0 0 
z- 1 0 0 it 0 I5 0   0 0 1 0’  
where Z and A are conformally partitioned. Because Z has the same row 
sum and column sum vectors as A, we see that P is a permutation matrix, 
that E is a matrix obtained from 0 by a column permutation, and that z is a 
matrix obtained from v by a row permutation. The theorem now follows. n 
A (0, 1,Stmatrix whose l-pattern matrix is a constellation matrix need not 
be parsimonious. For example, the two matrices 
A=[! H a] and A’=[% I !] 
are in the class a,( R, S) where R = S = (3,3,2). Although A(‘) is a consteIla- 
tion matrix, A is not parsimonious because A’ has fewer 1’s. 
While the l-pattern matrix of a parsimonious (0, 1,2>matrix is restricted 
to be a constellation matrix, there is no restriction on the Bpattem matrix of 
an improvident matrix. 
THEOREM 2.4. Let D be an arbitrary (0, l)-matrix. Then there exists an 
improvident (0,1,2)-matrix A whose 2-pattern matrix equals D. 
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Proof Let A be the matrix obtained from 20 by replacing each 0 with 
a 1. Suppose \LI,(R, S) is the class that contains A. Then each row of A has 
at least as many l’s as the corresponding row of any matrix in %s(R, S). It 
follows that A is improvident and that A@) = D. n 
3. CLASS COMPATIBILITY OF CONSTELLATION MATRICES 
We recall that a constellation matrix C is a (0, l>matrix with the property 
that each 1 is either the only 1 in its row or the only 1 in its column. Let p 
and q be integers with p > 2 and q > 2. A horizontal constituent K 1, p 
(respectively, vertical constituent K,,l) of C is the collection of the l’s in a 
row (respectively, l’s in a column) with exactly p l’s (respectively, q l’s). An 
ambiguous constituent K,, , of C is a 1 which is the only 1 in both its row and 
its column, and hence is a constituent with no clearly defined orientation. If 
we had not defined each K i, 1 as an ambiguous constituent, then we would 
have been forced to assign arbitrarily an orientation to each K,,,. It is 
precisely this ambiguity that introduces complications. The size of a con- 
stituent is the number of its 1’s. A constituent is even or odd according as its 
size is even or odd. We do not distinguish between constituents of the same 
type if they have the same size. The configuration of C is the multiset of 
constituents of C of all types. A collection V of constellation matrices is 
cZu.ss-compatible provided there exists a pair (R, S) such that each C in V 
has the same configuration of constituents as some matrix in the set 
P(l)(R, S). We then say that the pair (R, S) affords the collection V. Note 
that the matrices in V may have different sizes. We seek necessary and 
sufficient conditions in order that a collection %? of constellation matrices be 
class-compatible. A collection V of constellation matrices is arithmetically 
compatible provided there exist nonnegative integers p, X, and v such that 
each constellation matrix in %? has p l’s, has h rows with an odd number of 
l’s, and has v columns with an odd number of 1’s. 
LEMMA 3.1. Zf a collection V of constellation matrices is class-compati- 
ble, then % is also arithmetically compatible. 
Proof. Suppose the collection % of constellation matrices is class-compat- 
ible. Let the pair (R, S) afford %?. By the definition of parsimony each 
constellation matrix in %’ has the same number p of 1’s. For any constellation 
matrix in V the number of rows (respectively, columns) with an odd number 
of l’s equals the number h (respectively, v) of odd components of R 
(respectively, S). Therefore 9 is arithmetically compatible. l 
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The integers p, A, and v associated with an arithmetically compatible 
collection V of constellation matrices are called the arithmetic invariants of 
%‘. By Lemma 3.1 a classcompatible collection of constellation matrices has 
arithmetic invariants. 
THEOREM 3.2. Let V be an arithmetically compatible collection of 
constellation matrices with arithmetic invariants p, A, and v. Then 
(3.1) 
(3.2) 
p=A=v(mod2), 
X+v>p>,max{X,v}. 
Moreover, the invariant 
(3.3) d=X+v-p 
equals the number of odd constituents in any constellation matrix in %?. 
Proof. Let C be any constellation matrix in %?. Each odd constituent of 
C contributes an odd number to each of p, A, and v, while each even 
constituent contributes an even number. Hence (3.1) holds. Each of the h 
rows of C with an odd number of l’s contributes at least one to the total 
number p of l’s, and hence p > A. Similarly, p >, v. Let d denote the number 
of odd constituents of C. Consider a constituent with t 1’s. If t is even, then 
this constituent contributes t to both of the sums h + v and p + d. If t is 
odd, then the constituent contributes t + 1 to both of X + v and p + d. 
Hence h + v = p + d, and the theorem follows. 8 
We now discuss the cases of equality in (3.2). It follows from Theorem 3.2 
that X + v = p if and only if a constellation matrix in 9 has no odd 
constituents. Suppose that p = X > v. Let C be a constellation matrix in V. It 
follows from the proof of Theorem 3.2 that each row of C contains at most 
one 1 and hence C has no horizontal constituents. Conversely, if C has no 
horizontal constituents, then p = X >, v. Similarly, p = v > h if and only if C 
has no vertical constituents. It follows that p = h = v if and only if each 
constituent of C is ambiguous. We characterize those pairs (R, S) for which 
each constellation matrix in B(‘)(R, S) has only ambiguous constituents. 
THEOREM 3.3. Let R = (rl,. . . , r,,,) and S = (sl,. . . , s,,) be nonnegative 
integral vectors with r, + . ’ . + r, = sr + * . . + s,. Suppose A is the number 
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of odd components of R, and v is the number of odd components of S. Then 
the following assertions are equivalent: 
(3.4) There exists a parsimonious (0, 1,2)-matrix in IZI J R, S) whose l-pattern 
matrix has only ambiguous constituents. 
(3.5) Every parsimonious (0,1,2)-mu&ix in the nonempty class %,( R, S) has 
a l-pattern matrix with only ambiguous constituents. 
(3.6) (a) X = v, 
03) ~~~~~~i~~jr,/21-~j~,Isj/21~o for all IL {L...,m} ad 
,..*, t 
(C> ~!:I~~ierl’i/21-~jt,[Sj/2J>,0 for al2 IC {l,...,m} and 
C ,.**> n>. 
Proof. Suppose A is a parsimonious matrix in 9l 2( R, S) whose l-pattern 
matrix A(‘) has only ambiguous constituents. Let a(A(‘)) = p. Then p = h = 
v. The equivalence of (3.4) and (3.5) now follows from the discussion which 
precedes the theorem. 
For a real vector T=(tl,...,t,) let 
Iv1 =(rt~/zl,...,It,/2]), 
Lw = (b,/21~...~ It,/q). 
Now suppose (3.4) holds, and let A be a parsimonious matrix in 8 2( R, S) 
such that A(‘) has only ambiguous constituents. Then (3.6)(a) holds. The 
(O,l)-matrix +(A + A(‘)) is in %,([R/Zl,[S/Zl), and the (0, lkmatrix +(A - 
A(‘)) is in 9l r([ R/2], [S/Z]). Hence (3.6)(b) and (c) follow from Theorem 2.1, 
and (3.6) holds. 
Now suppose (3.6) holds. Because r1 + . . . + r,,, = sI + . . . + s, and X = 
and 
v, we have 
Because (II) and (c) hold, it now follows from Theorem 2.1 and the bipartite 
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analogue of the l-factor theorem as given in [3] that there exist (0, I>matrices 
X in ‘Ir1(1R/2],lS/21) and Y in E1(lR/2j,lS/21) with Y < X (entrywise). 
The matrix X + Y is in the class ,LL,( R, S) and has l-pattern matrix X - Y 
which has only ambiguous constituents. It follows that X + Y is parsimonious, 
and hence (3.4) holds. w 
Let 9 be an arithmetically compatible collection of constellation matrices 
with arithmetic invariants p, A, and v. The following examples show that no 
two of these invariants determines the other. If R = S = (1, l), then p = 2 and 
X = v = 2, while if R = S = (4,1, l), then p = 4 and X = v = 2. Thus X and v 
do not determine p. If R = S = (l,l, l), then v = 3 and p = h = 3, while if 
R = (3,1,1) and S = (4, l), then v = 1 and p = h = 3. Thus p and X do not 
determine v. Similarly, p and v do not determine A. Therefore p, A and v 
are independent parameters defining an arithmetically compatible collection 
of constellation matrices. However, we do not know whether the arithmetic 
invariants p, A, and v also determine a class-compatible collection of constel- 
lation matrices. In other words, if % is an arithmetically compatible collec- 
tion of constellation matrices, then we do not know whether there always 
exists a pair (R, S) which affords V. If there always is such a pair (R, S), then 
the converse of Lemma 3.1 is true. 
For example, let 
(3.7) 
1 
C=O 1 
0 0 0 
0 0 
2 
0 0 0 
0 1 1 1 I 1’ 0 
be constellation matrices with respective configurations { K,, r, K,,, }, 
(Ki.1, Ks.1, KU), and {K,,,, Kz,l}. Then the collection $9 = {C,, C,, Cs} is 
arithmetically compatible with arithmetic invariants p = 5 and X = v = 3. 
However, we do not know if 9 is class-compatible, that is, we have been 
unable to find a pair (R, S) which affords $9. 
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Let V be a collection of constellation matrices each of which has exactly 
d odd constituents. Then %? is orientable provided there exists nonnegative 
integers d, and do with 
(3.8) d=d,+d,, 
such that each constellation matrix in V has at most d, odd horizontal 
constituents and at most do odd vertical constituents. Thus %2 is orientable if 
and only if for each constellation matrix in V it is possible to assign one of the 
two orientations, horizontal and vertical, to each of its ambiguous con- 
stituents so that the resulting configuration has d, odd horizontal con- 
stituents and do odd vertical constituents. Each of two collections {C,, C,) 
and { C,, C,} of constellation matrices in (3.7) is orientable, but the collection 
{C,, C,, C,} is not orientable. 
We now prove the converse of Lemma 3.1 with the additional hypothesis 
of orientability. 
THEOREM 3.4. lf an orientable collection V of constellation matrices is 
arithmetically compatible, then V is clawcompatible. 
Proof. Let V be an orientable collection of constellation matrices which 
is arithmetically compatible with arithmetic invariants p, A, and v. We orient 
the ambiguous constituents of each constellation matrix C in V so that each 
C has d h odd horizontal constituents and do odd vertical constituents. Now 
the total number of l’s in the horizontal constituents is v - d, and the total 
number of l’s in the vertical constituents is X - d, for each C in %Y. 
Consider the matrix 
(3.9) 
Xl A, 
A=A o> 
[ 1 ” 
where 
(3.10) 
(p-X)/Z (p-X)/Z dh 
194 
and 
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(3.11) A,= 
, 
2.l 
0 
I 
1 
0 : 
i 
1 
i 
2.l : 
i 
0 
0 : 
i 
_ _i I 0 
(p-u)/2 
In (3.9), (3.10), and (3.11), 0, Z and J denote, respectively, a zero matrix, an 
identity matrix, and an all l’s matrix of the appropriate size. Let %,(R, S) be 
the class of (0,1,2>matrices which contains A. It follows from (3.9) that 
every matrix B in 8 s( R, S) has a decomposition 
(3.12) 
2.l B, 
B= B 
[ 1 0 0 
like that of A. Let ‘U,(R,, S,) and a,( R,, S,) be the classes which contain 
A,, and A,,, respectively. Then the matrix B is parsimonious if and only if 
both B, and B, are parsimonious. 
Each column sum of A, is odd, and A, has exactly one 1 in each column. 
Thus a matrix B, in ‘1I,(R,, S,) is parsimonious if and only if it has exactly 
one 1 in each column. Hence the number p,, of l’s in a parsimonious matrix 
in %,(R,, S,) is given by 
by (3.10), (3.3), and (3.8). 
Let C be any constellation matrix in V, and let the sizes of its horizontal 
constituents be 
2p(l)+l,..., 2p(d,)+1,2p(d,,+1),...,2p(dh+e), 
where e is the number of even horizontal constituents of V. We have 
(3.13) 
P-X 
p(l)+p(2)+ ... +p(d,,+e)=--2---, 
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and hence neither the sum p(l) + * . . + p(d,,) nor e exceeds (p - X)/2. We 
define the (0, 1,2)matrix 
~(1) + + p(4) 
x= 
1 . . . 1 2 
. . 0 
2 1 . . . 1 i 
1 . . . 1 0 
0 
0 1 . . . 1 1 
2 . . . 2 0 . . . 0 
4 
(PA)/2 
(PA)/2 
where row i has p(i) consecutive l’s for i = 1,2,. . . , d,, + e. The matrix 
is a parsimonious matrix in the class %,(R,, S,). By a similar construction we 
produce a parsimonious matrix B, in the class %s(R,, S,). The matrix B is a 
parsimonious matrix in L!ls(R, S) of the form (3.12). Moreover, the l-pattern 
matrix B(l) has the same configuration of constituents as the constellation 
matrix C. Therefore the collection V is class-compatible. n 
4. CODA 
In this final section we pose several problems concerning classes of 
(0,1,2>matrices with prescribed row and column sum vectors. 
In Theorem 3.4 we showed that any arithmetically compatible collection 
of constellation matrices which is orientable must be class-compatible. By 
Lemma 3.1 any class-compatible collection of constellation matrices is arith- 
metically compatible. Now consider the collection % = {C,, C,, C,} of con- 
stellation matrices defined in (3.7). Although V is arithmetically compatible, 
it is not orientable, and we have been unable to determine whether V is 
class-compatible. More generally, we may ask whether the converses of 
Lemma 3.1 and Theorem 3.4 are valid. 
196 RICHARD A. BRUALDI AND T. S. MICHAEL 
PROBLEM 4.1. Let %? be a collection of constellation matrices. Does 
either of the following two statements hold? 
(i) If 9 is arithmetically compatible, then %? is class-compatible. 
(ii) If %? is class-compatible, then %? is orientable. 
We note that (i) and (ii) cannot both be true, because the collection 
{C,, C,} of constellation matrices in (3.7) is arithmetically compatible but is 
not orientable. 
Suppose (i) is valid. Then the class-compatibility of %? may be tested 
easily by computing the arithmetic invariants of each constellation matrix in 
9. Now suppose (ii) is valid. Then 9 is class-compatible if and only if V is 
arithmetically compatible and 
where X, v, and p are the arithmetic invariants of %?, and (1~ (respectively, 
(I:) is the maximum number of odd horizontal (respectively, vertical) con- 
stituents among all constellation matrices in %?. 
We define three binary relations on the collection of all constellation 
matrices as follows: 
C -(2C’ provided {C, C’} is arithmetically compatible, 
C -,C’ provided { C, C’} is class-compatible, 
C -,C’ provided { C, C’} is orientable. 
We note that each of these binary relations is reflexive and symmetric. 
The relation - (, is clearly transitive and hence is an equivalence relation. 
However, the relation - o is not transitive, because the constellation matrices 
C,, C,, and C, in (3.7) satisfy C, -,C,, C, -,,C.., and C, {,,C,. 
PROBLEM 4.2. Is the binary relation - ~ transitive? 
If (i) of Problem 4.1 holds, then - ( is transitive; if (ii) of Problem 4.1 
holds, then - r is not transitive. 
Recall that p(A) counts the number of l’s in the (0,1,2>matrix A, and 
P(A) counts the number of 2’s. Let %,(R, S) be a nonempty class of 
(0, 1,2)-matrices. We define 
and 
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Then p(A) = fi if and only if A is parsimonious. Also, p(A) = p if and only if 
A is improvident. 
Now let A be a parsimonious matrix in % a(R, S). The number X 
(respectively, v) of odd horizontal (respectively, vertical) constituents of the 
constellation matrix A(‘) equals the number of odd components of R (respec- 
tively, S). It follows from Theorem 3.2 that max{ X, r} < ji < fi < X + v. 
PROBLEM 4.3. 
(i) Find formulas to evaluate fi and 6. 
(ii) Given nonnegative integral vectors R and S, find good algorithms for 
the construction of a parsimonious matrix and an improvident matrix in 
ZI,(R, S). 
Let T beapositiveinteger,andlet R=(r,,...,r,)and S=(sr,,..,s,)be 
nonnegative integral vectors. We denote by 8 ,(R, S) the class of all 
(0, 1,. . . , r)-matrices with row sum vector R and column sum vector S. A 
theorem of Mirsky [6] gives necessary and sufficient conditions for the 
nonemptiness of the class % ,( R, S). We generalize the notion of parsimony 
and define a matrix in a,( R, S) to be parsimonious provided it has the 
smallest number of positive entries among all matrices in Yl,( R, S). We 
showed in Section 1 that for r = 2 a matrix A is parsimonious if and only if 
tr(AAT) is maximum. However, this characterization of parsimony is not 
valid in general. For example, let r = 4 and let R = S = (5,2). Then the class 
X ,( R, S ) consists of the two matrices 
and V= 
Then U is parsimonious and V is not. On the other hand, 
tr(WT)=19>17=tr(UUT). 
Thus if we instead define a matrix A in 3 .( R, S) (r > 2) to be parsimonious 
provided tr(AAT) is maximum, we obtain a notion of parsimony which 
neither implies nor is implied by the one given. 
In a subsequent paper we shall investigate these and other notions of 
parsimony as well as other properties of the class Cu ,( R, S). 
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