clude that the formation of P2 involves the breaking of one or more of the C-H bonds. Furthermore, we assume that P2 is not formed by the breaking of the N-CH 3 bond, because the CN and CH 3 products of such a reaction would be readily observed as distinctly different species in the STM images.
To gain insight into the electronic states involved in these electron-induced reactions, we performed DFT calculations for CNMe and CNHMe on Pt(111) (20) . The calculated partial density of states (PDOS) localized on CNMe and CNHMe is shown in Fig. 3B . The solid curves represent the total DOS of the two molecules. For both cases, the unoccupied state near the Fermi level (E F ) mainly consists of p-orbital components (indicated by the dashed curves in Fig. 3B ), which are mostly localized on the NC multiple bond. This result indicates that the DOS just above E F corresponds to the p* orbital, which is the LUMO (lowest unoccupied molecular orbital) for both CNMe and CNHMe. As expected, the broadening and downward shift of the p* orbital that accompanies the conversion of CNMe to CNHMe are appreciable and are a manifestation of a large orbital rehybridization.
The deprotonation of CNHMe occurs selectively at the N-H bond without affecting the C-H bonds. The deprotonation threshold was observed at 2.8 V, corresponding to the LUMO (p* orbital). Sainoo et al. reported that the interaction between chemical bonds and incident tunneling electrons is governed by the spatial distribution of the molecular orbital at the resonant level (21) . Thus, the reaction efficiency should be ruled by the degree of localization of the p* orbital on each H atom. The selectivity we observed is supported by calculations showing ( fig. S3 ) that the p* orbital has a greater probability density at the N-H bond than at a C-H bond. As a consequence, the broadening and downward shift of the p* orbital enables the incident electron to have a higher efficiency to enter the p* orbital at lower energy. This would explain the lower threshold energy, as well as higher reaction efficiency, that are observed in CNHMe dehydrogenation.
Our findings suggest that the difficult problem of reversibility in bond-breaking reactions of single molecules can be overcome by taking advantage of the surface chemistry that naturally occurs on catalytically active metals such as Pt. The cyclic reaction scheme for the CNMe/Pt(111) system established here is summarized in Fig. 3C . CNMe reacts with hydrogen to form CNHMe through exposure to H 2 (gas). CNHMe is then converted back to the original CNMe through application of a voltage pulse (2.7 to~3.0 V) from the STM tip. This cycle can be repeated to interconvert single molecules of two species with substantially different electronic and geometric structures. Alternatively, application of a voltage pulse leads to further decomposition involving the breaking of the C-H bonds of CNMe. This system thus features both bond selectivity and reversibility and thereby demonstrates an unusually high degree of control of chemistry at the singlemolecule level. package DMol 3 in Material Studio (Version 3.1) of Accelrys Inc. using the RIKEN Super Combined Cluster system. The physical wave functions are expanded in terms of numerical basis sets in the DMol 3 method. The double-numeric quality basis set with polarization function was used in the calculation. The generalized gradient approximation functional developed by Hammer, Hansen, and Nørskov (revised Perdew, Burke, and Enzerhof functional) was used. A Fermi smearing of 0.005 hartree (1 hartree = 27.2114 eV) and a real-space cutoff of 3.5 Å were used to improve computational performance. All electron scalar relativistic calculations were performed. Periodic 3 × 3 surface slabs, four layers thick, sampled by (2 × 2 × 1) k points, with a 20 Å vacuum region between the slabs, were used. The adsorbate and the two top layers of metal were allowed to relax in all of the geometry optimization calculations. 21 We used phase models to describe and tune complex dynamic structures to desired states; weak, nondestructive signals are used to alter interactions among nonlinear rhythmic elements. Experiments on electrochemical reactions on electrode arrays were used to demonstrate the power of mild model-engineered feedback to achieve a desired response. Applications are made to the generation of sequentially visited dynamic cluster patterns similar to reproducible sequences seen in biological systems and to the design of a nonlinear antipacemaker for the destruction of pathological synchronization of a population of interacting oscillators.
C omplex system responses can emerge from interactions among nonlinear rhythmic components (1, 2). Examples abound in biology (3, 4), communications (5), population dynamics (6), and chemical reaction systems (7, 8) . Inherent feedback is often an integral component; for example, circadian rhythms are controlled by the interactions within the multicellular master circadian clock in the brain, entrainment from sunlight, and feedback from other brain parts and locomotive activities (9) .
External feedback can be used to control the behavior of complex rhythms, both to tune essential behavior, such as by heart pacemakers (10), or to alter pathological behavior, such as by deep-brain "antipacemakers" in tremors or Parkinson's disease (11) . In such applications, a mild control is desired so that the system can be tuned to a desired behavior without destroying its fundamental nature. The efficient description and design of complex dynamic structure is a formidable task that requires simple yet accurate models, incorporating integrative experimental and mathematical approaches that can handle hierarchical complexities and predict emergent, system-level properties. Such approaches include phase models (3, 12, 13) and pulse-coupled models (14) that have been used to describe mutual entrainment of weakly interacting neuronal assemblies (15) (16) (17) .
Here we present a methodology for the design of complex dynamical structure that does not require a detailed chemical or biological description of the individual units. The simplicity and analytical tractability of phase models (3, 12, 18, 19) are exploited to design optimal global, delayed, nonlinear feedback for obtaining and tuning desired behavior. The feedback design methodology is capable of creating a large class of structures describable by phase models for general selforganized rhythmic patterns in weakly interacting systems with small heterogeneities. The method is demonstrated in three experiments: the tuning of desired arbitrary phase differences between two dissimilar oscillators, the generation of complex patterns that include self-organized switching between unstable dynamical states, and the physiologically important problem of desynchronization of oscillators.
We engineer a desired behavior of a population of N oscillators through the imposition of a nonlinear, time-delayed feedback. A timedependent system parameter perturbation [dp(t)], where p is a system parameter and t is time, is chosen to be a nonlinear function of the measured variables x k (t) summed over the population
where K is the overall gain; here, we choose the nonlinear feedback function (h) to be a polynomial
where k n and t n are the gain and the delay of the nth-order feedback, respectively, and S is the overall order of the feedback. The challenge is obtaining the best form of the feedback: that is, obtaining the order and time delays best suited for the desired complex structure. We exploit the simplicity and flexibility of phase models in describing collective behavior of complex rhythms. Phase models, which describe each rhythmic unit by a single variable, the phase, provide an efficient tool for the analysis of the collective behavior of coupled oscillators (3, 12) . Because of their simplicity and mathematical tractability (as compared with full ordinary differential equation descriptions), phase models can often be constructed to yield typical dynamical states in populations of interacting rhythms including, for example, synchronized or desynchronized behavior, stable or intermittent clustering, or bistability between synchronized and nonsynchronized states (3, 12, (18) (19) (20) (21) .
A phase model is constructed that reproduces the desired state. A population of oscillators with weak, global (all-to-all) coupling can be described by (3, 12) 
where f i and w i are the phase and the natural frequency of the ith oscillator, K is the global coupling strength, and H is the interaction function. [Such a reduction is possible for a weakly heterogeneous population where the heterogeneities are small as compared to the intensity of coupling (12) .] Equation 3 shows that the phase of an element increases at a rate equal to its inherent frequency (w i ), slightly modified by slowing down or speeding up resulting from interactions with other elements. The interaction function H(Df) characterizes the extent of phase advance or delay as a result of the interaction between oscillators. For a desired target state (i.e., time variation of the phases of the oscillators), an optimal target interaction function H(Df) is determined through analytical and numerical investigations of the phase model (Eq. 3). The manipulation of the harmonics in the interaction function provides flexibility in the development of desired states. After obtaining an appropriate interaction function H(Df) for the phase model, the feedback parameters for use in the experiments (Eqs. 1 and 2) can be obtained from the relation (12)
where the response function Z(f), proportional to the phase-response curve widely used to interpret external entrainment in circadian rhythms, shows the phase advance per unit perturbation as a function of the phase of the oscillator. Consequently, we obtain Z(f) (22) , and thus H(Df), from direct experiments on one (13, 15, 23) or two (24) oscillators.
Given a feedback dp(t) and a response function Z(f), we could obtain the interaction function Η(Df) for use in the phase model. However, we proceed in the opposite manner and choose an interaction function to produce desired states and then design a feedback loop dp(t) with optimized feedback gains k n and delays t n to give the desired Η(Df). The parameters k n and t n are found with standard optimization techniques (22) . It can be shown analytically that, in weakly nonlinear oscillators, the order of feedback enhances the corresponding harmonic in the interaction function, and the delay time produces an offset in the phase difference (22) . Thus, if we need an interaction function with predominantly first-and second-order harmonics, linear and quadratic feedback shall be applied and the delays of the feedback used to tune the ratio of the cosine and sine terms of H. The optimized feedback is then expected to produce the target dynamics through imposing the proper interaction function in the phase-model description.
We first demonstrate the method with a seemingly simple, but nevertheless nontrivial, example: tuning the (phase-locked) phase difference between two electrochemical oscillators with different inherent frequencies. The problem may arise in the design of oscillator arrays for communications and radar applications (25) and also in the dephasing of the timing of spikes in neurons (20) . The electrode potential E(t) in the experimental chemical system is oscillatory (Fig.  1A) . The phase difference between two (noninteracting) electrodes of somewhat different frequencies changes approximately linearly (Fig.  1B) . For illustration, we choose the special case of an out-of-phase entrained target state with phase difference Df* = p/2 that can be obtained with an interaction function with first-and second-order harmonics H(Df) = cos(Df) − sin(2Df). [A general target phase difference can be obtained with an interaction function having an odd part H(Df) = sin(Df) + Rsin(2Df), where R is a control parameter (22) .] Because the target interaction function is composed of first-and second-order harmonics, a feedback composed of linear and quadratic terms is chosen; the design requires the waveform of the oscillators and the response function (Fig. 1C) . The optimized and target interaction functions and odd part are shown in Fig. 1, D and E. With feedback, the desired locked phase difference of Df* = p/2 (or -p/2) (Fig. 1, B and F) was achieved.
We now consider the generation of sequential dynamical states (26, 27) . Sequential patterns can play a role in information processing and in the functioning of memory in neural systems (26, 27) ; scent cues processed by the olfactory system are encoded in complex spatial and temporal patterns of firing neurons (28) . The mathematical concept of slow switching (21) predicts an alternation between synchronized cluster states in a population of (at least) four oscillators with, for example, H(Df) = sin(Df -1.32) − 0.25sin(2Df) in Eq. 3. Because heteroclinic orbits connect the unstable dynamic states and these orbits are typically not robust against heterogeneities and noise caused by their structural instabilities, their demonstration in experimental systems is a challenging task.
We optimized a quadratic feedback to a population of four oscillators that reproduced an interaction function proposed for slow switching (Fig. 2A) . The experimental system with feedback sequentially visits (unstable) two-cluster states with two oscillators in each cluster; Fig. 2B shows two (saddle-type) cluster states in state space. The phase model predicts a switch between these states as a result of the existence of heteroclinic orbits connecting the states. In the experiments, we observed switching between the cluster states (red line in Fig. 2B ) along the theoretically predicted orbit (black line in Fig. 2B ). We observed many switches along the heteroclinic orbits in a long time series. These switches can be seen as a fluctuation of the system order (Fig. 2C) . The time scale of the cluster switching is 60 s, much greater than the 2.2-s period of the individual oscillating elements.
The engineered feedback produces configurations of two clusters, each containing two elements, connected by heteroclinic orbits; the particular elements in each cluster and the switching dynamics depend on initial conditions as well as heterogeneities and noise. Figure 2D shows that, in a long experiment, the system iterates among predicted two-cluster configurations; when the orbits approach a cluster state, the (color-coded) phase velocity slows down, indicating that the states are of saddle types. During the iteration among orbits, the system exhibits a complicated pattern with occasional jumps from one heteroclinic orbit to another. Two types of transitions have been experimentally observed. Intracluster transitions occur when the elements of a single cluster reverse themselves (compare t = 60 s and t = 180 s in Fig. 2C ). An intercluster transition occurs when an element from one cluster pairs with an element from the adjacent cluster [ fig. S4 (22) ]. Both types of transitions are seen in the trajectory of the experimental system illustrated in phase-space plots in Fig. 2, D and E. Because of inherent heterogeneities (about 0.2% frequency differences) between the oscillators, a motion in state space close to but not on Synchronization in biological systems can be pathological. Deep-brain stimulation with highfrequency, high-amplitude electrical signals is being used to destroy synchronized rhythms in Parkinson's disease and essential tremor and has potential application in epilepsy antipacemakers (11) . Low side-effect antipacemakers require the development of advanced desynchronization methods (29, 30) .
Our proposed phase-model methodology provides an efficient design of mild nonlinear feedback antipacemakers for weakly interacting systems. A system of 64 weakly relaxation oscillators, synchronized with global coupling through a common resistor (13) , has the interaction function shown in Fig. 3B obtained from the response function and waveform shown in Fig.  3A . The interaction function exhibits a positive slope at Df = 0, resulting in a synchronized (onecluster) state with a large order parameter (left side of Fig. 3C ). Although the one-cluster state can be broken with a linear feedback technique (29) , instead of a desynchronized state, synchronized cluster states can appear (here as a threecluster configuration as seen in Fig. 3C ). The occurrence of such clusters is caused by the higher harmonics in the overall interaction function, including the aggregate effects of coupling and linear feedback.
A desynchronized state without stable, ordered cluster states can be obtained with nonlinear feedback. Many nonlinear feedbacks can produce a nonsynchronized state without clusters. Mild, effective desynchronization can be achieved by minimizing the power of the feedback signal under the condition that the feedback produces a family of target interaction functions with negative odd components: for example,
e k sinðkDfÞ, where M is the largest harmonics considered and the e k are small numbers. A linear programming optimization (22) resulted in a mild, secondorder feedback that produces an interaction function with negative odd harmonics (up to M = 5) (Fig. 3D ). This quadratic feedback can successfully desynchronize the system as seen in Fig. 3E . The initially synchronized state (t < 60 s) desynchronizes with the designed nonlinear feedback (60 s < t < 440 s); the elements almost uniformly populate the cycle, and all order parameters drop to low values. When the feedback is turned off (t = 440 s), the system returns to the synchronized state.
We have experimentally demonstrated an effective method of designing complex dynamic structure and tuning a wide spectrum of emergent collective behavior in systems composed of rhythmic elements. The method is precise enough to engineer delicate synchronization features of nonlinear systems and can be applied to both small sets and large populations. Because the method does not require a priori detailed physical, chemical, and biological models, it should find applications in pacemaker and antipacemaker design in systems where there is a need for tuning complex dynamical rhythmic structures but where such detailed models are difficult to obtain. www.sciencemag.org SCIENCE VOL 316 29 JUNE 2007 
