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Introduction
A new tool has become popular in the 1990s for the study of matrices and linear operators. The traditional tool is eigenvalues or spectra (for matrices or linear operators, respectively), which may reveal information about the behaviour of systems both linear and nonlinear, including stability, resonance, and accessibility to matrix iterations and preconditioners. Eigenvalues and spectra tend to be less informative, however, when the matrix or operator is non-Hermitian, or more generally, nonnormal (roughly, having nonorthogonal eigenvectors). Pseudospectra are sets in the complex plane that sometimes do better. For each > 0, the -pseudospectrum of a given matrix or operator is a nonempty set in the complex plane, and the spectrum and the eld of values (= numerical range) can be recovered as special cases from the limits ! 0 and (after peeling away an -border region) ! 1, respectively. Pseudospectra seem to have been invented independently (with di erent names) at least ve times: by Landau (1975 Landau ( , 1976 Landau ( , 1977 , Varah (1979) , Godunov, et al. (Godunov, 1992 and As is common in the history of scienti c computing, this progress has been made possible by developments in both hardware and algorithms.
There is an obvious numerical method for plotting pseudospectra: compute an SVD (singular value decomposition) at each point on a grid in the complex plane, then send the results to a contour plotter. However, one can do better, typically by a factor of about N=4 for a problem of dimension N, even without using multiple processors or the techniques of sparse matrices. The aim of this article is to explain the ideas that make this possible.
The style of the article is tutorial. The reader I imagine has an interest in eigenvalue problems for large matrices, probably arising as discretizations of di erential or integral operators, and a suspicion that sometimes they do not reveal all they should about his or her problem. Among the questions he or she may ask are, When should I compute pseudospectra? How should I do it? What will they tell me?
Throughout our discussion, ideas for matrices will be formulated in a manner consistent with the fact that in most applications, the matrices we are dealing with are approximations to in nite-dimensional operators. Since pseudospectra are norm-dependent, it is essential to frame the matrix norms in a manner that permits them to converge to the appropriate continuous norms as the approximation is re ned. We handle this by de ning the inner product and norm associated with a matrix A with respect to a weighting matrix W, which might, for example, be a diagonal matrix of Gauss quadrature coe cients. The similarity transformation B = WAW ?1 then provides a matrix B for which the equivalent problem of pseudospectra is associated with the usual Euclidean inner product and norm.
The literature on the numerical computation of pseudospectra is growing, but still manageable, and in this article, all the papers I know of are cited. Let me acknowledge here at the beginning those authors I am aware of who have published on this subject: C. Bekas, Thierry Braconnier, Martin Br uhl, Jean-Fran cois Carpraux, Fran coise Chaitin-Chatelin, Jocelyne Erhel, Val erie Frayss e, Eduardo Gallestey, Stratis Gallopoulos, Luc Giraud, Sergei Godunov, Vincent Heuveline, Nicholas Higham, Didi Hinrichsen, Viktor Kostin, Shiu-Hong Lui, P. Lavall ee, Osni Marques, Alan McCoy, Bernard Philippe, Tony Pritchard, Axel Ruhe, Milhoud Sadkane, Valeria Simoncini, Kim-Chuan Toh, Vincent Toumazou, and Anne Trefethen. To any others whom I may have overlooked, my sincere apologies.
For an introduction to the noncomputational aspects of pseudospectra, I recommend (Trefethen, 1992) , (Trefethen, 1997) , (Trefethen, 1999) , and (Trefethen, Trefethen, Reddy and Driscoll, 1993) .
In 1990, getting a good plot of pseudospectra on a workstation for a 30 30 matrix took me several minutes. Today I would expect the same of a 300 300 matrix, and pseudospectra of matrices with dimensions in the thousands are around the corner.
Norms and adjoints: matrices A and B
Let A be a real or complex matrix or closed linear operator acting in a Hilbert space over the complex numbers C with inner product ( ; ) and corresponding norm k k. (The generalization to Banach spaces is discussed in Section 18.) In practice we are so often concerned with matrix discretizations of in nite-dimensional linear operators that it is important to be more explicit. The following manipulations in the context of pseudospectra were perhaps rst written down in x5 and Appendix A of (Reddy, Schmid and Henningson, 1993) . In the matrix case, we assume that a nonsingular weight matrix W has been prescribed and that ( ; ) and k k are de ned by (u; v) In words, the -pseudospectrum is the subset of the complex plane bounded by the ?1 level curve or curves of the resolvent norm. (Some authors use a strict inequality; it makes little di erence for applications.) For z = 2 (A), since k(z?A) ?1 k is the supremum over all unit vectors u and v of the subharmonic function j(u; (z?A) ?1 v)j, it is a subharmonic function itself and hence satis es the maximum principle, which implies that each bounded component of any -pseudospectrum contains part of (A). The subharmonicity of the norm of the resolvent was pointed out by Boyd and Desoer (1985) and has been exploited for computational purposes by Gallestey (1998 Gallestey ( ,1998b .
Other conditions can be derived that are equivalent to (3:1). Here is the one that is the most important and most di erent: (A) = f z 2 C : z 2 (A + E) for some E with kEk g (3.2) = f z 2 C : z 2 (B + E) for some E with kEk 2 g:
In words, the -pseudospectrum is the set of all complex numbers that are in the spectrum of some matrix or operator obtained by a perturbation of norm at most . This de nition implies that pseudospectra can be interpreted in terms of perturbations of spectra, but this does not mean that the analysis of perturbations is the main thing pseudospectra are useful for. On the contrary, other aspects of behaviour of a matrix or linear operator tend to be more important in applications, including growth or decay of kA n k as a function of n and growth or decay of ke tA k as a function of t. I admit that over the years I have become exasperated by hearing so many people make the mistake of assuming that pseudospectra, since they can be de ned by perturbations, must be a tool for coping robustly with rounding errors. In most applications, rounding errors are not the point at all.
A starting point for computations is a third equivalent de nition of pseudospectra. If min (A) denotes the smallest singular value of A, then we have (A) = f z 2 C : min (z ? B) g:
Thus the pseudospectra of A are the sets in the z-plane bounded by level curves of the function min (z ? B).
For details of the equivalence of (3:1){(3:3), see for example van Dorsselaer, Kraaijevanger, and Spijker (1993) . The mathematical foundations of such material are set forth in the book by Kato (1976) .
A tutorial example
To make the discussion concrete, this article is built around a single example of a highly nonnormal di erential operator, which we shall treat computationally by a succession of methods. The operator is a time-reduced one-dimensional Schr odinger operator of a standard kind, except that the potential function that de nes the operator is complex rather than real:
Au(x) = u 00 + (cx 2 ? dx 4 )u; c = 3 + 3i; d = 1 16 :
(4.1) (The constants have been chosen to make the behaviour interesting.) This operator acts on functions de ned on the whole real line R . To be precise, the Hilbert space in which A acts is L 2 = L 2 (?1; 1), and the domain on which it is de ned is the subset of L 2 of functions that have a second derivative in L 2 . Roughly speaking, for small x, the potential de ning A looks quadratic and complex, whereas for large x it is quartic and nearly real. Note that A is invariant with respect to negation of x, which implies that if u(x) is an eigenfunction of A with eigenvalue , then so is u(?x). In fact, it can be proved that all the eigenvalues of A are simple, and thus each eigenfunction is either even or odd.
The observation that complex Schr odinger operators are highly nonnormal and have interesting pseudospectra is due to Brian Davies of King's College London (Davies, 1998) . Our example is adapted from Davies' work. Here then is our task. We are presented with an operator such as (4:1) and wish to nd out: What do its spectrum and pseudospectra look like? What do they tell us about its behaviour?
Discretization
If an operator cannot be handled analytically, the usual course is to approximate it by nite matrices. For computations of -pseudospectra, we are typically interested in small values of , and thus high-accuracy approximations are desirable. This means that wherever possible, one should discretize by spectral methods rather than nite di erences or nite elements, since spectral methods have arbitrarily high order of accuracy for smooth problems (Canuto, et al., 1988; Fornberg and Sloan, 1994; Fornberg, 1996 
The operator A is then approximated on this grid by an N N matrix A N de ned by the following prescription. For any N-vector v, A N v is the N-vector obtained by two steps: Let p be the unique polynomial of degree N + 1 with p( L) = 0 and p(x j ) = v j for 1 j N; For j = 1; : : : ; N, (A N v) j = p 00 (x j ) + (cx 2 j ? dx 4 j )p(x j ). The eigenfunctions of A decay exponentially, and as a consequence, we nd that any particular eigenfunction can be computed accurately via discrete matrices A N for some nite L. For the portion of the spectrum and pseudospectra considered in this article, L = 10 is su ciently large, and from now on, all of our numerical examples are based on L = 10.
In the context of our spectral discretization, any N-vector v is associated with the continuous function u(x) equal to the polynomial interpolant p(x) described above for jxj L and to zero for jxj L. In particular, for each eigenvector v of A N , there is an associated continuous function u(x), and if v is su ciently smooth and decays strongly enough to zero near x = L, we expect that u(x) will be close to an eigenfunction of A with approximately the same eigenvalue.
The description above is all we need for di erentiation, but to compute pseudospectra, we need to integrate, too. For the spectral discretization our for any sequence of indices j with x j ! x, and any reasonable choice satisfying this condition (and indeed many choices that do not satisfy it) will generally produce good plots of pseudospectra. However, much better performance than mere convergence is achievable if we choose the weights based on ideas of Gauss quadrature, and in applications it is important to get this right if one is to be con dent of the results. For our Chebyshev grid, there exists a set of Gauss (or Gauss{Chebyshev{Lobatto) weights fw j g satisfying
if f is any function equal to We now move on to the study of these matrix approximations to the di erential operator (4:1). In doing so, however, we must note that for some problems, it may not be realistic to expect an operator to be approximated by a single matrix. An example arises in the large-scale hydrodynamic stability calculations of Trefethen, Trefethen, Reddy and Driscoll (1993) . Here, the operator depends on two Fourier parameters and , and for each choice of the parameters, there is a di erent discretization matrix A . Computing the resolvent norm at a point z requires the minimization of min (z?A ) over all and , and the optimal choices vary from one value of z to the next. Situations like this are not unusual in large-scale applications, and when they arise, it may be necessary to consider discretization and computation of pseudospectra in tandem rather than in sequence.
Eigenvalues and eigenvectors
The rst thing we compute are eigenvalues of A or, equivalently, B. For matrices of dimensions less than 1000 or so, this is easily done by standard`direct' methods related to the QR algorithm, which deliver results to close to machine precision (not counting what is lost to ill-conditioning) in O ? N 3 oating point operations. For matrices of larger dimensions, Krylov subspace iterations are generally used instead to determine not all the eigenvalues but those in the portion of the complex plane considered important (Lehoucq, Sorensen, and Yang, 1998; Saad, 1992) . For our example problem, we can get away with dimensions small enough for direct methods to be appropriate, and Figure 1 shows eigenvalues calculated by standard methods for the spectral approximations A N with N = 140, 160, 180, 200 . As is typical with discretizations of di erential operators, it is the eigenvalues closest to the origin that are obtained for the smaller values of N, since these tend to correspond to smoother eigenmodes, resolvable on coarser grids. Once N is large enough that all the eigenvalues in this frame are essentially correct, we observe a Y-shaped distribution, with all the eigenvalues lying in the left half-plane and an in nite curve of them extending towards ?1. Of course, when approaching a problem like this in practice, one must take pains at every step to vary all possible aspects of the discretization systematically until one is con dent that the results are correct. In some cases convergence theorems will be available to give further reassurance (Chatelin, 1983) . Reddy, on pseudospectra of Orr{Sommerfeld operators. That paper represents an outstanding rst example of a study in which pseudospectra of a di erential operator were computed carefully.
Computation times will occasionally be reported in this article, all based on Matlab programs executed on a SUN Ultra 30 workstation. To nd the eigenvalues of A 200 takes a little more than one second, whereas the smaller matrix A 140 can be handled in less than half a second.
It is typical in applications to encounter a picture like Figure 1 , which blends some degree of complexity with a great deal of structure. Naturally, one wants to know more, and a rst question one may ask is, what do the eigenvectors look like? For this question, A and B are no longer identical: if v is an eigenvector of A, then Wv is the corresponding eigenvector of B.
For a plot representing physical space, it is the former that we want, and Figure 2 shows four of the eigenvectors of A 200 . The four nearly degenerate eigenvalues in the upper-right branch of the Y correspond to even/odd eigenfunction pairs. For example,`mode 3', illustrated in the gure, is even, whereas mode 4 is odd, but the two eigenvalues di er by less than one part in 10 8 . Modes 1 and 16 are representative of eigenvectors that`live', loosely speaking, in the quadratic, complex part of the potential, where jxj is small enough that the cx 2 term dominates the dx 4 term in (4:1), whereas mode 50 is one for which the dx 4 term is dominant.
Scalar measures of nonnormality
Suppose we suspect that A may be highly nonnormal. Before turning to pseudospectra, there are various scalars we might compute in an attempt to shed light on this matter. An early and in uential paper on this topic was by Henrici (1962) , and further contributions have been due to Chaitin-Chatelin and Frayss e (1996) , among others.
For simplicity we use the B formulation of Section 2; all our statements have twins for A.
One scalar we might consider, which goes back essentially to Henrici, is kB H B ? BB H k 2 kBk 2 2 :
For the matrix B 200 this ratio has the value 0:01843, a number that seems fully converged for the limit N ! 1 (for B 300 we get 0:01843 again). If the denominator of (7:1) is changed to kB 2 k 2 , as suggested by Chaitin- The inner curves are the real parts (subject to change with complex scaling), and the outer envelopes are the absolute values and their negatives. These modes are actually more accurate than they look, for they have been plotted by straight line interpolation between points, whereas in fact the mathematical model is based on polynomial interpolants. Notice that mode 50, with about 2 points per wavelength, is near the limit of resolution for this grid.
fact that since the coe cient d in (4:1) is real, the nonnormality of this operator is localized for small jxj.
Another scalar we might consider, also going back to Henrici, is kTk 2 kBk 2 ;
where T is the strictly upper-triangular part of a Schur triangularization (unitary triangularization) of B. Di erent Schur triangularizations may lead to di erent values of kTk 2 , so (7:2) is it stands is not well de ned, though it could be made so, at least for theoretical purposes, by taking the in mum over all Schur triangularizations. For B 200 , with the triangularization computed arbitrarily by Matlab, the ratio comes out as 0:02205, again e ectively converged for N ! 1 (for B 300 it is 0:02204). Switching to the Frobenius norm, which makes the ratio independent of Schur triangularization, changes the result to 0:02166 (0:02164).
A third scalar we might consider is the distance of B to the set of normal matrices. For matrices measured in the Frobenius norm, this cannot be too far from the previous estimate, according to an inequality established by L aszl o (1994), N ?1=2 kTk F inff kB ? Nk F : N is normal g kTk F :
(7.3) So far, the departure from normality of our operator appears modest, perhaps too small to be important. However, there is a further scalar that tells a di erent story. If v 1 ; : : : ; v N are a set of linearly independent eigenvectors of B, each normalized by kv j k 2 = 1 (the normalization is not necessary, just convenient), then an eigenvector matrix for B is an N N matrix V whose columns are these vectors taken in any order. The condition number of V is the real number 2 (V ) = kV k 2 kV ?1 k 2 ; which is necessarily 1. The Bauer{Fike Theorem asserts that if B is perturbed by E, then the eigenvalues move by at most 2 (V )kEk 2 . If 2 (V ) = 1, then V must be unitary and B must be normal. If 2 (V ) 1, on the other hand, perhaps there is a need to look beyond eigenvalues.
For our example B 200 we nd 2 (V ) = 2:83 10 12 : Evidently the matrix of eigenvectors of B is very ill-conditioned indeed. This number, unlike our previous ones, is not quite converged for N ! 1; for B 160 we get 2 (V ) = 8:95 10 11 and for B 240 we get 2 (V ) = 3:74 10 12 . However, convergence to a nite value as N ! 1 does seem to take place; B 300 gives 2 (V ) = 3:79 10 12 and B 340 gives 2 (V ) = 3:75 10 12 . In particular, the conclusion that 2 (V ) is of order 10 12 is genuine, and is not a symptom of machine precision on our computer.
Are some of the individual eigenvalues to blame for this pronounced nonnormality? To nd out, we can look at the condition numbers of the eigenvalues, de ned for a simple eigenvalue (Wilkinson, 1965, p. 68 ) by ( ) = 1 jw H vj ; (7.4) where w and v are normalized left and right eigenvectors of B corresponding to the eigenvalue , respectively. The signi cance of ( ) is that a perturbation B ! B + E may alter the eigenvalue by as much as ( )kEk 2 (in the limit of in nitesimal perturbations), but not more. Each eigenvalue necessarily has ( ) 2 (V ). The condition numbers of some of the eigenvalues of our operator are indicated in Figure 3 . Evidently the eigenvalues near the origin, in the bottom-right part of the Y, are well-conditioned. As one moves towards the fork of the Y, however, the condition numbers increase to about 10 11 . (The behaviour in the line of nearly degnerate eigenvalue pairs is similar.) If we continue past the fork further into the left half-plane, ( ) increases gradually to a maximum of about 3:6 10 11 for N = 200, which becomes 4:3 10 11 for N = 240.
It is apparent that the extreme ill-conditioning of the eigenvector matrix of B is re ected in the individual eigenvalues, but not just in one of them| in nearly all. Evidently there is a collective phenomenon at play here, a pattern that transcends individual eigenmodes, and indeed, this is perhaps as far as scalar measures of nonnormality can usefully take us.
Random perturbations
Having decided to move beyond scalars, we begin to think about pseudospectra. Now pseudospectra are sets in the complex plane, and the rst question to ask is, what does it mean to compute them? Do we want a picture of boundaries of (A) for various values of ? Do we want some kind of surface plot? Do we want an approximate functional representation of the function k(z ? A) ?1 k? The customary answer in the literature to date has been the rst of these options, a graphical picture of boundary contours, and that is what we consider in this article, but it is possible that other variations will become popular in the future.
There is a simple idea for producing approximate pictures of pseudospectra: modify A by one or more small complex (even if A is real) random perturbations and look at the spectra of these perturbations. If A is a matrix, the idea of a random perturbation is well de ned. Working as usual with the equivalent matrix B, we note that the set of all possible perturbations E of a given norm is compact and can be uniformly sampled by taking random N N matrices D with entries +i , where and are independent The approximation of pseudospectra by random perturbations was illustrated in (Trefethen, 1992) , where for each of thirteen example matrices with N = 32, 100 random perturbations A + E were considered and the 3200 resulting eigenvalues superimposed as small dots. Possibly the rst computed examples of this kind appeared in (Trefethen, 1990) .
In investigating random perturbations, there is no need to consider matrices E of full rank. As pointed out perhaps rst by Riedel (Riedel, 1994) , the boundary of the -pseudospectrum can equally well or better be traced by matrices of rank one, and so an alternative to the formulas above would be D = xy H , where x and y are vectors of independent entries + i , followed by E = D=kDk 2 = D=(kxk 2 kyk 2 ). Proceeding in this way, we may trace the boundaries of the pseudospectra somewhat more e ciently, and there is no need for the computation of the norm of a matrix. As a practical matter, random perturbations are a valuable tool that should be used routinely in dealing with highly nonnormal matrices. Random perturbations are more important than the scalar measures of nonnormality discussed in the last section, for they reveal more without being much more expensive to calculate. To illustrate how compelling this technique may be, Figure 4 shows the eigenvalues of one random rank one perturbation in each case of the form B ! B + E, where B = B 200 for our problem and kEk 2 = = 10 ?1 ; 10 ?3 ; 10 ?5 ; 10 ?7 . (The results look about the same for perturbations of full rank.) For the rst time we begin to see the`shape' of this matrix A. As we would expect on the basis of Figure 3 , the degree of nonnormality is pronounced all along the tail of the Y extending into the left half-plane, and reasonably uniform along that path.
There are three problems with the technique of computing eigenvalues of random perturbations. One is that it gives only an approximate picture of the pseudospectra. Another is that pictures of this kind all too easily mislead people into presuming that the main point of analysis of pseudospectra is the investigation of perturbations. Finally, if A is an operator of in nite dimension, the notion of a random perturbation does not make sense, because E must range over a space that is not compact and thus cannot be sampled uniformly. In practice, therefore, I recommend that one begin by computing eigenvalues of random perturbations of nite matrices, without worrying too much what the precise de nition of`random' is in the case of a discretized operator, but then move on to other methods if the sensitivity to perturbations of the physically important eigenvalues is large.
A di erent aspect of random perturbations is that in some applications, a perturbation of a structured kind may reveal certain algebraic properties of a matrix or operator. An important special case is that if A is real, plotting the eigenvalues of real perturbations A + E may reveal the Jordan structure of A; the`spider plots' of Chaitin-Chatelin and Frayss e that show this e ect are beautiful and fascinating, and one of them appears on the cover of their book (Chaitin- Chatelin and Frayss e, 1996) . A systematic study of structured perturbations has been the subject of a number of papers by Hinrichsen and Pritchard and Kelb (1992 , 1993 9. Contour plots via the SVD Let us now calculate pseudospectra properly. The place to begin is with the singular value decomposition, taking advantage of de nition (3:3). The obvious algorithm is to evaluate min (z ? B) for values of z on a grid in the complex plane and then generate a contour plot from this data. (If B is Hermitian, the picture will be symmetric with respect to the real axis, and one halves the computation time by taking advantage of this symmetry.)
Here for example is a Matlab code fragment for this kind of computation, assuming points in each direction on the grid: . This is typical of dozens of images of pseudospectra that have appeared in the literature since (Trefethen, 1992) . For this image, min (z ij ?B) was evaluated for 10,000 points z ij on a 100 100 regular grid in a square portion of the complex plane, and the resulting values were given as data to Matlab's contour plotter, just as in the code fragment above. (Whether or not one introduces the logarithm makes negligible di erence.) We see at a glance that the eigenvalues in the two nite branches of the Y have sensitivi-ties that increase as one approaches the fork, and that the eigenvalues along the in nite branch to the left of the fork have roughly constant sensitivities on the order of 10 10 , as we knew already from Figure 3 . Figure 5 has a striking feature, which would prove important in many applications: though the spectrum is in the left half-plane, the pseudospectra protrude signi cantly into the right half-plane. We shall say more about this in Section 19.
The trouble with Figure 5 is that producing it by the method we have described involves a disturbingly long computation. Computing the SVD of an N N matrix at each point on a grid requires O ? 2 N 3 oating point operations, and for N = 200 and = 100, as in this gure, the computation time on my workstation works out to about 4 hours. For N = 1000, it would rise to three weeks|or possibly much longer because of memory limitations.
Of course, we can speed up the calculation by using a coarser grid, and in practice one would usually do this in the exploratory phase of any project. Figure 6 illustrates pseudospectra plotted on four di erent grids corresponding to = 5; 10; 20; 100. Yet this set of plots mainly serves to emphasize the need for better computational methods. Roughly speaking, one might say that only the rst of the four plots of Figure 6 is satisfactory in terms of computing time, and only the last is satisfactory in terms of appearance.
The next three sections will describe three ways to accelerate this computation, which can be used in combination. For our example, the speedups achieved are factors of approximately 1.5, 8, and 8, and when the methods are combined, we get a speedup by a factor of better than 60.
Avoiding uninteresting sections of the z-plane
The rst way to speed up the calculation of pseudospectra is the simplest: avoid computing singular values in uninteresting regions of the complex plane, where the resolvent norm is small and there are no boundaries of the pseudospectra of interest. For our example, we note that in about a third of the portion of C shown in our plots, not much is happening, and it is a waste of time to evaluate k(z ? A) ?1 k. Bypassing this step should accelerate the computation by a worthwhile constant factor. We nd that a crude device of this sort improves the computation time for Figure 5 from about 4 hours to 2.5 hours, a speedup by a factor of about 1.5.
Some interesting ideas for automating this kind of acceleration have been proposed by Gallestey (1997 Gallestey ( , 1998 under the name of the SH algorithm (`subharmonic'). Gallestey divides the region of C of interest into squares of various sizes and then uses the maximum principle for k(z?A) ?1 k to prune away squares automatically on which nothing interesting can be expected to be happening. Any`industrial strength' software package for computing pseudospectra should incorporate ideas like these. A related, pointwise variant of the same idea is relevant to the various iterative methods for computing min (z?B) discussed in Sections 12 and 16.
Sometimes, we do not know in advance that a value z is uninteresting but discover this in the course of iteration|say, if it becomes clear that min (z ? B) is > 1 and we only want to plot level curves below 10 ?1 . In this case it may be advantageous to terminate an iteration before convergence.
Projection to a lower-dimensional subspace
The second way to speed up calculation of pseudospectra, independent of the rst, is to reduce the dimension of the N N matrix A by orthogonal projection onto an invariant subspace of dimension n < N. The idea is that in many applications, most of the`action' of interest can be captured by the lower-dimensional projection. This technique was perhaps rst employed by Reddy, Schmid and Henningson (1993) and is described in Appendix B of that paper and in x6 of (Toh and Trefethen, 1996) . It is elementary, but crucial in practice, and too often overlooked. We can often get an improvement in this way by a factor of 10 or more.
Following the authors just cited, we rst describe a procedure of this kind based on explicit matrix diagonalization. Suppose V is an N n matrix whose columns are selected linearly independent eigenvectors of B, satisfying BV = VD for some n n diagonal matrix D of corresponding eigenvalues. If V = QR is a QR decomposition of V , with Q of dimension N n and R of dimension n n ), then we have Q H V = R and Q = VR ?1 and therefore Q H BQ = Q H BV R ?1 = Q H VDR ?1 = RDR ?1 : Thus T = RDR ?1 , which is an upper-triangular n n matrix, is the matrix representation of the projection of B onto the subspace spanned by the selected eigenvectors. We can illustrate this projection process by the following Matlab code segment, which projects B onto the invariant subspace corresponding to eigenvalues with Re > for some constant . Of course, di erent selections of special eigenvalues will be appropriate in other applications (see e.g. Section 21). 200, and as the nal operation count depends on n 3 , it is a very signi cant improvement|about a factor of eight in this example.
A peculiar feature of the projection process just described is that it makes use of a matrix diagonalization. This sounds like a bad idea, since in applications B will often be highly nonnormal or even nondiagonalisable, implying that its eigenvalue problem may be very badly conditioned. In practice, it seems that the use of diagonalization does not cause much trouble, for reasons of backward error analysis. Though each individual numerically computed eigenvalue and eigenvector of a highly nonnormal matrix may be very much in error, their collective behaviour is generally better.
Nevertheless, it seems that in principle one ought to avoid the diagonalization, and this can be done by using a Schur decomposition (unitary triangularization) instead. Suppose a unitary similarity transformation is found of the form
where Q 2 C N N is unitary, T 2 C n n is upper-triangular, and X 2 C n (N?n) and Y 2 C (N?n) (N?n) are arbitrary. If Q 1 2 C N n is the matrix consisting of the rst n columns of Q, then (11:1) implies BQ 1 = Q 1 T, which implies that if Tx = x, then B(Q 1 x) = (Q 1 x). Thus the diagonal entries of T are n of the eigenvalues of B, and T is the projection of B onto the corresponding invariant subspace. The factorization (11:1) is known as a partial Schur decomposition (Dongarra, Du , Sorensen and van der Vorst, 1998; Lehoucq, Sorensen, and Yang, 1998) . Since X and Y are arbitrary, all that is really involved here is the determination of an N n matrix Q 1 with orthonormal columns such that T = Q H 1 BQ 1 is upper-triangular. Such a matrix might be found by various methods, but we shall consider just the simplest: computing a complete Schur decomposition and then reordering the diagonal entries to bring those of interest to the upper-left. Reorderings of this kind are a standard option in LAPACK (Anderson, et al., 1995) . They are not standard in the current version of Matlab, but the desired e ect can be achieved the following code segment adapted from programs of Diederik Fokkema (Fokkema, 1996; Fokkema, Sleijpen, and van der Vorst, 1999 Like the one given earlier, this code segment produces an upper-triangular matrix T corresponding to the projection of B onto the selected subspace.
Orthogonal projections have a monotonicity property: they never increase the resolvent norm at any point z. It follows that if (T ) is the -pseudospectrum of the projected matrix, then (T ) (B), with the -pseudospectra of T increasing monotonically to those of B as successively larger invariant subspaces are selected. Our orthogonal projections can be viewed as a special case of a more general class of two-sided projections that may be applied for problems of computing pseudospectra. These have been studied under the name of transfer functions by Kelb (1992, 1993) and Simoncini and Gallopoulos (1998) .
Finally, it should be mentioned that a di erent projection idea has also been advocated by Godunov and Sadkane (1996) : the numerical use of resolvent integrals (Kato, 1976) for the computation of projections associated with subsets of C .
Triangularization + inverse iteration or Lanczos
A third, major new idea for speeding up the computation of pseudospectra was introduced by S.-H. Lui in an article published in 1997 (Lui, 1997 ). Lui's method is described in his own paper and elsewhere as a method of`continuation', but his key contribution is really the technique of triangularization followed by inverse iteration or inverse Lanczos iteration.
The idea is as follows. If B is a dense matrix, the computation of the smallest singular value of each N N matrix Baggett (1994) .) For example, the following rather crudely put together Matlab code segment is functionally equivalent to the shorter code on p. 17, but many times faster for matrices of larger dimensions. Suppose we apply this code to the matrix B = B 200 of our example, using no other acceleration methods. We nd that for most points z on the grid, 3 iterations are taken inside the inner loop, as illustrated in Figure 8 .
Thus the cost of each evaluation of min (z ? B) is essentially that of 6 triangular matrix solves. The computing time improves from 4 hours to about 29 minutes, a speedup by a factor of about 8. If uninteresting parts of the z-plane are avoided, the improvement is from 2.5 hours to 19 minutes, again a speedup by a factor of about 8. If in addition we rst project B onto the subspace of dimension 92 associated with eigenvalues with Re > with = ?250, as in the last section, the improvement is from 18 minutes to 3:7 minutes. This last speedup is by a factor of about 5, not 8, since the e ectiveness of the preliminary triangularization is diminished for a matrix of dimension 92 rather than 200.
The Lanczos iteration we have just described is just one possibility for this kind of computation. Alternative methods have been studied in detail by Braconnier (1996 Braconnier ( , 1997 , Braconnier and Higham (1996) , Lui (1997) , and Toumazou (1995, 1995b eration, and they emphasize the importance for robustness of a carefully designed and conservative convergence criterion. All of these authors use continuation from one point z to the next so that an iteration starts with a better than random initial guess. Since a cold start tends to produce convergence in three iterations, however, it seems that the use of continuation idea is not indispensable.
13. Summary of speedups discussed so far Figure 5 from 4 hours to 4 minutes. This factor of 60 is comparable to the factor by which workstations have speeded up in the years since (Trefethen, 1992) , signalling the roughly equal roles of hardware and algorithmic improvements in the eld of computation of pseudospectra. Of course, to assess various algorithms systematically one would like asymptotic formulas rather than examples. Unfortunately, outside of the context of a particular class of matrices, it is hard to see how to derive asymptotic formulas with much substance for the computation of pseudospectra of matrices. How much can one gain by projection to a lower-dimensional subspace? It depends on how far the dimension can be lowered, and this depends on the problem at hand, not on any general parameters.
Nevertheless we o er this rough guide to the improvement factors that seem to be achievable for many examples:
prune uninteresting portions of z-plane cuts no. of grid points in half project to interesting subspace cuts N in half preliminary triangularization speeds up by factor N=30 combination of all three speeds up by factor N=4
This last gure N=4 is roughly the product of the three speedup factors 2 3 = 8, 2, and (N=2)=30. We may call it a Rule of Thumb. For a typical problem of size N = 1000, for example, one should expect to be able to compute a publication-quality plot of pseudospectra with about 1=250 as much work as by using the algorithm of p. 17.
Parallel computation of pseudospectra
Much further speedups are available via a fourth method: the use of multiple processors. In many situations the computation of pseudospectra falls in the class of problems known as embarrassingly parallel. This means that the computation decouples so readily that taking advantage of multiple processors requires little e ort. The rst parallel computations of pseudospectra appear to have been those by A. E. Trefethen reported in (Trefethen, Trefethen, Reddy, and Driscoll, 1993) , and subsequent contributions in this area have been due to Braconnier (1996) , A. E. , Frayss e, Giraud, and Toumazou (1996), Heuveline, Philippe, and Sadkane (1997), Trefethen, Trefethen and Schmid (1999) , and Bekas and Gallopoulos (1999) . In the simplest case, suppose one is computing a plot of pseudospectra by evaluating min (z ij ?B) on a grid of points z ij by means of a standard SVD.
The work involved is approximately independent of z ij , and accordingly, all one needs to do to take advantage of p processors is divide the points fz ij g at the beginning into p sets of roughly equal size. Each processor needs to know its set of points and the matrix B, but no communication or synchronization is needed until the computation is nished.
A slightly more complicated situation may arise if the work varies signi cantly with z ij , which may happen in the context of inverse iteration or Lanczos iteration, or in any problem where the numerical discretization itself depends on z ij , as may easily occur if, for example, values z with jzj 1 require ner grid resolutions than those near the origin. In this case, if the points z ij are to be treated independently, then load-balancing can be achieved by maintaining a list of points z ij not yet treated and assigning a new point to a processor whenever it nishes with an old one. If the treatment of the points is dependent, which might be the case because of some kind of initial guess continued from point to point, then the management of these lists will bene t from some geometric structuring. We will not go into further details, but just summarize the subject of parallel computation of pseudospectra with the statement that if p processors are available, one can usually achieve a speedup by a factor close to p.
Global Krylov subspace iterations
Up to now, we have discussed methods belonging to the realm of dense linear algebra, where all N 2 entries of a matrix are manipulated explicitly and fundamental matrix calculations require O ? N 3 operations. However, many people have had the idea that the well-developed techniques of Krylov subspace iterations should also have a role to play in computing pseudospectra, and for matrices of dimensions in the thousands, this conclusion seems inescapable. For information on Krylov subspace iterations see (Barrett, et al., 1994) , (Dongarra, Du , Sorensen and van der Vorst, 1998) , (Greenbaum, 1997) , (Lehoucq, Sorensen, and Yang, 1998) , (Saad, 1992) , and . The very many ideas of this kind that might be considered fall roughly into two classes. One can attempt to approximate the pseudospectra of a matrix or operator all at once with a single sequence of Krylov subspaces, or one can use Krylov methods pointwise to accelerate the computation of resolvent norms for individual values of z. In this section we consider the rst of these ideas. (In the end the greatest power may come from combining the two, working locally with small regions of the z plane but not individual points z.)
The motivation for methods of this kind is that Krylov subspace iterations extract essential information from a matrix within the context of low-dimensional subspaces; they are projection processes closely related to those discussed in Section 11. Instead of computing just eigenvalues (Ritz values) in these subspaces, why not compute pseudospectra? Preliminary ideas in this direction can be found in (Freund, 1992) and in (Nachtigal, Reichel, and Trefethen, 1992) , and the method has been explored further in (Toh and Trefethen, 1996) and in (Simoncini and Gallopoulos, 1998) .
The simplest procedure, as described by Toh and Trefethen, goes as follows. Starting from a random initial vector, we carry out an Arnoldi iteration in the usual manner, obtaining thereby an increasing sequence of initial columns of a Hessenberg matrix unitarily similar to B. We then compute pseudospectra of successive sections of this Hessenberg matrix, and take these as approximations to the pseudospectra of B. Rectangular sections with dimensions of the form (n + 1) n are more appropriate than square ones; the pseudospectra of a rectangular matrix B can be de ned via (3:3) or, equivalently, via the pseudoinverse of z ? B (Toh and Trefethen, 1996) .
(It will be interesting to see whether pseudospectra of rectangular matrices achieve importance in other contexts in the years ahead.) Figure 9 gives an indication of how this method performs for our example For large-scale problems, the rst thing one might do in the exploratory phase of a computational project involving highly nonnormal matrices should perhaps be a computation of the kind described in this section. Indeed, it might be argued that pictures of estimated pseudospectra should be a routine by-product of all large-scale Krylov subspace calculations; the dimensions of the Hessenberg matrices will usually be low, so the cost will be small. If one decides that accurate pictures of pseudospectra are needed, however, in most cases one will want to move on to other methods.
Local Krylov subspace iterations
Krylov subspace methods are much more powerful than the last section may seem to suggest. The crucial modi cation is that they be applied for individual points z 2 C , or in localized regions. Then one has the Convergence takes place eventually, but it is too slow for Krylov subspace iterations in this pure form to be of much use for this example.
potential for convergence to arbitrary accuracy at high speed, and for largescale problems, these are the most powerful methods known. I will not attempt to describe these methods in any detail, as my experience in this area is small and new developments are occurring very fast. However, here is a quick outline. One of the rst papers to discuss methods of this kind was by Carpraux, Erhel, and Sadkane (1994) , who used a Davidson iteration with continuation (Davidson, 1975) . This method was subsequently parallelized by Heuveline, Philippe, and Sadkane (1997) and applied by them to a matrix of dimension N = 8192. Other contributions in this area are due to Lui (1997) , Braconnier (1996 Braconnier ( , 1997 , Braconnier and Higham (1996) , and Ruhe (1994 Ruhe ( , 1998 , who has developed a rational Krylov algorithm. In this and other computations it is crucial to use exact or approximate inverses of the matrix being analysed, wherever possible, as this may greatly speed up the convergence. The starting point is the idea of shift-and-invert Arnoldi iteration, but from there, many di erent paths can be taken.
One of the leading projects currently underway for large-scale computation of pseudospectra is being carried out by numerical analysts and plasma physicists at the University of Utrecht and the CWI in the Netherlands (van Dorsselaer, Goedbloed, Nool, van der Ploeg, van der Vorst and others). In a research project on the stability of plasmas, these researchers have succeeded in computing the eigenvalues of generalized unsymmetric eigenvalue problems, associated with Tokamak plasmas, of order up to 262,144. On a CRAY T3E, a relevant part of the so-called Alfv en spectrum (12 eigenvalues) could be computed in 7 seconds of wall-clock time. This was done with the Jacobi{Davidson method (Dongarra, Du , Sorensen and van der Vorst, 1998; Sleijpen and van der Vorst, 1996) , using a direct decomposition of a shifted matrix for one single shift in the neighbourhood of the desired part of the spectrum. The group in Utrecht has now started work on the evaluation of pseudospectra for this problem, also with the Jacobi{Davidson method and with similar preconditionings as for the generalized eigenproblem. The idea is that one single preconditioner can be used for a portion of the pseudospectra, and the research focuses on the e cient re-use of search subspaces in sweeping over the spectrum with the Jacobi{Davidson method.
Continuation of data from point to point appears to be more important for these large-scale Krylov subspace iterations than for the dense matrix computations discussed in Section 12. The reason is that the large-scale methods depend crucially on the use of subspaces that get enlarged and deated as the iteration proceeds. To evaluate a resolvent norm k(z ?B) ?1 k 2 , it may save a great deal of work if one starts with the subspaces already determined for a neighbouring point z 0 .
Curve-tracing for pseudospectral boundaries
Quite a di erent approach to producing plots of pseudospectra has been proposed by Kostin (1991) and worked out in detail by Br uhl (1996) . Rather than use a contour plotter with data based on a grid, why not trace the boundary curves of the pseudospectra directly? Such a technique has two potential advantages. One is that we can determine the boundary curves to great accuracy, if that is desired. The other is that fewer evaluations of min (z ? B) may be needed since no grid is involved.
Br uhl put this idea into practice with a Newton iteration at each step and showed that it can be e ective. An appealing feature of his method is that any speedups one gets in this fashion can be combined with those provided by methods for accelerating the computation of min (z ? B), such as projection and Lanczos iteration.
For general use, the method of curve tracing runs into questions of how to handle corners and, more seriously, how to cope robustly with pseudospectra that have two or many components. It is very attractive, however, for problems where one wants to concentrate accurately on particular sections of the boundaries of pseudospectra. For example, by a method of this kind one can design a program that enables the user to click with the mouse at a point in the complex plane and have the computer draw the boundary of a pseudospectrum that passes through this point. This can be informative and beautiful graphically, and it can provide an elegant route to computational estimates of matrix functions of interest based on contour integrals. One could click on a point z, for example, and see not only the pseudospectral boundary that passes through z but also some numerically computed upper and lower bounds based on that curve.
Br uhl's work on curve-tracing methods has been carried further by Gallopoulos (1998, 1999) in a method called COBRA. These authors combine curve-tracing and grid methods, using`a small, moving grid that follows the boundary @ , almost like the head of a cobra that follows the movements of its prey'. This hybrid approach, they argue, o ers the advantages of curve-tracing combined with greater robustness and opportunities for parallelism.
Pseudospectra in Banach spaces
For a xed matrix, all norms are equivalent, and thus the resolvent norms associated with two di erent norms di er at most by constants. Since the e ects of interest in plotting pseudospectra are often in some sense exponentially strong, it follows that in many cases, the pseudospectra of a matrix do not change much when one switches, say, from k k 2 to k k 1 or k k 1 .
In such cases the choice of norm may not be too important. (More extreme changes of norm may have more extreme e ects; after all, the pseudospectra can be rendered trivial by the switch to a norm de ned by the coe cients in an expansion in eigenvectors.)
It would be a mistake to presume, however, that the di erence between k k 2 and k k 1 , say, or more generally between Hilbert spaces and Banach spaces, is always minor. Once one is dealing with operators of in nite dimension or their matrix discretizations, the gaps between p-norms may be arbitrarily large, and in some cases the`physics' of the problem lies in the gap. Pseudospectra in non-Euclidean norms are discussed from a theoretical point of view in (van Dorsselaer, Kraaijevanger, and Spijker, 1993) , and an example of a paper in which they are computed numerically is the study of Abel integral operators by Plato (1997) . My own conversion to the importance of this subject came with a study of the`cuto phenomenon' that occurs in certain Markov chains (Diaconis, 1996) . Diaconis and others have shown that for various random processes such as random walk on a hypercube (Diaconis, Graham, and Morrison, 1990) and ri e shu ing of a deck of cards (Bayer and Diaconis, 1992) , convergence to a uniform probability distribution, when measured in a certain way, occurs not gradually but in a sudden fashion after a certain number of steps. Since the processes in question involve powers of matrices, this nonsteady behaviour suggests that pseudospectra must be important. The matrix dimensions in these problems are sometimes combinatorially large, however, and in such instances it may be crucial to use k k 1 (the natural norm for probability) rather than k k 2 . Indeed, the matrices of interest are sometimes normal with respect to the Euclidean norm. For example, the problem of random walk on an ndimensional hypercube leads to a matrix of dimension N = 2 n . The matrix is real and symmetric, hence normal, so a normalized matrix of eigenvectors has 2 (V ) = 1 in the 2-norm and uninteresting pseudospectra. In the 1-norm, however, we get 1 (V ) 10 6 for n as low as 40, and the corresponding pseudospectra reach outside the unit disk. Similarly, the problem of ri e shu ing of a deck of 52 cards leads to a matrix of dimension 52! 8 10 67 with 1 (V ) 10 40 (J onsson and Trefethen, 1998) . The largest eigenvalue is = 1=2, but the pseudospectra protrude outside the unit disk.
The obvious algorithm for computing pseudospectra with respect to k k 1 or k k 1 requires the inversion of z?A at a cost of O ? N 3 ops at each point z. The acceleration methods we have described do not apply directly in this case, but it is possible that they could be adapted to this purpose by the use of dual norms. Very recently, the rst contribution that I know of to the fast computation of pseudospectra in k k 1 or k k 1 has appeared, by Higham and Tisseur (1999) . These authors combine two ideas with impressive results.
The rst is the Schur reduction of A to triangular form, as in Section 12; in contrast to the situation with k k 2 , here we must retain the matrix Q of the reduction A = QTQ for use in further computations, as the unitary similarity transformation does not leave k k 1 or k k 1 invariant. The second is an iteration to determine the norm of the inverse of a triangular matrix that is developed as a fast algorithm for condition number estimation based on block matrices. Aside from the treatment of nonstandard norms, one of the useful features of the work by Higham and Tisseur for readers of the present paper is that it relates the computation of pseudospectra to the estimation of condition numbers.
Pseudospectra and behaviour
Now, then, brie y, what is the purpose of all these computations of pseudospectra?
Eigenvalues are generally computed for one or both of two reasons: to aid in the solution of a problem via diagonalization, or to give insight into how a system behaves (Trefethen, 1997) . Important examples of behaviour are stability or resonance for various physical or numerical processes and speed of convergence for numerical iterations. Behavioural phenomena are typically quanti ed by norms of functions of the matrix or operator in question, such as kA n k, k exp(tA)k, or kp(A)k, where p is a polynomial or a rational function. If A is an unbounded operator, as with our example (4:1), the notion of exp(tA) can be made rigorous by various methods considered in the theory of semigroups (Kato, 1976; Pazy, 1983) .
If A is far from normal, pseudospectra are likely to do better than eigenvalues alone in the second of these two roles. It is known that pseudospectra cannot in general give exact information about norms of functions of matrices or operators (Greenbaum and Trefethen, 1993) . However, they may provide bounds that are much sharper than those obtained from eigenvalues. Some such bounds are described in (Trefethen, 1997) , and examples can be found in many of the articles cited in the introduction.
Here we will not discuss these matters in generality but just illustrate what the pseudospectra of our example operator A of (4:1) may reveal about its time evolution. To be speci c, suppose we are interested in the linear evolution process du= dt = Au, with solution u(t) = exp(tA)u(0). Looking rst at the spectrum of A, we note that the rightmost eigenvalue in the complex plane is = ?0:7803 + 1:8951i (labelled 1 in Figure 1 ), and the secondrightmost is = ?2:3246 + 5:6695i. These numbers appear to suggest that the evolution of this system will exhibit gentle decay at a rate approximately e ?0:8t , with the dominant modes being smooth ones.
A glance at the pseudospectra in Figure 5 suggests a di erent time evolution. In fact, the most conspicuous part of the behaviour of this process will be associated with the nearly degenerate eigenvalues along the starred branch, of which the rightmost is the mode 3/4 pair, with ?2:6809 + 70:8747i. Because the pseudospectra in this part of the plane protrude so strongly into the right half-plane, the evolution process will be susceptible to large transient e ects, and the structures involved will have frequencies closer to 70 than 0. The low-frequency modes 1 and 2 will be signi cant only for long time integrations, and then only if the dynamical system is purely linear, governed by A alone, with no variations of coecients or forcing terms or nonlinearities. Figure 10 shows a plot of k exp(tA)k against t. We see that there is very strong transient ampli cation of some initial vectors, rising to a maximum of about 187,000 around t = 0:73. The order of magnitude of this growth can be predicted from the pseudospectra. For any A and , if (A) extends a distance into the right half-plane, then it can be shown by a Laplace transform that k exp(tA)k must be as large as = for some t > 0. Given A, let the Kreiss constant K for A be de ned as the supremum of this ratio over all (Kreiss, 1962 Figure 10 marks this lower bound.
The size of the transient hump in k exp(tA)k is only one of the aspects of the behaviour of A that pseudospectra may shed light on. Another would be the response of a system governed by this operator to oscillatory inputs at various real frequencies !, corresponding to points on the imaginary axis of Figure 5 . Judging by the spectrum, one would guess that only frequencies ! 0 or ! 70 should excite much response, but the pseudospectra imply that ampli cations on the order of 10 3 or more can be expected for the full range of frequencies ! 2 40; 80] . This phenomenon of pseudo-resonance and other aspects of the physics of nonnormality are discussed in Trefethen, Trefethen, Reddy and Driscoll (1993) , Butler and Farrell (1992) , and Farrell and Ioannou (1996) .
More generally, pseudospectra may provide bounds on kf(A)k for any function f. The most general results along this line are to be found in Toh and Trefethen (1999b) , where relationships are derived between the size of kf(A)k, the size of f(z) on a complex domain , and the Kreiss constant of A with respect to .
A Matlab program
An historic event in numerical computation was the codi cation of algorithms for computing matrix eigenvalues into the Fortran software package EISPACK in the 1970s (Smith et al., 1976) . Major algorithmic advances had been made in that subject in the preceding decade and a half, which had advanced the state of the art far beyond what an average scientist could expect to program for him-or herself, and equally important, these were problems for which potential users knew that they needed help. The impact of EISPACK was enormous: a set of problems that had earlier been challenging were reduced very quickly, as it were, to a black box.
The problem of computing pseudospectra is not yet in a comparable situation. The problem is too new and too rapidly changing, and the algorithms are not yet su ciently well worked out for it to be appropriate to aim for black boxes in this area. Nevertheless, in a modest way, small-scale software for computing pseudospectra may prove useful. The Matlab program of Figure 11 is one that I hope readers may nd helpful, after adapting the details to their needs, as a starting point for dense matrix computations. (The code is available at www.comlab.ox.ac.uk/oucl/people/nick.trefethen .html.) Its main purpose is to show how much better one can do for many % psa.m -Simple code for 2-norm pseudospectra of given matrix A.
problems than to use the obvious SVD algorithm. But this is nothing like robust software, and makes no claim to be. This code is lled with arbitrary features that can easily be broken.
Just one item of software has achieved something like general use for the calculation of pseudospectra: the Matlab program pscont from the Test Matrix Toolbox of Higham (1995) . That code makes use of a straight SVD algorithm, however, and thus is not as fast as we would like. Other authors have taken steps to develop software for high-performance computations, but none appear to be in wide use at present.
Another example
I would like to nish by presenting a plot of pseudospectra of a second example operator, one with a special meaning for this eld. So far as I know, the rst person to de ne the notion of pseudospectra was Henry Landau at Bell Laboratories in the 1970s, who was motivated in part by applications in lasers and optical resonators (Landau 1975 (Landau , 1976 (Landau , 1977 (Landau, 1976 (Landau, , 1977 . This operator is easily described in words:
it convolves a function on ?1; 1] with a high-frequency complex Gaussian.
The eigenvalues lie on a spiral in the unit disk that converges to the origin (Cochran and Hinds, 1974) , but Landau proved that for any > 0, the -pseudospectrum (A) contains the entire unit disk, for all su ciently large F. He further showed that each z with jzj 1 has an -pseudoinvariant subspace of dimension at least O p F as F ! 1.
Twenty-two years later, Andrew Spratley and I have carried out numerical computations of the pseudospectra of this operator considered by Landau. We use a spectral collocation discretization much as in Section 5; the details will be reported elsewhere. The eigenfunctions and pseudoeigenfunctions are highly oscillatory, and ne grids are needed to resolve them. For the case F = 64, we nd that an N N With N = 600 rather than N = 200 as before, the evaluation of a single resolvent norm k(z ? A) ?1 k for Figure 12 takes about 27 times longer than for Figure 5 , about 15 seconds on the SUN Ultra 30. Furthermore, because of the ne structure to be resolved in the plot, we have used a 200 200 rather than 100 100 grid. This means that the total time to compute Figure 12 by the obvious SVD algorithm should be about 100 times greater than the previous gure of 4 hours, that is, about 15 days. According to the Rule of Thumb of Section 13, however, it should be possible to speed this up by a factor of about N=4 150 by the dense matrix methods described in Sections 10{12 and in the Matlab program of Figure 11 , bringing the computation time down to two or three hours. We used a projection onto the space spanned by eigenvectors associated with eigenvalues with j j > 0:0001. This reduced the matrix dimension to N = 161, and in the event,
the computation took about 1 hour.
Discussion
The computation of pseudospectra is only a decade old. Remarkable progress has been made in the 1990s; of the 107 items in the list of references below, 93 date from this decade! In this survey I have concentrated mostly on techniques for dense matrices, typically those of dimension less than 1000. Many of the developments to come in the years ahead will pertain to the other case of sparse or structured matrices of larger dimensions, where variations on the themes of Arnoldi, Jacobi{Davidson and rational Krylov iterations are powerful.
Our discussion has been con ned to the standard matrix problem Ax = x, i.e., pseudospectra of matrices or operators, but in many applications it may be more appropriate to consider the generalized problem Ax = Bx, i.e., pseudospectra of matrix or operator pencils (van Dorsselaer, 1997; Frayss e, Gueury, Nicoud, and Toumazou, 1996; Riedel, 1994) .
Computing pseudospectra is not yet a routine matter among scientists and engineers who deal with nonnormal matrices, but I think it will become so. The nature of the software that is available will play a decisive role in determining how the eld develops. As time goes by, more software products for large-scale eigenvalue computations will appear, descendents of today's codes such as ARPACK (Lehoucq, Sorensen, and Yang, 1998) , and these will show an increasing emphasis on graphical interaction with the user. In such an environment it is inevitable that scientists will be encouraged to calculate more than just eigenvalues, and gradually, the computation of the eigenvalues of nonnormal matrices and the computation of their pseudospectra will fuse into one subject.
This eld will also participate in a broader trend in the scienti c computing of the future, the gradual breaking down of the walls between the two steps of discretization (operator ! matrix) and solution (matrix ! spectrum or pseudospectra). For many problems, the matrix ! operator limit is illbehaved in the spectrum but well-behaved in the pseudospectra. Perhaps pseudospectra will play a role too in breaking down walls between the theorists of functional analysis and the engineers of scienti c computing.
