This paper describes the use of Chambers-Mallows-Stuck method for simulating stable random variables in the generation of test systems for economic analysis in power systems. A study that focused on generating test electrical systems through fat tail model for unit commitment problem in electrical power systems is presented. Usually, the instances of test systems in Unit Commitment are generated using normal distribution, but in this work, simulations data are based on a new method. For simulating, we used three original systems to obtain the demand behavior and thermal production costs. The estimation of stable parameters for the simulation of stable random variables was based on three generally accepted methods: (a) regression, (b) quantiles, and (c) maximum likelihood, choosing one that has the best fit of the tails of the distribution. Numerical results illustrate the applicability of the proposed method by solving several unit commitment problems.
Introduction
Unit commitment, economic dispatch, and other optimization problems for electrical power systems have been studied for more than five decades. A definition of economic dispatch is the operation of generation facilities to produce energy at the lowest cost to reliably serve consumers, recognizing any operational limits of generation and transmission facilities.
In the typical Unit Commitment [1] the problem is determine the mix of generators and their estimated output level to meet the expected demand of electricity over a given time horizon (a day or a week), while satisfying the load demand, spinning reserve requirement, and transmission network constraints. An electric network consists of many generation nodes with various generating capacities and cost functions, lines of transmission, and nodes of power demand.
The application of optimization models for electrical power systems is marked by constant development for new algorithms like exact methods, metaheuristics, and hybrid strategies. However, to benchmark the performance and solution quality for any solution technique, it is necessary to have a variety of electrical test systems.
Nowadays, we still lack the existence of standardized test systems that can be used to benchmark the performance and solution quality of proposed techniques. Many papers consider different test systems, which make it very difficult to perform a proper comparison between the different methods that have been proposed [2] .
In [3] , they refer that the existing IEEE test systems developed are mainly used for reliability, power flow, and stability analysis but not for economic analysis. A short time ago, some panels focused on the development of standard test systems of transmission and distribution systems for economic analysis have emerged. In 2007 the IEEE Working group (WG) on Test Systems for Economic Analysis was created, sponsored by IEEE System Economics subcommittee [3] .
In this sense, this work proposes a way to generate test cases that can be used to unit commitment based on the use of Chambers-Mallows-Stuck method for simulating stable random variables. The stable distributions theory was first developed in the 20s of last century by Lévy [4] . Since then, this distribution has been applied in different areas of knowledge, such as economics, physics, engineering, and hydrology. The reason is that some phenomena of nature, like electrical demand, cannot be described assuming normal distribution as they present observations with extreme values, which characterize the instability of the series and denote the presence of heavy tails, an effect known as impulsivity.
Usually electrical demand presents a greater degree of impulsivity that the normal distribution cannot describe due to the presence of peaks in the series during the hours of the day and seasons of high-energy demand.
For this, we use Chambers-Mallows and Stuck algorithm for simulating alpha stable random variables characterizing demand patterns of real electrical systems. The use of Chambers-Mallows-Stuck method for simulating stable random variables provides a new way to generate test systems widely used in power systems research. Modeling the demand through the use of alpha stable distribution can catch the real behavior of the electrical demand and build possible extreme scenarios, and each scenario corresponds to a priceelastic demand curve. The simulations are based on real observations of demand for different reliability test systems. Electrical network data are taken from the 24 and 118 bus IEEE test systems [5, 6] and a portion of electric energy system of Mainland Spain [7] . Cost functions of the thermal plants data are taken from the literature.
After the elaboration of these test cases, we tested a mixed integer nonlinear formulation of unit commitment problem based on these cases, in order to obtain estimation about the performance of these new test systems.
Stable Distributions
The stable distributions theory was first developed in the 20s of last century by Lévy [4] . Since then, this distribution has been applied in different areas of knowledge, such as economics, physics, hydrology, and signal processing. However, it was not until the work of Mandelbrot in 1960s that thestable distributions were popularized. Mandelbrot proposed a revolutionary theory based on this distribution to solve the problem of price fluctuations, later shown that many other economic variables follow a -stable distribution.
Significantly, the -stable distribution meets the central limit theorem and the stability property (which denotes that stable distributions are isomorphic) that also contains the normal distribution as a special case of this. On the other hand, there is some complexity in working with such distributions, since they lack, in general, of an analytical expression. Although given recent computational advances, it is now possible to apply them with more feasibility to different areas.
Definition 1.
A random variable has -stable distribution having the following characteristic function [8] :
where sign( ) = /| | and ∈ (0, 2], whose parameters are defined as follows: represents the characteristic exponent, which controls the degree of impulsiveness of the random variable . Moreover, the parameter ∈ [−1, +1] controls the symmetry of distribution ( = 0, -stable distribution symmetrical, = 1, and = −1 to the family of -stable distributions positive and negative, resp.). While > 0 is a scale parameter, also called dispersion, and is the position parameter.
Remarkably, if the expression of the characteristic function parameter, = 2, then the parameter becomes meaningless, since tan = 0. In this case, the characteristic function becomes
The above expression is the characteristic function of a Gaussian random variable with mean and variance 2 = 2 2 . So, from the definition above, we also can show that the normal distribution is a particular case of -stable distribution. Given the properties of -stable distribution above, it follows that its use is justified in the same way as the Gaussian distributions and not only that, but the Gaussian distribution is a particular case of stable and therefore the range of application of -stable distributions is even wider than the normal distribution. This is mainly due to the existence and continuity of the probability density function of -stable, but with a few exceptions, it cannot be expressed in a compact way. In other words, the integral with respect to ( ) of the characteristic function (1) only has an analytical solution for the described cases, denoting the -stable distribution by four parameters , (⋅| , ) , [8] .
A -stable distribution is with the following parameters.
is a Gaussian distribution with mean and variance 2 2 :
(ii) 1,0 (⋅ | , ) is a Cauchy distribution with density:
is a Levy distribution with density:
The current computational developments and their power applied to the distribution parameter calculations ofstable distributions had been a key elementin the recent use of with distribution , ( | 1, 0) can be generated from a nonlinear transformation of two random variables independent, one uniform ( ) and another exponential ( ) using the following theorem. 
where follows a stable distribution with , ( | 1, 0), where
Once you get the variable ( ) is generated a variable with stable distribution for any value of the parameters , ,
The Multiperiod Unit Commitment Model
In this work we address a multiperiod unit commitment based on [11] notation, where network constraints are represented through a DC model [7] . The following notation is used in the mathematical model. 
Constants Are as Follows

Variables Are as Follows
: power output of plant in period , V : binary variable which is equal to 1 when plant is committed in period , : binary variable which is equal to 1 when plant is started up at the beginning of period , : angle of node in period .
Sets Are as Follows
: set of indices of all plants, : set of period indices, : set of indices of all nodes, Λ : set of indices of the power plants at node , Ω : set of indices of nodes connected and adjacent to node .
The objective is minimizing a function that includes fixed cost, start-up cost, and operating cost. A second order polynomial describes the variable costs as a function of the electric power:
There is a power balance constraint per node and time period. In each period, the production has to satisfy the demand and losses in each node. Line losses are modeled through cosine approximation and it is assumed that the demand for electric energy is known and is discretized into periods:
Spinning reserve requirements are modeled. In each period the running units have to be able to satisfy the demand and the prespecified spinning reserve:
Mathematical Problems in Engineering
Each unit has a technical lower and upper bound for the power production:
Transmission capacity limits of lines avoid dynamic stability system problems:
This constraint holds the logic of running, start-up, and shut-down of the units. A running unit cannot be started up:
Angle in all buses has a lower and upper bound:
Test Systems Generation
To generate new test systems (instances) by the methodology proposed we worked with three standardized test systems:
(i) System I: based on 104-bus electric energy system of Mainland Spain with 104 nodes, 62 thermal units, and 160 transmission lines [7] ,
(ii) System II: based on IEEE-24 bus test system with 24 nodes, 24 thermal units, and 38 transmission lines [5] , (iii) System III: based on IEEE-118 bus test system with 118 nodes, 54 thermal units, and 186 transmission lines [6] .
All instances consider a 24-hour planning horizon with one period per hour. We use stable distribution to model the demand from the original systems. After a quantile analysis, we conclude that the three systems do not follow a normal distribution and show the presence of extreme values and fat tails (see Figures 1, 2, and 3) .
Normal test shows that three systems do not follow a normal distribution and for the nature of the series have a fat tails characteristics (See Tables 1, 2 , and 3).
The data do not follow a normal distribution and have fat tails, because we use alpha stable distribution to fit the data. It was felt that 1 parameterization is usually used [12] for modeling stable data: Adjustments of the data were obtained parameters characterizing the distribution of the three methods used generally, maximum likelihood, quantile, and regression [13] . In this case, the regression method is used since it is the method generally used in the analysis of stable series that has a better adjustment of the tails of the distribution. The parameters for the alpha stable distribution show a parameter alpha different to two (normal case) that means the data has impulsivity. To test the fit of the distribution to data, many authors agree with the utility of Anderson-Darling [14] test for data with fat tails, and in all cases the null hypothesis was not rejected.
The parameter alpha in three systems shows the presence of impulsivity in the series, all series are symmetric positive and have high dispersion. That depends on the demand in the 24 hours of day and shows the habits of consumption. Figures 4, 5, and 6 show the fit of data wit alpha stable distribution through Quantile-Quantile stable plots. The tails have been captured and this information is considered into the simulation of random alpha stable variables.
The parameter alpha shows the impulsivity of data, to simulate the random alpha stable variables, was considered three scenarios with = 1.50, = 1.69, and = 1.84. Other parameters used to simulate random alpha stable variables are the maximum of the parameters because that helps to simulate extreme values in dispersion and localization. In Figure 7 we can see the effect to the parameter alpha on the distribution function.
With the data the three scenarios are considered to simulate the random variables, with the next set of parameters = (1.59, 1.69, 1.84), = 1.0, = (13.3, 42.8, 113 .08), and = (35.9, 121.9, 227.76). The effect of parameter alpha in the distribution function fitted is showed in Figure 8 . The parameter alpha measures the impulsivity of data that the reason because is one of the most important parameters for this analysis.
After the last analysis by Chambers-Mallows-Stuck method, we created 100 instances for each original test system according to the original energy demand ranges. The numerical behaviors of some of these instances are showed in next section.
Computational Results
In this section we present the results to the computational experiments that we carried out to evaluate the performance of the generated test systems by the proposed method. All simulations and mathematical models were carried out on an AMD Phenom II N970 Quad-Core with a 2.2 GHz processor and 4 GB RAM. Table 4 shows the results of the Multiperiod Unit Commitment for 20 generated instances.
The mathematical model of Multiperiod Unit Commitment was implemented in GAMS [15] using the solver DICOPT [16] for solving the mixed integer nonlinear problems and CPLEX [17] for mixed integer problems.
Concerning the computational times, we note that they are more similar than original systems. One must highlight that the computational times do not exceed more than 35 minutes (See Figures 9, 10, and 11) . In general, the generated instances do not have numerical problems in the optimization process, which normally occurs in Unit Commitment Problem. Only for a one instance from IEEE-24 bust test system no solution was found. This is due to a problem of numerical stability.
Conclusions
By introducing Chambers-Mallows-Stuck method, we presented a new way to generate electrical test systems for economic analysis. We show that the electrical demand is an alpha stable random variable, so we use it to generate several instances for the original test systems. The results show that electrical demand presents a greater degree of impulsivity due to the presence of peaks in the series during the hours of the day and seasons of high energy demand. We use Chambers-Mallows and Stuck algorithm for simulating alpha stable random variables characterizing demand patterns of real systems. By modeling the demand through the use of alpha stable distribution can catch the real behavior of the electrical demand and build possible extreme scenarios, each scenario corresponds to a price-elastic demand curve. The simulations were based on two IEEE test systems and a portion of energy system of Mainland Spain.
We test all generated instances in the Multiperiod Unit Commitment Problem and the results show that the proposed methodology is relevant, obtaining feasible solutions with GAMS solver in the same way of the original systems. This work contributes to having standardized test systems that can be used to benchmark the performance of many proposed techniques.
