In this paper, we introduce restricted products of a family of suitable locally convex spaces and derive criteria when mappings into such products are continuous or smooth. These general considerations allow the definition of restricted products of weighted function spaces which can be used to define weighted function spaces on manifolds and to examine non-linear mappings between such spaces.
Introduction
In the book [Wal12] , Lie groups of weighted diffeomorphisms on Banach spaces were constructed. The model space used for these groups are weighted mappings between Banach spaces. In order to construct Lie groups of weighted diffeomorphisms on noncompact manifolds, we need to define spaces of weighted vector fields. The purpose of this paper, whose content is a part of the author's dissertation, is to develop a framework for such spaces and tools to handle them efficiently.
In particular, we define and examine some kind of simultaneously weighted functions. As a motivation, let M be a manifold, f : M → R a weight on M and X : M → TM a vector field. There is no canonical way to express what it means that X is bounded with respect to f . In contrast, for a chart κ for M we perfectly understand what it means if the function X κ = dκ • X • κ −1 is bounded with respect to the weight f • κ −1 . So we may say that X is bounded with respect to f if all its localizations (with respect to an atlas A) are so, and define seminorms with respect to f and an order of differentiation. For a nonempty set W ⊆ R M of weights, this leads to the definition of a topology on a subset of the product κ∈A C ∞ Wκ (U κ , R d ), where W κ := {f • κ −1 : f ∈ W}, that generally is finer than the ordinary product topology.
However, we take a more general approach. First, we define a restricted product for a family of locally convex spaces when there exists a set J such that each space has a set of generating seminorms that can be indexed over J, and prove some results about these kind of spaces. After that, we define weighted restricted products. These consist of functions that are defined on the disjoint union of open subsets of arbitrary normed spaces, and are bounded w.r.t. weights which also are defined on this union.
Of particular interest is the question of whether operations between these spaces that are defined factorwise are continuous or smooth. We will see that many maps of this type behave quite well.
Definitions and previous results
Before we start, we have to repeat some of the notation and results of [Wal12] . We set S := S ∪ {∞} for S ∈ {R, N}. Other notation is introduced when it is first used.
Spaces of weighted functions
Definition 2.1.1. Let X and Y be normed spaces and U ⊆ X an open nonempty set. For k ∈ N and a map f : U → R, we define the quasinorm
on the set of k-times Fréchet differentiable functions. Furthermore, for any nonempty set W ⊆ R U and k ∈ N we define the vector space Further, we define the maximal extension W max ⊆ R U of W as the set of functions f for which · f,0 is a continuous seminorm on C 0 W (U, Y ), for each normed space Y . Obviously W ⊆ W max and we can show that · f,ℓ is a continuous seminorm on each C k W (U, Y ), provided that f ∈ W max and ℓ ≤ k. An important tool for dealing with higher differentiabilty orders is the following:
Lemma 2.1.2 (Reduction to lower order). Let X and Y be normed spaces, U ⊆ X an open nonempty set, W ⊆ R U , k ∈ N and γ ∈ F C 1 (U, Y ). Then
is a topological embedding.
Occasionally, we will need the following lemma. A more general version is stated and proved in [Wal12, La. 3.4 .16].
Lemma 2.1.3. Let X, Y and Z be normed spaces, U ⊆ X an open nonempty set, k ∈ N and W ⊆ R U nonempty. Then the map
is an isomorphism of locally convex topological vector spaces.
Differentialbility and smooth maps between weighted function spaces
We give basic definitions for the differential calculus for maps between locally convex spaces that is known as Kellers C k c -theory.
Definition 2.2.1. Let X and Y be locally convex spaces, U ⊆ X an open nonempty set and f : U → Y a map. We say that f is C 1 if for all u ∈ U and x ∈ X, the directional derivative
exists and the map df : U × X → Y is continuous. Inductively, for a k ∈ N we call f C k if f is C 1 and df : U × X → Y is a C k−1 -map. We write C k (U, Y ) for the set of k-times differentiable maps.
The Continuity of parameter-dependent integrals is an useful tool when dealing with differential quotients. Here the integral is a weak integral; see [Bil07, Sec. 3] for details. In particular, the following is stated (and proved) in Prop. 3.5.
Lemma 2.2.2 (Continuity of parameter-dependent integrals). Let P be a topological space, X a locally convex space, I ⊆ R a proper interval and a, b ∈ I. Further, let f : P × I → X be a continuous map such that the weak integral
exists for all p ∈ P . Then the map g : P → X is continuous.
Smooth maps between weighted function spaces
We give two examples of smooth maps between weighted function spaces which we will adapt to the case of weighted restricted products.
Composition of weighted functions
The following result about the differentiabilty of composition is proved in [Wal12, Sec. 4.1.1], with slightly different notation. More precisely, the following are the assertions of La. 4.1.3 and Prop. 4.1.7. Here, D denotes the unit ball of K ∈ {R, C}.
Proposition 2.2.3. Let X and Y be normed spaces, U, V, W ⊆ X open nonempty subsets such that V + U ⊆ W and V is balanced, W ⊆ R W with 1 W ∈ W and k, ℓ ∈ N.
is defined and a C ℓ -map. If ℓ > 0, then it has the directional derivative
In particular, c
, f ∈ W and x ∈ U the following estimates hold: 
Then the map I
is defined and smooth. In particular, for φ ∈ D τ and φ 1 ∈ C ∞ W (U, X) we have that
here QI denotes the quasi-inversion of the algebra C ∞ W (U, L(X)) (which arises as the the superposition with QI L(X) and is discussed in [Wal12, Sec. 3.3.3.3 and App. C]). Further, for ψ ∈ D τ , f ∈ W and x ∈ V , the estimates
hold.
A superposition operator on weighted functions
Before we can turn our attention to restricted products, we examine whether a function
We show that this is the case if 0 ∈ V , Ξ maps U × {0} to 0, and if the size of the derivatives of Ξ can be covered with the weights, see (3.2.1.4) for the precise phrasing. In Proposition 4.3.3, we will adapt this result to weighted restricted products. In [Wal12, La. 6.2.14], a similar result was proved, but for a very different sort of weighted function space. In contrast to assertions about superposition operators in [Wal12] , we use a more quantitative approach.
Estimates for higher derivatives
We give estimates for the higher derivatives of a function of two variables, provided it is linear in its second argument. We also turn to more special cases of such functions.
Lemma 3.1.1. Let X, Y and Z be normed spaces, U ⊆ X an open nonempty set, k ∈ N * and Ξ ∈ F C k (U × Y, Z) a map that is linear in its second argument. Further, let ℓ ∈ N with ℓ ≤ k, x ∈ U and y ∈ Y .
Here, for an (m + 1)-linear map b :
holds, where h
(c) Suppose that there exist a normed space X, a map g ∈ F C k (U, X) and a continuous bilinear map b :
for h 1 , . . . , h ℓ ∈ X. In particular,
and (if ℓ ≥ 1)
1 Ξ is linear in its second argument. For ℓ = 0, this is true by our assumption.
and d
Ξ is so. We prove ( †). We get using the linearity of D
for v 1 , . . . , v ℓ ∈ X, the desired identity follows. (b) We prove the identity for D (ℓ) Ξ by induction on ℓ. ℓ = 1: This follows directly from ( †). ℓ → ℓ + 1: We calculate the (ℓ + 1)-th derivative of Ξ using the inductive hypothesis and ( †):
from which we derive the assertion. The estimate ( † †) follows directly from this identity. (c) We first prove the identity by induction on ℓ. The assertion obviously holds for ℓ = 0.
ℓ → ℓ + 1: We use the inductive hypothesis to calculate
so the assertion is established. The estimate ( † † †) follows directly from this identity. Furthermore, we derive (3.1.1.1) from ( † †) and ( † † †).
Lemma 3.1.2. Let E, F , X, Y and Z be normed spaces,
, and for each ℓ ∈ N * , we have
Moreover, for each R > 0,
Proof. We get from (3.1.1.1) that
for all ℓ ∈ N * , we obtain the first estimate. (3.1.2.1) follows.
The superposition operator
We prove the above assertion about the superposition, using notation from Lemma 3.1.2. The hardest part of the proof will be the examination of the superposition with Ξ 
(a) For maps γ, η : U → V such that the line segment {tγ
holds. In particular, for η = 0 we get
The map D 1 Ξ maps U × {0} to 0, and for f ∈ W, we have
Then the map
is defined and smooth with
Hence for each f ∈ W, we have
From this estimate, we conclude that (3.2.1.1) holds.
follows from the Chain Rule. For x ∈ U and h ∈ X, we have
whence D 1 Ξ(x, 0) = 0. We then get the estimate by applying (3.2.1.2) to the first summand.
(c) We first prove by induction on k that Ξ * is defined and continuous.
We see with (3.2.1.2) that Ξ * is defined since
With a similar argument, we see using (3.2.1.1) that Ξ * continuous since each γ ∈ C ∂,0
M (here, M denotes the composition of linear operators). We also proved in (b) that D 1 Ξ(U × {0}) = {0}, and obviously
Hence we can use the inductive hypothesis to see that
is defined and continuous. We examine Ξ (2) M . To this end, let R > 0. We see using (3.1.2.1) that for ℓ ∈ N * and f ∈ W,
Here, g ℓ , g ℓ+1 ∈ W max exist by our assumptions. Hence in both cases, we can apply the inductive hypothesis to Ξ
M and get (using Lemma 2.1.3 implicitly) that the map C ∂,k
is defined and continuous. Since 1 U ∈ W, the domain of this map is a neighborhood of γ. This finishes the proof.
We pass on to prove the smoothness of Ξ * . To do this, we have to examine d 2 Ξ.
· , where · denotes the evaluation of linear operators. Hence we can use a similar argument as above when discussing Ξ
We calculate for x ∈ U and t ∈ B K (0, r) \ {0} (using Lemma 2.1.3 implicitly) that
Hence we can apply [Wal12, La. 3.2.13] to see that
Using Lemma 2.2.2, we derive that Ξ * is C 1 and (3.2.1.5) holds. We see with (3.1.2.1) (again, using that
So with an easy induction argument we conclude (using Lemma 2.1.3) from (3.2.1.5) that Ξ * is C ℓ for each ℓ ∈ N and hence smooth.
Weighted restricted products
We are ready to discuss restricted products of weighted function spaces. As suggested in the introduction, for the sake of clarity we first take a more general approach.
Restricted products for locally convex spaces with uniformly parameterized seminorms
Definition 4.1.1 (Restricted products). Let I and J be nonempty sets, (E i ) i∈I be a family of locally convex spaces such that for each i ∈ I, there exists a family (p i,j ) j∈J of seminorms on E i that defines its topology. For each j ∈ J, we define the quasinorm
With these, we define
We shall use the same symbol, p j , for the restriction of p j to ℓ ∞ J ((E i ) i∈I ). Endowed with the seminorms {p j : j ∈ J}, the latter is a locally convex space. Note that the topology on ℓ ∞ J ((E i ) i∈I ) is finer than the ordinary product topology, and strictly finer if {i ∈ I : E i = {0}} is infinite.
On Lipschitz continuous functions to a restricted product
Since the topology of ℓ ∞ J ((E i ) i∈I ) generally is finer than the product topology, a map whose component maps are continuous is not necessarily continuous. But we can give a sufficient criterion for Lipschitz continuity. First, we give the following definition.
Lemma 4.1.3. Let V be a nonempty subset of the locally convex space X.
where for i ∈ I, π i : j∈I E j → E i denotes the canonical projection. Then A is continuous. In fact, Lip
Proof. Let x, y ∈ V and j ∈ J. We have
This finishes the proof.
On the product of restricted products
We turn to the product ℓ
of two restricted products. If the seminorms of both spaces are indexed over the same set, it is isomorphic to another restricted product. As a preparation, we make the following remark. Remark 4.1.4. For the following, note that if the locally convex spaces E and F both have a generating family (p E j ) j∈J and (p Proof. We denote the maps defined above by A and B, respectively. Let j ∈ J and k ∈ I. Then
, and since it is linear, we can use Lemma 4.1.3 to see that it is continuous to this space. Since the same argument can be made for the second factor, we see that A is continuous.
On the other hand, we have that
, and since it is linear, we can use Lemma 4.1.3 to see that it is continuous to this space. Now clearly B = A −1 .
On differentiable functions into a restricted product
We give a criterion when a function into a restricted product whose component maps are C 1 is differentiable itself. In order to do this, we give a sufficient condition for the completeness of a restricted product.
Completeness of a restricted product We prove that a restricted product is complete if all factors are so.
Lemma 4.1.6 (Completeness). Let I and J be nonempty sets, (E i ) i∈I be a family of locally convex spaces and (p i,j ) j∈J a family of generating seminorms for E i , for i ∈ I. Further assume that each E i is complete. Then ℓ
α∈A is a Cauchy net in E i , and since E i is complete, it converges to some x i ∈ E i . We show that (x i ) i∈I ∈ ℓ ∞ J ((E i ) i∈I ) and that (x α ) α∈A converges to (x i ) i∈I . To this end, let j ∈ J. Since (x α ) α∈A is a Cauchy net, for each ε > 0 there exists ℓ ∈ A such that
We fix α in this estimate, and for each i ∈ I, we take π i (x β ) to its limit. Then we get that
Hence
Since ε > 0 was arbitrary, we also see that (x α ) α∈A converges to (x i ) i∈I .
Differentiability criterion
The criterion we present is quite useful. The reason for this is that often, we can compute the differentials in terms of the map itself and some well-behaved operations.
is continuous. Hence we see with Lemma 4.1.6 that for each t ∈ B K (0, ε),
, where F i denotes the completion of F i . Using the mean value theorem, we conclude that the integral exists in ℓ ∞ J ((F i ) i∈I ) with the value 1 t (f (x + th) − f (x)), if t = 0. Hence we see with the continuity of parameter-dependent integrals (Lemma 2.2.2) that f is C 1 with df (x; h) = (df i (x; h)) i∈I .
On the product of multilinear maps
The last result about the general restricted products is about the continuity of a product of multilinear maps. It assures the continuity if the factors maps are kind of "uniformly bounded" for each generating seminorm of the restricted product.
Lemma 4.1.8 (Multilinear maps). Let I and J be nonempty sets, m ∈ N, E 1 , . . . , E m be locally convex spaces and (F i ) i∈I a family of locally convex spaces such that the topology of each F i is generated by a family (p i,j ) j∈J of seminorms. Further, for each i ∈ I let
Proof. We conclude from ( †) that for j ∈ J and
From this estimate, we conclude that (β i (x 1 , . . . , x m )) i∈I ∈ ℓ ∞ J ((F i ) i∈I ). Further, since (β i ) i∈I is obviously m-linear, we see that it is continuous in 0 and hence continuous.
Restricted products of weighted functions
We now turn our attention to special restricted products, where each factor is a weighted function space of the kind examined in [Wal12, Chpt. 3]. Since we know the topology of these spaces and plenty of operations on and between them very well, we are able to derive more results about them than in the general case. We give the definition and then adapt some previous results about the topological and uniform structure.
Definition, topological and uniform structure
Definition 4.2.1. Let I be a nonempty set, (U i ) i∈I a family such that each U i is an open nonempty set of a normed space X i , (Y i ) i∈I another family of normed spaces, W ⊆ R · ∪ i∈I U i a nonempty family of weights defined on the disjoint union · ∪ i∈I U i of (U i ) i∈I , and k ∈ N. For i ∈ I and f ∈ W, we set f i := f | U i , and further W i := {f i : f ∈ W}.
Then the topology of each space C
is induced by a family of seminorms indexed over W × {ℓ ∈ N : ℓ ≤ k}; for i ∈ I, we map f ∈ W and ℓ ∈ N with ℓ ≤ k to
The seminorms that generate the topology on this space are of the form
where f ∈ W and ℓ ∈ N with ℓ ≤ k.
) i∈I is endowed with the initial topology of the inclusion maps
Proof. This is clear from the fact that the seminorms · f,ℓ with f ∈ W and ℓ ≤ k define the topology on the right hand side, while those with ℓ ∈ N define the topology on the left.
The map
is linear and a topological embedding.
Proof. This is proved in the same way as Lemma 2.1.2.
Lipschitz continuity This is an adaptation of Lemma 4.1.3.
Lemma 4.2.4. Let V be an open nonempty subset of the locally convex space X. Let
Then A is continuous. In fact, Lip
Proof. This follows from Lemma 4.1.3.
Adjusting weights and open subsets
Let I be an infinite set and (r i ) i∈I a family of positive real numbers such that inf i∈I r i = 0.
If W consists only of 1 · ∪ i∈I U i , then the set i∈I C
But since we later need to discuss such sets, and in particular want functions that are defined on such sets to be differentiable (think of the Riemannian exponential function), we must know under which conditions on W their interior is not empty.
It turns out that if W contains a weight ω that is "large enough" on each
so the latter is a neighborhood of 0. We will call ω adjusting to the family (r i ) i∈I since ω adjusts its smallness. We start with some definitions.
Definition 4.2.5. Let (U i ) i∈I and (r i ) i∈I be families such that each U i is an open nonempty set of the normed space X i , and each r i ∈]0, ∞]. We say that ω : · ∪ i∈I U i → R is an adjusting weight for (r i ) i∈I if for each i ∈ I, we have that
Notice that generally, ω itself is not bounded.
Definition 4.2.6. Let (U i ) i∈I and (V i ) i∈I be families such that each U i is an open nonempty set of the normed space X i and each V i is an open nonempty subset of a normed space
In particular, we define
Additionally, if each V i is star-shaped with center 0, then ω is called an adjusting weight for (V i ) i∈I if it is an adjusting weight for (dist({0}, ∂V i )) i∈I . If it is clear to which family ω adjusts, we may call ω just an adjusting weight.
Remark 4.2.7. Let (U i ) i∈I and (V i ) i∈I be families such that all U i and V i are open nonempty subsets of the normed spaces X i respectively Y i , W ⊆ R · ∪ i∈I U i a nonempty set,
> 0, and hence
To show that i∈I C 0 W i (U i , B Y i (0, r i )) contains a neighborhood of the constant 0 function, we estimate the · 1 U ,0 seminorm with the · f,0 seminorm. Lemma 4.2.9. Let (U i ) i∈I and (V i ) i∈I be families such that each U i is an open nonempty set of a normed space X i and each V i is an open nonempty subset of a normed space 
(4.2.9.1)
We show that
To this end, let η be an element of set on the left hand side and s := r − η − γ f,0 . Then for i ∈ I, x ∈ U i and h ∈ B Y i (0, s |f (x)| ), we have with Lemma 4.2.8 and the triangle inequality
Let η be an element of the set on the left hand side of (4.2.9.1). We set r := τ − η f,0 . Let i ∈ I, x ∈ U i and h ∈ B Y i (0, r |f (x)| ). Then we see with (4.2.8.1) that
. This finishes the proof.
Remark 4.2.10. Let (U i ) i∈I be a family such that each U i is an open nonempty set of the normed space X i . Further, let W ⊆ R · ∪ i∈I U i contain ω with inf x∈U |ω(x)| > 0 (in particular, this holds if ω is an adjusting weight) and k ∈ N. Then for each ℓ ∈ N with ℓ ≤ k, we see with Lemma 4.2.8 that the seminorm
Simultaneous superposition and multiplication
In this subsection, we discuss operations between restricted products of weighted functions that consist of operations that are defined on a single factor. The most common operation is the superposition with a family (φ i ) i∈I of maps of certain characteristics, i.e. linear, analytic etc. In contrast to results derived in [Wal12] , we often have to take a more quantitative approach, and tailor our assumptions about the permitted weights to (φ i ) i∈I .
Simultaneous multiplication
We begin with simultaneous multiplication. It is pretty straightforward, and (4.3.1.1) provides a good example of the assumptions on the weights that will be made in the following. Assume that W ⊆ R · ∪ i∈I U i is nonempty and
Then for k ∈ N, the map
is defined and continuous linear.
Proof. We prove this by induction on k.
which shows the assertion.
k → k + 1: Using the induction base and Proposition 4.2.3, all we have to show is that for
and we easily calculate that β
op ≤ β i op for each i ∈ I. Since W and (DM i ) i∈I satisfy (4.3.1.1), we can apply the inductive hypothesis to both summands and finish the proof.
Simultaneous superposition with multilinear maps
Here, we examine the superpositions with multilinear maps that are uniformly bounded. It is very similar to [Wal12, Prop 3.3.3], but also involves a result for the more general restricted products defined above.
Lemma 4.3.2. Let I be a nonempty set, (X i ) i∈I , (X i,k ) (i,k)∈I×{1,...,n} and (Y i ) i∈I families of normed spaces, and U i ⊆ X i an open nonempty subset for each i ∈ I. Let W 1 , . . . , W n , W ⊆ R · ∪ i∈I U i be nonempty sets such that
Further, for each i ∈ I, let β i : X i,1 × · · · × X i,n → Y i be a continuous n-linear map such that the set { β i op : i ∈ I} is bounded. Then the map
is defined, n-linear and continuous.
Proof. Using [Wal12, Prop 3.3.3], we have for each i ∈ I and
We prove by induction on k that β takes values in C k W (U i , Y i ) i∈I and is continuous.
Since i was arbitrary, we can apply Lemma 4.1.8 to derive the assertion.
k → k + 1: Using the induction base and Proposition 4.2.3, all we have to show is that for (γ i,1 ) i∈I ∈ C k+1 W 1
and that the map
(using notation as in [Wal12, Def 3.3.1]) and hence
Since we easily calculate that β (j) i op ≤ β i op for each i ∈ I and j ∈ {1, . . . , n}, we can apply the inductive hypothesis to each summand and get the assertion.
Simultaneous superposition with differentiable maps
We provide the simultaneous analogue of Proposition 3.2.1. In the proof, we have to use notation introduced in Lemma 3.1.2, as we did in the proof of 3.2.1. Similarly, the technically most challenging part will be the examination of the superposition with
Another novelty is the use of adjusting weights.
Proposition 4.3.3. Let (U i ) i∈I and (V i ) i∈I be families such that each U i is an open nonempty set of the normed space X i and each V i is an open, star-shaped subset with center 0 of a normed space Y i . Further, let (Z i ) i∈I be another family of normed spaces and W ⊆ R · ∪ i∈I U i contain an adjusting weight ω.
is satisfied. Then for k ∈ N, the map
is defined and smooth.
Proof. We see with Proposition 3.2.1 (and Remark 4.2.7) that β * is defined as a map to
We first prove by induction on k that β * takes its values in C k W (U i , Z i ) i∈I and is continuous. k = 0: Let f ∈ W. Using (3.2.1.2), we see that for γ ∈ C
With the same reasoning, we see with (3.2.1.1) that for η ∈ C
So by Lemma 4.2.4, β * is locally Lipschitz continuous and hence continuous.
we have by Proposition 3.2.1 using notation from Lemma 3.1.2
(Here, M i denotes the composition of linear operators). For i ∈ I and ℓ ∈ N * ,
and from (3.1.2.1) we get that
for each R > 0. Hence we can apply the inductive hypothesis to see that the maps
are continuous; here we used that ω is an adjusting weight for (V i × B L(X i ,Y i ) (0, R)) i∈I when the product is endowed with the maximum norm of the factor products (and also for (B L(X i ,Y i ) (0, R)) i∈I ) if R ≥ 1. From the continuity of the latter map, we deduce using Lemma 2.1.3, Lemma 4.3.2 and Lemma 4.1.5 that
is defined and continuous. In view of Remark 4.2.10, the domain of this map is a neighborhood of γ. This finishes the inductive proof.
The case k = ∞ follows from the case k < ∞ by means of Lemma 4.2.2. Now we prove that β * is smooth. More exactly, we show by induction on ℓ ∈ N * that it is C ℓ . ℓ = 1: By Proposition 3.2.1, for any i ∈ I the map
is C 1 . We noted in (3.2.1.5) that its differential is given by
· , where · denotes the evaluation of linear operators. We see with the same reasoning as above that the map
) i∈I is defined and continuous. Hence we can apply Lemma 4.1.7 to see that β * is C 1 with dβ * = i∈I (d 2 β i ) * .
ℓ → ℓ + 1: We see with the inductive hypothesis that i∈I (d 2 β i ) * is C ℓ , and since dβ * = i∈I (d 2 β i ) * , we deduce that β * is C ℓ+1 .
For technical reasons, we show that for a family (φ i ) i∈I of smooth maps for which (4.3.1.1) is satisfied for their Fréchet differentials (Dφ i ) i∈I , the family of their ordinary differentials (dφ i ) i∈I satisfies (4.3.3.1), at least on bounded subsets. Lemma 4.3.4. Let (U i ) i∈I be a family such that each U i is an open nonempty set of a normed space X i and (Y i ) i∈I a family of normed spaces. Further, for each i ∈ I let β i : U i → Y i be a smooth map and W ⊆ R · ∪ i∈I U i such that (4.3.1.1) is satisfied for
Proof. Let i ∈ I. Then we derive from (3.1.1.1) that for all ℓ ∈ N * , x ∈ U i and h ∈ X i ,
, and from this estimate we easily derive that (4.3.3.1) is satisfied when so is (4.3.1.1).
Simultaneous superposition with uniformly bounded maps As a corollary, we prove a superposition result that is more in the style of [Wal12, Prop. 3.3 .12]; we examine functions that are not necessarily defined on a product and assume that the norms of the derivatives are uniformly bounded. First, we state an obvious fact.
Lemma 4.3.5. Let (U i ) i∈I and (V i ) i∈I be families such that each U i is an open nonempty subset of the normed space X i and each V i is an open nonempty subset of a normed space Y i . Further, let (Z i ) i∈I be another family of normed spaces and W ⊆ R · ∪ i∈I U i nonempty.
For each i ∈ I, let β i ∈ F C ∞ (U i × V i , Z i ) be a map such that for each ℓ ∈ N * ,
Then (4.3.3.1) is satisfied.
Proof. Let ℓ ∈ N * . For f ∈ W and i ∈ I, we have that
Since K ℓ f ∈ W max , the assertion is proved.
We now prove the result. The main difficulty is that in order to use Proposition 4.3.3, we have to adapt its results for functions that are not necessarily defined on a product. Corollary 4.3.6. Let (U i ) i∈I and (V i ) i∈I be families such that each U i is an open nonempty subset of the normed space X i and each V i is an open subset of a normed space Y i that is star-shaped with center 0. Further, let (Z i ) i∈I be another family of normed spaces and W ⊆ R · ∪ i∈I U i contain an adjusting weight ω. For each i ∈ I, let
be a map such that β i (0) = 0. Further, assume that for each ℓ ∈ N * , the set
is bounded. Then for k ∈ N, the map
Proof. For each i ∈ I, we define β i : 
Hence we derive the assertion from Proposition 4.3.3 and Lemma 4.3.5.
Simultaneous superposition with analytic maps We prove a result concerning the superposition with analytic maps. As in Corollary 4.3.6, the results derived here are in the style of [Wal12, Prop. 3.3.19 ]. We start with simultaneous "good" complexifications.
Lemma 4.3.7. Let (U i ) i∈I and (V i ) i∈I be families such that each U i is an open nonempty set of the normed space X i , each V i is an open set of a real normed space Y i and ( V i ) i∈I a family such that for each i ∈ I, V i is an open neighborhood of
(4.3.7.1)
Proof. Note that i∈I (ι i ) * is defined by Lemma 4.3.2. Let γ ∈ C ∂,k
which finishes the proof.
We now prove the result. We assume that the domains of the superposition maps do not become arbitrarily small, and that they are uniformly bounded on subsets that have a uniform distance from the domain boundary. This, together with the Cauchy estimates, will enable us to use Proposition 4.3.3. We need two results from [Wal13] that were used in [Wal12] , but not explicitely stated. La. 3.3.13 is a (revised) version of the approximation technique used in the proof of [Wal12, La. 3.3.13], and estimate (3.3.15.1) was used in the proof of [Wal12, La. 3.3.14].
Corollary 4.3.8. Let (U i ) i∈I and (V i ) i∈I be families such that each U i is an open nonempty subset of a normed space X i , each V i is an open subset of a normed space Y i that is star-shaped with center 0 such that inf i∈I dist({0}, ∂V i ) > 0. Further, let (Z i ) i∈I be another family of normed spaces and W ⊆ R · ∪ i∈I U i with 1 · ∪ i∈I U i ∈ W. For each i ∈ I, let β i : V i → Z i be a map with β i (0) = 0. Further, assume that either all β i are complex analytic with
(4.3.8.1) or that any β i is real analytic and has a complexification
such that (4.3.8.1) is satisfied and whose domains V i are star-shaped with center 0 and satisfy (4.3.7.1). Then for k ∈ N, the map min(1, r 2 ) such that
for all i ∈ I. Using (4.3.8.1), we conclude from this that
is bounded, so we use Corollary 4.3.6 to see that β * is defined and smooth (and hence analytic) on C ∂,k
we derive the assertion. Now assume that all β i are real analytic. We derive from the first part of the proof that β * = i ( β i ) * is defined and analytic. Obviously β * coincides with the restriction of β * to i∈I (ι i ) * (C ∂,k W (U i , V i ) i∈I ) (which is contained in the domain of β * by Lemma 4.3.7), hence β * is real analytic.
We provide an application.
Lemma 4.3.9. Let (U i ) i∈I be a family such that each U i is an open nonempty subset of the normed space X i , (Y i ) i∈I a family of Banach spaces, W ⊆ R · ∪ i∈I U i with 1 · ∪ i∈I U i ∈ W and k ∈ N. Then the map
is defined and analytic.
Proof. This is simply an application of Corollary 4.3.8 since each QI L(Y i ) | B L(Y i ) (0,1) can be written as a (the same) power series, and hence satisfies (4.3.8.1).
Simultaneous composition and inversion
We examine the simultaneous application of the composition and inversion operations, respectively, that we stated in Proposition 2.2.3 and Proposition 2.2.4.
Simultaneous composition We start with composition. Note that we need the adjusting weight ω to ensure that C ω ∂ ,k W (U i , V i ) i∈I is open and not empty.
Proposition 4.4.1. Let (U i ) i∈I , (V i ) i∈I and (W i ) i∈I be families such that for each i ∈ I, U i , V i and W i are open nonempty sets of the normed space X i with U i + V i ⊆ W i , and V i is balanced. Further, let (Y i ) i∈I be another family of normed spaces and W ⊆ R · ∪ i∈I W i contain an adjusting weight ω for (V i ) i∈I . Then for k, ℓ ∈ N, the map
is defined and C ℓ .
Proof. We see with Proposition 2.2.3 (and Remark 4.2.7) that c is defined and continuous. Further, we see (noting Remark 4.2.10) that (Dη i + Id) i∈I ∈ C k {1 · ∪ i∈I U i } (U i , L(X i )) i∈I . Hence we can apply Lemma 4.3.2 to finish the proof.
The case k = ∞ follows from the case k < ∞ using Lemma 4.2.2. Now we prove by induction on ℓ ∈ N * that c Y,k W,ℓ is C ℓ . ℓ = 1: We know from Proposition 2.2.3 that
is C 1 for each i ∈ I, and we noted in identity (2.2.3.1) that its differential is given by d c
Since we already proved that c Simultaneous inversion We treat inversion. Here an adjusting weight is given explicitly.
Proposition 4.4.2. Let (U i ) i∈I and ( U i ) i∈I be families such that U i and U i are open nonempty sets of the Banach space X i and U i is convex. Further assume that there exists r > 0 such that U i + B X i (0, r) ⊆ U i for all i ∈ I. Let W ⊆ R · ∪ i∈I U i with 1 · ∪ i∈I U i ∈ W and τ ∈]0, 1[. Then the map
is defined and smooth, where
,1 < τ and φ 1 · ∪ i∈I U i ,0 < r 2
(1 − τ ) .
Proof. We use Proposition 2.2.4 to see that I U W is defined as a map to i∈I C ∞ W ( U i , X i ) i∈I . We prove by induction on k that it takes values in C k W ( U i , X i ) i∈I and is continuous. k = 0: By estimate (2.2.4.3), we have for f ∈ W, (φ i ) i∈I ∈ D τ and each i ∈ I that 
Since (Dφ i ) i∈I ∈ C ∂,k W (U i , B L(X i ) (0, 1)) i∈I , we can apply Lemma 4.3.9 and after that Lemma 4.3.2, Proposition 4.4.1 and the inductive hypothesis to finish the proof.
The case k = ∞ follows from the case k < ∞ with Lemma 4.2.2. Now we prove that I U W is smooth. More exactly, we show by induction on ℓ ∈ N * that it is C ℓ . Remark 4.4.3. We implicitly used in this subsection that the operator norms of the composition resp. evaluation of linear maps are uniformly bounded.
