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W∗–SUPERRIGIDITY FOR BERNOULLI ACTIONS
OF PROPERTY (T) GROUPS
ADRIAN IOANA
Abstract. We consider group measure space II1 factors M = L∞(X)⋊ Γ arising from
Bernoulli actions of ICC property (T) groups Γ (more generally, of groups Γ containing
an infinite normal subgroup with the relative property (T)) and prove a rigidity result
for ∗–homomorphisms θ : M → M⊗M . We deduce that the action Γ y X is W∗–
superrigid, i.e. if Λ y Y is any free, ergodic, measure preserving action such that the
factors M = L∞(X) ⋊ Γ and L∞(Y ) ⋊ Λ are isomorphic, then the actions Γ y X and
Λy Y must be conjugate. Moreover, we show that if p ∈ M \ {1} is a projection, then
pMp does not admit a group measure space decomposition nor a group von Neumann
algebra decomposition (the latter under the additional assumption that Γ is torsion free).
We also prove a rigidity result for ∗–homomorphisms θ :M →M , this time for Γ in a
larger class of groups than above, now including products of non–amenable groups. For
certain groups Γ, e.g. Γ = F2×F2, we deduce that M does not embed into pMp, for any
projection p ∈M \ {1}, and obtain a description of the endomorphism semigroup of M .
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2 ADRIAN IOANA
§0. Introduction.
0.1 The group measure space construction of Murray and von Neumann associates to
every probability measure preserving (p.m.p.) action Γ y X of a countable group Γ
on a probability space (X, µ), a finite von Neumann algebra L∞(X)⋊Γ ([MvN36]). If
the action is essentially free and ergodic then this algebra is a II1 factor which contains
L∞(X) as a Cartan subalgebra. A central problem in the theory of von Neumann
algebras is understading how much of the group action is “remembered” by its von
Neumann algebra. The main goal of this paper is to prove that, for a large, natural
family of group actions (Bernoulli actions of property (T) groups), their associated
II1 factor completely remembers the group and the action. We start by giving some
motivation for this result.
By a celebrated result of A. Connes, if Γ is infinite amenable, then the II1 factor
of any free ergodic p.m.p. action Γ y X is isomorphic to the hyperfinite II1 factor
([C76], see also [OW80] and [CFW81]). In contrast, the study of group measure space
algebras arising from actions of non–amenable groups has led to a deep rigidity theory
(see the survey [Po07b] and the introduction of [PV09]).
In particular, S. Popa’s seminal work [Po06ab] shows that, for actions belonging to a
large class, isomorphism of their group measure space algebras implies conjugacy of the
actions. More precisely, assume that Γ is an ICC (infinite conjugacy class) group which
has an infinite, normal subgroup with the relative property (T) and let Γy X be a free
ergodic action. Additionally, suppose that Λ y Y = Y Λ0 is a Bernoulli action. Popa
proves that if the actions Γ y X and Λ y Y are W∗–equivalent, i.e. if they produce
isomorphic von Neumann algebras (also known as W∗–algebras), then the actions are
conjugate ([Po06b]). This means that Γ ∼= Λ and there exists an isomorphism of
probability spaces θ : X → Y such that θΓθ−1 = Λ.
The natural question underlying and motivating this result, explicitly formulated in
the introduction of [Po06b], is whether the same is true if one imposes all the conditions
on only one of the actions. In other words, assume that Γ is an ICC group having an
infinite, normal subgroup with the relative property (T) and suppose that Γy X = XΓ0
is a Bernoulli action. Is it true that any free ergodic p.m.p. action Λ y Y which is
W∗–equivalent to Γy X , must be conjugate to it?
Further evidence that the answer to this question is true was provided by Popa. In
[Po07a,Po06b], he proves that this is the case if the actions are assumed orbit equivalent
(OE). This amounts to the existence of an isomorphism of probability spaces θ : X → Y
satisfying θ(Γx) = Λ(θx), for almost every x ∈ X . Recall that orbit equivalence is
stronger than W∗–equivalence of actions. More precisely, as first noticed in [Si55] (see
also [FM77]), two actions Γ y X and Λy Y are orbit equivalent if and only if there
exists an isomorphism of their group measure space algebras, L∞(X)⋊Γ ∼= L∞(Y )⋊Λ,
which identifies the Cartan subalgebras L∞(X) and L∞(Y ).
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0.2 The main result of this paper answers affirmatively the above question. Before
stating it, we first review a few concepts and then introduce some terminology.
An inclusion (Γ0 ⊂ Γ) of countable groups has the relative property (T) of Kazhdan–
Margulis if any unitary representation of Γ which has almost invariant vectors must
have a non–zero Γ0–invariant vector ([Ka67],[Ma82]). When Γ0 = Γ, this condition
is equivalent to the property (T) of the group Γ. Examples of relative property (T)
inclusions of groups are given by (Z2 ⊂ Z2 ⋊ Γ), for any non–amenable subgroup Γ
of SL2(Z) ([Bu91]), and by (Γ0 ⊂ Γ0 × Γ1), for a property (T) group Γ0 (e.g. Γ0 =
SLn(Z), n ≥ 3) and an arbitrary countable group Γ1 ([Ka67]).
For a probability space (X0, µ0), the Bernoulli action Γ y (X
Γ
0 , µ
Γ
0 ) is given by
γ · (xg)g = (xγ−1g)g, for all (xg)g∈Γ ∈ XΓ0 and γ ∈ Γ.
In this paper, by a W∗– or OE–rigidity result we mean a result proving that two
actions Γ y X, Λ y Y , which are W∗– or OE–equivalent, must be conjugate. If this
happens when only one of these actions is in a fixed class, while the other can be any
free ergodic action of any countable group, we have a superrigidity result.
Theorem A (W∗–superrigidity). Let Γ be a countable ICC group which admits an
infinite normal subgroup Γ0 such that the inclusion (Γ0 ⊂ Γ) has the relative property
(T). Let (X0, µ0) be a non–trivial probability space and let Γ y (X, µ) = (X
Γ
0 , µ
Γ
0 ) be
the Bernoulli action. Denote M = L∞(X)⋊Γ and let p ∈M be a projection. Let Λy
(Y, ν) be a free ergodic p.m.p. action of a countable group Λ. Denote N = L∞(Y )⋊Λ.
If N ∼= pMp, then p = 1, Γ ∼= Λ and the actions Γy X, Λy Y are conjugate.
Moreover, any ∗–isomorphism θ : N → M comes from a conjugacy of the actions
Γy X , Λy Y and a character of Γ (see Theorem 9.1). Note that Theorem A provides
a new, large class of II1 factors which are not group measure space factors.
Theorem A is proven in the framework of Popa’s deformation/rigidity theory by
playing against each other the “rigidity” of Γ (manifested here in the form of relative
property (T)) and the “deformation properties” of Bernoulli actions Γy X (see 1.5).
Before discussing its method of proof in more detail, let us put into context.
0.3 Despite remarkable progress in both the areas of W∗– and OE–rigidity during
the last decade (see [Po07b], [Fu09], [PV09]), W∗–superrigidity results remained elu-
sive until very recently ([Pe10], [PV09]). Prior to these results, several large classes
of OE–superrigid actions were found ([Fu99], [Po07a], [Po08], [Ki06], [Io08], [Ki09]).
In addition, for other classes of actions Γ y X , it was shown that L∞(X) is the
unique group measure space Cartan subalgebra of L∞(X)⋊Γ, up to unitary conjugacy
([OP07],[Pe10]). However, since no examples of actions having both of these properties
were known, W∗–superrigidity still could not be concluded.
The situation changed starting with the work of J. Peterson who was able to show the
existence of virtually W∗–superrigid actions ([Pe10]). He considered profinite actions
of certain groups having infinite subgroups with the relative property (T) and used,
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among other things, techniques and results from [Pe09], [OP07], [Io08].
Shortly after, S. Popa and S. Vaes discovered the first concrete families of W∗–
superrigid actions ([PV09]). Furthermore, they succeeded to prove sweeping W∗–
superrigidity results. First, they showed that for groups Γ in a certain class G of
amalgamated free product groups, the II1 factor of any free ergodic action Γ y X
has a unique group measure space Cartan subalgebra. Then, by applying the OE–
superrigidity results from [Po07a, Po08] and [Ki09] they respectively deduced that
the following actions are W∗–superrigid: a) Bernoulli actions, generalized Bernoulli
actions, Gaussian actions of groups Γ ∈ G and b) any free mixing action of Γ =
PSLn(Z) ∗Tn PSLn(Z) ∈ G, where Tn ⊂ PSLn(Z) is the subgroup of upper triangular
matrices and n ≥ 3.
The class G consists of groups of the form Γ = Γ1 ∗ΣΓ2 subject to several conditions:
1) Σ is amenable, 2) Σ is “almost malnormal” in Γ1, normal in Γ2 and 3) Γ1 is “rigid”
(e.g. has property (T) or is a product of non–amenable groups). As is easy to see,
2) precludes groups Γ ∈ G from having an infinite normal subgroup with the relative
property (T). Therefore, Theorem A and the results of [PV09] cover disjoint classes of
groups. In particular, Theorem A is the first W∗–superrigidity result that applies to
property (T) groups.
0.4 In this paper, we introduce a general strategy for analyzing group measure space
decompositions of II1 factors and implement it successfully to derive Theorem A. To
outline our approach, let M be the II1 factor associated to some fixed, “known” action
Γ y X . The first part consists of “classifying” all unital ∗–homomorphisms θ : M →
M⊗M (or embeddings ofM intoM⊗M) in terms of the decompositionM = L∞(X)⋊Γ
(i.e. one would like to have a rigidity result concerning the structure of such θ (see
Thm. C)).
Now, suppose thatM also arises as the II1 factor of a “mystery” action Λy Y . The
decomposition of M as L∞(Y )⋊Λ induces a unital ∗–homomorphism θ :M →M⊗M
given by θ(avλ) = avλ ⊗ vλ, for all a ∈ L∞(Y ) and every λ ∈ Λ. This embedding of
M into M⊗M has been introduced and used by Popa and Vaes in the proof of [PV09,
Lemma 3.2.]. In the second part, we apply the above classification to θ. Thus, we
have some information about the form of θ with respect to both group measure space
decompositions ofM . This relates the two decompositions and, ideally, the relationship
will be powerful enough to imply that the two decompositions coincide, up to unitary
conjugacy. If in addition we know that the action Γ y X is OE–superrigid then we
can deduce that the involved actions must be conjugate.
Remark. Using this strategy it can be readily seen that if a II1 factor M has property
(T), in the sense of Connes–Jones [CJ85], then it admits only countably many group
measure space decompositions (see Section 10).
0.5 Following the above strategy, we prove that the II1 factorM = L
∞(X)⋊Γ defined
in Theorem A has a unique group measure space Cartan subalgebra. In combination
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with Popa’s OE superrigidity result [Po07a] this proves Theorem A.
To apply our approach, we first need to describe all ∗–homomorphisms θ : M →
M⊗M . We start by addressing the seemingly easier question of describing all ∗–
homomorphisms θ : M → M . In this context, we prove a strong rigidity result in the
spirit of [Po06b].
Theorem B. Let M = L∞(X) ⋊ Γ be as in Theorem A. Let θ : M → M be a (not
necessarily unital) ∗–homomorphism and assume that Γ is torsion free.
Then one of the following holds true:
(1) θ(M) ≺M L(Γ) or
(2) θ is unital and we can find a character η of Γ, a morphism δ : Γ→ Γ and a unitary
u ∈M such that uθ(L∞(X))u∗ ⊂ L∞(X) and uθ(uγ)u∗ = η(γ)uδ(γ), for all γ ∈ Γ.
Furthermore, generalizing the main result of [Po06b] (in the case of w–rigid groups),
we prove a rigidity result for ∗–homomorphisms between two II1 factors, each of which
share some, but not all, of the defining properties of M (see Theorem 8.1).
Before elaborating on conditions (1) and (2), let us recall the notations used in
Theorem B. Thus, we denote by L(Γ) ⊂ M the copy of the group von Neumann
algebra of Γ generated by the canonical unitaries {uγ}γ∈Γ ⊂ M . Also, we use the
notation Q ≺M B to indicate that “a corner of a subalgebra Q ⊂M can be embedded
into a subalgebra B ⊂M inside a factor M”, in the sense of Popa ([Po06a], see 1.3.1).
This roughly means that we can conjugate Q into B with a unitary element from M .
Now, condition (1) essentially says that θ comes from an embedding ofM into L(Γ).
To better explain condition (2), we rephrase it differently using the following example.
Example. Quotient actions naturally induce ∗–homomorphisms between group measure
space algebras. Recall that an action Γ y Y is a quotient (or a factor) of an action
Γ y Z if there exists a Γ–equivariant, measure preserving map q : Z → Y . This is
equivalent to the existence of a ∗–homomorphism θ : L∞(Y ) ⋊ Γ → L∞(Z) ⋊ Γ such
that θ(L∞(Y )) ⊂ L∞(Z) and θ(uγ) = uγ , for all γ ∈ Γ.
With this in mind, (2) says that there exists a subgroup Γ′ of Γ isomorphic to Γ such
that θ comes from a conjugacy between Γy X and a quotient of the action Γ′ y X .
0.6 Next, returning to our initial question of describing ∗–homomorphisms θ : M →
M⊗M , we prove the following classification result.
Theorem C. Let M = L∞(X) ⋊ Γ be as in Theorem A. Let θ : M → M⊗M be a
(not necessarily unital) ∗–homomorphism and assume that Γ is torsion free.
Then one of the following holds true:
(1) θ(L(Γ0)) ≺M⊗M L(Γ)⊗ 1 or θ(L(Γ0)) ≺M⊗M 1⊗ L(Γ).
(2) θ(M) ≺M⊗M L(Γ)⊗M or θ(M) ≺M⊗M M⊗L(Γ).
(3) θ is unital and we can find a character η of Γ, two group morphisms δ1, δ2 : Γ→ Γ
and a unitary u ∈ M such that uθ(L∞(X))u∗ ⊂ L∞(X)⊗L∞(X) and uθ(uγ)u∗ =
η(γ)(uδ1(γ) ⊗ uδ2(γ)), for all γ ∈ Γ.
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This result holds true without the torsion freeness assumption, but in this case
its statement becomes considerably more complicated (see Theorem 8.2). Therefore,
for simplicity, we assume only here that Γ is torsion free although we will later state
and prove Theorem C in full generality. This generalization will enable us to prove
Theorem A for groups with torsion, including the interesting examples SLn(Z) (n ≥ 3)
and Z2⋊SL2(Z).
0.7 In Section 9, we will combine Theorem C and the strategy described in 0.4 to
deduce Theorem A. Since the argument needed is quite involved, we will not elaborate
more on this here. Rather, we mention a few words on the proofs of Theorem B and
C. Since these proofs are analogous, let us only discuss the simpler case of Theorem B.
Consider, for simplicity, a unital embedding θ of M = L∞(X) ⋊ Γ into itself. The
starting point of the proof of Theorem B is Popa’s “absorption” result for relative prop-
erty (T) subalgebras of M which enables us to assume that θ(L(Γ)) ⊂ L(Γ) ([Po06a]).
The main ingredient of the proof consists of the following dichotomy for abelian
subalgebras of II1 factors coming from Bernoulli actions.
Theorem D. Let Γ y (X, µ) be a Bernoulli action of a countable group Γ. Denote
M = L∞(X)⋊ Γ and let D ⊂M be a unital abelian von Neumann subalgebra.
Suppose that there exists a sequence of unitaries {un}n≥1 ⊂ L(Γ) such that un → 0
(weakly) and un normalizes D (i.e. unDu
∗
n = D), for all n ≥ 1.
Then either:
(1) D ≺M L(Γ) or
(2) D′∩M is of type I and there exists a unitary u ∈M such that uL∞(X)u∗ ⊂ D′∩M .
The proof of Theorem D is based on several new ideas as well as on an idea of J.
Peterson ([Pe10], see Section 3). Let us emphasize two key tools that we introduce,
both of which are related to a certain notion of “height”.
First, fix an element x in a group von Neumann algebra L(Γ) and write x =∑
γ∈Γ xγuγ , where xγ ∈ C. The height of x is defined as h(x) = maxγ∈Γ |xγ | and
measures the distance between x and the group Γ = {uγ}γ∈Γ ⊂ L(Γ). With this nota-
tion, we show that if condition (1) of Theorem D fails, then infn h(un) > 0. Roughly,
this means that the un’s are uniformly close to Γ. This fact is crucial because it allows
us to carry subsequent calculations by analogy with the case when un ∈ Γ.
More generally, if x =
∑
g∈Γ xgug is an element of a crossed product algebra M =
A⋊Γ, then we define its height over A as hA(x) = maxg∈Γ ||xg||2. Our second tool is a
new “intertwining theorem” for subalgebras D ⊂M . Thus, we prove that if the height
function hA is bounded from below on the unitary group ofD, i.e. infx∈U(D) hA(x) > 0,
then a corner of D can be embedded into A inside M (see Theorem 1.3.2).
Returning to the explanation of Theorem B, fix a sequence {γn}n≥1 ⊂ Γ with
γn →∞. Notice that the unitary elements un = θ(uγn) belong to L(Γ) and normalize
D = θ(L∞(X)). By applying Theorem D we derive that either (1) D ≺M L(Γ) or (2)
D′ ∩M = uL∞(X)u∗, for some unitary u (this is true only up to finite index).
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In the first case, since θ(L(Γ)) ⊂ L(Γ), we deduce that θ(M) ≺M L(Γ), thus condi-
tion (1) in the conclusion of Theorem B is satisfied.
In the second case, denote by Γ˜ the group {θ(uγ)}γ∈Γ. Then Γ˜ normalizes D˜ =
D′ ∩M . The crossed product algebra N = D˜⋊ Γ˜, viewed inside M = L∞(X)⋊Γ, has
the property that its core, D˜, is a unitary conjugate of L∞(X) in addition to satisfying
L(Γ˜) ⊂ L(Γ). A generalization of Popa’s conjugacy criterion for actions ([Po06b], see
Section 7) implies that we may in fact assume that Γ˜ ⊂ Γ (modulo scalars). In other
words, condition (2) in the conclusion of Theorem B holds true.
0.8 We continue with an application of Theorem B.
Corollary E. Let Γy (X, µ) be a non–trivial Bernoulli action of Γ = Fm × Fn, with
2 ≤ m,n ≤ ∞. Denote M = L∞(X)⋊ Γ.
If θ : M → pMp is a unital ∗–homomorphism, for some projection p ∈M , then p = 1.
Moreover, there exist a character η of Γ, a group morphism δ : Γ → Γ and a unitary
u ∈M such that uθ(L∞(X))u∗ ⊂ L∞(X) and uθ(uγ)u∗ = η(γ)uδ(γ), for all γ ∈ Γ.
The proof of Corollary E is the combination of two facts: an extension of Theorem B
to groups Γ that are products of non–amenable groups (see Theorem 8.1) and a result
of N. Ozawa and S. Popa guaranteeing that, if Γ is non–amenable and has the complete
metric approximation property (e.g. if Γ = Fm × Fn), then there is no embedding of
M into L(Γ) ([OP07]).
Corollary E provides the first examples of II1 factors M which do not embed into
any of their corners. (The question of whether such factors exist was posed by N.
Ozawa during a seminar at UCLA in 2007.) Corollary E also reduces the calcula-
tion of the endomorphism semigroup of M (i.e. the semigroup, End(M), of unital
∗–homomorphisms θ : M → M) to an ergodic–theoretic problem. More precisely, any
θ ∈ End(M) is determined by the following data: a character η of Γ, a morphism
δ : Γ → Γ and a measure preserving map q : X → X satisfying q(δ(γ)x) = γq(x), for
every γ ∈ Γ and almost all x ∈ X (see the example from 0.5).
0.9 Finally, let us present an application of Theorem C.
After introducing the group measure space construction in [MvN36], Murray and
von Neumann later found a simpler way of constructing II1 factors. Thus, to every
countable group Λ, one can associate its group von Neumann algebra, L(Λ) ([MvN43]).
This algebra is finite in general and it is a II1 factor if and only if Λ is ICC.
The first examples of II1 factors which are not group von Neumann algebras were
discovered by A. Connes ([C75], see also [Jo80]). Recently, more examples have been
exhibited in [IPP08] and [PV08a]. All of these examples were obtained by analyzing
anti–automorphisms. More precisely, one first proves that the II1 factors involved
either do not have anti–automorphisms ([C75],[IPP08],[PV08a]) or do not have anti–
automorphisms of order 2 ([Jo80]). Then, since any group von Neumann algebra L(Λ)
admits an anti–automorphism of order 2 (given by Φ(vλ) = vλ−1 , for λ ∈ Λ), one
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deduces lack of group von Neumann algebra decomposition.
As a consequence of Theorem C, we obtain a wide class of new examples through a
different method.
Corollary F. Let = L∞(X)⋊ Γ be as in Theorem A. Assume that Γ is torsion free.
Then, for any projection p ∈ M \ {0, 1}, the II1 factor pMp is not isomorphic to the
group von Neumann algebra, L(Λ), of a countable group Λ.
For a more general statement, see Theorem 10.1.
Corollary F provides in particular the first examples of II1 factors which have invo-
lutary anti–automorphisms and yet are not group von Neumann algebras (see Remark
10.3). This answers a question posed by V.F.R. Jones in [Jo80, Remark 5.7.].
The proof of Corollary F borrows its main idea from the strategy described in 0.4.
If pMp = L(Λ), then θ : pMp → pMp⊗pMp given by θ(vλ) = vλ ⊗ vλ is a unital ∗–
homomorphism. By taking amplifications, we get a ∗–homomorphism θ˜ :M →M⊗M
with τ(θ˜(1)) = τ(p). It is immediate to see that θ˜ does not verify conditions (1) and
(2) of Theorem C. Therefore, θ˜ is forced to be unital and hence p = 1.
Furthermore, as we explain in Section 10 (IV), an extension of our results can be
used to show that the II1 factors pMp from Corollary F are in fact not isomorphic to
any twisted group von Neumann algebra Lα(Λ).
Corollary G. Let = L∞(X)⋊ Γ be as in Theorem A. Assume that Γ is torsion free.
Then, given a projection p ∈M \{0, 1}, the II1 factor pMp is not isomorphic to Lα(Λ),
for any countable group Λ and any 2–cocycle α ∈ H2(Λ,T).
Organization of the paper. Besides the introduction, this paper has ten other sections.
In Section 1, we recall a few notions and results regarding von Neumann algebras
and establish a crucial intertwining result (Theorem 1.3.2). In Section 2, we prove an
“absorption” result for relative property (T) subalgebras of II1 factors coming from
generalized Bernoulli actions. The proof of Theorem D occupies Sections 3–6. Further,
in Section 7, we generalize Popa’s conjugacy criterion for actions. In Section 8, we
combine the results of the previous sections to derive Theorems B and C, while in
Section 9 we deduce Theorem A. Our last section is devoted to several applications of
Theorems B and C (including Corollaries E, F and G).
Acknowledgments. I would like to thank Jesse Peterson for explaining [Pe10] and Sorin
Popa for many useful suggestions. I am also grateful to Vaughan Jones for bringing
to my attention the question that led to Corollary G, Stefaan Vaes for providing me
with an argument which simplifies the initial proof of Theorem 9.1 and the anonymous
referee for several suggestions which helped improve the exposition. This paper was
written while I was visiting the Department of Mathematics at UCLA.
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§1. Preliminaries.
1.1 Finite von Neumann algebras. We first review a few concepts and constructions
involving von Neumann algebras (see e.g. [BrOz08]). In this paper we work with finite
von Neumann algebras M always endowed with a fixed faithful normal tracial state
τ . We denote by L2(M) the Hilbert space obtained by completing M with respect
to the 2–norm ||x||2 = τ(x∗x) 12 . Hereafter, we see every x ∈ M both as an element
of L2(M) and as a bounded (left multiplication) operator on L2(M). The inequality
||axb||2 ≤ ||a|| ||x||2 ||b||, for all a, b, x ∈M , will be used often.
We denote by U(M) the group of unitaries of M , by Aut(M) the group of auto-
morphisms of M endowed with the pointwise ||.||2 topology and by idM the identity
automorphism of M . For every u ∈ U(M), the inner automorphism Ad(u) of M is
given by Ad(u)(x) = uxu∗. We also denote by P(M) the set of projections of M ,
by Z(M) the center of M and by (M)1 the set of x ∈ M with ||x|| ≤ 1. A Hilbert
space H is called anM–bimodule if it is endowed with commuting left and right Hilbert
M–module structures. For a subset X of M , we denote by L2(X) its closure in L2(M),
by X ′ ∩M its commutant in M and by X ′′ the von Neumann algebra it generates.
Let B be a unital von Neumann subalgebra of (M, τ). We denote by qNM (B) the
quasi–normalizer of B in M , i.e. the set of x ∈ M for which there exist x1, .., xn ∈
M satisfying xB ⊂ ∑ni=1Bxi, Bx ⊂
∑n
i=1 xiB (see [Po06c]). Note that qNM (B)
contains NM (B), the normalizer of B in M , i.e. the set of unitaries u ∈ M such
that Ad(u)(B) = B. If qNM (B)′′ = M , we say that B is quasi–regular in M and if
NM (B)′′ =M , we say that B is regular in M . If Γ0 ⊂ Γ is an almost normal inclusion
of countable groups, then L(Γ0) is quasi–regular in L(Γ).
Recall that if eB is the orthogonal projection from L
2(M) onto L2(B), then its
restriction to M is equal to EB, the conditional expectation from M onto B. Jones’
basic construction 〈M, eB〉 is the von Neumann algebra generated by M and eB inside
B(L2(M)). The basic construction 〈M, eB〉 contains the span of {xeBy|x, y ∈M} as a
dense ∗–subalgebra and is endowed with a faithful normal semi–finite trace Tr given
by Tr(xeBy) = τ(xy). We denote by L
2(〈M, eB〉) the associated Hilbert space.
Next, let ω be a free ultrafilter on N. For a finite von Neumann algebra (M, τ),
we denote by (Mω, τω) its ultrapower algebra, i.e. the finite von Neumann algebra
ℓ∞(N,M)/I, where the trace τω is given by τω((xn)n) = limn→ω τ(xn) and I is the
ideal of x = (xn)n ∈ ℓ∞(N,M) such that τω(x∗x) = 0. Note that M embeds into Mω
through the map x → (xn)n, where xn = x, for all n, and that any automorphism
θ of M extends to an automorphism of Mω by letting θ((xn)n) = (θ(xn))n, for all
x = (xn) ∈Mω.
Finally, letM be a II1 factor and t > 0. Let n ≥ t be an integer and p ∈Mn(C)⊗M
be a projection of normalized trace t
n
. The isomorphism class of the algebra p(Mn(C)⊗
M)p is independent of the choice of n and p, is called the t–amplification of M and is
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denoted by M t. If N is a II1 factor and θ : N →M is a unital ∗–homomorphism, then
for every t > 0 there exists a natural ∗–homomorphism θt : N t →M t. Moreover, θt in
uniquely defined, up to composition with a inner automorphism.
1.2 The crossed product construction. Let σ : Γ→ Aut(B) be a trace preserving
action a countable group Γ on a finite von Neumann algebra (B, τ) ([MvN36]). Set
H = L2(B)⊗ℓ2(Γ) and for every b ∈ B, γ ∈ Γ define the operators Lf , uγ ∈ B(H)
through the formulas
Lb(b
′ ⊗ δγ′) = bb′ ⊗ δγ′ , uγ(b′ ⊗ δγ′) = σ(γ)(b′)⊗ δγγ′ , ∀b′ ∈ L2(B), γ′ ∈ Γ.
Since uγuγ′ = uγγ′ , LbLb′ = Lbb′ , uγLbu
∗
γ = Lσ(γ)(b), for every γ, γ
′ ∈ Γ and b, b′ ∈
B, the linear span of {Lbuγ |b ∈ B, γ ∈ Γ} is a ∗−subalgebra of B(H). The strong
operator closure of this algebra, denoted B ⋊σ Γ, is called the crossed product von
Neumann algebra associated to σ. The trace τ extends to a trace on B ⋊σ Γ given
by τ(buγ) = δγ,eτ(b), making B ⋊σ Γ is a finite von Neumann algebra. Every element
x ∈ B ⋊σ Γ decomposes as x =
∑
γ∈Γ bγuγ , where the convergence holds in ||.||2 and
bγ ∈ B, for every γ ∈ Γ.
Two important examples of crossed product algebras arise when B is either trivial
or abelian. Firstly, if B = C1 (with Γ acting trivially), then the associated crossed
product algebra is precisely the group von Neumann algebra L(Γ) of Γ ([MvN43]). In
general, we have the natural embedding L(Γ) ∼= {uγ |γ ∈ Γ}′′ ⊂ B ⋊σ Γ. Secondly,
if B = L∞(X), for some standard probability space (X, µ), then σ comes from a
probability measure preserving (p.m.p.) action Γ yσ (X, µ). The crossed product
algebra L∞(X)⋊σ Γ is called the group measure space construction associated with σ
([MvN36]). If Γ is infinite and σ is (essentially) free and ergodic, then L∞(X)⋊σ Γ is
a II1 factor and L
∞(X) is a Cartan subalgebra, i.e. it is regular and maximal abelian.
Two free, ergodic p.m.p. actions Γy (X, µ) and Λy (Y, ν) are said to be
• conjugate if there exist a measure space isomorphism θ : X → Y and a group
isomorphism δ : Γ→ Λ such that θ(γx) = δ(γ)θ(x), for almost every x ∈ X ,
• orbit equivalent if there exists a measure space isomorphism θ : X → Y such that
θ(Γx) = Λθ(x), for almost every x ∈ X , and
• W∗–equivalent (or von Neumann equivalent) if L∞(X)⋊ Γ ∼= L∞(Y )⋊ Λ.
If two actions are conjugate, then they are orbit equivalent. In turn, two actions are
orbit equivalent if and only if the inclusions (L∞(X) ⊂ L∞(X) ⋊ Γ) and (L∞(Y ) ⊂
L∞(Y )⋊ Γ) are isomorphic ([Si55], [FM77]). This shows that orbit equivalent actions
are W∗–equivalent; the converse is false by [CJ82].
A p.m.p. action Γy (X, µ) is weakly mixing if for any measurable sets A1, .., An of
X and every ε > 0 we can find γ ∈ Γ such that |µ(γAi ∩ Aj) − µ(Ai)µ(Aj)| < ε, for
all i.j. It is mixing if for any measurable sets A1, A2 ⊂ X and every ε > 0 we can find
F ⊂ Γ finite such that |µ(γAi ∩ Aj)− µ(Ai)µ(Aj)| < ε, for all γ ∈ Γ \ F .
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1.3 Popa’s intertwining technique. In [Po06a], S. Popa introduced a very powerful
technique for proving unitary conjugacy of two subalgebras of a finite von Neumann
algebra. Throughout the paper, this technique will play a central role. Here, we recall
Popa’s result and establish a strengthening of a particular case of it that will be crucial
in the proof of our main results.
1.3.1 Theorem [Po06a, Theorem 2.1. and Corollary 2.3.]. Let (M, τ) be a finite
von Neumann algebra together with two, possibly non–unital, von Neumann subalgebras
B and Q (with units 1B and 1Q, respectively). Then the following are equivalent:
(1) There exist non–zero projections q ∈ Q, p ∈ B, a ∗–homomorphism ψ : qQq → pBp
and a non–zero partial isometry v ∈ pMq such that ψ(x)v = vx, for all x ∈ qQq.
(2) There exist a1, .., an ∈ 1BM1Q and ε > 0 such that
∑n
i,j=1 ||EB(aiua∗j )||22 ≥ ε, for
all u ∈ U(Q).
(3) There exist a1, .., an ∈ 1BM1Q, ε > 0 and a group U ⊂ U(Q) such that U ′′ = Q
and
∑n
i,j=1 ||EB(aiua∗j )||22 ≥ ε, for all u ∈ U .
If one of these conditions holds true, we say that a corner of Q embeds into B inside
M and write Q ≺M B. Note that if B1, B2, .. is a sequence of von Neumann subalgebras
of M such that Q ⊀M Bi, for all i ≥ 1, then for every group U ⊂ U(Q) with U ′′ = Q
we can find a sequence {un}n≥1 ⊂ U such that limn→∞ ||EBi(aunb)||2 = 0, for all i ≥ 1
and every a, b ∈ M . This statement follows from Theorem 1.3.1 (see [IPP08, proof of
Theorem 4.3] or [Va08, Remark 3.3]).
IfM = B⋊Γ, for some action of a countable group Γ, then condition (2) is equivalent
to the following: there exist F ⊂ Γ finite and ε > 0 such that for every u ∈ U(Q), the
Fourier coefficients bγ = EB(uu
∗
γ) satisfy maxγ∈F ||bγ||2 ≥ ε. Below, we show that this
is equivalent with the apparently weaker condition maxγ∈Γ ||bγ||2 ≥ ε, for all u ∈ U(Q).
1.3.2 Theorem. Let σ : Γ→ Aut(B) be an action of a countable group Γ on a finite
von Neumann algebra (B, τ) and set M = B ⋊σ Γ. Let Q ⊂ M be a von Neumann
subalgebra. If there exists ε > 0 such that maxγ∈Γ ||EB(uu∗γ)||2 ≥ ε, for all u ∈ U(Q),
then Q ≺B M .
Proof. We begin the proof with the following:
Claim 1. Let α be the flip automorphism of Q⊗Q, i.e. α(x ⊗ y) = y ⊗ x, for all
x, y ∈ Q, and let Q = (Q⊗Q)α be the von Neumann algebra of α–fixed points. Then
U := {u⊗ u|u ∈ U(Q)} ⊂ U(Q) satisfies U ′′ = Q.
Proof of claim 1. Let H be the ||.||2–closure of the span of U . Then the claim is
equivalent to L2(Q) = H. First notice that the span of {x ⊗ y + y ⊗ x|x, y ∈ Q} is
dense in L2(Q). Since x, y ∈ Q are finite linear combinations of hermitian elements
of Q, the span of {h1 ⊗ h2 + h2 ⊗ h1|h1 = h∗1 ∈ Q, h2 = h∗2 ∈ Q} is also dense in
L2(Q). Next, remark that for every h1, h2 ∈ Q we have that h1 ⊗ h2 + h2 ⊗ h1 =
(h1 + h2)⊗ (h1 + h2)− h1 ⊗ h1 − h2 ⊗ h2.
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Altogether, to prove the claim it suffices to show that for every hermitian element
h ∈ Q we have that h ⊗ h ∈ H. Towards proving this, fix h = h∗ ∈ Q. Let P
be the orthogonal projection from L2(Q) onto H and let a : R → H be given by
a(t) = P (eith ⊗ eith). By the definition of H we get that a(t) = 0, for all t ∈ R. On
the other hand, we have that eith⊗ eith = ∑m,n≥0 1m!n! im+ntm+n(hm⊗hn), where the
sum is absolutely convergent in the uniform norm and thus in ||.||2. Therefore we have
that 0 = a(t) =
∑
m,n≥0
1
m!n! i
m+ntm+nP (hm⊗hn), for all t ∈ R, and by analyticity all
the coefficients of a must be equal to 0. In particular, we derive that h⊗ 1+1⊗h ∈ H
and 12(h
2 ⊗ 1) + h ⊗ h + 12 (1 ⊗ h2) ∈ H, for all hermitians h ∈ Q. Thus h ⊗ h ∈ H,
which concludes the proof of the claim. 
Further, we can assume, that Q is diffuse, otherwise the conclusion of the lemma is
trivial. Then we can find v ∈ U(Q⊗Q) such that α(v) = −v. Indeed, Q contains a copy
of L∞([0, 1]), so we can just take v ∈ L∞([0, 1]× [0, 1]) ⊂ Q⊗Q given by v(x, y) = 1,
if x ≥ y and v(x, y) = −1, if x < y. If we let V = U(Q) ∪ U(Q)v, then V is a subgroup
of U(Q⊗Q) and V ′′ = Q⊗Q.
Now, write M⊗M = (B⊗B) ⋊ (Γ× Γ), let ∆(Γ) = {(γ, γ)|γ ∈ Γ} ⊂ Γ× Γ and set
N = (B⊗B)⋊∆(Γ).
Claim 2. Q⊗Q ≺M⊗M N .
Proof of claim 2. We start by noticing that for every u ∈ U(Q)
||EN (u⊗ u)||22 = ||EN (
∑
(γ1,γ2)∈Γ×Γ
(EB(uu
∗
γ1
)⊗ EB(uu∗γ2))u(γ1,γ2))||22 =
||
∑
γ∈Γ
(EB(uu
∗
γ)⊗ EB(uu∗γ))u(γ,γ))||22 =
∑
γ∈Γ
||EB(uu∗γ)||42 ≥ ε4
By combining claim 1 with Popa’s result (Theorem 1.3.1) we get that Q ≺M⊗M N .
Since V = U(Q) ∪ U(Q)v is a group and satisfies V ′′ = Q⊗Q, it easily follows that
Q⊗Q ≺M⊗M N , as claimed. 
We are now ready to show that Q ≺M B. By claim 2, we can find a1, .., an ∈M⊗M
and c > 0 such that
∑n
i,j=1 ||EN (aiua∗j )||22 ≥ c, for all u ∈ U(Q⊗Q). By using ||.||2
approximations (see 1.2) and the fact that EN is N–bimodular, we may assume that
ai = u(e,γi), for some γi ∈ Γ. Then, for every u ∈ U(Q), u⊗ 1 ∈ U(Q⊗Q), hence
c ≤
n∑
i,j
||EN(ai(u⊗ 1)a∗j ||22 =
n∑
i,j=1
||EN (u⊗ uγiγ−1j )||
2
2 =
n∑
i,j=1
||EB(uu∗γiγ−1j )||
2
2,
which proves the lemma. 
We end this subsection with the following lemma, whose proof we leave as exercise.
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1.3.3 Lemma. Let (M, τ) be a finite von Neumann algebra and let Q,B ⊂ M be
two von Neumann subalgebras. Let p ∈ Z(Q) be a central projection and set p′ =∨
u∈NM (Q) upu
∗ ∈ Z(Q). If Qp′ ≺M B then Qp ≺M B.
1.4 Rigid inclusions of von Neumann algebras. We next recall S. Popa’s notion
of rigidity for inclusions of finite von Neumann algebras. Let (M, τ) be a finite von
Neumann algebra together with a von Neumann subalgebra B. The inclusion (B ⊂M)
is rigid (or, has the relative property (T)) if any sequence of subunital (Φn(1) ≤ 1),
subtracial (Φn ◦ τ ≤ τ), normal completely positive maps Φn : M → M which satisfy
limn→∞ ||Φn(x) − x||2 = 0, for all x ∈ M , converges to the identity uniformly on the
unit ball of B, i.e. limn→∞ supx∈B, ||x||≤1 ||Φn(x)−x||2 = 0 ([Po06c]). In the case when
B =M , we say that M has property (T) ([CJ85]).
For two countable groups Γ0 ⊂ Γ, the inclusion (L(Γ0) ⊂ L(Γ)) is rigid if and
only if the inclusion (Γ0 ⊂ Γ) has the relative property (T) ([Po06c, Proposition 5.1.]).
By the classical results of Kazhdan and Margulis, the inclusions (SLn(Z) ⊂ SLn(Z))
(n ≥ 3) and (Z2 ⊂ Z2⋊ SL2(Z)) have the relative property (T) ([Ka67],[Ma82]).
Recall that a group Γ has property (T) of Kazhdan if and only if the inclusion (Γ ⊂ Γ)
has the relative property (T). For examples of property (T) groups, see the extensive
monograph [BHV08].
1.5 Weakly malleable deformations of Bernoulli actions. S. Popa discovered
that Bernoulli actions Γ y (X0, µ0)
Γ have a remarkable deformation property, and
called it malleability ([Po06a]). By pairing it with property (T) of the group Γ, he
proved striking rigidity results concerning the associated II1 factor ([Po06ab]). Since
then, malleable deformations have been found in several other contexts and are now a
central tool in Popa’s deformation/rigidity theory (see [Po07b, Section 6]). In [Io07],
in order to extend some of Popa’s results [Po06ab] to II1 factors coming from Bernoulli
actions with arbitrary base, we introduced a new class of malleable deformations.
To recall their construction from [Io07, Section 2], let (B, τ) be a finite von Neumann
algebra and let Γy I be an action of a countable group on a countable set. For every
set J ⊂ I, we denote BJ = ⊗i∈J (B)i. Whenever J ⊂ J ′, we view BJ as a subalgebra
of BJ
′
, in the natural way. Let σ : Γ → Aut(BI) be the generalized Bernoulli action
defined by σ(γ)(⊗i∈Ixi) = ⊗i∈Ixγ−1·i, for every x = ⊗i∈Ixi ∈ BI and γ ∈ Γ. Let
M = BI ⋊σ Γ be the associated crossed product von Neumann algebra.
Next, we augment M to a von Neumann algebra M˜ and define a 1–parameter group
of automorphisms {θt}t∈R of M˜ such that θt → idM˜ , in the pointwise ||.||2 topology, as
t → 0. Towards this, we define the free product von Neumann algebra B˜ = B ∗ L(Z).
Let σ˜ : Γ→ Aut(B˜I) be the generalized Bernoulli action. It is clear that BI ⊂ B˜I and
that σ˜ extends σ, hence we have the inclusion M ⊂ M˜ := B˜I ⋊σ˜ Γ.
Now, let u ∈ L(Z) be a Haar unitary such that L(Z) = {un|n ∈ Z}′′ and let h ∈ L(Z)
be a hermitian element such that u = eih. For every t ∈ R, we define the unitary
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element ut = e
ith ∈ L(Z) and consider the automorphism θt = ⊗i∈IAd(ut)i of B˜I .
Since θt commutes with σ˜, it extends to an automorphism of M˜ through the formula
θt(x) =
∑
γ∈Γ θt(xγ)uγ , for all x =
∑
γ∈Γ xγuγ ∈ M˜ . Since limt→0 ||ut − 1||2 = 0, we
get that θt → idM˜ , , as t → 0. We end this section by noticing that {θt}t∈R admits a
certain β−symmetry (see e.g. [Po06a, section 1.4]).
1.5.1 Lemma. There exists an automorphism β of M˜ such that β2 = idM˜ , β|M = idM
and βθtβ = θ−t, for all t ∈ R.
Proof. Since u generates L(Z), it follows that M and {⊗i∈Iuni |ni ∈ Z, |{i ∈ I|ni 6=
0}| <∞} generate M˜ as a von Neumann algebra. Using this observation it is immediate
to see that β defined by β|M = idM and β(⊗i∈Iuni) = ⊗i∈Iu−ni , for every ni ∈ Z such
that {i ∈ I|ni 6= 0} is finite, extends to an automorphism of M˜ with the desired
properties. 
§2. Rigid subalgebras of II1 factors arising from
generalized Bernoulli actions
Let M = BΓ ⋊ Γ be the II1 factor associated with a Bernoulli action. S. Popa
showed, as part of his deformation/rigidity theory, that if B is abelian then any rigid
subalgebra Q of M whose normalizer generates a factor can be conjugated inside L(Γ)
by a unitary element ([Po06a, Theorem 4.1.]). The proof exploits the tension between
the rigidity of the inclusion Q ⊂M and the malleability property of Bernoulli actions.
In [Io07, Theorems 3.6., 3.7.], by using the weakly malleable deformations associated
with M we showed that any rigid subalgebra Q of M has a corner which embeds into
L(Γ), regardless of any regularity property of Q. In this section, by relying on ideas
and techniques from [Io07] and by following a deformation/rigidity strategy we extend
the last result to the class of generalized Bernoulli actions.
2.1 Theorem. Let Γ a countable group acting on a countable set I. For i ∈ I, denote
by Γi its stabilizer in Γ. Let (B, τ) be an abelian von Neumann algebra. Let σ : Γ →
Aut(BI) be the generalized Bernoulli action and denote M = BI ⋊σ Γ. Suppose that
Q is von Neumann subalgebra of M such that the inclusion (Q ⊂M) is rigid.
Then Q ≺M L(Γ).
Moreover, if Γ is ICC and Q ⊀M L(Γi), for every i ∈ I, then there exists a unitary
u ∈M such that uQu∗ ⊂ L(Γ). Furthermore, in this case, we have that uPu∗ ⊂ L(Γ),
where P is the von Neumann algebra generated by the quasi–normalizer of Q in M .
This theorem generalizes three other results in the literature. The first part and
the moreover part of 2.1 extend respectively [Va08, Lemma 5.2.] and [PV08, Theorem
6.5.] in whose hypotheses it is additionally assumed that P ⊀M B
I ⋊σ Γi, for all i ∈ I.
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Theorem 2.1 also generalizes (a particular case of) [Io09, Proposition 3.3] which shows
that M admits no rigid subalgebra Q such that Q ⊂ BI .
Proof. Let M˜ and {θt}t∈R be defined as in Section 1.5. Since the inclusion Q ⊂ M is
rigid, the inclusion Q ⊂ M˜ is rigid (by [Po06c, Proposition 4.6.]). Since θt → idM˜ , we
can find t > 0 such that ||θt(u)−u||2 ≤ 12 , for every u ∈ U(Q). Let v be unique element
of minimal 2−norm in the ||.||2–closed convex hull of the set {θt(u)u∗|u ∈ U(Q)}. Then
||v − 1||2 ≤ 12 , hence v 6= 0. Also, by construction, v ∈ M˜ , ||v|| ≤ 1 and θt(u)v = vu,
for all u ∈ U(Q).
Next, let ε > 0 such that δ := ‖v‖2− (1+ 2√
1−|τ(ut)|4
)ε > 0. Then we can find finite
sets F ⊂ I, K ⊂ Γ and w in the linear span of {B˜Fuγ |γ ∈ K} such that ||w− v||2 ≤ ε
and ||w|| ≤ 1. Suppose for simplicity that K = {γ−1|γ ∈ K}. Also, we use the notation
KF = {k · i|k ∈ K, i ∈ F}. Denote by T be the orthogonal projection from L2(M˜)
onto the closed linear span of {(B˜F ⊗BγKF\F )uγ |γ ∈ Γ}.
Claim 1. For all u ∈ U(Q), we have ||T (wu)||2 ≥ δ.
Proof of claim 1. Fix u ∈ U(Q). Then ||θt(u)w − wu||2 = ||θt(u)(w − v) − (w −
v)u||2 ≤ 2ε. Decompose wu =
∑
γ∈Γ aγuγ and θt(u)w =
∑
γ∈Γ bγuγ . Since u ∈ M ,
w ∈ ∑γ∈K B˜Fuγ and K = K−1, an easy calculation shows that aγ ∈ B˜F⊗BI\F and
bγ ∈ B˜γKF⊗(utBu∗t )I\γKF , for all γ ∈ Γ.
Denote by Sγ and Rγ the orthogonal projections from L
2(B˜I) onto L2(B˜F∪γKF )
and onto L2(B˜γKF⊗(utBu∗t )I\γKF ), respectively. Since aγ ∈ B˜F⊗BI\F , [Io09, Lemma
3.5] implies that
(2.a) ||Rγ(aγ)||22 ≤ |τ(ut)|4||aγ||22 + (1− |τ(ut)|4)||Sγ(aγ)||22, ∀γ ∈ Γ
Now, since Rγ(bγ) = bγ , for every γ ∈ Γ, we get that
(2.b)
∑
γ∈Γ
||aγ −Rγ(aγ)||22 ≤
∑
γ∈Γ
||aγ − bγ ||22 = ||wu− θt(u)w||22 ≤ 4ε2
On the other hand, (2.a) implies that
(2.c)
∑
γ∈Γ
||aγ −Rγ(aγ)||22 ≥ (1− |τ(ut)|4)
∑
γ∈Γ
||aγ − Sγ(aγ)||22
Since aγ ∈ B˜F⊗BI\F we have T (wu) =
∑
γ∈Γ Sγ(aγ)uγ . By combining (2.b) and (2.c)
we get that ‖T (wu)− wu‖22 ≤ 4ε2(1− |τ(ut)|4)−1, which yields the claim. 
Next, let {Bn}n≥1 be an increasing sequence of unital, finite dimensional subalgebras
of B such that ∪n≥1Bn is dense in B. For n ≥ 1, set Mn = BIn ⋊ Γ and denote by
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En the conditional expectation from M onto Mn. Since the inclusion Q ⊂ M is rigid
and En → idM , we can find n0 ≥ 1 such that ||En0(u) − u||2 ≤ δ2 , for all u ∈ U(Q).
Together with (2.c) this yields
(2.d) ||T (wEn0(u))||2 ≥
δ
2
, ∀u ∈ U(Q)
Claim 2. We have Q ≺M L(Γ).
Proof of claim 2. Assuming this is false, we get a sequence {um}m≥1 ⊂ U(Q) such that
||EL(Γ)(aumb)||2 → 0, for all a, b ∈M. We will prove that
(2.e) ||T (cugEn0(um))||2 → 0, ∀c ∈ B˜F , g ∈ Γ
Note that since w belongs to the linear span of {B˜Fuγ |γ ∈ K}, (2.e) implies that
||T (wEn0(um))||2 → 0, which contradicts (2.d).
To deduce (2.e), write um =
∑
γ∈Γ x
γ
muγ , where x
γ
m ∈ BΓ, and assume ||c|| ≤ 1.
Since En0 |BΓ = EBΓn0 and σ commute we have cugEn0(um) =
∑
γ∈Γ cEBΓn0 (σg(x
γ
m))ugγ.
As c ∈ B˜F , we get that T (cugEn0(um)) =
∑
γ∈ΓEB˜F⊗BgγKF\F (cEBΓn0 (σg(x
γ
m))ugγ =
c
∑
γ∈ΓEBF∪gγKFn0 (σg(x
γ
m))ugγ. Thus, as ||c|| ≤ 1, we have
(2.f) ||T (cugE(um))||22 ≤
∑
γ∈Γ
||E
B
F∪gγKF
n0
(σg(x
γ
m))||22 =
∑
γ∈Γ
||E
B
g−1F∪γKF
n0
(xγm)||22
Let {ξi}li=1 be an orthonormal basis for Bn0 . For J ⊂ I finite and s = (si)i∈J ∈
{1, .., l}J , set ξs = ⊗i∈Jξsi ∈ BJn0 . Then {ξs}s∈{1,..,l}J is an orthonormal basis for BJn0 ,
hence
(2.g) ||E
B
g−1F∪γKF
n0
(xγm)||22 =
∑
s∈{1,..,l}g−1F
∑
t∈{1,..,l}γKF\g−1F
|τ(ξsxγmξt)|2 ≤
∑
s∈{1,..,l}g−1F
∑
t∈{1,..,l}KF
|τ(ξsxγmσγ(ξt))|2
The combination of (2.f) and (2.g) gives that
||T (cugE(um))||22 ≤
∑
s∈{1,..,l}g−1F
∑
t∈{1,..,l}KF
||EL(Γ)(ξsumξt)||22 → 0.
For the moreover part of the statement, assume that Γ is ICC, i.e. L(Γ) is a factor,
and that Q ⊀M L(Γi), for all i ∈ I.
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Claim 3. For every relatively rigid von Neumann subalgebra Q ⊂ M which verifies
Q ⊀M L(Γi), for all i ∈ I, we can find a unitary u ∈ M and a non–zero projection
q′ ∈ Q′ ∩M such that u(Qq′)u∗ ⊂ L(Γ).
Proof of claim 3. By the first part of the proof we have that Q ≺M L(Γ). Since
Q ⊀M L(Γi), by [Va08, Remark 3.8.] we can find non–zero projections q ∈ Q, p ∈ L(Γ),
a ∗–homomorphism ψ : qQq → pL(Γ)p and a partial isometry 0 6= v ∈ pMq such that
ψ(x)v = vx, for all x ∈ qQq, and ψ(qQq) ⊀L(Γ) L(Γi), for all i ∈ I. Thus, by [Va08,
Lemma 4.2.(1)] we deduce that ψ(qQq)′ ∩ pL(Γ)p ⊂ pL(Γ)p. In particular, it follows
that vv∗ ∈ pL(Γ)p and hence vQv∗ ⊂ L(Γ). Since v∗v ∈ (qQq)′ ∩ qMq we can find a
projection q′′ ∈ Q′∩M such that v∗v = qq′′. Let w ∈M be a unitary extending v, then
w(qQqq′′)w∗ = vQv∗ ⊂ L(Γ). Since L(Γ) is a factor it follows that we can find a unitary
u ∈ M such that u((Qq′′)z)u∗ ⊂ L(Γ), where z is the central support of qq′′ in Qq′′.
Since the center of Qq′′ is contained in Q′∩M we deduce that 0 6= q′ = q′′z ∈ P(Q′∩M)
satisfies the claim. 
Now, let q ∈ Q, q′ ∈ Q′ ∩ M such that τ(qq′) = 1
n
, where n ≥ 1 is an integer,
and consider the natural embedding of Q0 := Mn×n(qQqq′) into M . By [Po06c], the
inclusion Q0 ⊂M is rigid. Since Q ⊀M L(Γi), we get that Q0 ⊀M L(Γi), for all i ∈ I.
Thus the conclusion of claim 3 holds true for Q0. A close inspection of the last part
of the proof of [Po06a, Theorem 4.4. (ii)] reveals that this fact and the factoriality of
L(Γ) are enough to imply (via a maximality argument) that we can find u ∈ U(M)
such that uQu∗ ⊂ L(Γ). Finally, [Va08, Lemma 4.2.(1)] implies that uPu∗ ⊂ L(Γ). 
2.2 Remark. Let N be a finite von Neumann algebra. The above proof can be
modified to show that if a Neumann subalgebraQ ⊂M⊗N satisfies (θt⊗idN )(x)v = vx,
for every x ∈ Q, for some fixed 0 6= v ∈ M˜⊗N and t 6= 0, then Q ≺M⊗N L(Γ)⊗N . To
see this, just replace throughout the proof any subalgebra A ⊂M with the subalgebra
A⊗N of M⊗N .
§3. A spectral gap argument.
In the next sections, we prove a series of results concerning tensor products of II1
factors arising from Bernoulli actions (Theorems 3.2, 4.1 and 6.1). These results have
natural analogs for a single II1 factor M = B
Γ⋊Γ coming from a Bernoulli action with
B abelian. For simplicity, we will only describe the latter, although below we state and
prove the former. Denote A = BΓ.
In this section, we prove that if D ⊂ M is a von Neumann subalgebra such that
there exists a sequence x = (xn)n ∈ D′ ∩Mω on which the deformations θt converge
uniformly but x /∈ Aω ⋊ Γ, then a corner of D embeds into L(Γ).
This statement was inspired by an idea of J. Peterson. In the context when Γ is a
free product group and the action of Γ on A is compact, he analyzed sequences {xn}n ⊂
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D′ ∩M on which certain deformations converge uniformly in order to derive conjugacy
results for D inside M (see [Pe10, Theorem 4.1]). The proof of our result, rather than
using arguments from [Pe10], relies on Popa’s spectral gap argument ([Po08]).
Before continuing, we fix some notations that we will use throughout the paper.
3.1 Notations:
• Let Γ1,Γ2 be countable groups and B1, B2 be abelian von Neumann algebras.
• Consider the Bernoulli actions σi : Γi → Aut(BΓii ) and denote Mi = BΓi ⋊σi Γi.
• Denote M =M1⊗M2, A = BΓ11 ⊗BΓ22 and Γ = Γ1 × Γ2.
• Note that M = A⋊σ Γ, where σ(γ1, γ2) = σ1(γ1)⊗ σ2(γ2).
3.2 Theorem. Let M˜i = (Bi ∗L(Z))Γ⋊Γ ⊃Mi and {θit}t∈R ⊂ Aut(M˜i) be defined as
in section 1.5. Let M˜ = M˜1⊗M˜2 and for every t ∈ R, set θt = θ1t ⊗ θ2t ∈ Aut(M˜).
Let D ⊂M be a von Neumann subalgebra and x ∈ D′ ∩Mω satisfying limt→0 ||θt(x)−
x||2 = 0. Then one of the following holds true:
(1) x ∈ Aω ⋊ Γ.
(2) D ≺M M1⊗L(Γ2) or D ≺M L(Γ1)⊗M2.
Here, we view θt as an automorphism of M˜
ω given by θt((xn)n) = (θt(xn))n. Also, we
denote by Aω ⋊Γ the von Neumann algebra generated by Aω and {uγ}γ∈Γ inside Mω.
The proof of Theorem 3.2 is based on the following general technical result.
3.3 Lemma. Let σ : Γ → Aut(A˜) be an action on a finite von Neumann algebra
(A˜, τ) which leaves invariant a von Neumann subalgebra A ⊂ A˜. Denote M = A ⋊ Γ,
M˜ = A˜ ⋊ Γ. Assume that the Hilbert M–bimodule L2(M˜) ⊖ L2(M) is isomorphic to
⊕i∈IL2(〈M, eAi〉), where Ai ⊂ M are von Neumann subalgebras such that for every
i ∈ I, we have Ai ⊂ A ⋊ Γi, for some finite subgroup Γi ⊂ Γ. Let {θt}t∈R be a
1-parameter group of automorphisms of M˜ and β ∈ Aut(M˜) such that β2 = 1M˜ ,
β|M = 1M , βθtβ = θ−t, for all t ∈ R.
Let D ⊂ M be a von Neumann subalgebra. Assume that there exist no t 6= 0 and
0 6= v ∈ M˜ such that θt(y)v = vy, for all y ∈ D. Then we have
||x−EAω⋊Γ(x)||2 ≤ 4
√
2 lim inf
t→0
||θt(x)− x||2, ∀x ∈ D′ ∩Mω.
Proof of Lemma 3.3. Let x = (xn)n ∈ D′ ∩Mω. After rescaling we may assume that
||x|| ≤ 1. Let y = x − EAω⋊Γ(x) ∈ Mω. Since ||y|| ≤ 2, we can represent y = (yn)n,
where yn ∈M satisfy ||yn|| ≤ 2, for all n. Assuming the conclusion if false, we can find
0 < ε < ||y||2
4
√
2
and t 6= 0 such that ||θt(x)− x||2 = limn→ω ||θt(xn)− xn||2 ≤ ε.
For u ∈M , we denote δt(u) := θt(u)− EM (θt(u)) ∈ L2(M˜)⊖ L2(M).
Claim 1. For every u ∈ U(D) we have that ||[δt(u), y]||2 ≤ 8ε.
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Proof of claim 1. Let u ∈ U(D). Since [u, x] = 0, by using an idea from [Po08, proof
of Theorem 4.1.], we have that
(3.a) ||[θt(u), x]||2 = ||[u, θ−t(x)||2 = ||[u, (θ−t(x)− x)]||2 ≤
2||θ−t(x)− x||2 = 2||x− θt(x)||2 ≤ 2ε.
Next, notice that EA˜ω⋊Γ(x) = (EA˜ω⋊Γ ◦ EMω )(x) = EAω⋊Γ(x). By combining this
and the fact that θt(u) ∈ M˜ ⊂ A˜ω ⋊ Γ with (3.a) we get that
(3.b) ||[θt(u), y]||2 = ||[θt(u), (x−EAω⋊Γ(x))]||2 ≤
||[θt(u), x]||2 + ||θt(u)EAω⋊Γ(x)− EAω⋊Γ(x)θt(u)||2 ≤
2ε+ ||EA˜ω⋊Γ(θt(u)x− xθt(u))||2 ≤ 2ε+ ||θt(u)x− xθt(u)||2 ≤ 4ε.
Finally, by using (3.b) we have that
||[δt(u), y]||2 ≤ 4ε+ ||EM(θt(u))y − yEM(θt(u))||2 =
4ε+ ||EMω(θt(u)y − yθt(u))||2 ≤ 8ε,
and thus the claim is proven. 
Claim 2. For every ξ, η ∈ L2(M˜)⊖ L2(M), we have that limn→ω〈ynξ, ηyn〉 = 0.
Proof of claim 2. Recall that L2(M˜) ⊖ L2(M) = ⊕i∈IL2(〈M, eAi〉). Since ||yn|| ≤ 2,
for all n, it is clearly sufficient to prove the claim for ξ and η of the form ξ = ξ1eAiξ2 ∈
L2(〈M, eAi〉) and η = η1eAiη2 ∈ L2(〈M, eAi〉), for some i ∈ I, ξ1, ξ2, η1, η2 ∈ M . But,
in this case, if Tr denotes the natural semi–finite trace on 〈M, eAi〉, then
|〈ynξ, ηyn〉| = |Tr(y∗nη∗ynξ)| = |Tr(y∗nη∗2eAiη∗1ynξ1eAiξ2)| =
|τ(EAi(ξ2y∗nη∗2)EAi(η∗1ynξ1))| ≤ ||EAi(η2y∗nξ∗2)||2||EAi(η∗1ynξ1)||2
This reduces the claim to showing that limn→ω ||EAi(η∗1ynξ1)||2 = 0, for all i ∈ I,
ξ1, η1 ∈M . To this end, let Γi ⊂ Γ be a finite group such that Ai ⊂ A⋊ Γi. Then, for
every ζ ∈ M we have that ||EAi(ζ)||22 ≤ ||EA⋊Γi(ζ)||22 =
∑
γ∈Γi ||EA(ζu∗γ)||22. Hence,
we can further reduce the claim to showing that limn→ω ||EA(η∗1ynξ1)||2 = 0, for all
ξ1, η1 ∈ M . This in turn is an immediate consequence of the fact that y = (yn)n ⊥
Aω ⋊ Γ. 
Next, if u ∈ U(D), then by claim 2 we get that δt(u)y ⊥ yδt(u). Using claim 1 we
therefore derive that
64ε2 ≥ ||[δt(u), y]||22 = ||δt(u)y||22 + ||yδt(u)||22.
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In particular, we obtain that
(3.c) 8ε ≥ ||δt(u)y||2, ∀u ∈ U(D)
Now, we use the same trick as in the proof of [Po08, Lemma 2.1.]. Since EM (θt(u)) ∈
M , u ∈ M , y ∈ Mω we get that β(EM (θt(u))) = EM (θt(u)), β(u) = u and β(y) = y.
Thus
(3.d) ||θ−t(u)y −EM (θt(u))y||2 = ||β(θ−t(u)y − EM (θt(u))y)||2 =
||β(θ−t(u))y − EM (θt(u))y||2 = ||θt(β(u))y − EM (θt(u))y||2 =
||δt(u)y||2 ≤ 8ε, ∀u ∈ U(D)
By combining (3.c) and (3.d) we deduce that
(3.e) ||θt(u)y − θ−t(u)y||2 ≤ 16ε, ∀u ∈ U(D)
Thus we have that
(3.f) ℜτ(θt(u)yy∗θ−t(u∗)) = 1
2
(||θt(u)y||22 + ||θ−t(u)y||22 − ||θt(u)y − θ−t(u)y||22) ≥
||y||22 − 128ε2 > 0
If z = EM˜ (yy
∗) ∈ M˜ , then τ(θt(u)yy∗θ−t(u∗)) = τ(θt(u)zθ−t(u∗)), hence (3.f) implies
that ℜτ(θt(u)zθ−t(u∗)) ≥ ||y||22 − 128ε > 0, for all u ∈ U(D). A standard averaging
argument provides 0 6= w ∈ M˜ such that θt(u)w = wθ−t(u), for all u ∈ U(D). Thus, if
v = θt(w) 6= 0, then θ2t(u)v = vu, for all u ∈ U(D), which gives a contradiction. 
Proof of Theorem 3.2. Assuming that (2) is false we will demonstrate that (1) holds
true. SetM = M˜1⊗M2 and observe thatM ⊂M ⊂ M˜ . Let θ′t := θ1t⊗idM2 ∈ Aut(M).
Let β ∈ Aut(M˜1) be defined as in section 1.5. By Lemma 1.5.1 β′ = β⊗idM2 ∈ Aut(M)
satisfies
(3.g) β′|M = 1M , β
′2 = 1M, β′θ′tβ
′ = θ′−t, ∀t ∈ R
Denote A1 = B
Γ1
1 and A2 = B
Γ2
2 . Remark that we can write M = (A1⊗M2) ⋊ Γ1,
where Γ1 acts by Bernoulli shifts on A1 and trivially on M2. Similarly, we have M =
(M1⊗A2)⋊ Γ2.
Claim 1. There exists a family {Ci}i∈I of von Neumann subalgebras ofM and a family
{Γi}i∈I of finite subgroups of Γ1 such that Ci ⊂ (A1⊗M2)⋊ Γi, for all i ∈ I, and
L2(M)⊖ L2(M) ∼= ⊕i∈IL2(〈M, eCi〉),
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as Hilbert M–bimodules.
Proof of claim 1. The proof of [CI08, Lemma 5] provides a family {Ai}i∈I of von
Neumann subalgebras of M1 and a family {Γi}i∈I of finite subgroups of Γ1 such that
Ai ⊂ A ⋊ Γi, for all i ∈ I, and L2(M˜1) ⊖ L2(M1) ∼= ⊕i∈IL2(〈M1, eAi〉), as Hilbert
M1–bimodules. By letting Ci = Ai⊗M2 ⊂ (A1 ⋊ Γi)⊗M2 = (A1⊗M2) ⋊ Γi and using
the decomposition L2(M)⊖L2(M) = (L2(M˜1)⊖L2(M1))⊗L2(M2), the claim follows.

Now, recall that θt = θ
1
t ⊗ θ2t ∈ Aut(M˜ = M˜1⊗M˜2) and that M˜ ⊃M ⊃M .
Claim 2. For every x ∈M and all t ∈ R, we have that ||θ′t(x)− x||2 ≤ 2||θ t
2
(x)− x||2.
Proof of claim 2. Fix x ∈ M . Let us show first that ||EM (θ′t(x))||2 ≥ ||EM (θt(x))||2.
Fix t ∈ R and for i ∈ {1, 2}, denote by Ti the bounded operator on L2(Mi) induced
by EMi ◦ θit : Mi → Mi. Then Ti is a contraction, hence T ∗i Ti ≤ 1, as operators on
L2(Mi). Also, we have that EM (θ
′
t(x)) = (T1 ⊗ 1)(x) and EM (θt(x)) = (T1 ⊗ T2)(x).
Our assertion now follows from the following estimate
||(T1 ⊗ T2)(x)||22 = 〈(T ∗1 T1 ⊗ T ∗2 T2)(x), x〉 ≤ 〈(T ∗1 T1 ⊗ 1)(x), x〉 = ||(T1 ⊗ 1)(x)||22.
Next, since x ∈M , by using (3.g) and [Po08, Lemma 2.1.] we deduce that ||θ′t(x)−
x||2 ≤ 2||θ′t
2
(x)− EM (θ′t
2
(x))||2. In combination with the above assertion we get that
||θ′t(x)− x||22 ≤ 4||θ′t
2
(x)− EM (θ′t
2
(x))||22 = 4(||θ′t
2
(x)||22 − ||EM(θ′t
2
(x))||22) ≤
4(||x||22 − ||EM(θ t
2
(x))||22 = 4||x−EM (θ t
2
(x))||22 ≤ 4||θ t
2
(x)− x||22,
and the claim is proven. 
Since x = (xn)n ∈ D′ ∩Mω verifies limt→0 ||θt(x)−x||2 = 0, by claim 2 we conclude
that limt→0 ||θ′t(x) − x||2 = 0. Claim 1 says that we are in position to apply Lemma
3.3 and deduce that one of the following happens: (xn)n ∈ (A1⊗M2)ω ⋊ Γ1 or there
exists t 6= 0 and 0 6= v ∈ M such that θ′t(y)v = vy, for all y ∈ D. If the latter is true,
since θ′t = θ1t⊗idM2 , Theorem 2.1 and Remark 2.2 imply that D ≺M L(Γ1)⊗M2. This
contradicts our assumption that (2) is false so we must have that
(3.h) (xn)n ∈ (A1⊗M2)ω ⋊ Γ1
Now, let M = M1⊗M˜2 and θ′t =idM1 ⊗ θ2t ∈ Aut(M). By arguing in the same way
as above and using the fact that (2) is false, we get that
(3.i) (xn)n ∈ (M1⊗A2)ω ⋊ Γ2,
Finally, we show that (3.h) and (3.i) together imply that (xn)n ∈ Aω ⋊Γ. For finite
sets F1 ⊂ Γ1 and F2 ⊂ Γ2, denote by QF1 and RF2 the orthogonal projections from
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L2(M) onto the closed linear span of {A1uγ⊗M2|γ ∈ F1} and of {M1⊗A2uγ |γ ∈ F2},
respectively. Then (3.h) and (3.i) can be rewritten as
inf
F1⊂Γ1 finite
lim
n→ω ||xn −QF1(xn)||2 = 0, infF2⊂Γ2 finite limn→ω ||xn −RF2(xn)||2 = 0.
Thus, we have that infF1⊂Γ1,F2⊂Γ2 finite limn→ω ||xn − (RF2 ◦ QF1)(xn)||2 = 0. Since
RF2 ◦ QF1 is the orthogonal projection from L2(M) onto the closed linear span of
{(A1⊗A2)uγ |γ ∈ F1×F2}, it follows that (xn)n ∈ Aω⋊Γ, therefore (1) holds true. 
3.4 Remark. In the sequel, we will only use the following corollary of Theorem 3.2:
let D ⊂ M be an abelian von Neumann subalgebra such that condition (2) is false
and suppose that un ∈ L(Γ) is a sequence of unitaries which normalize D and satisfy
||EL(Γ1)(aunb)||2, ||EL(Γ2)(aunb)||2 → 0, for every a, b ∈ L(Γ). Then for all x ∈ D we
have that (unxu
∗
n)n ∈ Aω ⋊σ Γ. Since θt(un) = un, for all t and n, this statement is
indeed a consequence of 3.2.
This corollary can be alternatively proved by adapting Popa’s “clustering coeffi-
cients” method (see [Po06b]). Following the strategy from [Po06b], one first shows
that the Fourier coefficients of xn = unxu
∗
n cluster (i.e. they asymptotically belong to
B
Γ1\F1
1 ⊗BΓ2\F22 for any finite sets F1 ⊂ Γ1 and F2 ⊂ Γ2). Second, one uses the fact that
the clustering sequence (xn)n ∈Mω commutes with elements y ∈ D which are “almost
perpendicular” onto bothM1⊗L(Γ2) and L(Γ2)⊗M2 to conclude that (xn)n ∈ Aω⋊σΓ.
We end this section by showing that condition (2) in Theorem 3.2 can be exploited
to get information on the quasi–normalizer of D. The next lemma is a straightfor-
ward generalization of [Po06a, Theorem 3.1.], but we include a proof for the reader’s
convenience.
3.5 Proposition [Po06a]. Let Γ y (X, µ) be a p.m.p. mixing action and denote
M = L∞(X)⋊ Γ. Let N be a finite von Neumann algebra.
Assume that D is a von Neumann subalgebra of M⊗N such that D ≺M⊗N L(Γ)⊗N .
Denote by P the von Neumann algebra generated by the quasi–normalizer of D in
M⊗N . If D ⊀M⊗N 1⊗N , then P ≺M⊗N L(Γ)⊗N .
Proof. We first claim that if p ∈ L(Γ)⊗N is a projection and D ⊂ p(L(Γ)⊗N)p is a
unital von Neumann subalgebra such that D ⊀L(Γ)⊗N 1 ⊗ N , then qNp(M⊗N)p(D) ⊂
p(L(Γ)⊗N)p. By [Po06a, Section 3] (or [IPP08, proof of Theorem 1.1.]) in order to
prove the claim it suffices to show that for every ε > 0, η1, .., ηk ∈ (M⊗N)⊖(L(Γ)⊗N),
we can find u ∈ U(D) such that ||EL(Γ)⊗N (ηiuη∗j )||2 ≤ ε, for all i, j ∈ {1, .., k}. Since
EL(Γ)⊗N is L(Γ)⊗N–bimodular, by using Kaplansky’s density theorem it is enough to
prove the last assertion for ηi ∈ L∞(X)⊗ 1 with τ(ηi) = 0 and ||ηi|| ≤ 1.
Next, decompose u ∈ U(D) as u = ∑γ uγ ⊗ xγ , where xγ ∈ N . Denote by α the
induced action of Γ on L∞(X). We have that
(3.j) ||EL(Γ)⊗N (ηiuη∗j )||22 =
∑
γ∈Γ
|τ(ηiαγ(η∗j ))|2||xγ ||22
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Since α is mixing and τ(ηi) = 0, for all i, we can find F ⊂ Γ finite such that
(3.k) |τ(ηiαγ(η∗j ))| ≤
ε
2
, ∀i, j ∈ {1, .., k}, ∀γ ∈ Γ \ F
Since D ⊀L(Γ)⊗N 1⊗N , by Popa’s theorem we can find u ∈ U(D) such that
(3.l)
∑
γ∈F
||xγ ||22 =
∑
γ∈F
||E1⊗N (u(u∗γ ⊗ 1))||22 ≤
ε
2
As |τ(ηiαγ(η∗j ))| ≤ ||ηi|| ||ηj || ≤ 1, for all γ ∈ Γ, it is clear that the combination
of (3.j), (3.k) and (3.l) implies that ||EL(Γ)⊗N (ηiuη∗j )||2 ≤ ε, for all i, j ∈ {1, .., k}, as
claimed.
Going back to the general case, let D be a von Neumann algebra such that D ≺M⊗N
L(Γ)⊗N but D ⊀M⊗N 1 ⊗ N . By [Va08, Remark 3.8.] we can find non–zero pro-
jections q ∈ D, p ∈ L(Γ)⊗N , a ∗–homomorphism ψ : qDq → p(L(Γ)⊗N)p and a
non–zero partial isometry v ∈ p(M⊗N)q such that ψ(x)v = vx, for all x ∈ qDq,
and ψ(qDq) ⊀L(Γ)⊗N 1 ⊗ N . By first part of the proof (applied to ψ(qDq)) we de-
duce that ψ(qDq)′ ∩ p(L(Γ)⊗N)p ⊂ p(L(Γ)⊗N)p, hence vv∗ ∈ p(L(Γ)⊗N)p. This
further implies that vDv∗ ⊂ L(Γ)⊗N . Since v∗v ∈ (qDq)′ ∩ q(M⊗N)q, we can find
q′ ∈ D′ ∩ (M⊗N) ⊂ P such that v∗v = qq′. Let u be any unitary element extending
v. Then u(qDqq′)u∗ = vDv∗ ⊂ L(Γ)⊗N .
Finally, since D is quasi–regular in P , by [Po06a, Lemma 3.5.] we get that qDqq′ is
quasi–regular in qq′Pqq′. Also, from the hypothesis we have that no corner of qDqq′
embeds into 1⊗N . Thus, by the first part of the proof, we deduce that u(qq′Pqq′)u∗ ⊂
L(Γ)⊗N , hence a corner of P embeds into L(Γ)⊗N . 
§4. Lower bound on height.
LetM = A⋊Γ be a II1 factor associated with a Bernoulli action. For every v ∈ L(Γ),
we define the height of v as h(v) = maxγ∈Γ |τ(vu∗γ)|. Consider a sequence of elements
{vn}n≥1 ⊂ (L(Γ))1. In this section, we provide a set of conditions which guarantee
that the heights of the vn’s are uniformly bounded away from 0.
4.1 Theorem. Assume the notations from 3.1, i.e. Mi = B
Γi
i ⋊ Γi, M = M1⊗M2,
A = BΓ11 ⊗BΓ22 , Γ = Γ1 × Γ2. Let {vn}n≥1 ⊂ (L(Γ))1 be a sequence for which there
exist C, c > 0 and x ∈M such that C > √2c,
(1) ||EAω⋊Γ((vnxv∗n)n)||2 ≥ C,
(2) ||EM1⊗L(Γ2)(x)||2 ≤ c and
(3) ||EL(Γ1)⊗M2(x)||2 ≤ c.
Then limn→ω h(vn) > 0.
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Proof. Let ε > 0 such that C −√2c− 3ε > 0 and let x ∈M satisfying conditions (1)–
(3). The first condition yields a finite set F ⊂ Γ such that if PF denotes the orthogonal
projection from L2(M) onto the closed linear span of {Auγ |γ ∈ F}, then
(4.a) lim
n→ω ||PF (vnxv
∗
n)||2 ≥ C − ε
Next, let E1 = EM1⊗L(Γ2) and E2 = EL(Γ1)⊗M2 . Since E1 and E2 commute, y =
((idM −E1) ◦ (idM −E2))(x) verifies y ⊥M1⊗L(Γ2) and y ⊥ L(Γ1)⊗M2. Thus, if we
write y =
∑
γ∈Γ aγuγ , where aγ ∈ A, then EBΓ1
1
⊗1(aγ) = E1⊗BΓ2
2
(aγ) = 0, for all γ ∈ Γ.
Also, conditions (2) and (3) yield ||x−y||2 = ||E1(x)+(E2(x)−(E1 ◦E2)(x))||2 ≤
√
2c.
Let K ⊂ Γ finite such that z = PK(y) satisfies ||z − y||2 ≤ ε. Let S1 ⊂ Γ1, S2 ⊂ Γ2
finite such that if bγ = EBS1
1
⊗BS2
2
(aγ), then w =
∑
γ∈K bγuγ satisfies ||w − z||2 ≤ ε.
The triangle inequality implies that ||w − x||2 ≤
√
2c + ||p||2 + 2ε and hence by (4.a)
we have
(4.b) lim
n→ω ||PF (vnwv
∗
n)||2 ≥ (C − ε) − (
√
2c+ 2ε) > 0
Let S = S1S
−1
1 × S2S−12 ⊂ Γ, where S1S−11 = {gh−1|g, h ∈ S1}. We claim that
(4.c) τ(σγ(bg)b
∗
h) = 0, ∀γ ∈ Γ \ S, ∀g, h ∈ K
Indeed, let γ = (γ1, γ2) ∈ Γ \ S and assume that γ1 /∈ S1S−11 (the case γ2 /∈ S2S−12
being analogous). Let g, h ∈ K. Since bh ∈ BS11 ⊗BΓ22 and γ1S1 ∩ S1 = ∅, we have
E
B
γ1S1
1
⊗BΓ2
2
(bh) = E1⊗BΓ2
2
(bh) = E1⊗BS2
2
(ah) = 0. Since σγ(bg) ∈ Bγ1S11 ⊗BΓ22 , we
derive that τ(σγ(bg)b
∗
h) = τ(σγ(bg)EBγ1S1
1
⊗BΓ2
2
(bh)
∗) = 0, which proves (4.c).
Next, fix v ∈ L(Γ) and let us estimate ||PF (vwv∗)||2. Let δ = maxg,h∈K ||bg||2||bh||2
and write v =
∑
γ∈Γ cγuγ , where cγ ∈ C, for all γ ∈ Γ. Then
vwv∗ =
∑
γ,γ′∈Γ,g∈K
cγcγ′σγ(bg)uγgγ′−1 =
∑
h∈Γ
(
∑
γ∈Γ,g∈K
cγch−1γgσγ(bg))uh.
Thus,
||PF (vxv∗)||22 =
∑
h∈F,γ,γ′∈Γ,g,g′∈K
cγc(h−1γg)cγ′c(h−1γ′g′)τ(σγ′(b
∗
g′)σγ(bg)),
which by (4.c) is further equal to the real part of
∑
γ∈Γ,s∈S,h∈F,g,g′∈K
cγc(h−1γg)cγs−1c(h−1γs−1g′)τ((b
∗
g′)σs(bg))
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Since Re(a1a2a3a4) ≤ 14
∑4
i=1 |ai|4, for every {ai}4i=1 ∈ C, the last term is majorized
by
δ
4
∑
γ∈Γ,s∈S,h∈F,g,g′∈K
(|cγ |4 + |c(h−1γg)|4 + |cγs−1 |4 + |c(h−1γs−1g′)|4) ≤
δ
4
(1 + |S|)(1 + |F ||K|)
∑
γ∈Γ
|cγ |4 ≤ δ
4
(1 + |S|)(1 + |F ||K|)max
γ∈Γ
|cγ |2
∑
γ′∈Γ
|cγ′ |2 =
δ
4
(1 + |S|)(1 + |F ||K|)h(v)2||v||22.
Altogether, we have shown that there exists a constant κ > 0 such that h(v)||v||2 ≥
κ||PF (vwv∗)||2, for all v ∈ L(Γ). Since ||vn|| ≤ 1 we get that h(vn) ≥ κ||PF (vnwv∗n)||2,
for all n, and (4.b) implies the conclusion of the theorem. 
4.2 Remark. If M = A ⋊σ Γ is a II1 factor coming from a Bernoulli action then
the above proof shows the following: assume that {vn}n≥1 ⊂ (L(Γ))1 is a sequence
for which there exists x ∈ M such that ||EAω⋊Γ((vnxv∗n)n)||2 > ||EL(Γ)(x)||2. Then
limn→ω h(vn) > 0.
§5. A conjugacy result for subalgebras.
Let M = BΓ ⋊ Γ be a II1 factor coming from a Bernoulli action. In this section, we
give a criterion for proving that a von Neumann subalgebra C of M has a corner which
embedds into BΓ. More generally, our criterion applies to subalgebras of M⊗N , where
N is an arbitrary finite von Neumann algebra. Before stating it we need to introduce
some notation.
Notations. We consider the orthogonal projections onto certain Hilbert subspaces of
L2(M⊗N). For subsets S, F and G of Γ we denote by
• PS the orthogonal projection onto the closed linear span of {BΓuγ ⊗N |γ ∈ S}.
• HF the closed linear span of {BFuγ ⊗N |γ ∈ Γ}.
• QF the orthogonal projection onto HF .
• Q0F := QF −Q∅.
• QGF := QF∪G −QG the orthogonal projection onto HGF := HF∪G ⊖HG.
Next, we record some useful boundedness and modularity properties of these projec-
tions.
5.1 Lemma. Let S, F,G ⊂ Γ be finite sets. Then PS commutes with QF , QGF and
||PS(x)|| ≤ |S|, ||(PS ◦QF )(x)|| ≤ |S|, ||(PS ◦QGF )(x)|| ≤ 2|S|, ∀x ∈ (M⊗N)1.
If F contains SG, then QF (PS(x)y) = QF (PS(x))y for every x ∈M⊗N and y ∈ HG.
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Proof. The commutativity assertion is trivial. Let x ∈ M⊗N with ||x|| ≤ 1. Write
M⊗N = (BΓ⊗N) ⋊ρ Γ, where Γ acts through Bernoulli action on BΓ and trivially
on N . Decompose x =
∑
γ∈Γ xγuγ , where xγ = EBΓ⊗N (xu
∗
γ). Then ||xγ || ≤ 1,
for all γ ∈ Γ. Since PS(x) =
∑
γ∈S xγuγ , (PS ◦ QF )(x) =
∑
γ∈S EBF⊗N (xγ)uγ and
QGF = QF∪G −QG, the three inequalities follow.
For the last assertion, it suffices to show that if F ⊃ SG and if x = ∑γ∈S xγuγ and
y =
∑
g∈Γ ygug with xγ ∈ BΓ⊗N and yg ∈ BG⊗N , for all γ ∈ S and g ∈ Γ, then
QF (xy) = QF (x)y. Notice that if γ ∈ S, then ργ(yg) ∈ BγG⊗N ⊂ BF⊗N , for all
g ∈ Γ. Thus, we have that
QF (xy) =
∑
γ∈S,g∈Γ
EBF⊗N (xγργ(yg))uγg =
∑
γ∈S,g∈Γ
EBF⊗N (xγ)ργ(yg)uγg = QF (x)y.
We are now ready to state and prove the main result of this section.
5.2 Theorem. Let Γ be a countable group, B be a finite von Neumann algebra and
denote M = BΓ ⋊ Γ. Let N be a finite von Neumann algebra and p ∈ M⊗N be a
projection.
Let C ⊂ p(M⊗N)p be a unital von Neumann subalgebra. Suppose that there exist a
sequence {xn}n≥1 ⊂ U(p(M⊗N)p) and finite subsets S, {Fn}n≥1 of Γ such that
• ||xny − yxn||2 → 0, for all y ∈ C,
• Fn →∞, as n→∞ (i.e. if γ ∈ Γ then γ /∈ Fn, for large enough n),
• supn≥1 |Fn| <∞, and
• lim supn→∞(||xn −Q0Fn(xn)||2 + 3||xn − PS(xn)||2) < ||p||2.
Then C ≺M⊗N BΓ⊗N .
Proof. By replacing (xn)n with a subsequence, we may assume that ||xn−Q0Fn(xn)||2 ≤
c1 and ||xn − PS(xn)||2 ≤ c2, for all n, for some c1, c2 ≥ 0 satisfying c1 + 3c2 < ||p||2.
Let ε > 0 such that c = ||p||2 − (c1 + 3c2 + 11ε) > 0. We begin with the following:
Claim. Let y ∈ U(C) and G ⊂ Γ be a finite subset such that ||y −QG(y)||2 ≤ ε|S| . Let
Kn ⊂ Γ be a sequence of finite subsets such that ||y − PKn(y)||2 ≤ ε|S| and KnFn is
disjoint from G ∪ SG. Then we can find N ≥ 1 such that ||QG∪SGKnFn (xn)||2 ≥ c, for all
n ≥ N .
Proof of claim. Let yn = (PKn ◦ QG)(y), then ||yn − y||2 ≤ 2ε|S| . Also, let x′n =
(PS ◦Q0Fn)(xn). Since PS and Q0Fn commute, we get that
(5.a) ||xn − x′n||2 = ||xn −Q0Fn(xn) +Q0Fn(xn − PS(xn))||2 ≤ c1 + c2
Now, ynx
′
n belongs to the closed linear span of {BGuk(BFn ⊖C1)uγ)⊗N |k ∈ Kn, γ ∈
S}. Since uk(BFn ⊖ C1) ⊂ (BKnFn ⊖ C1)uk, for k ∈ Kn, we get that ynx′n ∈ HGKnFn
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(recall that HGF = HF∪G ⊖ HG). Since KnFn is disjoint from G ∪ SG, we get that
ynx
′
n ∈ HG∪SGKnFn .
Next, we estimate ||yxn − ynx′n||2. Lemma 5.1 gives that ||x′n|| ≤ 2|S|, hence ||y −
yn||2||x′n|| ≤ 4ε. By using the triangle inequality and (5.a) we get that
(5.b) ||yxn − ynx′n||2 ≤ ||y|| ||xn − x′n||2 + ||y − yn||2||x′n|| ≤ c1 + c2 + 4ε
Since ynx
′
n ∈ HG∪SGKnFn , (5.b) implies that ||yxn−QG∪SGKnFn (yxn)||2 ≤ c1+c2+4ε. Since
||[xn, y]||2 → 0, we can find N such that ||xny −QG∪SGKnFn (xny)||2 ≤ c1 + c2 + 5ε, for all
n ≥ N . Since xny ∈ U(p(M⊗N)p), we get that
(5.c) ||QG∪SGKnFn (xny)||2 ≥ ||p||2 − (c1 + c2 + 5ε)
Using that ||PS(xn)|| ≤ |S| we get that ||xny − PS(xn)yn||2 ≤ ||xn − PS(xn)||2||y|| +
||PS(xn)||||y−yn||2 ≤ c2+ |S| 2ε|S| = c2+2ε. Combining this inequality with (5.c) yields
that
(5.d) ||QG∪SGKnFn (PS(xn)yn)||2 ≥ ||p||2 − (c1 + 2c2 + 7ε)
Since yn ∈ HG, Lemma 5.1 gives that QG∪SGKnFn (PS(xn)yn) = QG∪SGKnFn (PS(xn))yn and
that ||QG∪SGKnFn (PS(xn))|| ≤ 2|S|. Thus, since ||y|| ≤ 1, for all n ≥ N we have that
||QG∪SGKnFn (xn)||2 ≥ ||QG∪SGKnFn (PS(xn))||2 − c2 ≥
||QG∪SGKnFn (PS(xn))y||2 − c2 ≥
||QG∪SGKnFn (PS(xn))yn||2 − ||QG∪SGKnFn (PS(xn))(yn − y)||2 − c2.
Since ||yn − y||2 ≤ 2ε|S| , (5.d) implies that the last term is greater of equal than
||p||2 − (c1 + 2c2 + 7ε)− 2|S| 2ε|S| − c2 = c, as claimed. 
To prove the theorem, assume by contradiction that C ⊀M⊗N B
Γ⊗N . By using the
claim for all m ≥ 1 we will construct finite subsets Gm and {Km,n}n≥1 of Γ such that
(i) Km,n is disjoint from G1, .., Gm, K1,n, .., Km−1,n, for all n ≥ 1,
(ii) supn≥1 |Km,n| <∞ and
(iii) lim infn→∞ ||QGmKm,n(xn)||2 ≥ c.
Before proving this statement let us show how it leads to a contradiction. First,
(i) implies that for every m ≥ 1, the projections QG1K1,n , QG2K2,n, .., QGmKm,n are mutually
orthogonal (since QGFQ
G′
F ′ = 0, whenever F is disjoint from G, F
′ and G′). Second, for
every m ≥ 1 we have that
||p||22 = lim inf
n→∞ ||xn||
2
2 ≥
m∑
l=1
lim inf
n→∞ ||Q
Gl
Kl,n
(xn)||22.
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By (iii) this implies that ||p||22 ≥ mc2, for all m ≥ 1, a contradiction.
So, we are left with proving the above statement. We proceed by using induction
on m. For m = 1, if we let K1,n = Fn and G1 = ∅, then the statement is true by the
hypothesis. Next, assume that we have constructed Gl, {Kl,n}n≥1, for all l ≤ m − 1.
Since supn≥1 |Kl,n| <∞, for all l, and supn≥1 |Fn| <∞ we get that
L = sup
n≥1, l≤m−1
|(Gl ∪Kl,n)F−1n )| <∞
Recall that M⊗N = (BΓ⊗N) ⋊ Γ. Since C ⊀M⊗N BΓ⊗N , by Theorem 1.3.2 we
can find y ∈ U(C) such that for every finite set T ⊂ Γ of cardinality |T | ≤ L, we have
that
(5.e) ||PT (y)||2 = (
∑
γ∈T
||EBΓ⊗N (yu∗γ)||22)
1
2 ≤ ε
2|S|
Now, let K,G ⊂ Γ be finite sets such that ||y−QG(y)||2 ≤ ε|S| and ||y−PK(y)||2 ≤
ε
2|S| . For every n ≥ 1, define Kn = K \ (∪l≤m−1(Gl ∪Kl,n)F−1n ). Since |K \Kn| ≤ L,
by (5.e) we deduce that ||PK(y)− PKn(y)||2 ≤ ε2|S| and thus ||y − PKn(y)||2 ≤ ε|S| , for
all n ≥ 1. Since Fn →∞, as n→∞, we can find s ≥ 1 such that KFn∩ (G∪SG) = ∅,
for all n ≥ s. Thus, KnFn is disjoint from G∪SG, for all n ≥ s. Altogether, the above
claim yields that
(5.f) lim inf
n→∞ ||Q
G∪SG
KnFn
(xn)||2 ≥ c
Finally, set Km,n = KnFn, for all n ≥ s, Km,n = ∅, for all n ≤ s − 1, and Gm =
G ∪ SG. Then (5.f) can be rewritten as lim infn→∞ ||QGmKm,n(xn)||2 ≥ c, hence (iii)
is verified. Since |Km,n| ≤ |K||Fn| and supn≥1 |Fn| < ∞, we get that (ii) also holds
true. Also, by definition it is clear that Km,n is disjoint from Gl and Kl,n, for all
1 ≤ l ≤ m− 1. This proves the above statement and the theorem. 
§6. A dichotomy result for subalgebras.
In this section, we combine the results of the last four sections to prove Theorem F
(which we restate below as Theorem 6.2.): if D is an abelian subalgebra ofM = BΓ⋊Γ
whose normalizer has “large intersection” with L(Γ), then a corner of D embedds into
either BΓ or L(Γ). In the more general context, when M is a tensor product of two
factors associated with Bernoulli actions, we obtain:
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6.1 Theorem. Assume the notations from 3.1, i.e. Mi = B
Γi
i ⋊σi Γi, M =M1⊗M2,
A = BΓ11 ⊗BΓ22 and Γ = Γ1×Γ2. Let D ⊂ qMq be an abelian von Neumann subalgebra,
for some projection q ∈ L(Γ). Denote Λ = NqMq(D) ∩ U(qL(Γ)q) and assume that
Λ′′ ⊀M L(Γ1)⊗ 1 and Λ′′ ⊀M 1⊗ L(Γ2).
Then one of the following holds true:
(1) D′∩ qMq is of type I and there exist a unitary u ∈M and a projection q0 ∈ A such
that uq0u
∗ = q and u(Aq0)u∗ ⊂ D′ ∩ qMq.
(2) D ≺M M1⊗L(Γ2) or D ≺M L(Γ1)⊗M2.
Recall that Λ′′ denotes the von Neumann algebra generated by Λ inside qL(Γ)q.
Proof. We first prove the theorem in the case q = 1. Assume that (2) is false. We will
show that (1) holds true. By using the hypothesis and Theorem 1.3.1 (see the comment
following it) we can find a sequence {un}n≥1 ⊂ Λ such that
(6.a) ||EL(Γ1)(aunb)||2 → 0 and ||EL(Γ2)(aunb)||2 → 0, ∀a, b ∈ L(Γ)
Next, we claim that
(6.b) (unxu
∗
n)n ∈ Aω ⋊σ Γ, ∀x ∈ D
To prove (6.b), let M˜ and {θt}t∈R ⊂ Aut(M˜) be defined as in the statement of Theorem
3.2. Since θt|L(Γ) = id|L(Γ) and un ∈ L(Γ), we get that θt converge uniformly to idM˜
on {unxu∗n}n≥1. As D is abelian and un normalizes D, we deduce that (unxu∗n)n ∈
D′ ∩Mω. Since (2) is assumed false, (6.b) follows from Theorem 3.2.
Towards proving (1), let C = D′ ∩M . Since D is abelian, we have that C′ ∩M ⊂ C
or, equivalently, C′ ∩M = Z(C). The main part of this proof consists of showing that
(6.c) Cp ≺M BΓ11 ⊗M2, ∀p ∈ P(Z(C))
By symmetry, we will also get that Cp ≺M M1⊗BΓ22 . Finally, we will combine these
two statements to first get that Cp ≺M A and then derive (1).
First, we reduce (6.c) to a weaker statement. By Lemma 1.3.3, it suffices to prove
(6.c) for projections p ∈ Z(C) which commute with the normalizer of C. Since Λ
normalizes C, we get that [p,Λ] = 0. Since Λ′′ ⊀L(Γ) L(Γ1) and Λ′′ ⊀L(Γ) L(Γ2), [Va08,
Lemma 4.2.] implies that Λ′ ∩M ⊂ L(Γ), so in particular p ∈ L(Γ). Indeed, notice
that if B1 ≃ B2 ≃ L∞(X0, µ0), then the action of Γ on A can be identified with the
generalized Bernoulli action Γy (X0, µ0)
I , where I = Γ1 ⊔Γ2 and (γ1, γ2) · g1 = γ1g1,
(γ1, γ2) · g2 = γ2g2, for all γ1, g1 ∈ Γ1 and γ2, g2 ∈ Γ2. By applying [Va08, Lemma 4.2]
to I1 = ∅, we get our assertion. For not necessarily isomorphic B1 and B2, it is not
hard to adapt the proof of [Va08, Lemma 4.2] to prove our assertion.
Altogether, we get that it suffices to prove (6.c) for projections p ∈ Λ′∩L(Γ)∩Z(C).
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For n ≥ 1, let vn = unp ∈ L(Γ). Since (2) is false, we can find x ∈ U(D) such that
||EM1⊗L(Γ2)(xp)||2 ≤ 12 ||p||2 and ||EL(Γ1)⊗M2(xp)||2 ≤ 12 ||p||2. Since p commutes with
un ∈ Λ and x ∈ D, we get that vn(xp)v∗n = unxu∗np. Since (unxu∗n)n ∈ Aω ⋊ Γ and
||unxu∗np||2 = ||p||2, for all n, by applying Theorem 4.1 we deduce that limn→ω h(vn) >
0. By replacing un with a subsequence, (6.a) and (6.b) are preserved while we may
assume that there is δ > 0 such that
(6.d) h(vn) ≥ δ, ∀n ≥ 1
For n ≥ 1, let γn = (γ1n, γ2n) ∈ Γ = Γ1 × Γ2 such that |τ(vnu∗γn)| = h(vn). We claim
that γ1n → ∞. If not, then γ1nk = γ1, for some increasing subsequence {nk}k≥1 of N
and some γ1 ∈ Γ1. But this would imply that
||EL(Γ2)(unkp(u∗γ1 ⊗ 1))|2 = ||EL(Γ2)(vnk(u∗γ1 ⊗ 1))||2 ≥ τ(vnku∗γnk )| ≥ δ, ∀k ≥ 1
in contradiction with (6.a). Similarly, it follows that γ2n →∞.
Given finite subsets F , S of Γ1 and T of Γ2, we denote by
• KF the closed linear span of {(BF1 ⊖ C1)uγ1 ⊗M2|γ1 ∈ Γ1}.
• Q0F the orthogonal projection from L2(M) onto KF .
• PS the orthogonal projection onto the closed linear span of {BΓ11 uγ1 ⊗M2|γ1 ∈ S}.
• RT the orthogonal projection onto the closed linear span of {M1 ⊗BΓ22 uγ2 |γ2 ∈ T}.
Claim 1. For every x ∈ (M)1, every subset F ⊂ Γ1 and all n ≥ 1, we have that
||vnxv∗n −Q0γ1nF (vnxv
∗
n)||2 ≤ ||x−Q0F (x)||2 +
√
||p||22 − δ2.
Proof of claim 1. Recall that γn = (γ
1
n, γ
2
n). Since uγnKF = Kγ1nF , vn ∈ L(Γ) and KF is
a right L(Γ)–module, we get that uγnQ
0
F (x)v
∗
n ∈ Kγ1nF . Then, since ||τ(vnu∗γn)uγn || =|τ(vnu∗γn)| ≤ 1, the triangle inequality gives that
||(τ(vnu∗γn)uγn)Q0F (x)v∗n − vnxv∗n||2 ≤
||(τ(vnu∗γn)uγn)(Q0F (x)− x)v∗n||2 + ||(τ(vnu∗γn)uγn − vn)xv∗n||2 ≤
||Q0F (x)− x||2 + ||τ(vnu∗γn)uγn − vn||2 = ||Q0F (x)− x||2 + (||vn||22 − |τ(vnu∗γn)|2)
1
2 .
Together with (6.d) this implies the claim. 
Since (2) is assumed false we can find x ∈ U(D) such that ||EL(Γ1)⊗M2(x)||2 <
1
2 (||p||2 −
√
||p||22 − δ2). If we enumerate Γ1 = {gi}i≥1 and let Fn = {gi}ni=1, then
||EL(Γ1)⊗M2(x) − (x−Q0Fn(x))||2 → 0. Thus, we can find a finite subset F ⊂ Γ1 such
that ||x−Q0F (x)||2 < 12(||p||2 −
√||p||22 − δ2). If we let xn = vnxv∗n, by claim 1 we get
that
(6.e) ||xn −Q0γ1nF (xn)||2 <
1
2
(||p||2 +
√
||p||22 − δ2), ∀n ≥ 1
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Since p commutes with un, D and un normalizes D, we have that xn = vnxv
∗
n =
(unxu
∗
n)p ∈ U(Dp), for all n ≥ 1. Thus, we deduce that (xn)n ∈ U((Cp)′ ∩ (pMp)ω).
By (6.a) we have that (xn)n = (unxu
∗
np)n ∈ Aω ⋊σ Γ. Hence, we can find a finite
subset S ⊂ Γ1 such that lim supn→∞ ||xn − PS(xn)||2 < 16 (||p||2 −
√||p||22 − δ2). By
combining this inequality with (6.e) we get that
lim sup
n→∞
(||xn −Q0γ1nF (xn)||2 + 3||xn − PS(xn)||2) < ||p||2.
Altogether, Theorem 5.2 yields that Cp ≺M BΓ11 ⊗M2. This finishes the proof of (6.c).
Claim 2. Cp ≺M A = BΓ11 ⊗BΓ22 , for all p ∈ P(Z(C)).
Proof of claim 2. By (6.c), we have that Cp ≺M BΓ11 ⊗M2. Since C′ ∩M = Z(C),
by Theorem 1.3.1 we can find non–zero projections p0 ∈ Cp and q ∈ BΓ11 ⊗M2, a ∗–
homomorphism ψ : p0Cp0 → q(BΓ11 ⊗M2)q and a non–zero partial isometry v ∈ qMp0
such that v∗v = p0 and ψ(x)v = vx, for all x ∈ p0Cp0. Thus, we have that
(6.f) x = v∗ψ(x)v, ∀x ∈ p0Cp0
Now, let z ≤ p be the central support of p0 in C. By symmetry, the proof of (6.c)
implies that Cz ≺M M1⊗BΓ22 . By reasoning as in the previous paragraph, we can
find non–zero projections p1 ∈ Cz and r ∈M1⊗BΓ22 , a ∗–homomorphism ρ : p1Cp1 →
r(M1⊗BΓ22 )r and a non–zero partial isometry w ∈ rMp1 such that
(6.g) x = w∗ρ(x)w, ∀x ∈ p1Cp1
Since p0 and p1 admit equivalent, non–zero subprojections, we can assume that (6.f)
and (6.g) hold true for p0 = p1 ≤ p. By Kaplansky’s density theorem we can find finite
subsets S ⊂ Γ1, T ⊂ Γ2 and v′, w′ ∈ (M)1 satisfying ||v′− v||2, ||w′−w||2 ≤ ||p0||26 and
v′ = PS(v′), w′ = RT (w′). Using (6.f), (6.g) and the triangle inequality it follows that
(6.h) ||x− PS−1S(x)||2, ||x−RT−1T (x)||2 ≤ ||p0||2
3
, ∀x ∈ U(p0Cp0)
Finally, (6.h) implies that ||x − (PS−1S ◦ RT−1T )(x)||2 ≤ 2||p0||23 , or equivalently,
that ||(PS−1S ◦ RT−1T )(x)||2 ≥
√
5
3 ||p0||2, for all x ∈ U(p0Cp0). Since PS−1S ◦ RT−1T
is precisely the orthogonal projection on the closed linear span of {Auγ|γ ∈ S−1S ×
T−1T}, by Theorem 1.3.1 we get that p0Cp0 ≺M A. Thus, Cp ≺M A. 
Claim 3. C is a type I algebra and there exists a unitary u ∈M such that uAu∗ ⊂ C.
Proof of claim 3. The first assertion follows from claim 2. For the second assertion, let
C0 be a maximal abelian subalgebra of C. Then C0 is maximal abelian in M . Indeed,
C0 contains the center of C, hence it contains D and therefore C
′
0 ∩M ⊂ D′ ∩M = C.
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Next, let p ∈ P(Z(C)). By claim 2, Cp ≺M A and therefore C0p ≺M A. Since
C0p ⊂ pMp and A ⊂ M are maximal abelian, by [Po06c, Theorem A.1.] (see also
[Va07, Lemma C.3.]) we can find a non–zero projection p′ ∈ C0p and a unitary v ∈M
such that C0p
′ ⊂ vAv∗. Let z be the central support of p′ in C. Since C is of type I, we
have that C0 is regular in C, i.e. NC(C0)′′ = C. It follows that we can find projections
p1, p2, .. ∈ C0p′ and u1, u2, .. ∈ NC(C0) such that z =
∑
i≥1 uipiu
∗
i .
Further, since ui ∈ NC(C0) we get that C0(uipiu∗i ) = ui(C0pi)u∗i ⊂ (uiv)A(uiv)∗,
for all i. Since A is regular in M and M is a II1 factor, it follows that we can find
a unitary w ∈ M such that C0z ⊂ wAw∗. We have altogether shown that for every
non–zero projection p ∈ Z(C), there is a non–zero projection z ∈ Z(C) with z ≤ p
such that C0z can be unitarily conjugated inside A.
Finally, let S be the set of families {pi}i∈I ⊂ P(Z(C)) of mutually orthogonal
projections with the property that C0pi ⊂ uiAu∗i , for some ui ∈ U(M), for all i ∈ I.
By the above we get that if {pi}i∈I is maximal element in S with respect to inclusion,
then
∑
i∈I pi = 1. Using again the fact that A is regular in M , we deduce that C0 can
be unitarily conjugated inside A. Since C0 is maximal abelian, we get that C0 = uAu
∗,
for some u ∈ U(M). This ends the proof of claim 3 and of the case q = 1. 
In general, let D ⊂ qMq be a subalgebra as in the hypothesis and assume that (2)
is false. Then (1) follows true by repeating the above proof once we show that (6.b)
holds true in this context, i.e. (unxu
∗
n)n ∈ Aω ⋊σ Γ, for all x ∈ D and any sequence
{un}n≥1 ⊂ Λ. To see this, let D0 ⊂ (1− q)M(1− q) be a unital, abelian von Neumann
subalgebra such that D0 ⊀M M1⊗L(Γ2) and D0 ⊀M L(Γ1)⊗M2. Then D1 = D ⊕D0
has the same property. Since D1 ⊂ M is unital and θt converge uniformly to the
identity on (unxu
∗
n)n ∈ D′1 ∩Mω, our claim follows from Theorem 3.2. 
Note that all of our results concerning tensor products of II1 factors associated with
Bernoulli actions (Theorems 3.3, 4.1, 6.1) have straightforward counterparts for single
such II1 factors. In this case, Theorem 6.1 reads as follows:
6.2 Theorem. Let Γ be a countable group, B be an abelian von Neumann algebra
and set M = BΓ ⋊σ Γ, A = B
Γ. Let q ∈ L(Γ) be a projection and D ⊂ qMq be a
unital abelian von Neumann subalgebra. Suppose that the group of unitary elements
u ∈ qL(Γ)q that normalize D generates a diffuse von Neumann algebra. Then either:
(1) D′∩ qMq is of type I and there exist a unitary u ∈M and a projection q0 ∈ A such
that uq0u
∗ = q and u(Aq0)u∗ ⊂ D′ ∩ qMq or
(2) D ≺M L(Γ).
We end this section by noticing that Theorem 6.2 can be used to give a proof of
Popa’s conjugacy criterion for Bernoulli actions.
6.3 Theorem (Popa, [Po06b, Theorem 0.7.]). Let Γ be a countable ICC group,
B be a non–trivial abelian von Neumann algebra. Denote M = BΓ ⋊ Γ, A = BΓ and
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let q ∈ L(Γ) be a projection. Let ρ : Λ→ Aut(C) be a free ergodic action of a countable
group Λ on an abelian von Neumann algebra C. Denote N = C ⋊ Λ.
Let θ : N → qMq be a ∗–isomorphism. Assume that θ(L(Λ)) ⊂ qL(Γ)q.
Then q = 1 and there exist a unitary u ∈M , a character η of Λ, a group isomorphism
δ : Λ→ Γ such that θ(C) = uAu∗ and θ(vλ) = η(λ)uuδ(λ)u∗, for all λ ∈ Λ.
Proof. Denote D = θ(C). Since σ is mixing and D is regular in qMq, [Po06a, Theorem
3.1.] implies that D ⊀M L(Γ). Since D is normalized by {θ(vλ)}λ∈Λ ⊂ qL(Γ)q and
D is maximal abelian in qMq, Theorem 6.2 implies that there exists a unitary u ∈M
and a projection q0 ∈ A such that uq0u∗ = q and D = u(Aq0)u∗. The conclusion now
follows from [Po06b, Theorem 5.2.]. 
§7. Popa’s conjugacy criterion for actions.
In the proof of the strong rigidity results we will need the following version of Popa’s
conjugacy criterion for actions.
7.1 Theorem [Po06b]. Let σ : Γ→ Aut(A) and β : Λ→ Aut(B) be two free, ergodic
actions of two countable groups Γ and Λ on two abelian von Neumann algebras A and
B. Assume that β is weakly mixing. Denote M = A ⋊σ Γ and N = B ⋊β Λ. Let
{uγ}γ∈Γ ⊂M and {vλ}λ∈Λ ⊂ N be the canonical unitaries implementing σ and β.
Let p ∈ L(Γ) be a non–zero projection and assume that N is embedded (unitaly) inside
pMp such that L(Λ) ⊂ pL(Γ)p. Suppose that there exists a partial isometry v ∈ M
such that v∗v = p, vv∗ = q ∈ A and vBv∗ = Aq.
Then we can find maps h : Λ → S1, δ : Λ → Γ and a unitary z ∈ L(Γ) such that
vλ = h(λ)(zuδ(λ)z
∗)p and [zuδ(λ)z∗, p] = 0, for all λ ∈ Λ. Let K = {γ ∈ Γ|(zuγz∗)p ∈
Cp} and Γ′ = {δ(λ)k|λ ∈ Λ, k ∈ K}. Then K,Γ′ are subgroups of Γ, |K| <∞ and Γ′
normalizes K. Moreover, we have that:
• If Γ is torsion free, then h is a character and δ is a homomorphism. If in addition
the restriction of σ to δ(Λ) is ergodic, then p = q = 1 and B = zAz∗.
• In general, if the restriction of σ to Γ′ is weakly mixing, then z∗pz ∈ L(K)∩Z(L(Γ′)),
z∗pz = |K|−1∑k∈K χ(k)uk, for some character χ of K, and B = (zAKz∗)p, where
AK = {a ∈ A|σk(a) = a, ∀k ∈ K}. In particular, τ(p)−1 = |K| is an integer.
The statement of this result is very close to that of Theorem 5.2. in [Po06b]. How-
ever, rather than assuming that σ is mixing, as in [Po06b], we only require that σ|δ(Λ)
is ergodic (in the torsion free case) and weakly mixing (in general). This generalization
will be essential for us, as we will later apply Theorem 7.1 to the action σ defined in
3.1, for which the “global” condition σ is mixing fails. On the other hand, since σ is
a concrete action (i.e. a product of two Bernoulli actions) it will be easy to verify the
“local” condition σ|δ(Λ) is weakly mixing.
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Proof. In the beginning of the proof we repeat part of Vaes’ proof of Popa’s criterion
(see [Va07, Proposition 9.3.]) which streamlines the original argument from [Po06b].
Identify A with L∞(X, µ), where (X, µ) is a probability space. Let Y ⊂ X be a Borel
set such that q = 1Y . Note that vvλv
∗ ∈ U(qMq) normalizes Aq ∼= L∞(Y ), for all
λ ∈ Λ, and denote by β′ the associated action of Λ on Y . Since β′ is isomorphic to β, we
have that β′ is weakly mixing. We consider the canonical embedding η : L∞(X)⋊σΓ ⊂
L∞(X, ℓ2(Γ)) given by η(auγ)(x) = a(x)uγ, for all a ∈ L∞(X), x ∈ X and γ ∈ Γ, as
well as the embedding L(Γ) ⊂ ℓ2(Γ). Also, we view S1 × Γ as a subgroup of U(L(Γ)),
in the natural way.
Let w = τ(p)
1
2 η(v) ∈ L∞(Y, ℓ2(Γ)). Since β is weakly mixing, [Po06b, Lemma
4.4.(i)] implies that B = v∗Av is orthogonal to L(Γ). The same argument as in the
proofs of [Po06b, Lemma 6.1.] and [Va07, Proposition 9.3.] shows that every essential
value w0 of the function w : Y → ℓ2(Γ) lies in L(Γ) and satisfies w∗0w0 = p. Set
v′ = vw∗0 , p
′ = v′∗v′ = w0pw∗0 = w0w
∗
0 , w
′ = τ(p)
1
2 η(v′) and notice that p′ is an
essential value of w′. By replacing v with v′, p with p′, vλ with w0vλw∗0 and B with
w0Bw
∗
0 , we may assume that p is an essential value of w, while the hypothesis is still
satisfied. For the “new” v, p, vλ we will prove the conclusion for z = 1, which clearly
finishes the proof.
Let λ ∈ Λ. Since vvλv∗ ∈ NqMq(Aq), we can find aλ ∈ U(L∞(Y )) such that
vvλv
∗ = aλ
∑
γ∈Γ 1{y|λ−1y=γ−1y}uγ , where we denote λy = β
′
λ(y), for every y ∈ Y . Let
ω =
∑
g∈Γ bgug ∈ M , where bg ∈ A. Then (vvλv∗)ω =
∑
γ,g∈Γ aλ1{y|λ−1y=γ−1y}(bg ◦
γ−1)uγg. Thus, if we let c(λ, y) = aλ(y)uγ ∈ S1 × Γ ⊂ U(L(Γ)), where γ ∈ Γ is the
unique element such that γ−1y = λ−1y, then
(7.a) η((vvλv
∗)ω)(y) =
∑
γ,g∈Γ
aλ(y)1{y|λ−1y=γ−1y}(y)bg(γ−1y)uγg =
(aλ(y)uγ)(
∑
g∈Γ
bg(λ
−1y)ug) = c(λ, y)η(ω)(λ−1y), for almost all y ∈ Y.
Since (vvλv
∗)v = vvλ and vλ ∈ L(Γ), by applying η and using (7.a), we get that
(7.b) c(λ, y)w(λ−1y) = w(y)vλ, for almost all y ∈ Y
Next, we use an argument due to Popa (see the proofs of [Po07a, Proposition 3.5.]
and [Va07, Lemma 4.8.]) to conclude the first assertion of the theorem. If ε > 0,
then, since p is an essential value of w, the set W = {y ∈ Y | ||w(y) − p||2 ≤ ε}
has positive measure. Fix λ ∈ Λ. Since β′ is weakly mixing, we can find g ∈ Λ
such that µ(gW ∩ W ) > 0 and µ((gλ−1)W ∩ W ) > 0. Let y ∈ gW ∩ W . Then
||w(y)− p||2, ||w(g−1y)− p||2 ≤ ε and by using (7.b) we deduce that
||vg − c(g, y)p||2 = ||pvg − c(g, y)p||2 =
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||(p− w(y))vg − c(g, y)(p− w(g−1y))||2 ≤ 2ε.
Similarly, if z ∈ (gλ−1)W ∩ W , then ||vgλ−1 − c(gλ−1, z)p||2 ≤ 2ε. Since vλ =
(vgλ−1)
∗vg, the combination of the last two inequalities yields
||vλ − pc(gλ−1, z)∗c(g, y)p|| = ||v∗gλ−1vg − (c(gλ−1, z)p)∗c(g, y)p||2 ≤ 4ε.
Therefore, since c(gλ−1, z)∗c(g, y) ∈ S1 × Γ and ε > 0 is arbitrary, we can find two
sequences {tn}n≥1 ⊂ S1 and {γn}n≥1 ⊂ Γ such that limn→∞ ||vλ − p(tnuγn)p||2 = 0.
By passing to a subsequence we can assume that tn → t ∈ S1 and either γn → γ ∈ Γ
or γn → ∞, as n → ∞. If γn → ∞, then tnuγn converges weakly to 0, which would
imply that vλ = 0, a contradiction. Thus, we get that γn → γ ∈ Γ, hence vλ = tpuγp.
Since vλ ∈ U(pMp), we must have that uγ commutes with p. We altogether deduce
that there exist maps h : Λ→ S1 and δ : Λ→ Γ such that
(7.c) [uδ(λ), p] = 0 and vλ = h(λ)uδ(λ)p, ∀λ ∈ Λ
As in the hypothesis, denote K = {γ ∈ Γ|uγp ∈ Cp} and Γ′ = {δ(λ)k|λ ∈ Λ, k ∈ K}.
Then K is finite and (7.c) implies that Γ′ is a subgroup of Γ which contains K as a
normal subgroup. Notice also that the map Λ ∋ λ → δ(λ)K ∈ Γ′/K is a group
isomorphism.
We can now prove the moreover assertions.
• If Γ is torsion free, then K = {e} and (7.c) implies that δ is a homomorphism and h
is character. Further, assume that σ|δ(Λ) is ergodic and let ε > 0. Let Wε be the set
of y ∈ Y for which there exists u ∈ S1 × Γ ⊂ U(L(Γ)) such that ||w(y) − up||2 ≤ ε.
Since p is an essential value of w, we have that µ(Wε) > 0. On the other hand, (7.b)
and (7.c) imply that Wε is Λ–invariant. Indeed, if y ∈ Y, λ ∈ Λ and u ∈ S1 × Γ, then
u′ = h(λ)c(λ, y)∗uuδ(λ) ∈ S1 × Γ satisfies
||w(λ−1y)− u′p||2 = ||c(λ, y)∗w(y)vλ − h(λ)c(λ, y)∗uuδ(λ)p|| =
||c(λ, y)∗w(y)vλ − c(λ, y)∗upvλ||2 = ||w(y)− up||2.
Since β′ is ergodic, we get that Wε = Y . By reasoning as above we conclude that there
exists a measurable map u : Y → S1 × Γ such that w(y) = u(y)p, for a.e. y ∈ Y .
But then (7.b) rewrites as c(λ, y)u(λ−1y)p = h(λ)u(y)uδ(λ)p, for all λ ∈ Λ and for
almost all y ∈ Y . Since c(λ, y)u(λ−1y), h(λ)u(y)uδ(λ) ∈ S1 × Γ, by using the fact that
K = {e}, we get that
(7.d) c(λ, y)u(λ−1y) = h(λ)u(y)uδ(λ), ∀λ ∈ Λ and for almost all y ∈ Y
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Finally, let ω ∈ L2(A⋊σ Γ) ∼= L2(X, ℓ2(Γ)) be defined by ω(x) = u(x), if x ∈ Y and
ω(x) = 0, otherwise. By using (7.a) and (7.d) we get that (vvλv
∗)ω = h(λ)ωuδ(λ), for
all λ ∈ Λ. Since ω = qω and vvλv∗ ∈ U(qMq), we further derive that
(7.e) ω∗ω = uδ(λ)(ω∗ω)u∗δ(λ), ∀λ ∈ Λ
By the definition of ω, we can find a ∈ U(A) and a measurable partition {Aγ}γ∈Γ
of Y such that ω = a
∑
γ∈Γ 1Aγuγ . Hence, we have that ω
∗ω =
∑
γ∈Γ u
∗
γ1Aγuγ =∑
γ∈Γ 1γ−1Aγ ∈ A. Since σ|δ(Λ) is ergodic, by (7.e) we deduce that
∑
γ∈Γ 1γ−1Aγ ∈ C1.
This clearly implies that Y = X , hence p = q = 1. Also, we get that w(y) = u(y) ∈
S1×Γ, for almost all y ∈ X , thus v ∈ NM (A). This shows that B = A, which concludes
the proof of the torsion free case.
• The proof of the general case is an adaptation of arguments from [Po06b, Section 6].
Assume that σ|Γ′ is weakly mixing. Since p is an essential value for w = τ(p)
1
2 η(v), we
can find a decreasing sequence of non–zero projections {qn}n≥1 ⊂ Aq such that
(7.f) ||q′v − τ(p)− 12 q′p||2 ≤ 2−n−1||q′||2, ∀q′ ∈ P(Aqn)
and every n ≥ 1 (see [Po06b, Lemma 6.1.]).
Let us introduce some notation. Fix n ≥ 1 and λ ∈ Λ. Since p, vλ ∈ L(Γ) we
can decompose p =
∑
γ∈Γ cγuγ and vλ =
∑
γ∈Γ c
λ
γuγ , with cγ , c
λ
γ ∈ C, for all γ ∈ Γ.
Thus, we have that qnvλqn =
∑
γ∈Γ c
λ
γσγ(qn)qnuγ . Also, we decompose qnvvλv
∗qn =∑
γ∈Γ a
λ,n
γ uγ , with a
λ,n
γ ∈ Aq.
Let Fλn = {γ ∈ Γ|aλ,nγ 6= 0}. By using (7.f), [Po06b, Lemma 6.3] gives that
(7.g) |aλ,nγ | = σγ(qn)qn and |1− τ(p)−1|cλγ || ≤ 2−n, ∀γ ∈ Fλn
Note that since vλ = h(λ)uδ(λ)p and |h(λ)| = 1, we get that
(7.h) |cλγ | = |cδ(λ)−1γ |, ∀γ ∈ Γ, λ ∈ Λ
Next, we prove the following:
Claim. τ(p)−1 ∈ N and |cγ | ∈ {0, τ(p)}, for all γ ∈ Γ.
Proof of claim. Let n ≥ 1 and ε > 0. Set F = {γ ∈ Γ| |cγ | ≥ τ(p)2 }. By (7.g), if
γ ∈ Fλn then |cλγ | ≥ τ(p)2 . Using (7.h) this shows that δ(λ)−1γ ∈ F . In other words,
Fλn ⊂ δ(λ)F, for all λ ∈ Λ.
Now, since vvλv
∗ normalizes Aq we get that aλ,nγ are partial isometries in Aq. Thus,
using the definitions of Fλn , a
λ,n
γ and the fact that v
∗qnv ∈ v∗(Aq)v = B we derive that
(7.i)
∑
γ∈Fλn
τ(|aλ,nγ |) =
∑
γ∈Γ
τ(|aλ,nγ |) = ||qnvvλv∗qn||22 = τ(qnvvλv∗qnvv∗λv∗qn) =
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τ(vλ(v
∗qnv)v∗λ(v
∗qnv)) = τ(βλ(v∗qnv) (v∗qnv)).
Combining (7.g) and (7.i) yields
(7.j)
∑
γ∈Fλn
τ(σγ(qn)qn) = τ(βλ(v
∗qnv) (v∗qnv)), ∀λ ∈ Λ
Recall that Λ ∼= Γ′/K and let π : Γ′ → Λ be the projection given by π(δ(λ)k) = λ, for
all λ ∈ Λ and k ∈ K. Let ρ : Γ′ → Aut(A⊗B) be the action defined by ρg = σg⊗βpi(g),
for all g ∈ Γ′. Since σ|Γ′ and β are both weakly mixing, we get that ρ is weakly mixing.
Let τB denote the normalized trace on B, i.e. τB(p) = 1 and τB(b) = τ(p)
−1τ(b), for
all b ∈ B. Since ρ is weakly mixing, we can find a sequence {gm}≥1 ⊂ Γ′ such that
σgm(a)→ τ(a) and βpi(gm)(b)→ τB(b), weakly, for all a ∈ A and b ∈ B, as m→∞. We
may clearly assume that gm = δ(λm)k, for some sequence {λm}m≥1 ⊂ Λ and k ∈ K.
Thus, we have that σδ(λm)(a)→ τ(a) and βλm(b)→ τB(b), weakly, for all a ∈ A, b ∈ B.
In particular, it follows that we can find λ ∈ Λ such that
(7.k) τ(σδ(λ)g(qn)qn) ≤ (1 + ε)τ(qn)2, ∀g ∈ F and
τ(βλ(v
∗qnv) (v∗qnv)) = τ(p)τB(βλ(v∗qnv) (v∗qnv)) ≥
(1− ε)τ(p)τB(v∗qnv)2 = (1− ε)τ(p)−1τ(qn)2.
Since Fλn ⊂ δ(λ)F , (7.j) and (7.k) together imply that (1 + ε)|Fλn | |τ(qn)|2 ≥ (1 −
ε)τ(p)−1τ(qn)2. Hence, |Fλn | ≥ (1 − ε)2τ(p)−1. From this, (7.g) and (7.h) we deduce
that the cardinality of the set Sn := {γ ∈ Γ| |cγ | ≥ (1 − 2−n)τ(p)} is at least (1 −
ε)2τ(p)−1. As ε > 0 is arbitrary, we get that |Sn| ≥ τ(p)−1, for all n ≥ 1. Thus
S = ∩n≥1Sn = {γ| ∈ Γ| |cγ | ≥ τ(p)} has cardinality at least τ(p)−1. On the other
hand, since
∑
γ∈Γ |cγ|2 = ||p||22 = τ(p), we get that |S| ≤ τ(p)−1. The last two facts
clearly give the claim. 
Going back to the proof of (2), notice that by combining the above claim and
[Po06b, Lemma 5.3] we can find a finite group K ′ ⊂ Γ and a character χ of K ′ such
that p = |K ′|−1∑k′∈K′ χ(k′)uk′ . Thus K = {γ ∈ Γ|uγp ∈ Cp} = K ′ and the last part
of the proof of [Po06b, Theorem 5.2.] (pages 439–441) gives the conclusion. 
§8. Strong rigidity for embeddings of II1 factors.
We are now ready to prove the main technical results of this paper. Let M =
A ⋊σ Γ and N = D ⋊ρ Λ be the crossed product algebras associated with actions of
countable groups Γ and Λ on abelian von Neumann algebras A and D. We say that
an embedding ∆ : N →M is standard if we can find a subgroup Γ0 ⊂ Γ and a σ(Γ0)–
invariant subalgebra A0 ⊂ A such that, up to conjugation with a unitary element and
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modulo scalars, we have that ∆(Λ) = Γ0 and ∆(D) = A0. In other words, a standard
embedding arises from a “realization” of Λ as a subgroup Γ0 ⊂ Γ and of ρ as a quotient
of σ|Γ0 .
Assume that Λ is a “rigid group” (e.g. Λ has property (T) or is a product of two
non–amenable groups) and that σ is a Bernoulli action. Our first result roughly says
that any embedding ∆ : N → M is standard unless it comes from an embedding of
N into L(Γ). As we will see in Section 10, in certain situations (e.g. if Γ = F2 × F2),
we can rule out the appearance of such bad embeddings and thus we can completely
describe the embeddings of N into M . This is why we use the phrase strong rigidity
for embeddings to refer to the results of this section.
8.1 Theorem. Let Γ be a torsion free, ICC, countable group, B be an abelian von
Neumann algebra and denote M = BΓ ⋊ Γ.
Let ρ : Λ→ Aut(D) be a free action of a countable group Λ on an abelian von Neumann
algebra D and denote N = D ⋊ρ Λ. Suppose that Λ admits an infinite, almost normal
subgroup Λ0 such that either
(1) the inclusion (Λ0 ⊂ Λ) has the relative property (T) or
(2) Λ0 is generated by two commuting subgroups Λ1,Λ2, with Λ1 non–amenable and Λ2
infinite.
Let ∆ : N →M be a ∗–homomorphism and suppose that ∆(N) ⊀M L(Γ).
Then ∆ must be unital and there exist a character η of Λ, a group homomorphism
δ : Λ → Γ and a unitary u ∈ M such that ∆(D) ⊂ uAu∗ and ∆(vλ) = η(λ)uuδ(λ)u∗,
for all λ ∈ Λ.
Recall that a subgroup Λ0 of a countable group Λ is almost normal if λΛ0λ
−1 ∩ Λ0
has finite index in both λΛ0λ
−1 and Λ0, for any λ ∈ Λ.
We are also able to prove a strong rigidity result for the embeddings of N into a
tensor product M = M1⊗M2 of two II1 factors coming from Bernoulli actions. If we
represent M as a crossed product A⋊Γ, as in 3.1, then our second result gives a list of
assumptions which force an embedding ∆ : N → M to be standard, in the sense from
above. This result will be crucial in deriving W ∗–superrigidity (see Section 9).
8.2 Theorem. In the context from 3.1, i.e. Mi = B
Γi
i ⋊ Γi, M = M1⊗M2, A =
BΓ11 ⊗BΓ22 , Γ = Γ1 × Γ2, assume that Γ is ICC (i.e. Γ1,Γ2 are ICC).
Let ρ : Λ→ Aut(D) be a free action of a countable group Λ on an abelian von Neumann
algebra D and denote N = D ⋊ρ Λ. Suppose that Λ admits an infinite, almost normal
subgroup Λ0 such that the inclusion (Λ0 ⊂ Λ) has the relative property (T).
Let ∆ : N →M be a ∗–homomorphism and suppose that:
(1) ∆(L(Λ0)) ⊀M L(Γ1)⊗ 1 and ∆(L(Λ0)) ⊀M 1⊗ L(Γ2).
(2) ∆(N) ⊀M L(Γ1)⊗M2 and ∆(N) ⊀M M1⊗L(Γ2).
We have that
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• If Γ is torsion free, then ∆ must be unital and we can find a character η of Λ, a
group homomorphism δ : Λ → Γ and a unitary u ∈ M such that ∆(D) ⊂ uAu∗ and
∆(vλ) = η(λ)uuδ(λ)u
∗, for all λ ∈ Λ.
• In general, we can find a finite index subgroup Λ1 of Λ, a 1–1 map δ : Λ1 → Γ,
u1, .., un ∈ NM (A) and u ∈ U(M) such that if we let ∆˜ = Ad(u) ◦∆ : N →M then
(a) ∆˜(D) ⊂ A, there exists a projection 0 6= p ∈ A and aλi ∈ (A)1, for all i ∈
{1, .., n}, λ ∈ Λ1, such that p ≤ ∆˜(1) and p∆˜(vλ) =
∑n
i=1 a
λ
i uδ(λ)ui, for all λ ∈ Λ1,
(b) there exists a finite subgroup K ⊂ Γ such that δ(λ) normalizes K and we have that
δ(λλ′)−1δ(λ)δ(λ′) belongs to K, for all λ, λ′ ∈ Λ1.
If in addition max{|K| |K finite subgroup of Γ} <∞, then τ(∆(1)) ∈ l−1N, where l is
the least common multiple of |K| with K being a finite subgroup of Γ.
The conclusion of Theorem 8.2 (in the case when Γ has torsion) is rather involved
and technical and might seem hard to work with. However, it is manageable enough to
be useful in applications. Thus, we will use it to prove W ∗–superrigidity of Bernoulli
actions of property (T) groups without assuming torsion freeness. This is of particular
interest when applied to the linear groups SLn(Z), for n ≥ 3.
Theorem 8.1 can be also extended (just as Theorem 8.2) to cover groups with torsion.
On the other hand, note that Theorem 8.1 applies to a larger class of groups Λ than
Theorem 8.2. Let us explain why this difference appears. The first step in the proofs
of both 8.1 and 8.2 consists of showing that if ∆ : N →M is an embedding, then L(Λ)
is “absorbed” by L(Γ). When Λ has property (T) this is granted by Theorem 2.1, in
both the contexts from 8.1 and 8.2. If Λ = Λ1 ×Λ2 is a product of two non–amenable
groups, the absorption result still holds in the context of 8.1 (by [Po08]). However,
if M = M1⊗M2 is as in 8.2, then the absorption result fails in general. Indeed, one
can easily construct a situation in which we have that L(Λ1) ⊂ M1 and L(Λ2) ⊂ M2
without having that L(Λ) is absorbed by L(Γ).
We first prove Theorem 8.2. Since the proof of Theorem 8.1 is analogous to the
proof of Theorem 8.2, we will only sketch it, leaving most of the details to the reader.
Proof of Theorem 8.2. Let ∆ : N → M be a ∗–homomorphism satisfying (1)–(2) and
set q = ∆(1). From now on, we identify N with ∆(N) and forget about ∆. Since
the inclusion (Λ0 ⊂ Λ) has the relative property (T), the inclusion (L(Λ0) ⊂ qMq) is
rigid ([Po06c]). By using (1) and the fact that Γ is ICC, Theorem 2.1 implies that we
can find a unitary u ∈ M such that u(qNqMq(L(Λ0))′′)u∗ ⊂ L(Γ). Since Λ0 is almost
normal in Λ we deduce that
(8.a) uL(Λ)u∗ ⊂ L(Γ)
Next, we claim that
(8.b) D ⊀M L(Γ1)⊗M2 and D ⊀M M1⊗L(Γ2)
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Assume by contradiction that D ≺M L(Γ1)⊗M2. Since D is abelian, we can find a
non–zero projection r ∈ D′ ∩ qMq and a, b ∈ M such that (D)1r ⊂ a(L(Γ1)⊗M2)1b.
Recall that M1 = B
Γ1
1 ⋊ Γ1 and let M˜1 ⊃ M1, {θ1t }t∈R ⊂ Aut(M˜1) be the weakly
malleable deformations defined in section 1.5. Set θt = θ
1
t⊗ idM2 ∈ Aut(M˜1⊗M2).
Let V be a ρ(Λ)–invariant, ||.||2–dense subgroup of U(D). Then U = {vλv|λ ∈ Λ, v ∈
V} is a group of unitaries of N which generates N as a von Neumann algebra. By using
(8.a) and the inclusion Vr ⊂ a(M2)1b, we get that Ur ⊂ u∗(L(Γ))1ua(L(Γ1)⊗M2)1b.
Since θt|L(Γ1)⊗M2 = idL(Γ1)⊗M2 , we can find t > 0 such that ||θt(x)r − xr||2 ≤ ||r||22 ,
for all x ∈ U . Thus, for all x ∈ U we have that ℜ〈(θt(x)r − xr), xr〉 ≥ − ||r||
2
2
2 , hence
ℜ τ(x∗θt(x)r) = ℜ〈θt(x)r, xr〉 = 〈xr, xr〉+ ℜ〈(θt(x)r − xr), xr〉 ≥ ||r||
2
2
2
.
Since U is a group, by averaging (see e.g. the proof of 2.1) we deduce that there
exists 0 6= v ∈ qM such that vθt(x) = xv, for all x ∈ U . Since U ′′ = N , we get that
vθt(x) = xv, for all x ∈ N. The proof of Theorem 2.1 (see Remark 2.2) implies that
N ≺M L(Γ1)⊗M2. This contradicts assumption (2), hence, (8.b) is proven.
Further, by combining (8.a), (1) and (8.b), Theorem 6.1 implies that C = D′ ∩ qMq
is a type I von Neumann algebra and that we may assume that q = ∆(1) ∈ A and
Aq ⊂ C.
Denote by Z the center of C. Since D is abelian, Z contains D. Since C is of type
I we can decompose Z = ⊕i≥1Zi, where Zi are abelian von Neumann algebras, such
that C = ⊕i≥1(Mni(C) ⊗ Zi), for some (possibly finite) strictly increasing sequence
1 ≤ n1 < n2 < ... Since A ⊂ M is maximal abelian, we get that Aq is maximal
abelian in C. Since, by a classical result, any two maximal abelian subalgebras of
a type I algebra are conjugate (see e.g. [Va07, Lemma C.2.]), we may assume that
Aq = ⊕i≥1(Cni ⊗Zi), where Cni ⊂Mni(C) is the subalgebra of diagonal matrices.
Now, since Λ = {vλ}λ∈Λ ⊂ U(qMq) normalizes D, it also normalizes C = D′ ∩ qMq
and Z = Z(C). Moreover, Λ normalizes Mni(C) ⊗ Zi and Zi , for all i ≥ 1. Denote
by α the action of Λ on Z given by αλ(z) = vλzv∗λ, for all λ ∈ Λ and z ∈ Z. Since α
leaves Zi invariant, for all i ≥ 1, we can define an action β of Λ on C by letting
βλ = ⊕i≥1(idMni (C) ⊗ αλ|Zi) ∈ Aut(C), ∀λ ∈ Λ.
Let λ ∈ Λ. Since the automorphisms βλ and Ad(vλ) of C are equal on its center, Z,
by [KR97, Corollary 9.3.5.] we can find a unitary ωλ ∈ C such that βλ = Ad(vλωλ),
as automorphisms of C. As β leaves Aq = ⊕i≥1(Cni ⊗ Zi) invariant, we get that
vλωλ ∈ NqMq(Aq). Thus, we can find zλ ∈ U(Aq) and Vλ ∈ NqMq(Aq) of the form
Vλ =
∑
γ∈Γ pγ,λuγ , where pγ,λ ∈ P(Aq), such that vλωλ = Vλzλ.
We claim that VλVλ′ = Vλλ′ , for all λ, λ
′ ∈ Λ. To see this, let v = V ∗λλ′VλVλ′ ∈
U(qMq). Note that for all x ∈ Aq we have that VλxV ∗λ = Vλzλxz∗λV ∗λ = βλ(x). Using
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this fact, we immediately get that v ∈ (Aq)′ ∩ qMq = Aq. On the other hand, v is of
the form v =
∑
γ∈Γ pγuγ , for some pγ ∈ P(Aq) (this is because Vλ, Vλ′ and V ∗λλ′ are of
this form). By combining the last two observations we get that v = 1, as claimed.
We also claim that EA(Vλ) = 0, for all λ ∈ Λ \ {e}. Otherwise, we can find λ 6= e
and a non–zero projection p ∈ Aq such that βλ(x) = x, for all x ∈ Ap. Thus, we can
find a non–zero projection p0 ∈ Z such that αλ(x) = x, for all x ∈ Zp0. Since D ⊂ Z,
we get that αλ(x)p0 = xp0, for all x ∈ D. Let 0 6= p1 ∈ D be the support projection of
ED(p0). By projecting onto D and noticing that αλ|D = ρλ, as automorphisms of D,
we get that ρλ(x)p1 = xp1, for all x ∈ D. This, however, contradicts the freeness of ρ.
Altogether, we proved that there exist wλ = ωλz
∗
λ ∈ U(C) such that Vλ = vλwλ
normalizes C, Aq and Z, VλVλ′ = Vλλ′ and EA(Vλ) = δλ,eq, for all λ, λ′ ∈ Λ. For
i ≥ 1, let ei,1, .., ei,ni ∈ Cni be the canonical projections. Then β fixes pi,j := ei,j ⊗1 ∈
Cni ⊗ Zi.
Next, we prove the following:
Claim 1. There exists a unitary v ∈ U(M) such that vVλv∗ ∈ L(Γ), for all λ ∈ Λ.
Proof of claim 1. Let Q = {Vλ|λ ∈ Λ0}′′ and P = {Vλ|λ ∈ Λ}′′. Since the inclusion
(Λ0 ⊂ Λ) has the relative property (T), by [Po06c] the inclusion (Q ⊂ M) is rigid.
Since Λ0 is almost normal in Λ, we get that P ⊂ qNqMq(Q)′′. Since Γ is ICC, by
Theorem 2.1, in order to prove the claim, it suffices to show that Q ⊀M L(Γ1) and
Q ⊀M L(Γ2).
Let us show that Q ⊀M L(Γ1). Since L(Λ0) ⊀M L(Γ1), Theorem 1.3.1 gives a
sequence {λn}n≥1 ⊂ Λ0 satisfying ||EL(Γ1)(xvλny)||2 → 0, for all x, y ∈ M . We claim
that
(8.c) sup
a∈(A)1
||EL(Γ1)(xvλnyaz)||2 → 0, ∀x, y, z ∈M
Let a ∈ (A)1. Since uL(Λ0)u∗ ⊂ L(Γ), we can assume that vλn ∈ L(Γ), for the
purpose of proving (8.c). Then we can decompose vλn =
∑
γ∈Γ cn,γuγ , where cn,γ ∈ C,
for all n ≥ 1 and γ ∈ Γ. It is clearly enough to prove (8.c) when x = x0ug, y =
y0uh, z = z0uk, for some x0, y0, z0 ∈ (A)1 and g, h, k ∈ Γ. In this case, we have that
xvλnyaz =
∑
γ∈Γ
cn,γx0σgγ(y0)σgγh(az0)ugγhk.
Since a, x0, y0, z0 ∈ (A)1, we get that |τ(x0σgγ(y0)σgγh(az0))| ≤ 1, for all γ ∈ Γ. Thus
||EL(Γ1)(xvλnyaz)||22 =
∑
γ∈g−1Γ1k−1h−1
|cn,γ |2|τ(x0σgγ(y0)σgγh(az0))|2 ≤
∑
γ∈g−1Γ1k−1h−1
|cn,γ |2 = ||EL(Γ1)(ugvλnuhk)||22.
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As we have that ||EL(Γ1)(ugvλnuhk)||2 → 0, (8.c) is therefore proven.
Next, fix ε > 0 and x, y ∈M . Let q0 ∈ C be a projection such that ||q0−q||2 ≤ ε and
Cq0 = ⊕ki=1(Mni(C)⊗Zi), for some k ≥ 1. Remark that we can find z1, .., zl ∈ C such
that (Cq0)1 ⊂
∑l
j=1(A)1zj . Moreover, for every u ∈ U(C) we have that ||u(q−q0)||2 =
||q − q0||2 ≤ ε. By using these facts and recalling that wλn ∈ U(C), we deduce that
||EL(Γ1)(xVλny)||2 = ||EL(Γ1)(xvλnwλny)||2 ≤
||EL(Γ1)(xvλnwλn(q − q0)y)||2 + ||EL(Γ1)(xvλn(wλnq0)y)||2 ≤
ε||x|| ||y||+
l∑
j=1
sup
a∈(A)1
||EL(Γ1)(xvλnazjy)||2 ∀n ≥ 1.
This inequality in combination with (8.c) gives that lim supn→∞ ||EL(Γ1)(xVλny)||2 ≤
ε. Since ε > 0 is arbitrary, we deduce that limn→∞ ||EL(Γ1)(xVλny)||2 = 0, for all
x, y ∈M . Since {Vλn}n≥1 ⊂ U(Q), we get that Q ⊀M L(Γ1). 
Next, recall that Vλ normalizes Aq and VλxV
∗
λ = βλ(x), for all x ∈ Aq, λ ∈ Λ.
Claim 2 ([Po06b]). There exist a finite index subgroup Λ1 ⊂ Λ and a non–zero β(Λ1)–
invariant projection p ∈ Aq∩v∗L(Γ)v such that the restriction of the action β|Λ1 to Ap
is weakly mixing. Moreover, we have that p ≤ pi,j , for some i ≥ 1 and j ∈ {1, .., ni}.
Proof of claim 2. This claim follows from an argument of Popa (see the proofs of
[Po06b, Lemma 4.5.] and [Va07, Theorem 9.1.]). Let A0 = Aq ∩ v∗L(Γ)v and note
that q ∈ A0. It is easy to see that A0 is a completely atomic, (abelian) von Neumann
algebra. Since Vλ ∈ v∗L(Γ)v, for all λ ∈ Λ, we get that Vλ normalizes A0, hence A0 is
β–(globally) invariant. Let p ∈ A0 be a minimal projection. Then p is invariant under
some finite index subgroup Λ1 of Λ. Denote Q1 := {Vλ|λ ∈ Λ1}′′ ⊂ qMq and notice
that p ∈ Q′1 ∩ qMq.
Towards proving that the restriction of β|Λ1 to Ap is weakly mixing, let H ⊂ Ap be a
finite dimensional β(Λ1)–invariant subspace. Since for every λ ∈ Λ1 and ξ ∈ H, we have
that Vλξ = βλ(ξ)Vλ ⊂ HVλ and ξVλ = Vλβλ−1(ξ) ⊂ VλH, we derive thatH is contained
in the quasi–normalizer of Q1p in pMp. Since Q1p ⊂ v∗L(Γ)v, while Q1 ⊀M L(Γ1) and
Q1 ⊀M L(Γ2) (by the proof of claim 1), [Va08, Lemma 4.2.] gives that H ⊂ v∗L(Γ)v.
Thus, we get that H ⊂ Ap∩ v∗L(Γ)v = A0p. Since p is a minimal projection in A0, we
must have that H = Cp, which proves the weak mixingness assertion. The moreover
assertion is clear since pi,j is β–invariant, for all i ≥ 1, j ∈ {1, .., ni}. 
To summarize, we have that
• {Vλ}λ∈Λ ⊂ v∗L(Γ)v ∩ U(qMq) normalizes Aq
• p ∈ Aq ∩ v∗L(Γ)v commutes with Vλ, for all λ ∈ Λ1, and
• the action Λ1 ∋ λ→ βλ|Ap = Ad(Vλp) ∈ Aut(Ap) is weakly mixing.
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Let p′ = vpv∗ ∈ L(Γ) and Λ1 = {v(Vλp)v∗}λ∈Λ1 ⊂ U(p′L(Γ)p′). Then Λ1 acts on
B = v(Ap)v∗ ⊂ p′(A ⋊σ Γ)p′ by conjugation and the resulting action (denoted β′) is
weakly mixing. Moreover, we have that {B,Λ1}′′ ∼= B ⋊β′ Λ1. Indeed, this is because
EB(v(Vλp)v
∗) = EAp(Vλp) = EA(Vλ)p = 0, for all λ ∈ Λ1 \ {e}.
By applying Theorem 7.1 we can find maps h : Λ1 → S1, δ : Λ1 → Γ and a unitary
w ∈ L(Γ) such that [wuδ(λ)w∗, p′] = 0 and
(8.d) v(Vλp)v
∗ = h(λ)(wuδ(λ)w∗)p′, ∀λ ∈ Λ1
Let K = {γ ∈ Γ|(wuγw∗)p′ ∈ Cp′} and Γ′ = {δ(λ)k|λ ∈ Λ1, k ∈ K}. Then K,Γ′ are
subgroups of Γ, |K| <∞ and Γ′ normalizes K. It is also clear that δ(λλ′)−1δ(λ)δ(λ′) ∈
K, for all λ, λ′ ∈ Λ1, thus proving condition (b) in the general case. To show that σ|Γ′ is
weakly mixing, let πi : Γ→ Γi be the projection πi(γ1, γ2) = γi. Then σ is the diagonal
product of the generalized Bernoulli actions σi ◦πi : Γ→ Aut(BΓii ). Thus, if σ|Γ′ is not
weakly mixing then either (σ1 ◦ π1)|Γ′ or (σ2 ◦ π2)|Γ′ is not weakly mixing. By [Po07a,
Lemma 4.5.] we would get that some finite index subgroup Γ′′ of Γ′ is contained into
either Γ1 or Γ2. By using (8.d), this would imply that a corner of Q1 = {Vλ|λ ∈ Λ1}′′
embeds into either L(Γ1) or L(Γ2), a contradiction, by the proof of claim 1.
For the rest of the proof we analyze separately the case when Γ is torsion free and the
general case:
• If Γ is torsion free then K = {e}, h is a character, δ is a 1–1 homomorphism and
Γ′ = δ(Λ1). Since σ|δ(Λ1) is ergodic, by Theorem 7.1 we get that p = 1 and B = wAw
∗.
Since p ≤ q = ∆(1), ∆ must be unital. Also, since by claim 2 we have that p ≤ pi,j ,
for some i ≥ 1 and j ∈ {1, .., ni}, we deduce that C is abelian and Z = A = C.
Moreover, we get that β|Λ1 is weakly mixing and hence β itself is weakly mixing. Thus,
in claim 2 and after we may take Λ1 = Λ. If z = v
∗w, then z normalizes A and (8.d)
can be rewritten as
(8.e) Vλ = h(λ)zuδ(λ)z
∗, ∀λ ∈ Λ
Let θ = Ad(z) ∈ Aut(A). Then (8.e) implies that βλ = θ ◦ σδ(λ) ◦ θ−1, for all λ ∈ Λ.
In other words, the actions β and σ|δ(Λ) are conjugate.
Next, recall that vλ = Vλw
∗
λ, for all λ ∈ Λ, for some unitary wλ ∈ C = A. Since
vλvλ′ = vλλ′ and vλ = βλ(w
∗
λ)Vλ, for all λ, λ
′ ∈ Λ, we get that the map Λ ∋ λ →
βλ(w
∗
λ) ∈ U(A) is a 1–cocycle for β. By the proof of claim 2, Q = {Vλ|λ ∈ Λ0}′′
satisfies Q ⊀M L(Γ1) and Q ⊀M L(Γ2). By reasoning as above we deduce that σ|δ(Λ0)
is weakly mixing. Note that the inclusion (δ(Λ0) ⊂ δ(Λ)) has the relative property (T)
and is almost normal. Finally, note that σ is s–malleable (see [Po07a, section 4] for
definition and proof).
Altogether, we can apply Popa’ cocycle superrigidity theorem ([Po07a, Corollary
5.2.]) and deduce that the action σ|δ(Λ) is Ufin–cocycle superrigid (in the sense of
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[Po07a, 5.6.0.]). Thus, β|Λ is cocycle superrigid, so we can find U ∈ U(A) and a
character h′ of Λ such that β(λ)(w∗λ)Vλ = h
′(λ)UVλU∗, for all λ ∈ Λ. Together
with (8.e) this provides a character η = hh′ of Λ and W = Uz ∈ NM (A) such that
vλ = η(λ)Wuδ(λ)W
∗, for all λ ∈ Λ. As A = C ⊃ D, this gives the conclusion in the
case when Γ is torsion free.
• For general Γ, since σ|Γ′ is weakly mixing, by Theorem 7.1 we deduce that p0 = w∗p′w
is of the form p0 = |K|−1
∑
k∈K χ(k)uk ∈ L(K), for some character χ of K, and that
B = w(AKp0)w
∗, where AK = {a ∈ A|σ(k)(a) = a, ∀k ∈ K}.
In particular, this shows that τ(p) = |K|−1 ∈ l−1N, for every minimal projection p
of Aq ∩ vL(Γ)v∗ and so we get that τ(∆(1)) = τ(q) ∈ l−1N (if we assume that l <∞).
Now, let z = v∗w. Then (8.d) implies that Vλp = h(λ)z(uδ(λ)p0)z∗, for all λ ∈ Λ1.
Also, since B = v(Ap)v∗ = w(AKp0)w∗, we get that
(8.f) Ap = z(AKp0)z
∗
Next, let q0 ∈ A be a projection such that the projections {σ(k)(q0)}k∈K form a
partition of unity in A (here, we use the fact that K acts freely). Then it is easy
to verify that ξ = |K| 12 p0q0 is a partial isometry such that ξ∗ξ = q0, ξξ∗ = p0 and
AKp0 = ξ(Aq0)ξ
∗. Thus, (8.f) gives that zξ(Aq0)(zξ)∗ = Ap and so we can find
η ∈ NM (A) extending the partial isometry zξ. Since ηξ∗ = zp0 we get that
(8.g) Vλp = h(λ)η(ξ
∗uδ(λ)ξ)η∗, ∀λ ∈ Λ1
Recall that vλ = Vλw
∗
λ, where wλ ∈ U(C), and that C = ⊕i≥1(Mni(C) ⊗ Zi) ⊃
Aq = ⊕i≥1(Cni ⊗Zi). Let i such that p ≤ pi,j , for some j ∈ {1, .., ni}. Since Cni ⊗Zi
is regular in Mni(C) ⊗ Zi and Cni ⊗ Zi = Aqi, for some qi ∈ P(Aq), we can find
u1, .., um ∈ NM (A) such that (Mni(C)⊗Zi)1 ⊂
∑m
i=1(A)1ui. Since pC ⊂Mni(C)⊗Zi,
we derive that pw∗λ ∈
∑m
i=1(A)1ui, for all λ ∈ Λ1. Combining this with (8.g), the
definition of ξ and the fact that η normalizes A gives that
(8.h) pvλ = (Vλp)(pw
∗
λ) ∈ η(ξ∗uδ(λ)ξ)η∗
m∑
i=1
(A)1ui ⊂
|K|
∑
k,k′∈K
m∑
i=1
(A)1ηukuδ(λ)uk′η
∗ui, ∀λ ∈ Λ1.
Recall that N ⊂ qMq (unitally), D ⊂ Aq and p ∈ Aq. Finally, let ∆˜ = Ad(η∗)|N :
N →M . Since δ(λ) normalizes K and η ∈ NM (A), (8.h) implies that
(η∗pη)∆˜(vλ) ∈ |K|
∑
k,k′∈K
m∑
i=1
(A)1uδ(λ)ukk′η
∗uiη, ∀λ ∈ Λ1.
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Since ∆˜(D) ⊂ A, η∗pη ≤ ∆˜(1N ) = η∗qη and uk (k ∈ K), η, ui all normalize A, this
completes the proof. 
Proof of Theorem 8.1. Let ∆ : N → qMq be a unital ∗–homomorphism, for some
q ∈ P(M), and identify N with ∆(N). Assume that N ⊀M L(Γ). Since D is regular
in N and σ is mixing, by [Po06a, Theorem 3.1] we get that D ⊀M L(Γ).
Further, we claim that we can find u ∈ U(M) such that uL(Λ)u∗ ⊂ L(Γ). In case
(a), this follows from Theorem 2.1, while in case (b) it follows from [Po08, Lemma
5.2] and [CI08, Theorem 3]. By combining there two facts and Theorem 6.2 and by
reasoning as in the proof of 8.2 (the torsion free case), the conclusion follows. 
§9. W∗–superrigidity.
In this section we prove Theorem A. Let us first restate it using the language of von
Neumann algebras.
9.1 Theorem. Let Γ be an ICC countable group which admits an infinite, almost
normal subgroup Γ0 such that the inclusion (Γ0 ⊂ Γ) has the relative property (T). Let
B be a non–trivial abelian von Neumann algebra. Denote M = BΓ ⋊ Γ and A = BΓ.
Let ρ : Λ→ Aut(C) be a free ergodic action of a countable group Λ on an abelian von
Neumann algebra C. Denote N = C ⋊ Λ.
Let θ : N → qMq be a ∗–isomorphism, for some projection q ∈M .
Then q = 1 and there exist a unitary u ∈M , a character η of Λ, a group isomorphism
δ : Λ→ Γ such that θ(C) = uAu∗ and θ(vλ) = η(λ)uuδ(λ)u∗, for all λ ∈ Λ.
Define the ∗–homomorphism ∆ : N → N⊗N by letting ∆(cvλ) = cvλ ⊗ vλ, for all
c ∈ C and λ ∈ Λ. Note that ∆ has been introduced in the proof of [PV09, Lemma
3.2.].
Since N ∼= qMq, we can view ∆ as a non–unital embedding of M into M⊗M . In
the proof of Theorem 9.1 we will apply Theorem 8.2 to ∆. We will then need certain
properties of ∆, that we record in the following lemma.
9.2 Lemma. Let Q ⊂ N be a von Neumann subalgebra. We have that:
(1) If ∆(Q) ≺N⊗N N ⊗ 1, then Q ≺N C.
(2) If ∆(Q) ≺N⊗N 1⊗N , then Q is not diffuse.
(3) If ∆(N) ≺N⊗N Q⊗N , then C ≺N Q.
(4) If ∆(N) ≺N⊗N N⊗Q, then L(Λ) ≺N Q. Moreover, if ∆(N)s ≺N⊗N N⊗Q, for
every non–zero projection s ∈ ∆(N)′ ∩ N⊗N , then L(Λ)r ≺N Q, for every non–zero
projection r ∈ L(Λ)′ ∩N .
Proof of Lemma 9.2. (1) Arguing by contradiction, if Q ⊀N C, we can find a sequence
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{un}n≥1 ⊂ U(Q) such that ||EC(aunb)||2 → 0, for all a, b ∈ N . We claim that
(9.a) ||EN⊗1(x∆(un)y)||2 → 0, for all x, y ∈ N⊗N
Since EN⊗1 is N ⊗ 1–bimodular, we may assume that x = 1⊗ aug, y = 1⊗ buh, for
some a, b ∈ C and g, h ∈ Λ. Then for all n ≥ 1, we have that
x∆(un)y =
∑
λ∈Λ
EC(unv
∗
λ)vλ ⊗ avgvλbvh
Thus we get that ||EN⊗1(x∆(un)y)||2 = |τ(aρh−1(b)| ||EC(unv∗λ)||2 → 0, which proves
(9.a). Since un ∈ U(Q), (9.a) implies that ∆(Q) ⊀N⊗N N ⊗ 1, and we are done.
(2) The proof of this part is similar to the proof of (1), so we leave it as an exercise.
(3) If ∆(N) ≺N⊗N Q⊗N , then ∆(C) ≺N⊗N Q⊗N . The conclusion follows easily after
noticing that ∆(C) = C ⊗ 1.
(4) Arguing by contradiction, assume that L(Λ)r ⊀N Q, for some non–zero projection
r ∈ L(Λ)′ ∩N . Since the group {vλr}λ∈Λ generates L(Λ)r as a von Neumann algebra,
we can find a sequence {λn}n≥1 ⊂ Λ such that ||EQ(avλnrb)||2 → 0, for all a, b ∈ N .
Define s := 1⊗ r ∈ ∆(N)′ ∩N⊗N . We claim that
(9.b) ||EN⊗Q(x∆(vλn)sy)||2 → 0, ∀x, y ∈ N⊗N
Since EN⊗Q is N⊗1–bimodular, we may take x = 1⊗a, y = 1⊗b, for some a, b ∈ N .
Then EN⊗Q(x∆(vλns)y) = vλn ⊗ EQ(avλnrb). Since ||EQ(avλnrb)||2 → 0, this proves
(9.b). Now, since ∆(vλn)s ∈ U(∆(N)p), (9.b) implies that ∆(N)s ⊀N⊗N N⊗Q and
our proof by contradiction is over. 
Remark. The moreover part of (4) was first noticed by Stefaan Vaes who pointed out
to us that it can be used to simplify our initial proof of Theorem 9.1. Specifically, the
moreover part of (4) enables us to avoid repeating the proof of Theorem 6.1 in the
proof of Case (5) below.
Proof of Theorem 9.1. Let θ : N → qMq be an isomorphism, for some q ∈ P(M).
Let t = τ(q)−1 and k ≥ t be an integer. View Ck as the algebra of diagonal matrices
in Mk(C) and let r ∈ Ck ⊗ C be a projection of normalized trace tk in Mk(C) ⊗ C.
Consider the ∗–homomorphism idMk(C) ⊗ ∆ : Mk(C) ⊗ N → Mk(C) ⊗ (N⊗N) ∼=
(Mk(C)⊗N)⊗N . Since (idMk(C) ⊗∆)(r) = r ⊗ 1 and r(Mk(C)⊗N)r ∼= N t, we get a
unital ∗–homomorphism ∆t : N t → N t⊗N .
Fix an embedding N ⊂ N t and view ∆t as ∗–homomorphism ∆t : N t → N t⊗N t.
It is easy to see that Lemma 9.2 holds true if we replace N and ∆ by N t and ∆t,
throughout. We denote by Ct = r(Ck ⊗ C)r ⊂ N t. Remark that Ct ⊂ N t is a Cartan
subalgebra and that ∆t(x) = x⊗ q, for all x ∈ Ct. For simplicity, we denote 1⊗ q by
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q. From now on, we identify N t ∼=M (via θt, the t–amplification of θ) and view ∆t as
∗–homomorphism ∆t :M →M⊗M with ∆t(1) = q.
To continue, assume for the moment that (⋄) there is a non–zero projection s ∈
∆t(M)
′ ∩ q(M⊗M)q such that ∆t(M)s ⊀M⊗M M⊗L(Λ). Let ∆˜t : M → M⊗M be
given by ∆˜t(x) = ∆t(x)s. Since ∆˜t(M) ⊀M⊗M M⊗L(Λ), by applying Theorem 8.2 to
∆˜t we conclude that we are in one of the following cases:
(1) There exist a finite index subgroup Γ1 of Γ, a 1–1 map δ : Γ1 → Γ× Γ, u1, .., un ∈
NM⊗M (A⊗A) and u ∈ U(M⊗M) such that ∆˜ := Ad(u) ◦ ∆˜t :M →M⊗M satisfies
(a) ∆˜(A) ⊂ A⊗A, there exists 0 6= p ∈ P(A⊗A) and aγi ∈ (A⊗A)1, for all i ∈ {1, .., n},
γ ∈ Γ1 such that p ≤ ∆˜(1) and p∆˜(uγ) =
∑n
i=1 a
γ
i uδ(γ)ui, for all γ ∈ Γ1, and
(b) there is a finite subgroup K of Γ × Γ such that δ(γγ′)−1δ(γ)δ(γ′) ∈ K and δ(γ)
normalizes K, for all γ, γ′ ∈ Γ1.
(2) ∆˜t(L(Γ0)) ≺M⊗M L(Γ)⊗ 1.
(3) ∆˜t(L(Γ0)) ≺M⊗M 1⊗ L(Γ).
(4) ∆˜t(M) ≺M⊗M L(Γ)⊗M .
On the other hand, if (⋄) fails then we are in the following case:
(5) ∆t(M)s ≺M⊗M M⊗L(Γ), for any non–zero projection s ∈ ∆t(M)′ ∩ q(M⊗M)q.
For the rest of the proof, we analyze each one of these cases and show that they either
lead to a contradiction or imply that (⋆) Ct ≺M A or that (⋆⋆) uL(Λ)u∗ ⊂ L(Γ), for
some u ∈ U(M). If (⋆) holds, since Ct and A are Cartan subalgebras of N t ∼= M ,
[Po06c, Theorem A.1.] provides a unitary v ∈ M such that A = vCtv∗. Popa’s
cocycle/OE superrigidity theorems ([Po07a, 5.2. and 5.6.]) then imply that t = 1
(thus q = 1) and that the isomorphism θ : N →M is of the desired form. If (⋆⋆) holds,
then the conclusion follows from [Po06b, Theorem 0.7.] (see Theorem 6.3).
Case (1). Let G be the set of all g ∈ Γ1 for which we can find k ∈ K such that
δ(g)k ∈ Γ× {e}. Since δ satisfies (b), G is a subgroup of Γ1.
Let us prove that G is finite. If g ∈ G, then δ(g) ∈ (Γ × {e})K. Condition
(a) implies that p∆˜(ug) ∈
∑n
i=1
∑
k∈K(M⊗A)1ukui. This shows in particular that
∆˜(L(G)) ≺M⊗M M⊗A. On the other hand, we may assume that (2) and (3) are false
since these cases will be dealt with later. Since the inclusion ∆˜(L(Γ0)) ⊂ ∆˜(L(Γ))
is rigid and quasi–regular, by Theorem 2.1 we can find a unitary v ∈ M⊗M such
that ∆˜(L(G)) ⊂ ∆˜(L(Γ)) ⊂ v(L(Γ)⊗L(Γ))v∗. The last two facts readily imply that
∆˜(L(G)) ≺M⊗M L(Γ)⊗ 1.
By the construction of ∆˜ it follows that ∆t(L(G)) ≺M⊗M L(Γ) ⊗ 1. But then
Lemma 9.2 (1) (which holds for ∆t) yields that L(G) ≺M Ct.
Further, by [Va08, Lemma 3.5.] we deduce that Ct ≺M L(G)′ ∩M . If G is infinite,
then L(G) is diffuse. Hence, since σ is mixing, [Po06a, Theorem 3.1.] implies that
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L(G)′ ∩M ⊂ L(Γ). Thus, we would get that Ct ≺M L(Γ). Since Ct is regular in M ,
by applying [Po06a, Theorem 3.1.] (see also Lemma 3.4) we derive a contradiction.
This shows that G is finite.
Using the fact that G is finite we next deduce the following claim:
Claim. Let {xm}m≥1 ⊂ M be a sequence with ||xm|| ≤ 1. Denote xγm = EA(xmu∗γ)
and assume that ||xγm||2 → 0, for all γ ∈ Γ. Then we have that
(9.c) ||EM⊗1(yp∆˜(xm)z)||2 → 0, for all y, z ∈M⊗M
Proof of the claim. Let M1 = A ⋊ Γ1. Since Γ1 has finite index in Γ, we may assume
that xm ∈M1, for all m ≥ 1.
Since EM⊗1 is M ⊗ 1–bimodular, we may assume that y = 1⊗aug and z = 1⊗ buh,
for a, b ∈ A and g, h ∈ Γ. Then EM⊗1(yxz) = EM⊗1((1 ⊗ aσg(b))x(1 ⊗ ugh) for all
x ∈M⊗M . Thus, to prove (9.c), we may assume that y ∈ A⊗A and z = ug, for some
g ∈ Γ× Γ.
Since ||EM⊗1(yp∆˜(xm)ug)||2 ≤ ||EM⊗A(yp∆˜(xm)ug)||2 ≤ ||y|| ||EM⊗A(p∆˜(xm)ug)||2
(here we use that y ∈M⊗A), it is sufficient to prove that
(9.d) ||EM⊗A(p∆˜(xm)ug)||2 → 0, for all g ∈ Γ× Γ
Now, (a) gives that p∆˜(xm) =
∑
γ∈Γ1 ∆˜(x
γ
m)p∆˜(uγ) =
∑n
i=1
∑
γ∈Γ1 ∆˜(x
γ
m)a
γ
i uδ(γ)ui.
As ∆˜(xγm)a
γ
i ∈ A⊗A, this identity implies that in order to get (9.d) it suffices to show
that
(9.e) ||
∑
γ∈Γ1
∆˜(xγm)a
γ
i EM⊗A(uδ(γ)uiug)||2 → 0, for all i ∈ {1, .., n}
To prove (9.e), fix i ∈ {1, .., n} and denote v = uiug. Since uδ(γ)v normalizes
A⊗A we can find pγ ∈ P(A⊗A) such that EM⊗A(uδ(γ)v) = pγuδ(γ)v. Since δ is 1-1,
the A⊗A–bimodules {(A⊗A)uδ(γ)v}γ∈Γ1 are mutually orthogonal. Altogether, (9.e)
rewrites as
(9.f)
∑
γ∈Γ1
τ(|∆˜(xγm)|2|aγi |2pγ)→ 0, as m→∞
Next, we claim that
∑
γ∈Γ1 τ(pγ) < ∞. Identify A = L∞(X), where (X, µ) is a
probability space. Then σ induces a free ergodic p.m.p. action Γy X . On (X2, µ2) :=
(X × X, µ × µ) we consider the direct product action of Γ × Γ: (γ1, γ2) ◦ (x1, x2) =
(γ1x1, γ2x2). Let φ be the automorphism of X
2 given by vav∗ = a ◦ φ−1, for all
a ∈ L∞(X2). Then pγ is precisely the characteristic function of the set of x ∈ X2
satisfying (δ(γ) ◦ φ)−1(x) ∈ (Γ× {e})x.
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Hence, if we let Yγ = {x ∈ X2|φ−1(x) ∈ (Γ × {e})δ(γ)x}, then τ(pγ) = µ2(Yγ). If
γ, γ′ ∈ Γ satisfy µ2(Yγ ∩ Yγ′) > 0, then the freeness of the action Γ× Γy X2 implies
that (Γ×{e})δ(γ)∩ (Γ×{e})δ(γ′) 6= ∅. Thus δ(γ)δ(γ′)−1 ∈ Γ×{e}, hence γγ′−1 ∈ G.
This shows that if Gδ(γ)∩Gδ(γ′) = ∅, then µ2(Yγ ∩ Yγ′) = 0. Since δ is 1–1, it follows
that
∑
γ∈Γ µ
2(Yγ) ≤ |G|, hence
∑
γ∈Γ τ(pγ) <∞, as claimed.
To prove (9.f) and the claim, fix ε > 0 and let F ⊂ Γ1 be finite such that∑
γ∈Γ1\F τ(pγ) < ε. Since ||xγm||, ||a
γ
i ||, ||pγ|| ≤ 1 and τ(|∆˜(xγm)|2) = ||∆˜(xγm)||22 ≤
||xγm||22, we get that
∑
γ∈Γ1
τ(|∆˜(xγm)|2|aγi |2pγ) ≤ ε+
∑
γ∈F
||xγm||22.
Since ||xγm||2 → 0 and ε > 0 is arbitrary, this indeed proves (9.f). 
Recall that ∆˜(x) = u∆t(x)su
∗, for all x ∈ M , and that ∆t(x) = (x ⊗ 1)q, for all
x ∈ Ct. Since p ≤ ∆˜(1) = usu∗, it follows that u∗p∆˜(x)u = u∗pu(x ⊗ 1) and hence
that ||u∗p∆˜(x)u||2 = ||p||2, for all x ∈ U(Ct). Then the above claim implies that we
cannot find a sequence {xm}m≥1 ⊂ U(Ct) such that ||EA(xmu∗γ)||2 → 0, for all γ ∈ Γ.
Thus Ct ≺M A, which settles Case (1).
Case (2). If ∆˜t(L(Γ0)) ≺M⊗M L(Γ)⊗1, then ∆t(L(Γ0)) ≺M⊗M L(Γ)⊗1 and Lemma
9.2 (1) implies that L(Γ0) ≺M Ct. Since Γ0 is infinite, we derive a contradiction by
arguing as the proof of (1).
Case (3). If ∆˜t(L(Γ0)) ≺M⊗M 1⊗L(Γ), then ∆t(L(Γ0)) ≺M⊗M 1⊗L(Γ) and Lemma
9.2 (2) implies that L(Γ0) cannot be diffuse. This contradicts the fact that Γ0 is infinite.
Case (4). If ∆˜t(M) ≺M⊗M L(Γ)⊗M , then ∆t(M) ≺M⊗M L(Γ)⊗M and Lemma 9.1
(3) entails Ct ≺M L(Γ). Since σ is mixing and Ct is regular in M , [Po06a, Theorem
3.1.] leads to a contradiction.
Case (5). Assume that ∆t(M)s ≺M⊗M M⊗L(Γ), for any non–zero projection s ∈
∆t(M)
′ ∩ q(M⊗M)q. Then the moreover part of Lemma 9.2 (4) gives that L(Λ)r ≺M
L(Γ), for any non–zero projection r ∈ L(Λ)′∩N . Since Γ is ICC, by reasoning as in the
end of the proof of Theorem 2.1 we can find a unitary u ∈M such that uL(Λ)u∗ ⊂ Γ.
This finishes the proof of the last case of Theorem 9.1. 
§10. Further applications
In this section, we derive several applications of the results of Section 8.
(I) Group von Neumann algebra decomposition. First, we use Theorem 8.2
to provide a large class of II1 factors which cannot be decomposed as the group von
Neumann algebra, L(G), of some countable group G.
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10.1 Corollary. Let Γ be a countable ICC group which admits an infinite, almost
normal subgroup Γ0 such that the inclusion (Γ0 ⊂ Γ) has the relative property (T).
Assume that sup{|K| |K is a finite subgroup of Γ} is finite. Let l = l(Γ) be the least
common multiple of |K|, with K ranging over all finite subgroups of Γ.
Let B be a non–trivial abelian von Neumann algebra. Set M = BΓ ⋊σ Γ and let
p ∈ P(M).
If τ(p) 6∈ { 1
l
, 2
l
, .., l
l
}, then the II1 factor pMp is not isomorphic to a group von Neu-
mann algebra. In particular, if Γ is torsion free (i.e. l = 1), then pMp is not isomorphic
to a group von Neumann algebra, for any p 6= 1.
Proof. Assume that pMp ∼= N := L(G), for some projection p ∈ M and a countable
(necessarily) ICC group G. In other words, we have that M ∼= N t, where t = τ(p)−1.
Next, let ∆ : N → N⊗N be the ∗–homomorphism given by ∆(ug) = ug⊗ug, for all
g ∈ G. By amplifying ∆ (as in the proof of Theorem 9.1), we get a ∗–homomorphism
∆t : N
t → N t⊗N t such that τ(∆t(1)) = τ(p). We continue with:
10.2 Lemma. Let Q ⊂ N t be a not necessarily unital von Neumann subalgebra. Then
we have the following:
(1) If ∆t(Q) ≺Nt⊗Nt N t ⊗ 1 or ∆t(Q) ≺Nt⊗Nt 1⊗N t, then Q cannot be diffuse.
(2) If ∆t(N
t) ≺Nt⊗Nt Q⊗N t or ∆t(N t) ≺Nt⊗Nt N t⊗Q, then N t ≺Nt Q.
The proof of this lemma is analogous to the proof of Lemma 9.1 and we therefore leave
it as an exercise.
Now, since M ∼= N t, we can view ∆t as a ∗–homomorphism ∆t : M → M⊗M .
Thus, we can apply Theorem 8.2 to ∆t. Lemma 10.2 guarantees that conditions (1)–
(2) from 8.2 are satisfied. Finally, by the last assertion of Theorem 8.2 we deduce that
τ(p) = τ(∆t(1)) ∈ l−1N, as claimed. 
10.3 Remarks. (1) Recall that A ≀ Γ = (⊕ΓA)⋊ Γ, where Γ acts on ⊕ΓA by shifting
the copies of A, is the wreath product of two groups A and Γ. Corollary 10.1 implies
that if n ≥ 3 and t ∈ (0, 1) \ Q, then L(Z ≀ SLn(Z))t is not a group von Neumann
algebra. Indeed, SLn(Z) is ICC and has property (T) by Kazhdan’s classical result
([Ka67]). Additionally, if m ≥ 3 then the kernel of the natural quotient SLn(Z) →
SLn(Z/mZ) is a torsion free group. This shows that |K| ≤ |SLn(Z/mZ)|, for every
finite subgroup K of SLn(Z).
(2) The first examples of II1 factors which are not group von Neumann algebras were
exhibited by Connes by means of his χ(M) invariant ([C75]). Recently, Popa’s defor-
mation/rigidity theory has been used to give new examples of such factors ([IPP08],
[PV08a]). In all of these cases, one moreover proves that the II1 factors involved do
not have anti–automorphisms, i.e. M 6∼=Mop.
(3) IfM is as in Corollary 10.1, then pMp admits an involutary anti–automorphism, for
every p ∈ P(M). Indeed, the formula Φ(auγ) = uγ−1a, for a ∈ BΓ and γ ∈ Γ, defines
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an anti–automorphism of M . If we take p ∈ BΓ, then Φ(p) = p and Φp = Φ|pMp is an
involutary anti–automorphism of pMp.
The first examples of II1 factors which are not group von Neumann algebras and
yet have anti–automorphisms have been constructed in [Jo80]. We point out that,
as opposed to our examples, the examples constructed in [Jo08] have no involutary
anti–automorphism.
(II) Symmetry groups of II1 factors. Given a II1 factor M , there are three natural
objects capturing the symmetries ofM : F(M), the fundamental group of M , Out(M),
the outer automorphism group of M and Bimod(M), the set of bi–finite Hilbert M–
bimodules H, i.e. such that dim(MH), dim(HM ) <∞.
The calculation of these invariants is an extremely challenging problem and it is
only recently that explicit calculations were obtained for large families of II1 factors
by using Popa’s deformation/rigidity theory. While there is, by now, an extensive
literature on this problem (see e.g. the introduction of [Va08]), we only mention here
that the existence of II1 factorsM for which F(M), Out(M) and Bimod(M) are trivial
has been proven in [Po06], [IPP08] and [Va09], respectively.
In this subsection, we consider three natural invariants for II1 factors which gener-
alize the ones from above.
10.4 Definition. Let M be a II1 factor. Then we define
• Fs(M), the fundamental semigroup of M , to be the set of t > 0 for which there exists
a unital ∗–homomorphism θ : M →M t.
• End(M), the endomorphism semigroup of M , to be the set of unital
∗–homomorphisms θ :M →M , and
• LFBimod(M), to be the set of left–finite Hilbert M–bimodules H, i.e. such that
dim(MH) <∞.
It is clear that Fs(M) is a semigroup (with respect to multiplication) which contains
F(M). Thus, whenever F(M) = (0,+∞) (e.g. if M is the hyperfinite II1 factor), we
get that Fs(M) = (0,+∞). Also, we have that N ⊂ Fs(M). Furthermore, we have a
dichotomy: either Fs(M)∩(0, 1) = ∅ or Fs(M) = (0,+∞). This is a consequence of the
following two facts: (⋆) if {tn}n≥1 ∈ Fs(M) is a sequence such that t :=
∑
n≥1 tn <∞,
then t ∈ Fs(M), and (⋆⋆) if s ∈ (0, 1), then every t > 0 can be written as t =
∑
n≥1 tn,
with tn being a power of s, for all n.
Let us elaborate on the definition of LFBimod(M). Any left–finite Hilbert M–
bimodule H comes from a unital embedding ofM into one of its amplifications ([C80a],
see also [Po86]). Indeed, if t = dimM (H), thenM ′∩B(H) ∼= (Mop)t and thus we obtain
a unital ∗–homomorphism θ : M → M t. Conversely, any unital ∗–homomorphism
θ : M → M t induces a left–finite M–bimodule, which we denote Hθ. For this, first
represent M t = p(Mn(C) ⊗M)p, where n ≥ t is an integer and p ∈ Mn(C) ⊗M has
normalized trace equal to t
n
. Then set Hθ = (M1,n(C) ⊗ L2(M))p and define the left
52 ADRIAN IOANA
and right module actions by x · ξ = xξ and ξ · x = ξθ(x). Note also that if H and K
are two left–finite M–bimodules then so is their Connes tensor product, H⊗M K (see
[Po86, 1.3.4.]).
As a consequence of Theorem 8.1 and of results from [OP07] we obtain the first
(partial) calculations of these invariants. We refer the reader to [OP07, 2.4.] for the
definition of the complete metric approximation property (abbreviated CMAP).
10.5 Corollary. Let Γ1, Γ2 be two ICC, torsion free groups, with Γ2 non–amenable.
Assume that L(Γ1), L(Γ2) have the CMAP (e.g. Γ1 = Fm,Γ2 = Fn, for 2 ≤ m,n ≤ ∞)
and set Γ = Γ1 × Γ2.
Let B be a non–trivial abelian von Neumann algebra. Let σ : Γ → Aut(BΓ) be the
Bernoulli action. Denote M = BΓ ⋊ Γ and A = BΓ.
If θ : M → M t is a unital ∗–homomorphism for some t ≤ 1, then t = 1. Moreover,
there exist a character η of Γ, an injective group morphism δ : Γ → Γ and a unitary
u ∈M such that θ(A) ⊂ uAu∗ and θ(uγ) = η(γ)uuδ(γ)u∗, for all γ ∈ Γ. In particular,
every θ ∈ End(M) is irreducible, i.e. θ(M)′ ∩M = C1.
In other words, if H is a Hilbert M–bimodule with dimM (H) ≤ 1, then we must
have that dimM (H) = 1. Equivalently, Fs(M) ∩ (0, 1) = ∅, i.e. M does not embed
into M t, for t < 1. Moreover, Corollary 10.5 gives a description of End(M). Roughly
speaking, every endomorphism θ :M →M is determined by the following data:
• a character η of Γ, a group embedding δ : Γ→ Γ and
• a “realization” of σ as a quotient of σ|δ(Γ).
In view of Corollary 10.5, it seems reasonable to conjecture that there are II1 factors
M for which LFBimod(M) is trivial, i.e. such that every left–finite HilbertM–bimodule
is isomorphic to L2(M)⊗ℓ2n, for some n ≥ 1, where ℓ2n is the Hilbert space of dimension
n. In this case, we would necessarily have that Fs(M) = N and End(M) = Int(M). To
support our conjecture, we notice below that, for certain II1 factors M , LFBimod(M)
is “countably generated” (see Remark 10.8).
Proof of Corollary 10.5. By Theorem 8.1 (applied to the situationN =M) we only need
to argue that θ(M) ⊀M L(Γ). If this were not the case, then, since L(Γ) has the CMAP
and M is a factor, we would get that M ∼= θ(M) also has the CMAP. Notice that the
restriction of σ to Γ2 can be seen as the Bernoulli action of Γ2 on B˜
Γ2 , where B˜ = BΓ1 .
Since Γ1 is infinite we have that B˜ ∼= L(Z) and thus M ⊃ BΓ ⋊σ|Γ2 Γ2 ∼= L(Z ≀ Γ2).
Altogether, we would derive that L(Z ≀ Γ2) has the CMAP. Since Γ2 is non–amenable
this contradicts [OP07, Corollary 2.12.].
The irreducibility assertion follows easily from the first part. 
(III) Group measure space decompositions of rigid factors. In this section, we
consider II1 factors M which have property (T), in the sense of Connes–Jones [CJ85].
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Our main goal is to prove thatM admits at most countably many group measure space
decompositions (see Theorem 10.7). We start with the following lemma:
10.6 Lemma. Let M and M be two separable II1 factors, with M having property
(T). Let {∆i : M → M|i ∈ I} be an uncountable family of not necessarily unital
∗–homomorphisms.
• Then there exists an uncountable subset J of I such that for every i, j ∈ I we can
find 0 6= v ∈M satisfying v = ∆i(1)v∆j(1) and ∆i(x)v = v∆j(x), for all x ∈M .
• Assume moreover that ∆i is irreducible (i.e. ∆i(M)′∩∆i(1)M∆i(1) = C∆i(1)), for
every i ∈ I. Then for all i, j ∈ J we have that τ(∆i(1)) = τ(∆j(1)) and that ∆i =
Ad(u) ◦∆j, for some u ∈ U(M). In particular, the set {τ(∆i(1))|i ∈ I} is countable.
This lemma is proven by a separability argument going back to [C80b] (see also
[Po86]). For completeness, let us sketch its proof.
Proof. Let ε ∈ (0, 1
4
). After replacing I with an uncountable subset, we can assume
that τ(∆i(1)) ∈ ((1−ε)t, t), for all i ∈ I, for some t ∈ (0, 1). Let p ∈M be a projection
of trace t. Since τ(∆i(1)) ≤ τ(p), we may assume that ∆i(1) ≤ p, for all i ∈ I.
Next, for every i, j ∈ I, let Hi,j = L2(∆i(1)M∆j(1)) and ξi,j = ∆i(1)∆j(1) ∈ Hi,j .
Endow Hi,j with the Hilbert M–bimodule structure given by x · ξ · y = ∆i(x)ξ∆j(y).
Then for every x ∈ U(M), we have that
||x · ξi,j − ξi,j · x|| = ||∆i(x)∆j(1)−∆i(1)∆j(x)||2 ≤
||∆i(x)−∆j(x)||2 + ||∆i(1)− p||2 + ||∆j(1)− p||2 ≤ 2
√
εt+ ||∆i(x)−∆j(x)||2.
Also, it is easy to see that ||ξi,j|| ≥
√
t(1− 2√ε) > 0. Thus, we have that
||x · ξi,j − ξi,j · x||
||ξi,j|| ≤
2
√
ε
1− 2√ε +
||∆i(x)−∆j(x)||2√
t(1− 2√ε) , ∀x ∈ U(M).
Since L2(M) is a separable Hilbert space, this estimate implies that for every finite
set F ⊂ U(M) we can find an uncountable set J ⊂ I such that ||x·ξi,j−ξi,j ·x||||ξi,j|| ≤
3
√
ε
1−2√ε ,
for all x ∈ F an every i, j ∈ J . Thus, if we choose ε small enough, then property (T)
quarantees that Hi,j has a central vector, for every i 6= j ∈ J ([CJ85],[Po06c]). In
other words, we can find v ∈ ∆i(1)M∆j(1) such that ∆i(x)v = v∆j(x), for all x ∈M .
This proves the first assertion. The second assertion is immediate once we notice that
vv∗ ∈ ∆i(M)′ ∩∆i(1)M∆i(1) and v∗v ∈ ∆j(M)′ ∩∆j(1)M∆j(1). 
We can now prove:
10.7 Theorem. Let M be a property (T) II1 factor. Then
(1) There exist at most countably many non–conjugate, free ergodic p.m.p. actions
Γy X such that M ∼= L∞(X)⋊ Γ.
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(2) The set of t > 0 such that M t is isomorphic to the von Neumann algebra of a free
ergodic p.m.p. action is countable.
(3) The set of t > 0 such that M t is isomorphic to a group von Neumann algebra is
countable.
Part (3) has been first proven in [Po07b, Section 4]. Below, we give a proof relying
on a completely different argument.
Proof. (1) Assume by contradiction that there exists an uncountable set I of mutually
non–conjugate, free ergodic actions Γi y Xi such that M = L
∞(Xi) ⋊ Γi. For i ∈ I,
define ∆i :M →M⊗M by ∆i(auγ) = auγ ⊗ uγ , for all a ∈ L∞(Xi) and every γ ∈ Γi.
By Lemma 10.6 we can find an uncountable set J ⊂ I such that for every i, j ∈ J ,
there exist 0 6= v ∈M⊗M satisfying ∆i(x)v = v∆j(x), for all x ∈M . Since ∆i(a) = a,
for all a ∈ L∞(Xi), we get that ∆j(L∞(Xi)) ≺M⊗M M ⊗ 1.
Lemma 9.2 then gives that L∞(Xi) ≺M L∞(Xj). Since L∞(Xi) and L∞(Xj) are
Cartan subalgebras of M , [Po06c, Theorem A.1.] implies that they are unitarily con-
jugate. Therefore, the actions Γi y Xi and Γj y Xj are orbit equivalent ([Si55],
[FM77]). Since M = L∞(Xi)⋊Γi has property (T), Γi also has property (T), for every
i ∈ I. Altogether, we have found an uncountable family of mutually non–conjugate,
orbit equivalent, free ergodic actions of property (T) groups. This contradicts [PV08b,
Corollary 6.3.].
(2) Since property (T) for II1 factors is closed under amplifications, it suffices to show
that the set I = {τ(p)| pMp is the von Neumann algebra of a free, ergodic action}
is countable. Assume by contradiction that I is uncountable. For every t ∈ I, let
pt ∈ M be a projection of trace t and let Γt y Xt be a free, ergodic action such that
ptMpt = L
∞(Xt)⋊Γt. Define θt : ptMpt → ptMpt⊗ptMpt by θt(auγ) = auγ ⊗uγ , for
every a ∈ L∞(Xt) and γ ∈ Γt.
By taking amplifications we get a ∗–homomorphism ∆t : M → M⊗M satisfying
τ(∆t(1)) = t. Since I is uncountable, Lemma 10.6 gives an uncountable set J ⊂ I such
that for every s, t ∈ J there is 0 6= v ∈ ∆t(1)(M⊗M)∆s(1) satisfying ∆t(x)v = v∆s(x),
for all x ∈M .
By reasoning similarly to part (1), it follows that the actions Γt y Xt and Γs y Xs
are stably orbit equivalent, for all s, t ∈ J . More precisely, ifRt denotes the equivalence
relation induced by Γt y Xt, then R
1
t
t
∼= R
1
s
s , for all s, t ∈ J . Here, Rt denotes the
t–amplification of an equivalence relation R (for the definition, see e.g. [Io08, Section
4]). Thus, if we fix t ∈ J , then R stt ∼= Rs, for every s ∈ J . On the other hand, [Io08,
Theorem 5.9.] gives that the set {q > 0|Rqt is induced by a free action of a countable
group} is countable. Thus, J must be countable, a contradiction.
(3) It suffices to prove that I = {τ(p)|pMp is a group von Neumann algebra} is count-
able. For t ∈ I, let pt ∈ M be a projection of trace t and let Γt be a group such that
ptMpt = L(Γt). Let θt : L(Γt)→ L(Γt)⊗L(Γt) be given by θt(uγ) = uγ ⊗ uγ , for each
γ ∈ Γt.
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Since M is a factor, Γt is ICC. Thus, the set {(γgγ−1, γhγ−1)|γ ∈ Γt} is infinite, for
all (g, h) ∈ (Γt × Γt) \ {(e, e)}. This fact implies that θt(L(Γt))′ ∩ L(Γt)⊗L(Γt) = C1,
for all t. Since ptMpt = L(Γt), by amplifying θt we get a ∗–homomorphism ∆t :M →
M⊗M verifying τ(∆t(1)) = t and ∆t(M)′ ∩∆t(1)(M⊗M)∆t(1) = C∆t(1).
Finally, Lemma 10.6 implies that I = {τ(∆t(1))|t ∈ I} is countable. 
10.8 Remarks. (1) Let M be a II1 factor. Recall that every left–finite M–bimodule
is of the form Hθ, for some unital ∗–homomorphism θ : M → M t. Notice that Hθ is
irreducible iff θ(M)′ ∩M t = C1. Lemma 10.6 thus implies that if M has property (T),
then there are only countably many irreducible left–finite Hilbert M–bimodules (up to
isomorphism).
(2) A II1 factor M is solid if A
′ ∩M is atomic, for any completely non–amenable von
Neumann subalgebra A ⊂ M . N. Ozawa proved that L(Γ) is solid, for any hyperbolic
group Γ ([Oz04]). If M is a non–amenable solid factor, then θ(M)′ ∩M t is atomic,
for every unital ∗–homomorphism θ : M → M t. This fact implies that any left–finite
M–bimodule is the direct sum of countably many irreducible left–finite M–bimodules.
(3) Let us explain how (1) and (2) imply that there are II1 factors M with “few”
left–finite bimodules. Indeed, takeM = L(Γ), for some hyperbolic, property (T) group
Γ. Combining (1) and (2) yields that there exist a countable family of Hilbert M–
bimodules {Hn}n≥1 such that every left–finite Hilbert M–bimodule H is the direct
sum of some of the Hn’s.
(4) Finally, note that N. Ozawa has very recently shown that if Γ is a hyperbolic,
property (T), ICC group (e.g. any ICC lattice Γ < Sp(1, n)), then L(Γ) is a property
(T) II1 factor which does not admit a group measure space decomposition ([Oz10]).
(IV) II1 factors not isomorphic to twisted group von Neumann algebras.
We end the paper by noticing that an extension of the results from Section 8 can
be used to give examples of II1 factors that are not isomorphic to twisted group von
Neumann algebras. Let us begin by recalling the construction of the von Neumann
algebra Lα(G) arising from a countable group G and a 2–cocycle α ∈ H2(G,T), i.e. a
map α : G×G→ T satisfying (⋄) α(g, h)α(gh, k) = α(g, hk)α(h, k), for all g, h, k ∈ G.
First, the formula
uαg (δh) = α(g, h)δgh, ∀g, h ∈ G
defines a projective unitary representation uα : G → U(ℓ2G), where {δh}h∈G is the
usual orthonormal basis of ℓ2G. More precisely, uαg u
α
h = α(g, h)u
α
gh, for all g, h ∈ G.
Then Lα(G) is defined as the von Neumann algebra generated by {uαg }g∈G. Note
that τ : Lα(G)→ C given by τ(uαg ) = δg,eα(e, e) is a faithful normal trace.
We continue with two useful facts about twisted group von Neumann algebras.
10.9 Lemma. Let G be a countable group and α ∈ H2(G,T) be a 2–cocycle. Let α ∈
H2(G,T) be given by α(g, h) = α(g, h), for all g, h ∈ G. Then
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(1) The opposite von Neumann algebra Lα(G)
op is isomorphic to Lα(G).
(2) The map ∆ : G→ Lα(G)⊗Lα(G)⊗Lα(G) given by ∆(uαg ) = uαg ⊗uαg ⊗uαg , for every
g ∈ G, extends to a unital ∗–homomorphism ∆ : Lα(G)→ Lα(G)⊗Lα(G)⊗Lα(G).
Proof. (1) Denote β = α(e, e) and notice that the cocycle identity (⋄) implies that
α(e, g) = β, for all g ∈ G.
Now, for every g ∈ G, define θ(uαg ) = βα(g, g−1)uαg−1 ∈ Lα(G). We claim that θ
extends to a ∗–isomorphism θ : Lα(G)op → Lα(G). To see this, it suffices to prove that
θ is trace preserving and that θ(uαhu
α
g ) = θ(u
α
g )θ(u
α
h), for all g, h ∈ G. Fix g, h ∈ G.
The first assertion holds because τ(θ(uαg )) = βα(g, g
−1)δg,eα(e, e) = δg,eβ = τ(uαg ).
For the second assertion, using the cocycle identity twice yields that
(10.a) α(h, g)α(hg, g−1h−1)α(g−1, h−1) = α(h, h−1)α(g, g−1h−1)α(g−1, h−1) =
= α(e, h−1)α(g, g−1)α(h, h−1)
Since θ(uαhu
α
g ) = α(h, g)θ(u
α
hg) = βα(h, g)α(hg, g
−1h−1)uα
g−1h−1
, while θ(uαg )θ(u
α
h) =
β2α(g, g−1)α(h, h−1)uα
g−1
uα
h−1
= β2α(g, g−1)α(h, h−1)α(g−1, h−1)uα
g−1h−1
, the second
assertion follows by using (10.a).
(2) Since ∆|G is clearly multiplicative and trace preserving, the conclusion follows. 
Next, let us point out a generalization of the results from Section 8. Let Γ be a
torsion free, ICC group which admits an infinite almost normal subgroup such that the
inclusion (Γ0 ⊂ Γ) has the relative property (T). Let B be a non–trivial abelian von
Neumann algebra and define M = BΓ ⋊ Γ.
Theorems 8.1 and 8.2 classify embeddings of M into itself and into M⊗M , rep-
sectively. A straightforward modification of the proof of Theorem 8.2 shows that the
embeddings of M into ⊗ni=1M can be classified in a similar way, for every n > 1.
10.10 Theorem. Let M = BΓ ⋊ Γ be as above and denote A = BΓ.
Let ∆ :M →MS be a ∗–homomorphism, for some finite set S, and suppose that:
(1) ∆(L(Γ0)) ⊀MS L(Γ)
S\{s}, for any s ∈ S.
(2) ∆(M) ⊀MS L(Γ)
{s}⊗MS\{s}, for any s ∈ S.
Then ∆ must be unital and we can find a character η of Γ, group homomorphisms
δs : Γ → Γ, for every s ∈ S, and a unitary u ∈ MS such that u∆(A)u∗ ⊂ AS and
u∆(uγ)u
∗ = η(γ)(⊗s∈Suδs(γ)), for every γ ∈ Γ.
Here we denote by MS the tensor product algebra ⊗s∈S(M)s. For a subset S′ ⊂ S
and a von Neumann subalgebra Q ⊂ M , we view QS′ as a von Neumann subalgebra
of MS , in the obvious way.
Finally, let us combine the last two results to give examples of II1 factors which are
not isomorphic to twisted group von Neumann algebras.
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10.11 Corollary. Let M be as above and p ∈M \ {1} be a projection. Then pMp is
not isomorphic to Lα(G), for any countable group G and any α ∈ H2(G,T).
Proof. Assume that pMp can be written as Lα(G), for some projection p ∈ M . Our
goal is to prove that p = 1. First, by Remark 10.3 (3), we have that pMp is anti–
isomorphic to itself, i.e. (pMp)op ∼= pMp. On the other hand, part (1) of Lemma 10.9
gives that Lα(G)
op ∼= Lα(G). Altogether, we deduce the existence of a ∗–isomorphism
θ : Lα(G)→ Lα(G).
Next, let S = {1, 2, 3} and consider the ∗–homomorphism
∆1 := (id⊗ id⊗ θ) ◦∆ : Lα(G)→ Lα(G)S = ⊗3i=1Lα(G),
where ∆ is as in Lemma 10.9 (2). Concretely, we have that ∆1(u
α
g ) = u
α
g ⊗uαg ⊗ θ(uαg ),
for all g ∈ G. To simplify notation, denote N = Lα(G). Since ∆1 comes from a
“diagonal embedding” of G, we have the following:
Claim. Let Q ⊂ N be a von Neumann subalgebra.
(1) If ∆1(Q) ≺NS NS\{s}, for some s ∈ S, then Q is not diffuse.
(2) If ∆1(N) ≺NS Q{s}⊗NS\{s}, then N ≺N Q.
The proof of this Claim is analogous to the proof of Lemma 9.2 and so we leave the
details to the reader.
Now, since N = pMp, by amplifying ∆1 : N → NS , we get a ∗–homomorphism
∆2 : M → MS, such that τ(∆2(1)) = τ(p)2. By using the Claim it is immediate that
∆2 verifies conditions (1) and (2) in Theorem 10.10. Thus, by applying Theorem 10.10
it follows that ∆2 is unital, hence p = 1. 
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