Traditional classification algorithms consider learning problems that contain only one label, i.e., each example is associated with one single nominal target variable characterizing its property. However, the number of practical applications involving data with multiple target variables has increased. To learn from this sort of data, multi-label classification algorithms should be used. The task of learning from multi-label data can be addressed by methods that transform the multi-label classification problem into several single-label classification problems. In this work, two well known methods based on this approach are used, as well as a third method we propose to overcome some deficiencies of one of them, in a case study using textual data related to medical findings, which were structured using the bag-of-words approach. The experimental study using these three methods shows an improvement on the results obtained by our proposed multi-label classification method.
Introduction
Traditional single-label classification methods are concerned with learning from a set of examples that are associated with a single label y from a set of disjoint labels L, |L| > 1 [9, 1] . However, there are several scenarios where each instance is labeled with more than one label at a time, i.e., each instance x i is associated with a subset of labels Y i ⊆ L. In this case, the classification task is called multi-label classification.
Multi-label classification has received increased attention in recent years, and has been used in several applications such as music categorization into emotions [8, 11] , semantic images and video annotation [2, 18] , bioinformatics [5, 15] and text mining [14] , to mention just a few.
Existing methods for multi-label classification fall into two main categories, which are related to the way that single-label classification algorithms are used [13] :
1. problem transformation; and 2. algorithm adaptation.
Problem transformation methods map the multi-label learning task into one or more single-label learning tasks. When the problem is mapped into more than one single-label problem, the multi-label problem is decomposed into several independent binary classification problems, one for each label which participates in the multi-label problem. This method is called Binary Relevance (BR). The final multi-label prediction for a new instance is determined by aggregating the classification results from all independent binary classifiers. Moreover, the multi-label problem can be transformed into one multi-class single-label learning problem, using as target values for the class attribute all unique existing subsets of multi-labels present in the training instances (the distinct subsets of labels). This method is called Label Power Set (LP ). Any single-label learning algorithm can be used to generate the classifiers used by the problem transformation methods. Algorithm adaptation, on the other hand, extends specific learning algorithms in order to handle multi-label data directly.
The community has been working on the design of multi-label methods capable of handling the different relationships between labels, especially label dependency, co-occurrence and correlation. Some of these label relationships can be extracted from the training instances. In the LP method, for example, inter-relationships among labels are mapped directly from the data, since all the existing combinations of single-labels present in the training instances are used as a possible label in the correspondent multi-class single-label classification problem. In this context, the Binary Relevance method has been strongly criticized due to its incapacity of handling label dependency information [10] . In fact, the BR method assumes that each single label is independent of the others, which makes it simple to implement and relatively efficient, although incapable of handling any kind of label relationship. Nevertheless, the Binary Relevance framework has several important aspects that help the development of new methods, which can be used to incorporate label dependency aiming to accurately predict label combination while keeping the simplicity and efficiency of the BR framework.
In this work we use methods which belong to the problem transformation category: Label Power Set (LP ), which maps the multi-label problem into one single-label problem; Binary Relevance (BR), which maps the multi-label problem into several single-label problems; and an extension of the BR method, called BR+ (BRplus), initially presented in [3] and further improved in [4] , which aims to overcome some of the limitations of BR. This work expands on our previous work [3] by using the improved version of BR+. A case study using textual data related to medical findings, which were structured using the bag-of-words approach, was carried out, showing an improvement in the results obtained by our proposed multi-label classification method.
The rest of this work is organized as follows: Section 2 describes multi-label classification, as well as the three problem transformation methods used in this work: LP , BR and BR+. Section 3 defines the examplebased evaluation measures used to evaluate the experimental results. Section 4 describes the experimental set up and Section 5 reports the results. Section 6 concludes this work.
Multi-label Classification
Traditional supervised learning algorithms work under the single-label scenario, i.e., each example (instance) in the training set is associated with a single label characterizing its property. On the other hand, each example in the training set of multi-label learning algorithms is associated with multiple labels simultaneously, and the task is to predict the proper label set for unseen examples.
Let us formally define multi-label learning. Consider D as the training set with N examples E i = (x i , Y i ), where i = 1..N . Each instance E i is associated with a feature vector x i = (x i1 , x i2 , . . . , x iM ) and a subset of labels Y i ⊆ L, where L = {y j : j = 1..q} is the set of q possible labels. This representation is shown in Table 1 . Considering this scenario, the task of a multi-label learning algorithm is to generate a classifier H that, given an unlabeled instance E = (x, ?), is capable of accurately predicting its subset of labels Y , i.e., H(E) → Y , where Y is composed by the labels associated to the instance E. . .
As stated earlier, in this work we use three multi-label methods which belong to the problem transformation category: Label Power Set (LP ), Binary Relevance (BR), and BR+ (BRplus), an extension of BR we have proposed. It should be observed that methods from this category are algorithm independent. This is due to the fact that after transformation, any single-label learning algorithm can be used as a base-algorithm. A description of these three methods follows.
Label Power Set
This method transforms the multi-label problem into one single-label multi-class classification problem, where the possible values for the transformed class attribute is the set of distinct unique subsets of labels present in the original training data. Table 2 illustrates this idea, where the attribute space was omitted, since the transformation process only modifies the label space. The first table shows a multi-label set of instances in the original form, while the second table shows the same set of instances transformed into the Label Power Set format, where notation y i,j,...,k means that the respective instance is labeled with the conjunction y i ∧ y j ∧ . . . ∧ y k . Observe that in the first table the set of labels L is {y 1 , y 2 , y 3 , y 4 } while after transformation, the set of multi-class labels is {y 2,3 , y 1,3,4 , y 4 , y 2,3 }.
Using this method, learning from multi-label examples corresponds to finding a mapping from the space of features to the space of label sets, i.e., the power set of all labels, resulting in up to 2 |L| transformed Table 2 : Label Powerset multi-label dataset transformation example.
labels. Thus, although LP takes into account label dependency, when a large or even moderate number of labels are considered, the task of multi-class learning the label power sets would become rather challenging due to the tremendous (exponential) number of possible label sets. This is a drawback of the LP method.
Another rather important issue is the class imbalance problem, which occurs when there are classes in the training set represented by very few examples. As the number of possible label sets increases with |L|, this is likely to occur.
Binary Relevance
The Binary Relevance method is a problem transformation strategy that decomposes a multi-label classification problem into several distinct single-label binary classification problems, one for each of the q labels in the set L = {y 1 , y 2 , ..., y q }. The BR approach initially transforms the original multi-label training dataset into q binary datasets D yj , j = 1..q, where each D yj contains all examples of the original multi-label dataset, but with a single positive or negative label related to the single label y j according to the true label subset associated with the example, i.e., positive if the label set contains label y j and negative otherwise. After the multi-label data has been transformed, a set of q binary classifiers H j (E), j = 1..q is constructed using the respective training dataset D yj . In other words, the BR approach initially constructs a set of q classifiers -Equation 1:
To illustrate the basic idea of the Binary Relevance transformation process, consider Table 3 which shows the four binary datasets constructed after the transformation 1 of the multi-label dataset presented in Table 2 . The possible values for the class attribute is "present" (or positive) or "not present" (or negative), denoted respectively by y i and ¬y i . Table 3 : BR transformation of the multi-label dataset shown in Table 2 .
To classify a new multi-label instance, BR outputs the aggregation of the labels positively predicted by all the independent binary classifiers.
A relevant advantage of the BR approach is its low computational complexity compared with other multi-label methods. For a constant number of examples, BR scales linearly with size q of the label set L. Considering that the complexity of the base-classifiers is bound to O(C), the complexity of BR is q × O(C). Thus, the BR approach is quite appropriate for not very large q. Nevertheless, as a large number of labels can be found in various domains, some divide-and-conquer methods have been proposed to organize labels into a tree-shaped hierarchy where it is possible to deal with a much smaller set of labels compared to q [12] .
However, the BR method has a strong limitation regarding the use of label relationship information. As stated before, BR fails to consider label dependency, as it makes the strong assumption of label independency. The BR+ method, explained next, attempts to diminish this limitation by trying to discover label dependency.
BR+
It should be observed that BR+ does not make any attempt to discover label dependency in advance. The main idea of BR+ is to increment the feature space of the binary classifiers to let them discover by themselves existing label dependency.
In the training phase, BR+ works in a similar manner to BR, i.e., q binary classifiers are generated, one for each label y j ∈ L. However, there is a difference related to the q binary datasets used to generate the binary classifiers. In BR+, the feature space of these datasets is incremented with q − 1 features, which correspond to the other labels in the multi-label dataset. In other words, each D yj binary training dataset is augmented with ω j binary features where ω j = L − {y j }. Figure 1 , Training Phase, illustrates the binary datasets generated using a simple multi-label dataset with L = {y 1 , y 2 , y 3 }. After this transformation, BR+ constructs a set of q binary classifiers to classify new examples in this augmented feature space -Equation 2.
The classification of a new example could be carried out in a similar way to the standard BR approach using these augmented binary classifiers. However, as each one of these classifiers has been generated using a feature space which is different to the original one, the unlabeled examples must also consider this augmented feature space. In other words, the feature space of the unlabeled examples must be augmented accordingly to the training set that generated the corresponding classifier. At this point, BR+ is faced with the following problem: The feature space of the unlabeled examples is different to the feature space of the training examples used to build the binary classifiers.
To solve this problem, it is necessary to apply the same transformation process used with the training examples to the unlabeled examples. To this end, the set of unlabeled examples is also replicated, resulting in q unlabeled set of examples with the corresponding feature space for each of the binary classifiers generated in the training phase. On top of that, the value of those new features for the unlabeled examples are unknown, which leads to another problem: For example, if a predefined order to predict the individual labels is considered, each of the new values y j can be used to update the previous value y j (initial prediction) of the corresponding augmented features of the unlabeled example. To illustrate, consider as a predefined order the frequency of single labels in the training set, where the least frequent labels are predicted first, and consequently, updated first. We call this ordering, which does not depend on the classifiers, Stat (Static Order). Another possible order takes into account the confidence of the initial prediction for each independent single label given by BR, where labels predicted with less confidence are predicted and updated first in the final prediction phase of BR+. We call this ordering Dyn (Dynamic Order). Figure 2 illustrates the update process considering a predefined order (Stat).
Regarding BR+ computational complexity, it can be observed that it simply duplicates BR complexity. Thus, BR+ also scales linearly with the size q of the label set L. Therefore, it is appropriate for a not very large q.
Evaluation Measures
Evaluation measures usually used in single-label classification tasks consider only two possible states for an instance regarding its classification: correct or incorrect. However, in multi-label tasks, an instance can be classified as partially correct. Therefore, multi-label classification problems require different metrics than the ones traditionally used in single-label classification. Some of the measures used in the multi-label context are adaptations of those used in the single-label context, while others were specifically defined for multi-label tasks. A complete discussion on the performance measures for multi-label classification is out of the scope of this paper, and can be found in [13] . In what follows, we show the measures used in this work to evaluate the three multi-label classification methods considered. These measures are based on the average differences of the true set Y i and the predicted set of labels Z i , and are called example-based measures. The measures are Hamming Loss, Precision, Recall, F-Measure, Accuracy, and SubsetAccuracy, defined by Equations 3 to 8 respectively.
where ∆ represents the symmetric difference between the set of true labels Y i and the set of predicted labels Z i . When considering the Hamming Loss as the performance measure, the smaller the value, the better the algorithm performance is, with a lower bound equal to zero. For the next measures, greater values indicate better performance.
where I(true) = 1 and I(false) = 0. It should be observed that SubsetAccuracy is a very strict evaluation measure as it requires an exact match of the predicted and the true set of labels.
Experimental Set Up
A case study was carried out using unstructured data of medical findings related to the Upper Digestive Endoscopy tests. It follows a description of the original data, as well as the pre-processing carried out to obtain the corresponding multi-label dataset.
Case Study
Gastroduodenal peptic diseases, such as ulcers and gastritis, characterize a frequent pathological entity in the population. Upper Digestive Endoscopy (UDE) is an important test for the diagnosis of these diseases. From this exam, a medical findings report with information about esophagus, stomach, duodenum and results of the exam is generated. In this case study, a collection of 609 findings without patient identifications were used. These findings were collected by the Digestive Endoscopy Service of the Municipal Hospital of Paulinia, São Paulo state, Brazil, which were stored as plain text in digital media. Each medical finding consists of five sections: esophagus, stomach, duodenum, biopsy and conclusions (diagnosis) of the test. The first three sections, as well as the last one, are described in natural language (Portuguese), while the biopsy section is described by structured information.
In this work, stomach and duodenum information was used in order to predict the diagnosis related to these two sections. The information related to the diagnosis of the 609 findings were analyzed manually and mapped into five different classes, two directly related to the duodenum and three to the stomach. Thus, each finding is associated to one up to five labels. However, it is expected that the number of classes will increase after these findings are further analyzed by specialists.
Regarding the unstructured information of medical findings, it has been observed that medical findings present the two following characteristics:
1. the information is described using controlled vocabulary; 2. the information consists of simple assertive sentences.
These characteristics were explored in [6] to extract/construct relevant attributes in order to transform the non-structured information of medical findings, described in natural language (Portuguese), to the attributevalue format.
In this work, we use a simpler approach to transform the unstructured information of the stomach and duodenum medical findings into an attribute-value representation than the one used in [6] . To this end, we used PreTexT 2 2 , a locally-developed text pre-processing tool, which efficiently decomposes text into words (stems) using the bag-of-words approach. It also has facilities to reduce the dimensionality of the final representation using the well known Zipf s law and Luhn cut-offs, as well as by ignoring user defined stopwords [16] . PreTexT 2 is based on the Porter s stemming algorithm for the English language, which was adapted for Portuguese and Spanish.
In this work, we choose to represent terms as simple words (1-gram), which are represented by the stem (attribute name) of simple words. As attribute values we used the frequency of the correspondent stem. Moreover, the minimum Luhn cut-off was set to 6 (1% of the number of medical findings), and the maximum Luhn cut-off was left unbounded. This way, the initial number of attributes, 244, was reduced to 108 attributes.
Summing up, the final attribute-value multi-label table, which represents the 604 medical findings used in the experiments, contains 108 attributes and |L| = 5 labels.
Algorithms
BR+ was implemented using Mulan 3 , a package of Java classes for multi-label classification based on Weka 4 , a collection of machine learning algorithms for data mining tasks implemented in Java. LP and BR are already implemented in Mulan. Furthermore, four base-algorithms, implemented in Weka and described in [17] , were used in the experiments: (i) J48 (Decision Tree); (ii) Naïve Bayes (NB); (iii) k-Nearest-Neighbor (KNN ); (iv) SMO (Support Vector Machines).
Preliminary experiments were carried out with k = 1, 3, 5, 7, 9 to determine the most appropriate k value for KNN. The best results were obtained with k = 3, which was then used to execute KNN. Furthermore, the four base-algorithms were executed using default parameters.
Experimental Results
In this section, the performance of BR+ in the case study structured dataset is analyzed by means of comparison with LP and BR. All the reported results were obtained using 10-fold cross validation with paired folds, i.e., the same training and testing partitions were used by LP , BR and BR+ to obtain the average of the multi-label measures considered. Table 4 shows the average of the example-based measure values described in Section 3. The numbers in brackets correspond to the standard deviation. For the sake of visualization, the best measure values are shown in bold. Arrow indicates statistically significant degradation of LP or BR related to BR+. To this end, the Wilcoxon s signed rank test, a non-parametric statistical procedure for performing pairwise comparisons between two algorithms, was used.
Column BR+ T opLine shows the best possible results that could be obtained by BR+ using the corresponding base-algorithm. This value is obtained by a simple simulation which considers that BR+ always estimates the exact values of the augmented features of unlabeled examples during the Initial Prediction phase. In other words, the simulation considers y i = y i -see Figure 1 . Although we executed BR+ using the three different strategies N U , Stat and Dyn, we only show the results obtained using Dyn due to the fact that the three of them show similar results, and only in few cases N U and Stat show a slight degradation compared to Dyn. These few cases are commented in the text. It follows an analysis considering each of the four base-algorithm used in the experiments.
J48
The measure values for BR+ N U and BR+ Stat were the same as BR+ Dyn, except for the Accuracy measure which was equal to 0.94(0.02) for both of them, slightly less than the Accuracy of BR+ Dyn.
As can be observed, BR+ Dyn was able to obtain the top line values of BR+ in all measures using J48 as a base-algorithm. However, BR, which does not attempt to discover label dependency, also shows good results. As J48 generates a decision tree (DT) classifier, it has the flexibility of choosing different subsets of features at different internal nodes of the tree such that the feature subset chosen optimally, according to some criterium, discriminates among the classes in that node. In other words, DTs have an embedded feature selection, and only a subset of features are considered in the nodes of the tree. Thus, unless the augmented features of unlabeled examples are in the classification tree, the classification tree fails to discover labels dependency.
Looking at the classification trees generated in each fold, it was observed that only in few cases the augmented features of unlabeled examples were part of the tree. This accounts for the slight improvement in some of the measures of BR+ over BR. It is worth observing that the participation of the augmented features of unlabeled examples in the tree classifier can be improved by attaching a positive weight to these features. This solution will be implemented and evaluated in the future.
Results using LP show that for J48 as the base-algorithm it is not competitive with BR+ Dyn, and for three of the multi-label measures the results are significantly worse than BR+ Dyn.
KNN
The measure values for BR+ N U and BR+ Stat were the same as BR+ Dyn, except for the F Measure which was equal to 0.93(0.03) and 0.93(0.02) respectively, slightly less than the F Measure of BR+ Dyn.
Unlike J48, KN N is a lazy learning algorithm which takes into account all feature values of the training set to classify an example. This characteristic enhances the properties of BR+ Dyn. As can be observed, all measures for LP and BR are significantly worse than for BR+ Dyn. Furthermore, all measure values obtained by BR+ Dyn are near the BR+ T opLine values.
SMO
The measure values for BR+ N U and BR+ Stat were the same as BR+ Dyn.
SMO is a support vector machine algorithm. This family of algorithms manage to construct a decision boundary (maximum margin separator) with the largest possible distance to the example points. This sort of decision boundary helps them generalize well. For example, it can be observed that LP , although not better than BR+ Dyn, obtained its best results using SMO as the base-algorithm. As in the previous cases, BR+ Dyn obtained the highest values for all measures, although none of them is significantly better.
NB Naïve Bayes uses Bayes theorem but does not take into account dependencies that may exist among features.
The measure values for BR+ Dyn was the same for BR+ N U and BR+ Stat. Besides, BR+ Dyn achieved the best result for all evaluation measures comparing with BR and LP , except for Subset Accuracy. Furthermore, it outperformed LP with statistic significance for the Recall measure.
Summing up, as expected, it is possible to observe the influence of the base-algorithm in all methods tested. Nevertheless, in all cases BR+ Dyn presented the best results, except the Subset Accuracy measure using NB as the base-algorithm. A point to consider is related to the difference of BR and BR+ T opLine evaluation measures, as greater differences indicate a higher possibility of BR+ improvements in relation to BR. This is the case when KN N is used as the base-learning algorithm in which BR+ outperformed BR, as well as LP , with statistical significance.
Conclusions and Future Work
In this work, three different problem transformation methods, which map the multi-label learning problem into one or more single-label problems were considered: LP , BR and BR+. The main objective of BR+, for us proposed and implemented, consists of exploring label dependency by only using the binary classifiers to discover and accurately predict label combinations. In this work, we used an improved implementation of BR+, where a simple simulation can be carried out to determine the best possible results that BR+ can achieve in a dataset, enabling the user to narrow the search for the best base-algorithm for any specific dataset using BR+.
A case study using unstructured Upper Digestive Endoscopy medical findings, which were structured using the bag-of-words approach, was conducted. More specifically, stomach and duodenum information was considered in order to predict the diagnosis related to these two sections. It should be observed that medical findings have some specific properties and most conclusions are multi-label.
Previous experimental results on several benchmark datasets have shown the potential of the BR+ approach to improve the multi-label classification performance in datasets which do not have a very high label space dimensionality, as is the case of medical findings.
In this work, we used a simple approach to structure the natural language information of the medical findings used in the case study. As future work, we plan to structure the information using a more elaborated approach to extract/construct relevant attributes from medical findings, as the one described in [7] , where a specific method to support the construction of an attribute-value table from semi-structured medical findings is proposed, in order to compare the power of both approaches.
However, the performance of multi-label classification depends on many factors which are hard to isolate. As future work, we plan to investigate further label dependency looking at the problem from different perspectives, in order to theoretically understand the reasons for improvements of the different measures used in multi-label classification.
