Abstract-We propose a simple power scheduling algorithm for relay channels with multiple antennas. The algorithm combines seamlessly with a low complexity communication protocol that employs rateless coding for the relay channel. The goal of the algorithm is to achieve a target average total transmission power. It requires little signaling and can be used whenever the destination node can predict future channel states. The scheduling works by a power on/off control of the source and relay nodes. It has about 1dB gain in low SNR. It has little gain in moderate to high SNR due to the very small amount of signaling, but can be used to achieve a range of target average total transmission power without adjusting the on-power.
I. INTRODUCTION
We propose a power on/off scheduling algorithm to improve the performance of a communication protocol [1] , which employs rateless coding, for MIMO (Multiple-Input MultipleOutput, or multi-antenna) relay channels. Relay channels [2] , [3] is a basic element of cooperative communication networks. Its study offers significant insight into the design of such networks.
Rateless coding has the property to adapt to varying channels automatically so that the received mutual information is not wasted and is just enough for decoding. Communication protocols based on rateless codes for relay channels have been proposed in [4] for half-duplex case and in [1] for both full and half-duplex cases. These protocols have also been generalized to the OFDM case where multiple carriers are allocated to either the source or the relay [5] . These protocols satisfy the goal of one design working for almost all practical channel statistics. In [1] , the source and the relay of a relay channel have fixed transmission power. It is nature to ask how to improve the protocol when there is an average total transmission power constraint because this will save the power of the whole network.
This paper presents a simple scheduling algorithm to work together with the communication protocol proposed in [1] , which we call the rateless protocol. The scheduling turns on or off the source and/or the relay transmission power so that the average total transmission power constraint is equal to a target value. We impose some harsh requirements on the scheduling algorithm: 1) It should not introduce too much complexity beyond the low complexity rateless protocol; 2) It should work for various channel statistics whenever the destination can predict future received mutual information; 3) It should not assume channel knowledge at the transmitter. Satisfying these requirements, the proposed scheduling algorithm only adds two signals regarding on/off power control. It only need feedback of the signals once per transmitted code word, the same as in the rateless protocol. It adjusts to channel statistics automatically, i.e., performing more scheduling when the channel is predictable and less when it is not. We will see later that the scheduling algorithm produces moderate power gain in low SNR, which is still significant considering the little signaling it needs. Little gain is seen in moderate to high SNR because in such situations, the transmitters should be turned on most of the time. So, it is expected. But even in such SNR range, the scheduling algorithm can be used to adjust average total transmission power within a certain range. It is useful when a user is paying for transmission power and wants a desired average total transmission power, but has no control over the on-power of the source and the relay.
In the next section, we provide channel models. The rateless protocol and the scheduling algorithm are presented for halfduplex relay channels in Section III. Simulation results are shown in Section IV. Section V concludes.
II. CHANNEL MODEL
We consider MIMO half-duplex relay channels [6] - [8] . The relay channel is composed of three nodes, source, relay, and destination as shown in Figure 1 . The source has L (S) antennas, the relay has L (R) antennas and the destination has L (D) antennas. The source wants to communicate to the destination and the relay tries to help by decode-and-forward. The received
at the destination and received signal
at the relay are
where X t ∈ C L (S) ×1 is the signal transmitted by the source and
is the signal transmitted by the relay, H
are fading matrices of source-destination, relay-destination, and source-relay channels respectively, and
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2008 proceedings. − µ dB , which we call channel gain. When the source (relay) transmitter is turned on, it transmits a constant power ρ (S) (ρ (R) ). Although for simplicity of notation, the source-destination and relaydestination signals are assumed to be synchronized, which is hard to achieve in practice, the synchronization is not necessary for the proposed protocol because we use successive decoding and cancellation receiver. When the signals X 1t 's are decoded, X t 's are considered as noises which have the same variance whether they are synchronized or not.
The only signals required among the nodes are four acknowledgments, Ack RD , Ack DR , Ack DS , Ack DS , On S and On R as shown in Figure 1 . The Ack indicates the receiver has enough information to decode the message and the On indicates turning on the source or the relay transmitter. The rateless coding and the formula to measure how much received mutual information is enough to decode the message is described in [9] . Since the signals is sent once per transmitted code word, they require little bandwidth and power in the feedback link.
III. THE RATELESS PROTOCOL AND THE SCHEDULING ALGORITHM
In this section, we propose a power scheduling algorithm that can be combined well with the rateless protocol proposed in [1] , where power scheduling is not considered. When the destination is able to predict the future channel states, power scheduling is possible. Such examples are the i.i.d. fading channels and the block fading channel, where the block size is long relative to the length of the received code words. Next, after a review of the rateless protocol [1] , we describe the power scheduling algorithm for the half-duplex relay case. The extension to the full-duplex relay case can be done similarly as in [1] , where the protocol without scheduling is described in more detail for the full-duplex relay channels. Acks:
An example of the timing of transmission, acknowledgment and power control of a half-duplex relay channel. The numbers index the information messages that each block of the code word corresponds to.
A. The Rateless Protocol
In the system, the source and relay can use different rateless code books. Or the relay can use a randomized version [10] of the rateless code book used by the source. The meaning of the signals used in the protocol are as follows.
• Ack RD is sent from the relay to the destination to tell the destination that the information sent by the source can be decoded by the relay.
• Ack DR is sent from the destination to the relay to ask the relay to stop transmitting current code word because the destination has received enough information to decode the message.
• Ack DS is sent from the destination to the source to ask the source to stop transmitting current code word because either the destination has received enough information to decode the message or it will rely on the relay to finish the transmission of this code word.
• Ack DS is sent from the destination to the source to ask the source to stop transmitting current code word. It indicates that the source should resume transmission of this code word when the relay is transmitting.
• On S is sent from the destination to the source to ask the source to start transmitting a new message. We assume the relay also hear this signal so that it knows a new code word will be transmitted from the source.
• On R is sent from the destination to the relay to ask the relay to start transmitting a new message if it has some decoded message in the buffer.
Note that the meaning of Ack DR and Ack DS here are different from the ones in [1] , where they also mean for the relay or the source to start a new transmission. We use an example to illustrate the proposed protocol. At the source, the encoder uses a message of L I bits to select an infinitely long code word. The symbols in the code word are transmitted one after another until Ack DS is received. Therefore, the relay is transparent to the source, i.e., the source operates as if the relay does not exist. Figure 2 is a typical example of the transmission timing. The number m in the block marks the code word corresponding to the m th message sent by the source. The relay is able to decode message 1 before the destination can. It sends Ack RD to the destination to inform the destination of such. The destination asks the source to stop transmitting this message by sending Ack DS . At the same time, according to the scheduling algorithm, the destination asks both the source and the relay to transmit by sending On S and On R . When the relay is transmitting message 1 using a different or randomized rateless code book, the source transmits message 2. When the destination is able to decode message 1 but not message 2, it asks both the relay and the source to stop transmission by sending Ack DS and Ack DR . At the same time, the scheduling algorithm decides that it is favorable for the destination to transmit. Therefore, the destination transmits message 3. The key idea of the protocol is for the source not to continue transmit message 2, because the relay will have less chance to decode it before the destination can and thus has less chance to help. The source can resume transmission of message 2 when the relay is transmitting, in this example, message 4, and is not listening. In this way, there will be only one packet of backlog at the destination. Figure 2 also illustrates that the scheduling algorithm could ask only the relay to transmit or ask neither the source nor the relay to transmit. When the source or relay has message to transmit but is not asked to, it transmits a beacon from time to time so that the destination can estimate whether the channel is good enough to turn on the transmission. If the buffer at the relay is full, then the relay will not transmit Ack RD any more. Because we limit the amount of feedback, the source or the relay is either turned on with a constant transmission power, ρ (S) or ρ (R) , or turned off. The decoding method at the destination is the successive decoding and cancellation. In the above example, the destination decode the message 1 by combining the mutual information from all the blocks marked by 1. To decode message 2, the signal of message 1 is canceled first.
In summary, if the relay is able to decode a message before the destination can, the destination will ask the source to stop the transmission and let the relay to help finish the transmission of this message. Whenever the relay starts to listen, the source will transmit a new message and resume the transmission of the old message when the relay is transmitting. If the relay-destination channel is good, the protocol would keep relay-destination channel on as long as possible, and thus the source and the relay form a distributed antenna array and the throughput is increased. At the start of each transmission, the destination determines whether to turn on the source transmitter and whether to turn on the relay transmitter in order to achieve a target average total transmission power according to a scheduling algorithm.
B. The Scheduling Algorithm
The goal of the scheduling algorithm at the destination is to maximize the future expected transmission rate subject to the constraint of average total transmission power ρ. We distinguish two situations. The first situation is when the relay's buffer is not empty. This is similar to a multiple access channel. We maximize the following.
where χ (S) , χ (R) ∈ {0, 1} indicate whether to turn on the source or the relay transmitters, and I(χ (S) , χ (R) ) is the future expected information rate,
where T is the time window within which the destination can predict the future channel state statistics. When calculating the above mutual information rate, the expectation is over the knowledge of the future channel statistics. In practice, the destination does not know the future channel states perfectly but can predict I(χ (S) , χ (R) ) from previous transmission. For example, if the channel is slowly varying, such as the long block fading, the pdf of the channel state is a Dirac function. If the channel is fast varying, such as i.i.d. fading, the pdf of the channel state is simply the Gaussian distribution. We assume the shadow fading coefficients can be perfectly predicted because they vary slowly.
The optimization is an integer programming problem and the optimal solution depends on the statistics of future channel states. Our goal is to design an scheduling algorithm that does not depend on a specific channel statistics, which is assumed to be unknown anyway. Therefore, we propose a simple and practical suboptimal scheduling algorithm that maximizes the Lagrange function
Let's call it Lagrange Scheduling. The implementation is as simple as choosing a maximum value from four possibilities, i.e.,
If the resulting average power happens to be the target power ρ, the solution is optimal because the Lagrange dual function
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2008 proceedings. provides an upper bound to the true solution and when the constraint is satisfied, the bound is tight [11] . However, it could happen that for λ = λ 0 − , the resulting average power is ρ 1 , and for λ = λ 0 + , the resulting average power is ρ 2 , where ρ 1 − ρ 2 > a > 0 no matter how small is. If the destination wants to achieve an average power ρ, such that ρ 1 > ρ > ρ 2 , we further propose to use a Randomized Scheduling that uses the solution for λ = λ 0 − with probability p and uses the solution for λ = λ 0 + with probability 1 − p, where p is chosen so that ρ = pρ 1 + (1 − p)ρ 2 . In a practical implementation, the destination simply increases or decreases λ by from time to time to make the resulting average power as close to a target average power as possible. The second situation is when the relay's buffer is empty. We can still try to solve (3) . If the solution is χ (S) = 0, χ (R) = 1, we may modify it to χ (S) = 1, χ (R) = 0 so as to still turn on the source if we know relay-destination channel is good and the message has a better chance to flow from the source to the relay and then to the destination. A full blown optimization that combines the two situations needs the knowledge of the source-relay channel, which we assume the destination does not have in this low complexity network.
IV. SIMULATION RESULTS
We have conducted simulation of achievable rates for various channel conditions. Case 1. Figure 3 shows the achievable rate versus average total transmission power. All the nodes have two antennas. The channel is a block fading channel coupled with a block shadow fading. A shadow fading block contains 10 fading blocks. The on-power ρ (S) = ρ (R) varies from -1dB to 1dB in a step of 0.5 dB. The shadow fading variances σ 2 dB is 10 for the source-destination and relay-destination channels and 0 for the source-relay channel. By choosing µ dB , the channel gains G are made to be 0dB for the source-destination and relay-destination channels and 10dB for the source-relay channel. It represents a relative stable and favorable sourcerelay channel and mobility of the destination relative to both the source and the relay. On average, a transmitted code word occupy 1 fading block when ρ (S) = ρ (R) = −1dB and 1/3 fading block when ρ (S) = ρ (R) = 1dB. In this case, we do not modify the on/off decision when the relay buffer is empty, as discussed in the second situation of the previous section. The solid lines show the performance of the proposed randomized scheduling algorithm when λ varies from a small value to 0. Although λ varies with very small steps, as we have expected, the average total transmission power does not vary continuously. The performance of the proposed randomized scheduling is a linear interpolation of the discontinuity This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2008 proceedings. points of the Lagrange scheduling. After the interpolation, the performance is drawn in dB scale of the power. The overall performance of the scheduling algorithm is the upper envelope of all the solid lines. The circles are the performance of the protocol in [1] where no scheduling is used, or equivalently, λ = 0 in the Lagrange scheduling. The left most circle has an average total transmission power 1.5 dB, corresponding to ρ (S) = ρ (R) = −1dB. We observe that the overall performance of the system with scheduling has about 1dB gain at low SNR compared to the circles.
Case 2. This case is the same as Case 1 except for the transmission power ρ (S) = ρ (R) varies from 10dB to 12dB in a moderate SNR range. Intuitively, when SNR increases, for most of the channel realizations, the powers are turned on. So, power on/off control will have little effect. It is shown in Figure 4 that the scheduling has very little gain over no-scheduling case.
Case 3. This case is the same as case 1 except that the block fading is replaced with i.i.d. fading. Block shadow fading remains the same, which is the main source of channel variation. Again, we see about 1dB gain at low SNR in Figure  5 .
Case 4. This case is the same as Case 1 except for the transmission power ρ (R) = 3dB + ρ (S) , while ρ (S) varies from -1dB to 1dB in a step of 0.5 dB. It is shown in Figure 6 that the scheduling has less than 1dB gain over the no-scheduling case. Because both cases will turn on the relay often. In this figure, we also show the results corresponding to the modified on/off decision when the relay buffer is empty, as discussed in the second situation of the previous section. The performance overlaps with that without modification. It shows that as long as the source-relay channel is good, the relay buffer is rarely empty and the modification is not necessary.
V. CONCLUSIONS AND FUTURE WORK
In summary, the proposed scheduling algorithm has the following advantages.
• It has low complexity.
-It only adds two signals, On S and On R , to the rateless protocol. -It only needs feedback once per transmitted code words. -It is mathematically simple, in fact, almost trivial.
The parameter λ can be interpreted as power price in practice. For example, a node in a peer-to-peer network can receive λρt credit for spending ρt energy to help others by serving as a relay. It can later use the credit to buy others' help. The proposed scheduling algorithm can be used to minimize the total power consumed by the network.
• It adjusts to channel statistics automatically, i.e., performing more scheduling when the channel is predictable and no scheduling, by setting λ = 0, when it is not predictable.
• It produces a moderate amount of power gain in low SNR, which is significant considering the little signaling it needs.
• In other SNR range, the scheduling can be used to adjust average total transmission power in a certain range, without having to adjust other nodes' transmission power in a peer-to-peer network, reducing signaling overhead.
• It can be easily generalized for full-duplex cases or cases where there are more than one relays or the relay has its own information to transmit to the destination.
