Abstract: This paper presents a new technique to derive an initial static variable ordering for efficient SAT search. Our approach not only exploits variable activity and connectivity information simultaneously, but it also analyzes how tightly the variables are related to each other. For this purpose, a new metric is proposed -the degree of correlation among pairs of variables. Variable activity and correlation information is modeled (implicitly) as a weighted graph. A topological analysis of this graph generates an order for SAT search. An algorithm called ACCORD (ACtivity -CORrelation -ORDering) is proposed for this purpose.
Introduction
Contemporary SAT solvers have matured over the years and come a long way from the classical search procedures of Davis-Putnam (DP) [1] and Davis-LogemannLoveland (DLL) [2] . Recent approaches [3] [4] [5] etc., employ sophisticated methods such as constraint propagation and simplification, conflict analysis, learning and non-chronological backtracks [3] [4] [5] to efficiently analyze and prune the search space. In recent past, a lot of effort has been invested in trying to understand the nature of the SAT problem. The works that deserve mention relate to symmetry analysis [6] [7] , local search strategies [8] , complexity of SAT viz-a-viz ATPG [9] , relationship of BDD variable orderings and CNF search procedures [10] , amount of search space analyzed [11] , UNSAT core extraction [12] [13], among others [14] [15] [16] .
An important aspect of CNF-SAT is to derive an ordering of variables to guide the search. The order in which variables (and correspondingly, constraints) are resolved significantly impacts the performance of SAT search procedures. Boolean functions arising in many applications represent some spatial, casual or logical dependencies (or connections) among variables. Therefore, analysis of these clause-variable dependencies provides useful information that can be exploited to guide CNF-SAT search procedures. Variable activity and clause connectivity are often considered as qualitative and quantitative metrics to model clause-variable dependencies. Activity of a variable (or literal) is defined as the number of its occurrence among all the clauses of a given SAT problem [17] . Most conventional SAT solvers [4] [5] [3] employ variable/literal-activity based branching heuristics to resolve the constraints.
Connectivity of constraints has also been used as a heuristic approach to derive variable orderings for SAT search. Loosely speaking, two clauses are said to be "connected" if one or more variables are common to their support. Clause connectivity can be modeled by representing CNF-SAT constraints as (hyper-) graphs and, subsequently, analyzing the graph's topological structure. Tree decomposition techniques have been proposed in literature [18] [19] for analyzing connectivity of constraints in constraint satisfaction programs (CSP). Such techniques identify decompositions with minimum tree-width, thus enabling a partitioning of the overall problem into a chain of connected constraints. Recently, such approaches have also found application in those problems that can be modeled as DPLL-based CNF-SAT search [19] [24] . MINCE [10] employs CAPO placer's mechanism [25] to find a variable order such that the clauses are resolved according to their chain of connectivity. Bjesse et. al. [21] proposed tree decomposition based approaches to guide variable selection and conflict clause generation. Aloul et. al. have proposed a fast, heuristic based approach, FORCE [26] , as an alternative to the computationally complex approach of MINCE. Recently, Durairaj et. al. [27] [28] [29] proposed hypergraph bi-partitioning based constraint decomposition scheme that employs both variable activity and clause connectivity simultaneously to derive a variable order. This paper presents a new approach to derive an initial static ordering for SAT search by rigorously analyzing constraint-variable dependencies. Experimental results demonstrate that our approach is faster and more robust than the contemporary variable ordering techniques, and it improves the performance of SAT solvers (in many cases by orders of magnitude).
The paper is organized as follows. The following Section analyzes the limitation of previous work. Section 3 outlines the specific contributions of this research. The variable order generation approaches are presented in Sections 4 and 5, followed by experimental results and analysis in Section 6. Finally, Section 7 concludes the paper.
Limitations of Previous Work
The computational complexity (exponential) of minimum tree-width decomposition algorithms results in large compute times to search for the variable order. The technique of Dechter et. al. [18] is shown to be time exponential in the treewidth. Algorithms for approximating tree-width with bounded error [23] are also shown to be too costly for industrial problems [21] . As a result, these techniques are impractical for large/hard CNF-SAT problems.
In general, the time required to derive a variable order should be small as compared to the subsequent SAT solving time -it should certainly not exceed the solving time. Unfortunately, for large and hard SAT problems, it has been observed that MINCE [10] Table 2 presents some results that reflect the inconsistency in the quality of the variable order derived by FORCE. Since MINCE and Amir's tool have been shown to be impractical (too slow), we analyze the variable order derived by FORCE. The order derived by FORCE was given to the zCHAFF solver (2003 version) to resolve constraints -the runtime is given in Column 4. Column 3 corresponds to original zCHAFF runtime (VSIDS heuristic). From the results, it can be observed that the the variable order generated by FORCE does not consistently enhance the performance of the SAT solver 1 . In fact, for some benchmarks, it degrades the SAT solver performance by an unacceptably long time.
Recent approach of [27] has shown to deliver good results. Not only can the variable order be derived in a reasonable amount of time, the quality of the order also consistently improves the performance of the solver. However, as this technique relies on hypergraph partitioning, there is no direct control over the decomposition. As a result, many problems (such as the NQueens) cannot be decomposed efficiently. Another limitation of these techniques is that while they do analyze variable activity, clause connectivity or both, however, they do not analyze how tightly the variables are connected to each other. As a result, tightly connected, hard problems may not realize the run-time improvements.
Research Contributions
As discussed earlier, efficient CNF-SAT decision heuristics should analyze both variable activity and connectivity simultaneously for faster constraint resolution.
Moreover, they should also analyze how tightly the variable are related to each other. Furthermore, the procedure to generate such an order should be fast, scalable and robust enough to handle large SAT problems. This paper proposes an efficient variable order generation procedure that attempts to fulfill the above criteria/requirements.
The contributions of our work are as follows:
1. We present an efficient technique that analyzes constraint-variable dependencies to derive an ordering of variables to guide SAT diagnosis. Both variable activity and connectivity information is exploited to derive the order. 2. In order to analyze how tightly two or more constraints are related (in terms of common variables), we propose a new metric called the degree of correlation among pairs of variables. 3. Variable activity and correlation information is (implicitly) modeled as a weighted graph, the topological analysis of which enables the derivation of such an order. An efficient algorithm (ACCORD) is described for this purpose. 4 . In order to analyze the effect of decision-assignments made by SAT solver on the variable ordering, further refinements to the ACCORD algorithm are proposed.
5. Experiments conducted over a large and varied set of benchmarks demonstrate that our approach is fast, robust and scalable; quality of the variable order is reflected in the impressive speed-up achieved for SAT solving. Particularly for hard instances, orders of magnitude speed-up is achieved in many cases. 6. The variable order generation time is small as compared to the overall solving time.
Variable Order Computation: Analyzing Constraint-Variable Dependencies
It is our desire to derive a variable order for SAT search by analyzing clausevariable relationships. The importance of branching on high activity variables is well understood [17] . Analyzing the connectivity of constraints is also important for constraint resolution. Contemporary techniques address both of the above issues. However, 'how tightly are the variables related?' -this feature too should not be overlooked. For this purpose, we propose a metric that measures how tightly the variables are connected/related. We define this metric as follows:
Two variables x i and x j are said to be correlated if they appear together (as literals) in one or more clauses. The number of clauses in which the pair of variables (x i , x j ) appear together is termed as their degree of correlation.
Problem Modeling
In our approach, the constraint-variable relationship of a given CNF-SAT problem is modeled as a weighted graph. The variables (as opposed to literals) form the vertices, while edges denote the correlation/connectivity between them. Associated with each variable is its activity, which is modeled as an integer value within the node. The edge weights represent the degree of correlation between the variables/vertices. For example, if two variables x i , x j appear together in n clauses, then the weight of the edge e ij connecting them is n. An ordering of the nodes (variable order) can be performed by analyzing the graph's topology. We now describe our approach by means of an example corresponding to the CNF-SAT problem shown in Fig. 1 . Its corresponding weighted graph is depicted in Fig. 2(a) .
ACCORD: Activity-Correlation based Ordering
We begin the search by first selecting the highest active variable, i.e. the node that has the highest internal weight. The variable is marked and the node is added to a set called supernode. The variable is also stored in a list (var ord list). The SAT tool should branch on this variable first. It can be observed from the graph (weight within the nodes) that the activity of variables {e, u, g, v} is the highest (= 5). We select one of these variables (randomly or lexicographically) as the initial branching variable. Let us select the variable u, shown in Fig. 2(a) as "First Selection." The variable u becomes the supernode. Now we need to identify the set of variables connected to this supernode. All the nodes that share at least one edge with the supernode are identified. The nodes {g, c, a, b} are connected to the supernode u, as shown in Fig. 2(b) . One of these variables {g, c, a, b} is to be selected as the next branching variable. We consider the degree of correlation, modeled as edge weights, as the metric to identify this variable. The nodes that share an edge with the supernode are sorted in decreasing order of the sum of their degrees of correlation with the nodes in the supernode. In our example, variable c has the degree of correlation = 1. On the other hand, the variables {g, a, b} have the same degree of correlation with node u, which is equal to 2; hence, we consider variables {g, a, b}. In order to break this tie, we further distinguish these variables according to their activity. Since the activity of variable g is higher than that of variables {a, b}, g is selected as the next branching variable. This is shown in Fig. 2(b) as "Second Selection." Moreover, the node g is added to the current supernode set; supernode = {u, g}. The variable order derived so far is var ord list = {u, g}.
As the next step, those variables are identified that share an edge with the supernode. These variables are {v, e, c, a, b} as shown in Fig.2(c) with highlighted incident edges. Consider the nodes {v, e, a, b}. They share only one edge with the supernode with weights (correlation) = 2. On the other hand, node c has two edges incident on the supernode. Therefore, the correlation modeled by both edges should be accounted for. This is computed as the sum of the degrees of correlation between c and the supernode {g, u} = 2+1 = 3. Since this sum is the highest for c, it is selected as the next branching variable. This is shown in Fig. 2(c) as third selection. The supernode set and the var ord list are correspondingly updated. The above procedure is repeated until all the nodes are ordered and included with in the supernode. The final derived variable order is {u, g, c, v, e, a, b, w, d}.
Our approach is inspired from the Prim's Minimum Spanning Tree (MST) algorithm [32] . We have named it the ACCORD (ACtivity COrrelation ORDering) algorithm. The Pseudo code for the ACCORD algorithm is presented in Algorithm 1. The Variable-Clause database, mentioned in lines 1-3, is implemented using the array of arrays data-structure available within contemporary SAT solvers [4] [33] . For example, the Variable-Clause database corresponding to the CNF-SAT problem of Fig 1 is shown in Fig. 3 . The variable a appears in Clauses {1, 2, 7, 9}. Hence, the first element of Variable-Clause database array is an array containing {1, 2, 7, 9}. Similarly, the second element of the array is an array containing {1, 3, 8, 9} corresponding to variable b; and so on. The algorithm analyzes the clause-variable database, and for each variable, it computes its correlated variables. Using the activity and correlation measures, the variable ordering is computed. 
L' ACCORD: Overcoming the Limitations of ACCORD
Most conventional SAT solvers employ literal-activity based branching heuristics to resolve the constraints. Also, when the variable order generated by ACCORD is given to a SAT solver, the solver will branch on a literal corresponding to the variable selected by the ACCORD. Clauses corresponding to this literal will be satisfied due to this assignment. ACCORD does not analyze this effect of decision-assignments on the variable correlation. Consider the following set of clauses.
Here, the literal x has the highest activity and the SAT solver will assign x = 1. This satisfies the first three clauses. The ACCORD algorithm will consider the variables {a, e, b, f, c, d} to compute their respective degrees of correlation with respect to x. However, due to the assignment x = 1, it should suffice to look at only those clauses in which x appears, as they are unsatisfied. This means that the correlated variables to x ({d, f, c}) and their corresponding constraints should be analyzed to derive a variable order. In order to exploit such a behaviour, we have implemented the above modifications to the ACCORD algorithm. Instead of analyzing variable-to-variable correlations, we now analyze correlations between a literal and its connected variables. The modified algorithm is now called L' ACCORD.
Experimental Results and Analysis
The ACCORD and L' ACCORD algorithms have been programmed within the zCHAFF [4] solver using its native data-structures. The algorithms analyze the constraint-variable relationships of the given CNF-SAT problem and derive a variable order for SAT search. Using this as the initial order, the SAT tool (zCHAFF) performs a search for the solutions. On encountering conflicts, we allow the solver to add conflict-induced clauses and proceed with its book-keeping and (non-chronological) backtracking procedures. In other words, ACCORD/L' ACCORD provide only an initial static ordering. zCHAFF's VSIDS heuristic updates this order dynamically, when conflict clauses are added. Hence, our approach is not a replacement for VSIDS; it is to be used in conjunction with it.
Using this setup, we have conducted experiments over a large set of benchmarks that include: i) Microprocessor verification benchmarks [34] ; and ii) some of the hard instances specifically created for the SAT competition (all three categories -industrial, handmade and random). We conducted our experiments on a Linux workstation with a 2.6GHz Pentium-IV processor and 512MB RAM. Table 3 compares the quality of orders generated by ACCORD and L' ACCORD. It is clear from the table that L' ACCORD generates a better quality variable order than ACCORD, always improving the SAT solver performance. Table 4 presents some results that compares the quality of the variable order derived by L' ACCORD with those of zCHAFF (latest version developed in 2004) and hypergraph partitioning (HGPart) based order [27] . For a fair comparison, zCHAFF is used as the base SAT solver for all experiments -just the variable orders are different. As compared to zCHAFF and HGPart, the variable order generated by L' ACCORD results in a orders of magnitude speedup in SAT solving. Particularly for more difficult problems, our approach significantly outperforms the other two. The table 5 depicts some results for the microprocessor pipeline verification benchmarks. These experiments were conducted using both 2003 and 2004 versions of the zCHAFF SAT solver. For both experiments, the same variable order derived by L' ACCORD is used. Note that, using the L' ACCORD's order, zCHAFF-2003 tool is able to improve the performance significantly. zCHAFF-2004 follows upon its earlier versions by implementing the efficient conflict analysis procedures. As a result, these benchmarks can be quickly solved by the 2004 version of the solver and the impact of L' ACCORD is minimal. To analyze the tightness of the connectivity between variables, we have a proposed the degree of correlation as a qualitative and quantitative metric. Our technique models the constraint variable dependencies on a weighted graph and analyzes the graph's topological structure to derive the order. Our approach is fast, robust, scalable and can handle a large set of variables and constraints. The variable order derived by our procedure improves the performance of the solver by one or more orders of magnitude. As part of future work, we are exploring a dynamic variable order update strategy to be employed when conflict clauses are added to the database.
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