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Abstract 
In order to assist landing of Unmanned Aircraft Vehicle (UAV), a vision-based method is proposed, which only 
makes use of the two edge lines and the threshold line on the runway. In the earlier stage, through seeking the 
geometric constraints among the three lines, the coordinates of the points of intersection of the three lines in the 
camera frame are solved, and the vectors of the three lines in the camera frame can be obtained using the vanishing 
point. The attitudes are solved by the Umeyama method, and the position vector of the UAV can be calculated using 
the coplanarity characteristic. In the later stage, the threshold line is invisible, the yaw、the pitch、the cross position 
and the altitude can be estimated by two edge lines. Simulation results show the proposed algorithm is accurate and 
fast.
© 2011 Published by Elsevier Ltd. 
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1. Introduction
Vision-assisted landing of UAV is significant in the military, one important technique of which is
estimating the pose in the process of landing based on the runway image captured by the camera fixed in 
the UAV. Vision-assisted landing attracts much research. Ivan [1] estimates the pose based on the 
projective matrix between the initial frame and runway and homography matrix between adjacent frames, 
so the error is prone to be accumulated. Andrew [2] determined the relative location of the runway as an 
image by performing image registration against a stack of images in which the location of the runway is 
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known, and the method uses the SIFT features about the terrain surrounding the runway, which can steer 
the UAV towards the runway even before the runway itself becomes visible, but extracting the SIFT 
features costs much time. Sara [3] proposed a single-camera method for position and attitude estimation 
based on the runway edge and horizon, but the extraction of horizon is easily disturbed by mountains and 
tall building. Liu [4] developed a two-camera approach using arbitrary three points on the runway edges, 
but wing bending can reduce the precision, and the extraction of point is sensitive to noise. 
In recent years, there are some conflicts in most research: more features depended on to assist landing, 
higher accuracy comes out, but more time employed. So it is the goal of auto- landing to make use of 
fewer features to try for higher accuracy. The most obvious features of the runway is two edge lines and a 
cross landing threshold line, and  the extraction of lines is less sensitive to noise than points. It gets some 
study that pose being estimated according to only three lines. An algorithm based on geometry constraints 
of three lines is presented by Qin [5], but the lines are non-coplanar, which differs with the location of the 
lines of the runway. Afterward, a closed-form method to determine object attitudes with respect to the 
camera for three coplanar lines is proposed [6]. When there are two solutions for depth of one nodal point, 
the distances between optical center and the two points of intersection should be contrasted, but this 
contrast is unrealistic while landing. To overcome the above shortcomings, this paper utilizes the imaging 
geometry of the runway to acquire the attitudes and position of UAV. 
When the UAV is very close to runway, the threshold line is invisible, so only some parameters of 
pose can be calculated in the condition of roll angle provided by IMU.  
2. The description of runway imaging 
The runway imaging is described in Fig.1. Two edge lines and the cross threshold line  have 
been detected, while  are the points of intersection and the width of runway is . Runway 
frame  has its origin at the center of , and -axis is defined towards the centreline of 
runway while  towards the right, and  downwards. Image plane frame has its origin at the center of 
the image plane, while the cross axis is u , and the longitudinal axis is . Camera frame  rigidly 
attached to the aircraft, has its origin at the projection center, also called pinhole. -axis lies on the 
optical axis, while orientations of x  are consistent with u 、 v . One point  is projected onto the 
image plane with coordinates and depth  which is the distance between optical center and .
We consider a pin-hole camera model, so the corresponding camera coordinates are 
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where intermediate variable 222 iii vufm ++= .
According to the imaging theory [7], the projection of the pair of parallel lines will intersect at 
 called vanishing point, and besides .
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From the above analysis, three geometry constraints can be obtained as followed: 
(1) ， (2) 21 ll ⊥ LPP =32 ，（3） 31 // ll
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Fig.1 imaging of runway 
3. The pose estimation in the earlier stage  
It is assumed that the pose of camera relative to UAV is known, so we do nothing but seeking the pose 
of camera with respect to the runway. This part is based upon the threshold line visible. 
Firstly, after the depth of  are inferred from the three constraints, we can get the camera 
coordinates  and the camera vectors of the three lines. Secondly, the attitudes of camera relative 
to runway are determinated by the three corresponding lines. Lastly, the coplanar equation is used for 
acquiring position of camera. 
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3.1. Calculation of depth 
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The relationship between  and  is expressed as followed: 2k 3k
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Constraint (2) decides the following equation: 
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Substituting (3) into (4), we get an quadratic equation about , and the solution about  can be 
solved.  is always in front of the camera, so :
2k
2
2k
2P 02 >k
581Fei Li et al. / Procedia Engineering 15 (2011) 578 – 5844 Fei Li,et al / Procedia Engineering 00 (2011) 000–000 
2
3322
2
3322
22
32
2
2 )()()1( msvmvmsumufmsm
Lk
−+−+−
=                         
(5)
3.2. The estimation of camera attitudes 
According to the last section, after  is computed, the camera coordinates  and the camera vector 
 in the camera frame corresponding to  can be determined. The vector  is equal to 
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runway frame. The rotation matrix R  is decided by equation ARB = , which can be changed into the 
following least-squares problem: 
                                      2min RBA− , subject to                                                             
(6) 
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The constrained least-squares problem [8] can be solved by Umeyama [9]. The Umeyama solution 
proceeds as followed: Let be the singular value decomposition of TUDV TBA === DIVVUU TT ,(
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3.3. The estimation of camera position 
While the rotation matrix is acquired, usually we can compute the translation vector T  according to 
the basic perspective projection equation . The robust of this method is poor, because only 
one point is used. The extraction of line is steadier than point. Xiaohu [10] gets the translation vector 
according to coplanar characteristic.  
TRPP i
c
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As shown in Fig.2,  3-D line 、 its corresponding image plane line  and the optical center lie in the 
same plane what is called interpretation plane.  
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582  Fei Li et al. / Procedia Engineering 15 (2011) 578 – 584Fei Li / Procedia Engineering 00 (2011) 000–000 5
co
cz c
y
cx
iD iP
is
im
id
wo
wy
wx
wz
il
il′
),( TR
Fig.2 imaging of line coplanarity 
Define coplanar parameter Tii
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dimentional interpretation plane. So a point  located on line  can decide the coplanar equation: iP
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An arbitrary point is chosen on each line when we gain the three lines on the runway, so the translation 
vector, the camera coordinates of the origin of runway frame, is calculated by 
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Then the position of the camera in the runway frame can be estimated by equation (12) as followed: 
                                                                  TRT 1−−=′                                                                
(12) 
4. The pose estimation in the later stage 
When UAV is very close to runway, the cross threshold line runs out of the image plane, so the above 
three-line algorithm is invalidated.  
The rotation )()()( ψθγ RRRR = , where )(γR  is roll matrix, )(θR  is pitch matrix and )(ψR is yaw 
matrix. So the relationship between the unit vector 
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where the roll angle is acquired from IMU, therefore the yaw angle and the pitch angle can be offered by 
equation (13).  
When UAV near the runway, the longitudinal distance will not affect the landing as the runway is very 
long, so we can assume that the longitudinal distance of UAV is zero. The lateral position and altitude can 
be determined by the two edges [3]. 
5. Simulation and Results 
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The initial condition of the simulation is as followed: The width of runway is 30m. The focal length of 
camera is 12.5mm with the size of the pixel is 9.9um×9.9um and the size of the image plane is 658×494. 
UAV slides along 3°gliding angle standing to the rate of 40m/s with the  initial position (0,-60,-1000) 
relative to the runway frame. When the threshold line is invisible, the roll angle is assumed to be zero. In 
the process of simulation, the edges and the threshold line have been already detected with Gaussian noise 
of 2 pixel variance. 
In the earlier stage of landing, small pitch angle of camera relative to runway cannot affect pose 
estimation. But with the approach to runway, the image plane coordinates of the vanishing point is larger 
and larger, and especially when the terminal guidance, the coordinates approach infinity, which disturbs 
pose estimation. Increasing the pitch angle of camera with respect to runway is the resolution of the above 
trouble, so we make the pitch being 3°when the threshold line visible, and being 10°when invisible.  
As shown in Fig.3 and Fig.4, all errors are confined in the limited bounds, which validate the 
correctness of the algorithm proposed. In the earlier stage, the yaw and the pitch vary with the error of 0.1 
degree, and the roll with 0.8 degree. The cross error and the altitude error are both less than 0.5m. 
Because of the long runway, the longitudinal error less than 10m is inessential. Besides, we can sun up 
from Fig.3: Shorter the distance to runway, smaller all the errors being.  
As shown in Fig.4 about the errors in the later stage, the pitch and the yaw is less than 0.1°. The cross 
direction error is less than 0.2m, and so was the altitude. 
Through the above analysis, the method we put forward is provided with high accuracy. As for 
operating time, in the earlier stage, dealing with each frame costs 1.3ms averagely, and 0.2ms in the later 
stage, so our method can operate in real-time. 
6. Conclusion  
In this paper, a vision-based algorithm is presented. In the earlier stage, the cross threshold line and 
two edge lines are used to estimate the attitudes and position of UAV. When the UAV is very close to 
runway and the threshold line is invisible, the yaw、the pitch、the cross position and the altitude can be 
calculated in the condition of roll angle being offered by IMU. The simulation results show that the 
method proposed can operate in real-time with high accuracy. 
Fig.3 Errors of pose in the earlier stage 
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Fig.4 Errors of pose in the later stage 
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