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Abstract
We investigate bit oriented decoder trellises for binary constrained codes. In particular, we are
interested in destined trellises, where each state determines the last bits leading into the state and
the -rst bits coming out of the state. A destined trellis can be constructed from a conventional
trellis by state splitting. However, we demonstrate that integrating the design of destined encoders
into the conventional encoder design process for constrained codes yields simpler trellises. We
also prove lower bounds on the number of states in such trellises. c© 2001 Elsevier Science
B.V. All rights reserved.
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1. Introduction and preliminaries
In [3], an e8ective algorithm (the BCJR algorithm) for carrying out a posteriori
probability decoding was presented. Such decoding has recently received a lot of at-
tention because of its application to iterative decoding [4,5]. The algorithm is simpli-ed
if the code (or its encoder and decoder) is represented by a trellis (see Section 1.1)
where each state has two outgoing edges, hence each transition from one depth to
the next corresponds to exactly one bit of information. We will call such a trellis
bit-oriented. This paper deals with bit-oriented trellises.
1.1. Trellises and encoder graphs
Here we -rst, for completeness, include a brief de-nition of trellises. For a thorough
treatment of this subject, see [11].
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A trellis for a code is a labelled directed graph, whose set S of vertices, called
states, can be partitioned into subsets Si. Each such subset is associated with a trellis
depth i. Edges from a state in Si always go to a state in Si+1. A block code of -nite
length n has n+ 1 depths.
The set of edges emerging from a state u is denoted by Eu, and the set of edges at
depth i is Ei =
⋃
u∈Si Eu. Associated with each edge e in Ei are
• a starting state, which is a unique state in Si,
• a terminating state (e), a unique state in Si+1, and
• a label, which is a symbol or a sequence of symbols from the code’s alphabet. We
will make the assumption that for each depth, the length of this symbol sequence
is the same for all edges.
A codeword in the code is a vector or sequence obtained by collecting the sequence
of labels along a path in the trellis. Several di8erent trellises may represent the same
code.
A trellis provides a representation which is convenient for various decoding
algorithms, such as the Viterbi algorithm and the BCJR algorithm, as well as an
eMcient way to investigate code properties such as the minimum distance or weight
distribution. To reduce the complexity of trellis based algorithms, we seek to -nd a
minimal trellis, i.e., one that minimizes the number of trellis states. See [11] for
details.
In general a trellis need not have states of the same out-degree, i.e. the same
number of outgoing edges. However, if a code has the property that every state at
the same depth have the same number qm of outgoing edges, that means that the
trellis can be used for encoding m q-ary input symbols at that time. In this paper we
will be interested in the case of q = 2 and m = 1, and make the following
de-nition:
Denition 1.1. A trellis is, in this paper, an encoder if every state has two outgoing
edges. This is sometimes called a bit-oriented trellis. (In the subsequent examples,
graphs where some states have more than two outgoing edges are sloppily referred to
as encoders, in these cases arbitrary edges can be removed to produce a pure encoder.)
Associating each of the outgoing edges with one of the possible input values 0 and 1,
we can encode one bit at each trellis depth.
Denition 1.2. An encoder is periodic if there is a period m such that every mth trellis
segment ‘look the same’. In other words, the trellis corresponds to a periodic -nite
state diagram, of period m, stretched out in time.
Denition 1.3. An encoder is irreducible if there is some -nite delay N such that, from
any state u at any depth j, there is a path of length i − j edges from state u to any
state v at depth i, provided i − j ¿ N .
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Fig. 1. (A) This complete constraint graph expresses a d=0; k =1 runlength limitation. All (0,1) runlength
limited sequences correspond to a sequence of labels obtained by traversing a path in the graph. (B) A
constraint graph for a d = 1; k = 7 runlength limitation.
1.2. Runlength limited codes
A runlength limited (d; k) code (or, for short, just a (d; k) code) is a code in which
every codeword satis-es a (d; k) constraint: each pair of consecutive nonzero symbols
are separated by at least d and at most k zero symbols. In practice the codes are
usually binary, and that will also be assumed in this paper.
The (d; k) constraint can be expressed by a constraint graph. The constraint graph
is a labelled directed graph, see Fig. 1. Every codeword in a (d; k) code can be
described as a sequence of labels obtained by following a path through this directed
graph. (In general, if all of a graph’s label sequences satisfy a (d; k) constraint, we
will say that the graph is (d; k) constrained, even if strictly speaking the set of label
sequences is just a subset of the complete set of (d; k) constrained sequences as given
by, for instance, the complete constraint graphs of Fig. 1.)
All the trellises considered in this paper are periodic with some period m, and can be
represented alternatively by an m-periodic constraint graph. For this reason we will use
the terms trellis and graph interchangeably, and the term encoder can denote either.
The code rate of any (d; k) code is upperbounded by the capacity C(d; k) = log2 
[10], where  is the largest real eigenvalue of the adjacency matrix corresponding to a
constraint graph such as the ones in Fig. 1. For example, if we consider (0; 1) constraint
codes, the complete constraint graph shown in Fig. 1(A) has adjacency matrix
A=
[
1 1
1 0
]
:
Its largest real eigenvalue is =(
√
5+ 1)=2, so C(0; 1)= log2((
√
5+ 1)=2) ≈ 0:69. So
one can construct encoders for (0; 1)-codes of rates 1=2 or 2=3, for example, but never
of rate 3=4.
In order to obtain a code (or rather an encoder) of any rate less than or equal to the
capacity from the constraint graphs we can apply the state splitting algorithm [1,7,9].
In Section 2.1 we will describe a modi-ed version of the state splitting algorithm [2].
This algorithm is then used to produce bit oriented trellises of runlength limited codes,
en route to the main goal of this paper, to study destined trellises for such codes.
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1.3. Destined trellises
In classical coding theory, it is usually assumed that the channel in question is
subjected to independent noise: The probability distribution of the noise is independent
of the transmitted symbols and independent from one symbol to the next. This model
works well for some physical channels, but is vastly inadequate for others.
In this paper, we consider a channel model, the discrete local data dependent channel
(DLDDC) introduced in [6], where the probability distribution of the channel output
value, yi, at time i, is a function of the channel input symbol xi at that time and some
other preceding and succeeding input symbols within a window of length Wp+Wf+1,
p(yi|xi−Wp; : : : ; xi; : : : xi+Wf):
An example of a physical channel with a similar property is the magnetic hard disk
recording channel. Unfortunately, on such a channel, the Viterbi algorithm or other
trellis based algorithms like the BCJR algorithm will not work properly, unless we
impose a further restriction on the trellises: For each state in the trellis, the value of the
next Wf code symbols, corresponding to the labels of all outgoing edges from that state
(possibly extending through states at the next trellis depth), must be constant for the
state in question. Similarly, the values of the previous Wp code symbols, corresponding
to all incoming edges into the state, must also be constant for that state. A state
that satis-es this condition, will be denoted a (Wp;Wf)-destined state. Further, we
will call a trellis (Wp;Wf)-destined if all of its states are (Wp;Wf)-destined. With a
(Wp;Wf)-destined trellis on a channel of this type, it is ‘business as usual’ for the
trellis based decoding algorithms discussed above.
2. State splitting algorithms
The paper [6] considers the design of convolutional codes which have a minimal (or
close to minimal) (Wp;Wf)-destined trellis. In this section, we will state a few new
basic results about (Wp;Wf)-destined trellises, applicable to linear as well as nonlinear
codes.
Denition 2.1. Consider a state u in a (Wp; n−1)-destined graph. A state splitting (see
[1,7,9]) of state u is performed as follows, and is shown in Fig. 2:
• Let Eu be the set of edges (or, if n is longer than the edge label: the set of edge
sequences) that start in state u. We will partition Eu into two disjoint sets, Eu1 and
Eu2 , both nonempty.
• Replace state u with two states u1 and u2, where each of the states ui is assigned
the set Eui of output edges.
• For every edge into state u in the original trellis, create two edges both starting in the
same state and with the same label as the original edge, leading to states u1 and u2.
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Fig. 2. State splitting of state u. Here, Eu = {e3; e4} is split into Eu1 = {e3} and Eu2 = {e4}.
We can also in a similar way de-ne ‘reverse’ state splittings by reversing the direc-
tion of all transitions.
Remark 2.1. For the concerned reader: It can easily be shown (see Proposition 4:1
on page 1694 of [9]) that each state splitting as described here adds at most 1 to
the anticipation of the encoders, and do not produce a catastrophic encoder from one
which is not. We will not de-ne these terms here, and refer the reader to [9,11].
We will introduce a particular kind of state splitting that will be used in order to
design destined trellises.
Denition 2.2. Consider a state u in a (Wp; n − 1)-destined graph. An nth symbol
destiny-oriented state splitting of state u (a DOSS(u; n) for short) is a state splitting
where the new sets Eui of outgoing edges are selected such that within each set, the
associated edge labels (or, if n is larger than one edge label length, the sequences of
edge labels) are constant over the -rst n bits.
Note that we can construct a (Wp + ;Wf + )-destined encoder from one which is
(Wp;Wf)-destined, by an appropriate sequence of DOSS’es (and ‘reverse DOSS’es’).
In general this requires that the new graph contains 2+ as many states as the old
one. This holds even though some states in the original graph may already be (Wp +
;Wf + )-destined. Suppose that the original graph is a pure encoder, that is, each
state has out-degree exactly two. Further suppose that just one state, say state u on
depth i, needs to be split (by a DOSS) into two new states u1 and u2 on depth i, with
outgoing edges e1 and e2, respectively. To maintain the encoder property, we need
another outgoing edge for each of the states u1 and u2, so we also have to split the
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successor states (e1) and (e2). If either of these states are not (Wp;Wf +1)-destined,
then the corresponding state splitting must also be a DOSS. The need for splitting new
states propagates to all successor states, and since the trellis is irreducible, eventually
all the original states need to be split.
2.1. Bit oriented runlength limited trellises
Before we proceed to the main section, we review a recent modi-cation [2] of the
state splitting algorithm. We will restate the algorithm in [2] for the special purpose of
creating a bit-oriented encoder. Also, our notation will di8er from that in [2] in that
we choose to let the algorithm operate on a set of smaller trellis components instead
of on the trellis as a whole.
Let q = (q1; : : : ; qm) be a vector of integers, qi ¿ 1; 16 i6 m. Let q =
∑m
i=1 qi.
Proposition 1 in [2] implies that if m=q6 C(d; k), then there exists a bit oriented,
periodic (of period m), -nite-anticipation, noncatastrophic encoder for a (d; k) code
with overall rate m=q, where the edges in Ei have binary labels of length qi. If we
need to state explicitly that a particular vector q describes the encoder, we will use the
term q-output encoder.
Algorithm 2.1 (State splitting [1,2,7,9]).
• Let A be the (k + 1) × (k + 1) adjacency matrix of the (d; k) constraint graph;
i.e. a nonnegative integer valued matrix whose element in row r and column c is
the number of edges from state r to state c in the constraint graph. We will use
the matrix powers Ai:=Aqi ; 1 6 i 6 m. Note that Aj is the adjacency matrix of
the jth order constraint graph; i.e.; the graph obtained by jumping j bits at a time
in the original (:rst order) constraint graph. Consequently; each edge in the jth
order constraint graph is associated with a j bit label. We will also refer to the
complete adjacency matrix of the periodic constraint;
H:=


0 A1 0 0
0 0
. . . 0
0 0 0 Am−1
Am 0 0 0

 : (1)
These m adjacency matrices now correspond to m consecutive segments of a peri-
odic constrained graph. There may be states in this graph that do not have two
outgoing edges. The algorithm will modify this m-segment constrained graph into
an encoder.
• Determine an (H; 2) approximate eigenvector
x= (x1; : : : ; xm): For each depth i; 16 i 6 m; xi = (xi;0; : : : ; xi; k) and Aix(i mod m)+1
¿ 2xi.
Franazek’s algorithm [1; 9] :nds an approximate eigenvector with a minimum
xmax = maxi; j xi; j.
• While x = 1 do :
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◦ Select some depth j and some state u at depth j such that there is an x-consistent
splitting (see De:nition 2:3 below) of state u. Perform this state splitting. Regard-
ing the existence of such a state u; see [1; 9].
◦ Update Aj and xj (and hence also H and x) in accordance to this splitting. In
addition to the information contained in the adjacency matrices; we will also in
practice need to keep track not only of the number of edges from a state to the
next; but also of the actual set of edges.
◦ Thus it still holds that the modi:ed vector x is an (H; 2) approximate eigen-
vector.
• Upon completion of the loop; we are left with an all-one approximate eigenvector;
meaning that all states in the :nal graph have 2 outgoing edges. Thus this graph
describes a rate m=q encoder.
We have used the concept of an x-consistent state splitting:
Denition 2.3. Consider a state u, at depth j, in a periodic graph with adjacency matrix
(1) and an (H; 2) approximate eigenvector x=(x1; : : : ; xm). Let Eu be the set of edges
that start in state u. For each edge e ∈ Eu, let (e) be the terminating state (at depth
j + 1) of the edge e. Then by the de-nition of an approximate eigenvector,
∑
e∈Eu
x(j mod m)+1; (e) ¿ 2xj;u: (2)
An x-consistent state splitting is one that splits u into two states u1 and u2 in such a
way that
• their disjoint and nonempty edge sets, Eu1 and Eu2 satisfy Eu = Eu1 ∪ Eu2 , and
• there are two positive integers y1 and y2 such that y1 + y2 = xj;u and
∑
e∈Eu1
x(j mod m)+1; (e) ¿ 2y1 and
∑
e∈Eu2
x(j mod m)+1; (e) ¿ 2y2: (3)
• Modify Aj and xj to reQect the changes made in the graph, i.e. delete the row
Aj;u in Aj corresponding to state u and replace it with two rows Aj;u1 and Aj;u2
corresponding to states u1 and u2, to obtain a new adjacency matrix Aj (where all
other rows are left unchanged.) Similarly, replace the single coordinate xj;u in xj
corresponding to state u with two coordinates y1 and y2, corresponding to the new
states u1 and u2.
Note that at each iteration step in the state splitting algorithm, there may be more than
one x-consistent state splitting available, and the general algorithm does not specify
which to choose. Hence this description of the algorithm is nondeterministic. A speci-c
implementation of the algorithm, on the other hand, will select speci-c x-consistent
state splittings and perform them in a speci-c order.
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Fig. 3. A constraint graph for a two-segment d = 0; k = 1 runlength limitation. All (0,1) runlength limited
sequences correspond to a sequence of labels obtained by traversing a path in the graph.
Example 2.1. We will derive a bit-oriented encoder of rate (2=3) for a (0,1)-constrained
code. To this end, we select m= 2; q1 = 1 and q2 = 2, and construct matrices
A1 = A=
[
1 1
1 0
]
; A2 = A2 =
[
2 1
1 1
]
:
This corresponds to the constraint graph in Fig. 3. Franazek’s algorithm gives the
approximate eigenvector x=(x1; x2)=([3; 2]; [4; 2]). (Note that this approximate eigen-
vector is minimal in the sense that no other approximate eigenvector is smaller in any
of the components.) One possible outcome of the state splitting algorithm produces the
encoder matrices


− {1} {1} − − −
{1} − − {1} − −
− − − − {0} {0}
− {1} {1} − − −
{1} − − {1} − −

;


{01} {01} − − −
{11} {11} − − −
− − {01; 11} − −
− − − {10} {10}
{11} {11} − − −
− − {11} {10} {10}


:
The two matrices represent two consecutive trellis segments; a matrix element in row
r and column c is the set of labels on edges from state r at one depth to state c at the
next depth. Note that the lowermost state at the second trellis depth has three outgoing
edges. One arbitrary among them may be deleted.
Theorem 2.1. The number of states for segment i in a q-output; bit oriented; minimal
encoder trellis for a (d; k) code; is upper bounded by min
∑
j xi; j. Here the minimum
is taken over the set of all approximate eigenvectors; on the form x = (x1; : : : ; xm);
for such (d; k) constrained; q-output encoders.
Proof. The number of steps that the state splitting algorithm requires in order to reduce
the initial approximate eigenvector x to the all one vector, is equal to
∑
j xi; j minus
the number of states in the original graph. For each step, one new state is created.
The state splitting algorithm does not necessarily produce a minimal encoder. For
example, di8erent states in the resulting trellis can be merged into one state if their
set of outgoing edges is equal (going into the same state with the same label). For a
discussion of state merging, see [9]. Also, if a state does not have incoming edges, it
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can be eliminated. Note that the particular choice of x-consistent state splittings and
the order in which they are performed may a8ect the extent to which encoders can be
simpli-ed by techniques such as state merging.
Theorem 2.2. Let H be an m-periodic constraint graph; in the form of Eq. (1); for
some constraint S. Let Mi be the number of states at depth i of the encoder. Then
there exists an approximate eigenvector x = (x1; : : : ; xm) for H so that
Mi ¿ max
j
xi; j ; simultaneously for all i = 1; : : : ; m:
In particular; the total number of states over the period m of a bit oriented; q-output
encoder for any S-constrained code is lower bounded by
min
m∑
i=1
max
j
xi; j ;
where the minimum is taken over the set of approximate eigenvectors; on the form
x = (x1; : : : ; xm); for H.
Proof (Sketch).
This can be shown by a modi-cation of the proof of Theorem 3 of [8], or Theorem
6:2 of [9]. The basic idea is to show that for any encoder E for this constraint, a
particular vector y = (y1; : : : ; ym), whose components yi; j are cardinalities of subsets
of the states of E at depth i, is an (H; 2) approximate eigenvector. For the sake of
brevity, we omit the details.
Example 2.2. We apply state merging to the encoder in Example 2.1. Thus, a rate (2=3)
(0; 1)-constrained code with two encoder segments is given by the encoder matrices

 − {1} {1} −{1} − − {1}
− {0} − {0}

 and


{01} {01} −
{11} {11} −
− − {01; 11}
{10} {10} −

 : (4)
Note from Theorem 2.2 and Example 2.1 that this encoder has the minimum number
of states at both trellis depths.
Example 2.3. We have also applied this procedure towards the construction of a
(0; 2) constrained encoder of rate 7=8, with q= [1; 1; 1; 1; 1; 1; 2]: A corresponding app-
roximate eigenvector is x= [[31; 26; 17]; [34; 28; 18]; [37; 31; 20]; [40; 34; 22]; [44; 37; 24];
[48; 40; 26]; [52; 44; 28]]: Again, a careful study reveals that this vector is minimal in
the sense that there exists no approximate eigenvector y with maxj yi; j ¡maxj xi; j, for
any i. Hence the number of states at each of the seven depths, after using the state
splitting algorithm with this approximate eigenvector is, respectively,
(74; 80; 88; 96; 105; 114; 124):
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(The proof of) Theorem 2.2 says that after state merging this can be reduced to no
less than
(31; 34; 37; 40; 44; 48; 52):
In comparison, we found (after state merging) an encoder with the following number
of states at each depth:
(31; 36; 37; 41; 44; 51; 55):
3. Destined bit oriented runlength limited trellises
From the discussion just before Section 2.1 and the remark at the end of Section 2,
we note that by (a proper sequence of DOSSes), quadrupling all states in the encoder
of Example 2.2, we get a rate 2=3 (1; 1)-destined encoder for a (0; 1) constrained code
with 12 and 16 states, respectively, in the two trellis depths. Is this the best we can
do?
Note that by applying DOSSes to the initial constraint graph, we may construct a
(Wp;Wf)- destined constraint graph. If the state splitting algorithm is applied to this
modi-ed constraint graph, the resulting encoder will also be (Wp;Wf)-destined since any
splitting of a (Wp;Wf)-destined state will produce states which are (W ′p;W
′
f)-destined
with Wp¡W ′p; Wf 6 W
′
f . The key issue, however, is that by applying the DOSSes to
the constraint graph prior to instead of subsequent to the state-splitting algorithm, we
can sometimes produce simpler trellises, as will be demonstrated by examples later in
this section.
Lemma 3.1. A (1; 1)-destined constraint graph G for a (d; k) constrained code is
given as follows; where Gi; j is the set of edge labels for edges from state i to state
j; (if Gi; j is empty there is no edge from state i to state j):
• if d= 0; then the constraint graph contains k + 2 states; where states have labels
0; : : : ; k + 1; and the edges are given by
Gi; i+1 = {0} for i = 0; : : : ; k − 2
Gi; k+1 = {0} for i = 0; : : : ; k − 1
Gi;0 = {1} for i = k; k + 1
Gi; k = {1} for i = k; k + 1
• if d¿ 0; then the constraint graph contains k + 1 states; where states have labels
0; : : : ; k, and the edges are given by
Gi; i+1 = {0} for i = 0; : : : ; k − 2
Gi; k+1 = {0} for i = d− 1; : : : ; k − 1
Gi;0 = {1} for i = k:
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Proof. It can be easily veri-ed that the constraint graphs are (d; k) constrained and
in fact complete. Further, they are (1; 1)-destined because each column and each row
contains only 0s or only 1s.
Example 3.1. We will derive a (1,1)-destined bit-oriented encoder of rate (2=3) for
a (0; 1)-constrained code. Again we select m = 2, q1 = 1 and q2 = 2. Following
Lemma 3.1, we construct the -rst and second order graphs
 − − {0}{1} {1} −
{1} {1} −

 and

 {01} {01} −{11} {11} {10}
{11} {11} {10}

 (5)
corresponding to adjacency matrices
A1 = A=

 0 0 11 1 0
1 1 0

 ; A2 = A2 =

 1 1 01 1 1
1 1 1

 :
We -nd the approximate eigenvector x = (x1; x2) = ([2; 3; 3]; [2; 4; 4]) and the encoder

− − {0} − {0} − − − − −
{1} − − − − − − {1} − −
{1} − − − − − − {1} − −
− {1} − {1} − − − − − −
− {1} − {1} − − − − − −
− − − − − − {0} − − {0}
− − − − − {1} − − {1} −
− − − − − {1} − − {1} −


and 

{01} {01} − − − − − −
{11} − − − − {11} − −
{11} − − − − {11} − −
− {11} {10} − − − − −
− {11} {10} − − − − −
− − − {11} {10} − − −
− − − {11} {10} − − −
− − − {01} − {01} {01} −
− − − − − − {11} {10}
− − − − − − {11} {10}


with 8 and 10 states, respectively, in the two trellis depths.
Denition 3.1. For each state u in a (Wp;W!f)-destined encoder, assign state past and
future destiny labels P(u) ∈ FWp2 and F(u) ∈ FWp2 corresponding to the values of the
last Wp bits leading into and the -rst Wf bits coming out of that state.
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Theorem 3.1. The total number of states in a bit oriented; (d; k) constrained ;
(Wp;Wf)-destined; q-output encoder derived by the state splitting algorithm with sub-
sequent state merging; is lower bounded by
min
m∑
i=1
∑
(p;f)∈FWp2 ×F
Wf
2
max{xi; j : P(j) = p and F(j) = f};
where the minimum is taken over the set of approximate eigenvectors for the (d; k)
constrained; (Wp;Wf)-destined; q-output constraint graph; on the form x=(x1; : : : ; xm).
Proof. For a given graph, the element xi; j of a given approximate eigenvector x for
that graph denotes the number of states that state j of depth i will eventually be split
into, when x is used to guide the state splitting algorithm. Other states can be merged
with some of these states, but these xi; j states that are created by splitting of the same
original state will not later be merged again. States with di8erent destiny labels cannot
be merged together.
Example 3.2. From (5), the three states, on each of the two depths, of the initial con-
straint graph in Example 3.1 have (past, future) destiny labels (1; 0); (1; 1), and (0; 1),
respectively, and these labels follow the states through the state splitting algorithm and
apply also to their copies as the states are split. Observe from Theorem 3.1 that the
encoder trellis given in Example 3.1 has the minimum number of states in both trellis
depths.
Example 3.3. For comparison with Example 2.3, we have applied this procedure to-
wards the construction of a (1; 1)-destined (0; 2) constrained encoder of rate 7=8, with
q = [1; 1; 1; 1; 1; 1; 2]: By Lemma 3.1, a (1; 1)-destined constraint graph is given by

− {0} − {0}
− − − {0}
{1} − {1} −
{1} − {1} −

 :
A corresponding minimal approximate eigenvector is
[[26; 17; 31; 31]; [28; 18; 34; 34]; [31; 20; 37; 37]; [34; 22; 40; 40];
[37; 24; 44; 44]; [40; 26; 48; 48]; [44; 28; 52; 52]]:
By inspection, we -nd that the four states of the original constraint graph have di8erent
destiny labels. Hence Theorems 2.1 and 3.1 both give the number of encoder states at
each depth
(105; 114; 125; 136; 149; 162; 176);
which by comparison with Example 2.3 is better than -rst designing a minimal (0; 2)
constrained code and then DOSSing it twice.
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4. Conclusion
We have established upper and lower bounds on the number of states in bit oriented
constrained encoders, and in particular, in such encoders which in addition are destined.
We have also shown examples of encoders which meet the bounds with equality. How-
ever, since the state splitting is nondeterministic, there are other examples of parameter
sets where we have been unable to determine a minimal encoder. Another issue that
should be considered for an application with iterative decoding, is how to map input
bits to encoder transitions. We leave these problems for future work.
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