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Abstract 
Abstract 
Several conventions on climate change, such as the Kyoto Protocol, the European 
Union Protocol, and the UK White Paper, have been issued to control and reduce 
greenhouse gas emissions. Research has been conducted to find friendly environment 
sources of energy such as renewable energy, and to reduce greenhouses gas emissions 
by reducing the use of conventional energy. 
Analysis of the energy consumption from a perspective of end-use indicates that 
buildings are one of the main energy consumers. Optimization of building design has 
the potential to save 22% to 32% of building energy consumption [Caldas and Norford, 
2001; EU, 2002; and Wetter and Wright, 2003]. There are several optimization 
algorithms that have been developed to solve engineering problems. However, in this 
research a probabilistic optimization algorithm (a binary encoded Genetic Algorithms, 
GA), has been implemented to optimize building design with the aim of finding near- 
optimum design solutions with the minimum number of new function calls. 
The main aim of this research is to identify a GA structure and control parameters that 
is effective in solving whole building optimization problems, including large scale 
constrained problems having many design variables. The research is restricted to the 
single objective, minimising building energy. 
The performance of the GA was evaluated for two building optimization problems, both 
based on an example five zone air-conditioned building located in Chicago, USA. The 
first example is for an unconstrained minimization of building energy use, the 
optimization of the building construction design. The second problem extends this to 
include the HVAC system control variables and as a result, includes constraints on the 
occupant thermal comfort. In each experiment, the performance of the GA was 
examined for different population sizes, crossover probability, and the mutation rate. 
11 
Abstract 
The maximum number of new function calls (and building simulations) was restricted 
in each experiment set (this being the GA stopping criterion). The number of new 
function calls was selected to allow the optimization problem to be solved in a practical 
time. For the unconstrained problem, 12 GA control parameter sets were evaluated 
(with a total of 60,000 building simulations). Whereas for the constrained problem, 
eight sets of parameters were evaluated. Again the experiments were requiring a further 
60,000 trial simulations. 
The results showed that GA performance was insensitive to most GA control parameter 
values, such as crossover probability and mutation rate. However, the control parameter 
that had the most significant effect was the population size. The small population sizes 
(5 individuals) gave better results on the unconstrained problem, whereas the mid-size 
population size (15 individuals) showed better result with the constrained problem. It 
can be concluded from this research that a binary encoded GA with small population 
sizes can be used to solve unconstrained building optimization problems with 500 or 
less building simulation calls. However, large scale constrained building optimization 
problems require in the order of 2000-3000 simulations. 
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Chapter 1 
Introduction 
Since the industrial era began, in 1750, the use of energy has significantly increased. 
Although the industrial revolution improved mankind's living standards and has given 
them a luxury lifestyle, it has had an adverse effect on the climate system (atmosphere, 
hydrosphere, biosphere and geosphere). These adverse effects are observed and 
measured in different environmental systems such as the earth's surface temperature, 
greenhouse gas concentration, the melting of ice cover Arctic and Antarctic, and 
increases in sea level. 
Officially, the Intergovernmental Panel on Climate Change (IPCC) states that the world 
climate has become wetter and warmer, see Figures 1.1. A recent warming has been 
measured over the continents between the latitudes of 400 and 70° N [Pinnegar, J. et all, 
2003]. In these areas the temperature has increased and snow cover has declined 
since1988. 
This dramatic climate change is claimed to be a result of greenhouse gas emissions such 
as, carbon dioxide (CO2), methane (CH4 ), and nitrous oxide (N20) which are emitted 
from burning fossil fuels (coal, oil, and gas). The emission of these greenhouse gases 
has risen since the industrial era began by 31%, 151%, and 17% respectively [IPCC, 
2001]. 
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In this century, without rapid action to reduce greenhouse gases emission into the 
environment, the climate change is likely to be higher than any time in the last 10,000 
years [DTI, 2003]. 
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Figure 1.1: The Earth's surface temperature over the past 140 years [IPCC, 2001] 
For this reason, global climate change legislation is essentially required for the widest 
possible cooperation by all industrial countries to reduce these greenhouse gas 
emissions. An objective in this regard was put in a framework at an international 
conference held in Kyoto, Japan which was organised by the United Nations [Kyoto, 
1992]. 
Recently, the European Communities Commission also proposed legislation [EU, 
2002], and the UK government has also released a White Paper, draft legislation, [DTI, 
2003]. 
As a first step to implement these legislations, surveys were conducted to analyse the 
main end user of energy consumption. It was clearly shown that buildings were a main 
player in consuming a national energy; in Europe for instance, buildings consume 
40.7% [EU, 2002]. Closely, in the UK 50% of carbon emissions are from the buildings 
1 This figure is published by a permission given from IPCC. 
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MENEM 
(which are mostly a consequence of electricity use) [DTI, 2003]. This means more 
research on the design of efficient buildings needs to be conducted. 
One approach to improving the design of buildings is to use a computer simulation of 
the building performance, together with an optimization algorithm to search for design 
solutions that tend to minimize the building energy consumption. This thesis 
investigates the effectiveness of using this approach in building design. The 
effectiveness of the approach is judged in terms of the "efficiency" of the optimization 
algorithm in finding a solution, together with the variant of near-optimal solutions 
generated that may be of interest to the designer. 
1.1 Building Energy Use 
The demand on energy consumption in buildings will increase in the coming decades 
[EU, 2002]. This increasing on energy consumption demand will be mostly in the 
building sector as reaction to the external environment changing (global warming). For 
instance, in Europe the demand on electricity in residential buildings will increase from 
1 to 2% annually on the next decade [EU, 2002]; an illustration to the future demand 
European Union is shown in Figure 1.2 below. 
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Figure 1.2: Growth of energy consumption by end-use in the residential 
sector for period 1990 - 2010 in Portugal [Caldas, 2001]. 
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Furthermore, an investigation on the source of energy demand within residential and 
service buildings is illustrated in the Figure 1.3 and I. 4. 
Water heati 
25% 
Figure 1.3: Energy end-used in residential buildings in the European Union 
[Caldas, 2001]. 
Ligh 
14' 
Heating 
1 
Others [ ele 
Figure 1.4: Energy end-used in service building in European Union (Caldas, 
20011. 
As clearly shown in Figures 1.4 above, the main consumption in residential buildings 
goes to heating, water heating, and lighting, whereas in service building water heating 
less consuming than lighting. 
4 
Lighting and appliances 
Kitchen 
7% 110% 
Kitchens Cooling Wateero heating 
5% 4% 
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In the UK, the government ambition , as 
declared in their White Paper, is to reduce the 
carbon dioxide (the main effective greenhouse gas) emissions 60% by 2050 IDTI, 
20031. 
An analytical study was conducted to determine the main consumer of the national 
energy. It was found that the buildings are the ºnain energy consumption end user where 
it's found to be the source of releasing 50%% of current carbon dioxide emissions IDTI, 
20031. The detail of building energy consumption distribution is shown in Figure 1.5 
below. 
Lighting and Appliances 
Proce: 
10% 
Other 
15% 
Heating 
26% 
Figure 1.5: End-use energy consumption in UK [DTI, 20031. 
In conclusion, as it is clearly shown in Figures 1.3,1.4 and 1.5 above, buildings are able 
to play an important role in saving national energy consumption, consequently reduce 
greenhouse gas emissions. For instance, in the EU energy consumption in buildings has 
a potential to be saved to 22% (EU, 20021. This saving includes heating energy, water 
heating, air conditioning and lighting, which could he achieved by improving the 
respective systems. The main consumer element in building, is the HVAC, in this I 
element a potential of saving up to 25% can he achieved J EU, 20021. Also, there is a 
potential of saving 30% - 50% of lighting consumption in buildings, 14% and 4% are 
the amount of lighting energy consumption in service and residential respectively, 
(Caldas, 20011 
Hot Water 
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In addition, there is an opportunely of saving up to 20% in the service equipment in 
buildings such as office equipment, refrigerator, and washing machine. 
1.2 Model-Based Building Optimization 
It is clearly showed by the surveys that reducing building energy uses which 
consequently reduce the CO2 emissions is very important if global warming wanted to 
be addressed. Recent research has shown that building energy use can be reduced up to 
32% by using model-based building optimization [Caldas and Norford, 2001; Wetter 
and Wright, 2003]; the 32% reduction being in relation to benchmark design of energy 
use. 
Simply, model-based optimization is coupling an optimization algorithm with a 
building simulation program such as the "state-of-the-art" EnergyPlus2 [Crawley et al, 
2001]. The input parameters to the simulation program represent the building design, 
and control parameters. Simultaneous changing -to these parameters will 
lead to 
different possible solutions. The search space (possible solutions) can be systematically 
searched by an optimization method. Generally, in real-world problems the solution 
search space is limited by external requirement (constraints) such as maintaining 
occupant comfort while the objective is minimising energy use. The model based 
optimization process is illustrated in Figure 1.5. 
As shown in Figure 1.6 below, initial building parameters are set by the optimization 
algorithm, then the building is simulated by the building energy simulation. The output 
solutions are evaluated, if these do not satisfy the stopping criteria, a new set of 
building design parameters are passed to the simulation program. The better building 
performance should survive to the following generation. This process will be re-iterated 
until the predefined criterion is obtained. 
2 http: //www. eere. energV. gov/buildings/energyplus/ 
6 
Chapter 1 
Start 
Algorithm process 
Building Simulated 
I New set o 
Building Building Design 
Evaluated 71 Parameters 
Search o 
Converged 
4es 
Results 
analysis 
Stop 
Figure 1.6: Model-Based building optimization. 
The best algorithms that can match building optimization problem characteristics are 
the evolutionary algorithms (EAs) as it can handle mix-integer variables and not be 
sensitive to the objective function behaviour. In particular, genetic algorithms (GAs) 
have been found to be robust in fording the optimum solutions [Wetter, M. and Wright, 
J., 2003]. 
However, in the literature (Chapter 2), the building optimization research has focused 
on a partial building optimization problem such as envelope design and building 
construction that studied by [Caldas and Norford, 2003]. Some research has been 
conducted for the whole building optimization problems including the construction and 
control operation [Wright, J. A., 2002; Wright, J., 2001; Wang, W., 2005; Malkawi, A., 
2003; Coley, D., A., 2002]. However, no research to date has been conducted on the 
computational performance of any type of evolutionary optimization algorithms in 
solving whole building optimization problems. For this reason, further research is 
required to investigate the performance of evolutionary algorithm such as genetic 
algorithms (GAs) in solving whole building optimization problems for different level, 
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for example, different size of design variables with or without constraints on the 
objective function. It also good to consider that GA is a probabilistic optimization 
algorithm which tends to require replicate runs to ensure that the initial population has 
not major impact on finding the optimum solution. This research is aimed to fulfil this 
gap and its main objective is to find an efficient optimization algorithm that solves 
building optimization problems. 
1.3 Research Aim and Objectives 
The main aim of this research is to investigate the performance of an evolutionary 
algorithm in solving building optimization problems, and in particular, the number of 
simulations required to find an optimum solution. The strategic objectives of the 
research are: 
" review up to date approaches in solving building optimization problems 
(Chapter 2); 
"' select a form of evolutionary algorithm that is compatible with building 
optimization problems characteristic (Chapter 3); 
" develop different example building optimization problems and develop 
an experimental procedure for evaluating algorithm performance 
(Chapter 4); 
" evaluate the performance of the optimization algorithm in solving 
unconstrained building optimization problems (Chapter 5); 
9 evaluate the performance of the optimization algorithm in solving 
constrained building optimization problems (Chapter 6); 
" draw conclusions (Chapter 7). 
8 
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Literature Review 
Since the oil crisis occurred in 1973 and the symptoms of global warming started, 
scientists have been striving to find new cheaper sources of energy that do not harm the 
environment. At the same time, scientists have made great efforts to find ways of 
reducing the use of conventional sources of energy (fossil fuels). 
As a first step to reducing energy consumption, many official analyses were conducted 
to identify the main energy consumption by the end-user (as discussed in Chapter 1). 
These analyses showed that buildings are one of the main energy consumers. This 
encourages the researcher to focus more on designing efficient building. 
Over the past few decades the building optimization discipline has gradually progressed 
as many other disciplines do. Before computer technology was readily available, and 
calculations were performed manually, researchers were restricted to optimizing only a 
few variables, such as window size, insulation, or building layout. 
However, in the last few decades and with the rapid evolution of computer technology, 
the researcher has been focused on simulating and analysing building performance 
using simulation programs that can behave similarly to an actual building performance. 
Also, the researchers have invoked many optimization algorithms that can be coupled 
with the simulation program, this is known by model-based, to explore more efficient 
building design. 
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Some of these algorithms are able to handle efficiently large number of design 
variables, with or without constraints on the search space. 
These optimization algorithms can be classified broadly into two main categories: 
conventional and evolutionary. The conventional methods can be also subdivided into 
two main categories: single-variable optimization techniques such as, Golden section, 
Fibonacci, Powell's, and Simplex algorithm, and unconstrained Multi-variables 
optimization techniques such as Hook & Jeeves, Nelder-Mead simplex method, 
gradient methods: Steepest-Descent method, Conjugate Gradient method, Newton's 
method, etc., and constrained multi-variables optimization algorithms such as Zeroth- 
Order search method, Lagrange's method, Transformation methods, Linearization 
methods direct search method [Stoecker, W., 1989, Onwubiko, C., 2000]. Whereas the 
common evolutionary algorithms (EAs) are: genetic algorithm (GA), evolution strategy 
(ES), evolution programming (EP), and genetic programming (GP) [Deb, K., 2001]. 
These algorithms are population-based approaches which start their search on random 
generated solutions that is later probabilistically or stochastically manipulated to find 
the optimum or near optimum solutions. 
In this chapter a background on the Evolutionary Algorithms (EAs) concept and its 
features will be presented first. Then the use of these algorithms to building 
optimization related problems will be reviewed. This chapter will then individually 
review each building optimization problems solved by using Evolutionary Algorithms 
(EAs) in respect to their studied building element(s). Generally, building optimization 
can be categorized as follows: buildings envelop and construction, natural lighting and 
artificial lighting, lighting control, heating ventilation, design and operation of HVAC 
systems, building conceptual design and layout, and whole building optimization. 
2.1 Optimization Algorithms Classifications 
In general, optimization algorithms can be classified into conventional and evolutionary 
methods. The conventional optimization algorithms search for optimum solutions by a 
point-by-point approach whereby the objective function is used to guide the search 
towards optimum solutions; this is called direct or deterministic procedure. While, 
evolutionary algorithms on the other hand start with a random set of solutions 
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(population of solutions) that will be reproduced probabilistically on the basis that the 
fittest will survive longer generations. 
Conventional algorithms have shortcomings when implemented in a building 
optimization problem for many reasons. First of all, the convergence of a conventional 
algorithm can be sensitive to the initial guess, which may be inaccurate and might lead 
to convergence onto a local optimum. Also, it is sensitive to the design variables 
(discrete or continuous) and the objective function characteristic (smooth or non- 
smooth). Further, the gradient search method would result zero for variables are not 
directly part of the objective function, this will be discussed in detail in Chapter 3. This 
approach to search for the optimum is not applicable for a building problem where the 
objective function is not necessarily composed of all the design variables and some of 
these design variables are very discrete. Unlike the conventional algorithm, the 
evolutionary algorithms are less sensitive to the characteristics of the objective function. 
In practice, engineering problems that need to be optimized are normally represented in 
complicated objective function, which is probably beyond the conventional algorithms 
capabilities to find the optimum solutions. As an example, the building optimization 
problem, which is the subject of our study, has many aspects that must be considered. 
First, the problem does not have a unique mathematical function that would represent 
the whole problem. Second, it has large number of design variables with and without 
constraints. 
Fortunately, three decades ago a unique approach of optimizing a scientific problem has 
been found, this approach is knows by Evolutionary Algorithms (EAs). These new 
techniques have been developed to deal with problems where the conventional 
algorithms are not available or do not give satisfactory results. Evolutionary Algorithms 
inspired by the concept of natural evolution, the Darwinian concept. 
2.1.1 Superiority of Evolutionary Algorithms 
Conventional algorithms, which were briefly discussed in the first part of this chapter, 
are not able to solve complex problems such as building optimization problem. There 
are several difficulties with employing conventional algorithms in such kind of 
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optimization problems. Some of these difficulties are: convergence, which normally 
falls into a sub-optimal solution [Wetter, M., Wright, J. 2003], their ability to perform 
efficiently in different classes of optimization problems, their computational intensive, 
and their inefficiency in handling mix-types of design variables (continuous and 
discrete) [Deb, K. 2004]. However, EA's have many advantages over the conventional 
algorithms which can be summarized in the following points: 
" EAs work with a population of solutions instead of a single solution. 
" EAs do not require any auxiliary information except the objective function 
values. 
" Most of the conventional algorithms work with an assumption that the function 
to be optimized is uni-modal while EAs do not impose any restriction. 
" EAs use probabilistic rules to guide their search, while the conventional 
algorithms implement the point-by-point search. 
" EAs are suitable for parallel implementation which will reduce substantially the 
overall computational time. 
" EA's provide an ideal platform for performing a flexible search. 
A case study comparing one of the most popular conventional algorithms, Hook-Jeeves 
(HJ) and simple genetic algorithm (sGA), was conducted by [Wetter M., and Wright J., 
2003]. In this study a whole building simulation model (EnergyPlus) was coupled with 
these algorithms. The aim was to minimize the energy consumption in three different 
locations. The results showed that in two of the three locations, the sGA resulted in 
lower building energy consumptions, while it was almost similar to the HJ in the third 
case. In this study, HJ employed was based on an incorrect hypothesis where the 
objective function was assumed to be smooth with no local optima. Another case study 
was done by Chang Y. [2005] to compare GA with Lagrangian method of optimizing a 
chiller loading. The results showed that GA had a higher execution speed and low 
disruption of controlling the chiller loading. 
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In conclusion, EAs have several advantages over the conventional algorithms. 
Practically, the comparisons between the conventional and evolutionary algorithms in 
the above studies are backing the use of evolutionary algorithms (EAs) in solving 
building optimization problem. 
2.2 Building Optimized by Evolutionary Algorithms 
Building energy performance depends on the interaction between the internal and 
external environmental conditions. This interaction in building response depends upon 
the combination of its individual building elements characteristics. These are, for 
example, window size, lighting systems, building materials, and HVAC system design, 
control and operation. For this reason, most of the building research has focused on 
analyzing the effectiveness of one or more of these elements on the building 
performance. 
In the following subsections, a review of building elements optimization problem using 
Evolutionary Algorithms (EAs) is presented first, then followed by whole building 
optimization problems. 
2.2.1 Optimizing Building Envelope and Construction 
During the design stage there is an opportunity to reduce energy consumption without 
prejudicing the occupancy comfort or increasing the project cost. 
Caldas and Norford, 2003, for example, aimed to find trade-off between building 
energy consumption reduction and initial costs due to construction materials. In this 
research a multi-criterion GA was used with Pareto-Based approaches to find 
compromised solutions between the two criteria. This approach was verified by 
performing two sets of experiments; the first was implemented on a five-zone office 
building based on two different climates Phoenix and Chicago, and the second was for 
different property with different climate, apartment in Beijing (China). 
The office building positioned facing straight towards a cardinal direction, each of the 
four exterior zones has a window in the longer exterior wall, whereas the fifth zone is 
considered as a small core zone. All walls are considered in similar layout as the 
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interior finish was gypsum board and the outside layer was 2.5-cm stucco. But there are 
three internal layers between these internal and external layers. These layers are 
selected from a possible of 16 list of materials. The glass was fixed for all the 
experiments, a double-layer clear glazing with transmittance of 0.78 and aU value of 
3.16 W/m2K K. Costs of the used material in this paper were obtained after averaging 
prices provided by several retailers in the U. S. 
The experiments results showed that larger south and north windows led to better 
building performance but a higher capital cost. Whereas the west window showed better 
with smaller size, oppositely to the east windows were larger is preferred. ' Also, 
although the simulation showed at the beginning heavyweight and masonry elements, 
only lightweight insulation construction appeared in the final solutions. This was not 
expected in particular with hot climate such as Phoenix where commonly heavyweight 
construction is used. Because the heavy thermal mass of the floors and roofs were 
enough to absorb the heat to avoid the peak loads. In order to reduce the construction 
costs to the detriment of energy consumption, the GA solutions showed a larger use of 
air layer and lower quality insulation materials as well as using smaller window sizes. 
In the first hundredth generation of the first experiment, the reduction in annual energy 
consumption was only 6% (from 24.7 MWh to 23 MWh), but the reduction in 
construction costs was about 41% (from $8434 to $ 4965). This suggesting that 
including the cost as criterion in multi-criterion GA might lead to similar building 
energy consumption but much lower building cost. 
In the second experiments, a simple box apartment, 10 x7x3m, that was used to 
represent a hypothetical apartment in Beijing. The shorter apartment sides were exposed 
to the exterior (facing south and north). The other walls, floor and ceiling were 
modelled as adiabatic surfaces, assuming the apartment was part of a larger building. 
In comparison to the first example, this problem introduced new variables such as the 
solar absorptive for exterior walls and different glazing types. The construction material 
for south- and north-facing walls were also allowed to be different, because it was 
hypothesised that south-facing walls would give the same energy performance with less 
insulation, due to absorbed solar energy. The wall absorptive was varied between 0.2 to 
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0.8, in 0.2 steps. In this experiment the window constructions were allowed to be a 
single layer of clear 3-mm thick glass, with a shading coefficient of 1, visible 
transmittance of 0.898, and a U-value of 6.31 W/m2K, and a double-layer, clear-glass 
window with glass thickness of 3-mm and a 12-mm gap, a shading coefficient of 0.89, 
visible transmittance of 0.812 and a U-value of 2.79 W/m2K. 
In this experiment, all windows were double-glazed; north windows were generally 
very small. Decreasing south windows were the best strategy to reduce construction 
cost but it has a dramatic effect on increasing the energy consumption. The average 
energy consumption levels of the final solutions are decreased by 33% in relation to the 
initial random populations whereas the costs were reduced interestingly by 68%. 
Because the expensive material (Masonry) was completely excluded, and less 
expensive material as insulation materials were used. Further, no improvement on 
energy consumption or construction cost was found by rotating the building 90° (East- 
West). 
In another study related to envelope elements, the heat transfer coefficient of exterior 
wall surface at various wind speeds was identified by Zhang, L. et al (2004). A Genetic 
Algorithm (GA) was used to analyse exterior wall surface heat transfer process and 
compare it with actual conditions. The heat flux through a wall is a complicated 
dynamic process, which make it difficult to measure or calculate accurately the heat 
transfer coefficient for wall surfaces. 
An experiment on walls of room located in open area was implemented. The walls 
consists of three layers; the outside is granite plaster of 20-mm thick. The middle part of 
the wall is solid of 240-mm thick, and the inside layer is lime plaster of 20-mm thick. 
The test was done on the southern vertical wall of the experimental room. 
The measured experiments outputs of heat transfer coefficient for the tested wall 
(southern) were varied between 14.315 to 24.412 W/m2 K for encountered wind speeds 
of 1.04 - 7.36 m/s. This measured values proved there is an overestimated for the 
predicted heat transfer coefficient especially for high wind speed. The comparison 
showed that the predicted heat transfer coefficient values were overestimated. 
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Caldas, L., et al., 2003 has coupled a Genetic algorithm (GA) with a building 
simulation program DOE-2 on aim to utilize at maximum the daylighting to the 
buildings (studio teaching rooms). This kind of building uses need careful control of 
natural light in order to maintain adequate daylighting levels for drawing tasks. In the 
same time the amount of heat come inside the building need to be considered from 
thermal balance perspective. The artificial lighting system is supposed to be 
continuously dimmable by two sensors which allocated at each room. In this study, 
fenestration design, shading system and building shape (roof geometry) are the design 
variables that were manipulated. The results were compared to the performance of 
existing building (H Tower of Siza's School of Architecture at Oporto). Also, the 
building geometries were presented in 3D model to visualize the alteration to the 
possible solutions. 
The results showed that GA has the ability to manipulate certain building design as well 
as saving energy consumption. Also, set of alternative building shapes with better 
energy consumption were available to the architecture (87.58 MWh best solutions 
where the average consumption was 96.22 MWh, a 9% improvement). Also, a 
visualisation tool was employed to show the rendering of the alternative solutions. 
The above three articles were confined to one the related building envelope issues such 
as shape, and benefit of daylighting. Although, the analysed elements were important, 
many other building elements influencing building performance were not considered. 
Further, the GA structure and its operator's types (reproductive, crossover, and 
mutation) were not mentioned. Ultimately, the effectiveness of GA to find the optimal 
solution was not illustrated. In other word, how long the GA required to achieve the 
optimum solutions. 
2.2.2 Natural and Artificial Lighting 
The optimal window selection takes into consideration the thermal affect on the 
building. It considers the window size, glazing type, window facing orientation, the 
building user requirements, and the daylight penetration to find a compromise 
combination. Each of these window elements has interacting with the other building 
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elements. For instance, selecting window size is problematic, because the glazing 
purpose varies across the seasons. During a winter day (or cold climate) larger window 
size is preferred, as more daylight will penetrate the building and this will consequently 
decrease the consumption of electricity that used by the artificial lighting. Also, larger 
windows utilise more solar gains during the day time which reduces the demand on the 
heating system. However, during the absence of the solar gain an increase in heat loss 
through the glass will be larger, which in turn requires more output from the heating 
system. Conversely, use of more natural lighting leads to lower internal heat gains by 
the artificial lighting which means larger heating system will be required. 
During the summer season (or hot climate), as a contrast design to the winter season, as 
the window size increases the use of artificial lighting will be less but an increase in 
cooling load will be required. However, very small window sizes lead to more artificial 
lighting and less of an external view for the users. 
Caldas and Norford (2002), who integrated a simulation program (DOE-2) with an 
optimization algorithm (GA), have conducted a study of optimizing window size. A 
hypothetical office building was simulated, that faced the four cardinal directions with a 
square core zone, 30.5 in on each side, surrounded by four identical perimeter zones 
(30.5X4.6 m) which consists of 10 offices with size of 3.1x4.6. The window glazing 
was set as double-pane with a layer of spectrally selective glass, with a shading 
coefficient of 0.34 and visual transmittance of 0.41. The module was simulated for two 
distinct locations: Phoenix, Arizona, a cooling-dominated climate; and Chicago, 
Illinois, a heating-dominated climate. 
The authors selected uncommon Genetic Algorithm structure, what is called a micro- 
GA. It has population size of five individuals, unlike the conventional GA which 
commonly has a population of 30-200 individuals. In this paper the convergence was 
measured by 95% similarities among the population. If this occurred the population was 
restarted randomly and the fittest individuals retained. The GA was allowed to 
reproduce new solutions until 100 generations. Five trials were run for each set of 
experiments to assess to what extent optimum window designs may be sensitive to 
initial conditions. 
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Analysing the results showed sensible observations where the experiment for the 
Chicago climate preferred a small window size at the north side, due to the severe 
winter conditions, as north window is a large source of heat loss. In contrast was the 
situation of the south zone. 
The authors achieved unique goals by integrating a simulation tool with a robust 
optimization algorithm (Genetic Algorithm, GA), and also a better building 
performance had been found. Further, the designer was left with alternative efficient 
solutions. To be precise, the solutions showed an improvement of the optimum results 
by 15%; that was between the best solution 114.53 and the worst 131.4 MWh. 
However, the building, in this article, was not set to be thermally interactive, unlike 
regular building functioning. Also, the other building elements that interact with the 
external environment, such as building construction, HVAC design and control were 
not considered. Although the study was concerning the interaction between window 
sizes and lighting, the study was limited to certain types of window material and 
constructions. The other building elements that interact with the window size such as 
window's overhangs and blinds were not considered. Furthermore, the building was 
operated to maintain an internal temperature over the whole year, which might not be 
enough to satisfy occupant comfort. Ultimately, the micro-GA was set to run for only 
100 generations which is not confirmed whether this number is sufficient or not for 
such kind of problem with such population size. Also, the five times runs are not 
statistically sufficient to eliminate the effectiveness of the initial random solutions. 
Caldas (2001) also studied an existing multi-floor building using a simple GA coupled 
with DOE-2 in different climates; Oporto's, Portugal (mild climate) and Chicago, USA 
(cold climate). The building facade was alternated to take into account the best use of 
daylighting which consequently less uses of artificial lighting. This should reduce the 
overall building energy consumption. In this study, two reference points of the 
daylighting were positioned in each zone. It triggers a 500 lux as the design illuminance 
level on the working spaces and 300 lux for services areas. The result showed that 
energy consumption can be saved by 10% from the average building consumption. 
Also, in some of the solutions trial, the illuminance was almost four times that of the 
existing building. 
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The findings in this article did not show a good improvement to the whole building 
energy consumption, but a better illuminance level was achieved. 
Although, the achievement of this article was a result of varying the window and its 
shading sizes, different window constructions were not considered, which might have 
helped to reduce the building energy consumption. 
From different perspective of window optimization, a frame of three commonly used 
materials with a plastic window construction: PVC, air, and steel, were thermally 
studied [Kröl M., and Bialecki R, 2003]. Two-dimensional steady state heat transfer 
was assumed between interior 20°C and outside environment of -20°C. A Genetic 
Algorithm (GA) with a population size of 100 has been used to optimize the problem. A 
probability of crossover of 0.5 (for more explanation of this operator, see section 4.1.2), 
and probability of mutation of 0.15 (for more explanation of this operator, see section 
4.1.3) were selected. The results showed a significant reduction in the heat loss by 30%, 
this result achieved by changing the window geometry and the steel stiffener only. 
Although a dramatic improvement in heat loss through the plastic window frame was 
achieved, the direct building elements that may be affected by this modification such as 
lighting system and window shading were not considered. Also, the whole building 
performance needs to be analysed in order to determine the significance of that 
improvement. Ultimately, the authors intended to do further complex research, so better 
GA structure should be selected to ensure a better performance in solving a complex 
problem. 
2.2.3 Lighting Control 
The Lighting is considered as one of the main energy consumers in a building. This 
building element (lighting) can be conserved through two ways. First, high efficiency 
lamps and more efficient luminaries should be used. Second, better lighting system 
controls and good utilisation of daylighting should be considered in early stage of 
designing the buildings. 
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A good example of implementing this concept is the work done by Coley and Crabb 
(1997). In their work a Genetic Algorithm (GA) was employed to calculate the 
unknown parameters of a model that predicting the natural light of a room using 
external measurement of vertical plane illuminance at certain references point in the 
zone. The work also involved the use of a novel lighting controller that would be able to 
maximise the use of the daylight by dimming the artificial lighting based on the 
prediction of the natural lighting at each control step. This strategy would overcome the 
habit of the occupier of leaving the lights on based on the illuminance level at the time 
of their entrance to the space. Simply, sensors were to be imposed at the space to turn 
the light ON/OFF based on the daylight illuminance. 
The results from using GA showed exceptionally good agreement and a high 
improvement, particularly at higher light levels, with those from the manually 
calculated method (recursive least squares algorithms). Such a prototype was used to 
control the illumination within an office building. 
Although the authors showed the applicability of solving unknown parameter of a light 
model that predicted the natural lighting based on the lighting control which can be 
switch ON or OFF the artificial lights, the work was restricted to light control and did 
not consider other elements of building design that impact a performance, such as 
windows' size, blinds, and overhangs. Also, the performance of the GA was not 
clarified to prove how practical this approach in dealing with this kind of problem 
comparable to the other optimization algorithm. 
In a similar study, a self-adaptive integrated controller that manipulated artificial 
lighting level was investigated. The controller was based on the level of natural 
lighting, with full consideration of the energy consumption and occupant comfort 
together [Guillemin, A. and Morel, N, 2001]. For instance, the shading device was split 
into two parts depending on the user presence. The blind stayed open while occupant 
presence to give priority to visual comfort, but it was shut off when the user was not 
present to give priority to the energy conservation. This approach was achieved by 
integrating three control levels: shading controller, artificial lighting controller, and 
heating controller. The global optimum variables that fed as inputs to the controllers 
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were determined using Genetic Algorithm (GA) as an optimization algorithm to these 
controller variables. 
Several experiments were conducted to implement this approach. An experiment of two 
rooms with windows on the south wall were set up which integrated a controller in one 
room and conventional in the other room. The result showed a saving of 25% of energy 
consumption the room that integrated a controller in comparison with the conventional 
controller. 
Although, the above article introduced a brilliant idea of three self-adaptive interacting 
controllers, in the sense that every part of the controller works in order to assist the 
others. All of this work was based on the user acceptance to the controls behaviour. In 
other words, if the user got upset from the control action for any reason and do change 
that action, the blind position for example, all the integrated controllers would 
unfortunately be disturbed. 
Guillemin, and Molteni (2002) tried to eliminate this deficiency by trying to improve 
the self-adapting controller according to the user's wishes, but the works still need more 
validation. Also, the experiments were conducted in winter season only; in fact it test it 
should be test it on summer season as well to find out the effects of this system on the 
cooling system. 
Furthermore, an extension work to the pervious study a self-adjusted control has been 
tested for various building characteristics, lighting and window types. But, 
unfortunately, neither the GA structures nor its performance were explained in these 
previous works. 
2.2.4 Optimization of Building Conceptual and Layout Design 
Building design process goes through many stages before the design is completed, it 
goes from conceptual to preliminary and then to detailed design. The building designer 
uses his experience and judgment to arrive at the best concept-design. The two main 
criteria that the designer has to consider are the capital cost and utilising the floor plan 
to the maximum to fulfil the client's space requirement. 
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A computational procedure for optimizing a building conceptual design for structural 
layout of buildings using Multicriteria-Genetic Algorithm (MGA) was developed by 
[Park K., and Grierson D., 1999]. The main optimized variables of the problem were 
the two plan dimensions in the X and Y directions and the number of storeys. The 
design constraints were the specified maximum dimensions of the building site and the 
specified building height restriction. The two main objective functions were minimising 
the combined floor system column and land costs and optimizing the flexibility of 
usable floor space. 
In the above article the ability of the GA to handle a multi-objectives problem was 
shown, it also takes into consideration the reduction of the building's energy 
consumption. Also the algorithm give opportune to the designer to select which 
building layout was more preferable. Still the article was restricted only to building 
layout and land cost using MGA without addressing the other building elements that 
contribute in the building energy consumptions such as material construction, and 
HVAC system control. 
In another study, good results from coupling Genetic Algorithm (GA) and design 
process to demonstrate a large office layout were obtained [Jo, J. and Gero, J., 1998]. In 
this study an intuitive idea was employed, the design knowledge of building synthesis 
was incorporated as genetics information via what is called `schema' in the GAs. A 
comparison was made between the results created by knowledge of design and one 
randomly seeded GA evolution (the conventional way to start a GA). An improvement 
by 3.6% and 7.4% of the total cost was indicated by using the randomly seeded and 
design knowledge, respectively. 
As an extension to the previous work, Gero and Kazakov (1998) designed a genetic 
engineering approach whereby some activities are aggregated into a compact group 
where the objective was to find the optimal of that group. Then an optimum location of 
the activities within these groups was sought. 
In fact, the above two papers were confined to comparing a conventional and new 
techniques of optimizing the layout of office buildings and conceptual design. They did 
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not show a reduction in building energy use nor the performance of the GA that used to 
find the optimum solutions. 
Similarly, the use of evolutionary computing techniques for the design of commercial 
office-type buildings was conducted by Sisk, G., et al., (2003). The results indicated 
that the evolutionary algorithms such as GA can technically improve the building 
conceptual design. 
In different study, a multi-criteria genetic algorithm (MGA) was implemented to 
investigate its effectiveness at a very early design stage. A trade-off between the 
objective functions usually came at the expense one criteria over the other. For 
example, minimising the initial capital cost, minimising annual operating cost and 
maximising annual income revenue were the objective functions managed in this paper 
[Grierson, D. et al, 2002]. A set of solutions that trade-off these objectives were 
achieved by the MGA, after trial of 200 different solutions. 
Although the results were encouraging the above two papers were limited to the 
conceptual design only. 
2.2.5 Optimization of HVAC Systems: Design and Operation 
Research interests in optimizing building design have rapidly increased in the last few 
decades with the aim of reducing the energy consumption. In fact the greatest savings in 
building energy consumption can be made through the design of the heating ventilating 
and air conditioning (HVAC) system. 
Fong K. F. et al. (2006) showed that Evolution Programming (EP), uncommon type of 
Evolutionary Algorithm (EA), was efficient in handling building problems. In this 
article an improvement to an existing HVAC system was achieved with no extra cost, 
by only setting proper supplies and return temperatures. The EP coupled with the 
HVAC model that was built by TRNSYS simulation program. The results showed a 
reduction of 7% of the whole year's consumption of the HVAC by only resetting the 
supply and return temperatures setpoints. 
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The authors have proved that EP efficient to handle a building problem. However, a 
further research is needed to compare this algorithm performance with the commonly 
used EA algorithms such as GA. Also, different kinds of building service problems 
should be implemented in order to enrich such a comparison. Also, this article was dealt 
with only one building element, the HVAC operating temperatures. However, other 
elements which need to be considered at the design stage such as building construction, 
geometry, orientation, all of which have an influence on the HVAC selection and 
design. 
West and Sherif (2001) studied the effectiveness of a multistage vapour compression 
system over a basic vapour compression system in an article split it into two parts. A 
multistage vapour compression system can have more than one evaporator, 
compressors, aftercoolers, intercoolers, flash tanks, and liquid-to-suction heat 
exchangers. The study considered 121 different configurations operating at condensing 
and evaporating temperatures that range from -50 to 50°C. Also, four different types of 
refrigerants were employed, R-22, R-134a, R-152a, and R-123. This work attempted to 
find the optimum multistage effectiveness through several number of configurations. 
The multistage effectiveness can simply be defined by the advantage of quantifying a 
multistage vapour compression over one or more single vapour compression systems. 
There are many alternative multistage vapour configurations. 
A genetic algorithm was used with population size of 100, mutation rate of 0.01, single- 
point crossover with termination criteria of either 0.001% accuracy or 50 generations. 
Every kind of refrigerant was run five times to eliminate the impact of random initial 
solutions. This work showed an improvement in effectiveness of the multistage vapour 
compression system to be greater than the basic system by 1.1-1.2. 
The above work found that there was not a significant improvement when using multi- 
stage vapour compression systems over multi-single vapour compression systems. This 
may be attributed to the structure of the GA used in handling this problem. Most of the 
optimum solutions have been found at 50 generations (the maximum allowed by the 
GA designer). This indicated that the number of generations assigned was not 
sufficient. Also, the type of crossover (single-crossover) is inefficient, as pointed out in 
many of the research literature [Spears, W., and De Jong, K., 1990, Spears, and Anand, 
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1991, Spears, W., 19921. Ultimately, more variables need to be included to complete 
the multistage vapour configurations, such as subcooling, superheating temperatures, 
pressure drops. 
With a different type of HVAC system, district-cooling system (DCS), a GA was 
employed to improve its operation, Chow, T., et al (2004). The aim in this paper was to 
find way in reducing plant size of a district-cooling system and its cost. This aim was 
approached by finding the optimum mix of building with diversifying daily cooling- 
load patterns that would be served by the DCS. Typical buildings (office, residential, 
shop, hotel, and train station) of each category were included, using dynamic building 
simulation (DOE-2). Three typical days were tested in order to find the maximum 
consumption of each building's category. The ratio of the mix of these buildings was 
measured by what called in the paper by fluctuation index, f. To minimize this 
objective function, f, a Genetic Algorithm (GA) was employed. Four different 
concatenated studies were implemented. In every new evolution the weakest effective 
building category from the previous study was eliminated. The results showed good 
practical solutions in a very reasonable computation time. The best combination out of 
the building categories was office, residential, and shop buildings. 
Sakamoto, Y., et al (1999) optimized a schedule for an electric-type district heating and 
cooling plants. In this article two different optimization algorithms were compared, 
Genetic Algorithm (GA) and Mixed-Integer-Programming (MIP). 
The results showed that the GA was able to schedule the plant on-line by 10 times faster 
than the MIP. This confirmed that the GA has the on-line ability to make a faster 
operation schedule for a large district heating and cooling plant. 
In different aspect, with the development of the semiconductor industry the optimal 
chiller loading (OCL) which identified as the larger user of air conditioning load for 
power consumption. A Genetic Algorithm (GA) was introduced as alternative 
optimization algorithm to conventional method (Lagrangian Method). GA showed an 
efficient of solving the control problem and was succeeded to reduce energy 
consumption in OCL [Chang, Y., 2005]. GA showed an efficient of improving such 
task in a reasonable execution speed and with less discrepancy. 
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Although the above articles showed an effectiveness and practicality of GA, the 
structure and performance of the GA was not demonstrated. In the first paper (Chow, 
T., et al, 2004), the work was confined to the building categories of mix ratio without 
considering other decisions that might affect the outcome. Further, the dynamic 
building simulation was tested for three design days in the summer months which might 
not represent the whole year building energy consumption. Finally, although the GA 
showed better to schedule the problem, the improvement of the DCS by using such an 
approach was not specified. While, in the second paper that done by Sakamoto, Y., et al 
(1999) the aim was only to examine the GA ability of handling the scheduling operation 
of DCS plant over the optimization algorithm (MIP). Ultimately, Chang, Y. (2005) in 
the third paper used the GA effectiveness as an alternative of conventional method to 
optimize semiconductor chiller. 
Different approach was conducted to enhance the air-conditioning (AC) performance by 
improving the AC control schedule [Qiao, G., and Qing-wei, X., 2002]. An Improved 
Genetic Algorithm (IGA) was employed to set the proper strategy of the AC to predict 
the next days cooling load. The control parameters that changed based on the next day 
prediction climate were the starting/stopping states of chillers, the load of chillers, the 
input chilled water temperature, the output chilled water temperature, and the load of 
the chilled water pumps. A real building, Liangmahe Plaza, was simulated with the new 
strategy. A saving of energy consumption by 24.5% was achieved. 
An extension to the above approach was validated by another study [Qiao, G., and Xin- 
jian, F., 2001]. A schedule of a four chillers, for the same building in the previous work, 
was optimized using IGA. The results showed that 10% of the energy was saved in this 
study. 
In the above two articles, the results showed a saving energy of AC by 24.5% and 10% 
respectively. However, neither the structure nor the effectiveness of the GA was shown. 
2.2.6 Building Thermal Model 
Lauret, P. et al., 2005 employed a Genetic Algorithm (GA) with a thermal model code 
(CODYRUN) which later checked with a real test cell. The GA was used to find the 
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comparing the response of the thermal model at each node with the model designed by 
the genetic, the defective sub-models were successfully found. These good findings 
encouraged the authors to carry out further research to identify the element in the sub- 
model that caused the disagreement with the mathematical model. 
This study was confined to validating a particular purpose (thermal model code). Also, 
simple building model was used for comparison with an existing cell. The GA structure 
and the building performance of the GA were not fully demonstrated. 
8. OPTIMIZING HVAC CONTROL 
Optimizing the heating ventilating and air conditioning (HVAC) control will 
subsequently improve the systems performance and reduce their energy consumptions. 
For instance, the traditional MID controller (proportional, integral, and derivative) is 
commonly used to control HVAC system, this due to their simplicity and reliability. 
Huang and Lam (1997) have presented an automatic tuning of PID controllers in 
Heating Ventilating and Air Conditioning (HVAC) system to achieve optimal 
performance. Three performance indicators overshoot, settling time, and mean squared 
error used to compare the optimized controller with a traditionally tuned controller. 
A simple GA was developed to provide a genetic-based method for obtaining the 
optimal parameter values of a PI controller in an HVAC system. The derivative action 
had little effect on a thermal system due to the large time constant that exists in most 
cases. The P and I values were encoded into binary chromosome (16 bits) with 
crossover probability of 0.85 (two-point crossover), mutation probability of 0.02. 
The results proved that by using the GA tuning program, the optimal controller 
parameter values for the HVAC system were determined successfully, with very 
satisfactory performance. The control parameters for both methods were as follows: for 
the GA algorithms overshoot was equal to 0.381°C and the settling time 14.5s, while for 
the traditional Zeigler-Nichols method, the overshoot and settling time were equal to 
0.922°C and 358s respectively (25 times faster than the traditional method). The results 
showed that the GA method yields to a better performance than that of the traditional 
Zeigler-Nichols method of tuning the controller. 
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the GA algorithms overshoot was equal to 0.381°C and the settling time 14.5s, while for 
the traditional Zeigler-Nichols method, the overshoot and settling time were equal to 
0.922°C and 358s respectively (25 times faster than the traditional method). The results 
showed that the GA method yields to a better performance than that of the traditional 
Zeigler-Nichols method of tuning the controller. 
For the same purpose, the second author (Lam, H., 1993) has conducted a successful 
comparison between a traditional PI controller tuned by genetic algorithm and an ON- 
OFF controller. The results showed that a reduction in power consumption was 
achieved by using the optimal controller that tuned by a GA. In this study the author has 
used the GA again to formulate the optimal HVAC controller; the solar radiation and 
outdoor air temperature were given as the environmental variables. The result showed a 
better controlled to the air conditioning with satisfying the occupants comfort. 
Apart from the dramatic results achieved by the previous articles, the optimization was 
confined only to the HVAC control. Also, the GA performance of the conventional GA 
(population size of 40, two-point crossover, mutation rate 0.02, and stopping criterion 
of 50 generations) was not shown. 
Gibson, G., 1997 take different approach to improve a building performance. A 
supervisory controller was used to enhance the building performance response which 
consequently will reduce the energy consumption. A minimal cost of implementing 
such approach was also taken into the consideration. In this study, an artificial neural 
network (ANN) was used to model the dynamic behaviour of the building and energy 
equipment which later coupled with a Genetic Algorithm (GA) to be optimized. This 
integration was applied to a school in California in order to control a thermal energy 
storage system of a conventional screw-type chiller with a gas-fired engine-driven 
chiller. The model-based (GA and artificial neural network, ANN) showed an effective 
in controlling the system. A similar work to this article was done by Chow, T. et al. 
(2002) which showed a similar findings. 
The authors on the previous articles [Gibson, G., 1997 and Chow, (2002)] proved that 
the GA and ANN were very effective tools for optimizing the HVAC control. However, 
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comfort conditions of optimum control strategy. This model was coupled with a 
Genetic Algorithm (GA) to optimize the plant operating setpoints schedule. To validate 
the used model, a case study was implemented on a hollow core ventilated slab building 
which is located at the University of East Anglia (UK). The results showed an 
improvement in the building performance in different seasons: summer, winter and mid 
season, in terms of energy consumption and thermal comfort in the occupied spaces. 
In another study, a supervisory control strategy was optimized to save energy 
consumption [Nassif, N., et al., 2003]. A case study was conducted on the supervisory 
control of an air handling unit (AHU) located in the Ecole de Technologie Superteure. 
The HVAC systems variables that were studied in this case were the zone temperatures, 
supply duct static pressure, and supply air temperature. The two main objectives of this 
study were to save HVAC energy consumption without prejudicing the occupant 
comfort. In order two handle these two objective functions a Multi-Objective Genetic 
Algorithm (MOGA) was used with the following structure: crossover probability 0.9, 
mutation probability 0.04, population size 100, and 800 generation as termination 
criterion. The result showed that a saving of 19.5% of the energy consumption was 
achieved by implementing the on-line genetic algorithm to find the optimal set points of 
a supervisory control strategy. This achievement was obtained while maintaining the 
minimum design air flow and occupant comfort requirements. 
The study by Ren and Wright (1997) was implemented for certain aim, optimizing the 
schedules setpoints. While the study by Nassif, N., et al. (2003) showed that by proper 
setting of a few optimized setpoints a saving of 19.5% of the AC energy consumption 
was achieved. However, further investigation into optimizing more interacting setpoints 
such as zone supply temperature, chilled water supply temperature, and chilled and 
condenser water supplies are required. Also, the MOGA structure should be carefully 
selected in order to get best performance. 
In similar approach, the on-line self tuning control of a variable air volume (VAV) air- 
conditioning was investigated by Wang and Jin (2000). The VAV setting strategy, 
based on predicting the response of the overall system and its energy use, was selected 
using Genetic Algorithm (GA). Many GA control parameters were employed by the 
strategy to optimize the setting. These setting points were selected by the control 
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condenser water supplies are required. Also, the MOGA structure should be carefully 
selected in order to get best performance. 
In similar approach, the on-line self tuning control of a variable air volume (VAV) air- 
conditioning was investigated by Wang and Jin (2000). The VAV setting strategy, 
based on predicting the response of the overall system and its energy use, was selected 
using Genetic Algorithm (GA). Many GA control parameters were employed by the 
strategy to optimize the setting. These setting points were selected by the control 
strategy to self-tuning the VAV air-conditioning control system. Apparently, this 
strategy is suitable to be used with an intelligent building that has a Building 
Management System (BMS). The strategy aimed to minimize the energy cost without 
sacrificing the thermal comfort of the occupant. The results showed that the GA 
achieved the optimal control strategy, by predicting and self-tuning the assigned control 
parameters. 
Similarly, Alcala, R. at el. (2005) has investigated a tuning of fuzzy control systems 
using a steady-state Genetic Algorithm (GA). This article was based on a previous work 
[Alcala, R., 2003]. The main objective of this article was to improve the fuzzy control 
in order to reduce the energy consumption; in parallel the quality of the indoor air was 
considered. In this article the steady-state GA was used. The steady-state is basically 
keep constant population size during its breeding, i. e. the selected two individuals 
(parent) breed two new offspring. Interestingly, that many new adaptive crossover 
operators were used in order to find the most effective GA control parameters. The 
result showed much improvement to control stability as well as energy use which was 
approximately 15% lower than the ON-OFF controller. 
Although, a great effort was shown by the authors of the above articles to improve the 
VAV control in a presence of BEM system, some of the details of how far the work 
improves the VAV system were missed from the articles. For instance, the percentage 
of energy saved and how GA behaved were not demonstrated at the article of [Alcala, 
R. at el., 2005]. While in the article of Alcalä, 2003 the performance of the multi- 
criterion GA was not shown. However, it was indicated that the computation run took 
four days for the problem to be solved, which is not a practical for a HVAC control 
users. 
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2.2.8 Whole Building Optimization 
The research discussed in the previous sections tried to improve the design or operation 
of specific building and system elements. In contrast, whole building optimization 
considers several elements of the building design and operation together. Such a 
problem can be characterised as a multi-model or multi-optimal which requires an 
optimization algorithm that handle a complex search space. Currently, research is 
focused on using Genetic Algorithms (GAs) as an optimization tool. It showed 
robustness in handling a large number of variables and complex objective function. 
These algorithms require a thermal model or building simulation programme such as 
EnergyPlus [Crawley, D., 2005] to be used as an evaluation tool of a building. 
For example, Coley and Schukat (2002) used a Genetic Algorithm (GA) which is 
coupled with a simplified building simulation (EXCALIBUR) to evaluate a building 
over a whole year in a reasonable computational time. The building was represented in 
a simplified thermal model by five construction elements of each zone (while in reality 
a building has far more construction parameters). 
The building perimeter and pitch of the roof were part of the design variables. The 
building construction such as external walls, floor, windows and its location, and 
shading were also among the problem design variables. The building was designed to 
maintain indoor temperature between 19°c and 25°c. The only pre-defined building 
characteristics were the floor area (200 m2) and that usually the building required for a 
single-storey, community hall. 
The results obtained an efficient buildings which consumed only 13000 kWh, whereas a 
typical such building would consume 27000 kWh, 48% improvement. In addition, in 
this study the designer had the opportunity to select from several optimum solutions the 
most preferable design (architecturally), the alternatives designs are found within the 
5% of the optimum solutions. 
This paper achieved a significant improvement in building design in respect of energy 
consumption as well as given the final decision on the architectural layout to the 
designer. However, it used a simplified thermal model which does not represent a real 
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building behaviour and it might give inaccurate results. Also, the GA design that was 
used involved a relatively large population size (a simple GA with 50 population size 
and population gap of 0.8). If this approach had been coupled with any whole building 
dynamic thermal model such as EnergyPlus (Crawley, D., 2005) an intensive 
computational time would be required. Further, the GA operators such as probability of 
crossover and mutation are not specified in the paper. 
Another approach to optimize a building using Genetic Algorithm (GA) has been 
conducted by [Malkawi, A. et al, 2003]. In this study GA has been coupled with a 
computational fluid dynamic (CFD) package. In this paper the evolutionary algorithm 
was not only used as an optimization tool but also as a design aid. In this article, 
performance-based design has the advantage that the building can be investigated for 
specific goal requirements during its evolution solution progress. Also, this approach 
allows the user to explore and visualise the design and allows the designer to contribute 
to the design using his experience and creativity. 
As the thermal and ventilation performance criteria were used to evaluate the space 
design, each time the space geometry changed, a re-model and re-mesh of the CFD 
package recomputed the air flow to find the feasible solutions. This process was 
performed till a set of design solutions was finalised. This approach was built on a 
model which consisted of four modules: design evolution, performance evaluation, 
morph visualisation, and thermal and CFD design evaluation. In the design evolution a 
GA was employed to generate the shape of the design that subsequently generated a 
CFD package to evaluate the thermal and ventilation efficiency criteria. The result fed 
back to the GA (evolution design) to generate a new alternative design. This process 
was performed until a satisfactory design was identified. The beauty of this process is 
that the designer can intervene at any time and identify the design through the 
integrated visualisation module (morph shape). Also, at each stage the temperature and 
velocity contours can be generated for users to visualise and check the building 
performance. 
The design evolution was manipulating twenty one design variables; three continuous 
and eighteen discrete. These variables are represented by a GA's string. Apart from the 
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explicit upper and lower variables bounds, other constraints were included to ensure the 
design feasibility before it was evaluated (window size, supply and extract terminals). 
The authors of the above paper (Malkawi, A. et al, 2003) succeeded to integrate 
intuitively a GA with CFD package which interestingly can be visualized through the 
design process. This gave the designer the full opportunity to intervene the solution 
evolution based on his/her preferences and experiences. However, a traditional GA 
design was used which might, with these inputs, take a long computation time to reach 
the feasible solution, and this effect its practicality implementation. Unfortunately, the 
paper did not indicate how far the building was improved. 
Wright and Farmani (2001) studied a simultaneous optimization of a whole building. 
The building elements that have been optimized were the HVAC system size, the 
HVAC-plant control strategy, and the building-envelope construction. A Genetic 
Algorithm (GA) was selected with an objective function of energy cost. The design 
variables were the system size including the supply-fan size, coil width and height, and 
the number of coil rows. Also, an operation design variables were included (ON-OFF 
status during unoccupied hours, mass flow rate of supply air, and supply-air 
temperature). Furthermore, the building construction was characterized by building 
weight (heavy, medium, and light), glazing type (clear and low emissivity) and window 
area ratio to the exterior wall (10,20, and 30%) to be used as design variables. All 
variables were constrained within upper and lower bounds. In addition, the overall 
search space was constrained to the maximum Predicted Percentage of Dissatisfied 
(PPD) of the occupants. 
The GA was designed to run for 1000 generations (each generation having a population 
of 80 solutions). A logical output was found by the study; the energy cost increased 
with the increase of window area and the "lightness" construction. Also, as expected, 
the low emissivity glazing also resulted in a reduction in energy costs. The GA 
identified that the construction with the minimum energy cost was composed of heavy- 
weight, low emissivity glazing, and 10% glazed area respect to the wall area. In general, 
the results showed that the GA was robust enough to handle a whole building problem. 
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Although the GA performed efficiently with this problem, there are many issues was 
not considered. First, the thermal model used to represent the building was simplified as 
lumped parameter model which might affect the results accuracy. Second, only three 
design days where tested (summer, swing, winter), not a year-round simulation. Finally, 
the GA structure was assigned to converge after 1000 generation with all 80 
individuals. This GA design would not be practical to be implemented with a whole 
year building simulation program such as EnergyPlus, as an intensive computation will 
be required. 
Wright and Loosemore (2001) also studied the trade-off of building optimization 
problem criteria (capital expenditure and occupant thermal comfort). In order to satisfy 
more than one objective function, a multi-criterion decision making methods was 
engaged. This approach was implemented by using a Multi-Objective Genetic 
Algorithm (MGOA) which used the concept of Pareto ranking scheme to evaluate the 
solutions. 
The MOGA was capable of finding the Pareto optimal solutions with a 200 sample 
solutions and a maximum of 1000 generations. Apparently, the MOGA was able to 
solve efficiently the multi-criterion building optimization problem, where the feasible 
solution was discovered within the first four generations. Also, the optimum region in 
the search space was reached within the first twenty generations. 
This article showed the potential of MOGA to solve a multi-criterion building 
optimization problem. However, it was based on a simple thermal model of the building 
which may increase the possibility of not reacting as a real building. This problem 
could be overcome by using a whole building simulation. But, a full simulation with a 
200 individual population and 1000 generations would be computationally intensive. 
A similar approach, but with different building optimization aspects, was considered by 
Wang, W. et al (2005). A multi-objective genetic algorithm (MOGA) coupled with a 
simulation program to find the optimal solutions. The main criteria were based on 
economic and environmental life cycle. This article studied a single-story office 
building (total area was 1000 m2), located in Montreal, Canada. The building was 
characterized as rectangular with low-emissivity glazing, two types of walls, and two 
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types of insulation material. The model was allowed to vary only the design variables, 
building orientation, aspect ratio (width to length perimeter ratio), and wall type. 
The MOGA control parameters were set as crossover probability 0.9, mutation 
probability 0.02, population size 40, and number of generations 200. Each experiment 
was repeated 3 times in order to eliminate the initial randomness effectiveness on the 
MOGA results. The time required of each experiment was a 30h to complete the 
algorithm process using a new generation computer. 
This work was generalised in a well organised object-oriented framework to solve any 
similar or higher complexity problems, [Wang, W. et al, 2005/1]. This framework was 
designed to handle an unconstrained and constrained single objective function and 
unconstrained multi-objective functions. The framework consisted of three main 
modules: a variable module which defined variables and organised them according to 
their relationships, a simulation module that evaluated the objective function and 
optimiser module which implemented optimization algorithms. 
A case study was conducted to verify the framework with a building of 500 m2 with 40- 
year life expectancy and many design variables. It also had specified indoor and 
outdoor design conditions. The runs that were required to optimize the building took 
around 70h on Window XP (3.06 GHz Pentium-IV processor, 512 MB Ram). Each run 
was repeated three times to be sure that the initial random solutions were not impacting 
the optimum solutions. 
Although the first article (Wang, W. et al, 2005) described a tool for designing a green 
building, the benefit of the approach was not clearly clarified. Also, some of the 
building's main variables that directly influence building energy use such as window 
construction and roof types were not optimized. In the second paper for Wang W. 
(2005/1), the runs replicated 3 times which statistically not sufficient to find a right 
mean that representing the optimum solutions. Also, 70 h is too long practically to solve 
a real building optimization problem. 
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2.3 Summary and Conclusion 
Building optimization role an important factor in saving the whole country's energy 
consumption; buildings can save from 22% to 32% of the overall building energy 
consumption [EU, 2002; Caldas, 2001]. 
Traditionally, buildings were optimized by varying one parameter such as window size 
to see its effect on the building performance while the other related parameters such as 
overhang, window materials, and shading are remained constant. Later, new 
optimization techniques were found which can handle several design variables; still 
they were limited to certain number of parameters. Fortunately, new technique was 
found which can handle large number of parameter efficiently. 
In general, optimization algorithms are broadly classified into two main categories: 
conventional and evolutionary optimization algorithms. The conventional algorithms 
use two different approaches to find the optimum solutions. The first approaches deals 
directly with objective function values and uses this to guide the search direction. This 
approach is called a direct search method; it showed a successful with 24 control 
variables of HVAC supervisory control. In contradict, it found to be less effective with 
48 control variables and even more restricted with discreet control variables [Ren, M. 
1997]. The second approach uses the objective function derivative as a guide to the 
optimum. So, if the derivative of objective function and its constraint cannot be 
obtained, this approach would not be applicable. Also, a limitation of using this 
approach is found if any of the variables are discrete. Furthermore, if the variable is not 
part of the objective function formula, as in the case of many of the building parameter, 
the objective function derivative in respect to this variable will be zero. For this reasons, 
the conventional algorithm was not the proper algorithm that can be used with a whole 
building optimization problem. 
Unlike the conventional algorithms, evolutionary algorithms (EAs) are less sensitive to 
the characteristic of the optimization problem, such as the availability of the objective 
and the variables types (discrete or continuous). 
There are several types of Evolutionary algorithms (EAs); all these algorithms are 
inspired from the Darwinian concept where the fittest individuals will survive to the 
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next generation. Also, their search starts from a random set of solutions (population) not 
a single solution as in the case with many conventional algorithms. The most popular 
and widely tested among the EA's family is the genetic algorithms (GAs). GAs showed 
an effectiveness of handling one or more of building optimization problem (as shown in 
the above sections). However, the GAs operators of (population size, crossover, and 
mutation) have not been fully examined. Selection of appropriate algorithm operators is 
trade-off on obtaining a balance between fast convergence (exploitation of existing 
solutions), and maintaining the exploratory power of the algorithm (to prevent false 
convergence). 
Previously, the research focused on a single element of building, such as window 
geometry, building construction, and building orientation. Research has also been 
conducted to investigate the simultaneous optimization of the building construction, 
size of heating, ventilating, and air-conditioning (HVAC) systems, and the HVAC 
system supervisory control strategy [Wright et. al, 2002]. Although, this work 
represents a significant step towards being able to perform large scale of whole building 
optimization, for this reason, more research is required for the application to large scale. 
In this research, a GA and its alternative forms will be evaluated for solving a whole 
building optimization problems. Since, the main aim of the research is to investigate 
which form of GA is the most efficient to solve a whole building optimization problems 
with relatively few simulations. The findings will be more beneficial when the 
optimization algorithm is intended to be coupled with a whole building simulation 
program, such as EnergyPlus and/or CFD package. 
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Selection of an Evolutionary Algorithm 
In real-world optimization problems there are two common challenges that face the 
practitioner. The first occurs when the search space has many local optima. The second 
occurs if the search space is so large that the exact global optimum cannot be found in 
reasonable time. In addition, a problem may have multiple objective functions, some of 
which may be in competition with each other, such as cost and quality. Moreover, these 
objective functions may be subjected to linear or/and nonlinear constraints on the final 
solutions. Evolutionary algorithms (EAs), however, lead themselves to the solution of 
these kinds of problems. Furthermore, EAs are not sensitive to the problem 
characteristic; they can be applied to a problem with continuous, discrete, or mixed- 
integer design variables. In practice it has been found that, compared with traditional 
algorithms, EA's show excellent performance with all kind of optimization problems. 
To be precise, EAs are robust in solving building optimization problems. This what has 
been discussed in Chapter 2. 
EAs are based on a simple concept (Darwinian's theory); however, selecting EA 
operators is not a straightforward. Good selection of algorithm operators will ensure 
more robust and effective of EA performance; there are many approaches to select these 
parameters. However, to date, the selection of suitable operators and their control 
parameters has not been addressed for efficient solution of building optimization 
problems. 
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In this chapter an overview of the structure and features of evolutionary algorithms 
(EAs) is described together with the common forms of algorithm. Later, selecting of an 
appropriate EA for solving building optimization problems is described at the end of 
this chapter. 
3.1 Characteristics of Building Optimization Problems 
Building optimization problems can be classified into four main categories: 
construction, HVAC sizing, control scheduling, and whole building optimizing (which 
composes all the former three categories). 
With several building optimization problem such as construction problems are generally 
treated as unconstrained problems, apart from the bounds on the problem variables. 
Also, the objective function is treated as linear and smooth. But, in fact, the objective 
function is not necessarily smooth. In general, the building simulation programs result 
in a variability in the accuracy of a building simulation solver [Wetter, M. and Wright, 
J., 2003]. Further, the design variables are, in general, discrete; although the increment 
between discrete values is small. In addition, the number of these variables would be 
less than 30. 
In HVAC sizing optimization problems, are highly constrained by the HVAC 
performance limitations of its component, such as pump or boiler, or by manufacturing 
limitation such as duct size. Also, the objective function of this sort of optimization 
problem is non-linear and can be non-smooth, depending on the accuracy to which the 
algebraic system performance equations are solved. Furthermore, the number of 
problem variables can be a mix of discrete and continuous. For instance, the fan 
dimension is a discrete variable, while the water flow is considered as a continuous 
variable. In this sort of optimization problem the number of variable is potentially 
small, less than 15 per air handling unit. 
Whereas in control scheduling optimization problems, which are generally, constrained 
by occupant comfort and perhaps system performance limits, the objective function is 
non-linear and can be non-smooth. In addition, the numbers of problem variables are 
potentially very large as the number of problems variables could be 1 per setpoint for 
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every hour of the year (year schedule). Practically, this number of variables would be 
limited to less than 200. These problem variables are continuous, but can be treated as 
discrete as the interval in temperature can be set to be 0.5°C. 
The ultimate type of building optimization problem that considered in this chapter is the 
whole building problem, which compromises all the previous kinds of building 
optimization problems. So this kind of optimization problem would contain a non- 
smooth and non-linear. Also, the variables would be a mix of discrete and continuous 
types. The design variables would be a large number as it is compromise all the 
building optimization aspects. For this reason, a proper optimization algorithm should 
be chosen to this kind of problem characteristic. 
3.2 Overview of Evolutionary Algorithms 
The conventional or classical optimization algorithm techniques are usually applicable 
to a certain kinds of problems with a limited number of design parameters that able to 
be handled. Also, these techniques are sensitive to the objective function and the 
characteristics of the design variables: linear, nonlinear, continuous and discrete. 
Fortunately, a new technique that is more generic applicable to different kinds of 
optimization problems and which can handle more design variables has been developed. 
It is also not sensitive to the characteristics of the objective function. This kind of 
technique is known as Evolutionary Algorithms (EAs) which nowadays are used 
overwhelmingly in all aspects of optimization research. 
3.2.1 Conceptual Simplicity 
One of the greatest advantages of the Evolutionary Algorithms (EAs) is the simplicity 
of designing the algorithm. It is simply inspired by concepts from Darwinian 
evolutionary theory, the law of natural evolution, namely, survival of the fittest. 
However, evolutionary algorithms are much simplified compared with natural 
evolution, although many terms have the same biological background. 
Conceptually, EAs maintain a set of individuals (called a population) that are selected 
and created in an iterative process. Generally, an individual is composed of a 
40 
Chapter 3 
chromosome, fitness, and possibly a number of auxiliary variables such as wall type and 
air supply temperature. The chromosome consists of genes that are concatenated 
together to encode a solution to the optimization problem, the encoding being the way 
that the genes are represented. The fitness represents the value of the solution encoded 
in the individual's chromosome, and it is usually calculated by a so-called fitness 
function or objective function. The possible solutions obtained by the fitness landscape 
are the search space in relation to the fitness function. 
In regard to the implementation of EAs, there are many possible population structures 
and evolutionary operators. Nearly of all EA's are started similarly by a randomly 
generated initial population (set of solutions) which then evolved by a reproductive 
process in the hope of finding a better set of solutions. These solutions are ranked 
according to their fitness function values. This evolution is an infinite process, which is 
iterated until a termination criterion is satisfied. Figure 3.1 below illustrates this 
concept. 
Initialize Population 
Evaluate the Fitness 
of each individual 
Select Individuals 
for Variation 
Replace Individuals 
In the population 
Figure 3.1: Basic Evolutionary Algorithms (EAs) flowchart. 
As shown in Figure 3.1, a loop starts with initial solutions that are later evaluated. Then 
selection is applied to form an intermediate population of what is called a mating pool. 
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Out of this intermediate population, individuals will be selected to generate the 
population via the recombination and mutation. The recombination operator creates one 
or two new solutions by mixing part of the chromosomes (crossing over) of two or 
more parents, while the mutation operator alters the chromosome of a selected 
individual to create a new individual. This new solution is evaluated and the process is 
repeated until a predefined termination is met. 
In order to avoid being trapped in a local optimum which may occur if the genetic 
individuals have become very similar, a genetic convergence should be regularly 
checked. When such convergence occurs, it is necessary to restart the process or apply a 
higher mutation rate on the individuals in order to redirect the search to explore a 
different area of the search space. Note the convergence check is not illustrated in 
Figure 3.1. 
3.2.2 Broad Applicability 
Evolutionary Algorithms can be applied virtually to any problem that can be formulated 
in an objective function with or without constrained. It only requires a data structure to 
represent solutions, and simulation tool to evaluate the fitness, and a reproduction 
operation to generate new solutions from the old ones. 
3.2.3 Applicability on Real Problems 
Real optimization problems often have more than one suboptimal solution as well as the 
global optimum solution. Also, problem constraints are not necessarily linear, so 
conventional algorithms are most likely to converge to a local optima. It has been 
shown in a series of empirical comparisons that evolutionary algorithms offer 
significant advantages over conventional optimization algorithms [Schwefel, H., 1981]. 
Luckily, evolutionary algorithms are not sensitive to the objective functions criteria. It 
is not require a differentiable objective function, smooth, or continuous, or to be 
mathematically formulated. 
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3.2.4 Potential to use Knowledge and Hybridize with other Algorithms 
Evolutionary algorithms have the potential to be coupled with any traditional 
optimization techniques. They also have the advantage that an initial population of 
solutions can be derived from other techniques. Furthermore, evolutionary algorithms 
can also be used to optimize the performance of neural networks, fuzzy systems, 
production systems, and many other program structures (for more details see Chapter 
2). 
3.2.5 Parallelism 
Evolution is a highly parallel process. Where the individuals can be evaluated in 
parallel, the evolution of each solution can be handled in parallel, for instance, by using 
a network of computers. 
3.2.6 Robust to Dynamic Change 
Conventional methods of optimization are not robust to dynamic changes in the 
optimization environment and often require a complete restart in order to provide a 
solution. In contrast, evolutionary algorithms can be used to adapt solutions to further 
improvement and, in most cases, it is not necessary to reinitialise the population. 
3.2.7 Solve Problems that have Unknown Previous Solutions 
Perhaps one of the greatest advantages of evolutionary algorithms comes from their 
ability to address problems of which there are no human devised solution, (although 
human expertise should be used when it is available). This is demonstrated by the 
"Human Competitive Awards" (available on the website http: // www. human- 
competitive. org). 
3.3 Common Types of Evolutionary Algorithms 
In this section the most common Evolutionary Algorithms (EAs) forms will be 
presented, starting with Genetic Algorithms (GAs) (the most popular) followed by 
Evolution Strategy (ES), and Evolutionary Programming (EP). These algorithms are the 
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most active in the Evolutionary Algorithms' community. However, there are other 
evolutionary and nature-inspired algorithms, such as Ant-Colony Optimization, 
Simulated Evolution, DNA computing, and Cultural Algorithms. These, however, are 
not considered in this research. 
3.3.1 Genetic Algorithm 
Genetic algorithm (GA) was developed by John Holland and his colleagues at the 
University of Michigan. His intelligent idea is explained in his important book 
published in 1975 under the title of "Adaptation in Natural and Artificial System", 
[Holland, J., 1975]. He simply applies the natural genetic behaviour of animals to 
artificial creatures. In Natural Law strong genes will survive for many generations. 
Similarly in artificial creatures, a random set of strings (population) is initiated first. 
Then an evolution to that initial population takes place, by means of reproduction 
operators: selection, crossover, and mutation. A selection operator is invoked to create a 
new intermediate population of N parents, where the probability for each individual to 
survive is in linear proportion to its fitness value. Basically, above average individuals 
will be most likely to have more copies in the intermediate population, while below 
average individuals will be in a risk of being discarded. After the population of parents 
has been selected, a reproduction operator is applied to produce the new offspring. 
Then a perturbation to the new chromosomes is invoked by what is called a mutation 
operator. From the above description, the reproduction looping will keep continuing 
forever, forming an infinite loop. This process is terminated if one of the following four 
conditions is satisfied: a) a good solution is found, b) a certain number of generations or 
new function call has been reached, c) a set time has elapsed, or d) no improvement has 
taken place in the solution. 
GA has a historical link to binary encoded strings, where each design variable is 
represented by binary bits according to its upper and lower bounds and their changing 
increment. Then, the whole design variables are concatenated to form a binary 
chromosome. The GA concept is illustrated in Figure 3.2 below. 
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Population 
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Evaluation 
Assign Fitness 
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generation 
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No 
Selction 
Reproduction 
Crossover 
Mutation 
Figure 3.2: Basic Genetic Algorithms (GAs) flowchart. 
3.3.2 Evolution Strategies 
Evolution strategies (ESs) were founded in the early sixties by Schwefel at the 
Technical University of Berlin [Deb, 2001]. This optimization method had been 
employed to solve many engineering problems, such as the shape optimization of a bent 
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pipe, the drag minimization of and the shape optimization of a jointed plate, and the 
shape optimization of a flashing nozzle [Deb, 2001]. ESs are developed on the basis of 
being able to solve difficult real-value parameter optimization problems. The natural 
representation was a vector of real-valued "genes" which were manipulated merely by 
mutation operators. For this reason, the early ES procedure is fundamentally different 
from binary GAs in two main ways: a) ESs use real parameter values. b) ESs do not use 
any crossover-like operator. 
This mean the ESs working principle is similar to that of a real-parameter GA used with 
the mutation operators only. However, recent ES studies have introduced crossover-like 
operators [Farina, M. and Sykulski, J., 2001]. 
3.3.3 Evolutionary Programming 
Evolutionary programming (EP) is a mutation-based evolutionary algorithm applied to 
discrete search spaces. This method was developed by David Fogel as a continuation to 
what his father had already started in this field [Deb, 2001]. Real-parameter EP is 
similar in principle to evolution strategy (ES), as in both, a normally distributed 
mutation the only reproduction operator. 
EP begins its search with a set of randomly selected solutions (within a bounded space) 
as all evolutionary algorithms do. Thereafter, EP is allowed to search anywhere in the 
real space, similar to the real parameter GAs. 
After the mutation operation, both parent and offspring population are combined 
together and the best N solutions are probabilistically selected for the next generation. 
3.3.4 Summary and Conclusion 
Evolutionary Algorithms share many attributes with each other. For instance, they 
search on the design space using a population of solutions. Also, they have two main 
operations, selection and reproduction. In the selection operation, the better solutions 
are selected for reproduction, whereas in the reproduction operation, new solutions are 
created by enhancing partial information among the selected. 
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Although there are strong historical associations between GAs and binary string 
representations, between ESs and vectors of real number, and between EP and finite 
state machines, it is now quite common to use representations other than the traditional 
ones in order to effectively solve more complex optimization problems efficiently. 
Nowadays, claiming one EAs form of approach is better than another on a particular 
class of problems, without specifying which representation was used, is meaningless. 
For instance, EP and ES communities emphasise mutation-based, while the GA 
community emphasises recombination-based in their reproduction operations. However, 
these traditional views are not standard any more. Recently, many researches have 
proven that ES community has found recombination-based operator to be very useful. 
Conversely, various members of the GA community have reported improved results by 
not using recombination, or by not using mutation, or by adding new and more 
powerful mutation operators [Deb, 2001]. 
In conclusion, the traditional structure of the EAs has changed rapidly in the last 
decade. Differences between EAs structure are hardly distinguishable. Furthermore, it is 
meaningless to claim that one of the EAs is performing better, without specifying in 
detail their entire structure. In other words, EAs are comparable nowadays more by 
their search operators (selection, crossover, and mutation) than by their traditional 
functioning. Therefore, the researchers should focus more on selecting the EA operators 
rather than concentrating on the different function of various type of EAs. 
3.4 Select of an Evolutionary Algorithms 
As mentioned earlier, different EAs nowadays are using similar operators. So the best- 
approach in selecting an EA is to select operators that match the particular problem 
characteristics that need to be optimized. Evolutionary Algorithms (EAs) operators are 
described in [Bäck, 1996, Bäck et al, 2000, Deb, K., and Agrawal, S., 1999, and De 
Jong, 2006]. 
In general, there are five main operators: fitness assignment, selection, recombination, 
mutation, and replacement. Beforehand, the form of variable representation and 
population structure must also be decided. 
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3.4.1 Choice of Representation 
Before the main EAs operators are described in detail, the variable representation must 
be described. This is defining the mapping between points in the problem space and 
points in an internal representation space. The internal representation of the problem 
variables ranges from universal binary encoding to a vector of real-valued parameters. 
Traditionally, GAs optimization problems are binary encoded. This widely used 
encoding has problems with the variables precision; in particular the discrete encoding 
of continuous variable results inaccurate representation. To improve the variables 
precision, the number of bits associated with the variables has to be increased which 
increases the search space. For example, the size of search space of a 16 bits problem is 
represented by 216 = 65,536. Using 17 bits will double the size of the search space 
(217 =131,072 ). It can be noticed that a huge increase in the search space by increasing 
only one precision. 
In addition, binary encoding is disturbed by what is called "Hamming Cliffs". For 
instance, 31 and 32 are adjacent integers, but it requires a six bits change in traditional 
binary encoding in order to move from 31 to 32. Fortunately, the Gray encoding solves 
this problem by ensuring that adjacent decimal values are mapped to a binary string that 
requires a change to only one bit value to more from one decimal value to the next 
In this research the formula that is used to convert binary encoding in a numeric domain 
to real value is formulated as follows: 
x,,, Iu, = xn.,;,, + xSfep x decimal - value 
where xvcUe is the floating-point value, x n;,, and xSfe,, are the minimal and step 
values of x. 
In general, binary encoding representation matches the mix-integer design variables of 
an optimization problem which is the case of the building optimization problem. For 
instance, in building optimization problem alternative wall, floor, and roof 
constructions might be represented by an integer index variable, whereas supply air 
(3.1) 
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temperatures, and heating and cooling set point temperatures are treated as continuous 
variables. 
Both discrete and continuous variables can be encoded in a binary chromosome by 
assigning the proper bits number which treated later similarly. For example, in Figure 
3.11 binary chromosome is representing two different variables types (continuous, and 
discrete). 
11001 
Eq 
0 
Variable (a) Variable (b) 
Figure 3.3: Binary chromosome representation. 
Variables (a) continuous value from 0 to 31 represented in five bits which means 32 
different possible solutions, this basically calculated from 2 formula, where 5 is the 
number of bits. In practice, the number of bits can be set to give a real value up to the 
limit of the machine precision. Whereas, variable (b) is a discrete variable that gives 
opportunity to select one out of three options. For example, select one of three different 
wall types (heavy, medium, or light). 
The other popular way to encode numerical domains is to represent the genes directly 
by real number (this is known as real-valued vectors). In this sort of encoding, no 
decoding is required where the values are directly represented by real arithmetic values. 
This type of representation has difficulty in implementing the reproduction operator and 
also it has to handle with each variable type differently. 
Therefore, in this research, a Gray coded binary chromosome has been used to represent 
the variable as a binary encoding which conveniently represents both discrete and 
continuous variables. Also, some discrete variables in the optimization is represented by 
a" symbolic links" which has been proofed to be effectively handled by using a binary 
encoding [De Jong, 2006]. 
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22. CHOOSING POPULATION SIZES 
Selection of a population size is one of the most important elements of EA design. Most 
current EAs work with a constant population size (N), which is specified as a user- 
controlled input parameter, this is known as a static population. This type of population 
ensures that each time an offspring is produced (N +1 individuals), a selection process 
is invoked to delete K individuals to keep number of N individuals. By contrast, other 
EAs permit more elasticity in the population size by allowing K)) 1 offspring to be 
produced before a selection process is invoked to delete K individuals. 
Choice of the population has a significant effect on the performance of an EA. In one 
hand, large number of individuals would explore more the search space; however, it 
will slow the process convergence. In the other hand, a smaller population size has 
better convergence but is at risk of being trapped in suboptimal or inaccurate solutions 
[Deb, K. 2001]. Choice of an appropriate population sizes for solving building 
optimization problems is discussed further in Chapter 4. 
23. FITNESS FUNCTION DESIGN 
In many numerical problems, the fitness function is explicitly given by a mathematical 
equation. However, many real world problems are not well-defined and their 
representation is up to the designer of the EA. 
In this research, the aim is to reduce the energy used by the building which is being 
determined by a simulation; as lower energy use by the simulated building, a higher 
fitness is assigned to the individual. However, for constrained optimization problem 
(such as that described in Chapter 4), the degree of a solution's feasibility must also be 
included in its fitness assignment. One of the most widely used, and easily implemented 
fitness assignment methods for constrained problem, is the `Stochastic Ranking 
Method' [Runarsson, T. and Yao, X., 2000]. This method ensures a good balance 
between the fitness of infeasible and feasible solutions, so that useful `genetic 
information' held by infeasible solution may be used together with that from feasible 
solutions. The fitness assignment method that used in this research is described in the 
Pseudo-code below: 
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mlmmffiý 
solutions. The fitness assignment method that used in this research is described in the 
Pseudo-code below: 
for i=1 to N; 
swapped = false; 
forj=1toN-1; 
if (infeas(x(j)) <= 0.0 and infeas(x(j+l)) <=0.0) or (rand() < Pf) then; 
//Swap solutions based on objective function values 
if (obj(x(j)) > obj(x(j+l)) then 
swap(x(j), x(j+l)); 
swapped = true; 
end if 
else 
//Swap solutions based on infeasibility 
if (infeas(x(j)) > infeas(x(j+1)); 
swap(x(j), x(j+l)); 
swapped = true; 
end if 
if (swapped = true) break for; 
end for 
end for 
where N= number of individuals in the population; x(. ) =a solution in the 
population; infeas(. ) = the solutions infeasibility; obj(. ) = the solutions objective 
function value. The function swap(.,. ) indicates that the position, j, of the two solutions 
in the population is swapped. 
The stochastic ranking works also for unconstrained problems because the infeasibility 
of all solutions is equal to zero (that is infeas(j) =0 for all j). Hence the stochastic 
ranking will simply rank all solutions based on their objective function values alone. It 
sorts the solutions in order of the "best" to the "worst". The fitness that is used in our 
algorithm is the solutions rank; the best solution has a rank of 1, and the worst solutions 
a rank of N. In the case of assigning fitness values of infeasible individual, a weight of 
0.55 is given to the objective value while a weight of 0.45 is given to its infeasibility 
value. Then the selection operator will be fired to select the candidates to be the base 
for the new generation. For example, the tournament selection operates will select 
randomly two solutions and comparing their rank, the best solution winning the 
tournament and passed to the mating pool. 
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3.4.4 Selection Operators 
The selection operator has an important role in exploiting the population of solutions 
and moving the search towards the optimum solution. The main purpose of a selection 
operator is to eliminate individuals with a low fitness but select good solutions for 
reproduction. In general, the selection operator is either designed to change the entire 
population or a fraction of it. The approach of changing the entire population is 
generally used in generational EAs (as the one used in this research). While the second 
approach (changing fraction of the population) is used in steady-state EAs [Ursem, R., 
2003]. This operator is implemented by the following steps: 
" identifying the good, usually above a certain assigned fitness value in a 
population 
" duplicate the good solution 
" eliminate the bad solution to keep the size of the solutions constant 
A very important role of the selection operator is the selection pressure, which controls 
the individual's survival rate. In other words, a balance is required, since a too high of 
selection pressure might lead to too rapid convergence onto a suboptimal solution, 
whereas too low pressure will leads to slow convergence. 
There are many ways to implement this operator; in the following subsections, the most 
common selection operators will be discussed: tournament selection, proportional 
selection, ranking selection, steady-state selection, and manual selection. 
Tournament Selection 
In tournament selection, k random individuals are picked, and then a tournament is 
played between the picked individuals. The fittest individual is passed to mating pool to 
be used in the reproduction process. The number of the selected individuals' is called 
the tournament size (k), and is usually in the range 2 to 5, but rarely more. The 
selection pressure can be increased by letting more individuals participate in the 
competition. Selecting the proper tournament size depends on how rapid the user wants 
the population converge to the fittest individuals, since too high selection pressure 
might lead to a premature convergence. Alternatively, the selection pressure can be 
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reduced by introducing the concept of stochastic winners in the tournament with two 
individuals [Ursem, R., 2003]. How this operator works is illustrated in the following 
example. A two-individual tournament selection operator is illustrated in Figure 3.4. 
Two chromosomes are randomly selected, and then their evaluated fitness is compared. 
The better individual is chosen and placed in the mating pool. Then, another two 
individuals are picked and dealt with in a similar way to the previous pair, and so on. 
23 23 22 K 22 
24 ' 24 25 1ý 25 
31 28 
Figure 3.4: Tournament selection concept. 
Figure 3.4 above shows the two-size tournament selection operator where two randomly 
individuals at the top left are compared. Their fitness values are 23 and 30; the string 23 
has been selected because the objective function needs to be minimized. A copy of the 
winner is located at the mating pool. The next two strings are chosen for the next 
tournament and a copy of the lower value is then placed in the mating pool, and so on. 
This how the tournament works throughout the population to find an intermediate 
population that will be in reproduction to generate a new population. 
This type of selection operator has many advantages; it is easy to implement, it requires 
very little time to process the selection of a population, and it is controlled by one 
parameter. These attributes are the reason for the wide use to this type of selection 
operator. 
Proportional Selection 
The proportional selection operator is a one of the most popular reproduction operator. 
It simply selects individuals in proportion to their fitness values. The probability of the 
53 
Chapter 3 
individual being selected is calculated by dividing the fitness of the individual by the 
sum of the whole population fitness. In other words, the chance of an individual 
surviving is dependent on its relative fitness to the other individuals' fitness. This can 
be expressed in a formula as follows, 
fitness(I) 
Psurvrvar(1) _ po'size fitness(1j) 
where I is the individual. Each individual is assigned to a "slot" of the interval (0 
to 1) according to the individual's psurv; va1 value. 
This type of selection is similar to a 
weighted roulette-wheel mechanism, where an individual that has high fitness value has 
a higher chance of being selected than the other individuals. Figure 3.5 below shows the 
Roulette Wheel Selection (RWS), with fitness value for each individual in respect to the 
total average fitness. 
11 
Figure 3.5: Roulette wheel selections. 
The advantage of such selection operator is its ease to be coded into a computer 
program. However, it requires an averaging all population fitness's which is require 
more computational time comparable to the tournament selection technique. Also, 
proportional selection methods have a scaling problem. For example, if one solution has 
a high fitness value compared to the rest of the population members, the probability of 
choosing this super-solution would be very high, thereby dominating the whole new 
population. In addition, if a population has fitness values that are similar, the probability 
(3.2) 
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of selecting any of the individuals is the same. In this case the selection operator has no 
effect at all. 
Further, the tournament operator has better or equivalent convergence and 
computational time when it is compared to any other selection operator that exists in the 
literature [Deb, 2001]. In addition, the tournament selection does not have the scaling 
problem that described earlier. 
Ranking Selection 
The scaling problem associated with in the proportional selection can be avoided by 
using a suitable ranking selection technique. The ranking selection technique simply 
stores the population fitness values from the best rank (1) to the worst rank (N), and 
assigns fitness values to each solution based on their ranking in the list. Thereafter, the 
proportionate selection operator with the ranked fitness value is applied, so a variety of 
N solutions are chosen for the mating pool. In ranking selection, the selective advantage 
is based on a fixed probability psury; vý according to 
fitness rank (Table 3.1). 
Table 3.1: Ranking of five individuals. 
Rank Psuivival 
1 0.83 
2 0.67 
3 0.50 
4 0.33 
5 0.17 
The difficulty with this kind of selection operator is the selection of a suitable 
probability psuniv, for each rank. Probability distribution that gives more opportunity 
for the low fitness solutions to survive will slow down the convergence, while giving 
more advantage to the high fitness solutions might lead to a premature convergence. 
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Steady-state Selection 
This selection operator is commonly used with steady state EA. In this kind of EA a 
small portion of the population is updated. A certain number of solutions (A) are 
selected from the parents that adds to the population (, u) in the next generation. Then 
the (, u + 2) individuals are sorted and A number of individuals are eliminated; 
generally a =100 and A =15 [Ursem, R., 2003]. This concept is similar to what is called 
elite individuals, as used with the other three selection operators. 
Manual Selection 
Manual selection is used when the selection is not based on a mathematical evaluation, 
for instance, when the evaluation needs a decision from the designer in a building 
architecture. In each iteration, the alternative solutions are displayed to give the 
designer the chance to select the proper solutions that will be passed to the next 
generation. This process will be repeated until a satisfactory solution is achieved 
[Ursem, R., 2003]. 
In this research the tournament has been chosen as a selection operator for many 
reasons. First, it is easy to implement, it takes less computational time than other 
selection operators, it controls the selection pressure better by changing the tournament 
size, and it has no scaling problem. 
3.4.5 Crossover Operator 
Selection operators do not create a new population of solutions; they only select and 
pass the good solutions to a mating pool and discard the bad solutions. The crossover 
operators are used to recombine the selected individuals from the mating pool to create 
new solutions (children/offspring). This operator can be implemented in different ways. 
A common approach for the binary chromosomes used here is "single point-crossover'. 
In this approach, a random point is allocated to a parent's string, where beyond that 
point the parents exchange their genetic information to form two new offspring (Figure 
3.6). 
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101100 
1 01 1 01 
01 011 01 1 00 
0111 101101 
Figure 3.6: Single-point crossover. 
0111 
0101 
Another approach to implementing an exchange of genetic information is to have more 
than one cross point. This approach is known by N -point of crossover as shown in 
Figure 3.7 below. 
EM 
Figure 3.7: Multi-point crossover. 
A natural extension of N -point crossover is to consider swapping every hit which is 
known by a uniform crossover. In this kind of crossover, the offspring is generated by 
picking each gene probabilistically to swap between the parent's. This concept can be 
implemented by a mask of same chromosome length, which is created randomly. Then 
the randomly generated mask indicates from which parent the offspring will inherent its 
bit. Figure 3.8 below shows an illustration of how uniform crossover can he 
implemented. 
P1 =1011000111 
P2 = 000 1 11 1 000 
Mask= 001 1 00 1 100 
01=0011110100 
02=1001001011 
Figure 3.8: Uniform crossover. 
In this research the bits are swapped with a fixed probability of 50%. This iucans that, 
on average, every other hit will be swapped between parents. Further, the crossover is 
controlled, with a probability that the chromosomes will he recombined at all or not. 
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For instance, if the crossover probability set to be 70%, it means that 7 of ten, on 
average, will be genetically changed, see Figure 3.9. 
P1=1011000111 No 01=0001101101 
P2=0001111000 10 02=1011000111 
Figure 3.9: Uniform crossover with exchange rate of 50 %. 
Uniform crossover has been proved to be more effective form of crossover than the 
other crossover operators [De Jong, 1990]. This kind of crossover operator helps to 
overcome the bias towards short substrings associated with single-point crossover 
without requiring precise understanding of the significance of individual bits in the 
chromosome representation. It has been demonstrated how applying a probability to the 
swapping of bits may parameterize uniform crossover [Spears, W. M. 1991]. Also, the 
disruptive of uniform and N -point crossover appears to encourage the exploration of 
the search space, rather than favouring the convergence to highly fit individuals early 
stage of the search. For these reasons, use uniform crossover has been selected for use 
in this research. 
3.4.6 Mutation Operator 
The mutation operator perturbs the gene values in the hope of obtaining a better 
solution. Unlike, crossover which exchanges a segment of the individual's string, 
mutation perturbs only singles bits. For this reason, the mutation is fired in low 
probabilities in order not to cause too much divergence of the population away from the 
optimum. 
Since we use a binary chromosome, in this research a probabilistic bit-wise mutation is 
adopted in which a given gene value is flipped one bit from 0 to 1 or vice versa. The 
mutation operator is shown in Figure 3.10. It shows a 10-bit chromosome representing a 
traditional and Gray value decoded over the interval [0,10]. A mutation at point 3 in the 
binary string is randomly selected. Here, the binary mutation flips the value of the bit at 
the locus selected as the mutation point. It is possible that a given string may be 
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mutated at more than one point; this is controlled by the probability of mutation, which 
in this research, is given in terms of the number of bit alteration per chromosome. 
Mutation point 
Binary Gray 
Original string 00011000100.9859 0.6634 
Mutated string 00111000102.2146 1.8439 
Figure 3.10: Standard and Gray Binary mutations effect. 
3.4.7 Elitism and Replacement 
In order that good solutions already found are not lost in the oncoming generation, a 
technique is called elitism is used to preserve these good solutions. This technique 
(elite-preserving operator) is used to keep the best-solution for the subsequent 
generations from being lost due to changes by the oncoming reproduction processes. It 
can be simply implemented by assigning a certain percentage %'C of the current best 
solution population to be directly copied to the next population. The rest (N +C)% of 
the new population is created by the usual genetic operations applied to the entire 
current population including the elite members. In this way, not only is the elite solution 
kept to the next generation, but it also participates with other members to create the new 
generation. In this research, only the best solution is preserved. 
Interestingly, it has been proved that a simple GA with an elite-preserving operator and 
mutation reliably converges to the optimum. However, the simple GA without 
preserving the elite did not always achieve the optimum [Deb, 2001]. 
3.5 Summary and Conclusion 
EAs are a group of different types, all of which share some attributes with each the 
other. The optimization problem characteristic has an influence on the selection of an 
optimization algorithm and its control parameters. From the above sections, it is clear 
that the partial or whole building optimization problem need to be solved using an 
optimization algorithm that can handle different types of objective function and design 
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variable types. Evolutionary algorithms (EAs) are highly suited to this kind of 
optimization problem characteristics. EAs are efficient in handling a problem that 
contains different types of objective; non-linear, and/or non-smooth. It can also handle a 
mixed-integer variable problem (discrete and continuous variables). 
In this research, a GA has been selected to be used since it is known to be effective in 
solving several of building optimization problem including the whole building 
optimization problem. However, the choice of different GA operators and control 
parameters has not been verified, but this what will be examined in this research. 
The particular form of GA studied is described in forms of the variable representation 
and GA operators. Firstly, a binary coded GA has been selected for problem 
representation because of its potential and superiority in exploring the search space over 
real-value coded representation. Also, it works efficiently with discrete and continuous 
design variables, which most of building optimization problems do have these kinds of 
design variables (mixed-integer variables: discrete and continuous). To be precise, a 
Gray binary encoding has been adopted to be use in this research, because this kind of 
encoding improves the continuity of the search space. 
Secondly, tournament selection has been chosen as a selection operator because it is 
easy to implement, it takes less time to select the candidate individuals, it controls the 
selection pressure better by varying the tournament size, and it has no scaling problem. 
Thirdly, uniform crossover has been selected in this research. Because, single and N- 
point crossovers deal with a segment of the bits while the uniform crossover is deals 
with every bit of the individual. It has the opportunity of changing the solution by 
probability of 50%. This feature is very valuable particularly with small population size 
that is intended to be used in this research (Chapter 4). 
Fourthly, the bit-wise mutation is selected in this research to swap one or two bits in the 
selected chromosome. It has been proved that less number mutating bits are performing 
better [De Jong, 2006]. 
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Fifthly, to enhance the performance of the GA, single elite will be used to keep the 
solutions on the right track towards the optimal solutions. Also, an automatic reseeding 
for premature convergence will be set, in this research if the percentage difference 
between the individuals' fitness values are less than 1% a random new solution is 
reseeded. 
In addition, an internal memory will be used to hold the evaluated solutions so as not to 
re-evaluate similar solutions. The termination criterion is based on the number of new 
function evaluation (number of simulation calls). 
Finally, fitness assignment will be made using the stochastic ranking algorithm, which 
has proved to be effective in the solution of constrained optimization problem. The GA 
optimization algorithm structure is summarised in Figure 3.11. The choice of the 
control parameters for the GA operators will be examined in this research (Chapters 5 
and 6). 
" binary variable encoding; 
" stochastic ranking fitness assignment; 
" tournament selection; 
" uniform crossover; 
" bit-wise mutation; 
" replacement with single elite; 
" automatic reseeding for premature convergence; 
" convergence defined by the number of new trial 
simulations; 
" internal memory. 
Figure 3.11: Selected GA structure. 
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Chapter 4 
Experimental Procedure 
Much research has been conducted to the solution of building optimization 
problems. Gradually, the research has moved from using traditional optimization 
algorithms towards the more robust techniques, evolutionary algorithms (EAs). 
Evolutionary algorithms have been successfully employed in different disciplines 
and problem types. Unlike conventional optimization algorithms, EAs can handle 
different building optimization problems that might have different objective 
function types (smooth and non-smooth) and different design variable types 
(discrete and continuous). 
In general, there is a tendency to choose the optimization algorithm that has already 
been used within a discipline without looking at the reason behind selecting this 
algorithm. Some times the researchers select an optimization algorithm as a driven 
by having an easy access key text book such as Goldberg, 1989. For the previous 
reasons or any different reasons, selecting popular optimization algorithms in the 
research field might lead to a good solution, but not necessarily to the best. The aim 
of this research is to investigate the performance of an EA in solving building 
optimization problems. To achieve this aim, different EA control parameter sets will 
be applied in the solution of two different problem classes (one unconstrained and 
another constrained). The form of optimization algorithm adopted in this 
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investigation is a binary encoded Genetic Algorithm (for more details see Chapter 
3). 
4.1 Selection of the GA's Control Parameters 
The performance of any optimization algorithm can be sensitive to its control 
parameters. In the case of GAs, a change in crossover probability (p, ) and mutation 
probability (pm) rates might have a dramatic effect on the algorithm's performance. 
Unfortunately, GAs have many parameters that need to be tuned in order to find the 
best performance for any optimization problem. Hence, a set of control parameters 
may perform better with a certain kind of optimization problem, but might not 
necessarily perform similarly with other kinds of optimization problem. 
The control parameters can either be tuned within the process of the optimization 
algorithm (adaptive control parameter) or the control parameters can be set 
manually (non-adaptive control). In practice, the later approach (non-adaptive 
control) to tuning the control parameters is simpler, since development of an 
effective adaptive strategy requires much research. 
The control parameters that are usually tuned to find an efficient set are associated 
with the selection operator, the crossover probability (p, ), and the mutation 
probability (pm ). These control parameters influence the balance between 
exploration of the search space (convergence reliability) and exploitation of the 
solutions (convergence velocity). 
In order to identify suitable control parameter values for solving building 
optimization, the performance of the GA will be evaluated for several different sets 
of parameters. The range of control parameters selected should result in different 
algorithm performance, particularly in terms of the balance between "exploitation" 
and "exploration". The selection of parameter values is discussed in the following 
subsections. 
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4.1.1 Tournament and Population Sizes 
The selection mechanism is one of the most important operators in balancing the 
search between exploration and exploiting. It selects individual candidates from the 
set of individuals (population) which will be used as parents to produce new 
offspring(s). If the selection method has a bias toward the fittest, the convergence 
velocity will be quicker, but may in a risk of being trapped in a local optimum. 
Conversely, if the selection method allows the least fit individuals to be selected, it 
will enlarge the exploration of the search space (reliable convergence) but slow 
down the convergence velocity. The control parameter value should be selected so 
as not to bias the search toward the fittest individual (quick convergence) whilst at 
the same time not slowing the search by prejudice towards the least fit individual 
(reliable convergence). 
In this research, reliable but high velocity convergence is required. A reliable 
solution is required to find the global minimum of the objective function. 
Meanwhile, minimum numbers of calls to this objective function are preferred, as 
each function call requires a running of the building simulation program 
(EnergyPlus) which is computationally intensive. 
In this research the tournament selection operator is chosen, since it has many 
advantages over the other selection operator (for more detail see section 3.3.4). One 
of its attributes is the selection pressure which can be regulated by alternating the 
number of individuals that take part in the tournaments (tournament size). 
Also, in this research selection pressure will applied by fixing the tournament size 
of two individuals, and varying the population size instead. The population sizes 
have been selected to be 5,15, and 30 to limit the number of simulation, since small 
population sizes have generate more new solutions (more generation) than the larger 
population size. Also, previous studies have shown that small population sizes were 
viable in fording the solution of simple building optimization problems [Caldas, and 
Norford, 2003; Wetter and Wright, 2003]. 
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A simple comparison has been conducted to find out how these different population 
sizes affect the population convergence. The time required to convert the 
individuals of each population size to be similar to the fittest individual in the initial 
population when there is no crossover or mutation, which is known by take over 
time (Z ) [Bäck, 1996]. Since this process is carried out in the absence of 
recombination and mutation operators, this means there is no new solutions are 
created out of the initial solutions. The theoretical take over time can be determined 
by the following equation: 
=I [ln(q) + ln(ln(q))] 1n (n) 
where, q= the number of individuals in the population, and n= the 
tournament size (which is fixed at 2 in this research). 
A comparison between the takeover time (T ) of a binary tournament (n = 2) and 
three relatively small populations size (5,15, and 30) is presented in Table 4.1. It 
also shows the number of tournaments (a) that is required to fill the population 
with the best solutions (given as, w= zq - q) without taking into consideration the 
elitism. 
Table 4.1: Takeover time for a binary tournament 
Population Size (-) 
Takeover Time 
z -) WH 
5 3.0 10 
15 5.3 64.5 
30 6.7 170 
From Table 4.1 above it can be shown that the population size has great impact on 
population convergence. Population size 5 requires only 3 generations to collapse 
(4.1) 
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onto to the fittest solution, whereas the 30 population size requires more than double 
the generations of the population size 5 before it converges. Also, the largest 
population size requires a far larger number of binary tournaments until it converges 
(w =170). As it is clearly shown in the second column of Table 4.1, the larger 
population sizes have the larger number of binary tournaments before the search is 
converged. 
4.1.2 Crossover Probability 
The second parameter that has to be considered when designing the GA control 
parameters is the crossover operator. The main purpose of this operator is to assure 
a good mixing of the `genetic' information between the selected individuals 
(parents). A good mixing of the genetic information will ensure distinct new 
solutions (offspring) which will give a better exploration of the search space and 
avoiding the search to be trapped in a local optimum. 
In this research a high crossover probability will be used to ensure a new solution is 
created. This will increase the chance of exploring a larger part of the problem 
search space, particularly with the small population size. In other words, having a 
high crossover rate increases the chance of a better exchange of the genetic 
information between the individuals. In this research, therefore, a high probability 
of crossover (70% and 100%) has been chosen. Note that the crossover probability 
applies to the probability of the chromosomes being exchanged. This crossover 
should take place first, and then the individual bits in search chromosome are 
swapped with 50% probability (as is normal for uniform crossover). 
4.1.3 Mutation Operator 
The mutation operator enhances the search by changing a few bits in the selected 
chromosomes. However, a very high mutation rate might lead to a random search 
while low mutation might not do the job properly. There are many approaches to 
handling such a dilemma. Some researchers recommend starting with a value of 
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pm =1/L [ Ursem, R., 2003] where L is the chromosome length. This is presumed 
to be the lower bound which corresponds a flipping of one bit per genome on 
average. However, many other researchers have suggested constant mutation rate, 
De Jong, recommend 0.001, Grefenstette suggested 0.01, whereas Schaffer et al. 
recommend a range of pn between 0.005 to 0.01 [Ursem, R., 2003]. 
In this research, two mutation rates have been selected, the lowest being equivalent 
to 1 bit per chromosome, and a slightly higher rate which is 2 bits per chromosome. 
Note that in this respect, the probability set here a function of chromosome length 
(number of genes) and therefore perhaps more easily interpreted than when the 
probability is defined to be independent of the number of genes (chromosome 
length). 
4.1.4 The Selected Set of GA Control Parameters 
Following the discussion in the above sections, GA's main control parameters 
(population size, crossover, and mutation), which will be applied on the example 
building problem, are summarized in Table 4.2. 
Table 4.2: GA Control parameter sets. 
Control Parameter Values 
Population Size (-) [5,15,30] 
Probability of Crossover [0.7,1.0] 
Probability of Mutation [0.01,0.02] 
From the combination of these control parameters twelve different sets of GA 
control parameters will be created. These will be applied to two different classes of 
building optimization problems (unconstrained, and constrained). Note also, since 
GAs are probabilistic optimizer, the performance of the GA for each set of control 
parameters will be evaluated for 10 separate randomly initialized runs of the 
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optimization algorithm, with the results analysed using statistical significance tests 
will be implemented (Chapters 5 and 6). 
These experiments should allow researchers in related fields to draw a conclusion as 
to which of the GA control parameters are more efficient for different building 
optimization problems. In the previous sections the control parameters of the GA 
have been selected. An example building will be prepared to be optimized with 
these different control parameters. The example building will be fully described in 
the following sections. 
4.2 Model-Based Building Optimization 
Before starting to describe the example building, the approach that has been used to 
couple an optimization algorithm with simulation program will be described. To 
employ an optimization algorithm for a real world problem, either the real system 
itself is used to evaluate the possible solutions, or a model that behaves similarly to 
the real system must be used. Although evaluating the real system has the advantage 
of eliminating the inaccuracy between the true system and the model, it is not 
possible in many cases to have access to the real system. This difficulty may be due 
to various reasons, such as it is too expensive to build a real system, it is too 
dangerous, as in nuclear plants, or it is very time-consuming. In building 
optimization problems all or some of these reasons might exist. 
For this reason, in building optimization problem it is not possible to evaluate the 
objective function based on the real system. As an alternative to the real-system 
evaluation, a simulated-based model is used to evaluate the possible solutions. 
Many building simulation programs are available, some of which are free shared 
software such as EnergyPlus [Crawley, D. 2001]. 
4.2.1 Simulation-based Fitness Function 
Optimizing any scientific problem requires an extensive evaluation of the objective 
function. In the case of building optimization problems, a large number of building 
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performance simulations need to be conducted. This may be the real challenge in 
using a simulation-based model. For instance, assuming each simulation takes 2 
minutes, an optimization process that requires a 1000 building evaluation will then 
take about 34 hours to finish the optimization process. In practice, this will not be 
really convenient for a building designer, where the design may need to be changed 
several times in its primary stage design until the client is satisfied. It is even more 
difficult for a researcher who wants to test different optimization algorithm control 
parameters and may need to replicate each optimization more than once to ensure 
the accuracy of the results. 
To overcome such an obstacle many approaches are suggested: a) using parallelized 
method (using network), b) evaluated solutions are saved in a database or virtual 
memory so as not to re-evaluate similar solutions, c) simplifying the objective 
function and/or its constraints [Ursem, R., 2003]. 
The most effective way of implementing these kinds of approaches in a building 
optimization problem is by minimization the number of function calls required 
during the optimization. This can be achieved by using an efficient optimization 
algorithm, the investigation of which is main aim of this research. 
For this reason, a set of experiments will be conducted to find the most efficient 
control parameters of an optimization algorithm. Different experimental sets will be 
petformed in separate computers, rather than a single computer. For this purpose, 9 
personal computers with similar specification Pentium IX 2.8 GH, 512 MB 
memory, and 80 GB hard drive will be used in this research, see Figure 4.1. Also, 
the experiment will be set to get the benefit of re-use in that similar solutions which 
will be recalled from a virtual memory, without the need of re-evaluating similar 
solutions. 
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Figure 4.1: Set of PCs used in parallel to implement the experiments. 
4.3 Building Simulation Program 
A model-based building optimization is coupled an optimization algorithm wit Ii a 
model that behaves thermally as if it is a real building. Fortunately, a whole building 
simulation program such as EnergyPlus (which is freely available), Bsim, and DOE- 
2 can he utilised Crawley, D., B 20051. 
The simulation program that has been selected to he coupled with the GA 
optimization algorithm in this research is EnergyPlus I Crawley, D., 20011. This 
new-generation building energy simulation program (April, 2001), is the outcome of' 
more than two decades of development by the U. S Department of'E=nergy (Crawley, 
D. et at., 20011. The U. S government supported the development of two building 
simulation programs: DOE-2 and BLAST. Each program contains hunclrc(Is of 
subroutines working together with different approaches to simulate the heat and 
mass flow rate which flows throughout a building. Fortunately, EnergyPlus 
combines the good features of DOE-2 and BLAST as well as its own new features. 
One of the major improvements of Eneq'yPluti over previous software is the 
integration between the building loads and HVAC system. ]'his feature finds an 
accurate space temperature to he predicted using the Predictor-Corrector Methyl. 
li 
ýj tä r: , 
a 
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This method predicts the mechanical system load that needed to maintain the zone 
air set point, and then simulates the mechanical system to determine its actual 
capacity. It then recalculates the zone air-heat balance to determine the actual zone 
temperature. Furthermore, components are controlled using accurate zone load 
rather than attempting to simulate the actual control scheme such as proportional 
integral (PI) control. Ultimately, the EnergyPlus source code is well written and 
organised in such way that allows the user to easily modify and incorporate it. 
In particular, EnergyPlus shows advantages over the software approach of others in 
three key aspects [Fisher, D., et al, 1999]. Firstly, the EnergyPlus HVAC simulation 
is based on what is called a "manager-interface" protocol that supports multiple 
solution techniques within the overall framework of the simulation. Secondly, the 
EnergyPlus HVAC simulation succeeds in connecting the HVAC component 
models at a high level. Thirdly, the EnergyPlus simulation and component modules 
are coded in a self-contained data structure that receives input data needed by the 
module and computes the output required from it. 
A research has been conducted to validate the performance and accuracy of the 
EnergyPlus [Erik L. Olsen and Qinyan Chen, 2003]. This paper showed a close 
match between the data predicted by EnergyPlus and the measurement data. It also 
showed that EnergyPlus can predict the building thermal performance with good 
accuracy. 
Interestingly, EnergyPlus showed very good features as an energy building 
simulation in comparison with 20 other popular energy building simulation 
programs [Crawley et al., 2005]. Further, it is free software which can be 
downloaded from the U. S. Department of the Energy (www. energyplus. gov). 
Ultimately, one of the greatest features of EnergyPlus is that the HVAC system can 
be automatically auto-sized, based on the total zones' demand and ambient 
conditions. The maximum cooling and heating load for each zone is used to auto- 
size the zone's HVAC system components, such as the VAV box, and zone 
electrical heating element. Also, the zone air flow rate can be automatically 
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calculated. Then, the summation of the zones' flow rates is used to find the total 
system flow rate which is used to size the HVAC system. Note that the auto-sized 
air flow rates on the zones and system levels can be easily overridden any time by 
the user. 
The only discouraging feature of this program (EnergyPlus) is the lack of a user 
friendly interface. 
4.4 Building Example Description 
The experiments to determine best choice of GA control parameters will conducted 
using two example building optimization problems (one unconstrained, and the 
second constrained). These two experiment sets represent simple and complex 
building optimization problems. The two buildings share the same layout design, 
construction, and HVAC systems. 
4.4.1 Building Geometry 
A typical office building layout has been chosen as an example to test the GA 
performance in this research. Note this building is virtually designed as mid-floor in 
multi-floor building. This floor consists of five zones; a schematic drawing is shown 
in Figure 4.2. The North and South zones compromise an exterior wall with a 
window and overhang shading; the other walls are considered as partitioning from 
the other zones. The East and West zones have exterior walls along their perimeter 
with single window and overhang. The core of the building is considered to be the 
fifth zone. There are four interior doors that connect the zones. The total floor area 
of the building is (46 x 24 = 1104 m2), and all zones have a height of 2.7 m. The 
longer side of building is initially oriented toward a northerly direction. 
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Figure 4.2: Example Building (a) Front view of office building (h) 'l'op view 
layout of the five-zone studied floor. 
4.4.2 Location Weather Data 
In this research the weather data for Chicago, Illinois (42° Latitude, -t; K" Lonngitude) 
has been selected as the external environment of the simulated buildings. The 
weather of Chicago is been chosen because it has a relatively severe summer and 
winter climate. The design days of these seasons, as per ASHRAE Handbook of 
Fundamental (2001), of Chicago are shown in Table 4.3 below. 
Table 4.3: Design days of Chicago, Illinois. 
Design Dry-bulb 
Range of 
Dry-bulb 
l1U1111(IIty 
Month! 
temp. 
° Day Temberature 
indicating temp Day C) ( CO 
Summer 32.8 10 9 23.3 7/21 . Winter -21.2 -21.1 1121 
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The data from these design days, together with the design supply temperatures, are 
used to automatically size the heating, ventilating, and air conditioning (HVAC) 
systems by EnergyPlus. However, the building response to the auto-sized HVAC 
system will be studied over the whole meteorological year, in order to accurately 
calculate the total building energy consumption. 
4.4.3 Building Internal Loads 
Internal loads can generally be classified into two categories: constant and variable. 
The constant internal loads such as equipment and people do not change with the 
changing of the external environment. While the variable internal load such as 
lighting system should be designed to vary with the daylighting intense during the 
daytime. In this building example, a lighting system model is designed to integrate a 
photocell sensor that works to dim the artificial lighting as the natural light 
illuminance increases. 
Each of the internal loads has a specified heat-gain rate, as shown in Table 4.4. 
Lighting and Equipment design levels are given in USA building design code [New 
building Institute, 2003], whilst the activity of the office building occupant, which 
can vary from approximately 100-150. Watts per person, is given by the ASHRAE 
Handbook of Fundamentals, 2001. 
Table 4.4: Internal load of the building. 
Internal Load 
Type 
Design 
Level 
People activity 131.8 W/person 
Lighting 16 W/m2 
Equipment 10.76 W/m2 
The total heat gains of each kind of internal load are calculated based on a 24 hour 
schedule. A fraction in each hour in the schedule is assigned to represent the 
percentage of the internal load presence. The schedule has been set to be different 
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during working hours than the rest of the day, also weekdays from weekend days 
(Table 4.5). As shown in Table 4.5, the schedule for these internal loads is set to be 
at a peak during the working hours (9 to 17 hrs) on weekdays. Conversely, it sets to 
zero or a small fraction on the period prior and after working hours, and at 
weekends. 
4.4.4 Daylighting and Lighting Interaction 
The amount of natural lighting (daylight) that is penetrating a space is influenced by 
many factors: including sky condition, sun position, location, window size, window 
glass transmittance, window shades, and reflection of interior surfaces. Fortunately, 
building simulation programs such as EnergyPlus consider all these factors in the 
calculation of the daylighting illuminance. In EnergyPlus, there are many objects 
that can be used to handle the interaction between the daylight and the artificial 
light, in this research an advanced object (Daylighting: Detailed) is used with the 
building example. In this example, two reference points are set in each zone to 
trigger the lighting system based on the illuminance level at those points. These 
reference points in this example are located at almost two third a way from the 
window side (5 meter from the window side, see Figure 4.3) to ensure that an 
adequate illuminance will cover the whole floor plan. 
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Practically, photocells would be integrated with the electrical lighting system that 
controls the lighting illuminance level based on the response to the daylight 
illuminance levels at the specified reference points. 
24 m 
7.5mß, 
Zone N 
-a- 7.5m 
  
Sm 
  
 3  
N 
O 
d Zone I CD CD 
o rn Nfý 
E Zone S  
t 
-8m .,. 30 m 
(a) 
N 
(b) 
1 
l 
Figure 4.3: (a) Daylighting reference points, (b) Elevation view of the 
reference point. 
The illuminance level at these reference points is set based on the activity in the 
simulated space. In this example (office building), 500 lux is the recommended 
illuminance level [ASHRAE Handbook of Fundamental, 2001]. Note that lighting is 
usually designed to produce the recommended illuminance level without daylight. 
However, in daytime, the photocell sensor measure the lux at the allocated 
references points and then feeds these values to the lighting control to continuously 
dim the lights from maximum power to required values, see Figure 4.4. The lights 
will be turned off automatically if it reaches the minimum power. 
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Figure 4.4: Continuous lighting control. 
4.4.5 HVAC System Description 
The HVAC system that has been selected with the building example compromises a 
unitary direct exchange package unit (DX) with central electrical heating. The air 
side of this HVAC system is selected to be a single duct with a variable air volume 
(VAV) terminal and reheat element for each zone. The zone load is met by varying 
the zone air flow rate until the setpoint temperature is maintained within the 
capacity of the HVAC system. 
The amount of outside air that is permitted to mix with the return air is quantified 
based on the number of occupants in each zone, the recommended outside air being 
assigned to be 0.00944 m3/s per person as per ASHRAE Handbook of Fundamental, 
2001. This outside air is mixed with the return air via what is known by outside-air 
economizer, generally, the outside air should be minimized to save energy. 
A schematic diagram of the HVAC system for the whole building is shown in 
Figure 4.5 below. 
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Figure 4.5: Schematic diagram of the HVAC system. 
The HVAC system is virtually represented by a blow-through DX system which 
consists of a cooling coil, multi-speed compressor, and a condenser fan. The energy 
consumption of these components is represented by a performance equation that is 
built into the simulation program (EnergyPlus). Also, the supply fan specification 
and its energy consumption are given by EnergyPlus. 
4.4.6 HVAC Operation 
The multi-speed DX unit that has been used in this building example consists of a 
variable speed compressor integrated with a variable speed supply fan. The supply 
fan is specified with total efficiency of 0.7 and the rated pressure drop of 600 Pa. 
This HVAC system has two operating modes: a) high speed compressor and high 
speed supply fan; b) low speed compressor and low speed supply fan. If the building 
is at peak load, the high mode of the system will operate with the high speed 
compressor and supply fan to cover the required demand. If the load requirement is 
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between the high speed and the low speed, the system will operate in an 
intermediate mode, compromising the high and low speed modes. Ultimately, if it is 
below the low speed, the system will operate ON/OFF like a single speed unit. This 
kind of system (multi-speed unit) is compatible with a VAV air distribution unit. 
4.5 Optimization Problem Variables 
To optimize any objective function, many possible solutions are examined. The 
variables that are altered to get these different possible solutions are called design 
variables. In this research the objective function is the building's annual energy 
consumption, so the building elements that might contribute to minimization 
building energy consumption are included. The design variables that have been used 
in this research are described in the following subsections. 
4.5.1 Building Construction 
The building construction has a very important effect on the thermal behaviour of a 
building. A heavy mass construction absorbs more heat than a low mass 
construction. This absorption delays the heat to be transferred to the internal 
environment, in other words, it shifts the peak load time of the building to be lack 
from the outside environment peak condition. Obviously, a heavy building 
construction helps to reduce the energy needed by the HVAC systems. However, it 
requires a large capital cost to construct the building. So, in this research three 
common building constructions (heavy, medium, and light) are used as discrete 
design variables. The characteristics of these three building types that are commonly 
used in the US are described in Spitler, J. and Rees, S. (1998). As describe in this 
work, the heavy construction is composed heavy building layers (walls, partition 
wall, floors, and ceiling). While the medium and light building constructions are 
constructed from lighter material composition. The light construction used in this 
research might not be appropriate to be used for multi-floor building, but it is used 
theoretically in this research to compare it with other building construction. The 
details of each building construction type are described in Tables 4.6-4.8. 
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Chapter 4 
The layers of each construction component that shown in the table is described from 
the outside to inside layer. These layers are specified by their thickness, density, 
thermal capacity, and thermal conductance. 
Three wall construction types are described in Table 4.6; also, three floor and 
ceiling types are shown in Table 4.7. No roof or floor slab is described because the 
simulated building is located between two condition spaces (adiabatic). Finally, in 
Table 4.8 only two partition wall types are described. Since, medium and light 
building construction use similar partitioning type. 
4.5.2 Fenestration 
Building fenestration is considered to be the weakest thermal point in a building 
construction envelope. This is because it allows more heat to be transferred 
from/into the internal environment. For this reason more attention should be paid to 
this building element by the designer in the early design stage. 
In this research two glazing materials, which are commonly used in window 
construction, were selected. The properties of window glass and frame/divider 
materials (solar and visible transmittance, and conductivity) are described in Table 
4.9 & 4.10 below. 
Table 4.9: Windows glass types. 
Solar Visible Conductivity 
Glass Thickness transmitt. transmitt- W/m °K 
Type 
Section 
(mm) ante at ante at 
normal normal 
Clear 3 0.837 0.898 0.9 E 
6 0 775 0 881 9 0 l . . . 
Low- 
i 
3 0.63 0.85 0.9 
i i it em ss v y 
6 0.60 0.84 0.9 
84 
Chapter 4 
Table 4.10: Frame/divider of the windows properties. 
Frame/ 
Divider 
Width 
(mm) 
Solar 
absorbance 
Visible 
absorbance 
Thermal 
emissivity 
Conduct- 
ivity 
o W/mZK 
Frame 5 0.8 0.8 0.9 2 
Divider 2 0.8 0.8 0.9 2 
Generally, double-pane windows are highly recommended to be used in efficient 
building. They are also highly recommended to be used in commercial buildings. 
Further, a double-pane window construction is allowed to be formed using any of 
the single glass material types described in Table 4.9. Also, two substances 
commonly used to fulfil the space between the window panes for gas-filling (Air 
and Argon) are used to fill different space thicknesses (Table 4.11). The gas 
properties are given by the building simulated energy program (EnergyPlus). 
Table 4.11: Common types of windows gas-filled gap. 
Gas filling 
Types 
Thickness 
(mm) 
Air 3,6, and 13 
Argon 3,6, and 13 
So in this research an option of 96 different double-pane windows covering light to 
heavy window construction are available. This will contribute to finding the proper 
window design from an energy saving perspective. The GA has been set in such 
way that the window is constructed layer by layer to find the best window 
combination construction (glass type and gas type). 
Finally, in order to complete the fenestration component an overhang is defined. 
The overhang is used to cast a shadow over the attached surface. This helps to 
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reduce the unwanted solar that coming into the interior zone in certain time of the 
day by shadowing the window as shown in Figure 4.6 below. 
Figure 4.6: Illustration for window's overhang. 
The window's overhang in this research set to he optional from zero depth from the 
wall base to the maximum possible depth (1.5 nm). The overhang width is 
automatically set by the GA to be the same as the window width and 100 nun above 
the window. 
4.5.3 Building Orientation 
As stated earlier, the building is located at Chicago, Illinois (42 Latitude, -88 
Longitude), facing a northerly direction on its wider side. As the sun's rays that 
penetrates the building is vary with building azimuth, the optimization can vary the 
building orientation from 0° (North) to 90° (East). 
4.5.4 HVAC System ON-OFF Control 
To enhance the building performance, although it complicates the problem, tlhe 
control of the HVAC system should he optimized. A basic way to control it I IVA(' 
system is by scheduling its operation, i. e. when the HVAC system should he turned 
ON or OFF. As shown in Table 4.12 the HVAC system is normally scheduled to he 
OFF after the occupants working hours and at the weekend and on holiday days. In 
this research, the problem formulated to give three different scenarios for the 
starting time of the system (pre-cooling or pre-heating). These different scenarios 
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are an option for every month of the year, the particular scenario used in any month 
which is identified by a discrete problem variable. 
Table 4.12: System availability schedule. 
Schedule Type Schedules (Hours) 
A, B, and C 
1-7 8-18 19-24 
ON/OFF ON/OFF 
System ý 
ON 
vary starting pre- vary starting pre- 
Availability 
heat/cool time heat/cool time 
4.5.5 Setpoint Control of Supply Air Temperature 
The basic control of the air handling unit (AHU) is implemented by a schedule 
which usually linked with HVAC system availability operation, i. e. the Al RI 
available to work when the HVAC system is available. Also, Alit1 can be put on the 
ON/OFF mode during its availability based on the zone thermostat setting. 
Generally, the air supply sets to a certain temperature for summer and another , ct 
for winter. These settings might satisfy the occupant comfort reyuifCnicnt durin 
these seasons, however, uncomfortable environment or excessive operation of the 
AHU might occurs in the mild seasons. For this reason, the setpoint temperature of 
supply air to the zone is important in terms of' being able to provide suit icicnt 
cooling to any zone (heating can if necessary be provided by reheat element which 
integrated within the zone equipment). 
In this research three different schedules profiles (A, I3, and C) of supply air 
temperature are set to find the most appropriate profile of each month. In each 
schedule profile two different initial selpoints arc assigned, for unoccupied and 
occupied working hours. 
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This way of formulating the design variables forming 18 problem variables, since 
each month (from January to December which equates 12 design variables) has 
three option of supply air temperatures setpoints schedule for unoccupied and 
occupied working hours (6 design variables), as shown in Table 4.13. 
Table 4.13: AHU setpoints supply air temperature options. 
Operation Setpoint Initial Profile in Schedule Working Hours 
Temperature Values Each Options (hrs) (°C) (°C) Month 
January i 
Unoccupied (19 - 7) 18 Opt on A 12 -18 Occupied (8 - 18) 
(winter months) 
To 
Options B Unoccupied (19 - 7) 16.5 18 12 December &C Occupied (8-18) - (summer months) 
4.5.6 Zone Temperature Setpoints 
The mechanical systems (HVAC) act to satisfy the zone demand. If this demand is 
determined accurately, only the demand load will be maintained; no excessive or 
waste energy will be used. Therefore, the zone thermostat is interpreting the 
temperature that is wanted by the occupants in a particular season. For this reason, 
in this building example, the zone thermostat setpoints were allowed to vary to find 
which uses least energy within the satisfactory level of the occupants (comfort zone 
temperature), see Table 4.14. The control type that is used to implement this 
concept in this example is known as a Dual Setpoint (Heating and Cooling) with 
deadband. This control is applicable to control the zones over the whole year. 
During hot season, the cooling set-point temperature will trigger the HVAC cooling 
system to put it in an ON operation mode (if the zone temperature is beyond the 
cooling thermostat temperature setting). Similarly, during cold season the heating 
set-point temperature will trigger the heating system to put it ON (if it is below the 
heating thermostat temperature setting). Whereas, during mild season neither the 
cooling nor the heating turn ON, the system will be in a situation called deadband. 
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As this deadband interval increases the opportunity of keeping the system OFF 
increases, which will contribute to save more building energy consumption. 
Similarly to the supply air temperature, three schedules options of the zone 
thermostat temperature are set. The design variables of heating setpoint and 
deadband are manipulated for each month before EnergyPlus starts to simulate the 
building. While the cooling setpoint is calculated from the heating setpoint and 
deadband, i. e. the cooling setpoint is automatically calculated by EnergyPlus from 
the following formula ( cooling setpoint = heating setpoint + deadband). 
Also, heating setpoint and deadband are defined for both the occupied and 
unoccupied periods. For every month there will be three zone temperature set points 
options. This way of formulating the zone temperature setpoints form a 24 design 
variables, see Table 4.14. 
Table 4.14: Schedule of zones setpoints temperature control. 
Operation 
Profile in 
Each 
Month 
Schedule 
Options 
Working Hours 
(hrs) 
Setpoint 
Temperature 
(°C) 
Initial 
Values 
(°C) 
H i 
Unoccupied (19 - 7) 22 18 20 
O i A 
ng eat 
Occupied (8 - 18) 
- 
pt on 
D db d 
Unoccupied (19 - 7) 4 2 2 ea an - 
Occupied (8 - 18) 
January 
H ti 
Unoccupied (19 - 7) 22 18 20 ea ng - 
T O ti B 
Occupied (8 - 18) o p on 
D db d 
Unoccupied (19 - 7) 4 2 2 December ea an Occupied (8 - 18) 
- 
H ti 
Unoccupied (19 - 7) 22 20 ea ng 18 - 
O ti C 
Occupied (8-18) 
p on 
Deadband 
Unoccupied (19 - 7) 4 2 
Occupied (8-18) 
2- 
Hamm 
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4.5.7 The Whole Design Variables 
All the design variables that have been described in the above subsections are 
tabulated with their upper and lower bounds in Table 4.15 and 4.16. In this table the 
lower and upper bounds with its increment are used to discretize the search space of 
the variables. An initial value is set for each design variable based on previous 
knowledge or engineering common sense. The discrete increment in each design 
variable is set based on engineering tolerance and the variable characteristic. 
Table 4.15: Building Construction Design Variables. 
Index Variable 
Lower 
Bound 
Upper 
Bound 
Initial 
value 
Incre- 
ment 
1 North Window Width (m) 0.5 29 9 0.1 
2 South Window Width (m) 0.5 29 9 0.1 
3 East Window Width (m) 0.5 23 7.2 0.1 
4 West Window Width (m) 0.5 23 7.2 0.1 
5 North Window Height (m) 0.5 2.1 0.9 0.1 
6 South Window Height (m) 0.5 2.1 0.9 0.1 
7 East Window Height (m) 0.5 2.1 0.9 0.1 
8 West Window Height (m) 0.5 2.1 0.9 0.1 
9 North Window Overhang (m) 0.0 1.5 0.3 0.05 
10 South Window Overhang (m) 0.0 1.5 0.3 0.05 
11 East Window Overhang (m) 0.0 1.5 0.3 0.05 
12 West Window Overhang (m) 0.0 1.5 0.3 0.05 
13 Window Layer 1 Specification (-) 0 3 0 1 
14 Window Gas Types (-) 0 5 1 1 
15 Window Layer 2 Specification (-) 0 3 0 1 
16 External Wall Construction (-) 0 2 0 1 
17 Internal Wall Construction (-) 0 2 0 1 
18 Ceiling Construction (-) 0 2 0 1 
- 19 Floor Construction (-) 0 2 0 1 
20 Heavy Wall Insulation Thickness (m) 0.05 0.2 0.05 0.05 
21 Medium Wall Insulation Thickness(m) 0.05 0.2 0.15 0.05 
22 Light Wall Insulation Thickness (m) 0.05 0.2 0.15 0.05 
23 Building Azimuth (°) 0 90 0 5 
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In Table 4.15, the list represents the construction design variables that have an 
influence on the building energy consumption. These variables are the window area 
sizes which are implemented by the window's height and width to form a glazed 
area starting from 10% of the wall area to full glazing facade area (indices 1 to 8). 
Associated with to the window area variables are the window's overhang over the 
North, West, East, and South windows respectively (indices 9 to 12). These 
overhangs have been allowed to vary from a minimum depth of 0.0 in (measured 
from the facade base) up to 1.5 m in steps of 0.05 m. Also, the window construction 
is formed from three layers, internal window material, window gas types and 
external type's material. Internal and external window materials have four different 
alternative window materials (see Table 4.9) whereas the window gas-filling contain 
five different gas types (see Table 4.11). In Table 4.15 variable indices from 16 to 
19 represent the opaque construction which external wall, internal wall, ceiling and 
floor, respectively. These variables alternate between three material construction 
types; heavy, medium or light (see Tables 4.6 and 4.7). Also, problem variables for 
three insulation thickness varying from 0.05 to 0.2 m for each wall type are defined 
(indices 20 to 22). Lastly, the building orientation is permitted to be rotated from 0° 
"North" direction to 90° "East" direction (index 23). 
Similarly, the HVAC system control problem variables are given in Table 4.16. The 
design variables in Table 4.16 are more toward supervisory of the HVAC system 
control: pre-cooling or pre-heating starting time, AHU setpoints temperature, and 
zone heating and deadband setpoints, (for more detail see sections 4.5.4 to 4.5.6). 
The indices from 23-80 in Table 4.16, list these variables with their lower, upper 
limits, and their initial start. 
The first three design variables in Table 4.16 (indices 24-26) are representing the 
time that the HVAC system will start ON. These are three options of starting the 
system ON before the occupants arrived (pre-heating/cooling concept). While the 
fourth design variable in the table (indices 27 to 38) gives each month an option to 
select from the three defined system availability schedules (A, B, and Q. 
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Table 4.16: Control System Design Variables. 
Lower Upper Initial Incre- 
Index Variable Bound Bound Value ment 
Schedule A of System Availability (ON/OFF) for 0 13 3 1 24 the Unoccupied Period (19 -7 hrs) 
Schedule B of System Availability (ON/OFF) for 0 13 3 1 25 the Unoccupied Period (19 -7 hrs) 
26 Schedule 
C of System Availability (ON/OFF) for 0 13 3 1 
the Unoccupied Period (19 -7 hrs) 
System Availability (on/off profile) of the 12 1 3 0 1 27-38 
months (January to December) choosing from the 
39-40 Schedule A of AHU supply setpoints 
for 12 18 18 0.25 
occupied/unoccupied periods (winter months °C) 
41-42 Schedule. 
B of AHU supply setpoints for 12 18 16.5 0.25 
occupied/unoccupied periods (winter months °C) 
43-44 Schedule. 
C of AHU supply setpoints for 12 18 16.5 0.25 
occupied/unoccupied periods (winter months °C) 
45-56 AHU setpoints temperature control 
(January to 1 3 0 1 
December) 
57-58 Zone heating setpoint Schedule A 18 22 20 0.25 
occupied/unoccupied periods (°C) 
59-60 Zone heating setpoint Schedule B 18 22 20 0.25 
occupied/unoccupied period (°C) 
61-62 Zone 
heating setpoint Schedule. C 18 22 20 0.25 
occupied/unoccupied period (°C) 
63-64 Zone 
deadband setpoint Schedule A 20 24 22 0.25 
occupied/unoccupied period (°C) 
65-66 Zone deadband setpoint Schedule B 20 24 22 0.25 
occupied/unoccupied period (°C) 
67-68 Zone deadband setpoint Schedule 
C 20 24 22 0.25 
occupied/unoccupied period (°C) 
69-80 Heating setpoints temperatures and 
deadband for 0 23 0 1 
12 months (January to December) 
The indices 39 to 44 are defined the air supply setpoints temperature via the AHU 
equipment design variables. Three schedules of sir supply set points are formulated 
for occupied/unoccupied periods. This gives the opportunity of each month to select 
out of these schedule options the most appropriate air supply temperature (indices 
45-56). 
92 
Chapter 4 
Similarly, the rest design variables in the table are formulating the heating and 
deadband of the zone temperature control (indices 57- 68). This heating setting with 
the deadband will automatically formulated the cooling setpoints to form three 
options of schedules. This again gives the opportunity for each month to select from 
the three options forming the zone heating and cooling setpoints (indices 69-80). 
4.6 Objective Function 
In this study the objective function, is the annual primary energy consumption of the 
example building. It compromises three main energy consuming elements: lighting 
system, fans, cooling and heating systems. This objective function of the annual 
energy consumption, f (x), can be expressed as follows: 
f (x) _ [Qh (x) + Qc (x) + E, (x)] /3.6 x 106 
(4.2) 
where Qh(x) and Q(x) are the zones' annual heating and cooling 
consumptions (Joules) respectively, and E, (x) is the zone's electricity consumption 
for the lighting and fan. The denominator is conversion factor to convert the energy 
from the unit of Joule to the unit of kilo Watt hours (kWh). 
The objective function in any optimization problem can be subjected to a constraint. 
In this study a set of experiments is set free from any constraint, while the other 
experiment set is subjected to a constraint. Each zone is constrained to its occupants 
comfort. There are different ways to set the constraint on the objective function, as 
will be elaborated in the following section 
4.7 Design Constraints 
In most real-world problems, there is a limitation on the range of possible solutions. 
For instance, in this research not only the lowest building energy consumption 
considered, but the solution also has to satisfy the occupants' comfort. As such the 
comfort requirements are constraints on the search space. 
93 
Chapter 4 
At some point during the annual run operation of a HVAC system, the zone loads 
may not be met due to the under sizing of the HVAC system. This is likely due to 
the fact that HVAC systems are sized for design conditions, which may be exceeded 
in practice. Subsequently, the thermal comfort may not be satisfied all year. Also, 
multi-zone systems contribute to increasing the probability of discomfort due to this 
system having a high degree of diversity among the zone loads. Since, in this 
research, the HVAC system is sized using design days, and the building is 
conditioned using a multi-zone HVAC system, the comfort constraint has been 
formulated to recognise that the occupants are going to experience some 
discomforts. However, the amount of discomfort should be limited to as small a 
fraction as possible. For this reason, the thermal comfort constraints in this 
optimization problem have been formulated in such a way that there is a 
compromise in annual occupant discomfort. 
In this research, two comfort sets are considered: a new thermal comfort constraint 
based on the average violation in PPD, and the established Dutch "weighted hours 
of violation" approach. 
Thermal Comfort Constraint 
The average thermal comfort violation in PPD can be expressed as follow, 
R 
Zzi 
c(X) = 1=1 
n 
_ 
JPPDD 
- PPD'ý, Zl 
0.0, 
if (PPD, > PPD"b 
else 
where, PPD is the Predicted Percentage of Dissatisfied [ISO 7730,1993 and 
ASHRAE 55], PPD, = PPD at load condition i, PPD" = PPD upper limit (set to 
10% in this research), and n= number of load conditions. The constraints are 
formulated such that: 
(4.3) 
Immom 
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c(X)Sb 
are feasible, where b is the constraint bound (set to 0.5 in this research). Therefore, 
in this research, a solution is feasible, if the average PPD above 10% is no greater 
than 10.5% PPD (averaged for annual operation). 
The thermal comfort of the occupants is calculated directly by EnergyPlus as a 
function of the zone environmental conditions. The occupants are assumed to be 
clothing having an insulation value equivalent to 0.57 clo in summer and 1.0 in 
winter. The air velocity is assumed to be 0.137 m/s. 
This comfort constraint was applied to each zone (North, South, East, West, and 
Interior) giving a total of 5 constraints. Note this thermal constraint is created 
similarly to other comfort constraint concept but with better design to overcome the 
steepness that occurred within other thermal comfort. 
Dutch Thermal Comfort Code 
This comfort constraint is similar to the existing Dutch code for thermal comfort 
which is based on a weighted number of hours of operation above a specified PPD 
limit. It can be expresses as follows, 
C(X)=ZZ, 1=1 
z= 
P10 r' if (PPD, > PPD"b 
t 
0.0, else 
where, the PPD limit (PPD'! ), is taken as 10%. The 10% limit is based on 
Annex D of IS07730 (equating approximately to t 0.5 PMV). The equation for 
z, assumes that the comfort indices are the averages over an hour period, so that 
dividing the PPD by 10, is a "conversion" to a weighted number of hours. For 
example, in a given hour, an average PPD of slightly higher than 10% would result 
(4.4) 
(4.5) 
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in a zr of 1 weighted hour, and for a PPD slightly higher than 20%, 2 weighted 
hours. 
The Dutch recommendation is that the sum of weighted hours is < 150 (in both 
winter and summer); the limit broadly equates to a recommendation that comfort 
limits should not be exceeded for more than 5% of the time (-100 hours) in either 
winter or summer (5% in each season). 
Comparison of Average Comfort Violation and Dutch Code 
The new average thermal comfort violation constraint, which is implemented in this 
research, is gradually started proportionally with constraint values. In contrast, the 
Dutch metric is a step function where it is started give value to the constrained when 
its only above 10%, as any lower value assigned to be 0 even if it is slightly below 
the starting value (10%). In general, such discontinuities are not going to fail the 
GA search but might make the search harder. 
However, the disadvantage of the new constraint function is that, at present, the 
specification of the constraint bound is left to the designer, whereas in the Dutch 
approach, the constraint bounds have been specified. In this research, the new and 
more continuous constraint formulation is used with a constraint bound of 0.5% 
(which is equivalent to an average annual PPD value of less than 10.5%). 
4.8 Alternative Optimization Problems 
In this research, two levels of building optimization problems have been used in the 
experiments. In the first building optimization problem only the construction 
element's design variables of the building will be manipulated, i. e. the first 23 
design variables indices (Table 4.15). In the second building optimization problem, 
the construction as well as the control variables will be considered (Table 4.15 and 
4.16). 
The first problem is also unconstrained with the HVAC system simply operating 
with predefined setpoints (20-22°C for the winter and 22-24°C for the summer). 
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While the second problem includes the comfort constraints as the control setpoints 
are optimized. The second problem is harder to solve as it has more problem 
variables and is constrained. 
4.9 Implementation 
In order to implement the model-based building optimization problem this coupled 
the Genetic Algorithm (GA) with the building simulation program (EnergyPlus). A 
JAVA code has been created which later improved by my supervisor Q. A. Wright) 
to handle the building problems. The code is structured based on the selected 
operators and test different GA control parameters. A generic template input file is 
designed to read all GA parameters such as population size, selection operator type, 
crossover probability, mutation rate, number of allowed function calls, and number 
of random of sequence generator. Also, it contains all the design variables for each 
experiment type (unconstrained and constrained). Also, EnergyPlus template file 
has been prepared for a typical office building floor (five-zone offices as shown in 
building Figure 4.2). In this example building the whole required simulation 
parameters are defined for both the system model (HVAC system components) and 
the air side model (duct and air terminal units). These two input files are used to 
initiate the GA optimization process to create the EnergyPlus input file (design 
variables by GA and EnergyPlus template). Then the building will be simulated by 
the EnergyPlus and generate the output file. Finally, GA will read these output 
values to evaluate the building energy consumption and check if it within feasibility 
region in the case of constrained problem. This process will be looping until the 
stopping a criterion is satisfied, which is 500 number of simulation calls for the 
unconstrained problem, while it is 700 and 3000 for the constrained problem. This 
implementation is illustrated in the following flowchart (Figure 4.7). 
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Figure 4.7: Implementation of model-based building optimization 
problems on this research. 
4.10 Summary 
In this chapter the experimental procedure that is used to verify the main objective 
of this research is elaborated. First, the control parameters of the Genetic Algorithm 
(GA) have been specified. As these control parameters will be manipulated to find 
the best set that going to find optimum solutions. To complete the model-based 
building optimization, an input file of building example (five-zone as typical office 
building floor) has been prepared as for the EnergyPlus simulation program. 
Two different experiments classes were specified to study the GA's control 
parameter effectiveness. In the first experiment set, twelve different GA's control 
parameters to be tested with an unconstrained construction optimization problem. 
This kind of experiment represent the most common building optimization problem 
(unconstrained optimization problem) which has a relatively few design variables 
(23) without constraint on the search space. In the second experiment set, a 
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constrained building optimization problem has been tested with 80 number of 
design variables. 
The results from each experiment sets will be investigated to find which GA control 
parameters are performing better. In Chapter 5, the effectiveness of different control 
parameter on the GA's performance of an unconstrained building optimization 
problem will be studied. Comparisons between the 12 control parameter sets of the 
unconstrained building optimization problem in terms of their effectiveness will be 
conducted. Thereafter, in Chapter 6, the effectiveness GA's the 8 control parameter 
on the GA performance of constrained building optimization problem will be 
studied. 
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Chapter 5 
Unconstrained Optimization of Building 
Construction 
Two sets of experiments have been designed to examine the performance of a genetic 
algorithm (GA) with different control parameters. In the first experiment set, which 
will be illustrated in this chapter, the GA performance will be tested with a relatively 
simple building optimization problem (unconstrained). Different GA control 
parameters will be employed for the same building in order to find which control 
parameter set is the most efficient in finding the optimum solutions. In this 
experimental set, only the construction problem variables will be optimized (Table 
4.15). Twelve different GA parameter sets will be tested to find which of control 
parameter find the optimum solution of the unconstrained building optimization 
problem efficiently. The basis of selecting these control parameters is described in 
Chapter 3, whereas the example building characteristics is described in Chapter 4. 
GAs are considered to be one of the probabilistic optimization algorithms types, 
since they start the search with a random population of solutions and then reproduce 
these solutions probabilistically by certain operators. For this reason, the 
performance of the GA will be evaluated for each of the 12 parameter sets using 10 
different starting random populations of solutions. It should be noted that the same 
10 random populations are used in evaluating each of the 12 different parameter sets. 
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The mean of these 10 different runs for all the parameter sets are compared to find 
which of the control parameter set is the best. 
As known that GAs are an infinite loop process, for this reason a predefined stopping 
criterion is should be assigned. In this experiment the optimization process is 
terminated after 500 building simulations. This number of simulations has been 
found to be sufficient to find the optimum solution for similar building optimization 
problem [Wetter, M. and Wright, J., 2003]. 
As mentioned earlier, the aim of this study is to find the GA control parameter set 
that provides an optimum solution with minimum computation time (least number of 
building simulations). These control parameter sets are tabulated in Table 5.1 below. 
5.1 GA Parameters Sets 
The control parameter sets of this experiment are given in Table 5.1. 
Table 5.1: Parameter sets of the unconstrained building 
optimization problem. 
Population size Crossover rate Mutation rate Number of simulation 
0.7 1 500 
5 0.7 2 500 
1.0 1 500 
1.0 2 500 
0.7 1 500 
15 0.7 2 500 
1.0 1 500 
1.0 2 500 
0.7 1 500 
0.7 2 500 
30 
1.0 1 500 
1.0 2 500 
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The basis of selecting GA's operators is described in Chapter 3 and the 
corresponding control parameter values are discussed in Chapter 4. For each of the 
parameter set a 10 different randomly initialized runs will be performed, each of 
which will be let to run for 500 simulations. A total of 60,000 building simulations 
will be performed which can be formulated as follows: 
(12 parametersets x 10 random populationrunsx 500 simulation = 60,000) (5.1) 
5.2 Statistical Analysis of the Results 
Each parameter set shown in Table 5.1 has been run 10 times, each time with 
different initial starting search points. The minimum, maximum, mean, and standard 
deviation of the objective function for each parameter set is summarized in Table 5.2 
(for more details of the ten best solutions see Appendix A). The second column in 
this table gives the parameter sets as follows: population size, crossover rate, and 
mutation rate, respectively. The underlined values indicate the minimum value in that 
column. 
Table 5.2: Final best objective function values. 
Index Parameter Sets Minimum 
(MWh/Annum) 
Maximum 
(MWh/Annum) 
Mean 
(MWh/Annum) 
Std. 
Dev. 
1 [5,1.0,1] 78.0 79.6 78.6 0.49 
2 [5,1.0,2] 78.0 79.3 78.5 0.40 
3 [5,0.7,1] 78.2 79.3 78.6 0.36 
4 [5,0.7,2] 78.2 79.6 78.7 0.43 
5 [15,1.0,1] 77.9 79.8 78.7 0.57 
6 [15,1.0,2] 78.0 80.5 78.9 0.67 
7 [15,0.7,11 78.0 79.3 78.5 0.38 
8 [15,0.7,2] 78.6 79.7 79.0 0.39 
9 [30,1.0,1] 78.2 79.8 78.9 0.50 
10 [30,1.0,2] 78.8 79.8 79.2 0.35 
11 [30,0.7,1] 78.2 80.0 79.0 0.50 
12 [30,0.7,21 78.9 80.0 79.3 0.36 
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A different representation of the results is given in Table 5.3, in which the values are 
given as percentage difference from the minimum values in each column. For 
instance, the percentage to lowest minimum objective function (index 5 in Table 5.2) 
to the other parameter sets is shown in the first column in Table 5.3. Also, maximum, 
mean, and standard deviation percentage to the others is shown in the same table. 
Table 5.3: Percentage difference in objective function value from lowest 
value in each column. 
Index Parameter Sets 
Minimum 
(%) 
Maximum 
(%) 
Mean 
(%) 
Std. Dev. 
(%) 
1 [5,11.0,1 1] 0.1 0.34 0.2 42 
2 [5,1.0,2] 0.2 0.1 0.1 15 
3 [5,0.7,1] 0.4 0.2 0.1 2 
4 [5,0.7,2] 0.5 0.4 0.3 23 
5 [15,1.0,1] 0.0 0.6 0.3 65 
6 [15,1.0,2] 0.1 1.5 0.6 92 
7 [15,0.7,1 ] 0.2 0.0 0.0 9 
8 (15,0.7,2] 0.9 0.5 0.7 11 
9 [30,1.0,1 ] 0.5 0.6 0.5 44 
10 [30,1.0,2] 1.2 0.6 1.0 0.0 
11 [30,0.7,1 ] 0.4 0.9 0.7 45 
12 [30,0.7,2] 1.3 0.9 1.0 5 
The differences in the minimum, maximum, mean, and standard deviation between 
the parameter sets (Table 5.2) and the percentage difference from the optima in each 
column (Table 5.3) are small and so it is not possible to make a definite decision to 
which is the best parameter set. For this reason, more statistical analysis is required, 
which will be discussed in the following subsections. 
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5.2.1 Statistical Hypothesis and Test 
A statistical hypothesis has to be employed to compare these parameter sets (the null 
hypothesis and/or alternative hypothesis). The null hypothesis, H. presumes that 
there is no difference in mean values between the compared samples, whereas the 
alternative hypothesis, H,, presumes that there is a difference in the mean values 
existing between the compared samples. 
In order to choose the right technique for comparing the findings of the parameter 
sets, the relation between the compared samples should firstly be considered. In this 
research the parameter sets are implemented on a similar test bed. This means that 
the solutions are statistically paired since the all experiment sets are performed on the 
same building optimization problem and objective function. The pairing between the 
solutions is ensured by starting them from the same initial points, since they are let to 
start with similar random population of solutions. 
As the relationship between the compared samples is defined, there are many 
techniques that are used to compare the two means of the paired samples, such as the 
paired t -test. These techniques have different versions that depend on whether the 
sample is dependent or independent. Samples are considered independent when the 
variables are not matched in any way, whereas the samples are dependent when there 
is a link between the compared samples variables. In the case of these experiments, 
the samples are independent paired samples. A small paired sample t -test will be 
used here to compare the output results. The procedure for this method is 
demonstrated in the following steps: 
Step 1: State the hypothesis 
H0 :A =92 _... =jun 
H, : At least one mean is different from the others (claim) (5.2) 
where , u1... u,, are the sample means. 
Step 2: Find the critical value using table in statistical book's appendices. 
To use the table fmd Degree of freedoms as follows 
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d. f. =n-1 
where, n is the sample size 
Step 3: Compute the test value using the following procedures: 
a) Find the differences in the value of the pairs of data. 
D=X1-X2 
b) Find the mean D of the differences using the formula 
D=ýD 
m 
where m is the number of data pairs 
c) Find the standard deviation SD for the difference using the 
formula, 
2 
D)2 
n SD 
n-1 
d) Find the t test value, 
D po 
SD// 
Step 4: Compare critical value from step 2 with t value from step 3. 
Step 5: Reject the hypothesis if the t value greater than the critical value. 
(5.3) 
(5.4) 
(5.5) 
(5.6) 
(5.7) 
In this experiment, a multiple comparison is required to compare all the 12 parameter 
sets. The number of paired comparisons needing to be done to the above results can 
be obtained from factorial combination formula: 
n n! 
k k! (n-k) (5.8) 
where n is the number of variables which need to be combined and k is the 
number of combination sets or pairs. For 12 numbers of variables (n =12) with 2 
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numbers of combinations (k = 2), then the total number of combinations will be 
found as follows: 
12! 
=66 2! (12-2)! (5.9) 
These 66 comparisons can be performed by implementing a comparison of one pair 
at a time using any statistical package, using paired t -test. Alternatively, a program 
subroutine can be coded to handle this issue efficiently. In this research a JAVA 
subroutine has been designed to read and compare each of the two parameter sets 
results. A total of 66 comparisons have been performed between the parameter sets, 
as shown in Table 5.4. 
In this table the value in the intersect cell between the two compared parameters 
represents the t-test value as it is derived from a set of formulas above. The critical t 
value (tý,;, ) for 95% confidence interval is equal to 2.26 (t,,;,,., = 2.26). The two 
compared parameter sets are considered to be statistically different when their 
t -value exceed tcritica . 
5.2.2 Analysis of Paired Differences 
Most of the paired comparisons (two thirds) show a value of less than tc, jtrcaI = 2.26. 
This is evidence not to reject the null hypothesis, i. e. there are no significant 
differences between most of the parameters sets. In other words, the parameters that 
are used to design the parameters sets (population sizes, crossover probability, and 
mutation probability) are not significantly different in achieving the optimum value 
of the objective function in such an optimization problem as this. However, one third 
of the comparison results show significant differences. The shaded cells with bold t- 
test value are the ones that indicate a significant difference between the compared 
pairs. 
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Table 5.4: Paired t- values. 
Parameter 
Sets* 
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N 
r; 
c 
ö 
M 
u 
[5,1.0,1] 0.56 0.43 0.29 0.13 1.15 0.98 1.79 1.13 3.97 1.36 4.79 
[5,1.0,2] 0.12 0.81 0.59 1.50 0.43 2.49 1.31 4.29 2.72 4.12 
[5,0.7,1] 0.90 0.74 2.04 0.58 2.72 I. 39 4.20 2.36 5.53 
[5,0.7,2] 0.12 1.37 1.60 5.25 1º. 7ti 
- 
3.95 I. 5ý1 
-- 
2.73 
[15,1.0,1 0.81 1.05 1.33 --- - (º. 72 2.76 -- 1. ()4 
-3.77 [15,1.0,2] 2.24 0.50 0.30 1.48 ''. - 0.31 - 1. it 
[15,0.7,1] 3.53 2. Ix 6.15 2.88 4.6() 
[15,0.7, 0.87 I. 5u cº. 03 1. ) 
[30,1.0,1 2.56 0.69 'º 21 
[30,1.0,2] 1.02 u. 21 
[30,0.7,1] 1. _ º() 
*I population size, crossover rate, and mutation rate] 
The paired shaded cells that show a significant statistical difference require Further 
investigation to find out how far they differ from the other pairs. This is achieved in 
two ways. First, the percentage differences in each paired sanipfe set fruni the 
minimum difference in that set are computed. Second, the probability cif a particular 
set of GA control parameters resulting in a worse solution than any other control 
parameter set is evaluated. 
Table 5.5 gives the mean percentage difference f -oin the iuimnium difference in 
subjective function values. For example, the value -0.78 at the intersection cif row 15, 
1.0,11 and column 130,1.0,21 gave worse result of I 30. I . 
U, 2 I than the row 
parameters 15,1.0,11. The grey shading also indicates that this result was statistically 
significant (from Table 5.4). 
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Table 5.5: Mean percentage differences in objective function from the minimum 
difference. 
Parameter 
Sets* 
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[5,1.0,1] 0.14 0.11 -0.08 -0.04 -0.37 0.25 -0.50 -0.27 -0.78 -0.50 -0_82_ 
5,1.0,2 -0.03 -0.22 -0.18 -0.51 0.12 -0.63 -0.41 -0_92 -0.64 -0.96_ 
5,0.7,1] -0.19 -0.15 -0.48 0.14 -0.61 -0.38 -0.89 -0.61 -0.93 
[5,0.7,2] 0.04 -0.29 0.34 -0.41 -0.18 -0.69 -0.42 -0.74 
[15,1.0,1] -0.33 0.30 -0.45 -0.23 -0.74 -0.46 -0.78 
15,1.0,2] 0.63 -0.12 0.10 -0.4 1 -0 13 O 4` 
[15,0.7,1] -0.75 -0.52 -1.03 - -- -0.76 -1.08 [15,0.7,2] 0.23 _ , '8 0., '8 -0. ot O : 1; ' 
30,1.0,1 -0.51 -0.23 -0 55 
30,1.0,2 0.27 -0 04 
30,0.7,1] -0.32 
population size, crossover rate, and mutation rate 
As shown in Table 5.5 above, the paired sample that has a statistically significant 
difference does not necessarily have a high numerical percentage (lilt crcnce 
compared with the other parameter sets. In general, the highest population sizes (30) 
show a significant percentage difference to the small populations, in particular with a 
mutation rate ( p,, =2). Also, the population size (15) shows it slight percentage 
difference with small populations, low crossover probability, and low imitation raatc. 
The data in Table 5.5 can be used to determine the numbers of times that a parameter 
set are statistically worse than any other parameter sct. For example, the para"Ictcr 
set 115,0.7,2] result in 4 worse solutions which gives a 36%%% probability o( this 
parameter set giving a worse result comparison to the other parameter sets (each set 
has compared with I1 other so that 
Y1 x 100 = 36%%% ). Similar values for all 
parameter set are given in Table 5.6. 
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Table 5.6: Probability of the worse solution. 
Index Parameter Sets 
Probability 
(%) 
1 [5,1.0,1 ] 0 
2 [5,1.0,2] 0 
3 [5,0.7,1] 0 
4 [5,0.7,2] 0 
5 [15,11.0,1 1] 0 
6 [15,1.0,2] 0 
7 [15,0.7,1] 0 
8 [15,0.7,2] 36 
9 [30,11.0,1 1] 0 
10 [30,1.0,2] 64 
11 [30,0.7,1] 27 
12 [30,0.7,2] 55 
Again Table 5.6 shows that most of the parameter sets that contain a 30 population 
size in their control parameters are the ones that have highest probability of a worse 
solution compared with the others. 
5.2.3 The Effect of Crossover and Mutation Probability 
It is clear from Table 5.6 that the population size has a significant effect on the 
algorithm performance. But how far it affects the performance and how the other 
parameter sets affect the GA performance; this is examined further by three separate 
comparisons. First, a study on the impact of population size on the performance was 
investigated while the other parameters (crossover probability and mutation rate) 
were equated as not to influence the compared parameter sets, see Table 5.7. In this 
comparison, twelve different parameter sets were compared to study the population 
size effect. 
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Table 5.7: Population sizes percentage 
difference 
Index Parameter Sets 
Percentage 
difference 
(° /G) 
1 [5,1.0,1]-[15,1.0,1 ] -0.04 
2 [5,1.0,2]-[15,1.0,2] -0.37 
3 [5,0.7,1]-[15,0.7,1 ] 0.14 
4 [5,0.7,2]-[15,0.7,2] -0.41 
5 [5,1.0,1]-[30,1.0,1 ] -0. ' i 
6 [5,1.0,2]-[30,1.0,2] -0.92 
7 [5,0.7,11-[30,0.7,1] -0.61 
8 [5,0.7,2]-[30,0.7,2] -0.74 
9 [15,1.0, l]-[30,1.0,1 ] -0.23 
10 [15,1.0,2]-[30,1.0,2] 0 111 
11 [15,0.7, l]-[30,0.7,1] -0.76 
12 [15,0.7,2]-[30,0.7,2] -0.32 
From this table it can be noticed that a smaller population size always has a Higher 
positive impact on GA performance by finding a better objective function (less 
energy consumption of the tested building). Also, it can he observed that the 
significant statistical difference appeared when the 30 population size take part in the 
control parameter set (indices 5 to 12). The shaded cells represent the significant 
percentage difference between the compared parameter sets (indices 4,6,7, K, and 
11). 
In the second comparison, the crossover probability impact was investigated. 'T'his 
parameter impact (crossover probability) shows no statistical significance on the 
GA's performance, as can be seen from the comparison on Table 5.8. In general, it 
can be noticed that higher crossover probability showed a poorer pcrfornmatice than 
the low crossover probabilities (indices 2,4,5, and 6). 1 lowever, the higher 
crossover probability showed a better performance with the lower mutation rate, see 
index I and 3. 
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Table 5.8: impact of' crossover probability 
Index Compared Parameter Sets 
Percentage 
differences 
(%) 
1 [5,1.0,1]-[5,0.7,11 0.11 
2 [5,1.0,2]-[5,0.7,2] -0.22 
3 [15,1.0,1]-[15,0.7,11 0.30 
4 [15,1.0,2]-[15,0.7,2] -0.12 
5 [30,1.0,1]-[30,0.7,1] -0.23 
6 [30,1.0,2]-[30,0.7,2] -0.04 
In the third comparison the impact of the mutation rate was investigated, as shown in 
the Table 5.9. There is no real significant difference when using a different rate ()t 
mutation, apart from the case of the parameter set of index 4. However, the Im N 
mutation rates showed better performance than the high ones; sec indices 2,3,4,5, 
and 6. 
Table 5.9: Impact of mutation rate 
Index Compared Parameter Sets 
Percentage 
differences 
(%) 
1 [5,1.0,1]-[5,1.0,2] 0.14 
2 [5,0.7,1]-[5,0.7,2] -0.19 
3 [15,1.0, l]-[15,1.0,21 -0.33 
4 [15,0.7, l]-[15,0.7,2] -0.75 
5 [30,1.0,1]-[30,1.0,2] -0.51 
6 [30,0.7, l]-[30,0.7,2] -0.32 
From all the above statistical analysis investigation on the u»constraiined building 
optimization problem, a conclusion can he drawn that the parameter sets that 
compromise the largest population size (30) have the worst performance. I IOwever. 
to find which from the remaining population sizes perform hater than the others in 
respect to number of simulation calls that required until it reached the convergence 
(convergence velocity) will he demonstrated in the following section. 
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5.3 Convergence Velocity 
As the stopping criteria in the optimization algorithm (GA) in this cxperiniccnt was 
considered by the number of simulation calls, it is good to study how each populat ion 
size has affect on the GA performance until it converges. '1'Ihis can he (lone by 
comparing the reduction ratio from the initial solution until the optimisation process 
is stopped (500 simulation calls). The reduction ratio is given by the following 
formula; 
r(. f(U1),. f(U1)) t(ý, ) (5.10) 
where: U; is the mean of a set of solution given by U, = (X I (X, ,...., 
X 
,, p) 
1. 
np is the number of solutions that are considered in each set. Since the smallest 
population size of parameter sets that are used is a size of 5 solutions, the objective 
function means have been calculated for every 5 new trial solutions (, rh = 5). while, 
f (U, ) is the mean objective function value of the initial 5 solutions. Note that this 
analysis is performed on the sequence of new objective function values rather then 
the sequence of all function evaluation, the number of sinmulation calls (ne" function 
evolutions) is the focus criterion of this research. Since a previously evaluated 
solution appear in a particular population, then it is not considered in this analysis (as 
it will he simply recalled from memory and not require a fuilhcr sinnulatio, n). Note 
also that basing the reduction ratio on the mean of 5 solutions has cf ect of 
"smoothing the results". 
The effectiveness of the parameter sets on the GA convergence velocity and the 
reduction rate of the best solutions for different parameter sets are co i pare(l in 
Figures 5.1 to 5.4. Note these curves are for the best solution found after the given 
number of simulation calls (500). 
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Figure 5.1: Effectiveness of population sizes on GA performance of crossover 
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Figure 5.3: Effectiveness of population sizes on GA performance of crossover 
probability 0.7 and mutation rate I based on the best solution in 
every generation. 
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probability 0.7 and mutation rate 2 based on best solution in 
every generation. 
From the figures above, the small population size (5) shows a better reduction ", 'Ic 
and faster convergence towards the optimum solutions on all the GA paranucter sets. 
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An average reduction ratio for all the similar population size parameter sets is given 
in Figure 5.5 (this is in effect an average of the results given in Figures 5.1 to 5.4). 
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Figure 5.5: Effectiveness of population size on the GA convergence velocities. 
In Figure 5.5, the population size of 5 shows its superiority over the other population 
sizes (15 and 30). It can be seen also that a less number of simulations are required if' 
the building designer does not mind to scarify some of the ultimate reduction ratio 
that reached by the high number of simulation call (500). The number of' simulation 
calls is dramatically reduced (250) with close value of the reduction. An assumption 
has been made that the building designer will terminate GA at 250 or 350 number of' 
simulation calls. The reduction rate reached at those cross points is much lower For 
the smallest population size (5) than it is for the population size of' 15 and 30. To 
illustrate this point further, see the cross points A and B on Figure 5.5. 
The results illustrated in Figures 5.1 to 5.5 are for the best solutions found after the 
given number of simulation calls (500). This illustrates the convergence behaviour ol' 
the search, but not necessary the more general exploratory behaviour. 'fhe 
exploratory behaviour of the search is illustrated in Figures 5.6 to 5.9 in which the 
reduction ratio based on the objective function value for a given siimilation call 
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Figure 5.10: Effectiveness of population sizes on GA performance of based on 
unique solution in every generation. 
(rather than the best solution at that point in the search). Again. the rcclurtion ratio is 
given as an average of 5 solutions (to smooth the data). 
Although the best solution comparison of different population sizes (Figure 5.1 to 
5.5) show the advantage of the smallest population size (5). Figures 5.6 to 5.1O show 
that the smallest population size (5) is less directed towards the optimum solution 
compared with the 15 and 30 population sizes. This is due to the nature of' the small 
population as its prematurely collapsing onto a single solution very quick. When this 
happens, the population is re-seeded with randomly initialized solutions I)JOI-C tile 
search continues (the best solution is also retained). An overview of the number of 
reseeds required for each parameter sets are listed in "]'able 5.10 below. Also, in 
Table 5.10 the function call percentage overhead shows that more than 4O`% of the 
evaluation calls of the smallest population sizes are recalled from already evaluated 
ones (from the internal memory). 
The re-seeding causes some disruption to the search direction but increase the 
exploratory power of the search. 
x II 
-( 
Table 5.10: Mean of the number of function calls of each 
parameter sets. 
Parameter 
Number of Function Sets 
Cal I [0511] [0512] [0571] [0572] 
Mean Function Calls 720 667 797 682 
Function Call 44 33 59 36 Percentage Overhead 
[1511] [1512] [1571] [1572] 
Mean Function Calls 567 546 631 568 
Function Calls 14 9 26 14 Percentage Overhead 
[3011] [3012] [3071] [3072] 
Mean Function Calls 534 521 585 540 
Function Call 7 4 17 
8 
Percentage Overhead 
In Figures 5.1 to 5.5 the convergence towards the optimum is continuous clue toi the 
elitist operator gaudiness. 
5.4 Variability of Parameter Set Solutions 
In the previous sections an analysis of the GA performance of dit Fcrcnt parameter 
sets has been discussed. So far in the discussion, the small population sizes perform 
better than the other experiment sets. The performance was measured by the 
objective function values and the number of simulation calls. 
More analysis of the robustness of the different control parameter sets is exam fined in 
terms of their best solution variability (spreading) over the search space. The 
variability of the best solution difference for different population sizes is shown in 
Figure 5.11. The spread is illustrated in terns of the distance from the hest solution 
in all trial optimizations. The horizontal axis is the distance in the prohlcii variable 
domain, and the vertical axis the distance of the objective function. The nonnalir. ed 
Euclidean distance d(X *, X) , 
in the problem variables is given by: 
d(X`, X)= ýDi; ` 
where, 
(5.1 1) 
ý) 
('II II)Iý i5 
(5,12) 
and x= (x......... x,,,. )E 91. is a solution, and x ......... r,,,, e 
91, E is the best solution 
found in all trial runs; nv is the number of problem variables, and i, and ý,, aFC the 
variable bounds. The vertical axis, the difference in the objective function values, is 
given by: 
dl. f(X*ýf(X)]= L . 
f(X)-. f(x*) 
x100 
.fX 
4 
3.5 
3 
0 
eci 2.5 
C 2 
U0 
c 
LL 
1.5 
0) 
d ä 
O 
t 
0.5 
0 
* Best solutions of pop size 5 
ra Best sloutions of pop size 15 
" Best solutions of pop size 30 
x; -x; Ax, = 
ui -ii 
a 
. 
  
  
  0*. 
 . 
  
0 0.05 0.1 0.15 0.2 025 03 0.31 04 04 
Normalized Euclidean Distance (-) 
Figure 5.11: Best solutions variability of population sizes 5,15, and 30. 
(5.13) 
Figure 5.11 illustrates that the spread of optimum solutions found for all trial 
optimization is similar for all population sizes. The spread is similar in both the 
objective function and variable domains. This means there is not definite conclusion 
from this comparison. 
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5.5 Distribution of Building Energy Consumption Elements 
Finally, an overview of each control parameter set of building energy cons, IIlpli m is 
discussed in this section. A comparison of the main energy consLinhiing clennents that 
form the optimized objective function in this research (Iightings, heating. cooling. 
and fan) is shown in Table 5.11. 
Table 5.11: Energy distribution in the building for every parameter set 
F 
eter 
ts 
Lighting 
(MWh/Annum) 
Heating 
(MWh/Annum) 
Cooling 
(MWh/Annum) 
lain 
(MWh/Annum) 
'fetal 
(MWh/An mm) 
0,11 37.6 13.3 15.6 11.5 78.0 
15,1.0,2] 35.6 15.0 15.8 11.8 78.4 
15,0.7,1] 37.0 14.0 15.8 11.7 78.5 
15,0.7,21 36.6 14.2 15.8 11.7 78.4 
115,1.0,11 37.0 13.8 15.7 11.7 78.3 
115,1.0,2] 36.0 14.4 15.8 11.7 79.0 
115,0.7,11 37.1 14.1 15.5 11.6 784 
115,0.7,21 39.6 12.8 15.5 11.6 79.5 
From Table 5.11, Figure 5.12, and Figure 5.13 there are slight differences in the 
cneý, ýy building main energy consumption components and total huild InL 
consumption between most of the parameter sets. 
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Figure 5.12: Distribution of Building Energy Consumption. 
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5.6 Conclusion 
The main purpose of this chapter was to examine the efFectivenes,, uI dlil cf-L-1it 
control parameter sets of a GA in finding solutions to an unconstrained huildin`g 
optimization problem, with a given fixed number of trial simulations (500). Twelve 
sets of parameters were tested with a ten trial optimization i'or each parameter set. 
The results show that GA performance is insensitive to most control parameter 
values, such as crossover probability and mutation rate, since there was no 
statistically significant difference between the optimum solutions. llowever, the 
population size was the control parameter that had the most significant affect among 
that control parameters. The small population sizes show better results than the larger 
population size. Further, the smallest population sizes showed a greater reduction 
rate for a smaller number of simulation calls (less 350) compared with to the other 
population sizes. 
Although the crossover probability and mutation rate showed less sensitivity on the 
GA performance, there is some evidence to suggest that it performs better with the 
higher crossover probability (1.0) and lower mutation rate (1). 
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Ultimately, a general conclusion that possibly drawn at the end of this discussion ik 
the small population size, high crossover probability, and low limitation rate arc tic 
most appropriate control parameter sets for the unconstrained building opt iin 1z, 11 
problem. 
Population size (5) + high crossover probability (1.0) + lint' mululion rate (1) 
But this can not be generalised to all building optimization problems, since this 
problem is relatively simplified. For this reason, in Chapter 6a similar approach to 
the one that used in this experiment will be implemented for a constrained building 
optimization problem based on the conclusion of this chapter. 
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Chapter 6 
Constrained Optimization of Building 
Construction and Supervisory Control 
Strategy 
In real world optimization problems the range of feasible solutions is eommliuºnly 
restricted by external requirements (constraints). In Chapter 5, the GA performance 
was measured for a common building optimization problem (unconstrained). In this 
chapter, the same building characteristics that used with unconstrained building 
optimization problem will be used again with the constrained building optinuiration 
problem. The constraint imposed on the search space in this experiment is the 
occupant thermal comfort. A certain level of comfort should he maintained within 
each zone over the whole year. The zone considered uncomfortable if' the 1O`% of 
the occupants feel unsatisfied. This means that the solutions should he within the 
feasibility of the search space. In order to ensure that feasible comfort conditions 
can be found while energy use is minimized, the problem variables also include the 
control system variables (Table 4.16). 
For this optimization problem, the GA performance will he evaluated for ()Illy tile 
smaller population sizes (5 and 15). As the smaller population sizes showed better 
performance than the largest population size (30), this proved by the construction 
optimization problem (Chapter 5). Apart from this, similar control parainC1C'IS to the 
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previous study (unconstrained) will he implcincntcd with the cunstraiiied 
optimization problem, i. e. similar population sizes. crossover prob O)Ilitirs, and 
mutation rates. Also, each parameter set will he replicated by 10 clil'fercºOt initial 
random of generator. The only thing that has been changed in the (; A haranieter 
selection is that stopping criteria (number of simulation calls) increased too 750 
instead of 500 in the previous experiment set. 
6.1 GA Parameters Sets 
As mentioned earlier, a slight difference in parameter sets will be iinplcinenled in 
this experiment compared with the one used with the unconstrained optimization 
problem (Chapter 5). This change is based on the outcomes of the previous study 
(Chapter 5). In this experiment, the control parameter sets are only composed of' tlhc 
smaller population sizes (5 and 15) with similar crossover probability (0.7, and I. 0) 
and mutation rate (1 and 2). Finally, number of simulation call,, is restricted to 750. 
The parameter sets that will be implemented in this experiment (constrained 
building optimization problem) are listed in Table 6.1. 
Table 6.1: Parameter sets of constrained building 
optimization problem. 
Population 
size 
Crossover 
rate (%) 
Mutation 
rate 
Number of 
Simulation 
70 1 750 
5 
70 2 750 
100 1 750 
100 2 750 
70 1 75( ) 
15 
70 2 750 
100 1 750 
100 2 75(1 
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From Table 6.2 the number of building simulation runs performcd during Ihi"N 
experiment can he found by multiplying the number of paramcter sets with nuuiher 
of new initial population runs times the number oi' simulations i. e. 
8 parameter set x 
10 initial random population x750 number of simulation = 60,000. 
6.2 Statistical Analysis of the Results 
Optimization for each parameter set show in Table 6.1 has been run 10 times, each 
time with different initial starting search points. The minimum, maximum, mean. 
and standard deviation of the objective function for each parameter set is 
summarized in Table 6.2 (for the details of the ten best results see Appendix B). 'I'hr 
second column in this table gives the parameter sets as follows: population size, 
crossover probability, and mutation rate, respectively. The underlined values 
indicate the minimum value in that column. Note that all final (optit»uni) solutions 
where feasible. Analysis of the impact of the constraints on the search performance 
is given in section 6.4. 
Table 6.2: Final best objective function values. 
Index Parameter Sets 
Minimum 
(MWh/Annum) 
Maximum 
(MWh/Annum) 
Mean 
(MWh/Annum) 
Standard 
Deviation 
1 [5,1.0,1] 85.2 109.1 91.6 7.2 
2 [5,1.0,2] 81.0 95.0 89.7 4.7 
3 [5,0.7,1 ] 82.3 100.6 91.2 5.3 
4 [5,0.7,2] 83.3 104.4 92.2 5.7 
5 [15,1.0,1 ] 77.2 94.0 87.2 5.5 
6 [15,1.0,2] 85.8 93.1 90.7 2.6 
7 [15,0.7,1] 82.6 91.3 87.0 2.0 
8 [15,0.7,2] 85.6 106.0 93.2 6.2 
An alternative analysis is to examine the difference in these results from the overall 
best solutions. For instance, the percentage differences from the lowest minimum 
objective function (index 5) of the parameter sets shown in the first column of "fable 
2 
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6.3. The maximum, mean, and standard deviation difference percentage for each 
parameter set are obtained and presented in adjacent columns in Table 6.3. 
Table 6.3: Percentage difference in objective function value 
from lowest value in each column. 
Index Parameter Sets 
Minimum 
(%) 
Maximum 
(%a) 
Mean 
(%) 
Stnd. Devt. 
(%) 
1 [5,1.0,1 ] 10.3 19.5 5.3 175.2 
2 [5,1.0,2] 4.9 4.0 3.0 79.8 
3 (5,0.7,1] 6.5 10.1 4.8 103.9 
4 [5,0.7,2] 7.8 14.2 5.9 117.5 
5 [15,1.0,1] 0.0 2.9 0.2 111.6 
6 [15,1.0,2] 11.0 1.96 4.2 0.0 
7 [15,0.7,1] 6.9 0.0 0.0 0.2 
L. L. [15,0.7,2] 10.8 16.0 7.0 140.5 
From Table 6.3 it can be noticed that there are some relatively high percentage 
difference between the parameter sets. However, from the values in Table 6.2 and 
6.3 the choice of which is the best parameter set unclear. For this reason, a statistical 
analysis (similar to the one used in section 5.3) is required to test these difference 
which will be discussed in the following section. 
6.2.1 Statistical Hypothesis and Test 
A similar hypothesis to the one used earlier in Chapter 5, that compared sample 
means for an unconstrained optimization problem, is used again here with a 
constrained optimization problem (null hypothesis or the alternative hypothesis). 
The null hypothesis (Ho) assumes that there is no significant difference between the 
compared means, where the alternative hypothesis (Hl) assumes that there is a 
significant difference. The t -test is used to verify these hypotheses for the two 
compared samples. Note, that as for the case of the unconstrained optimization 
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problem, the solutions are paired by the optimization problem anti initial 
populations (Chapter 5). The number of' paired samples to he compared can be 
calculated out by a factorial combination formula: 
n n! 
k k! (n-k) 
where n number of variables which need to he coinhined and k is the 
number of combination sets or pairs. For 8 variahlcs (ii = 8) with two pairrýl 
combinations (k = 2), the total number of combinations will be found &, fýýllýºw .: 
8! 
=28 2! (8-2)! 
These comparisons can be implemented using the t -test technique for every two 
samples in turn, which can be done by any statistical package. Alternatively, the 
similar JAVA subroutine program that was used with the earlier study is used again 
to handle this issue. 
A total of 28 comparisons that were performed between the different parameter sets 
are shown in Table 6.4. In this table, the value shown in the intersect cell between 
the two compared parameters is representing the t-test value that is derived froill tile 
set of equations that described in section 5.3. 
Table 6.4: Paired t values. 
N r N N N 
Parameter ö r-: 6 ö 
Sets* o d 
L u L u L v L r 
u 
U) 
r 
y 
L6 r 
u 
L6 r 
ý 
[5,1.0,1] 0.81 0.16 0.16 2.18 (1.47 1.99 (º. c, h, 
[5,1.0,2] 0.80 1.45 0.97 0.51 I S6 I .1 
[5,0.7,1] 0.43 1.54 0.2(, II n ! r, 
[5,0.7, 1.57 (l. ( 2.99 (1 Ii)- 
15,1.0,1 I. ' 1 "" 2.4$ 
[15,1.0,2 3.47 iII 
[15,0.7,1] ;. 3.22 
* Ipopulation size, crossover rate, mutation rateI 
((. 1) 
(0. ') 
.' 
ýýi. I ýý IýIi 
These values are compared with the I- critical value (which is equal tu 2.20 for ()5%I, 
confidence, tc,.;,; car = 
2.26), see Table 6.4. Any value that cxcccdl,, the t value is 
shaded to indicate that the compared samples are statistically different. 
6.2.2 Analysis of Paired Differences 
Most of the paired comparisons in Table 6.4 show a value that i` Ieýý than 
t(. ritical = 
2.26. This is an evidence not to reject the null hypotlhesis, i. e. there are no 
real differences between most of the parameters sets. In other words, the parºnºeter, ý 
that are used to design the GA (population sizes, crossover probability and nuitation 
probability) are not significantly different in achieving the optimum value of the 
objective function in this problem. However, the shaded cells i -test value indicating 
a significant difference between the compared paired. 
Although some of the parameter sets show a significant statistical diftcrrncr, a 
further numerical analysis is used (which is known by percenta;, e diIk'Fence). 'I'he 
percentage difference between the two parameter sets, in respcet OI' the overall 
minimum solution within the parameter sets being considered are tahlilatrci in 'fahle 
6.5. 
Table 6.5: Mean percentage difference in ohjective 
function from the minimum difference. 
N N 
Parameter ö ti ti ö ö 
Sets `' 0 ° ° 
ü . ü U ü r 
u 
r 
u 
r 
u 
[5,1.0,1] 2.40 0.52 -0.65 5.71 1.10 5.57 -1 
[5,1.0,2] 1.87 3.06 3.19 - 124 3.28 .. ) ' 
[5,0.7,1 -1.17 5.15 0.62 , ii7 
[5,0.7,2] 6.40 1.77 _ 6.22 I1 
[15,1.0,1] 4.49 
. -7.67 . . j [15,1.0,2 4.44 I 
J 
[15,0.7,1] 1 
-7.41 
* Ipupulation size, crossover rate, mutation rate 
"º 
Chaptcr 6 
The percentage difference in general (Table 6.5) has high numerical values, unlike 
its counterpart comparison in Table 5.5. This means there is a difference in the 
objective value compared with the overall minimum objective value; in particular 
the parameter set that has a statistically significant difference. 
Another way of distinguishing the good parameter set from the worse is to find how 
many times the control parameter set shows a lesser performance than the other 
eight parameter sets. For example, the parameter set [5,0.7,2] (in index 4 in Table 
6.6), which give a 14.3% probability of this parameter set giving a worse result than 
the other parameter sets (each set has been compared with 7 others so that 
Y7 x 100 -14.3% ). Similar values for all parameter sets are given in Table 6.6. 
Table 6.6: Probability of the worse solution. 
Index Parameter Sets 
Probability 
(%) 
1 [5,1.0,1] 0 
2 [5,1.0,2] 0 
3 [5,0.7,1] 0 
4 [5,0.7,2] 14.3 
5 [15,1.0,1] 0 
6 [15,1.0,2] 14.3 
7 [15,0.7,1] 0 
8 [15,0.7,2] 28.6 
From Table 6.5 and 6.6 a statistically and numerically significant difference was 
conducted. It seems from Table 6.6 that the parameter sets with high mutation rate 
are showing the worse solutions. However, a further analysis to verify this 
observation will be discussed in the following section. 
6.2.3 The Effect of Crossover and Mutation Probability 
A further examination of the control parameters has been conducted through three 
separate comparisons. First, a study of the impact of population size on the 
performance was investigated while the other parameters (crossover probability and 
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mutation rate) were equated. Four different parameter sets were compared to study 
the population size effect. 
Table 6.7: Population sizes percentage 
difference. 
Index Parameter Sets 
Percentage 
difference 
(%) 
1 [5,1.0,1 ]-[15,1.0,1 ] 5.71 
2 [5,1.0,2]-[15,1.0,2] -1.24 
3 [5,0.7,1]-[15,0.7,1 ] 5.07 
4 [5,0.7,2]-[15,0.7,2] -1.17 
None of the comparisons in Table 6.7 are statistically significant, however, it can be 
observed that the larger population results in slightly better solutions for 
comparisons having low mutation rates (indices 1 and 3), as the value of the 
difference is positive. 
In the second comparison, the crossover probability was investigated. This control 
parameter (crossover probability) shows no statistically significant percentage 
difference in the GA's effectiveness, in particular for the low mutation rate (1) 
(indices 1, and 3 in Table 6.8). However, the higher crossover probability shows a 
noticeably poorer performance with the higher mutation rate (see indices 2 and 4). 
Table 6.8: impact of crossover probability. 
Percentage 
Index Parameter Compared differences Sets 
(%) 
1 [5,1.0,1]-[5,0.7,1] 0.52 
2 [5,1.0,2]-[5,0.7121 -3.06 
3 [15,1.0,1]-[15, . 7,1 ] 1 0.25 
4 115f1.0,2]-[15, 0.7,2] -2.87 
As shown in Table 6.9, there is a significant difference in the solutions for the 
comparison as shown in index 4. More generally, it appears that the higher the 
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mutation rate, the more likely that the solutions will he poor (as indicated by the 
negative differences). 
Table 6.9: Impact of mutation rate. 
mpared Parameter 
Sets 
Percentaes 
differences 
(%) 
j 
, 1.0,1 ]-[5,1.0,2] 5 2.40 
5, 0.7,1]-[5,0.7,2] [ -1.17 
, 1.0,1 ]-[15,1.0,2] -4.49 
, 0.7,1]-[15,0.7,2] -7.41 
From all the above statistical analysis investigation of tlºc cººnstraine"(1 IýuºIýlinýý 
optimization problem, a conclusion can be drawn that the parameter acts that 
contain the larger population size (15) has the best performance, in particular with a 
lower mutation rate. However, to find which population sizes perl'urnºs better than 
the others in respect to number of simulation calls that are recluired to reach 
convergence (convergence velocity) a further analysis is required. 
6.3 Convergence Velocity 
The stopping criterion for the search in this experiment is to stop alter 750 
simulation calls. The performance of the search to this point is investigated uing 
the reduction ratio described in section 5.3. This gives the reducticm in Ut)J ti\ C 
function values averaged over 5 results. Note that this analysis IS (1011C unly 011 the 
new objective function values rather than on all evaluations. Note also that hasinn 
the reduction ratio on the mean of 5 solutions has the effect of "ýnºýýýýthine the 
results". 
The effectiveness of the parameter sets on the GA convergence velocity anal the 
reduction rate of the best solutions for different parameter sets. Note these curvcs 
are for the best solution found after the given number of sinrºjI. rti()n calf, f ieurýý 
6.1,6.2,6.3,6.4 and 6.5. 
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Figure 6.1: Effectiveness of population sizes on GA performance of 
crossover probability 1.0 and mutation rate 1 for every 
five best solutions. 
1.2 
1.15 
1.1 
1.05 
W1 
0.95 
0.9 
0.85 
0.8 
0.75 
-Parameter set (5,1.0,2) 
-Parameter set 151.0,2 
to kn Ln tM LO to Lf) C4 -W CO r4 v 
Number of Simulation Calls 
Figure 6.2: Effectiveness of population size on GA performance of crossover 
probability 1.0 and mutation rate 2 for every five best 
solutions. 
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Figure 6.3: Effectiveness of population size on GA performance of crossover 
probability 0.7 and mutation rate 1 for every five best solutions. 
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Figure 6.4: Effectiveness of population size on GA performance of crossover 
probability of 0.7 and mutation rate 2 for every five best 
solutions. 
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Figure 6.5: Effectiveness of population sizes on the GA convergence velocity. 
From these figures, control parameter sets that composed population size of 15 
showed a slightly better convergence on average, see Figure 6.5. In particular, it 
showed a better trend with the high crossover probability (1.0), see Figure 6.1 and 
6.3. However, in the case of a higher mutation rate (2), population size of 5 had a 
similar or better convergence rate, as shown in Figures 6.2, and 6.4. 
The results illustrated in Figures 6.1 to 6.5 are for the best solutions found after a 
given number of simulation calls. This illustrates the convergence behaviour of the 
search. Another way of looking to the GA performance is to analyze how it is 
exploring the search space. The exploratory behaviour of the search is illustrated in 
Figures 6.6 to 6.9 in which the reduction ratio is based on the objective function 
value for a given simulation call (rather than the best solution at that point in the 
search). Again, the reduction ratio is given as an average of 5 solutions (to smooth 
the data). 
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Figure 6.6: Effectiveness of population size on GA performance of crossover 
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Figure 6.7: Effectiveness of population size on GA performance of crossover 
probability 1.0 and mutation rate 2 based on unique solution in 
every generation. 
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Figure 6.10: Effectiveness of population sizes on GA performance for every 
five unique solutions. 
These Figures (6.6 to 6.10) not only show that the smallest population size (5) 
generally has a poorer performance, especially with a high mutation rate, but also 
showed that small population sizes are less directed in their search path to the 
optimum solutions in comparison to the 15 population sizes. This is due to the 
nature of a small population which has high probability to be prematurely collapsed 
onto a single solution. When this happens, the population is re-seeded with 
randomly initialized solutions before the search continues (the best solution is also 
retained). The re-seeding causes some disruption to the search direction but increase 
the exploratory power of the search. Also, as shown in Figure 6.1 to 6.5 
convergence towards the optimum is not disrupted (due to the elitist operator). 
The analysis described so far has been concerned with the objective function values. 
The speed with which the search fords a feasible solution is discussed in the 
following section. 
6.4 Parameter Sets Trend toward the Feasibility Region 
In this constrained building optimization problem, a comparison of which 
experiment sets reach the feasibility region quicker is conducted. Fast convergence 
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to the feasible region is considered to be an indication of good performance. This is 
because it will have more chance to search for the optimum solution within the 
feasible search space before the process is terminated (after 750 simulation calls). A 
comparison between the control parameter sets in this respect is shown in Figure 
6.11 and Table 6.10. The reduction ratio is calculated in the same manner as the 
reduction ratios for the objective function values previously presented (Chapter 5, 
section 6.3). 
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Figure 6.11: Reduction rate of the experiment sets moving towards the 
feasibility solutions. 
Figure 6.11 shows that the parameter sets reach the feasible solutions in a relatively 
low number of function calls. This comparison is more clarified in Table 6.10. In 
this table the average number of simulations 200 for the parameter sets that 
compromise a population size of 5, while it is 161 for those parameters sets of 
population size 15. This suggests that the population size of 15 results in the better 
performance. Given that the search is able to find a feasible solution is less than 200 
simulation calls, also this suggests that the optimization problem is weakly 
constrained. 
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Table 6.10: Number of function calls until it 
reaches the feasibility region. 
Index 
Parameter 
sets 
No. of Fun. calls to 
feasibility solutions 
1 [5,1.0 , 1] 290 
2 [5,1.0 , 2] 195 
3 [5,0.7,1] 180 
4 [5,0.7,2] 135 
Average 200 
5 [15,1.0,1] 170 
6 [15,1.0,2] 175 
7 [15,0.7,1] 145 
8 [15,0.7,2] 155 
Average 161 
6.5 Variability of Control Parameter Sets Solutions 
In the previous sections, an analysis of the GA performance of different parameter 
sets has been discussed. A general conclusion can be drawn that a larger population 
size (15), in particular with a low mutation rate, performs better in the sense of 
finding the minimum objective function. Also, it reaches the feasible solution in a 
low number of simulation calls. 
More analysis of the robustness of different control parameter sets is examined in 
terms of their best solutions variability (spread) over the search space. The 
variability of the optimum solutions with different population sizes is shown in 
Figure 6.12. The spread is illustrated in terms of the distance from the best solution 
found in all. The normalized Euclidean distance (x-axis) is obtained from equations 
5.11 and 5.12, and the objective function difference (y-axis) is given by equation 
5.13: 
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Figure 6.12: Best solutions variability of population sizes 5 and 15 
Figure 6.12 illustrates that the spread of optimum solutions found for all trial 
optimization is similar for both population sizes (5 and 15). The spread is being 
similar in both the objective function and variable domains. It, the spread, might be 
considered to be rather large with objective function differences in the range 5-30% 
and problem variable differences of 0.35-0.50 (a value of 1.0 being the maximum 
possible difference). This suggests that the optimization may not have converged at 
750 function calls, the differences being driven by varying rates of convergence that 
result from the different control parameter values (Figures 6.1-6.5). The 
convergence of the optimization is therefore investigated further in the following 
section. 
6.6 Best Experiments Sets with Longer Run 
In the previous sections an investigation was carried out to find which control 
parameter set has the best performance. In general, the control parameter sets that 
embodied a population size of 15 had a better performance, in particular with a low 
mutation rate. However, it is evident that, none of the control parameter sets showed 
a mature convergence. For this reason, a new set of experiments with longer runs 
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has been conducted. Similar behaviour of the search with different parameter sets is 
expected, however, the possible reduction in the energy consumption needs to be 
investigated. A conclusion drawn from the previous discussion is that the larger 
population size with low mutation rate gives the best performance. Therefore, these 
parameter sets will be used in this experiment (Table 6.11). 
Table 6.11: Experiment sets of long run (3000). 
Population 
size 
Crossover 
probability 
Mutation 
rate 
Number of 
simulation 
calls 
0.7 1 3000 
15 
1.0 1 3000 
6.7 Statistical Analysis of the Long Run Results 
Each parameter set shown in Table 6.11 has been run 10 times, each time with 
different initial starting search points. The minimum, maximum, mean, and standard 
deviation of the objective function for each parameter set is summarized in Table 
6.12 (for details of all ten best results see Appendix Q. The second column in this 
table gives the parameter sets as follows: population size, crossover probability, and 
mutation rate, respectively. The underlined values indicate the minimum value in 
that column. 
Table 6.12: Findings of control parameter for longer run 
Index Parameter Sets Minimum Maximum Mean 
Standard 
Deviation 
1 [15,1.0,1] 73.6 76.5 83.8 3.4 
2 [15,0.7,1] 74.5 77.1 80.0 2_1 
6.7.1 Statistical Hypothesis and Test 
Again the null hypothesis (Ho) or the alternative (H, ) hypothesis that used in the 
previous experiment sets will be used to compare the means difference. The t -test 
will be used to verify this hypothesis for the two compared samples, see Table 6.13. 
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The t- test values were compared with the t- critical value which was equal to 2.26 
for 95% confidence = 2.26). 
Table 6.13: t -test value of the compared samples 
Parameter Sets t -test 
value 
[15,1.0,1]-[15,0.7,1] 0.69 
From Table 6.13 the test showed there is no difference between the two compared 
samples. A further comparison has been conducted which compare the convergence 
velocity between the two samples. 
6.8 Convergence Velocity of Long Run Experiment 
In the previous experiment the convergence seemed not to be reached by the pre- 
defined number of simulation calls (750). The number of simulation calls, in this 
experiment, was increased to 3000 but same number of total simulation (60,000). 
The reduction ratio is given by the equation 6.3. A comparison between the control 
parameter sets on GA reduction ratio of each of the best solutions is shown in 
Figures 6.13. 
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Figure 6.13: Effectiveness of population sizes on GA performance for every five 
best solution. 
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From Figure 6.13 both control parameter sets show convergence after 
approximately 2000 of simulation calls. It also shows that the control parameter set 
with high crossover probability (1.0) is performing a bit better than the one with low 
crossover probability (0.7). This comparison is found after a given number of 
simulation calls (3000). The above figure has an average affect for every 15 best 
solution, to illustrate the parameter sets on exploring the search space for every 
unique solution see Figure 6.14 in which the reduction ratio based on the objective 
function value for a given simulation call (rather than the best solution at that point 
in the search). Again, the reduction ratio is given as an average of 5 solutions 
"smoothen the data". 
In Figure 6.14 the control parameter set of high crossover probability and low 
mutation rate show better direction toward the optimum solution. 
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Figure 6.14: Effectiveness of population sizes on GA performance 
based on unique solution in every generation 
Another way of comparing the control parameter sets is to find out when they reach 
the feasibility search space, see Figure 6.15. As the quicker reach the feasibility 
search space is better, since it will get more opportunity to search for the optimum 
- Parameter set (15,1.0,11 
-ý- Parameter set 15,0.7,1 
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loomm 
solutions within the feasibility region. A comparison for the both experiment sets is 
shown in Figure 6.15. 
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Figure 6.15: Reduction rate of the experiment sets moving towards the 
feasible solutions. 
It shows that both parameter sets reach the feasible solutions in a low number of 
function calls. It reaches a feasible solution in approximately 170 simulation calls. 
This indicates that the objective function is not highly constrained. It can be 
indicated that the control parameter sets with lower crossover probability (0.7) 
reaches the feasibility a bit quicker. Note this analysis is in effect the same as that 
presented in section 6.4. 
6.9 Comparisons of Energy Consumption for Different Control 
Parameter sets 
A comparison between different control parameter sets with a different number of 
simulation calls is compared in terms of their energy consumption. In this table the 
control parameter sets of the short runs (750 number of simulation calls) will be 
compared with the longer ones. A better illustration of this comparison is shown in 
Figure 6.16. The comparison of the main energy consumer elements that form the 
optimized objective function in this research (lighting, heating, cooling, and fan) is 
shown in Table 6.14. From Table 6.15 and Figures 6.16 and 6.17 there are slight 
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differences in the building main energy consumption components and the total 
building energy consumption. 
Table 6.14: Energy building distribution. 
Energy 
Consumption 
(kW/h) 
[15,1.0,1] 
Short run 
(750) 
[15,0.7,1] 
Short run 
(750) 
[15,1.0,1] 
Long run 
(3000) 
[15,0.7,1] 
Long run 
(3000) 
Li tin 38.9 41.7 38.9 38.9 
Heatin 8.9 9.2 7.2 6.1 
Coolin 16.4 18.3 16.9 17.2 
Fan 12.8 13.3 10.8 12.2 
Total 77.8 83.3 72.2 75.0 
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Figure 6.16: Energy consumption of the main energy consumer elements. 
Although the reduction in total energy use achieved through the longer optimization 
runs may appear to be small, the longer runs have ensured greater consistency in the 
solutions (the spread in values for the longer runs is less than for the shorter runs). 
Therefore, there is some benefit in performing the longer optimization runs. 
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Figure 6.17: Total energy consumption of different parameter sets. 
6.10 Conclusion 
The main purpose of this chapter was to examine the performance of the 
optimization for different control parameter sets in finding the optimum solutions to 
a constrained building optimization problem, with a given fixed number of trial 
simulations (750). Eight sets of parameters were selected based on a previous study 
(in Chapter 5) with ten trial optimizations for each parameter set. The results show 
that GA performance is sensitive to some of its parameter control, such as 
population size, high crossover probability and mutation rate, see Table 6.7,6.8, and 
6.9. Population size showed a greater effect than the rest of the control parameters. 
The analysis showed that larger population size (15) has a better performance than 
the small population size (5). It also showed a higher reduction in energy 
consumption can be achieved by the larger population size. This rate of reduction 
was measured of 750 building simulation calls. The larger population size (15) 
indicated a greater reduction rate when the mutation rate is high, see Figure 6.4. 
Although the larger population size showed better performance, it did not seem to 
completely converge at 750 number simulation calls. So a larger number of 
simulation calls were allowed to investigate the possibility of finding any 
improvement on the GA performance. A 3000 number of simulation calls was set 
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for the control parameter that compromised of population size of 15 with a low 
mutation rate, i. e. the control parameter sets of [15,1.0,1] and [15,0.7,1]. 
The longer optimization runs are more likely to result in convergence than the 
shorter runs, see Figures 6.13 and 6.14. However, the shorter run experiment for a 
15 population size, high crossover probability, and low mutation rate show similar 
results to the longer runs. 
A general conclusion at the end of this discussion can be stated: the mid size 
population (15) with high crossover probability (1.0), and low mutation rate is the 
most appropriate control parameter set for a constrained building optimization 
problem. But a longer run is needed in order to complete the convergence of the 
GA. For this reason, at the end of this chapter a larger number of Simulation calls 
(3000) experiment were conducted. 
For both different runs (short and long) the control parameter sets of 15 population 
size, high crossover probability, and low mutation rate is recommended: 
Population size (15) + high crossover probability (1.0) + low mutation rate (1) 
However, such a large number of simulation calls contradicts the main objective of 
this research which is to find the optimum solutions efficiently. For this reason, the 
design variables in such optimization problem (constrained) need to carefully study, 
as less number of design variables of the problem will reduce the search space 
which subsequently will simplify the problem. Unfortunately, this kind of study is 
beyond the main objective of this research but should be considered in any further 
research into constrained building optimization problems. 
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Conclusion and Future Research 
There are many optimization algorithms that have been developed to solve 
engineering problems. However, in this research a robust evolutionary optimization 
algorithm (Genetic Algorithm, GAs) has been implemented to optimize two 
different building problems (unconstrained and constrained) with the minimum 
number of function calls. The reason of trying different problems was to identify a 
GA structure and control parameters that is effective in solving whole building 
optimization problems. A relatively simple building optimization problem was 
tested in the first experiment set (unconstrained with 24 design variables), while in 
the second set of experiment (constrained), a large scale of design variables (in this 
case 80 mixed-integer variables and 5 non-linear constraints) was tested. The 
research is restricted to single objective optimization problem (in this case, the 
minimization of building energy use). 
The finding showed the effectiveness of the GAs in solving different building 
optimization problems with relatively few number of function calls. A general 
conclusion and future work is presented in the following sections. 
7.1 Principle Discussion and Conclusions 
The evolutionary algorithms (EAs) were targeted to be use over the conventional 
optimization algorithms for many reasons. First, EAs are efficient in handling a 
problem that contains different types of objective function; non-linear, and/or non- 
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smooth. Second, it can also handle a mixed-integer variable problem (discrete and 
continuous variables). 
Genetic Algorithms (GAs) among the EAs have been selected to be used as this 
algorithm has been proved to be effective in solving various building optimization 
problems including the whole building optimization problem (Chapter 2). However, 
no certain GA control parameter recommended in the literatures. 
In this research, a careful selection of the GA control structure and parameters have 
been justified (Chapter 3). First of all, a Gray binary coded GA has been selected for 
the problem representation because of its potential in exploring the search space in 
comparison to a real-value coded representation. Also, it works efficiently with 
discrete and continuous design variables, which most of building optimization 
problems have (mixed-integer variables: discrete and continuous). Secondly, 
tournament selection has been chosen as a selection operator because of its ease to 
implement, less time consumption to process, pressure controllability by varying the 
tournament size, and has no scaling problems. Thirdly, uniform crossover has been 
selected as it deals with every bit of the individual with an average of probability of 
50%. Fourthly, the bit-wise mutation is selected to swap at least one bit in the 
selected chromosome. Fifthly, to direct the GA search, single elite has been used to 
maintain the convergence direction. Also, an automatic re-seeding of the population 
was implemented for premature convergence. In addition, an internal memory was 
used to hold the evaluated solutions so as not to re-evaluate similar solutions. The 
termination criterion was based on the number of new function calls (building 
simulation calls). Finally, fitness assignment has been made using the stochastic 
ranking algorithm, which has proved to be effective in the solution of constrained 
optimization problem. 
The GA was coupled to a whole building simulation program, EnergyPlus; which is 
a state-of-the-art building simulation program. This program is freely available at 
www. energyplus. gov website and has free support and a user-group. 
The performance of the GA was evaluated by two building optimization problems. 
A five zone air-conditioned building located in Chicago (USA) was used as a 
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building example. The first experiment was employed on this building as an 
unconstrained building optimization problem varying construction design variables. 
The second experiment was an extension to the first experiment adding design 
variables of the HVAC system control. Also, constraints on the occupant thermal 
comfort for each zone were imposed. 
In each experiment, the GA control parameters that composing different set of 
population size, crossover probability, and mutation rate were manipulated. The 
maximum number of new function calls (building simulations) was restricted in 
each experiment set to a certain number (this was used as GA stopping criteria). The 
number of new function calls was selected to allow the optimization problem to be 
solved in a practical time. The choice of maximum function calls was set from a 
previous study to 500 simulation calls for the relatively simple problem, whereas the 
harder constrained problem was allowed to 750 and 3000 new function evaluations. 
For the unconstrained problem, 12 GA parameter sets were evaluated (with a total 
of 60,000 building simulations). The results showed that GA performance was 
insensitive to most of GA control parameter values, such as crossover probability 
and mutation rate. It also showed, the results, there were no statistically significant 
differences between the optimum solutions of the parameter sets. Noticeably, the 
parameter set that had the most significant effect was the population size, since the 
small population sizes gave better results than the larger population size. Further, 
the smallest population sizes showed a greater reduction rate and less number of 
simulation calls required to the convergence (less than 350) comparable to the other 
population sizes. A general conclusion can be drawn at the end of this discussion 
that the small population size, high crossover probability, and low mutation rate 
were the most appropriate parameter sets for the unconstrained building 
optimization problem. In particular a population size of 5, crossover probability of 
1.0 and a mutation rate of 1 bit per chromosome were found to be effective. 
In the second experiment, eight parameter sets were evaluated for the constrained 
optimization problem, again the experiments requiring a further 60,000 trail 
simulations. The results showed that GA performance is sensitive to some of its 
parameter, such as population size. Also, the analysis showed that larger population 
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size (15) has a better performance than the small population size (5). The larger 
population size (15) indicated a greater reduction rate when the mutation rate is 
high. However, it did not seem to completely converge after 750 simulation calls. 
So the number of simulation calls was increased to 3000 for GA control parameter 
sets containing the 15 population size. The repeated experiments required a further 
60,000 simulation (giving a total of 180,000 simulations in this research). The 
convergence appeared to be reached at 3000 simulation calls for the constrained 
optimization problem. A general conclusion from the second experiment found that 
the mid-size population (15) with high crossover probability (1.0), and low mutation 
rate (1) were the most appropriate parameter set. But a longer run is needed in order 
to reach convergence. For this reason, a larger number of simulation calls (3000) 
experiment were conducted. 
7.2 A Comparison of the Building Optimization Problems 
In the first experiment, the unconstrained building optimization problem was 
obtained with only 500 simulation calls, while 3000 simulations were required in 
the constrained building optimization problem to achieve the convergence. The 
occupant comfort for all the zones was the constrained as many harsh climate days 
around the year, see Figure 7.1. 
1.4 
1.2 
1 
0.8 
0.6 
0.4 
0.2 
0 
-02 
-0.4 
-0.6 
-0.8 
.1 
-1.2 
--North Zone 
""" West Zone 
""- East Zone 
South Zone 
Interior Zone 
Whole Year Working Hours 
Figure 7.1: Zones comfortable of unconstrained building optimization 
problem of the parameter set [15,0.7,1]. 
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In the unconstrained problem (first experiment set) the occupants' comfort was not 
considered, for this reason there are many days that the occupants in the five zone 
are uncomfortable (PMV >1.0) 
This discomfort occurred although the zones are controlled to design indoor setpoint 
(24°C in summer and 22°C in winter). This occurred because the HVAC sized on 
the design days (32°C in summer and -21°C in winter) where in real weather file the 
temperature may exceeded these values. 
However, for the constrained problem, occupant comfort was improved by imposed 
constraint on the search space to ensure that the solutions are within the range of t 
0.5 PMV. Figure 7.2 show the comfort on zones after the constrained were used on 
all the zones. 
1. 
o: 
0. 
o. 
o. 
.s0. 
-o. 
-o. 
-o: 
.1 
Whole Year Working Hours 
Figure 7.2: Zones comfortable of the constrained building optimization 
problem of the parameter set [15,1.0,1]. 
Interestingly, although the degree of discomfort was constrained in the second 
optimization problem, the energy use by the constrained optimization was 2.8% 
lower than the unconstrained optimization (7.68 MWh/Annum compared to 7.86 
MWh/Annum). Because, the constrained problem allowed running for 3000 
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simulation calls, unlike the constrained as it is allowed to run to 500 simulation calls 
only. 
7.3 Future Research 
Generally from the above discussion in this research the GA is insensitive to the 
tested control parameter values. Therefore, rather than evaluating the performance 
of the search for further parameter sets, alternative methods of improving the rate of 
convergence should be examined, such as: 
" starting the search from a larger populations so as to get the best initial start 
point, for instance, for a population of 5 take the initial 5 as best of 50 
random solutions. 
" seeding the search with a number of design solutions developed from expert 
knowledge. 
" developing an approach that can identify and focus the search on the most 
sensitive of the design variables (the variables that have most impact on the 
energy use). 
" investigate the performance of the GA for alternative operators, particularly 
the selection operator. 
9 the use of adaptive GA control parameter procedures (although this may 
have a small impact given the results of this research). 
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