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Abstract
A new class of g-η-accretive mappings is introduced and studied in Banach space. By using the properties
of g-η-accretive mappings, the concept of resolvent operators associated with the classical m-accretive
operators is extended. And an iterative algorithm for a new class of generalized implicit variational-like
inclusion involving g-η-accretive mappings and its convergence results are established in Banach space.
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1. Introduction and preliminaries
With the development of an iterative algorithm to compute approximate solutions of gen-
eralized variational and quasi-variational inequalities, and generalized variational and quasi-
variational inclusions, the technique of resolvent operators has become more and more important
and efficient in Hilbert space, see [1–12], and references therein. Ding [9], Ding and Lou [11]
and Lee et al. [8] have used subdifferentiability and proximal mapping of a proper function
on Hilbert space to study general and generalized quasi-variational-like inclusions, respectively.
Fang and Huang [12] have used maximal monotone mappings to study a new class of general
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the resolvent operator associated with H -monotone operator. By using those concepts, they stud-
ied the existence and algorithm of solutions for general variational inclusions. Recently, Huang
and Fang [13] have introduced the concept of generalized m-accretive mapping in Banach space
and defined the resolvent operator associated with generalized m-accretive mapping. But they
did not give the example for generalized m-accretive mapping and the applications of resolvent
operator in [13].
Inspired and motivated by the above research works, in this paper, we introduce a new class of
accretive mappings—g-η-accretive mappings and give the definition of resolvent operator asso-
ciated with g-η-accretive mappings. Some properties of g-η-accretive mappings are also studied.
Some examples for some definitions are given too. By applying resolvent operator associated
with g-η-accretive mappings mapping and fixed point technique, we suggest and analyze an iter-
ative algorithm for approximating the solution of a class of generalized implicit variational-like
inclusion involving this accretive mapping. The convergence criteria of the iterative sequences
generated by the algorithm are also given in Banach space. Our results improve and extend many
known results in the recent literature.
Throughout this paper, let X be a real Banach space with dual space X∗, 2X denote the family
of all the nonempty subsets of X, CB(X) denote the family of all nonempty closed and bounded
subsets of X, 〈·,·〉 denote the dual pair between X and X∗, D(A, ·) be the Hausdorff metric on
CB(X) defined by
D(A,B) = max
{
sup
x∈A
d(x,B), sup
y∈B
d(A,y)
}
, A,B ∈ CB(X).
Define the generalized duality mapping Jq :X → 2X∗ by
Jq(x) =
{
f ∗ ∈ X∗: 〈x,f ∗〉= ∥∥f ∗∥∥‖x‖, ∥∥f ∗∥∥= ‖x‖q−1}, ∀x ∈ X,
where q > 1 is a constant. In particular, J2 is the usual normalized duality mapping. It is known
that, in general, Jq(x) = ‖x‖2J2(x), for all x 	= 0, and Jq is single-valued if X∗ is strictly convex.
The modulus of smoothness of X is the function ρX : [0,∞) → [0,∞) defined by
ρX(t) = sup
{
1
2
(‖x + y‖ + ‖x − y‖)− 1: ‖x‖ 1, ‖y‖ t
}
.
A Banach space X is called uniformly smooth if
lim
t→0
ρX(t)
t
= 0.
X is called q-uniformly smooth if there exists a constant c > 0 such that ρX(t)  ctq , q > 1.
Note that Jq is single-valued if X is uniformly smooth.
Definition 1.1. [13] A mapping η :X × X → X∗ is called:
(i) monotone, if〈
x − y,η(x, y)〉 0, ∀x, y ∈ X;
(ii) strictly monotone, if〈
x − y,η(x, y)〉 0, ∀x, y ∈ X,
and equality holds if and only if x = y;
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x − y,η(x, y)〉 δ‖x − y‖2, ∀x, y ∈ X;
(iv) Lipschitz continuous, if there exists a constant τ > 0 such that∥∥η(x, y)∥∥ τ‖x − y‖, ∀x, y ∈ X.
Definition 1.2. [13] Let η :X × X → X∗ be a single-valued mapping and M :X → 2X be a
multi-valued mapping. M is said to be:
(i) η-accretive if〈
u − v,η(x, y)〉 0, ∀x, y ∈ X, u ∈ Mx, v ∈ My;
(ii) strictly η-accretive if〈
u − v,η(x, y)〉 0, ∀x, y ∈ X, u ∈ Mx, v ∈ My
and equality holds if and only if x = y;
(iii) strongly η-accretive if there exists a constant γ > 0 such that〈
u − v,η(x, y)〉 γ ‖x − y‖2, ∀x, y ∈ X, u ∈ Mx, v ∈ My;
(iv) generalized m-accretive if M is η-accretive and (I + λM)(X) = X for all λ > 0.
When M is single-valued, then Definition 1.2 reduces to the following definition.
Definition 1.3. Let η :X × X → X∗ be a single-valued mapping. Single-valued mapping
g :X → X is said to be:
(i) η-accretive, if〈
g(x) − g(y), η(x, y)〉 0, ∀x, y ∈ X;
(ii) η-strictly accretive, if〈
g(x) − g(y), η(x, y)〉 0, ∀x, y ∈ X,
and equality holds if and only if x = y;
(iii) η-strongly accretive, if there exists a constant r > 0 such that〈
g(x) − g(y), η(x, y)〉 r‖x − y‖2, ∀x, y ∈ X;
(iv) Lipschitz continuous, if there exists a constant s > 0 such that∥∥g(x) − g(y)∥∥ s‖x − y‖, ∀x, y ∈ X.
Remark 1.1. If X = X∗ = H is a Hilbert space, then (i)–(iv) of Definition 1.2 reduces to
the definitions of η-monotonicity, strict η-monotonicity, η-strong monotonicity and maximal η-
monotonicity in [8,12], respectively.
The following example shows that the η-accretivity of g is a generalization of the monotonic-
ity of η.
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X = (−∞,+∞), g(x) =
{0, if x = 0,
1
x
, if x 	= 0, η(x, y) = xy(y − x),
for all x ∈ X. Then, it is easy to see that g is η-accretive and η is not monotone.
Definition 1.4. Let X be Banach space, A :X → CB(X) be a set-valued mapping. A is said to be
D-Lipschitz continuous, if there exists a constant t > 0 such that
D
(
A(x),A(y)
)
 t‖x − y‖, ∀x, y ∈ X,
where D(·,·) denotes the Hausdorff metric on CB(X).
2. g-η-Accretive mappings
Definition 2.1. Let g :X → X, η :X×X → X∗ be two single-valued mappings and M :X → 2X
be a multi-valued mapping. We say that M is g-η-accretive mapping if M is η-accretive and
(g + λM)(X) = X for all λ > 0.
Remark 2.1.
(i) If g = I , then Definition 2.1 reduces to the definition of generalized m-accretive mapping
in [13], and if X is Hilbert space and g = I , then Definition 2.1 reduces to the definition of
maximal η-monotone mappings in [8,12].
(ii) If η(x, y) = Jq(x − y), where Jq :X → 2X∗ is generalized duality mapping, then Defini-
tion 2.1 reduces to the definition of H -accretive operators in [14]. If X is Hilbert space,
η(x, y) = x − y and g = h : X → X, Definition 2.1 reduces to that of H -monotone in [7].
The following example shows that a g-η-accretive mapping need not be generalized m-
accretive mapping for some g.
Example 2.1. Let X = (−∞,+∞), M(x) = x2, g(x) = x3, η(x, y) = x2 − y2, for all x ∈ X.
Then, it is easy to see that M is g-η-accretive and M is not generalized m-accretive.
The following example shows that a generalized m-accretive mapping need not be g-η-
accretive mapping for some g.
Example 2.2. Let X = (−∞,+∞), M(x) = x, g(x) = x2, η(x, y) = |xy|(x − y), for all x ∈ X.
Then, it is easy to see that M is generalized m-accretive and M is not g-η-accretive.
Theorem 2.1. Let η :X × X → X∗ be a single-valued mapping, g :X → X be a strictly η-
accretive single-valued mapping and M :X → 2X be a g-η-accretive mapping, x,u ∈ X given
points. If 〈u − v,η(x, y)〉  0 for any (y, v) ∈ GraphM implies that (x,u) ∈ GraphM , where
GraphM = {(x,u) ∈ X × X: u ∈ Mx}.
Proof. Let x,u ∈ X, such that〈
u − v,η(x, y)〉 0, ∀(y, v) ∈ GraphM.
Q.-b. Zhang et al. / J. Math. Anal. Appl. 361 (2010) 283–292 287Since M is g-η-accretive, (g + λM)(X) = X for all λ > 0. Hence, there exists (x0, u0) ∈
GraphM , such that
g(x0) + λu0 = g(x) + λu.
Therefore
0 λ
〈
u − u0, η(x, x0)
〉= 〈g(x0) − g(x), η(x, x0)〉.
Since g :X → X be a strictly η-accretive, the inequalities above show that x = x0, and we have
u = u0. Hence, (x,u) ∈ GraphM . This completes the proof. 
Theorem 2.2. Let η :X × X → X∗ be a single-valued mapping, g :X → X be a strictly η-
accretive single-valued mapping and M :X → 2X be a g-η-accretive mapping. Then the opera-
tor (g + λM)−1 is single-valued, where λ > 0 is a constant.
Proof. Let u ∈ X, x, y ∈ (g + λM)−1(u). It follows that −g(x) + u ∈ λM(x) and −g(y) + u ∈
λM(y). Since M is η-accretive,〈(−g(x) + u)− (−g(y) + u), η(x, y)〉= 〈g(y) − g(x), η(x, y)〉 0.
The strict η-accretive of g implies that x = y. Thus (g + λM)−1 is single-valued. The proof is
completed. 
Based on Theorem 2.2, we can define the resolvent operator RgM,λ associated with g and M
as follows.
Definition 2.2. Let g :X → X be a strictly η-accretive single-valued mapping and M :X → 2X
be a g-η-accretive mapping. The resolvent operator RgM,λ :X → X associated with g and M is
defined by
R
g
M,λ(u) = (g + λM)−1(u), ∀u ∈ X.
Theorem 2.3. Let g :X → X be a strongly η-accretive single-valued mapping with constant r ,
η :X×X → X∗ be Lipschitz continuous with constant τ > 0 and M :X → 2X be a g-η-accretive
mapping. Then the resolvent operator RgM,λ :X → X is Lipschitz continuous with constant τr , i.e.,∥∥RgM,λ(x) − RgM,λ(y)∥∥ τr ‖x − y‖, ∀x, y ∈ X.
Proof. Let x, y ∈ X be any given points. It follows from RgM,λ(x) = (g + λM)−1(x) and
R
g
M,λ(y) = (g + λM)−1(y) that
1
λ
(
x − g(RgM,λ(x))) ∈ M(RgM,λ(x))
and
1
λ
(
y − g(RgM,λ(y))) ∈ M(RgM,λ(y)).
Since M is η-accretive,
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λ
〈
x − g(RgM,λ(x))− (y − g(RgM,λ(y))), η(RgM,λ(x),RgM,λ(y))〉
= 1
λ
〈
x − y − (g(RgM,λ(x))− g(RgM,λ(y))), η(RgM,λ(x),RgM,λ(y))〉 0.
From above inequality and the conditions in the theorem, we have
∥∥RgM,λ(x) − RgM,λ(y)∥∥2  1r
〈
g
(
R
g
M,λ(x)
)− g(RgM,λ(y)), η(RgM,λ(x),RgM,λ(y))〉
 1
r
〈
x − y,η(RgM,λ(x),RgM,λ(y))〉 1r ‖x − y‖
∥∥η(RgM,λ(x),RgM,λ(y))∥∥
 τ
r
‖x − y‖∥∥RgM,λ(x) − RgM,λ(y)∥∥.
Hence,
∥∥RgM,λ(x) − RgM,λ(y)∥∥ τr ‖x − y‖, ∀x, y ∈ X.
This completes the proof. 
Remark 2.2. Theorems 2.1–2.3 improve and extend Theorems 2.2 and 2.3 in [13] and Theo-
rems 2.1–2.3 in [14] in several respects respectively.
3. Generalized implicit variational-like inclusion
Let η :X × X → X∗, g :X → X and N(·,·) :X × X → X be three single-valued operators,
A,T ,Z :X → CB(X) be three multi-valued operators and M(·,·) :X×X → 2X be g-η-accretive
mapping with respect to first argument.
For any given f ∈ X, we consider the following problem of finding u ∈ X, w ∈ A(u),
v ∈ T (u) and z ∈ Z(u) such that:
0 ∈ N(w,v)+ M(u, z) + f, (3.1)
which is called the generalized implicit variational-like inclusion.
Below are some special cases of problem (3.1):
(i) If M(·,·) = M(·), then problem (3.1) reduces to the problem of finding u ∈ X, w ∈ A(u)
and v ∈ T (u) such that:
0 ∈ N(w,v)+ M(u) + f. (3.2)
(ii) If N(u,v) = S(u), u,v ∈ X, where S :X → X is a single-valued mapping and f = 0, then
problem (3.1) reduces to the problem of finding u ∈ X and w ∈ A(u) such that:
0 ∈ S(w) + M(u). (3.3)
(iii) If A = I and M is H -accretive operator, then problem (3.3) reduces to finding u ∈ X such
that
0 ∈ S(u) + M(u), (3.4)
which was introduced and studied by Fang and Huang [14].
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includes many variational inequality (inclusion) and complementarity problems as special cases.
In this section, we shall study the approximate solution of problem (3.1) by using the resolvent
operator RgM(·,z),λ :X → X.
Lemma 3.1. Let g :X → X be a strongly η-accretive operator and M(·,·) :X × X → 2X be
g-η-accretive mapping with respect to first argument. Then, (u,w,v, z) is a solution of problem
(3.1) if and only if
u = Rg
M(·,z),λ
[
g(u) − λN(w,v) − λf ],
where u ∈ X, w ∈ A(u), v ∈ T (u) and z ∈ Z(u).
Proof. The conclusion follows directly from Definition 2.2 and some simple arguments. 
Based on Lemma 3.1 and Nadler’s theorem [15], we construct the following iterative algo-
rithm for solving problem (3.1).
Algorithm 3.1. For any u0 ∈ X, w0 ∈ A(u0), v0 ∈ T (u0) and z0 ∈ Z(u0), compute the sequence
{un}, {wn}, {vn} and {zn} by the iterative schemes such that
un+1 = RgM(·,zn),λ
[
g(un) − λN(wn, vn) − λf
]
,
wn ∈ A(un), ‖wn+1 − wn‖
(
1 + 1
n + 1
)
D
(
A(un),A(un+1)
)
,
vn ∈ T (un), ‖vn+1 − vn‖
(
1 + 1
n + 1
)
D
(
T (un), T (un+1)
)
,
zn ∈ Z(un), ‖zn+1 − zn‖
(
1 + 1
n + 1
)
D
(
Z(un),Z(un+1)
)
,
n = 0,1,2, . . . .
Lemma 3.2. [16] Let X be a real uniformly smooth Banach space. Then, X is q-uniformly smooth
if and only if there exists a constant cq > 0 such that, for all x, y ∈ X,
‖x + y‖q  ‖x‖q + q〈y,Jq(x)〉+ cq‖y‖q .
The following definition is given in [17] by Peng and an example is given by the same time to
show the definition is valuable.
Definition 3.1. [17] Let X be a real uniformly smooth Banach space, and V :X → CB(X) be a
set-valued mapping, g :X → X and N :X × X → X be two single-valued mappings.
(i) N(·,·) is said to be strongly accretive with respect to V and g in the first argument if there
exists a constant β > 0 such that〈
N(w1, ·) − N(w2, ·), Jq
(
g(u) − g(v))〉 β∥∥g(u) − g(v)∥∥q,
for all u,v ∈ X, w1 ∈ V (u), w2 ∈ V (v), or, equivalently,〈
N(w1, ·) − N(w2, ·), J2
(
g(u) − g(v))〉 β∥∥g(u) − g(v)∥∥2,
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(ii) N(·,·) is said to be β1-Lipschitz continuous in the first argument if there exists a constant
β1 > 0 such that∥∥N(u, ·) − N(v, ·)∥∥ β1‖u − v‖, ∀u,v ∈ X.
Theorem 3.1. Let X be a q-uniformly smooth Banach space, A,T ,Z :X → CB(X) be three
multi-valued operators, g :X → X be strongly η-accretive, Lipschitz continuous with constants
r and a, respectively. Let η :X × X → X∗ be Lipschitz continuous with constant τ , N(·,·) :X ×
X → X be Lipschitz continuous in the first argument and second argument with constants β1
and β2 respectively and strongly accretive with respect to A and g in the first argument with
constants α, A, T and Z be D-Lipschitz continuous with constants t1, t2 and t3, respectively.
Supposed that∥∥RgM(·,z1),λ(x) − RgM(·,z2),λ(x)
∥∥ δ‖z1 − z2‖, ∀x, z1, z2 ∈ X.
If the following conditions (∗) hold:
λ < min
{
1
qα
,
r(1 − δt3)
β2t2
}
, 1 > δt3,
τ q
[
cqλ
qβ
q
1 t
q
1 + aq(1 − qλα)
]
< (r − rδt3 − λβ2t2)q, (∗)
then the iterative sequences {un}, {wn}, {vn} and {zn} generated by Algorithm 3.1 strongly con-
verge to u,w,v and z respectively, and (u,w,v, z) is a solution of problem (3.1).
Proof. By Algorithm 3.1 and Theorem 2.3, we have
‖un+1 − un‖ τ
r
∥∥g(un) − λN(wn, vn) − (g(un−1) − λN(wn−1, vn−1))∥∥
+ ∥∥RgM(.,zn),λ
(
g(un−1) − λN(wn−1, vn−1) − λf
)
− RgM(.,zn−1),λ
(
g(un−1) − λN(wn−1, vn−1) − λf
)∥∥. (3.1.1)
It follows from the supposition of Theorem 3.1 that∥∥RgM(.,zn),λ
(
g(un−1) − λN(wn−1, vn−1) − λf
)
− RgM(.,zn−1),λ
(
g(un−1) − λN(wn−1, vn−1) − λf
)∥∥
 δ‖zn − zn−1‖. (3.1.2)
It follows from the Lipschitz property of T and Z in Theorem 3.1 that∥∥g(un) − λN(wn, vn) − (g(un−1) − λN(wn−1, vn−1))∥∥

∥∥g(un) − g(un−1) − λ(N(wn, vn) − N(wn−1, vn))∥∥
+ ∥∥λ(N(wn−1, vn) − N(wn−1, vn−1))∥∥

∥∥g(un) − g(un−1) − λ(N(wn, vn) − N(wn−1, vn))∥∥
+ λβ2t2
(
1 + 1
n
)
‖un − un−1‖. (3.1.3)
‖zn − zn−1‖ t3
(
1 + 1
)
‖un − un−1‖. (3.1.4)n
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
∥∥g(un) − g(un−1)∥∥q − q〈λ(N(wn, vn) − N(wn−1, vn)), Jq(g(un) − g(un−1))〉
+ cq
∥∥λ(N(wn, vn) − N(wn−1, vn))∥∥q
 (1 − qλα)∥∥g(un) − g(un−1)∥∥q + cqλq∥∥N(wn, vn) − N(wn−1, vn)∥∥q

{
cqλ
qβ
q
1 t
q
1
(
1 + 1
n
)q
+ aq(1 − qλα)
}
‖un − un−1‖q . (3.1.5)
Hence, by (3.1.1)–(3.1.5), we have
‖un+1 − un‖
{
τ
r
([
cqλ
qβ
q
1 t
q
1
(
1 + 1
n
)q
+ aq(1 − qλα)
] 1
q
+ λβ2t2
(
1 + 1
n
))
+ δt3
(
1 + 1
n
)}
‖un − un−1‖.
Let
θn = τ
r
([
cqλ
qβ
q
1 t
q
1
(
1 + 1
n
)q
+ aq(1 − qλα)
] 1
q + λβ2t2
(
1 + 1
n
))
+ δt3
(
1 + 1
n
)
,
then
θn → θ = τ
r
([
cqλ
qβ
q
1 t
q
1 + aq(1 − qλα)
] 1
q + λβ2t2
)+ δt3 (n → ∞).
By the conditions (∗) of Theorem 3.1, we know that 0 < θ < 1. It follows that {un} is a Cauchy
sequence, so there exists u ∈ X such that un → u as n → ∞.
By Algorithm 3.1, we have
‖wn+1 − wn‖ t1
(
1 + 1
n + 1
)
‖un+1 − un‖,
‖vn+1 − vn‖ t2
(
1 + 1
n + 1
)
‖un+1 − un‖,
‖zn+1 − zn‖ t3
(
1 + 1
n + 1
)
‖un+1 − un‖.
Hence, {wn}, {vn} and {zn} are Cauchy sequences.
Let wn → w, vn → v and zn → z, it follows from Algorithm 3.1, Theorem 2.3 and the conti-
nuity of g, N and RgM(.,.),λ that
u = RgM(.,z),λ
[
g(u) − λN(w,v) − λf ].
Since
d
(
w,A(u)
)
 ‖w − wn‖ + d
(
wn,A(u)
)
 ‖w − wn‖ + D
(
A(un),A(u)
)
 ‖w − wn‖ + t1‖un − u‖ → 0 (n → ∞).
Therefore, w ∈ A(u). By the same argument, we also have v ∈ T (u) and z ∈ Z(u). Hence,
(u,w,v, z) is the solution of problem (3.1). This completes the proof. 
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