Abstract. We prove the spectral invariance of the algebra of classical pseudodifferential boundary value problems on manifolds with conical singularities in the Lp-setting. As a consequence we also obtain the spectral invariance of the classical Boutet de Monvel algebra of zero order operators with parameters. In order to establish these results, we show the equivalence of Fredholm property and ellipticity for both cases.
Introduction
Elliptic boundary value problems on manifolds with conical singularities have been studied since the 60's, where the work of V. A. Kondratiev [14] stands out, see also Kozlov, Maz'ya and Rossmann [15] for a detailed presentation. The pseudodifferential analysis started with the work of R. Melrose and G. Mendoza [19, 20] , B. Plamenevsky [21] , and B. -W. Schulze [29] . Algebras of pseudodifferential boundary value problems for conical singularities were constructed in the 90's by A. O. Derviz [7] and E. Schrohe and B.-W. Schulze [25, 26] . The latter approach combines elements of the Boutet de Monvel calculus [3] with the pseudodifferential analysis developed by B. -W. Schulze [28, 29] . While initially only L 2 -based Sobolev spaces were used, S. Coriasco, E. Schrohe and J. Seiler established the continuity also on Bessel potential and Besov spaces [5] , see also [4] , relying on work of G. Grubb and N. Kokholm [9, 12] .
Our main result is the spectral invariance of the algebra developed in [26] in the L p -setting, see Theorem 61. This algebra contains, after the composition with order reducing operators, the classical differential boundary value problems studied by V. A. Kondratiev [14] , hence also their inverses, whenever these exist. As a by-product we obtain the spectral invariance of the algebra of zero order classical Boutet de Monvel operators with parameters in the L p -setting, see Theorem 29. This algebra includes, after composition with order reducing operators, the differential boundary value problems studied by M. S. Agranovich and M. I. Vishik in [1] , which were an important ingredient for the work of Kondratiev.
It is an immediate consequence of Theorem 61 that the invertibility of a conically degenerate boundary value problem is to a large extent independent of the space it is considered on: It depends neither on the Sobolev regularity parameter s nor on 1 < p < ∞. This is of great practical importance as it allows to check invertibility in the most convenient setting. A similar result holds for the Fredholm property, as we show in Corollary 50.
This article extends the results of [27] to conical manifolds with boundary. The need to work with Besov spaces led to interesting new features. In Theorem 29, for example, we consider a zero order parameter-dependent operator A = {A(λ); λ ∈ Λ} in Boutet de Monvel's calculus. We show that the invertibility of A(λ) for each λ together with a norm estimate A(λ) −1 ≤ c λ r for a constant c ≥ 0 and sufficiently small r > 0 implies that the inverse also is parameter-dependent of order zero. In particular, the operator norm will then be uniformly bounded. Similar effects can be observed when showing the equivalence of parameter-ellipticity and the Fredholm property with parameters.
This paper is a step toward the analysis of nonlinear partial differential equations on manifolds with boundary and conical singularities, see e.g. [23] by Roidos and Schrohe, [30] by Shao and Simonett or [31] by Vertman for the case without boundary. A next step concerns the analysis of resolvents of closed extensions in the spirit of Gil, Krainer and Mendoza [8] or [24] in the case without boundary and Krainer [16] for conic manifolds with boundary.
Parameter-dependent Boutet de Monvel algebra
To make this article readable for non-experts, we briefly describe the parameterdependent Boutet de Monvel algebra with classical symbols on compact manifolds with boundary in the L p -setting. We first define several operator classes on the half-space R n + = {x ∈ R n ; x n > 0}. The set of parameters of the operators and symbols will always be a conical open set Λ ⊂ R l , that is, p ∈ Λ implies that tp ∈ Λ for t > 0. It can be the empty set, in which case we recover the usual symbols and operators. We write N 0 := {0, 1, 2, ...} and R ++ = R + × R + . For a Fréchet space W , the Schwartz space S (R n , W ) consists of all u ∈ C ∞ (R n , W ) such that sup x∈R n p x α ∂ β x u (x) < ∞ for every continuous seminorm p of W . We simply write S (R n ), if W = C. If Ω ⊂ R n is an open set, S(Ω) denotes the restrictions to Ω of functions in S (R n ), and C ∞ c (Ω) the space of smooth functions with compact support in Ω. The operator of restriction of distributions defined in R n to Ω is denoted by r Ω : D ′ (R n ) → D ′ (Ω). The extension by zero of a function u defined in Ω to R n will be denoted by e Ω :
e Ω (u) (x) = u (x) , x ∈ Ω 0, x / ∈ Ω .
If Ω = R n + , we denote r R n + also by r + and e R n + by e + . The open ball in R n with the Euclidean norm whose center is x and radius is r > 0 will be denoted by B r (x). Our convention for the Fourier transform is F u(ξ) =û (ξ) = e −ixξ u(x)dx. We shall often use the function . : R n → R defined by ξ := 1 + |ξ| 2 and sometimes we use ξ, λ := 1 + |(ξ, λ)| 2 and similar expressions, as well.
Finally, given two Banach spaces E an F , we denote by B (E, F ) the bounded operators from E to F and use the notation B (E) := B (E, E). Definition 1. The space S m (R n × R n , Λ) of parameter-dependent symbols of order m ∈ R consists of all functions p ∈ C ∞ (R n × R n × Λ) that satisfy
A symbol p defines a parameter-dependent pseudodifferential operator op (p) (λ) : S (R n ) → S (R n ) by the formula:
op (p) (λ) u (x) = (2π)
−n e ixξ p (x, ξ, λ)û (ξ) dξ.
We say that p is classical, if there are symbols p (m−j) ∈ S m−j (R n × R n , Λ), j ∈ N 0 , such that
(1) For all t ≥ 1 and |(ξ, λ)| ≥ 1, we have p (m−j) (x, tξ, tλ) = t m−j p (m−j) (x, ξ, λ). This subset is denoted by S m cl (R n × R n , Λ). It is a Fréchet space with the natural seminorms.
Definition 2. Let p ∈ S m cl (R n × R n , Λ), m ∈ Z, be written as a function of (x ′ , x n , ξ ′ , ξ n , λ) ∈ R n−1 ×R×R n−1 ×R×Λ. We say that it satisfies the transmission condition, if p ∼ In this case, the operator P (λ) + := r + op (p) (λ) e + : S(R n + ) → S(R n + ) is well defined.
Two more classes of functions are required. Our notation here follows G. Grubb [11] .
, for all N ∈ N 0 , and
We may now define the operators that, together with the pseudodifferential ones, appear in the Boutet de Monvel calculus: the Poisson, trace and singular Green operators. We will always restrict ourselves to the classical elements. The notation γ j :
n ) as well as its extension to Sobolev, Bessel and Besov spaces. 
2) A classical parameter-dependent trace operator of order m and class d is an operator family T (λ) : S(R n + ) → S(R n−1 ) of the form
where S j (λ) is a parameter-dependent pseudodifferential operator of order m − j on R n−1 and
3) A classical parameter-dependent singular Green operator of order m and type d is an operator family G (λ) : 
Remark 5. With a symbol p ∈ S m cl (R n × R n , Λ) that satisfies the transmission condition, we associate the operator
Definition 6. Let n 1 , n 2 , n 3 and n 4 ∈ N 0 . The set of classical parameterdependent Boutet de Monvel operators on R n1,n2,n3,n4 (R n , Λ) for m ∈ Z and d ∈ N 0 , or just by B m,d (R n , Λ), consists of all operators A given by
, where: P + is a pseudodifferential operator of order m satisfying the transmission condition, G is a singular Green operators of order m and type d, K is a Poisson operator of order m, T is a trace operator of order m and type d and S is a pseudodifferential operator of order m. All are parameter-dependent in the respective classes.
The following algebra is also useful to prove spectral invariance: Definition 7. Let n 1 , n 2 , n 3 , n 4 ∈ N 0 and 1 < p < ∞. We define the set B p n1,n2,n3,n4 (R n , Λ), also denoted byB p (R n , Λ), as the set of all operators A of the form (2.4), where: P + is of order 0, G is of order 0 and type 0, K is of order n1,n2,n3,n4 (R n , Λ), we associate the operator-valued principal boundary symbol σ ∂ (A), defined on
is given by
where the entries are the matrix version of the operators in Definition 4 and Remark 5. Similarly, with A ∈B p n1,n2,n3,n4 (R n , Λ), we associate an operator σ ∂ (A) (x ′ , ξ ′ , λ) acting as in (2.5), given as
Let now M be a manifold with boundary, E 0 and E 1 two complex hermitian vector bundles over M and F 0 and F 1 two complex hermitian vector bundles over ∂M . Let U j ⊂ M , j = 1, ..., N , be open cover of M consisting of trivializing sets for the vector bundles, Φ 1 , . . . , Φ N ∈ C ∞ (M ) be a partition of unity subordinate to
Using the above definitions, we define the Boutet de Monvel algebra on M :
2) The Schwartz kernels of the operators 
It is the principal symbol of the pseudodifferential operator part of the operator A.
2) The boundary principal symbol σ ∂ (A). For (z, λ) ∈ (T * ∂M × Λ) \ {0} we let
where π T * ∂M×Λ : (T * ∂M × Λ) \ {0} → ∂M is the canonical projection. After localization, it corresponds to the symbol in Definition 8.
We say that A (λ) is parameter-elliptic if both symbols are invertible. With obvious changes, we can also define parameter-ellipticity, interior and boundary principal symbols of operators A ∈B p E0,F0,E1,F1 (M, Λ). The above operators act continuously on Bessel and Besov spaces. First we fix a dyadic partition of unity {ϕ j ; j ∈ N 0 }.
Remark 12. We use the following notation:
Definition 13. For each s ∈ R, we define the operator
2) The Besov space B s p (R n ), for s ∈ R and 1 < p < ∞, is the Banach space of all tempered distributions f ∈ S ′ (R n ) that satisfy:
For an open set Ω ⊂ R n , we define the Bessel potential spaces H Remark 14. Let s ∈ R, 1 < p < ∞ and 3) A pseudodifferential operator with symbol a ∈ S m (R n × R n ) extends to continuous operators op(a) :
4) The following interpolation holds: 
Let us now state the following properties of composition, adjoints and continuity of Boutet de Monvel operators [22, 10, 9, 12] . 
E0,F0,E0,F0 (M, Λ) . As a consequence, A (λ) is a Fredholm operator of index 0 for each λ ∈ Λ, and there exists a constant
2.1. The equivalence between ellipticity and Fredholm property. In this section, we prove that the Fredholm property together with some growth condition on λ implies parameter-dependent ellipticity. The use of Besov spaces makes the proofs a little more elaborate than e.g. the proof in the parameter-independent L 2 -case studied by S. Rempel and B.-W. Schulze [22] . To make it clearer, we first study the pseudodifferential term on Besov spaces and then the boundary terms.
2.1.1. Pseudodifferential operators with parameters on a manifold without boundary acting on Besov spaces. In this section, we prove the following theorem:
Theorem 17. Let M be a compact manifold without boundary, E and F be vector bundles over M . Let A (λ) :
be a classical parameter-dependent pseudodifferential operator of order 0. Then the following conditions are equivalent:
i) A is parameter-elliptic.
ii) There exist uniformly bounded operators
where
M , for j = 1 and 2.
The third item also holds if
for some sufficiently small r, as a careful study of our proof shows. We note that
* , where * indicates the adjoint. This is the condition that we shall need. Obviously condition i) implies that dim (E) = dim (F ). If i) holds, then we can find a parametrix to A (λ) by Theorem 16(4) so that ii) is true, and ii) trivially implies iii). So we only need to prove that iii) implies i).
Below we collect some well-known facts about the operators R s . The items 1, 2, 4, 5 and 6 can be found in [22, 27] . As we are dealing also with Besov spaces, some estimates must be done more carefully. The third item was not proven in the previous references. Statement 7 is stronger than usual. Both are necessary, as R s is not an isometry in the space B 0 p (R n ).
Lemma 19. The operator R s = R s (y, η) has the following properties:
The constant C θ depends on θ, but not on y, η or s. 4) The operator R s is invertible. Its inverse is given by
5) The Fourier transform of R s u is given by
Proof. 1), 4) and 5) are just simple computations, and 6) follows from 4), 5) and the definition of pseudodifferential operators. In order to prove 2), we just have to note that lim s→∞ R n R s u (x) v (x) dx = 0 for all u ∈ S (R n ) and v ∈ S (R n ). The proof follows then from the fact that
is continuous for all s ∈ R, as R s is the composition of dilatation, translation and multiplication by e isηx . The estimate follows by interpolation. In fact, for s ≥ 1, it is easy to see that
Lunardi [18, Corollary 1.1.7] ) that there exists a constant C θ such that
This is the longest statement we need to prove. We divide the proof into several steps. Our first goal is the L p -convergence:
In a first step let us show that, for every (
Let χ : R n × Λ → C be a smooth function that is equal to 0 in a neighborhood of the origin and equal to 1 outside a closed ball centered at the origin that does not contain (η, λ). For s ≥ 1, we have
where we have used Peetre's inequality. Since a (0) (y, sη, sλ) = a (0) (y, η, λ),
The estimates (2.10) and (2.11) imply (2.9) for τ < . In a second step we are going to show the pointwise convergence of the integrand of (2.8) for all u ∈ S (R n ) and all x ∈ R n . We know that
The integrand goes to zero, as we have seen in Equation (2.9). Moreover
is integrable with respect to ξ, so that the dominated convergence theorem applies.
In the third step we will finally prove (2.8). It is enough to show that the integrand is dominated. Indeed, integration by parts shows that
For σ = 0, we recall (2.9); for σ = 0, we use that r + 2τ |σ| − |σ| < 0 and obtain
As ξ → ξ Mû (ξ) is integrable for all M > 0, (2.12) can be estimated byC λ,η,γ x . Hence, for arbitrary N ,
The dominated convergence then shows the desired L p -convergence. Our next goal is to show L p -convergence of the derivative:
Let us first observe that
Using Equation (2.8) and the fact that r < τ , we conclude that
Equations (2.8) and (2.14) imply (2.13). In order to finish the proof of item (7), choose θ > 0 such that θ + r < τ . Then item (3) implies that
.
As the last term goes to zero, we obtain (2.7).
, and Equation (2.8). In order to control the action of R s on Besov spaces, we recall the equivalence of Besov norm and L p norm on certain subsets of S(R n ), see e.g. [17] .
Lemma 21. (Besov space property) There is a constant C > 0 such that
The number 2 could be replaced by a different one. We recall that the sets K j were defined in Remark 12.
implies the result.
The operator R s has important properties when acting on functions whose Fourier transform is supported inK := ξ ∈ R n ; 1 2 < |ξ| < 1 . Lemma 22. There is a constant s 0 > 0, that depends only on η, for which the operator R s = R s (y, η) has the following properties:
Proof. 1) By item 5) of Lemma 19, F (R s u) (ξ) = 0, unless
1 2 s |η| < |ξ| < 2s |η| , for s > s 0 . The result now follows easily.
2) As supp F (R s u) ⊂ ∪ m+2 k=m K k and supp (F (u)) ⊂K, the result follows from Lemma 21 and the fact that R s is an isometry in L p (R n ). 3) From item 2) of Lemma 19, we know that
that supp (F u) ⊂K, the result follows.
We now prove Theorem 17. The next simple lemma will be useful:
Lemma 23. Let E and F be Banach spaces and E ′ and F ′ be their dual spaces. If A : E → F is a bounded linear operator such that A is injective, has closed range and its adjoint A * : F ′ → E ′ is also injective, then A is an isomorphism.
Proof. Suppose that the range R (A) of A is a proper subset of F . By the HahnBanach Theorem, there is an f ∈ F * , f = 0, such that f | R(A) = 0. This implies that A * (f ) = f • A = 0. As A * : F ′ → E ′ is injective, we conclude that f = 0, which is a contradiction.
Proof. (of Theorem 17)
As it suffices to prove the implication iii) =⇒ i), consider A (λ), B (λ) and K (λ) as in iii). Our aim is to prove that the principal symbol p (0) (z, λ) of A is invertible for every (z, λ) ∈ (T * M × Λ) \ {0}. We focus on a trivializing coordinate neighborhood U containing x = π(z). We choose smooth functions Φ, Ψ and H supported in U such that Φ equals 1 near x and ΨΦ = Φ, HΨ = Ψ. Denote bỹ
) the operators HA(λ)Ψ and ΦB(λ)H in local coordinates. Then our assumptions imply that there are compact operatorsK(λ), tending to zero in (2.15) whereΦ is Φ in local coordinates. Here we use the fact thatB(λ) has logarithmic growth and that ΦB(λ)H 2 A(λ)Ψ differs from ΦB(λ)A(λ)Ψ by a compact operator whose norm tends to zero as |λ| → ∞.
Denote by (y, η, λ) ∈ R n × (R n × Λ) \ {0} the point corresponding to (z, λ) and fix an element u = cv ∈ S (R n ) N1 , where c ∈ C N1 and 0 = v ∈ S (R n ) with supp (F v) ⊂ ξ; 1 2 < |ξ| < 1 . Equation (2.15) together with item ii) of Lemma 22 implies that
For λ = 0, we use thatK (0) is compact and the third item of Lemma 22, which implies that lim s→∞ R s u = 0 weakly in
SinceΦ ∈ C ∞ c (R n ) is equal to 1 in a neighborhood of y, lim s→∞ (1−Φ)R s (y, η)u = 0 in the topology of S (R n ) and, therefore, also in the topology of B 0 p (R n ). We moreover estimate
Item 7 of Lemma 19 implies that lim
M . Taking s sufficiently large, we conclude that
Hence, for sufficiently large s, we have
An analogous argument applies to the adjoint operator. We conclude that p (0) (y, η, λ)
* , that is, the adjoint of p (0) (y, η, λ) and the principal symbol of A (λ) * , is also injective. Lemma 23 then tells us that p (0) (y, η, λ) is an isomorphism and, in particular, that N 2 = N 1 . Therefore A (λ) is an elliptic operator. F1 (M, Λ) . Then the following conditions are equivalent:
Boutet de Monvel operators with parameters acting on
i) The operator A (λ) is an elliptic parameter-dependent operator. ii) We find bounded operators
where the B j (λ) are uniformly bounded in λ and
Condition ii) holds with the uniform boundedness of the B j (λ) replaced by the condition that, for j = 1, 2 and some M ∈ N 0 ,
Remark 25. Let A * (λ) be the adjoint operator of A (λ). Theorem 16 tells us that
, which is the condition that we will need later.
Again a standard parametrix construction shows that i) implies ii). As ii) implies iii) trivially, we only have to prove that iii) implies i).
We fix a point (y, η) ∈ R n−1 × R n−1 and a constant 0 < τ < 
The following simple proposition will be useful. It is very similar to the results we have already seen.
2) Due to the first item and the fact that
A simple computation shows that both terms on the right hand side go to zero as s → ∞.
Proposition 27. Let 0 < r < τ and let v ∈ S R n−1 be such that F (v) has compact support. Denote by C (s) a function such that lim s→∞ C (s) = 0. Then 1) (Pseudodifferential operator in the interior) Let p ∈ S 0 cl (R n × R n , Λ) satisfy the transmission condition and p ∼ j∈N0 p (−j) be its asymptotic expansion. Then
3) (Trace operators) Let S
4) (Poisson operators) Let
Proof. The items 1), 2) and 4) extend the results in [22, Section 2.3.4.2]. They can be obtained by replacing the operators R s and S s in [22] by the definitions given here and arguing similarly as for the third item. The third item is more delicate, as the limit is taken in the Besov space: Let q be such that 
Fix (y, η, λ) ∈ R n−1 × R n−1 × Λ such that (η, λ) = (0, 0). We will use the simple fact that if v ∈ S(R n−1 ) is such that supp (F (v)) is compact, then for all θ ∈ ]0, 1[ and for all ξ ′ ∈ supp (F (v)), there is a s 0 > 0 such that
The constant C does not depend on θ, s ≥ s 0 and ξ ′ ∈ supp (F (v)). We start by establishing L p -convergence: Let 0 < r < τ and v ∈ S(R n−1 ) with supp (F (v)) compact. Then, for all w ∈ S (R + ), we have
where C (s) is a constant that depends on s, (y, η, λ) and v but not on w. Moreover, lim s→∞ C (s) = 0.
We divide the proof into steps, always assuming that s ≥ s 0 . First we see that
In a first step we will prove that, for all (x ′ , x n , ξ ′ ) ∈ R n−1 × R + × R n−1 and M ∈ N 0 , there is a constant that depends on η, λ and M such that
Let us fix a function χ ∈ C ∞ R n−1 × Λ that is zero near the origin and equal to 1 outside a closed ball that does not contain (η, λ). We note that
. We now study the term
Using the fact that s 
As 0 < r < τ < 1 3 , we conclude that −1 + r < r − τ and r + τ − 1 < r − τ . Hence (2.18) follows from the estimates of (2.19) and (2.21).
In a second step we will next show that the limit of Equation (2.18) as s → ∞ is zero. This is true, as it is smaller than or equal to
In a third step we want to prove that, for all M ∈ N 0 , the expression (2.18) is bounded by C M x ′ −M , for a constant C M > 0. Then Lebesgue's dominated convergence theorem will imply that (2.17) holds. In order to do that, we note that
is a linear combination of terms of the form
If σ = 0, we have already proven that the above expression is smaller than C η,λ,M x n −M s r−τ . For σ = 0, we estimate
The result now follows easily.
We will next establish the L p -convergence of the derivative. Let 0 < r < τ and v ∈ S R n−1 with supp (F (v)) compact. Then, for all w ∈ S (R + ), we have
Let us first fix a notation. We denote by ∂ xj T (λ), j = 1, ..., n−1, the operator:
Now, let us first observe that, for j = 1, ..., n − 1,
Using Equation (2.17) and the fact that r < τ , we conclude that
The expressions (2.24), (2.25) and (2.26) imply that
Finally, (2.23) is a consequence of Equations (2.27) and (2.17).
We are now in the position to prove item 3. Choose 0 < θ < θ + r < τ . Then
We also need to understand the action of the singular Green and trace operators on the operators R s = R s (y, η) for (y, η) ∈ R n + × R n . Notice that (y, η) ∈ R n + × R n instead of R n−1 × R n−1 as in the previous proposition.
The proof is analogous to that of Proposition 27. Let us sketch the proof of 2) as 1) is similar. Let
. Using item 6 of Lemma 19 in (x ′ , ξ ′ ) and the definition of R s , we obtain that
Now, we note that
On the support of u, we have x n ≥ R > 0 for a certain constant R > 0. Hence
As 2τ − 1 < 0, we can always choose N ∈ N 0 so large that, for all ( 
For large N ∈ N 0 , the dominated convergence theorem implies that
Now, to finish the proof, we just study L p and H 1 p convergence. Using integration by parts in the expression
, we see that we can dominate R −1
If we take derivatives of first order in x ′ , we find that
The estimate of the norm of R s on Besov space and the same argument with interpolation of Proposition 27 lead us to the conclusion that
Finally, we prove the main Theorem of this sub-section. Next we choose smooth functions Φ, Ψ and H, supported in a trivializing neighborhood U of x = π(z), such that Φ equals 1 near x and ΨΦ = Φ, HΨ = Ψ. We denote byP
Proof. (of Theorem 24) Let
) the operators HP + (λ)Ψ, HG(λ)Ψ, ΦB 11 (λ)H, HT (λ)Ψ, and ΦB 12 (λ)H in local coordinates.
The identity B 1 A = I + K 1 implies that (2.28) whereΦ is the function Φ in local coordinates andK(λ) is the operator which collects the terms arising from the localizations of ΦK 11 (λ)H, ΦB 11 (λ)(1−H 2 )(P + (λ)+ G(λ))Ψ and ΦB 12 (λ)(1 − H 2 )T (λ)Ψ. As the latter two operators have smooth integral kernels, with seminorms rapidly decreasing with respect to λ,K(λ) is compact and its norm tends to zero as |λ| → ∞.
The interior principal symbol. In order to prove the invertibility of the interior principal symbol
Hence we obtain from (2.28)
On the right hand side of Equation (2.29), we estimate
and note that Corollary 20 implies that lim s→∞ s r P (sλ)R s (e + u) − p (0) (y, η, λ)R s (e + u) Lp(R n + ) n 3 = 0. We claim that alsoK(sλ)R s (e + u) tends to zero: For λ = 0 we infer this from the fact thatK(0) is compact, while R s (e + u) weakly tends to zero. For λ = 0 the norm ofK(sλ) tends to zero as s → ∞, whereas R s (e + u) is bounded. Finally, it is easy to check that lim s→∞ (1 −Φ)R s (e + u) = 0 in S (R n ) n1 and therefore also in
If we assume, for an instant, that also the second summand on the right hand side of (2.29) tends to zero as s → ∞, then, taking s sufficiently large, the boundedness of R s , Inequality (2.30) and Equation (2.29) imply together with the assumption that B 11 (sλ) B(Lp(R n
Hence p (0) (y, η, λ) is injective. The same argument, applied to the adjoint operator, shows the injectivity of p (0) (y, η, λ) * and thus the invertibility of p (0) (y, η, λ). In particular, n 1 = n 3 . In order to establish the convergence to zero of the second summand in (2.29), we distinguish two cases.
Then U can be taken as a subset of the interior of M . According to the rules of the calculus,T (sλ) andG(sλ) are regularizing elements in their respective classes; in particular, they are compact. For λ = 0, their operator norms are rapidly decreasing as s → ∞. Arguing as forK above, we obtain the assertion from the assumptions on B.
Case 2: x ∈ ∂M . Here, statements 1) and 2) of Proposition 28 assert that, for every r > 0, the norms of s rG (sλ)R s (e + u) and s rT (sλ)R s (e + u) go to zero in the corresponding spaces as s → ∞. The assertion then follows from the fact that the norm of B(sλ) grows at most logarithmically in s by assumption.
The boundary principal symbol. We have to show that, for any given (z, λ)
LetB andÃ be the operators HAΨ and ΦBH in local coordinates, respectively. Write the principal boundary symbol ofÃ in the form (2.31)
and let (y, η) ∈ R n−1 ×R n−1 be the point that corresponds to z in local coordinates. Fix a function 0 = u ′ ∈ S R n−1 with supp (F u ′ ) ⊂ ξ;
, respectively. According to Lemmas 19, 21 and 22 there are constants such that
n2 , in analogy with Equation 2.28 conclude from the identity
Let us first consider the case where λ = 0. We infer from Proposition 27 and the fact that the norm ofB(sλ) is O( ln(sλ) M ) that the first summand on the right hand side is o(
The same is true for the third summand, since the norm ofK(sλ) tends to zero as s → ∞. The fourth summand tends to zero in S(R
Taking s sufficiently large, we may achieve that the sum of the first, the third and the fourth summand is
From the boundedness ofB(sλ), R s and S s for this fixed value of s, we conclude that, with norms taken in
In case λ = 0, we obtain the same conclusion using the compactness ofK (0). Hence the operator from Equation (2.31) is injective and has closed range. As the same can be said of the adjoint, we conclude from Lemma 23 that the principal boundary symbol is an isomorphism.
2.2.
The spectral invariance of the parameter-dependent Boutet de Monvel algebra.
Theorem 29. Let A ∈B p E0,F0,E1,F1 (M, Λ) be a parameter-dependent operator. Suppose that, for each λ ∈ Λ, the operator
is invertible. If there are constants C > 0 and M ∈ N 0 such that
Proof. By Theorem 24 A is parameter-elliptic. Hence we find a parametrix B ∈ B p E1,F1,E0,F0 (M, Λ) and
E0,F0,E0,F0 (M, Λ) such that AB = I + K 1 and BA = I + K 2 . We conclude that
−1 grows at most as ln (λ) M in λ and K j (λ), j = 1, 2, are integral operators with smooth kernels whose derivatives decay rapidly with respect to λ, we see that
Boundary value problems on manifolds with conical singularities
In this section, we provide the definitions and results concerning manifolds with boundary and conical singularities that we shall need. Details can be found in [25, 26] . 2) A finite subset Σ ⊂ D, which we call conical points, such that D\Σ is an n-dimensional smooth manifold with boundary.
3) A set of functions
ii) X σ is a compact smooth manifold with boundary for each σ ∈ Σ.
iii) The function ϕ σ :
Remark 31. For each σ ∈ Σ, we could use a different functionφ σ : U σ → X σ × [0, 1[ /X σ × {0} with the same properties as in item iii), as long as, for each σ,
[. These are the changes of variables that we allow to do near the singularities.
For the analysis of the typical (pseudo-) differential boundary value problems on these manifolds, we introduce the Fuchs type boundary value problems on a manifold with corners D. It is obtained by gluing the sets X σ × [0, 1[ in place of U σ , using the functions ϕ σ . In this way, the singularities are identified with the sets X σ × {0}. The above remark ensures that the use of different functionsφ σ instead of ϕ σ leads to diffeomorphic manifolds with corners. In order to avoid unnecessary complications with the notation, we shall consider manifolds with just one point singularity. A neighborhood of the conical point will always be identified with X × [0, 1[ /X × {0} and a neighborhood of the corner will always be identified with X × [0, 1[, where X is a compact manifold with boundary. For a finite number of singularities the definitions and arguments are analogous.
We will denote by int (D) the manifold with boundary D\ (X × {0}). By int (B), we denote the boundary of int (D). In a neighborhood of the singularity, it can be identified with ∂X × ]0, 1[. Finally B is the manifold with boundary given by int (B) ∪ (∂X × {0}). In particular, in a neighborhood of the singularity, it can be identified with ∂X × [0, 1[. We will also use 2D to denote a manifold with boundary in which D is embedded. The boundary of 2D is 2B, a manifold without boundary.
We divide our presentation into two parts. First we define the classes of functions and distributions and then the operators. The operators acting on a neighborhood of the singularity will be defined as operators on X × ]0, 1[. We denote by E 0 and E 1 two vector bundles over D and by , respectively. E 0 will denote E 0 and E ′ 0 and the same will be done for E 1 , F 0 and F 1 . We also denote by 2E 0 , 2F 0 , ... the vector bundles over 2D and 2B, whose restriction to D and B are E 0 and F 0 .
Finally, a cut-off function ω ∈ C ∞ c R + is a smooth nonnegative function that is equal to 1 in a neighborhood of 0 and equal to 0, outside [0, 1].
3.1. Classes of functions and distributions. In the following sections, X is a manifold endowed with a Riemannian metric and with boundary ∂X. All vector bundles are assumed to be hermitian. We use the notation X ∧ := R + × X and ∂X ∧ := R + × ∂X and we will denote by E, E 0 and E 1 vector bundles over X or D and by F , F 0 and F 1 vector bundles over ∂X or B. The vector bundles E, E 0 , E 1 , F , F 0 and F 1 will also refer to the pullback bundles in X × R, X ∧ , ∂X × R and ∂X ∧ . Finally we denote by
Definition 32. Let W be a Fréchet space and γ ∈ R. We define the Fréchet space T γ (R + , W ) as the space of all functions ϕ ∈ C ∞ (R + , W ) that satisfy
for all k. l ∈ N 0 and for all continuous seminorms p of W . We write T γ (R + ) when W = C.
Definition 34. Let X = ∪ M j=1 U j be a cover of X consisting of trivializing sets and ϕ j : U j ⊂ X → V j ⊂ R n + be coordinate charts and (ψ j ) M j=1 be a partition of unity subordinate to
where N is the dimension of E, with norm given by:
where N is the dimension of F . Associated to it is the space B s,γ
Finally, we need Bessel and Besov spaces with asymptotics. First let us define asymptotic types.
Definition 36. We say that P = {(p j , m j , L j ) ; j ∈ {1, ..., M }} is an asymptotic type for C ∞ (X, E) with weight (γ,
2 − γ, are distinct numbers, m j ∈ N 0 and L j ⊂ C ∞ (X, E) are finite dimensional spaces. The set of all asymptotic types is denoted by As (X, E, γ, k) . Similarly, we say that Q = {(p j , m j , L j ) ; j ∈ {1, ..., M }} is an asymptotic type for C ∞ (∂X, F ) with weight (γ, k) ∈ R × N 0 and write Q ∈ As (∂X, F, γ, k), if p j ∈ C,
Definition 37. The Bessel potential and Besov space with asymptotics, respectively, are defined as follows:
where 
We also need to define the discrete Mellin asymptotic types:
Definition 42. A discrete Mellin asymptotic type of order d ∈ N 0 is a set
where E0,F0,E1,F1 (X) such that: i) For every p j ∈ π C P , there is a neighborhood of p j where a can be written as
Above, a 0 is a holomorphic function near p j , with values in B
E0,F0,E1,F1 (X, R) is continuous, where
For P ∈ As B −∞,0 E0,F0,E1,F1 (X) , we can also defineM 
where, for each G j , there exist asymptotic types P ∈ As (X, E 1 , γ ′ , k) and P ′ ∈ As (X, E 0 , −γ, k), Q ∈ As ∂X, F 1 , γ ′ − 1 2 , k and Q ′ ∈ As ∂X, F 0 , −γ − 1 2 , k , such that G j and its formal adjoint with respect to H 0,0 F j ) , j = 0, 1, define continuous operators:
for all r ∈ R, s > −1 + Similarly,C p G E0,F0,E1,F1 (D; k) denotes the space of all operators G for which there exist asymptotic types P ∈ As X, E 1 ,
(B, F j ), j = 0, 1, define continuous operators: It is an immediate consequence of the embedding properties for cone Sobolev spaces that, for r ∈ R, s > d + 1/p − 1 and arbitrary r ′ , s ′ ∈ R, an operator
is compact. An analogous statement applies to operators inC p G E0,F0,E1,F1 (D; k). Finally, we can define the cone algebra for boundary value problems.
Definition 45. For γ ∈ R, m ∈ Z, d ∈ N 0 and k ∈ N 0 we define the space C
Similarly, the algebraC p E0,F0,E1,F1 (D, k) is defined as the space of all continuous operators A : is Fredholm.
That i) implies ii) follows from the existence of a parametrix of an elliptic operator, as it is stated in item 4) of Proposition 48. It remains to prove that ii) implies i). If A is Fredholm, then condition 1) of Definition 46 holds by Theorem 24. In fact, the proof of Theorem 24 is local, so it applies in this context. In the next two subsections, we will show that condition 2) of Definition 46 holds. We rely on the arguments in [27, Section 3.1]; however, the Besov space estimates need more attention. Before, however, we note the following consequence. In particular, the Fredholm property is independent of p and s, subject to the condition s ∈ Z, s ≥ d. The same is then true for the kernel and the index.
Proof. According to item 4) of Proposition 48, ellipticity implies the Fredholm property. In order to see the converse, we note that, by item 5 of Proposition 48, we find operators P −s ∈ t −s C −s,0 p (R + , W ) . If W = C ∞ (X, E j , F j ), j = 0, 1, then the operator T ǫ extends to an isometry T ǫ : HB pEj ,Fj (X ∧ ) → HB pEj ,Fj (X ∧ ). ≤ R ǫ,τ0 (u ⊗ v) HBpE j ,F j (X ∧ ) ≤ C ln τ 0 u ⊗ v HBpE j ,F j (X ∧ ) .
3) For all u ∈ T 1 2 (R + , C ∞ (X, E j , F j )), we have lim ǫ→0 T ǫ (u) = 0 weakly in HB pEj ,Fj (X ∧ ). 3.6. Spectral invariance of boundary value problems with conical singularities. Once we know the equivalence of Fredholm property and ellipticity, we can establish the spectral invariance.
Theorem 60. Let A ∈C p E0,F0,E1,F1 (D, k). Suppose that, for each λ ∈ Λ, the operator
