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CONVECTION IN A COUPLED FREE FLOW-POROUS MEDIA SYSTEM∗
MATTHEW MCCURDY† , M.N.J. MOORE†‡ , AND XIAOMING WANG§
Abstract. We perform linear and nonlinear stability analysis for thermal convection in a fluid overlying a saturated porous
medium. We use a coupled system, with the Navier-Stokes equations and Darcy’s equation governing the free-flow and the
porous regions respectively. Incorporating a dynamic pressure term in the Lions interface condition (which specifies the normal
force balance across the fluid-medium interface) permits an energy bound on the typically uncooperative nonlinear advection
term, enabling new nonlinear stability results. Within certain regimes, the nonlinear stability thresholds agree closely with
the linear ones, and we quantify the differences that exist. We then compare stability thresholds produced by several common
variants of the tangential interface conditions, using both numerics and asymptotics in the small Darcy number limit. Finally,
we investigate the transition between full convection and fluid-dominated convection using both numerics and a heuristic theory.
This heuristic theory is based on comparing the ratio of the Rayleigh number in each domain to its corresponding critical value,
and it is shown to agree reasonably well with the numerics regarding how the transition depends on the depth ratio, the Darcy
number, and the thermal-diffusivity ratio.
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Darcy number
AMS subject classifications. 76S05; 76E20
DOI.
1. Introduction. The phenomenon of fluid flowing over a porous medium has been observed, studied,
and scrutinized for more than a century in a variety of settings. Chief among these are geophysical appli-
cations, such as the mixing of surface water and groundwater [5, 6, 8, 23, 24], contaminant transport and
bioremediation efforts [13, 48], and flow within oil reservoirs [1, 2]. Given the urgent need to understand
water resources more fully, investigating the interaction between surface- and groundwater is particularly
timely [51]. To gain useful insight into the nature of these coupled fluid-porous systems, both linear and
nonlinear stability arguments have been conducted and analyzed [28, 29, 30]. However, the presence of non-
linear advection (u · ∇) u can hinder nonlinear stability analysis since, when coupled to non-trivial interface
conditions, it produces a sign-indefinite term in the energy bound. As a result, the nonlinear stability of the
coupled Navier-Stokes-Darcy system—the most well-accepted model for fluid-porous systems in geophysical
applications—remains unresolved. Building upon previous work [28, 29, 30, 42], the primary goal of the cur-
rent study is to analyze nonlinear stability of this coupled system and to examine the associated convection
patterns.
To overcome the indefinite term in the energy analysis, researchers have adopted various approaches.
Several works forgo the nonlinear term altogether by exploring linear stability of the Navier-Stokes-Darcy-
Boussinesq system. Many of these works also include additional physical effects, such as variable viscosity or
permeability, quadratic equations of state for thermal expansion, and anisotropic or heterogeneous porous
media [9, 10, 14, 15, 16, 39, 45]. Other strategies to treat or avoid the nonlinear term include using Stokes
in lieu of Navier-Stokes in the free-flow zone [28], or considering the Navier-Stokes-Brinkman system so that
the convective term of the free-flow has a corresponding term in the porous medium [30]. The Brinkman
equations apply to highly porous media (e.g. porosity greater than .75), which is a common and physically
realistic assumption for many industrial applications such as lightweight structures, biomedical implants,
heat exchangers, and chemical reactors [35, 45]. However, for many flows of geophysical interest (e.g. karst
aquifers, sinkholes, hyporheic flow, contaminant transport), the porosity is very small and Darcy is the most
appropriate equation to model its fluid flow.
A fundamental assumption made in linear stability analyses is that perturbations to the steady-state
are small and consequently, the effects of quadratic and higher order terms are lost. As a result, there is
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limited information about the behavior of the nonlinear system and a possibility for subcritical instabilities—
those that occur prior to the threshold predicted by the linear theory. Nonlinear stability analyses take higher
order and nonlinear terms into account, thereby providing a more holistic understanding of the mechanisms
that create convection and the interplay between them.
In this work, we investigate thermal convection in a fluid overlying a saturated porous medium within
the Navier-Stokes-Darcy-Boussinesq model via the energy method. To overcome the difficulty associated with
the nonlinear term, we employ the Lions interface condition, which incorporates a dynamic pressure term into
the normal-force balance1. When the Lions interface condition is used in tandem with the Beavers-Joseph-
Saffman-Jones (BJSJ) condition, the Navier-Stokes system satisfies an energy law. That is, the energy
associated with the nonlinear term of Navier-Stokes can be bounded. We outline the linear argument for
the coupled system and then conduct the nonlinear stability analysis, followed by a comparison of marginal
stability curves produced by each approach. In addition, while a considerable amount of effort has been
placed on determining the appropriate models for fluid flow in surface- and groundwater regions, there is
less of a consensus on choosing a condition for the shear-stress balance. Many works specify that the shear
stress must balance with a jump in tangential velocity, or some variant thereof. Popular choices for this
interface condition are the Beavers-Joseph condition (BJ), the Beavers-Joseph-Jones condition (BJJ), and
the BJSJ condition. We show the relative difference between curves produced by the BJSJ condition versus
those produced by either BJ or BJJ scales like the Darcy number, Da, while the absolute differences scale
like Da2. Thus, differences between these choices are small in the physically relevant regime of small Darcy
number.
Convection in a fluid overlying porous media is much more complex than its single layer counter-
parts, with more physical parameters affecting the heat transport. One physically important phenomenon
is the transition from full convection, where convection cells envelope the entire domain, to fluid-dominated
convection, where the cells are confined to the free-flow region. Parameters that influence this transition
include the Darcy number, the ratio of free-flow to medium depth, and the ratio of the thermal diffusivities.
We propose a simple theory, based on comparing the critical Rayleigh numbers of the two layers, to pre-
dict this transition. Numerical tests confirm that this theory indeed predicts the transition with reasonable
accuracy.
The rest of the article is organized as follows. We introduce the mathematical formulation of the
problem, including the governing equations, the boundary and interface conditions, and the nondimensional-
ization, in section 2. We summarize the linear stability analysis in section 3 while section 4 is devoted to the
nonlinear stability analysis. Main results are outlined and discussed in section 5. We offer our conclusions
in section 6. Nomenclature and the formal small Darcy number asymptotic expansions are included in the
appendices.
2. Formulation of the problem. In this section, we describe the governing equations along with the
boundary and interface conditions. We then find steady-state solutions, which serve as reference states for
the stability analyses, and we nondimensionalize the resulting system.
2.1. Governing equations. In the free-flow zone, we use the incompressible Navier-Stokes equations
with constant viscosity and the Boussinesq approximation, coupled with the advection-diffusion equations
for heat:

ρ0
(
∂uf
∂t
+ (uf · ∇) uf
)
= ∇ · T (uf , pf )− gρ0 [1− β (Tf − T0)] k ,
∇ · uf = 0 ,
∂Tf
∂t
+ uf · ∇Tf = κf
(ρ0cp)f
∇2Tf ,
(2.1)
where uf = (uf , vf , wf ), pf , and Tf are the free flow velocity, pressure, and temperature, respectively,
with g, ρ0, β, and T0 as acceleration due to gravity, the reference density of the fluid, the coefficient of
1A formal asymptotic analysis justifying the smallness of this dynamic pressure at the physically important small Darcy
number regime is included in Appendix II.
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thermal expansion, and the temperature of the conductive state at the interface, respectively. The stress
tensor and rate of strain tensor are defined as T(uf , pf ) = 2µ0D(uf ) − pf I and D(uf ) = 12
(∇uf +∇ufT),
respectively, with µ0 as dynamic viscosity and k as the upward pointing unit normal. Additionally, κf ,
cp, and λf = κf/ (ρ0cp)f are the thermal conductivity of the fluid, specific heat capacity of the fluid, and
thermal diffusivity of the fluid, respectively.
For fluid flow in porous media, the Darcy or Brinkman equations are the prevailing choice in the
literature. For porous media with relatively large porosity (χ > .75), Brinkman is more appropriate than
Darcy. Darcy is valid under the assumption that the medium has a small porosity [3, 41], generally applicable
to geophysical systems. We therefore employ the Darcy system with the advection-diffusion equation for
heat: 
ρ0
χ
∂um
∂t
+
µ0
Π
um = −∇pm − gρ0 [1− β (Tm − TL)] k ,
∇ · um = 0 ,
(ρ0cp)m
(ρ0cp)f
∂Tm
∂t
+ um · ∇Tm = κm
(ρ0cp)f
∇2Tm ,
(2.2)
where um = (um, vm, wm), pm, and Tm are the velocity, pressure, and temperature in the porous medium
respectively, χ and Π are the porosity and permeability, λm = κm/ (ρ0cp)f is the thermal diffusivity of the
medium, and TL is the temperature at the lower boundary of the domain. In this work, we assume the
medium to be homogeneous and isotropic so that the permeability Π is constant and scalar-valued. For
anisotropic media, the permeability Π would be tensor-valued. The thermal conductivity κm and specific
heat capacity (ρ0 cp)m of the porous medium are defined as averages of the fluid and solid components. Many
references simply use an arithmetic average [28, 29, 30] φm = χφf + (1− χ)φs, where φ represents either
thermal conductivity or heat capacity. However, we point out that homogenization theory gives the harmonic
average, φ−1m = χφ
−1
f + (1− χ)φ−1s . Though we advocate the latter approach, the analysis presented here is
independent of which average is used. We also remark that, since we are studying the onset of convection,
the thermal conductivity and specific heat are intrinsic values and not effective values which incorporate
dispersive effects.
The time derivative ∂tum in the first equation of (2.2) is often neglected since it is heuristically
small at small Darcy number. Inclusion of this term in Darcy’s equation has been debated in the literature
[50]. In this paper, we include the time derivative primarily for the benefit of the energy analysis, although a
welcome side effect is that this term would allow more accurate description of temporal transitions. Several
works concerning linear stability, [7, 15, 16, 40], exclude time derivatives of the Navier-Stokes and/or Darcy
equations by invoking the principle of exchange of stabilities. We note that this principle has not been
rigorously established for the coupled system, and therefore we do not assume it. Our numerics, however,
suggest that the principle seems to hold in practice.
2.2. Boundary and interface conditions. For the domain, shown in Figure 1, we assume flat,
horizontal, non-penetrable plates at the top and bottom with a non-deforming interface between the two
regions, Ωf = {(x, y) ∈ R2 × z ∈ (0, df )} for the free flow and Ωm = {(x, y) ∈ R2 × z ∈ (−dm, 0)} for the
porous medium. The temperature is held constant at the top and bottom plates. For the flow, we use a
free-slip condition at the top and an impermeable condition at the bottom,{
Tf = TU , uf · n = ∂uf τ∂n = 0 , at z = df ,
Tm = TL , um · n = 0 , at z = −dm ,
(2.3)
where uf τ = (vf , wf ) denotes the tangential (horizontal) components of the velocity at the top of the domain
with n as the unit normal vector.
At the interface Γi (z = 0), we require continuity of temperature, heat flux, and the normal compo-
nent of velocity:
Tf = Tm ,(2.4)
kf ∇Tf · n = km∇Tm · n ,(2.5)
uf · n = um · n .(2.6)
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Figure 1: Schematic of the domain Ω = {(x, y) ∈ R2 × z ∈ (−dm, df )}, comprised of a free-flow region Ωf
and a porous medium Ωm. The two subdomains meet at an interface Γi. The upper and lower boundaries
are impermeable and held at constant temperatures TU and TL, respectively, with TL > TU .
The next condition must involve the tangential stress at the interface. The primary condition
considered here is the Beavers-Joseph-Saffman-Jones (BJSJ) condition [44], also known as the Navier-slip
condition, which relates the shear stress to the tangential velocity:
−τ · T (uf , pf ) n = µ0 α√
Π
τ · uf ,(2.7)
where α is an empirically determined coefficient and τ denotes the unit tangent vectors. Our nonlinear
stability analysis will rely on the BJSJ condition. This condition is debated in the literature, and we will
therefore consider a few alternatives in the linear analysis, namely the Beavers-Joseph (BJ) condition [4] and
the Beavers-Joseph-Jones (BJJ) condition [31]. All three conditions can be represented concisely as
∂uf,γ
∂z
+ ΨJ
∂wf
∂xγ
=
α√
Π
(uf,γ −ΨS um,γ) for γ = 1, 2 ,
where ui,γ is the γ component of the velocity in Ωi, and ΨJ ,ΨS ∈ {0, 1} are switches associated with
the Jones correction and the Saffman approximation terms, respectively. The BJ condition corresponds to
ΨJ = 0 and ΨS = 1, the BJJ condition to ΨJ = 1 and ΨS = 1, and the BJSJ condition to ΨJ = 1 and
ΨS = 0. The BJJ is considered to be the most physically accurate, as it relates the shear stress to the jump
in the tangential velocity across the interface. The BJ condition omits the term ∂wf/∂xγ in the shear stress
[10, 14, 15, 16]. Meanwhile, the Saffman approximation drops the Darcy velocity in the right-hand-side,
which is relatively small in magnitude as long as the Darcy number is small. Thus, since our nonlinear
analysis relies on the BJSJ condition, it will be limited to the physically relevant regime of small Darcy
number.
In [45], Straughan compares the BJ and BJJ conditions, showing that the linear marginal stability
curves produced by each are almost the same. In section 5, we expand upon Straughan’s findings by showing
that the three interface conditions each produce similar marginal stability curves. Specifically, we show the
relative difference between curves produced by the BJSJ condition versus those produced by either BJ or
BJJ scales like Da in the small Darcy number regime.
The last interface condition concerns the balance of force in the normal direction, and there are two
options:
−n · T (uf , pf ) n + ΨL ρ0
2
|uf |2 = pm ,(2.8)
where ΨL ∈ {0, 1} is a switch for the dynamic pressure term, ρ02 |uf |2. The most common choice in the
literature is ΨL = 0 which renders Eq. (2.8) linear. For nonlinear analysis, we will choose ΨL = 1, which
is known as the Lions interface condition [11, 12, 18, 19, 25]. This choice gives rise to an energy law which
facilitates the analysis significantly. In the appendix, we show that the dynamic pressure term is order Da
for small Darcy number.
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2.3. Steady-state and perturbed system. First, we introduce the following steady-state solution,
known as the conductive state (denoted with an overhead bar):
u¯f = u¯m = 0 ,
T¯f = T0 + z
TU − T0
df
,
T¯m = T0 + z
T0 − TL
dm
.
Here, T0 represents the interface temperature of the conductive solution
T0 =
κm df TL + κf dm TU
κm df + κf dm
.
If TU > TL, the conductive state is stable, but if TL > TU , buoyancy can destabilize the system. In this
paper, we consider the latter case. Additionally, we choose p¯f and p¯m to satisfy
∇p¯f = −gρ0
(
1− β (T¯f − T0))k ,
∇p¯m = −gρ0
(
1− β (T¯m − TL))k .
We perturb the steady-state as follows:
uf = u¯f + vf , um = u¯m + vm ,
Tf = T¯f + θf , Tm = T¯m + θm ,(2.9)
pf = p¯f + pif , pm = p¯m + pim ,
where vj , θj , and pij are the perturbation variables. In the linear stability analysis, the perturbations are
assumed to be small compared to the background state. However, with the nonlinear analysis, there is
no assumption concerning the magnitude of the perturbations. Substituting (2.9) into the original system
produces:
In Ωf :

ρ0
(
∂vf
∂t
+ (vf · ∇) vf
)
= ∇ · T (vf , pif ) + ρ0gβθfk ,
∇ · vf = 0 ,
∂θf
∂t
+ vf · ∇θf = λf∇2θf − wf
(
TU − T0
df
)
,
for (x, y, z, t) ∈ {R2 × (0, df )× (0,∞)},
In Ωm :

ρ0
χ
∂vm
∂t
+
µ0
Π
vm = −∇pim + ρ0gβθmk ,
∇ · vm = 0 ,
%
∂θm
∂t
+ vm · ∇θm = λm∇2θm − wm
(
T0 − TL
dm
)
,
for (x, y, z, t) ∈ {R2 × (−dm, 0)× (0,∞)}, and
On Γi :

θf = θm ,
κf∇θf · n = κm∇θm · n ,
vf · n = vm · n ,
−τ · T (vf , pif ) n = µ0 α√
Π
(τ · vf ) ,
−n · T (vf , pif ) n + ΨL ρ0
2
|vf |2 = pim ,
for (x, y, 0, t) ∈ {R2 × (z = 0)× (0,∞)} with
% =
(ρ0cp)m
(ρ0cp)f
.
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2.4. Nondimensionalization. We introduce the same scalings as [14, 45] with nondimensional vari-
ables denoted by tildes:
vf = v˜f
ν
df
, xf = x˜f df , tf = t˜f
d2f
λf
, θf = θ˜f
(T0 − TU ) ν
λf
, pif = p˜if
ρ0 ν
2
d2f
,
vm = v˜m
ν
dm
, xm = x˜m dm , tm = t˜m
d2m
λm
, θm = θ˜m
(TL − T0) ν
λm
, pim = p˜im
ρ0 ν
2
d2m
,
(where ν = µ0/ρ0 is the kinematic viscosity) which yields the systems (sans tildes):
(2.10) In Ωf :

1
Prf
∂vf
∂tf
+ (vf · ∇) vf = 2∇ · D (vf )−∇pif − Raf θfk ,
∇ · vf = 0 ,
∂θf
∂t
+ Prf vf · ∇θf = ∇2θf − wf ,
for (x, y, z, t) ∈ {R2 × (0, 1)× (0,∞)},
(2.11) In Ωm :

1
χ
Da
Prm
∂vm
∂tm
+ vm = −Da∇pim − Ram θmk ,
∇ · vm = 0 ,
%
∂θm
∂t
+ Prm vm · ∇θm = ∇2θm − wm ,
for (x, y, z, t) ∈ {R2 × (−1, 0)× (0,∞)}, and
(2.12) On Γi :

dˆθf = 
2
T θm ,
∇fθf · n = T∇mθm · n ,
vf · n = dˆvm · n ,
− τ · T (vf , pif ) n = dˆ α√
Da
(τ · vf ) ,
−n · T (vf , pif ) n + ΨL 1
2
|vf |2 = dˆ2 pim ,
for (x, y, 0, t) ∈ {R2 × (z = 0) × (0,∞)}. Here, the notation ∇j indicates the gradient with respect to xj
where j ∈ {f,m}.
We have introduced a total of seven dimensionless parameters. The first five are given by
dˆ =
df
dm
, T =
λf
λm
, Da =
Π
d2m
, Prf =
ν
λf
, Prm =
ν
λm
.
These parameters are, respectively, the depth ratio, the ratio of thermal diffusivities, the Darcy number, and
the Prandtl numbers of the free-flow and porous regions. The last two are the Rayleigh numbers of the two
regions
Raf =
gβ (T0 − TU ) d3f
ν λf
, Ram =
gβ (TL − T0) Da d3m
ν λm
= Raf
Da 2T
dˆ4
.(2.13)
3. Linear Stability. In this section, we briefly overview the linear stability analysis of system (2.10)–
(2.12). For additional details, the reader is referred to [45], which differs only in the interface condition
chosen in Eq. (2.7). Here, we set ΨJ = 1, ΨS = 0, corresponding to the BJSJ condition. The value of ΨL is
irrelevant since the dynamic pressure term is nonlinear and hence omitted in linear analysis.
Assuming perturbations to be small eliminates quadratic and higher-order terms from (2.10)–(2.12).
With the resulting linear system, we take the double curl to remove the pressure terms and then, considering
the third component, we substitute normal mode solutions
wj(x, t) = Fj(x, y) w˜j(z)e
σjt and θj(x, t) = Fj(x, y) θ˜j(z)e
σjt ,(3.1)
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for j ∈ {f,m}. Here, Fj(x, y) corresponds to a unimodal component the horizontal planform in each region
with corresponding horizontal wavenumber aj . That is,
a2j Fj(x, y) +∇2H Fj(x, y) = 0
where ∇2H = ∂
2
∂x2 +
∂2
∂y2 is the horizontal Laplacian operator. This modal decomposition defines the structure
of the convection cells [10, 21, 46, 47]. With (3.1), the real part of σj determines the stability of the
flow; if Re(σj) < 0 the corresponding normal mode decays in time and if Re(σj) > 0 it grows. From our
nondimensional scalings, we note the following relationships:
af = dˆ am , σf =
T
dˆ2
σm , Raf = Ram
dˆ4
Da 2T
.(3.2)
Using the notation Df =
d
dzf
and Dm =
d
dzm
for spatial derivatives in Ωf and Ωm, respectively, we
acquire the system:
(3.3) In Ωf , z ∈ (0, 1) :

σf
Prf
(
D2f − a2f
)
wf =
(
D2f − a2f
)2
wf + a
2
f Raf θf ,
σfθf =
(
D2f − a2f
)
θf − wf ,
(3.4) In Ωm, z ∈ (−1, 0) :

σm
χ
Da
Prm
(
D2m − a2m
)
wm = −
(
D2m − a2m
)
wm + a
2
m Ram θm ,
σm % θm =
(
D2m − a2m
)
θm − wm ,
(3.5) On Γi, z = 0 :

dˆθf = 
2
T θm ,
Dfθf = TDmθm ,
wf = dˆ wm ,
D2fwf =
dˆ α√
Da
Dfwf ,
dˆ4
χPrm
σmDmwm +
dˆ4
Da
Dmwm =
σf
Prf
Dfwf −D3fwf + 3a2fDfwf ,
with the boundary conditions at the top and bottom of the domain:
At z = 1 : wf = Dfwf = θf = 0 ,(3.6)
At z = −1 : wm = θm = 0 .(3.7)
System (3.3)–(3.7) constitutes a generalized eigenvalue problem for either σf or σm, which we solve
with the Chebyshev tau-QZ algorithm [20] implemented with the Chebfun package [22]. This algorithm first
performs Chebyshev collocation [32, 37, 49] and then solves the resulting linear system with the QZ method
[26, 36]. Lastly, we make substitution (3.2) to find the marginal stability curves in the (am,Ram) plane. For
each wavenumber am, there is a Rayleigh number Ram where the flow transitions from stable to unstable
(i.e. Re(σj) changes from negative to positive). The marginal stability curves, Re(σj) = 0, shown in section
5 delineate the boundary between stable and unstable regimes.
4. Nonlinear Stability. In this section, we address nonlinear stability using the energy method. Our
analysis builds off of important previous works [28, 29, 30, 42] that examined nonlinear stability of related
fluid-porous systems. Here, we adopt similar techniques, in conjunction with the Lions interface condition,
to obtain an energy law and ultimately resolve nonlinear stability of the Navier-Stokes-Darcy system.
Throughout this section we employ the BJSJ condition (ΨJ = 1,ΨS = 0) and the Lions condition
(ΨL = 1). We use the following notation for vector-valued functions f and g and matrix-valued functions A
and B:
(f,g)j =
∫
Ωj
f · g dΩj , 〈A,B〉j =
∫
Ωj
A : B dΩj , ‖f ‖2j = (f, f )j , |f |2 = f · f ,
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for domains j ∈ {f,m}. In this section, Ωf and Ωm represent a single period cell in the respective domains.
We dot the first equation of (2.10) with vf and integrate over Ωf :
1
Prf
(
∂vf
∂t
,vf
)
f
+ ((vf · ∇) vf ,vf )f = 2 (∇ · D (vf ) ,vf )f − (∇pif ,vf )f − Raf (θfk,vf )f .
After integrating by parts, the boundary integrals reduce to integrals along the interface of the fluid region,
Γf , leaving
1
2 Prf
d
dt
‖vf‖2f =
1
2
∫
Γf
|vf |2 (vf · n) dΓf − 2〈D(vf ),D(vf )〉f − 2
∫
Γf
n · D(vf )n (vf · n) dΓf
− 2
∫
Γf
2∑
i=1
τ i · D(vf )n (vf · τ i) dΓf +
∫
Γf
pif (vf · n) dΓf − Raf (θf , wf )f ,
where τ i are the unit tangents in x and y at the interface. Applying the BJSJ and Lions interface conditions
from (2.12) gives
1
2 Prf
d
dt
‖vf‖2f =
1
2
∫
Γf
|vf |2 (vf · n) dΓf − 2〈D(vf ),D(vf )〉f +
∫
Γf
[
dˆ2 pim − pif − 1
2
|vf |2
]
(vf · n) dΓf
+
∫
Γf
2∑
i=1
[
dˆ α√
Da
(vf · τ i)
]
(vf · τ i) dΓf +
∫
Γf
pif (vf · n) dΓf − Raf (θf , wf )f .
We note that the first term on the RHS involving 12 |vf |2 (vf · n) arises from the nonlinear advection.
Importantly, the application of the Lions interface condition to the expression n · D(vf )n (vf · n) produces
a similar term with opposite sign that cancels this first term. Without this cancellation, the presence of the
sign-indefinite term 12 |vf |2 (vf · n) would hamper energy analysis. However, with the cancellation, we obtain
the following energy law
1
2 Prf
d
dt
‖vf‖2f =− 2〈D(vf ),D(vf )〉f − Raf (θf , wf )f(4.1)
+
∫
Γf
dˆ2 pim (vf · n) dΓf +
∫
Γf
2∑
i=1
dˆ α√
Da
(vf · τ i)2 dΓf .
Now, we dot the third equation of (2.10), the first equation of (2.11), and the third equation of
(2.11) with θf , vm, and θm, respectively, and then integrate over the appropriate domains, producing
1
2
d
dt
‖θf‖2f = −
Prf
2
∫
Γf
(vf · n) θ2f dΓf +
∫
Γf
θf (∇θf · n) dΓf − ‖∇θf‖2f − (wf , θf )f ,(4.2)
1
2
Da
χPrm
d
dt
‖vm‖2m = −‖vm‖2m +
∫
Γm
Dapim (vm · n) dΓm − Ram (θm, wm)m ,(4.3)
%
2
d
dt
‖θm‖2m =
Prm
2
∫
Γm
(vm · n) θ2m dΓm −
∫
Γm
θm (∇θm · n) dΓm − ‖∇θm‖2m − (wm, θm)m ,(4.4)
where Γm denotes the interface of the porous medium. From here, we follow an argument similar to that of
Straughan, Carr, and Hill in [29, 30]. We add equations (4.1)-(4.4) together and multiply (4.2), (4.3), (4.4)
by coupling parameters λ1, λ2, λ3 > 0, respectively. The introduction of these parameters permits sharper
bounds on the critical Rayleigh numbers than could be obtained otherwise. In addition, we rescale time
derivatives in the porous medium by the factor T /dˆ
2, so that we are using the same scale as in the free-flow
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zone. These manipulations yield the system
d
dt
[
1
2 Prf
‖vf‖2f +
λ2
2
T
dˆ2
Da
χPrm
‖vm‖2m +
λ1
2
‖θf‖2f +
λ3
2
% T
dˆ2
‖θm‖2m
]
=
− 2〈D(vf ),D(vf )〉f −
∫
Γf
dˆ2 pim (vf · n) dΓf −
∫
Γi
2∑
i=1
dˆ α√
Da
(vf · τ i)2 dΓi − Raf (θf , wf )f
+ λ1
(
−Prf
2
∫
Γf
(vf · n) θ2f dΓf +
∫
Γf
θf (∇θf · n) dΓf − ‖∇θf‖2f − (wf , θf )f
)
+ λ2
(
−‖vm‖2m +
∫
Γm
Dapim (vm · n) dΓm − Ram (θm, wm)m
)
+ λ3
(
Prm
2
∫
Γm
(vm · n) θ2m dΓm −
∫
Γm
θm (∇θm · n) dΓm − ‖∇θm‖2m − (wm, θm)m
)
.
We will next choose the coupling parameters, λ1, λ2, λ3, to make convenient cancellations with
integrals along the interface. First, focusing on λ2, a change of variables allows us to write
−
∫
Γf
dˆ2 pim (vf · n) dΓf + λ2
∫
Γm
Dapim (vm · n) dΓm =
(
−dˆ2 + λ2 Da
dˆ
)∫
Γf
pim (vf · n) dΓf .
We therefore choose λ2 = dˆ
3/Da so that the expression on the right-hand-side vanishes. Next, consider the
terms associated with λ1 and λ3:
−λ1 Prf
2
∫
Γf
(vf · n) θ2f dΓf + λ3
Prm
2
∫
Γm
(vm · n) θ2m dΓm =
(
−λ1 + λ3 dˆ
3T
)∫
Γf
(vf · n) θ2f dΓf ,
λ1
∫
Γf
θf (∇θf · n) dΓf − λ3
∫
Γm
θm (∇θm · n) dΓm =
(
λ1 − λ3 dˆ
3T
)∫
Γf
θf (∇θf · n) dΓf .
Choosing λ1 = λ3
(
dˆ/3T
)
allows both terms on the right-hand-sides to vanish. In summary, we choose
λ2 = dˆ
3/Da, λ1 = λ, and λ3 =
(
3T /dˆ
)
λ. Importantly, there is now only a single free parameter λ.
With our choices for the coupling parameters and the functional energy
2E(t) =
1
Prf
‖vf‖2f +
dˆ3
χPrm
‖vm‖2m + λ‖θf‖2f + λ
3T
dˆ
% ‖θm‖2m ,
we are left with
dE
dt
= −D + I −
∫
Γi
2∑
i=1
dˆ α√
Da
(vf · τ i)2 dΓf ≤ −D + I ,(4.5)
where the definite and indefinite terms, D and I, respectively, are defined as
D = ‖∇vf‖2f +
dˆ3
Da
‖vm‖2m + λ‖∇θf‖2f + λ
3T
dˆ
‖∇θm‖2m ,
I = − [Raf,λ + λ] (wf , θf )f −
[
dˆ3
Da
Ram,λ + λ
3T
dˆ
]
(wm, θm)m ,
and 2〈D(vf ),D(vf )〉f = ‖∇vf‖2f . We are now using the notation Raf,λ and Ram,λ to indicate dependence
on the coupling parameter λ. The change in the total energy of the system is bounded by
dE
dt
≤ −D + I = D
( I
D − 1
)
≤ D
(
max
H
I
D − 1
)
= −D
(
1−max
H
I
D
)
,
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where H is the set of admissible solutions to equations (2.10) and (2.11) subject to (2.12). Defining RE as
the maximum of the ratio of energies
1
RE
= max
H
I
D(4.6)
yields
dE
dt
≤ −D
(
RE − 1
RE
)
.(4.7)
The Poincare´ inequality implies that D ≥ cE for some constant c > 0 [28, 29, 30]. Then, if RE ≥ 1,
Gronwall’s inequality produces at least exponential convergence:
E(t) ≤ E(0)e−aˆt → 0 as t→∞(4.8)
where aˆ = c (RE − 1) /RE. Hence, the system is nonlinearly stable as long as RE ≥ 1.
RE = 1 corresponds to the sharpest threshold for nonlinear stability that is made possible by (4.8),
and hence is the most important case to analyze. Setting RE = 1 in (4.6) produces an optimization problem,
maxH(I/D) = 1, that can be solved by the Euler-Lagrange equations:
z ∈ (0, 1) :
 2∇2vf − (Raf,λ + λ) θfk =
∂Lf
∂x
,
2λ∇2θf − (Raf,λ + λ)wf = 0 ,
(4.9)
z ∈ (−1, 0) :

2
dˆ3
Da
vm +
(
dˆ3
Da
Ram,λ + λ
3T
dˆ
)
θmk =
∂Lm
∂x
,
2λ
3T
dˆ
∇2θm −
(
dˆ3
Da
Ram,λ + λ
3T
dˆ
)
wm = 0 ,
(4.10)
where Lf , Lm are Lagrange multipliers for the fluid region and porous medium, respectively. Taking the
double curl of the first equations of (4.9) and (4.10) to remove the Lagrange multipliers and using the normal
mode representations once again, we obtain the systems for the fluid layer and porous medium, respectively:
z ∈ (0, 1) :
{
2
(
D2f − a2f
)2
wf + a
2
f (Raf,λ + λ) θf = 0 ,
2λ
(
D2f − a2f
)
θf − (Raf,λ + λ)wf = 0 ,
(4.11)
z ∈ (−1, 0) :

2
dˆ3
Da
(
D2m − a2m
)
wm − a2m
(
dˆ3
Da
Ram,λ + λ
3T
dˆ
)
θm = 0 ,
2λ
3T
dˆ
(
D2m − a2m
)
θm −
(
dˆ3
Da
Ram,λ + λ
3T
dˆ
)
wm = 0 .
(4.12)
For the interface and boundary conditions, we use the same equations as the linear case (3.5)–(3.7) with the
exception of the Lions condition (replacing its linear counterpart) given by
−n · T (vf , pif ) n + 1
2
|vf |2 = dˆ2 pim .
Equations (4.11)–(4.12) with the interface/boundary conditions as noted above constitute a generalized
eigenvalue problem for Ram,λ (recall that Ram,λ and Raf,λ are related through (3.2)). For given wavenumber
am, we solve for Ram,λ numerically, once again using the Chebyshev tau-QZ method. We then maximize
over λ to obtain the sharpest threshold for nonlinear stability,
Ram = max
λ
Ram,λ .
Once Ram is found for a range of wavenumbers, we can construct the marginal stability curve (am,Ram),
below which we are guaranteed nonlinear stability.
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5. Results and discussion. In this section, we first present the marginal stability curves produced
by the linear and nonlinear analysis. Next, we show show that the relative difference between linear and
nonlinear curves scales like Da1 for small Darcy numbers, while the absolute difference scales like Da2. We
find similar scalings for the differences between marginal stability curves produced by the BJSJ versus the
BJJ or BJ interface conditions. Lastly, we comment on resulting streamline patterns for convection cells
occupying the entire domain or remaining solely in the fluid region, and remark on the effect of certain
parameters on stability.
5.1. Marginal Stability Results. The marginal stability curves in Figure 2 show the Ram values
which mark the transition from stability to instability for each wavenumber am. Below the linear marginal
stability curves, we are guaranteed linear stability, while we are assured unconditional stability below the
nonlinear marginal stability curves. In the area between the two curves, nonlinear effects could potentially
destabilize the system even though the background state is linearly stable, i.e. a subcritical instability.
However, Figure 2 shows that the linear and nonlinear curves follow each other closely, suggesting that the
impact of these nonlinear terms is small, at least during the onset of convection. We have explored an
extensive range of parameters (not shown here) with similar findings. We therefore conclude that the linear
theory accurately describes the onset of convection, and that the region of potential subcritical instabilities is
very small. Furthermore, this result implies that the linear stability thresholds, which are generally simpler
to compute, actually approximate unconditional or global stability of the system to a high level of accuracy.
We remark that the selected energy function E(t) may not necessarily be the optimal choice. It is conceivable
that an improved choice of E(t) may reduce the gap between the linear and nonlinear curves even further.
In comparing the linear stability system (3.3)–(3.7) and the nonlinear stability system (4.11)–(4.12),
we note the nonlinear stability system loses explicit dependence on the Prandtl number. This loss of Pr-
dependence has been observed in a variety of other convective problems [41]. While the linear system does
contain Pr terms, they are all associated with the σ eigenvalue terms. In the single layer case, the principle
of exchange of stabilities implies that σ is real as long as the Rayleigh number is positive, meaning again that
there is no dependence on Pr. In the coupled case, however, exchange of stabilities has not been established
rigorously. Our numerics indicate that σ can indeed take complex values. However, we always observe σ to
be real whenever the Rayleigh number is positive. This numerical observation suggests that the principle of
exchange of stabilities holds in practice, and consequently dependence on Pr is lost.
5.2. Influence of Interface Conditions. To quantify how closely the linear and nonlinear marginal
stability thresholds agree, we examine the relative difference between the respective stability curves. The
Lions condition is used to produce the nonlinear thresholds while its linear counterpart is used as the normal
interface condition for the linear stability curves. The results are shown in Figure 3a. For a fixed dˆ and am, the
Ram values are computed with the linear and nonlinear arguments for various Da values. We then examine
the relative difference between the two computed Ram values. For small Darcy numbers, Da ∈ [10−8, 10−4],
we see the relative difference scales like Da1, as shown with the comparison line. Given that Ram ∼ O (Da)
in the small Darcy limit, the absolute difference scales like Da2, as is expected from the theory and reflected
in the numerical tests. In the appendix, we present an asymptotic argument showing that, while the dynamic
pressure term is O (Da), it only begins to affect the solutions at O (Da2). Though somewhat heuristic, this
asymptotic analysis provides guidance for the scaling of stability threshold differences found using the Lions
and the linear interface conditions in the small Darcy number regime.
Now, we briefly discuss small differences in the tangential interface conditions. In particular, we
show in Figure 3b, the relative differences in the linear stability curves produced by the BJ, BJJ, and BJSJ
interface conditions. The relative differences between BJSJ and BJJ are marked with black circles while BJSJ
versus BJ are marked with red squares. Both of the relative differences scale like Da1 and both absolute
differences scale like Da2. Thus, using any of the three conditions results in similar qualitative behavior in
the marginal stability curves.
An important parameter that enters these tangential interface conditions is the frictional coefficient
α. Looking back at Fig. 2, we vary α from 1.0 to 0.1 in going from the left columns, (a) and (c), to the right,
(b) and (d). We note that although the marginal stability curves are altered, the location of their minima
does not change significantly. This minimum value of Ram is known as the critical Raleigh number
Ram,c = min
a2m
Ram ,(5.1)
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(a)
√
Da = 5.0× 10−3, α = 1.0. (b) √Da = 5.0× 10−3, α = 0.1.
(c)
√
Da = 1.0× 10−3, α = 1.0. (d) √Da = 1.0× 10−3, α = 0.1.
Figure 2: Marginal stability curves for different values of Da and α, with T = .7 in all cases. Both linear
(solid) and nonlinear (dashed) stability results are shown. The two results agree closely with one another in
all cases, indicating that the region of potential subcritical instability is very small.
which is the smallest Rayleigh number for which an unstable mode exists. Thus, the critical Raleigh number
exhibits low sensitivity to α, as is consistent with previous studies [17].
5.3. Fluid-dominated versus full convection. An important insight that can be obtained from
the marginal stability curves is whether the convection extends throughout the domain or is confined to
the fluid region. For this, we examine the wavenumber associated with Ram,c, which offers information
on the lengthscale and aspect ratio of this most unstable mode; i.e. smaller wavenumbers correspond to
larger convection cells that extend throughout the domain while large wavenumbers correspond to smaller
convection cells which arise only in the free-zone. For example, in Figure 2a, for dˆ = [.15, .18], we find the
minima of the marginal stability curves all occur around am = 2.0. At dˆ = .19 though, the minimum shifts
to a higher wavenumber, am = 14.0. At some depth ratio between dˆ = .18 and dˆ = .19, the convection cells’
aspect ratio suddenly changes from wide cells (am = 2.0) to thin cells (am = 14.0). This phenomenon is also
observed in [45]. When the convection cells occupy both the porous medium and fluid region, we denote
this as full convection while we use fluid-dominated convection to describe when convection cells lie only in
the fluid region. Qualitatively, when the Ram,c occurs at smaller wavenumber, we have full convection, and
when Ram,c occurs at larger wavenumber, we have fluid-dominated convection.
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(a) The relative difference between nonlinear and lin-
ear marginal stability curves produced with the Lions
interface condition and its linear counterpart, respec-
tively (with BJSJ used).
(b) The relative differences between linear marginal
stability curves produced with the: BJSJ and Jones
interface conditions (black circles), and the BJSJ and
Beavers-Joseph conditions (red squares).
Figure 3: Parameters: dˆ = .1, am = 25.0, T = .7, α = 1.0. Both comparison lines have slope of 1.
Figure 4: Marginally stable flow configurations and temperature profiles (color) for two values of dˆ. (a)
dˆ = .18 produces convection cells that extend throughout the entire domain, while (b) dˆ = .19 produces cells
that are confined to the free-flow region. In both cases,
√
Da = 5.0× 10−3, T = .7, α = 1.0, and the BJSJ
condition is used (ΨJ = 1,ΨS = 0).
To understand which region dominates convection in a more quantitative sense, we examine the
resulting streamline and temperature profiles, as well as the Nusselt numbers. Figure 4 shows the streamlines
in black and the temperature profiles in color for dˆ = .18 and dˆ = .19 at their critical Rayleigh numbers
with: χ = .3,
√
Da = 5.0 × 10−3, α = 1.0, T = .7. The streamlines are computed via numerical solution
of the linear system (3.3)–(3.7). Both figures are plotted over the same x range to more effectively show
how the small change in the dˆ value (from dˆ = .18 to .19) drastically alters the convection cells, streamlines,
and temperature profiles. For full convection, we see that the temperature and velocity deviations from
the steady-state occur throughout the entirety of the domain. For the fluid-dominated convection though,
temperature and velocity fluctuations only occur in and immediately around the free zone. To further
quantify these observations, we analyze the Nusselt number Nu, calculated from the vertical convective and
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Figure 5: Color map of the Nusselt number with streamlines in black for the same two cases shown in Fig. 4.
In the first case (a), the greatest variations of Nu occur in the porous medium, while in the second case (b)
the extrema of Nu are confined to the free-flow region.
conductive fluxes as
Nu =
Jcnv + Jcnd
Jcnd
with Jcnv = wj Tj and Jcnd = −κj ∂Tj
∂zj
,(5.2)
for j ∈ {f,m}. In Figure 5, we show the Nusselt numbers for the same cases dˆ = .18 and dˆ = .19 with the
same streamlines pictured in Figure 4. In regions where Nu = 1, there is negligible vertical fluid flow and
the heat transfer is purely conductive. Wherever Nu > 1, the convective flux is upward and it enhances the
conductive flux. On the other hand, when Nu < 1 convective flux is downward which opposes the conductive
flux. At the middle of the convection cells and at the top and bottom of the domain, fluid motion is almost
purely horizontal and so the Nusselt number is nearly 1. At the edges of the convection cells, we see Nu
attains its maximum and minimum as the flow is almost solely in the vertical direction, moving upward
and downward for the maximum and minimum of Nu, respectively. When the Nusselt number achieves its
extrema in the fluid region, the convection is fluid-dominated while we have full convection when the Nusselt
number varies throughout the whole domain.
With the analysis above, determining which region dominates convection is relatively straightfor-
ward. However, determining parameter values where the convection shifts from full to fluid-dominated is
more complicated. The region that dominates convection depends on a number of parameters, namely the
depth ratio dˆ, the Darcy number Da, and the ratio of thermal diffusivities T . For example, fixing Da and
T , one could compute the marginal stability curves for a number of dˆ values to find the depth ratio where
the transition in convection occurs. However, this can be a computationally demanding task, since, even
producing a single marginal stability curve requires a search over the parameters am and Ram. We therefore
offer a simplified theory to determine whether the onset of convection is full or fluid-dominated. Although
the Darcy number Da and the ratio of thermal diffusivities T could also trigger the transition, we focus on
the influence of dˆ in this paper.
For the purpose of developing a simplified theory, let us briefly consider the free-flow and porous
domains as uncoupled. As before, the Rayleigh number in each domain is denoted Ram and Raf , with the
same relationship as in (2.13):
Ram = Raf
Da 2T
dˆ4
(5.3)
Let Ra∗m and Ra
∗
f denote the corresponding critical values in the uncoupled system. Both of these values are
well known, Ra∗f = 1707 and Ra
∗
m = 4pi
2. Heuristically, the strength of convection in each domain should be
proportional to the Rayleigh number scaled by the appropriate critical value. Thus, the transition from full
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to fluid-dominated convection is expected to occur approximately where the ratios are equal,
Ram
Ra∗m
=
Raf
Ra∗f
.
Substituting relationship (5.3) and solving for dˆ gives the predicted transition value
dˆ∗ =
[
Ra∗f
Ra∗m
Da 2T
]1/4
.(5.4)
Therefore, by neglecting any coupling between the two regions, we have obtained a simple, approximate
formula for the depth ratio at which convection is predicted to transition from full to fluid dominated.
We test this theory with the parameters
√
Da = 5.0×10−3 and T = 0.7. Numerically, the transition
occurs around dˆ∗ ≈ .181, as shown in Figure 2a. The value predicted by the simplified theory is(
1707
4pi2
(5.0× 10−3)2 (.7)2
)1/4
≈ .151 .
which agrees with the numerically computed value to within 16% error. Secondly, we test
√
Da = 1.0×10−3
and T = 0.7, with the result shown in Figure 2c. The simple theory predicts the transition to occur at
dˆ∗ ≈ .067, while numerics show the transition to occur around dˆ∗ ≈ .079, corresponding to an error of 15%.
√
Da T Predicted dˆ
∗ Actual dˆ∗ Relative error Figure reference
5.0× 10−3 0.7 .151 .181 16.5% 2a
1.0× 10−3 0.7 .067 .079 15.1 % 2c
5.0× 10−3 0.5 .128 .155 17.4 % 6a
5.0× 10−3 1.5 .222 .256 13.3 % 6b
Table 1: Table of predicted and actual dˆ∗ values with relative errors. Fixed parameters: χ = .3, α = 1.0.
Table 1 compares the predicted and actual values of dˆ for the cases discussed above as well as a
few additional cases. For various Da and T values, we see our theory, numerics, and intuition are all in
agreement. For example, with the last two rows of the table, as the ratio of thermal diffusivities T = λf/λm
decreases, convection occurs more easily through the entire domain. Consequently, the transition from full to
fluid-dominated convection takes place at a lower depth ratio. Figure 6 illustrates this trend with marginal
stability curves for T values of 0.5 and 1.5.
In summary, we find the transition depth dˆ∗ heuristically predicted by (5.4) agrees with the true
transition value to within about 15% in all cases tested. Thus, while the theory is not extremely accurate, it
is a useful first estimate to narrow the parameter range that must be searched to find the transition depth.
The theory is perhaps even more accurate than could be expected given that it completely neglects coupling
between the two regions. It is a promising first step towards developing a more refined theory to predict
the transition, perhaps by accounting for weak coupling between the two regions. We also remark that the
simplified theory seems to consistently underpredict the transition depth. Thus, the effect of coupling is to
inhibit fluid-dominated convection in favor of full convection.
6. Conclusions. In this work, we presented linear and nonlinear stability results of the coupled Navier-
Stokes-Darcy-Boussinesq system that governs convection in a fluid-porous medium system. The main con-
tribution is the newly obtained nonlinear analysis, which relies crucially on the Lions interface condition in
order to establish an energy law. We found that the marginal stability curves produced by the nonlinear
and linear analysis follow each other closely, suggesting that linear stability is sufficient to describe the onset
of convection. The agreement between the linear and nonlinear curves also implies that the more easily ob-
tained linear thresholds indicate unconditional or global stability of the coupled fluid-porous system, at least
for relatively small Darcy number. Some additional results concerning convection are related to choosing
interface conditions, namely those specifying tangential stress. We showed the three different choices (BJ,
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(a) T = 0.5. (b) T = 1.5.
Figure 6: Marginal stability curves for varying T , with
√
Da = 5.0×10−3 and α = 1.0 fixed. Linear stability
results with the BJSJ interface condition used (ΨJ = 1,ΨS = 0).
BJJ, and BJSJ) are essentially the same, at least in terms of the onset of convection at small Darcy number
regime; hence, it makes sense to adopt BJSJ due to the associated mathematical convenience.
We also postulated a simple theory to predict the transition from full to fluid-dominated convection
due to changes in the depth ratio, the Darcy number, and the ratio of thermal diffusivities. We find estimated
transition depths to agree with the numerically computed values with reasonable accuracy (roughly 15%
error). Accurate prediction of this transition could have applications in geophysics and in alloy solidification
[33, 34], and further refinement of the theory is an exciting future direction. In addition, while this work
considered a flat, stationary interface between the free-zone and porous medium, future work could consider
more complex interfaces [1, 27], or boundaries that move or evolve due to natural processes [38, 43, 52].
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Appendix I: Nomenclature.
Subscripts
f Fluid region
m Porous medium
s Solid component of the medium
Dimensional quantities
ρ0, µ0, ν Reference density, dynamic viscosity, and kinematic viscosity of the fluid
β Coefficient of thermal expansion
g Gravitational constant
Π, χ Permeability and porosity of the medium
dj Depth of the j ∈ {f,m} region
TU , TL, T0 Temperature at the top of the domain, bottom of the domain, and at the interface
κj Thermal conductivity of the j ∈ {f,m, s} region
(cpρ0)j Specific heat capacity of the j ∈ {f,m, s} region
λj Thermal diffusivity of the j ∈ {f,m} region, λj = κj/ (cpρ0)f
Dimensionless parameters
n, τ , k Unit normal, unit tangent, and upward pointing unit normal
Da Darcy number, Da = Π/d2m
α Empirically determined coefficient in BJSJ condition
ΨJ ,ΨS Switches associated with the BJSJ and related interface conditions
dˆ Ratio of depths, dˆ = df/dm
T Ratio of thermal diffusivities, T = λf/λm
% Inverse of the ratio of specific heat capacities, % = (cpρ0)m / (cpρ0)f
Prj Prandtl number of j ∈ {f,m} region, Prj = ν/λj
λ, λ1, λ2, λ3 Coupling parameters used in nonlinear stability analysis
RE Maximum of the ratio of I and D energies, defined in (4.6)
aˆ Coefficient aˆ = c (RE − 1) /RE, used in (4.8)
dˆ∗ Critical depth ratio marking transition from full to fluid-dominated convection
Dimensionless variables
F Horizontal planform (or planeform tiling), F = F (x, y)
aj Horizontal wavenumber of j ∈ {f,m} region
σj Eigenvalue of j ∈ {f,m} region in linear stability analysis
E(t) Functional energy in the nonlinear stability analysis
I, D Indefinite and definite terms in nonlinear stability analysis
Nu Nusselt number, defined in (5.2)
Jcnv, Jcnd Vertical convective and conductive fluxes, defined in (5.2)
Variations on the Rayleigh Number
Raj Rayleigh number of j ∈ {f,m} region, defined in (2.13)
Raf,λ,Ram,λ Rayleigh numbers with dependence on coupling parameter λ in nonlinear stability analysis
Ram,c Critical Rayleigh number porous medium, defined in (5.1)
Ra∗m,Ra
∗
f Critical Rayleigh numbers of the uncoupled regions
Domains and operators
Ω Total domain
Ωj j ∈ {f,m} region of the domain
Γj Interface, from the j ∈ {f,m} region
Dj Derivative with respect to zj , j ∈ {f,m} region
∇2H Horizontal Laplacian operator
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Appendix II: Asymptotics. The dynamic pressure term of the Lions interface condition specifying
the balance of force in the normal direction is small. As a result, the difference between solutions produced
with the Lions interface condition and its linear counterpart is heuristically small as well. However, this
claim has been speculative until now. With a formal asymptotic argument, we show that the size of the
dynamic pressure term is O (Da) in the limit as the small Darcy number limit. Additionally, we find that
this term begins to affect solutions to the perturbed systems at O (Da2)
With Da = ε2 → 0 (and all other constants held constant), we employ the ansatz that our solutions
take the form:
vεj = v
(0)
j + εv
(1)
j + ε
2 v
(2)
j + . . . ,
piεj = pi
(0)
j + ε pi
(1)
j + ε
2 pi
(2)
j + . . . ,
θεj = θ
(0)
j + ε θ
(1)
j + ε
2 θ
(2)
j + . . . ,
for j ∈ {f,m}. We have the components of vεf = (uεf , vεf , wεf ) where
uεf = u
(0)
f + ε u
(1)
f + ε
2 u
(2)
f + . . . ,
with the components of vεm defined in the same fashion. Substituting our ansatz into systems (2.10), (2.11),
(2.12):
In Ωf :
1
Prf
∂
∂t
[
vf
(0) + εvf
(1) + ε2 vf
(2) + . . .
]
+
[
vf
(0) + εvf
(1) + ε2 vf
(2) + . . .
]
· ∇
[
vf
(0) + εvf
(1) + ε2 vf
(2) + . . .
]
= ∇2
[
vf
(0) + εvf
(1) + ε2 vf
(2) + . . .
]
−∇
[
pi
(0)
f + ε pi
(1)
f + ε
2 pi
(2)
f + . . .
]
−Raf
[
θ
(0)
f + ε θ
(1)
f + ε
2 θ
(2)
f + . . .
]
k,
∇ ·
[
vf
(0) + εvf
(1) + ε2 vf
(2) + . . .
]
= 0,
∂
∂t
[
θ
(0)
f + ε θ
(1)
f + ε
2 θ
(2)
f + . . .
]
+ Prf
[
vf
(0) + εvf
(1) + ε2 vf
(2) + . . .
]
· ∇
[
θ
(0)
f + ε θ
(1)
f + ε
2 θ
(2)
f + . . .
]
= ∇2
[
θ
(0)
f + ε θ
(1)
f + ε
2 θ
(2)
f + . . .
]
−
[
w
(0)
f + εw
(1)
f + ε
2 w
(2)
f + . . .
]
.
In Ωm:
1
χ
ε2
Prm
∂
∂t
[
vm
(0) + εvm
(1) + ε2 vm
(2) + . . .
]
+
[
vm
(0) + εvm
(1) + ε2 vm
(2) + . . .
]
= − ε
2
dˆ2
∇
[
pi(0)m + ε pi
(1)
m + ε
2 pi(2)m + . . .
]
− ε2 Raf 
2
T
dˆ4
[
θ(0)m + ε θ
(1)
m + ε
2 θ(2)m + . . .
]
k,
∇ ·
[
vm
(0) + εvm
(1) + ε2 vm
(2) + . . .
]
= 0,
%
∂
∂t
[
θ(0)m + ε θ
(1)
m + ε
2 θ(2)m + . . .
]
+ Prm
[
vm
(0) + εvm
(1) + ε2 vm
(2) + . . .
]
· ∇
[
θ(0)m + ε θ
(1)
m + ε
2 θ(2)m + . . .
]
= ∇2
[
θ(0)m + ε θ
(1)
m + ε
2 θ(2)m + . . .
]
−
[
w(0)m + εw
(1)
m + ε
2 w(2)m + . . .
]
.
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On Γi:
dˆ
[
θ
(0)
f + ε θ
(1)
f + ε
2 θ
(2)
f + . . .
]
= 2T
[
θ(0)m + ε θ
(1)
m + ε
2 θ(2)m + . . .
]
,
∇
[
θ
(0)
f + ε θ
(1)
f + ε
2 θ
(2)
f + . . .
]
· n = T ∇
[
θ(0)m + ε θ
(1)
m + ε
2 θ(2)m + . . .
]
· n,[
vf
(0) + εvf
(1) + ε2 vf
(2) + . . .
]
· n =
[
vm
(0) + εvm
(1) + ε2 vm
(2) + . . .
]
· n ,
ε τ · T
(
vf
(0) + εvf
(1) + ε2 vf
(2) + . . . , pi(0)m + ε pi
(1)
m + ε
2 pi(2)m + . . .
)
n
= α
(
τ ·
[
vf
(0) + εvf
(1) + ε2 vf
(2) + . . .
])
for γ = 1, 2,
−n · T
(
vf
(0) + εvf
(1) + ε2 vf
(2) + . . . , pi
(0)
f + ε pi
(1)
f + ε
2 pi
(2)
f + . . .
)
n = dˆ2
[
pi(0)m + ε pi
(1)
m + ε
2 pi(2)m + . . .
]
,
or − n · T
(
vf
(0) + εvf
(1) + ε2 vf
(2) + . . . , pi
(0)
f + ε pi
(1)
f + ε
2 pi
(2)
f + . . .
)
n +
1
2
∣∣∣vf (0) + εvf (1) + ε2 vf (2) + . . .∣∣∣2
= dˆ2
[
pi(0)m + ε pi
(1)
m + ε
2 pi(2)m + . . .
]
.
Balancing O(1).
In Ωf :

1
Prf
∂vf
(0)
∂t
+ vf
(0) · ∇vf (0) = ∇2vf (0) −∇pi(0)f − Raf θ(0)f k,
∇ · vf (0) = 0,
∂θ
(0)
f
∂t
+ Prf vf
(0) · ∇θ(0)f = ∇2θ(0)f − w(0)f ,
In Ωm :

vm
(0) = 0 ,
%
∂θ
(0)
m
∂t
= ∇2θ(0)m (since vm(0) = 0),
O(1) On Γi :

dˆ θ
(0)
f = 
2
T θ
(0)
m ,
∇θ(0)f · n = T ∇θ(0)m · n,
vf
(0) · n = dˆvm(0) · n ,
0 = u
(0)
f,γ for γ = 1, 2,
−n · T
(
vf
(0), pi
(0)
f
)
n = dˆ2 pi(0)m .
We notice that vm
(0) ≡ 0 and the interface conditions reduce to
On Γi :

vf
(0) = 0,
dˆθ
(0)
f = 
2
T θ
(0)
m ,
∇θ(0)f · n = T ∇θ(0)m · n,
−n · T
(
vf
(0), pi
(0)
f
)
n = dˆ2 pi(0)m .
The O(1) dynamic pressure term 12 |vf (0) · vf (0)| will be equal to zero at this order since vf (0) = 0 at the
interface, and the nonlinear Lions interface condition matches its linear counterpart.
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Balancing O(ε).
In Ωf :

1
Prf
∂vf
(1)
∂t
+
[
vf
(0) · ∇vf (1) + vf (1) · ∇vf (0)
]
= ∇2vf (1) −∇pi(1)f − Raf θ(1)f k,
∇ · vf (1) = 0,
∂θ
(1)
f
∂t
+ Prf
[
vf
(0) · ∇θ(1)f + vf (1) · ∇θ(0)f
]
= ∇2θ(1)f − w(1)f ,
In Ωm :

vm
(1) = 0,
%
∂θ
(1)
m
∂t
= ∇2θ(1)m ,
On Γi :

dˆθ
(1)
f = 
2
T θ
(1)
m ,
∇θ(1)f · n = T ∇θ(1)m · n,
vf
(1) · n = 0,
−τ · T
(
vf
(0), pi(0)m
)
n = αu
(1)
f,γ for γ = 1, 2,
−n · T
(
vf
(1), pi
(1)
f
)
n = dˆ2 pi(1)m .
The O(ε) dynamic pressure term 12 |vf (0) ·vf (1)| will equal zero at this order also (since vf (0) = 0 on Γi), and
the nonlinear Lions interface condition is still equal to its linear counterpart.
Balancing O(ε2).
In Ωf :

1
Prf
∂vf
(2)
∂t
+
[
vf
(1) · ∇vf (1) + vf (2) · ∇vf (0) + vf (0) · ∇vf (2)
]
= ∇2vf (2) −∇pi(2)f − Raf θ(2)f k,
∇ · vf (2) = 0,
∂θ
(2)
f
∂t
+ Prf
[
vf
(1) · ∇θ(1)f + vf (2) · ∇θ(0)f + vf (0) · ∇θ(2)f
]
= ∇2θ(2)f − w(2)f ,
In Ωm :

1
χ
1
Prm
∂vm
(0)
∂t
+ vm
(2) = − 1
dˆ2
∇pi(0)m − Raf
2T
dˆ4
θ(0)m k,
∇ · vm(2) = 0,
%
∂θ
(2)
m
∂t
+ Prm vm
(2) · ∇θ(0)m = ∇2θ(2)m − w(2)m ,
On Γi :

dˆθ
(2)
f = 
2
T θ
(2)
m ,
∇θ(2)f · n = T ∇θ(2)m · n,
vf
(2) · n = dˆvm(2) · n,
−τ · T
(
vf
(1), pi(1)m
)
n = αu
(2)
f,γ for γ = 1, 2,
−n · T
(
vf
(2), pi
(2)
f
)
n = dˆ2 pi(2)m ,
or − n · T
(
vf
(2), pi
(2)
f
)
n +
1
2
∣∣∣vf (1)∣∣∣2 = dˆ2 pi(2)m .
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So, at O(ε2), the dynamic pressure term finally contributes to the Lions interface condition, which
does not match its linear counterpart since vf
(1) 6≡ 0 on Γi. The first time the dynamic pressure term
influences solutions, vf or vm, is at O(ε4) though. The Lions interface condition and its linear equivalent
give a boundary condition for the pi
(2)
m term, which first shows up at O(ε4) in Ωm with Darcy’s equation to
solve for vm
(4):
1
χ
1
Prm
∂vm
(2)
∂t
+ vm
(4) = − 1
dˆ2
∇pi(2)m − Raf
2T
dˆ4
θ(2)m k.
Thus, vm
(4) affects interface conditions for the O(ε4) solution, vf (4).
