Design and implementation of a novel rotary micropositioning system driven by linear voice coil motor Rev. Sci. Instrum. 84, 055001 (2013) This paper presents performance enhancement of the three beam detector through design improvement based on the error analysis. The three-beam detector is a novel sensor system that measures six motions (i.e., 3 translations and 3 rotations) of a remote object with high accuracy by implementing three laser distance sensors and a vision sensor. In this paper, finite element analysis and parameter analysis are applied to the three-beam detector to analyze its structural frames and sensor configuration, respectively, in terms of sensing error. By virtue of such a systematic, quantitative error analysis, this research has successfully improved the performance of the three-beam detector and thoroughly validated through field tests that it can detect the 6-degree of freedom motions of a remote target at 30 m with an accuracy of 1.51 mm and 0.18
I. INTRODUCTION
Developing a precise sensor that can measure 6-degree of freedom (DOF) motions of a dynamic object at a long distance is a demanding challenge in the field of sensors. Such sensors can be utilized to monitor the complex motions of a system that is physically remote due to working environment and safety issues, which may include the alignment of heavy structures, the remote monitoring of harmful objects, and container transfer by a crane. 1 A precise motion sensor can support trajectory motion profiles to transfer containers with the minimum residual vibration. 2 For practical applications, a sensor should be precise with an accuracy of submillimeter even away from tens of meters, robust to outdoor environments, and low cost.
Currently only several sensors can detect multi-DOF motions of an object at a long distance. The most widely used are global positioning system (GPS), Differential Global Positioning System(DGPS), and radio frequency (RF) sensors, all of which have an accuracy of tens of centimeters at best. [3] [4] [5] Laser-based sensors such as 2D and 3D scanners and laser trackers have a sub-millimeter accuracy, [6] [7] [8] but their high cost limits practical applications.
In the literature, most developments of low cost and multi-motion sensors for long distance range have been based on optical sensors. Several researchers have proposed using markers on the target that are tracked by a vision sensor. [9] [10] [11] [12] Those markers of patterned figures or LEDs can be attached on crane hooks 9, 10 and heavy structures 11, 12 to detect their motion. Also, multiple vision sensors such as stereo-vision cameras can detect motions of an object, 13, 14 but robustness against weather condition has been in question.
Instead of attaching markers, laser beams or light patterns have been used in 3D scanners and visual servoing. [15] [16] [17] A system of 2D laser scanners and vision sensors can map the surroundings in 3D, as used in Simultaneous localization a) Electronic mail: igjang@kaist.edu b) Electronic mail: kyungsookim@kaist.ac.kr and mapping (SLAM) and unmanned-vehicles. 18, 19 Although these devices can measure motions with high accuracy, they are applicable only to objects which are either fixed or under controlled motion with respect to the reference. Moreover, they cannot fully measure 6-DOF motions due to singularity and are not applicable for dynamic objects.
Also, non-vision based methods such as seismic sensor, 20 gyroscopes, 21, 22 encoders, 23 laser interferometer, 24 and diffraction grating 25 have been proposed for 6-DOF motion detection. However, these systems are for close-range applications.
In our previous work, 26 a novel long-range motion sensor system was proposed to calculate 6-DOF motions of a remote target without singularity and information on the initial position of the target. This sensor system is referred as the threebeam detector and is composed of three laser distance sensors and a camera. Although our previous work 26 has proved the feasibility of measurement concept which underlies the threebeam detector, errors in rotation measurements were as high as 1
• due to various uncertainties: backlash in the laser bracket rotation, laser sensor alignment, structural rigidity, and so on. Therefore, the design improvement of the system is necessary for further field applications.
In this paper, performance enhancement of the threebeam detector for long-range 6-DOF motion measurement is proposed. Finite element analysis and parameter analysis are applied to the three-beam detector to quantitatively analyze the structural behavior and sensor configuration, respectively, in terms of sensing error. The performance of a three-beam detector has been successfully improved by adopting design modification based on the quantitative error analysis and thoroughly validated by experiments.
This paper is organized as follows. In Sec. II, the configuration and underlying algorithm of the three-beam detector are briefly described. Error analysis of structural deformation and sensor configuration are explained in Sec. III. The experimental results of the proposed system are analyzed in Sec. IV. Then, the conclusion follows in Sec. V.
II. CONFIGURATION OF THE THREE-BEAM DETECTOR
The 6-DOF motion sensor system of this research is composed of two sub-systems: the head sensor unit and the screencamera unit. The head-sensor unit is fixed on the reference ground {O}. Three laser distance (1D) sensors (SICK DT-500) are mounted on a laser bracket {L} in a triangular shape with base width of 340 mm and height of 170 mm as shown in Fig. 1 . The laser bracket can be rotated by two servo motors with respect to the base. The selected laser distance sensors are based on time-of-flight (TOF) and measure the target distance up to 50 m with a precision of 1 mm. 27 A TOF laser sensor calculates the distance by measuring time taken for a discrete laser pulse to travel to and return back from the target object. 28 The laser sensors radiate red beams (650 nm) of the intensity less than 22.7 mW and are classified as protection class 2, which is safe to human eyes unless a person stares at the beam for more than 0.25 s without blinking.
The screen-camera unit is a flat screen with a CCD camera (Guppy F80) with a resolution of 1032 × 738 pixels and is placed on the target object {S} as shown in Fig. 2 . Three red (wavelength 650 nm) spots of laser beams, illuminated from the head sensor unit, are displayed on the screen and their positions are then detected by the camera. The camera equipped at the tip of the camera frame is oriented to look down onto to the screen in order to avoid direct sunlight. The length of the camera frame should be selected to satisfy the required field of view (FOV) and thus 800 mm is chosen in this paper.
Three-beam detector calculates 6-DOF motions of the target by combining measurements of three distances from laser distance sensors and the positions of beam spots from the vision camera.
The proposed algorithm calculates the homogeneous transformation matrix, O M S , which describes three rotations (roll(θ ), pitch(φ), yaw(ψ)), and three translations (X, Y, Z) of the target (or screen-camera unit) {S} with respect to the base reference ground {O}:
where R (3 × 3) is a rotation matrix in roll-pitch-yaw order (also known as X-Y-Z fixed angles) and obtained from
where O P and S P are augmented coordinate vectors of the laser beams with respect to the coordinate frames {O} and {S}, respectively. The camera attached in the coordinate frame {S} detects the positions of the beam spots, S P, on the screen surface as
The positions of beam spots from the reference frame {O}, O P, can be obtained by solving
where O M L is the transformation matrix that describes the rotations of the laser bracket {L} with respect to the reference frame {O}, fully measurable by the encoders, as shown in Fig. 1 .
Components of O P are obtained by using the geometric configuration (i.e., L = 170 mm and H = 150 mm) and distance measurements (D i ) from the laser distance sensors. Now with the values of O P and S P, Eq. (2) can be solved to obtain 6-DOF poses without singularity.
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III. ERROR ANALYSIS OF SENSOR CONFIGURATION AND STRUCTURAL DEFORMATION
This section analyses critical design issues of the sensor system that affect the 6-DOF measurement errors. Based on the analysis, design of the sensor system is modified to minimize measurement errors.
A. Rotational error of the laser bracket
The laser bracket is rotated in two axis to place all three laser beam spots on the screen-camera unit. At a long distance range, however, small rotational errors in roll and pitch (δθ L , δφ L ) of the laser bracket can induce a large deviation of laser spots on the screen as illustrated in Fig. 3 .
These rotational errors deviate the positions of beam spot O P by δ( O P br ) at the initial condition of the laser bracket (i.e.,
where
Note that in the further applications of threebeam detector, the translation range of the target is within the FOV of the camera and therefore the sensor system can operate at the initial condition of θ L =0 and φ L =0 with small rotations of the laser bracket. The main source of the bracket rotational errors is the backlash of the motor gears. Errors of beam spot positions ( O P) due to the backlash can be investigated with simulation as shown in Fig. 4(a) . The values of the two bracket rotational errors are assumed to be equal, i.e., δθ L = δφ L , and the components of O P errors are estimated for the target object at 15 and 30 m away. The simulation shows that a backlash of 0.1
• can result in a O P position error of 52 mm at 30 m.
Since the planetary gears in the previous work 26 cause backlash problems, in this paper, they were replaced with harmonic drives which have negligible backlash.
B. Alignment errors of laser sensors
Another critical design issue is the orientation of laser sensors. In the 6-DOF measurement algorithm, it is assumed that the three laser beams are perfectly parallel to one another. However, it is practically difficult to realize. Small alignment errors (δα i , δβ i ) of laser sensors can induce position errors as shown in Fig. 3 . In the previous system, 26 alignment of the laser sensors was physically limited once the sensors were attached onto the bracket.
The orientation errors, (α i and β i ), for each laser sensors deviate beam spot positions, O P, by δ(
Deviations of beam spot positions ( O P) due to laser alignment errors (α i and β i ) are similarly investigated. Errors of O P are estimated for the target object at 15 and 30 m away in Fig. 4(b) , with the assumption that the two orientation errors are equal, i.e., α i = β i .
Since small errors in the laser alignment cause large deviation in the beam positions as shown in Fig. 4(b) , precise orientation adjustment is required. In this study, the head sensor unit was re-designed such that it can adjust the orientation of each laser sensor by high-precision rotation stages (PR01, Thorlabs) and a goinometer (GNL20, Thorlabs) between the laser bracket and laser sensors. 
C. Camera frame deflections
Structural robustness against external vibration is also important in hardware design from the viewpoint of error minimization. In the three-beam detector, vibrational excitation causes the non-negligible deflection of the camera frame in the screen-camera unit and such deflection may lead to significant measurement errors on the beam positions, S P.
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Considering this, the frame of a screen-camera unit was redesigned to enhance the structural stiffness as shown in Fig. 2 . For quantitative analysis, harmonic analysis was performed, which can determine the steady-state response of a structure to loads varying sinusoidally with time. Thus, it can calculate the displacement at a specific point in the exciting frequency range of interest. Using commercial Finite Element Analysis (FEA) software, ANSYS, the finite element models for the previous and current screen-camera units were built. Then, unit sinusoidal loads with a frequency range of 0.1-20 Hz (represented as red arrows in Fig. 5 ) were applied to the outermost frame of screen-camera units. Fig. 6 shows the displacement response at the tip of camera frame (M0 in Fig. 5 ) with respect to frequency. Assuming that boundary conditions given in both models represent excitation due to operation and environmental effects, the camera in the previous model is deflected up to 4.7 mm under a unit load excitation, whereas that in the current model is deflected less than 0.32 mm in the same condition. Moreover, since FIG. 5 . Finite element models for the previous (left) and current (right) screen-camera units. the peak frequency of the previous model is much lower than that of current model (i.e., 4.3 Hz vs. 17.1 Hz), the previous model is more exposed to operational excitation ranging from 0.1 Hz to 10 Hz, which is also the dynamic bandwidth of our applications.
D. Surface curvature
In addition, the flatness of the screen should be of concern. Considering that the size of the screen is 1000 mm × 600 mm, it is susceptible to bending, warping, or other structural deformation due to its shell-type, large but thin, structure. 26 Under the assumption that the screen is perfectly flat, the projected laser spots on the surface are on the same plane and thus S P i can be considered as a 2D vector, i.e.,
T . If the surface is in any curvature form due to structural deformation, then unknown errors (η cur ) are added to the positions of beam spots S P i as
The effect of the surface curvature on the 6-DOF measurements is estimated in Sec. III E. In this study, for the design improvement, a thin screen was screwed onto a light weight but rigid rectangular screen-camera frame to maintain the surface flatness.
E. Error simulations for structure-related errors and sensor noise
Considering structural-related errors along with laser and vision sensor noises, the positions of each beam spots in Eqs. (2) and (3) can be expressed as
and
where ε x, i , ε y, i , and ε z, i are errors that include δ( O P br, i ) in Eq. (5) and δ( O P or, i ) in Eq. (6) . η x, i , η y, i , and η z, i are errors due to the camera frame deflections and surface curvature, δ( S P cur ). Laser sensor noise (e L ) refers to uncertainty of distance measurements and vision sensor noise (e v ) refers to image processing error, which are dominant among other visionrelated noises.
In order to estimate 6-DOF motion measurement errors by the three-beam detector, Monte Carlo simulation was conducted for the target at the distance of 30 m.
In our previous paper, 26 the error analyses were conducted by considering only the uncertainty in the laser and camera measurements. , ε (x, y, z), i = (ε x, i , ε y, i , ε z, i ) , η (x, y, z), i = (η x, i , η y, i , η z, i ), and sensor  noises (e L, i , e v,i ). sensor uncertainty from −3 to 3 mm. Thus, with a limited analysis, the results showed that the poses can be deviated due to the sensor errors. In contrast, this paper presents a more comprehensive error analysis including both the sensor uncertainty and structure-related errors. Structure-related errors, ε (x, y, z), i and η (x, y, z), i , were simulated as random variables which have a normal distribution with three standard deviations (STD) of 0, 5, and 10 mm. The sensor noise levels were also normally distributed with three STDs of 1.5 mm, which is predetermined from experiments. If the structurerelated errors are eliminated, the three-beam detector can provide measurement accuracy of 0.8 mm and 0.2 • in translation and rotation, respectively.
It can be inferred that significant errors in measurement of the previous work 26 (i.e., 2.6 mm in translation and 0.6 • in rotation) were induced due to structural deformation and sensor configuration. These high errors can be explained due to the design and robustness errors as indicated in the simulation results of Fig. 7 .
IV. EXPERIMENTAL VALIDATION
For the performance validation of the proposed system, a precise 5-axis motion stage was designed to provide the reference motions of the screen-camera unit. The motion stage can provide two translational motions (X-and Z-directions) up to 500 mm and three rotations (roll, pitch, and yaw) up to 
20
• . The center of the screen is located at an offset from the axis of motors as shown in Fig. 8 . Hence, an induced motion in the Y-direction can be controlled by the motor for roll motion. In this motion stage, the 3-DOF rotations are measurable by the encoders embedded in the DC motors with a resolution of 0.01
• and 2-DOF translations are measured by the number of pulses given to the stepper motors with resolution of 0.05 mm.
Experiments have been conducted at two different distances of 15 and 30 m, with sunlight directed onto the screen as shown in Fig. 9 .
Prior to experiments, the alignment of laser sensors was calibrated precisely to be parallel to one another within a micro-degree precision with the aid of the rotation stages mounted on the laser bracket. At 15 m, various static poses were given to the screen-camera unit by controlling the 5-DOF motion stage. The displacements of the screen-unit on the motion stage from the initial pose were used as the reference motions. For each pose of the screen-camera unit, 200 measurements were taken to evaluate the repeatability of the sensor system. The maximum translation and rotation of the screen were 400 mm and 20
• , respectively. The rotation range in the experiment is higher than that in the applications such as a swinging container box and an oscillated ship, which have rotations less than 10
• . Measurement errors are defined as the difference between the measurement data and the reference motions.
Accuracy and precision for a single pose are analysed by the offset mean from true values and the standard deviation of measurement data, respectively. Thus, accuracy and precision for the whole set of experiments were evaluated by averaging the mean and standard deviation of each pose, respectively.
The performances of the proposed sensor system are summarized in Figs. 10 and 11 , where the center points and error bars represent accuracy and precision, respectively. As the results showed, 6-DOF measurements at 30 m perform with the lowest accuracy of 2.5 mm and 0.4
• and the precision of 0.15 mm and 0.1
• . In terms of the average translation and rotation errors, the overall accuracy is 1.5 mm and 0.18
• . The average translation error is defined as the mean of all combined errors of X, Y, and Z, and the average rotation error is the mean of roll, pitch, and yaw errors combined.
Experimental results show the proposed design has higher errors than estimated from the simulation results. The difference is partially caused by the offset error of the laser and vision sensor measurements, which could not be removed completely due to calibration errors. There are other experimental errors such as lens distortion, which were not considered in the simulation. Also, in the simulation, it was assumed that the structure-related errors and noises were the same values for all beam points p i , whereas different error and noise levels should be considered at each laser points in reality.
Thus the redesigned sensor system has considerably improved the performance of 6-DOF measurement compared with the previous system 26 as shown in Table I . Note that the average translation and rotation errors of the sensor systems are used for comparison. Such successful improvement could be achieved by redesigning the three-beam detector to minimize potential sources of error as analyzed in Sec. III. For the dynamic test, an oscillation of 0.1 Hz was given to the screen unit at 30 m. The reference motions and the measurement data are compared on the same graph as shown in Fig. 12 . Although the sensor system tracks a dynamic object with a sub-millimeter level of accuracy, measurement data show step-wise discreteness. This is mainly due to the low sampling rate of the 1D laser sensors (specifically 4 Hz). Considering that the sensor system requires the acquisition of measurements from the three laser sensors (unsynchronized), image processing, and wireless data transfer from the camera to the head sensor unit for measurement, faster sampling rate would be preferable for a target moving fast. However, it should be noted that the proposed sensor system is designed for the specific application on a large but slow (less than 0.1 Hz) target such as a container box.
V. CONCLUSION
This paper presented a systematic and quantitative error analysis of the three-beam detector to enhance the performance of 6-DOF motion measurements. Error analysis of the three-beam detector was performed through finite element analysis and parameter analysis to investigate the quantitative effects of structural deformation and sensor configuration on the performance of 6-DOF measurement. Based on the error analysis, the improved design of the three-beam detector was proposed to minimize these effects. Experiments were then conducted to validate performance enhancement and the experimental results showed that the proposed system can detect a remote target at 30 m with an average accuracy of 1.51 mm and 0.18
• and a high precision of 0.38 mm and 0.13
• , which are much higher than those of the previous system. Replacing the 1D laser sensors with faster bandwidth would notably improve the dynamic performance of measurement, if necessary. Also, studies on the system optimization 29 can further enhance the 6-DOF measurements to be suitable for industrial applications.
