Abstract. In this paper we prove that the finite simple groups PSp 6 (q), Ω 7 (q) and PSU 7 (q 2 ) are (2, 3)-generated for all q. In particular, this result completes the classification of the (2, 3)-generated finite classical simple groups up to dimension 7.
Introduction
A (2, 3)-generated group is a group that can be generated by two elements of respective orders 2 and 3. In [4] Liebeck and Shalev proved, using probabilistic methods, that apart from the infinite families PSp 4 (2 m ), PSp 4 (3 m ) and 2 B 2 (2 2m+1 ), all finite simple groups are (2, 3)-generated with a finite number of exceptions. A natural question is to find all these exceptions (Problem 18.49 in [6] ). In [5] , Macbeath dealt with the groups PSL 2 (q). For classical groups of dimension 3 and 5 the exceptions are described in [8] and for dimension 4 in [10] .
With this paper we conclude the classification of the (2, 3)-generated finite classical simple groups up to dimension 7. To our knowledge the only exceptions in higher dimension are Ω + 8 (2) and PΩ + 8 (3) (M. Vsemirnov, 2012) . The (2, 3)-generation of SL 6 (q), SL 7 (q) and SU 6 (q 2 ) (and their projective images) for all q was proved in [12] , [11] and [7] , respectively. When q is odd, the symplectic groups Sp 6 (q) are not (2, 3)-generated (see [16] ), but the simple groups PSp 6 (q) are (2, 3, 7)-generated for q > 3 (see [14] ) and PSp 6 (3) is (2, 3)-generated, for instance, by the projective images of the following matrices: The remaining cases, studied in this paper, are the groups Sp 6 (q) for q even, Ω 7 (q) for q odd and SU 7 (q 2 ) for all q (our notation about classical groups is taken in accordance with [3] ). Observe that among these classes of groups only PSU 7 (p n7 ), for any prime p = 7 such that its order n 7 modulo 7 is even, are (2, 3, 7)-generated, see [9, 13] .
From Theorems 2.5, 3.8, 3.12 and Propositions 3.7 and 3.11 below, we deduce the following.
Theorem. The finite simple groups PSp 6 (q), Ω 7 (q) and PSU 7 (q 2 ) are (2, 3)-generated for all q.
Throughout this paper, for any fixed power q of the prime p, F q denotes the finite field of q elements and F is its algebraic closure. Furthermore, the set {e 1 , e 2 , . . . , e n } is the canonical basis of F n . For a description of the maximal subgroups of the lowdimensional classical groups we refer to [2] . Finally, ω is an element of F of order 3 if p = 3, ω = 1 otherwise.
2.
The groups Sp(6, q), q even In order to prove the (2, 3)-generation of the groups Sp 6 (q) for q even, we first construct our pair x, y of (2, 3)-generators. Take a ∈ F * q , with q even, and define H = x, y where 
Observe that x 2 = y 3 = I and that H ≤ Sp 6 (q) since they fix the following Gram matrix (i.e.,
The invariant factors of x and y are, respectively,
The minimum polynomial of z = xy coincides with its characteristic polynomial
Proposition 2.1. The subgroup H is absolutely irreducible.
. If x 2 = 0 and x 1 = 1, then the matrix M 1 , whose columns are
has determinant a = 0. Assume x 2 = 1. Then, the matrix M 2 , whose columns are
has determinant a 3 (x 1 + a + 1) 2 which is non-zero if x 1 = a + 1. So assume further that x 1 = a+1. In this case if a has order 3 we obtain V = v, xv, yxv, xy 2 xv, (yx) 2 v, (xy) 2 yxv and for the other choices of a = 0, V = v, xv, yxv, y 2 xv, xy 2 xv, yxy 2 xv .
This means that if W contains an element w such that w + yw + y 2 w = 0, then W = V . In other words, all the elements w of W satisfy the condition (4) w + yw + y 2 w = 0
It follows that w has shape w = (x 1 , 0, x 3 , x 4 , x 5 , x 1 + x 5 ) T . Now also xw satisfies condition (4) , giving x 4 = 0 and x 3 = x 1 + ax 5 . Next, considering xyxw we get x 1 = 0 and (a 2 + a + 1)x 5 = 0. Finally applying condition (4) to (xy) 2 xw we obtain (a + 1)x 5 = 0, whence x 5 = 0 and so w = 0. Proof. Let B = {v 1 , . . . } be a basis on which H acts monomially. Considering transitivity and canonical forms (2), the permutation induced by x is the product of three 2-cycles. Furthermore, we may assume
We have the following cases.
(i) xv 2 = λv 5 and xv 3 = µv 6 . In this case, χ xy (t) = t 6 + 1, in contradiction with (3).
(ii) xv 2 = λv 6 and xv 3 = µv 5 . In this case χ xy (t) = t 6 + 
From Q(e 5 ) = Q(xe 5 ) = Q(e 5 + ae 6 ), Q(e 6 ) = Q(ye 6 ) = Q(e 5 ) and Q(e 1 ) = Q(xe 1 ) = Q(e 3 ) we get respectively Q(e 6 ) = 1/a, Q(e 5 +e 6 ) = 1 and Q(e 1 +e 3 ) = 0. Now, Q(e 4 ) = Q(ye 4 ) = Q((e 1 +e 3 )+(e 4 +e 5 )) implies Q(e 4 ) = Q(e 1 +e 3 )+Q(e 4 + e 5 ) + 1 = Q(e 4 ) + Q(e 5 ) + 1 + 1, whence 0 = Q(e 5 ) = Q(e 6 ) = 1/a, an absurd.
Lemma 2.4. The subgroup H is not contained in a subgroup
Proof. We first observe that the discriminant of the characteristic polynomial of z = xy is 1 and so the eigenvalues of z are pairwise distinct. Suppose that H is contained in a subgroup M ∼ = G 2 (q). We may embed H in G = G 2 (F) and by the previous observation z is a semisimple element of G, i.e. it belongs to a maximal torus of G. By [1] z is conjugate to s = diag(α, β, αβ, α
j=1 f j t j + 1 be the characteristic polynomial of s. It is easy to see that f 3 = f ), with a ∈ F * q , q even, such that F p [a] = F q . Then H = x, y = Sp 6 (q). In particular, the groups Sp 6 (q) are (2, 3)-generated for all q.
Proof. We already observed that H ≤ Sp 6 (q). Let M be a maximal subgroup of Sp 6 (q) which contains H. By Proposition 2.1, H is absolutely irreducible and so M ∈ C 1 ∪ C 3 . Moreover M cannot belong to C 2 by Lemma 2.2. Since a + 1 is a coefficient of the characteristic polynomial of z, the assumption F p [a] = F q implies that the matrix z cannot be conjugate to elements of Sp 6 (q 0 ) for any q 0 < q. Thus M ∈ C 5 . By Lemmas 2.3 and 2.4, M cannot be in C 8 ∪ S. We conclude that H = Sp 6 (q).
The 7-dimensional classical groups
In order to prove that the groups SU 7 (q 2 ) and Ω 7 (q) are (2, 3)-generated, we provide a pair of uniform generators. Consider the following matrices: 
where either
The invariant factors of x and y are respectively
and the characteristic polynomial of z = xy is Proof. We have dim C(x) = 25, dim C(y) = 19 and dim C(z) = 7. From the Frobenius formula, it follows that z has a unique invariant factor, whence our first claim. In particular, the triple (x, y, z) is rigid (see [10] ) and by [10, Theorem 3.1] we obtain H ≤ SO 7 (q) when (6) holds and H ≤ SU 7 (q 2 ) when (7) holds. 
Proof. Let W be a proper H-invariant subspace. Note that (10) xe 1 = e 2 , ye 2 = e 3 , xe 3 = e 4 , ye 4 = e 5 , xe 5 = e 6 , ye 6 = e 7 .
Thus, from W = V , we get e 1 ∈ W . Straightforward calculation shows that, for all v ∈ V , the vector v + yv + y 2 v = (I + y + y 2 )v belongs to e 1 . Hence, by the previous observation, every element w of W satisfies the following condition: (11) w + yw + y 2 w = 0.
Case (a) Suppose that w + xw = 0 for all w ∈ W . Then all vectors in W have shape (
We fix a non-zero w ∈ W . From yw + xyw = 0 and y 2 w + xy 2 w = 0 we get that expression (i) must be 0. In this case, setting b = −ω j a + 2ω 2j , x 1 = a + ω 2j , x 3 = 1, x 4 = x 7 = −1, x 5 = ω j , x 6 = ω 2j and x 2 = −x 6 , we have w = 0, yw = ω j w, xw = −w. Thus there is a 1-dimensional H-invariant space.
Case (b) There exists w ∈ W such that w + xw = 0. Then w + xw = w has shape (x 1 , x 1 , x 3 , x 3 , x 5 , x 5 , 0)
T . Condition (11) gives 2x 3 = 2x 1 + cx 5 , with c = a + b − 2. Suppose p = 2. If c = 0 (i.e. a = b), expression (ii) is 0. In this case, taking x 1 = x 3 = x 5 = 1, the subspace v, yv, xyv, yxyv, (xy) 2 v, y(xy) 2 v is H-invariant. If c = 0, then x 5 = 0 and application of (11) to xyw and to (xy) 2 w, which are in W , leads to the contradiction w = 0. Thus p = 2, x 3 = x 1 + c 2 x 5 . After this substitution, Condition (11) applied to xyw gives (12) (c − 2)
Assume c = 2 (i.e. b = 4 − a). Then (a − 2)x 5 = 0. If a = 2 (and so b = 2), then expression (ii) is 0. Taking x 1 = x 5 = 1, the subspace v, yv, xyv, yxyv is H-invariant. If a = 2, we get x 5 = 0. In this case, applying (11) to (xy) 2 w ∈ W , we obtain the contradiction w = 0. Assume c = 2. Using (12) to eliminate x 1 and applying (11) to (xy) 2 w, we see that expression (ii) must be 0. In this case, xyw ∈ w, yw . Therefore this space is H-invariant.
Lemma 3.3. Assume H absolutely irreducible. If (xy)
k is a diagonal matrix, then k ≥ 13. We want now to prove that H, when absolutely irreducible, is not contained in a maximal subgroup of Ω 7 (q) or of SU 7 (q 2 ). We refer to [ Proof. Let {v 1 , . . . , v 6 } be a basis on which H acts monomially and transitively. We may then assume that
However in this is in contradiction with the invariant factors (8) Proof. Firstly, notice that the commutator between two elements of Sp 6 (2) of order respectively 2 and 3 has order 7. So, if
7 . Since we are assuming b = a, we obtain D 7,1 = (a − 2) 2 (1 − a). However, for a = 1, 2 the subgroup is reducible by Proposition 3.2(ii).
We can now prove the (2, 3)-generation of SU 7 (q 2 ).
Proposition 3.7. The group SU 7 (4) is (2, 3)-generated.
Proof. Take the following two matrices of SL 7 (4): 
) and so H = x, y ≤ SU 7 (4). Assume that H is contained in some maximal subgroup M of G. Since g = (xy 2 xy) 2 (xy 2 ) 3 has order 43, then g can be contained only in a maximal subgroup of class
: 7. However, |M | = 7 · 43 and so x ∈ M . Hence, H = SU 7 (4). Theorem 3.8. Let x, y as in (5) with a ∈ F q 2 \ F q and suppose that
satisfying conditions (i) to (iii). In particular, the groups SU 7 (q 2 ) and PSU 7 (q 2 ) are (2, 3)-generated for all q.
Proof. By Conditions (i) and (ii) H is absolutely irreducible. From Lemma 3.1 it follows that H ≤ SU 7 (q 2 ). Let M be a maximal subgroup of SU 7 (q 2 ) which contains H. Since H is absolutely irreducible, M ∈ C 1 ∪ C 3 . Moreover M cannot belong to C 2 by Lemma 3.4. Since z 6 is not scalar by Lemma 3.3, we may apply [8,
. Since a q − 1 is a coefficient of the characteristic polynomial of z, the matrix z cannot be conjugate to any element of SL 7 (q 0 )Z, with q 0 < q 2 and Z the center of SU 7 (q 2 ). Thus M ∈ C 5 . Finally, M cannot be in class S by Lemma 3.5 (recall that we are taking a = a q ). We conclude that H = SU 7 (q 2 ). As to the existence of some a satisfying all the assumptions when q > 2, any element of F * Then a satisfies (i), (ii) and (iii) and hence H = SU 7 (q 2 ) for all q > 2.
We now prove the (2, 3)-generation of Ω 7 (q) for q odd.
Lemma 3.9. Assume hypothesis (6) with q odd. Then H is contained in Ω 7 (q) if, and only if, a − 1 is a square in F * q . Proof. In Proposition 3.1 we already proved that H ≤ SO 7 (q). Furthermore, since y = y −2 , we have that H ≤ Ω 7 (q) if, and only if, x ∈ Ω 7 (q) if, and only if, the spinor norm of x is a square in F * q (e.g., see [15, Theorem 11 .51]). Set V x = Im(x − Id). It is easy to see that {e 1 − e 2 , e 3 − e 4 , e 5 − e 6 , −a(e 1 + e 2 ) + e 5 + e 6 + 2e 7 } is a basis of V x . The Wall form of x (see [15, p. 153] ) with respect this basis is given by the following matrix  whence a = 1. So, assume that a is a root of 27a 2 − 108a + 76. This gives the conditions p = 5, 53 and a = 28 13 . However, for p = 5 we get the contradiction a = 1. Assume p = 53 and a = 47. In this case, χ wz 2 (t) = t 7 + 14t 6 + 25t 5 + 6t 4 − 6t 3 − 25t 2 − 14t − 1 has non-zero discriminant. Hence, wz 2 is a semisimple element of G but this gives the contradiction −6 = −14 + (−14)
2 − 25. In the other cases, w is a semisimple element of G and this produces the contradiction (a 2 − 4a + 3) = −1 + (−1) 2 − 1, i.e. a = 2.
Proposition 3.11. The groups Ω 7 (3) and Ω 7 (5) are (2, 3)-generated.
Proof. It suffices to take the following matrices of SL 7 (p) for p = 3, 5: To prove that H = x, y = Ω 7 (p), proceed as done in Proposition 3.7.
Theorem 3.12. Let x, y as in (5) with b = a ∈ F q and q odd. Suppose that (i) a ∈ {0, 1, ±2};
(ii) a − 1 is a square in F * q ; (iii) F q = F p [a] . Then H = x, y = Ω 7 (q). Moreover, if q ≥ 7, then there exists a ∈ F q satisfying conditions (i) to (iii) and the groups Ω 7 (q) are (2, 3)-generated.
Proof. By Condition (i) and Proposition 3.2 the subgroup H is absolutely irreducible. From 3.1 it follows that H ≤ SO 7 (q) and by Condition (ii) and Lemma 3.9, H ≤ Ω 7 (q). Let M be a maximal subgroup of Ω 7 (q) which contains H. Since H is absolutely irreducible, M ∈ C 1 . Moreover M cannot belong to C 2 by Lemma 3.4. Also, by (iii) we have F p [a] = F q and since a − 1 is a coefficient of the characteristic polynomial of xy (see (13) ), the matrix xy cannot be conjugate to any element of SO 7 (q 0 ), with q 0 < q. Thus M ∈ C 5 . Finally, M cannot be in class S. Indeed H cannot be contained in a subgroup isomorphic to Sp 6 (2), by Lemma 3.6, or isomorphic to G 2 (q), by Condition (i) and Lemma 3.10. We conclude that H = Ω 7 (q).
The existence of some a satisfying all the assumptions (when q > 5) is quite clear (take a = α 2 + 1 for some suitable α ∈ F * q of order q − 1). Remark 3.13. Taking b = 0 in (5) and proceeding as done in the proof of previous theorems, for all q ≥ 2 it is always possible to find a value of a ∈ F q such that the corresponding group H is SL 7 (q). In other words, the elements x, y of (5) are uniform (2, 3)-generators for all classical groups of dimension 7.
