On a nonconvex, nonsmooth control system  by Kas̀kosz, Barbara & Łojasiewicz, Stanisław
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 136, 39-53 (1988) 
On a Nonconvex, Nonsmooth Control System 
BARBARA KASKOSZ 
Department of Mathematics, University of Rhode Island, 
Kingston, Rhode Island 02881 
AND 
STANISLAW LOJASIEWICZ, JR. 
Institute qf Mathematics, 
Polish Academy of Sciences, Cracow, Poland 
Submitted by S. M. Meerkoc 
Received April 7, 1986 
1. INTRODUCTION 
In this paper we study boundary trajectories of a control system and 
what happens to them after convexifying or, in other words, relaxing the 
system. We present an example of a very regular control system and its 
trajectory which goes along the boundary of reachable sets but belongs to 
the interior of reachable sets of the corresponding convexified system. A 
boundary trajectory may fall into the interior of reachable sets after 
relaxing the system but still remains “extremal” for the relaxed system. We 
give a simple proof of a version of the maximum principle which says that 
a boundary trajectory of a nonconvex, nonsmooth system satisfies the 
maximum principle not only with every ordinary but also with every 
relaxed control corresponding to it. This strenghens significantly the 
maximum principle: we present an example in which a trajectory can be 
eliminated as a candidate to be a boundary trajectory using relaxed 
controls but cannot be eliminated using only ordinary controls. 
Consider a control system governed by the equation 
i(f) =f(4 x(t), u(t)), 
40) =x0, XER”, rE co, n U(Z)E u, 
(1.1) 
where U is a given compact subset of RY, f( ., ., .): [0, T] x R” x Rq -+ R”. 
Any measurable function u( . ) defined on [0, T] such that u(t) E U a.e. 
39 
0022-247X/88 $3.00 
Copyright C, 1988 by Academic Press, Inc. 
All rights or reproductmn I” an) form reserved 
40 KASKOSZ AND LOJASIEWICZ 
t E [0, T] is called a control function or a control. Corresponding solutions 
of (1.1) are called trajectories of the system. We denote by L%?(Z) the 
reachable set at the moment t, that is, the set of all points x(r), where x( .) 
is a trajectory of (1.1). 
Together with (1.1) we consider the “relaxed” or “convexified” system 
-I;-(f) = i P;(t)f(f, x(t), u,(t)), 
i=O (I.21 
x(0) =x0. 
Control functions of the system (1.2) which we call “relaxed controls,” are 
collections (~a( t), . . . . pL,( t), uO( t), . . . . u,,(t)) of measurable functions satisfying 
the conditions 
p;(t)ER, Uj(t)E u, /b(r)>O, 
,go PLi(f) = 1, for i=O, . . . . n, a.e. TV [0, T]. 
Of course, every ordinary control u( ) can be embedded into the set of 
relaxed controls by putting u,(f) = u(t), ,u~(?) = 1 for t E [0, r]. 
It follows from the well-known Filippov’s lemma that under standard 
regularity assumptions about f(t, x, U) (see (Ai)) below), the system 
(1.1) is equivalent to the differential inclusion 
i(t) ES(4 x(t), w: 
0) =x0, 
where f(t, x, U) = (f(t, x, u)) u E U}. By “equivalent” we mean that the sets 
of trajectries of the inclusion and the system (1.1) are the same. The relaxed 
system (1.2) is equivalent to the convexified inclusion 
i(t) E co f(f, X(f), U), 
x(0) = x0. 
Relaxed controls of the form (1.2) were studied among others in [6, 7, 111. 
Denote by L!&,,(t) the reachable set of the system (1.2) at the moment t, 
that is the set of all points x(t), where x( .) is a trajectory of (1.2) 
corresponding to a relaxed control (,uo( .), . . . . /*,,( .), uo(. ), . . . . u,( .)). Of 
course, we have 9?(t) G &(t). 
The main advantage of the relaxed system is that (under the regularity 
assumptions (A,t(A,) of the next section) its set of trajectories and 
consequently the reachable sets P&,(t) are closed, while w(t) may not be 
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closed. The system (1.2) is a natural “closure” of (1.1): the trajectories of 
(1.1) are dense in the set of trajectories of (1.2) (see, for example [2]). 
We are concerned in this paper with boundary trajectories of the system 
(1.1 ), that is, trajectories x( .) such that x(T) E %9(T), (more general: 
&x(T)) E LM(%‘( 7’)) for a given mapping 8: R” --i R”). By “a” we denote 
here the boundary of a given set. It can be proven, under the assumptions 
(A,)-(A4) below, that if x(T) E M( 7’) then x(t) E 139?(t) for all t d T. This 
explains the name “a boundary trajectory.” It is important for many 
optimal control and controllability problems to characterize boundary 
trajectories and to study the geometry of reachable sets. A classical 
necessary condition for a trajectory of a smooth control system to be a 
boundary trajectory is the famous Pontryagin’s maximum principle, which 
has been generalized in many ways to nonsmooth control systems and 
differential inclusions (see among others [ 1, 10,2, 81. 
In Section 3 we give an example of a system whose right-hand side 
f( t, x, u) is of the class C” in all variables, which admits a trajectory x* ( .) 
such that x.+( .) belongs to the boundaries of the reachable sets 9?(t) on the 
whole time interval, but from a certain moment on belongs to the interiors 
of the reachable sets G&,(t) of the corresponding convexified system. The 
example gives some information about, in general, very complicated 
geometry of the sets 9(t) and I&, and the relation between them. 
In Section 2 we state a theorem which says that if x*( .) is a boundary 
trajectory of the system (1.1) then it satisfies the maximum principle not 
only with every ordinary control but also with every relaxed control 
bed.), . ..>P.,(.), WA.)> . .. . u,,(.) w ic corresponds to it, in spite of the fact h’ h 
that X* ( .) may not be a boundary trajectory of the relaxed system. We 
prove the theorem in Section 4. The second example of Section 3 shows 
how the theorem can be applied. 
The maximum principle of the next section follows from results of Warga 
[ 11, 121. We give however a simple proof based on the Ekeland’s 
variational principle [ 51. 
2. THE MAXIMUM PRINCIPLE 
Assume that the right-hand side of the system (1.1) satisfies the following 
conditions: 
(A,) f( ., x, U) is measurable in t for every fixed x E R”, u E U. 
(A,) f(t, ., .) is continuous in (x, U) for each fixed t E [0, T]. 
(A,) For each bounded subset B of R” there exists a function rg(.), 
rB( .) E L’[O, T], such that 
I.f(t, x, u) -f(f, z, u)l G r,(t) Ix - ZI, for x, ZE B, u E U, a.e. t E [0, T]. 
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(A4) There exists a point X E R” and a function a( .), c(( .) E L’[O, r], 
such that 
If(t, 2, u)l d 4th a.e. f E [O, T], u E U. 
Let 0: R” -+ R” be a given locally Lipschitz mapping. Then the following 
theorem holds: 
THEOREM 2.1. Let x, ( .) be a trajectory of the system (1.1) such that 
&x,(T)) belongs to the boundary of the set @(B(T)). If (pO( .), . . . . p,,( .), 
uo( . ), ...> u,( )) is a relaxed control such that 
i*(t)= f Pi(t)f(t,x*(t), ui(t)) tE co, Tl, (2.1) 
r=O 
then there exist an absolutely continuous function p( ): [0, T] + R” and a 
vector w E R” such that 
u.e. t E [0, T], (2.2) 
,=O 
P( T) E w Wx, ( T) ), IW = 1, (2.3) 
<At),~,(t))=yyy (AtLf(t,x,(t),u)> a.e. t E [0, T]. (2.4) 
The symbols “8” and “8,” above denote respectively Clarke’s generalized 
gradient and Jacobian with respect o x. There should be no confusion with 
the notation for the boundary as “8 stands once in front of a function, 
once in front of a set. 
In the next section we give an example in which a trajectory can be 
eliminated as a candidate to be a boundary trajectory using Theorem 2.1 
but cannot be eliminated using the maximum principle for ordinary 
controls only. (In the example, 0 is the identity from R” to R”.) 
3. EXAMPLES 
We start from an example of a control system and its boundary trajec- 
tory which falls into the interiors of reachable sets after convexifying the 
system. Notice that the right-hand side of the system is very regular: it is 
C” in all variables. 
EXAMPLE 1. Consider the control system 
4t)=f(t, x(t), 4t)), 
x(0)=(-l-&O), x=(z, y)eR*, UE{-1, l}, tE[O,6]. 
(3.1) 
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The right-hand side is defined as follows. Let c(J .), i = 1, 2, . . . . 5, be 
integrable functions on [0, 63 such that 
a,(t) > 0 if i-l<t<i, a,(t) = 0 otherwise, 
5 cc,(t) dt = 1. CO> 61 
Let h(z) be a function such that 
h(z) = 0, for z<O and z= (l/2)“, n =O, 1, . . . 
h(z) > 0 otherwise. 
The functions a,(t) and h(z) can be chosen to be of the class C”. We define 
now 
where 
f(c x3 u) = i dt).fdx, u), 
i=l 
fl(X, u) =f,((z, Y), u) = (3n/4)(v, -u-- uz), f2k u)=(l +u,O), 
f&> u) = (w yh(z)), fdx, u) = (uz, Oh .f& u) = (0, -u). 
Let again 9(t) and 9&(t) denote the reachable sets of (3.1) and the 
corresponding convexified system. Let x* ( .) be the trajectory of (3.1) 
corresponding to the control u(t) = - 1. We shall show that 
x*(t) Eint %,(t), for 225, 
(3.2) 
x*(r) E awt), for t>5. 
Note that the latter implies that x*(t) E M(t) for all t. Denote by Be(t) the 
set of all points which can be reached at the moment t by trajectories of 
(3.1) corresponding to controls taking values in the set { - 1, 1, O}. Clearly, 
90(t) s ~c,(f), for all t. 
Solving the system (3.1) on the interval [0, l] for a given control function 
u(. ), we obtain for t E [0, 1 ] 
x(r)= -(1,0)-,/T P(T) ds, sin Ji B(T) dT), 
(3.3) 
P(f) = -(3x/4) u(t) a,(t). 
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In particular, X* ( 1) = (0, - 1). We obtain easily, solving (3.1) for u(t) E - 1 
on the interval [l, 61, that 
x*(t) = (0, OL for r>5. 
Therefore, in order to prove (3.2) it is enough to show that 
(0,O) E int 9$(t), for ta.5, (3.4) 
(0, 0) E da(t), for t>5. (3.5) 
We start by proving (3.4). It follows from (3.3) via Aumann’s theorem 
about integrals of multivalued functions (see, for example, [2, p. 1131) that 
gO( 1) is an arc of the circle with the center ( - 1,0) and radius 4, the arc 
passing through ( - 1 - $ 2,0) with extremities (0, l), (0, - 1). From the 
definition of ,f(t, x, U) and Aumann’s theorem it follows that 
%90(2)=9&(l)+ [O, 21 x (0). 
From the form of BO( 1) and (3.6) we obtain easily 
(3.6) 
($7 l), (s, - 1) E %(2) if IsI d 2. 
Take an s such that 1.~1 6 2 and h(s) = 0. Starting from the point (s, 1) or 
(s, - 1) in L?&,(2) and using u(t) E 0 on [2, 31 we obtain that 
($9 I), (s, -l)E90(3) 
for every s for which h(s) = 0, IsI d 2. Therefore, for each such s and each 





u(s)a4(s)d*, l),(.s~exp/X4u(*)a4(r)&, -1)~%$(4). (3.7) 
Considering s= (l/2)” and controls u(t) ~0, u(t) = 1, using again 
Aumann’s theorem we prove 
C(lPY, (W)“el x (1, -I> c90(4), n = 0, 1, . . (3.8) 
For each s d 0 we have h(s) = 0, hence (3.7) (3.8) together imply 
(s, 11, (St - 1) E %(4) if IsI d2. 
From the definition of f(t, x, U) on [4, 5] we obtain finally 
[-2,23x [-l,l]EB?()(5) 
and since .&Jr) = g0(5) for t > 5 we have proved (3.4). 
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In order to prove (3.5) we shall show that the points (s, 0) with s > 0 do 
not belong to 9(t) for t > 5. First, notice that no trajectory of (3.1) can 
cross the axis z = 0 for t > 2: 
if z(2) d 0 then z(t) < 0, for t>2, 
ifz(2)>Othenz(t)>O, for t>,2. 
Let (z( ), y( )) be a trajectory of (3.1) such that z(2) > 0. (If z(2) < 0 then 
the trajectory cannot reach any of the points (s, 0) for s >O.) From (3.6) 
and the form of 9&( 1) (remember that 9(t) E 9&(t)), we deduce that if 
z(2) > 0 then z( 1) > - 2, which in turn implies that I y( 1)l B 1. We claim 
that in this case 1 y(t)1 > 1 for t E (2,4]. Indeed, suppose that for some 
t, E (2,4] we have I’ll Q 1. We can assume that t, E (2, 31 as j(t) is con- 
stant on [3,4]. Assume also that y(2) 3 1 (the case ~(2) d -- 1 is similar). 
From the definition of f(t, X, U) we then obtain that u(t) = 1 for all 
t E [2, r, ] and hence j(t) = 0 for t G [2, t ,I. Therefore, for some n, 
z(t) = (l/2)” on [2, tl] and hence i(t) =0 on this interval. But, on the 
other hand, Ii(t)1 = lu(l) z(t) r,(t)1 = (1/2)na3(f) since u(t)E { - 1, l}, 
which is a contradiction. Hence our claim holds. It implies, in particular, 
that for every point (z(4), ~(4))~%(4) whenever z(4) > 0 then (y(4)\ > 1. 
But then from the definition of f(t, X, U) on [4, 51 we obtain that the 
points (s, 0), s > 0, do not belong to .&Y(5) and therefore they do not belong 
to 9(t) for t 3 5. Hence (0,O) E S?(t) for t 3 5 and (3.5) is proved. Thus, 
the proof of (3.2) is complete. 
The next example shows that Theorem 2.1 stengthens indeed the 
maximum principle in which only ordinary controls are used. 
EXAMPLE 2. Consider the system on the plane, 
i(t) = ul(t), 
j(t)=u,(f)G*(t)z(f), fE co, n, 13.9) 
z(0) = y(0) = 0, x = (z, y) E R2, u=(Ulr~2)EC--l,11XC--l,ll, 
and its trajectory x* (t) = (0,O). All ordinary controls which generate x, ( . ) 
are of the form u*(t) = (0, 02(t)), u,(t) is arbitrary. The maximum principle 
holds for each such pair (x* ( - ), U, (. )) with the adjoint vector p(t) G (0, 1). 
Indeed, we have 
.L(x* t),u*(t)) = 0, 0 [ 1 0, 0 ’
SO the adjoint equation holds and so does the maximum condition 
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So x*( .) cannot be eliminated as a candidate for a boundary trajectory. It 
can be eliminated, however, after convexifying the system, that is, using 
Theorem 2.1. 
Take the relaxed control p,,(f)=p,(f)=(1/2), u,(t)= (1, l), u,(t)= 
( - 1, - 1). The control generates x, ( . ), that is, satisfies (2.1). The 
maximum principle does not hold however: if p(t) = (pi(t), pz(t)) satisfies 
the maximum condition (2.4) then it must be pr(t) = 0. Then the adjoint 
equation (2.2) gives that p2(f) E 0 so p( . ) must be trivial and it cannot 
satisfy the condition (2.3). Therefore, x*(t) does not belong to the boun- 
dary of the reachable set a(t) at any moment t > 0. In other words, we 
have established local controllability of the system (3.9) around x, (.). 
It is worth noting that if we take the inclusion corresponding to the 
system (3.9) 
and consider other possible representations of F(x) as a control system, 
that is representations of the form 
F(x) =.0x, U), 
where f(x, U) is a given continuous function of the class C’ in x, U is a 
given compact set, then for every such representation the trajectory x* ( .) 
satisfies the maximum principle with every ordinary control a*( .) which 
generates it. Indeed, take such -a representation and a control U* (.) 
corresponding to x* (.) - (0, 0), that is, such that f((0, 0), u*(t)) s (0,O). 
We want to show that there exists a nontrivial adjoint function p( .) (the 
condition 1 p( r)l = 1 can be then fulfilled by normalization) such that 
The control u*( .) generates a selection g(x, t) =f(x, u.+(t)) of the 
inclusion, that is, g(x, t) E F(x) for all (x, t), which is measurable in t, C’ in 
x and such that g((0, 0), t) E (0,O). So it is enough to show that for every 
selection g(x, t) of the inclusion, which has just listed properties, there exist 
a nontrivial function p( .) which satisfies the maximum condition (3.10) 
and 
-4(t) = p(t) g,((O, OL t) at. (3.11) 
Denote g(x, t) = (g,(z, y, t), g,(z, y, t)) and notice that 
I g*(z, YP t)l G I g,k YY ?)I I43 for all (z, y, t). 
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The latter inequality implies that (ajaz) g,(O, 0, t) = 0 for all t. Take p(t) = 
(p,(t), pz(t)) defined as 
It is easy to see that p(t) satisfies (3.10) and (3.11). 
We conclude then that no matter what representation of the inclusion 
F(x) as a control system one takes, the trajectory u*( .) cannot be 
eliminated as a candidate to be a oundary trajectory by using only 
ordinary controls. In order to eliminate x*( .) one has to pass to relaxed 
controls, that is, to the convexified system. 
4. PROOF OF THEOREM 2.1 
Let x*( .) be a trajectory of the system (1.1) such that 0(x,(T)) belongs 
to the boundary of the set @(B(T)), ,u~( .), . . . . p,( .), uo( .), . . . . u,( .), a relaxed 
control satisfying (2.1). 
Like in Gamkrelidze [6], take the sequence of ordinary controls u“( .), 
k = 1, 2, . ..) defined as follows. Divide the interval [0, T] into mutually 
disjoint subintervals Zt,..., Zz of the length (T/k). Each of the subintervals Zf 
divide into (n + 1) mutually disjoint subintervals Ito,..., Zin such that the 
length IZ;, / satisfies 
II;, I = l,k AtI & j=l,..., k, i=O ,..., n. 
I 
Define now 
Uk( t) = Ui( t), for tEZfii, j=l,..., k, i=O ,..., n. 
Let g(t, U) be any function defined on [0, T] x U such that for every 
control u( . ) the composition g( t, u(t)) is measurable and such that 
for UE U, t E [0, T], 
for an integrable function Q( .). It follows from Lemma 4.1 of [6] that 
i pi(z) g(t, u,(T))- g(t, Us) 
i=O 
as k + a3. 
(4.1) 
Let xk( .) be the trajectory corresponding to uk(. ), k = 1, 2, . . . . and B be a 
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closed, bounded subset of R” containing x*( .) in its interior. From (A,) 
and (2.1) we obtain that as long as xk( .) exists and remains in B it satisfies 
Ixk(t) -x* (t)l 
d s ’ YB(5) Ixk(r) - x* (r)l dr 0 
+ 1; ([go Pi(~)f( r, x,(r), uj(r)) -f(z, u*(r), uk(r)) dz . 
> I 
Using Gronwall’s inequality (see, e.g., [9, p. 1891) (4.1) and Theorem 1.3, 
p. 47, of [3], we obtain that for k sufliciently large, assume for simplicity 
for all k = 1, 2, . . . . the trajectories xk( .) exist on the whole interval [0, T] 
and moreover that 
xkw + x*(r) uniformly in [0, T], 
xk( t), x.+ (t) E int B for t E [0, T], k = 1, 2, . . . . 
(4.2) 
Take a sequence Ed, k = 1, 2, . . . . of positive numbers, ek --* 0 as k -+ co, 
such that 
le(xktr)) - eb,(T))/ < (Ek/2)> k= 1, 2, . 
Choose for each k = 1, 2, . a point tk E R” for which 
ie(x,(T))-tkI+k/2) and 5” #‘e(WT)). (4.3) 
This is possible since 8(x, (T)) E a@(%!( T)). We have then 
ie(xk(T))-tki<Ek, k = 1, 2, . (4.4) 
Denote by +Z the set of all controls u( .) such that the corresponding 
trajectory x,(.)( .) exists on the whole interval [0, T] and is contained in B. 
Define the following metric d in % (cf. [S, l]), 
d(u,(.), d.))=4{f~ CO> ~llu,(t)#~,(t)I), 
where 1 denotes the Lebesgue measure (We identify controls which are 
equal almost everywhere in [0, T].) By [l, Lemma S] the set 9 with the 
metric d is a complete metric space. Consider for every k the following 
functional Fk :a + R : 
Fdu(.))= t&L.,(~))-tkl. 
Using again Gronwall’s inequality we prove easily (cf. [ 1, Lemma 91) that 
if a sequence of elements u,( ‘) of 9 converges to an element u( .) in d then 
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the corresponding trajectories x,,~ .,( .) converge uniformly to x,, , (. ). 
Hence the functionals Fk are continuous and from (4.4) we have 
Fk(uk( .)) < inf F(u( .)) + Ed, for k = 1, 2, . . . . 
We apply now the Ekeland’s variational principle [S] and obtain for each 
k = 1, 2, . . . and element uk( .) E % such that 
4u,(.), Uk(wsJk. (4.5) 
and for every element u( ) E % the following inequality holds, 
where xk ( ) = xUk(.) ( .) denotes the trajectory corresponding to u,J. ). 
It follows from (4.5) and (4.2) via Gronwall’s inequality that 
--G(t) +x* Cl) as k + cc, uniformly on [0, T]. 
Therefore, for large k, assume for simplicity that for all k, the trajectories 
xk ( .) are contained in the interior of the set B. 
We use now the same trick as in [l] and define for every k = 1,2, . . . a 
new control system in R”+ I as follows. Denote 
~=(x~,x)ERxR”, fc4 -f> u) = (&k(t, uh f(t, x3 u)), +fo = (0, x0), 
where the function cr,(t, U) is defined as 
{ 
1 
f+(t, u) = 
if u #u,(t), 
0 if z4 = uk( t). 
Consider the control system 
i(t) =f(t, .f(f), u(t)), 
X(0) =x0, UEU,CE[O,T] 
with the terminal functional g defined as 
g(X) = g(xO,x) =x0 + IO(x) - p 1 
(4.7) 
Define the set x= R x B. It follows from (4.6) that the trajectory 
X,J .) = (0, xk( .)) corresponding to the control u(t) = uk(t) minimizes the 
terminal functional g( .), that is, for any other trajectory X( .) of (4.7) such 
that Z(t) E X for t E [0, T] we have 
S(Xk ( T)) G g(-f( n 1. 
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We can apply now the maximum principle of [ 1 ] to the system (4.7) and 
obtain an absolutely continuous function pk( .) = (pi( .), pk(. )) from [0, r] 
into R”+ ’ which satisfies the conditions 
a.e. TV [0, T], 
a.e. CE [0, T]. 
We obtain easily using the above relations and the form of the system (4.7) 
that pk( .) satisfies the conditions 
-Cjk(t)EPk(t) a,f(c Xk(f), Uk(f)) a.e. t E [0, 7J, (4.8) 
(Pk(t), ak(t)> 2::; (am, f(f, xk(f), u)> - & a.e. f~ VI Tl. (4.9) 
Moreover, there exists wk E R” (namely, wk = -(&x,(T)) - tk)/ 
/8(x,(T)) - tk I), for which 
Pkf T, E wk ae(xk( T)), lwkl= 1. (4.10) 
We shall pass now to the limit as k -+ co. It follows from the assumptions 
(A,-A4) that the sequences dk( .), ik( .) are integrably bounded so we can 
choose subsequences (again we not relabel them for simplicity) such that 
Pktt) -+ dth Xk(f) + x* ct) uniformly in [0, T], 
(4.11) 
ik(.)+i*(‘) weakly in L’ [0, T]. 
We can assume also that wk + w for some w E R”, 1 WI = 1. It follows from 
(4.10) that p( .) satisfies (2.3). We shall show that it satisfies (2.2) and (2.4) 
as well. 
For each k choose a measurable selection Mk( .) of a,f( ., xk( .), uk( .)) 
such that 
-dk(t) = Pktf) Mk(f)> Mk(f) E a.rf(tv Xk(t), zlk(t)) a.e. 1E [0, T]. 
(4.12) 
The existence of such Mk( .) follows from well-known selection theorems 
(see, e.g., [13]). Next, choose a measurable selection Nk( .) of 
a, f( ., xk( .), u”( . )) such that 
Nk(f) E a.rf(ft x,(f)> Uktf)) a.e. t E [0, r], 
Nk(t) = Mk(f) whenever uk( t) = uk( t). 
(4.13) 
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Denote by pk( .) the function which satisfies the equation 
-liw = PkW Nk(l) a.e. t E [0, T], pk(T) = Pk( T). (4.14) 
It follows from (4.11), (4.12) (4.13) (4.14), (4.5) via Gronwall’s inequality 
that 
P”U) + P(f) uniformly in [0, T]. (4.15) 
The sequence $( .) is integrably bounded so, choosing a subsequence if
necessary, we can also assume that 
dk(. ) -+ P( ) weakly in L’[O, T]. (4.16) 
We shall show first that p( .) satisfies the adjoint inclusion (2.3). The 
generalized Jacobian 8, f(t, x, U) is a compact and convex subset of the 
space of all n x n matrices endowed with the norm and the scalar product 
the same as R” x ‘. Denote 
a,(f)= dist(N,(t), a,.f(t, x*(t), am)), k = 1, 2, . . . . t E [0, T]. 
It follows from the upper semicontinuity of the Jacobian (cf. [2]) and from 
(4.11) that for every rl> 0 and t E [0, T] there exists an index k, such that 
~.x”f(c x,(r), u,(r)) 
E a,&fct, x*(t), u,(t)) + B(O, VI), for k>k,, i=O ,..., n, 
where B(0, q) denotes the closed ball in R”“” around the origin of radius q. 
But z?(t)~ {u,(t), ur(t), . . . . u,(t)} for t E [0, T] and therefore we obtain that 
d,(t) + 0 as k -+ co a.e. TV [0, T]. (4.17) 
Choose a measurable function ,!,,( .) on [0, T] such that 
LAt) E &f(f, x*(t), et)), 
I&(f) - Ndt)l = d,(t) a.e. t E [0, T]. 
(4.18) 
Again, the existence of such a sequence follows from well-known selection 
theorems (see, e.g., [ 131). The sequence Lk( .) is integrably bounded so, 
choosing a subsequence if needed, we can assume that for some 
L( .) E L’[O, T] 
LC.1 -a.) weakly in L’[O, T]. (4.19) 
We shall show that 
L(t)E 5 Pi(t)axf(t3 x*(f)3 ui(t)) a.e. t E [0, T]. (4.20) 
i=O 
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Denote for t E [0, T], UE U, SE R""", 
h( t, 2.4, s)= max (s, @ >. @Et,f(r.r*(r).u) 
In order to show (4.20), is enough to prove that for every SE R""" one has 
CLCf)3 s> G i PjCf) h(t, Pitt), $) a.e. t E [0, r]. (4.21) 
i=n 
Indeed, for a fixed t the support function of the convex set 
is precisely 
i r%(t) &f(tt x*(t), u,(t)) 
I=0 
;go /4(t) wt> u*(t)7 s). 
Fix S. In order to show (4.21) it is enough to show that for every 
function y( .)E L"[O, T], such that y(t)20 a.e. in [0, T], we have 
jTML(l), s> dt 6 jTy(t) -f /4(t) h(t, u,(t), s)dt. (4.22) 
0 0 i=O 
It follows from (4.18) that for every such function, y( .) we have 
jh(L,W, s> dt <j’y(t) 4t, uk(t), $1 dt. 
0 0 
But this together with (4.19) and (4.1) for the function g(t, u)= 
y(t) h(t, U, S) implies (4.22). Therefore, (4.20) is proved. 
We shall show now that 
-d(t) = p(t) L(t) a.e. t E [0, T]. (4.23) 
First, from (4.19), (4.17), (4.18) it follows that 
N/A. ) -+ L(. 1 weakly in L'[O, 7'1. (4.24) 
But then 
87. ) N/A. ) + Pt. ) u. 1 weakly in L'[O, 7'1 (4.25) 
as pk(. ) - p( . ) uniformly, all functions p”( .), p( . ) are bounded, NJ. ) 
integrably bounded. Therefore (4.23) follows from (4.25), (4.16), (4.14). 
The adjoint inclusion (2.2) follows then from (4.23) and (4.20). 
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It remains to prove the maximum condition (2.4). From (4.4), (4.11), 
and (AX), we obtain easily the inequality 
(P(t)> &(f) > 2 F$ (P(t)3 f(h x, Cl)3 u) > - Pk(f) a.e. t E [0, T], 
(4.26) 
where Pk(t) + 0 a.e. t E [0, T]. We apply now Mazur’s theorem about weak 
convergence in L'[O, T] (cf. [4]) and deduce easily (2.4) from (4.26) and 
(4.11). This completes the proof of Theorem 2.1. 
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