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Object perception and pattern vision depend fundamentally upon the extraction of contours
from the visual environment. In adulthood, contour or edge-level processing is supported
by the Gestalt heuristics of proximity, collinearity, and closure. Less is known, however,
about the developmental trajectory of contour detection and contour integration. Within
the physiology of the visual system, long-range horizontal connections inV1 andV2 are the
likely candidates for implementing these heuristics.While post-mortem anatomical studies
of human infants suggest that horizontal interconnections reach maturity by the second
year of life, psychophysical research with infants and children suggests a considerably
more protracted development. In the present review, data from infancy to adulthood will
be discussed in order to track the development of contour detection and integration. The
goal of this review is thus to integrate the development of contour detection and integration
with research regarding the development of underlying neural circuitry. We conclude that
the ontogeny of this system is best characterized as a developmentally extended period
of associative acquisition whereby horizontal connectivity becomes functional over longer
and longer distances, thus becoming able to effectively integrate over greater spans of
visual space.
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INTRODUCTION
The early visual system is one of the ﬁrst avenues by which
infants begin to learn about the world around them (Piper
and Darrah, 1994). Visual capabilities begin developing before
birth (Alberts, 1984), undergo considerable maturation in the
ﬁrst few months after birth (Johnson, 2001; Lewis and Maurer,
2005; Atkinson and Braddick, 2007), and continue into ado-
lescence (see Slater and Johnson, 1998; Pennefather et al., 1999;
Hadad et al., 2010b). Visual development has been character-
ized with varying degrees of speciﬁcity across several domains,
including: sensitivity to spatial frequency (Patel et al., 2010), ori-
entation (Braddick et al., 1986; Morrone and Burr, 1986; Candy
et al., 2001), motion (Johnson, 2001; Wattam-Bell et al., 2010),
color perception (Bornstein et al., 1976; Gerhardstein et al., 1998),
and facial recognition (Bushnell et al., 1989; Johnson et al., 1992;
for a recent review, see Braddick and Atkinson, 2011). How-
ever, many descriptions of the mechanisms through which
infants begin to make sense of their visual world and how
these mechanisms might change across ontogeny are somewhat
sparse.
The goal of the present paper is to review, discuss, and inte-
grate ﬁndings from across infancy and childhood in order to
shed light on the development of contour detection and integra-
tion from ﬁrst emergence to adult-level function. Throughout
this review, psychophysical data will be augmented by data from
physiological and theoretical studies, and adult data will be used
to inform the examination of the developmental path where
possible. We will focus on how the visual pathway implements
initial contour processing across development. Therefore, we will
not discuss the role of top-down processing in modulating object
perception in depth, as that topic is beyond the scope of this
review. We conclude with a discussion of how to interpret what
appears to be quite protracted unfolding of this system, and
with a call to action for further research in areas where data is
lacking.
PATH TO OBJECT PERCEPTION
Construction of a clear and meaningful percept of a visual scene
is a demanding computational problem. Developing basic acu-
ity in infancy and orientation sensitivity (Banks and Salapatek,
1981; Morrone and Burr, 1986; Sireteanu et al., 1994; Candy et al.,
2001) is an important ﬁrst step toward the development of pattern
and object perception in the visual world (see also Wattam-Bell
et al., 2010). Detecting regions within the visual ﬁeld that contain
points of locally high contrast and then integrating these early
representations into a contour-level description of the scene (e.g.,
Marr, 1982) can then be used to infer object edges, surfaces, and
depth boundaries (Peterson, 2001). Although a number of the-
oretical models for object perception have been proposed (e.g.,
Marr, 1982; Biederman, 1987; Dickinson et al., 1992; Ullman,
2007), the ontogeny of object perception is still not well under-
stood (e.g., Kovács et al., 1999; Hou et al., 2003; Gerhardstein et al.,
2004; Hadad et al., 2010a).
Gestalt theorists have proposed that proximity (elements that
are close together tend to be grouped together), collinearity or
good continuation (elements that are alignedwith one anotherwill
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be grouped into the same contour), common fate (elements that
move along the same path likely belong to the same contour), and
closure (a closed contour is easier to detect than an open one) are
processing heuristics for contour detection and contour integra-
tion (Köhler, 1947;Wertheimer, 1958). Within the adult literature,
a substantial body of research describing contour perception sug-
gests that contour or edge-level processing reﬂects the heuristics of
proximity, collinearity, common fate and closure (for a review, see
Wagemans et al., 2012).
Importantly, the low-level characteristics of natural scenes in
the visual world have been shown to be statistically regular; this
regularity has been taken as support for the suggestion that Gestalt
heuristics may be used for contour detection. Geisler (2008),
Geisler and Perry (2009), and Geisler et al. (2001) in particu-
lar noted that contours in natural scenes are relatively smooth
and therefore heuristics such as proximity and collinearity have a
statistical basis in natural scenes. This regularity scaffolds numer-
ous aspects of visual perception including the use of proximity
information (Brunswick and Kamiya, 1953), proximity inter-
acting with curvature/collinearity (Geisler et al., 2001; Tversky
et al., 2004; Lawlor and Zucker, 2013), ﬁgure-ground segmenta-
tion (Fowlkes et al., 2007) and closure (for reviews see Kovács,
1996; Pettet et al., 1998; Mathes and Fahle, 2007; Geisler, 2008;
Lofﬂer, 2008; Geisler and Perry, 2009). Gestalt heuristics therefore
take advantage of this natural order. How the mature observer
acquires the mechanisms underlying these heuristics, however, is
unclear. In nature, proximity and collinearity are highly corre-
lated (Geisler et al., 2001) even in natural scenes in which partial
occlusions are frequent (although contrast polarity also plays a
role in contour detection in such instances; see Geisler and Perry,
2009).
CONTOUR PROCESSING – ELEMENTAL DETECTION TO INTEGRATION,
IN BRAIN AND BEHAVIOR
The integration of spatially disparate but organizationally related
visual information is a fundamental component of object percep-
tion, and has been highlighted in the adult psychophysics literature
(Field et al., 1993; Kovács and Julesz, 1993; Mathes and Fahle,
2007; for review, see Lofﬂer, 2008), the neurophysiological litera-
ture (Nelson and Frost, 1985; Ts’o et al., 1986; Gilbert and Wiesel,
1989; Gilbert et al., 1996; Bosking et al., 1997; Li, 1998; Stettler
et al., 2002; Cass andSpehar,2005), and inmodelingwork (Yen and
Finkel, 1998; Grossberg and Williamson, 2001; Voges et al., 2010;
Gintautas et al., 2011; Piëch et al., 2013). Following detection of
contour segments, integrating these segments into a larger whole,
or contour, is generally seen as the next step toward detecting
individual objects. While much work has been done on object per-
ception (Johnson, 2001), the present review focuses on low- and
intermediate-level studies regarding contour processing to deter-
mine the relation between physiology and perceptual capabilities
in this domain across development. The next section discusses the
lowest level of spatial integration – collinear facilitation in ﬂanker
tasks – in terms of physiology and perception. Our discussion then
extends up the visual hierarchy, to similarly elucidate larger-scale
visuo-spatial integration underpinning higher-order contour pro-
cessing. Again, this relationship is examined in terms of research
from both the psychophysical and physiological perspectives. At
its terminus, this section relates the discussed work to higher-level
object perception across development.
Physiology for elemental detection and integration
The rudiments of object perception begins when light from the
visual scene falls on the photoreceptors in the retina. Each pho-
toreceptor detects light from a small fraction of the visual scene.
From the photoreceptors, information is sent via ganglion cells to
the lateral geniculate nucleus (LGN) and then to areaV1 (followed
by V2, V3, V4, and V5 via feedforward and feedback connections)
in the primary visual cortex. Neurons in area V1 are dedicated
to the detection of segments of speciﬁc orientations and spatial
frequencies (among other visual attributes, Hubel and Wiesel,
1959, 1968; Hubel et al., 1977), referred to as the neuron’s clas-
sical receptive ﬁeld (CRF). However, more recent work has shown
that neurons in area V1 are also inﬂuenced by input from areas
outside the CRF. Speciﬁcally, detection of a foveated Gabor tar-
get (a Gaussian-modulated sinusoidal luminance distribution) is
inﬂuenced by proximity and collinearity of the ﬂanking elements
in a ﬂanker facilitation task (Polat and Sagi, 1993; Shani and
Sagi, 2005; Lev and Polat, 2011). When ﬂankers were presented
in the 2–6λ range (where λ equals the wavelength of the Gabor
itself) and were collinear with the target element, a ﬂanker facil-
itation effect occurred, reducing the detection threshold for the
target element (Polat and Sagi, 1993). This contextual modula-
tion of neurons in area V1 can be explained by excitatory and
inhibitory long-range horizontal interconnections between neu-
rons. Early reports of the existence of these connections (Rockland
and Lund, 1982; Gilbert and Wiesel, 1983, 1989; Nelson and Frost,
1985; Ts’o et al., 1986) have been clearly conﬁrmed (Gilbert et al.,
1996; Bosking et al., 1997; Kapadia et al., 2000; Stettler et al., 2002;
Gilad et al., 2012). Research suggests that the horizontal connec-
tions in the visual cortex underlie at least some Gestalt processes
(Field et al., 1993; Kovács and Julesz, 1993; Tversky et al., 2004;
Mathes and Fahle, 2007; for review, see Lofﬂer, 2008). Informa-
tion detected by neurons in area V1 must, however, be integrated
into more global-level contours that can be used to detect
objects and subsequently, form a meaningful percept of the visual
scene.
Two complimentary, but computationally quite opposite pro-
cesses appear to occur via these connections in V1 (and perhaps
in V2; Polat, 2013). The ﬁrst is a process of object boundary
detection supported by iso-orientation inhibition, whereby cor-
tical columns sensitive to a particular orientation inhibit nearby
regions sharing orientation information. This inhibition occurs
less at object edges than inside or outside these boundaries, mak-
ing the enclosing regions of the visual ﬁeld that denote objects
explicit and salient. This process appears to occur early, and does
not appear to require top-down input to operate, functioning
instead as part of an initial bottom-up process. The second is
a process of attention-mediated region-ﬁlling, whereby regions
sharing orientation information propagate an excitatory signal
that ﬁlls in textures and stops at object boundaries (similar to
classical grassﬁre algorithms, e.g., Blum, 1967; Kovács et al., 1998).
This process appears to occur following the boundary detection
process, and indeed may depend on it, as the boundaries discov-
ered in the ﬁrst process designate for the second process which
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regions of the visual ﬁeld need ﬁlling in. Anatomically, superﬁ-
cial layers inV1 columns receive feed-forward inputs and perform
pre-attentive boundary detection, whereas region ﬁlling appears
to be triggered in deeper layers (layers IV and V) as a func-
tion of top-down attentional feedback from higher layers (Polat,
2013).
The physiology supporting a mechanism for contour detection
appears to be present early in infancy, at least in a rudimentary
form (see Burkhalter et al., 1993; Kovács et al., 1999; Gerhardstein
et al., 2004; Hadad et al., 2010a). Using human brains ranging
from 24 weeks gestational age to those of children up to 5 years
of age, Burkhalter et al. (1993) documented that the basic struc-
tures of V1 in the primary visual cortex are in place early in life.
However, the vertical connections between layers and horizon-
tal connections within layers of the visual cortex show protracted
development. Speciﬁcally, Burkhalter et al. (1993) describe a dense
network of horizontal connections that ﬁrst emerges prenatally
around 37 weeks gestation. The patchiness characteristic of the
horizontal connections in adults (Gilbert et al., 1996; Stettler et al.,
2002) begins emerging at 7 weeks post-natal and is anatomi-
cally “adult-like” by 24 months (Burkhalter et al., 1993; also see
Galuske and Singer, 1996 for a similar description of the develop-
ment of horizontal connections in cats). Computational models
of development in the visual system strongly suggest that the
spatial distribution of horizontal connections in the cortex can
arise from self-organization following visual input (Voges et al.,
2010) and from processing “real” images (Prodöhl et al., 2003).
For example, Grossberg and Williamson (2001) implemented a
(modeled) period of exuberant growth and a period of reﬁne-
ment for horizontal connections following initial visual input by
emphasizing the role of balance between excitation and inhibi-
tion. Similarly, Choe (2001) demonstrated that these horizontal
connections link columns whose orientations are collinear, and
that the connection statistics match the edge co-occurrence statis-
tics in natural scenes (Geisler et al., 2001). It appears, therefore,
that considerable visual development occurs during the post-
natal period, including the development of contour detection
capabilities.
Perceiving contours embedded in noise
Prior to beginning our review of the inﬂuence of Gestalt prin-
ciples on element detection and contour integration, we ﬁrst
present a summary of approaches and stimuli used in the more
recently emergent literature investigating these questions. When
perceiving natural scenes, contours must be detected despite the
high degree of visual noise obscuring the signal at the retina.
For example, within natural scenes such as a ﬁeld of ﬂowers
there are typically multiple overlapping contours referring to
multiple different objects, patterns or depth information. Care-
ful psychophysical methods analogous to this signal extraction
problem have been developed using Gabor patch contours embed-
ded in noise. Gabor elements are ideal stimuli with which to
measure contour detection in the visual system since the Gabor
elements model the orientation selective cells in V1. Perception of
a contour composed of Gabor elements relies on the long-range
horizontal connections between these orientation selective cells.
Using Gabor patches to study contour detection visual noise is
done by manipulating relative noise density, or the ratio of the
density (D) of surrounding noise elements over the density of
elements on a contour. For example, D = 1.0 means that the
density of elements on the contour matches that of the noise
elements, while D < 1.0 means that the density of the contour
elements is less than those on the contour and D > 1.0 means
that the density of the contour is greater than the density of
the noise. Adult participants are relatively good at detecting con-
tours embedded in noise, the minimum noise density ratio at
which a contour can still be detected is D = 0.67 (Kovács et al.,
1999).
Developmental work has started to document contour detec-
tion thresholds, and thus the functionality of long-range hor-
izontal connectivity, in children. Using a mobile conjugate
reinforcement procedure in which infants learn to kick to move
a mobile consisting of three cards displaying either Gabor con-
tours embedded in noise or only noise (e.g., circle vs. noise),
Gerhardstein et al. (2004) assessed contour detection in 3-month
old infants (see Figure 1). Infants were trained with one stim-
ulus and tested with the other 24 h after training; baseline kick
rate in response to the (new) test stimulus was taken as evidence
that infants could discriminate between the two. Gerhardstein
et al. (2004) found that for circular contours, at 3-months of
age D = 0.9 was the minimum noise density ratio for contour
detection. In other words, infant kick rate was greater than base-
line in the immediate test, demonstrating that the infants could
discriminate the stimulus from noise and no different from base-
line in the discrimination test 24 h later demonstrating that the
infants could discriminate between the stimuli. The applicabil-
ity of the mobile conjugate reinforcement procedure for studying
contour detection across older ranges of development, however, is
limited.
Alternative procedures have been developed to study contour
detection abilities across development. Baker et al. (2008) used a
visual expectation cueing paradigm and an eye-tracker to assess
detection in 6-month old infants, in a procedure in which the pre-
sentation of a square composed of Gabor elements predicted the
subsequent appearance of a target on one side of the screen and
a circle composed of Gabor elements predicted the subsequent
appearance of a target on the other side of the screen. Predictive
FIGURE 1 | Example of the open (left) and closed (right) contours
composed of Gabor elements used in Gerhardstein et al. (2004) at
D = 0.09.
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(anticipatory) looks to the correct side for the target stimulus fol-
lowing the presentation of the contour (square vs. circle) were
evidence that infants could detect and discriminate between the
contours. Overall, Baker et al. (2008) found that 6-month-old
infants could accurately detect and discriminate the shape of a
contour embedded in noise only when the noise density ratio was
D = 0.90 or higher, similar to 3-month-olds, suggesting that lit-
tle functional development of this ability takes place in the ﬁrst
6 months.
Researchwith older children and adults suggests that noise den-
sity continues to play a role in contour detection across a much
longer range of development (Kovács et al., 1999; see also Benedek
et al., 2010). When participants are asked to point at a contour
presented in a Gabor patch on a card held in front of them,
the minimum noise density ratio at which a contour can still be
detected is D = 0.84 at 5–6 years, D = 0.70 at 13–14 years and
D = 0.67 into adulthood (Kovács et al., 1999). In contrast, when
the Gabor patch contours were presented on a computer screen
until the participant responded or for a maximum of 15 s, Hipp
et al. (2014) found that children under 9 years of age could not
perform above a 75% accuracy threshold at noise density ratios
of D = 0.90. Importantly, Kovács et al. (1999) determined the
minimum D for each age group by the last correctly identiﬁed
card, while Hipp et al. (2014) used a more conservative threshold
measure of responding correctly 75% of the time to a given D to
control for chance. Nevertheless, noise density plays an important
role in contour detection during development and the toler-
ance for noise density when detecting contours increases across
development.
Gestalt principles for elemental detection and integration
Separating the proximity and collinearity principles functionally
is difﬁcult by some deﬁnitions. Indeed, it may be prudent to
consider them as aspects of a single description of the relation
between two or more parts of the visual scene. Given this, it
is perhaps no surprise that much of the behavioral research on
perceptual grouping manipulates both proximity and collinear-
ity. Following the work on ﬂanker facilitation (e.g., Polat and
Sagi, 1993), the role of collinearity in contour integration has
been determined by jittering Gabor elements along a contour
(Field et al., 1993) as well as through the use of noise manipu-
lations. Jitter refers to a manipulation in which a contour is ﬁrst
rendered using co-aligned, identical Gabor elements that fall on
a (typically curved) path embedded in noise (Gabor elements
of the same spatial frequency and phase, but random orienta-
tion and position). Elements on the contour are then jittered
by a manipulated amount in a random direction, to reduce the
extent to which contour elements follow the true path of the
contour, and the level of such jitter at which detection ceases is
the threshold. Field et al. (1993) found that adult contour detec-
tion dropped off rapidly after about 15◦ of orientation disparity
between elements, suggesting that the greater the collinearity from
element to element on the contours, the more easily they were
detected from a ﬁeld of random noise elements. Similarly, par-
ticipants can perform contour detection even over the relatively
large inter-element distances of 0.9◦ (Field et al., 1993), sug-
gesting that spatial integration can occur over large areas of the
visual cortex. Indeed, the long-range horizontal interconnections
between neurons span cortical distances of up to 8 mm (Gilbert
et al., 1996). Overall, contours are easier to detect from a back-
ground of randomly oriented noise elements of the same size and
shape if elements are proximal and coaligned elements (Field et al.,
1993; for a more recent example see also Beaudot and Mullen,
2001).
Early in development, proximity between the elements on a
contour plays a larger role in determining the detectability of the
contour. Using Gabor stimuli, Hipp et al. (2014) noted that when
inter-element spacing was 9λ (which is quite far apart, such that
spacing is analogous to object contours that are partly occluded
in the visual scene) 7–9 year olds only detected contours when
D = 1.00, and 5–6 year old children failed to detect the con-
tour reliably even at that level. However, when the inter-element
spacing was reduced from 9 to 4.5λ, 7–9 year olds performance
was nearly adult-like, and 5–6 year old children were able to
detect the contour at the D = 0.90 level. Performance was also
improved even in 3–4 year olds, who improved from not being
able to detect the contour at all to being able to detect the con-
tour at D = 1.0 at 4.5λ. In other words, doubling proximity
while keeping relative noise ratio constant dramatically improved
performance across a broad span of developmental time. Impor-
tantly, in adults the noise density tolerated for contour detection
is relatively independent of the proximity between elements
(Kovács et al., 1999).
Other research in developmental psychophysics investigating
the use of local heuristics in contour detection supports the adult
data, and suggests that the effects of collinearity and proximity
are not independent. Hadad et al. (2010a) measured the ability to
detect an egg-shaped contour constructed of Gabor elements by
adults and children aged 7–14 years. Overall, adults and older
children demonstrated a higher tolerance for noise density as
collinearity increased, while proximity played more of a role when
collinearity decreased (increased jitter between contour elements).
In contrast, in 7-year-old children both proximity and collinear-
ity play a signiﬁcant role such that even when collinearity is high,
children were hindered by low proximity. By 14 years of age, chil-
dren rely less on proximity when collinearity is high, but are not
yet adult-like. Notably, greater reliance on proximity for contour
integration early in childhood may reﬂect functionally shorter-
range horizontal connections early in development (for a similar
argument, see Kovács et al., 1999; Kovács, 2000; Hipp et al., 2014).
If so, itmay be the case that the protracted development of contour
integration is potentially sourced in the extended development of
this aspect of the physiology of the visual system (see also Benedek
et al., 2010).
It appears, then, that developing humans acquire corre-
lations in orientation information (i.e., collinearity) within a
limited spatial extent around a particular location (i.e., prox-
imity). This spatial extent appears to expand with age and
experience. The development of these proximity and collinear-
ity heuristics in the visual system is suggestive of developmental
statistical learning, progressing at a rate that depends on the
robustness of the natural correlations that support it. Indeed,
Geisler et al. (2001) and Geisler and Perry (2009) documented the
edge co-occurrence statistics in natural scenes which suggested
Frontiers in Psychology | Perception Science July 2014 | Volume 5 | Article 719 | 4
Taylor et al. Development of contour processing
that, in natural scenes, the rate at which edge elements share
orientation drops off rapidly with distance from a target. Behav-
iorally, Hall et al. (2010) reported increased detectability for
targets whose temporal presentation sequence mirrored statis-
tical regularities as outlined by Geisler et al. (2001). That is,
collinearity in nature weakens with increased spatial-temporal
distance.
The use of proximity and collinearity heuristics for contour
detection and integration appear to have different developmental
trajectories. The use of proximity information appears to begin
early in development (Hipp et al., 2014). However, the distances
required for successful detection and the noise levels tolerated are
greatly reduced in infants and children compared to adults, and
develop gradually throughout ontogeny (Hipp et al., 2014). In con-
trast, the use of proximity information appears to begin later on
in childhood (e.g., Hadad et al., 2010a). With respect to the phys-
iological development of the visual system, these results support
the neurophysiological data suggesting signiﬁcant developments
in axonal lengths and neuron density facilitating the development
of long-range horizontal connections in V1 occurring across the
ﬁrst several years of life (Burkhalter et al., 1993). Moreover, it may
be that these studies also index the development of horizontal
connectivity in V2, where receptive ﬁeld sizes are greater, but this
remains an open question.
Physiology for higher-order contour integration
Although the processes fundamental to spatial integration of dis-
parate contour elements likely occur in V1 (Polat, 2013), recent
research suggests that the likely cortical site of larger-scale con-
tour representation is V2 (Huang et al., 2006) indicating that
these integrative processes might scale with receptive ﬁeld size.
The proximity and collinearity effects found in ﬂanker facilita-
tion tasks extend to larger-scale contour integration (Polat, 1999;
Polat and Bonneh, 2000; Cass and Spehar, 2005; Zhaoping, 2011),
such that elements are grouped into contours if they share
orientation information and are sufﬁciently close together (see
Geisler et al., 2001). Like V1, excitatory and inhibitory long-
range horizontal connections in area V2 are likely to be the
physiological source for the implementation of a contour inte-
gration mechanism and are invoked by multiple models of
contour integration in vision (e.g., Li, 1998, 2002; Yen and Finkel,
1998; Usher et al., 1999; Gintautas et al., 2011; Zhaoping, 2011;
Piëch et al., 2013).
Evidence of differential processing of lower-level properties and
higher-level properties in the visual system has been demonstrated
using a monoptic/dichoptic masking procedure to test adult par-
ticipants for perceptual after-effects of closed and open contours
(Sweeny et al., 2011). Monoptic masking is known to disrupt
lower-level visual processing and spare higher-order processing,
while dichoptic masking affects processing in the opposite way.
Sweeny et al. (2011) found closed contour after-effectswere evoked
following monoptic, but not dichoptic masking, while the oppo-
site pattern was found for open contours. This result supports the
idea that contour integration via a closure mechanism is imple-
mented in visual areas beyond V1 in the pathway. Speciﬁcally,
implementation of the global closure heuristic during visual pro-
cessing likely occurs in either area V2, thought to be the site of
global contour integration (Huang et al., 2006), or area V4, which
performs population coding of shape (Pasupathy and Connor,
2002). Nevertheless, long-range connections within and between
cortical sites provide a mechanism through which the input from
several receptive ﬁelds can interact and bind together spatially
disparate segments of a contour using a global closure heuristic.
Neural synchrony resulting from the oscillation of these excitatory
neurons is argued to be the binding mechanism (Kovács, 1996; Yen
et al., 1998; Sweeny et al., 2011; see also Gilad et al., 2013). The idea
is that a reciprocal relation exists between the strength of neural
synchrony and the salience of the contours. Global closure may
therefore inﬂuence local level feature enhancement in a top-down
fashion (Mathes and Fahle, 2007).
In adults, a delicate balance between neural synchrony-
mediated excitation and surround suppression-mediated inhibi-
tion controls the characteristics of local and global contextual
modulation found in various perceptual grouping tasks (Yen and
Finkel, 1998). This design inherently requires neural responses
to balance the involvement of excitatory and inhibitory circuits
simultaneously (Grossberg and Williamson, 2001). Develop-
mentally, acquiring this essential balance is critical for ﬂexible
perceptual learning and achievement of reliable perceptual group-
ing in adulthood (Grossberg and Williamson, 2001; Pinto et al.,
2010). One mechanism responsible for achieving balance in
neural synchrony is GABAergic expression responsible for local
inhibition in the visual cortex, which is known to develop
throughout the lifespan (Pinto et al., 2010). This inhibition is
thought to underpin the oppositely signed surround portion
of the oriented center-surround receptive ﬁelds in early visual
cortex. This GABAergic expression undergoes three “main tran-
sition stages” in which rapid switches in GABAergic signaling in
visual cortex occur – one in early childhood, another in early
teenage years and yet another as signs of aging commence (Pinto
et al., 2010). Given the developmental psychophysics research
described above, it seems likely that similar developmental neu-
rochemical foundations underlie the development of excitatory
circuits.
Gestalt principles for higher-order contour integration
Closure represents a global heuristic for contour integration,
depending on the higher-order pattern of relations between
more than two elements. Psychophysical studies show that
adults exhibit a closure superiority effect ; that is, detectability
of closed ﬁgures is enhanced relative to open ﬁgures (Kovács
and Julesz, 1993; Mathes and Fahle, 2007; Machilsen and Wage-
mans, 2011; Gerhardstein et al., 2012). For instance, using a
contour detection task with adults, Kovács and Julesz (1993)
incrementally added co-aligned elements to a circular contour
and found that performance was not enhanced until the con-
tour was closed. Closure therefore elicited a pop-out effect,
by their interpretation. While there has been some contention
regarding whether a global heuristic such as closure needs to be
invoked to explain the closure superiority effect (Tversky et al.,
2004), recent research (Gerhardstein et al., 2012) strongly sug-
gests that such a mechanism does operate in the visual system.
By separately manipulating collinearity and closure using circles
and S contours, Gerhardstein et al. (2012) showed that closure
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enhances detectability of a contour separate from local grouping
heuristics.
Closure facilitates contour integration (Pettet et al., 1998;
Mathes and Fahle, 2007; Gerhardstein et al., 2012), object detec-
tion (Machilsen and Wagemans, 2011), texture-segmentation
(Atkinson and Braddick, 1992; Norcia et al., 2005; Machilsen and
Wagemans, 2011), and ﬁgure-ground segmentation (Field et al.,
1993; Kovács and Julesz, 1993; Kovács, 1996). To date, few stud-
ies have explored the development of such a closure mechanism
across childhood (Gerhardstein et al., 2004; Hadad and Kimchi,
2006; Baker et al., 2008; Hadad et al., 2010a; Hipp et al., 2014).
Using a mobile conjugate reinforcement procedure, Gerhardstein
et al. (2004) found that unlike adults, 3- to 4-month-old infants
show no evidence of a closure superiority effect when detecting
contours embedded in noise regardless of noise density; manipu-
lation of contour type (open or closed) did not affect sensitivity
to the contour at this age. Moreover, at 3–9 years of age children
appear to use the local proximity heuristic rather than closure
when detecting closed and open contours composed of Gabor
elements and embedded in noise (Hipp et al., 2014). Speciﬁcally,
children failed to show a closure superiority effect at 4.5λ or 9λ,
although overall contour detection performance was better when
proximity was 4.5λ rather than 9λ. Adults, in contrast, demon-
strated a closure superiority effect at both 4.5 and 9λ and at the
highest noise density level,D = 0.80. Thus, the presence of closure
information for contour integration does not appear to compen-
sate for children’s dependence on proximity information early in
development.
The interaction between the local heuristics of proximity and
collinearity and the global closure heuristic appears to change
across development. Using a different procedure, Hadad and Kim-
chi (2006) tested children aged 5 and 10 years and adults on
their ability to detect a concave shape embedded among convex
shapes in a visual display. The shapes were composed of discon-
nected line segments that were either open or closed. Notably,
this procedure was a visual search task to determine the role
of closure on visual search efﬁciency. Overall, performance by
10 year old children and adults was unaffected by changes in prox-
imity when closure and collinearity information was available.
However, at 5 years of age, children’s concave contour detec-
tion performance was affected by decreasing proximity between
line segments regardless of whether closure alone or closure and
collinearity information was available. Overall, research with chil-
dren suggests that a closure mechanism may not function at adult
levels until into adolescence (e.g., Pennefather et al., 1999). Thus,
it appears that the global closure mechanism also undergoes a
prolonged developmental trajectory, gradually evoked and tuned
across childhood and into adolescence. In sum, the reviewed
psychophysics data (Kovács et al., 1999; Gerhardstein et al., 2004;
Hadad and Kimchi, 2006; Hadad et al., 2010a; Hipp et al., 2014)
suggest an extended developmental trajectory of the visual sys-
tem that may be explained by physiological development (e.g.,
Burkhalter et al., 1993).
This interaction between proximity and collinearity also affects
perception of the illusory contours formed by Kanizsa squares. To
perceive the illusory contour created by Kanizsa elements, the per-
ceiver needs to bind theKanizsa elements into an object contour by
ﬁlling in the gaps of theKanizsa elements. It is perhaps not surpris-
ing that although when bound together into an illusory contour,
the elements form a closed contour, the proximity heuristic is par-
ticularly important. ProximitywithinKanizsa squares is deﬁnedby
a support ratio, the length of the contour speciﬁed by the Kanizsa
elements to the total length of the illusory contour. Higher sup-
port ratios typically result in stronger illusory contour perception
given that the observer must traverse a smaller gap to perceive the
contour. For example, Watanabe and Oyama (1988) found that
Kanizsa illusory squares were perceived as stronger (e.g., greater
contrast and clarity) when proximity between the four elements
was high (see also Shipley and Kellman, 1992; Hadad et al., 2010b).
Indeed, 4-month old infants perceive an illusory contour formed
by a Kanizsa square as an occluding object only when proxim-
ity was high and the square formed a narrow occluder (Bremner
et al., 2012). Thus, the greater dependence upon the proximity
heuristic for illusory contours is may reﬂect limitations in the
distance projected by the horizontal connections in the visual
system.
Within the context of whole object perception, for young
infants, contour integration may be achieved by a greater reliance
on the grouping heuristic of common fate. Indeed, sensitivity to
motion develops around 3- to 4-months and may provide a scaf-
fold for the use of proximity and collinearity heuristics in later
infancy (Johnson and Aslin, 1996, 1998; Smith et al., 2003; John-
son et al., 2012). Using occluded objects on a textured background,
Johnson and Aslin (1996, 1998), Smith et al. (2003), and Johnson
et al. (2012) found that 3- to 4-month old infants could perceive
object unity when the two visible portions of an object were mov-
ing together. In contrast, when there was no motion information
available infants did not perceive object unity for a partly occluded
object (Kellman and Spelke, 1983). Importantly, common motion
is not the sole factor for perceiving object unity when objects are
partly occluded. For example, Johnson (2004) found that infants
were better able to perceive object unity when the occluding object
was narrow, compared to a wide occluding object. The early use
role of motion for contour integration consistent with the ear-
lier development of the M-pathway in the infant visual system
compared to the horizontal connections (Burkhalter et al., 1993).
FUTURE DIRECTIONS
Taken together, the ﬁndings discussed in the present review inform
research on the development of object perception in a number
of ways. With respect to distinguishing a stationary object from
the background, the principles of proximity (which will likely
be high if the object is not occluded), collinearity (depending
upon the object’s shape), and the emergent property of closure
all appear to play a role. Moreover, according to the research
reviewed (e.g., Johnson et al., 2012), for infants, a moving object
is clearly easier to segment from the background than a static
object, demonstrating the importance of the motion-based “com-
mon fate”heuristic. Importantly, the research in the present review
informs the development of bottom-up processes for object per-
ception and does not consider the role of top-down processes
(e.g., Needham et al., 2005; for review, see Quinn and Bhatt,
2009), although as with the development of horizontal connec-
tions, physiological ﬁndings also suggest a protracted development
Frontiers in Psychology | Perception Science July 2014 | Volume 5 | Article 719 | 6
Taylor et al. Development of contour processing
of feedback connections in the visual system (Burkhalter, 1993).
However, many studies on object perception lack the low-level
control employed in the contour detection and integration psy-
chophysics studies discussed in the present review, for example
controlling color, background noise, brightness, and depth cues.
Thus, to more accurately map the ﬁndings discussed here onto
those investigating the development of object perception, a set
of studies marrying the methods of the lower-level psychophysics
studies with higher-level object perception investigationswould be
informative.
Within the psychophysics literature on contour detection and
integration, developmental studies are relatively sparse and as
such, there has been very little systematic documentation on the
development of these abilities. The role of noise density on contour
detection when stimuli are composed of Gabor elements has been
systematically studied, documenting a progressive increase in the
tolerance for noise elements across development and into adult-
hood (Kovács et al., 1999; Gerhardstein et al., 2004; Baker et al.,
2008; Hipp et al., 2014). The use of Gestalt heuristics for contour
detection across development, however, has not been documented
systematically. For example, studies investigating the use of the
closure heuristic leap from investigating 3- to 4-month old infants
(Gerhardstein et al., 2004) to 3–9 year old children (Hipp et al.,
2014). Additionally, studies investigating proximity begin with
investigationof children from3 to 4 years (Kovács et al., 1999;Hipp
et al., 2014) and studies investigating collinearity start with investi-
gation of children at 7 years of age (Hadad et al., 2010a). Moreover,
the terms“contour detection”and“contour integration”have been
used to refer to a number of different tasks from detecting con-
tours composed of Gabor elements (e.g., Baker et al., 2008; Hadad
et al., 2010a; Hipp et al., 2014), illusory contours using Kanizsa
squares (e.g., Hadad et al., 2010b) and a visual display of concave
and convex shapes (e.g., Hadad and Kimchi, 2006). While each
task clearly calls upon the long-range horizontal connections in
the visual system, a systematic investigation considering the dif-
ferences between the tasks is needed. Future work should focus on
a systematic study of the development of contour detection across
development from infancy and childhood, through adolescence
and into adulthood.
By systematically tracking the development of the visual system
from functional onset early in infancy to adult-level functioning
in adolescence and into adulthood, we can begin to infer how the
visual system continues to develop physiologically. Eye tracking
methodology may provide one means by which the development
of contour detection can be systematically documented given that
this method can be used across development (e.g., Taylor and
Herbert, 2014). Furthermore, although it is clear that contour
detection occurs early on in the visual system (e.g., Huang et al.,
2006), it is not possible to conclude whether the majority of the
contour detection mechanisms are implemented in V1 or in V2,
a region containing cells with a larger receptive ﬁeld (e.g., Smith
et al., 2001).
CONCLUSION
While the visual system appears to be functional early on in
development, it is clear from the present review that adult-level
functionality does not begin to emerge until late in childhood
and early adolescence (Kovács et al., 1999; Gerhardstein et al.,
2004; Hadad and Kimchi, 2006; Hadad et al., 2010a,b; Hipp
et al., 2014). Speciﬁcally, Burkhalter et al. (1993) note that the
patchiness characteristic of the horizontal connections is anatom-
ically “adult-like” by 24-months (also see Burkhalter, 1993). In
contrast, psychophysics data demonstrates that while 3- to 6-
month old infants are capable of detecting contours embedded
in noise (e.g., Gerhardstein et al., 2004; Baker et al., 2008), the
use of proximity, collinearity and closure information appar-
ently does not become adult-like until preadolescence or later
(e.g., Kovács et al., 1999; Hadad and Kimchi, 2006; Hadad et al.,
2010a; Hipp et al., 2014). Thus, the developmental time course
for physiology and psychophysics appear to differ considerably
but nonetheless suggest a protracted development for contour
processing.
The difference between functional physiological development
of the visual system in childhood and a functionally mature
physiological visual system in adulthood may explain the dis-
parity between behavioral and physiological data. In addition,
the extended physiological development of the visual system
may be related to the extent and features of the visual input
(see Gilbert et al., 2001). For example, by exploiting congeni-
tal cataract, Maurer et al. (1999) found that visual acuity begins
developing within the ﬁrst hour of receiving visual input, but
not before. Importantly, in adulthood, short exposure to visual
input that includes edges with orthogonal alignments facilitates
orthogonal contour detection as mediated by changes in the
neural representation (Schwarzkopf et al., 2009). Visual input
therefore remains an important tool for mediating contour detec-
tion in the visual system (Gilbert et al., 2001; Sagi, 2011) and
may account in part for the protracted development of the visual
system.
To conclude, contour detection appears to become increasingly
sensitive to long-range correlations in the visual world as devel-
opment proceeds, with the eventual magnitude of this span not
fully realized until at least adolescence. Physiologically, ontogeny
is likely characterized by increases in efﬁciency of the plexus of
horizontal connectivity connecting cortical columns in V1 and
V2 in the visual cortex. This intrinsic connectivity thus becomes
increasingly effective at integrating representations over greater
and greater cortical distances as expertise with short-range pair-
ings based on orientation is achieved. This process likely proceeds
into adulthood, as experience is gleaned with less common – but
still robust – longer-range correlations present in nature.
REFERENCES
Alberts, J. R. (1984). “Sensory-perceptual development in the Norway rat:
A view towards comparative studies,” in Comparative Perspectives on Mem-
ory Development, eds R. Kail and N. S. Spear (Hillsdale, NJ: Erlbaum),
65–101.
Atkinson, J., and Braddick, O. (1992). Visual segmentation of oriented tex-
tures by infants. Behav. Brain Res. 49, 123–131. doi: 10.1016/S0166-4328(05)
80202-5
Atkinson, J., and Braddick, O. (2007). Visual and visuocognitive development
in children born very prematurely. Prog. Brain Res. 164, 123–149. doi:
10.1016/S0079-6123(07)64007-2
Baker, T. J., Tse, J., Gerhardstein, P., and Adler, S. A. (2008). Contour integration by
6-month-old infants: discrimination of distinct contour shapes. Vision Res. 48,
136–148. doi: 10.1016/j.visres.2007.10.021
www.frontiersin.org July 2014 | Volume 5 | Article 719 | 7
Taylor et al. Development of contour processing
Banks, M., and Salapatek, P. (1981). Infant pattern vision: a new approach
based on the contrast sensitivity function. J. Exp. Child Psychol. 31, 1–45. doi:
10.1016/0022-0965(81)90002-3
Beaudot, W. H., and Mullen, K. T. (2001). Processing time of contour integra-
tion: the role of colour, contrast, and curvature. Perception 30, 833–854. doi:
10.1068/p3164
Benedek, K., Janáky, M., Braunitzer, G., Rokszin, A., Kéri, S., and Benedek,
G. (2010). Parallel development of contour integration and visual contrast
sensitivity at low spatial frequencies. Neurosci. Lett. 472, 175–178. doi:
10.1016/j.neulet.2010.02.001
Biederman, I. (1987). Recognition-by-components: a theory of human image
understanding. Psychol. Rev. 94, 115–147. doi: 10.1037/0033-295X.94.
2.115
Blum, H. (1967). “A transformation for extracting new descriptors of shape,”
in Models for the Perception of Speech and Visual Form, ed. W. Wathen-Dunn
(Amsterdam: MIT Press), 362–380.
Bornstein, M. H., Kessen, W., and Weiskopf, S. (1976). Color vision and hue cat-
egorization in young human infants. J. Exp. Psychol. Hum. Percept. Perform. 2,
115–129. doi: 10.1037/0096-1523.2.1.115
Bosking, W. H., Zhang, Y., Schoﬁeld, B., and Fitzpatrick, D. (1997). Orientation
selectivity and the arrangement of horizontal connections in tree shrew striate
cortex. J. Neurosci. 17, 2112–2127.
Braddick, O., and Atkinson, J. (2011). Development of human visual function.
Vision Res. 51, 1588–1609. doi: 10.1016/j.visres.2011.02.018
Braddick, O. J., Wattam-Bell, J., and Atkinson, J. (1986). Orientation-speciﬁc cor-
tical responses develop in early infancy. Nature 320, 617–619. doi: 10.1038/
320617a0
Bremner, J. G., Slater, A. M., Johnson, S. P., Mason, U. C., and Spring, J. (2012).
Illusory contour ﬁgures are perceived as occluding contours by 4-month-old
infants. Dev. Psychol. 48, 398–405. doi: 10.1037/a0024922
Brunswick, E., and Kamiya, J. (1953). Ecological cue-validity of proximity and of
other gestalt factors. Am. J. Psychol. 66, 20–32. doi: 10.2307/1417965
Burkhalter, A. (1993). Development of forward and feedback connections between
areas V1 and V2 of human visual cortex. Cereb. Cortex 3, 476–487. doi:
10.1093/cercor/3.5.476
Burkhalter, A., Bernardo, K. L., and Charles,V. (1993). Development of local circuits
in human visual cortex. J. Neurosci. 13, 1916–1931.
Bushnell, I. W. R., Sai, F., and Mullin, J. T. (1989). Neonatal recognition of
the mothers face. Br. J. Dev. Psychol. 7, 3–15. doi: 10.1111/j.2044-835X.1989.
tb00784.x
Candy, T. R., Skoczenski, A. M., and Norcia, A. M. (2001). Normalization models
applied to orientation masking in the human infant. J. Neurosci. 21, 4530–4541.
Cass, J. R., and Spehar, B. (2005). Dynamics of collinear contrast facilitation are
consistent with long-range horizontal striate transmission. Vision Res. 45, 2728–
2739. doi: 10.1016/j.visres.2005.03.010
Choe, Y. (2001). Perceptual Grouping in a Self-organizing Map of Spiking Neurons.
Unpublished Doctoral Dissertation. Austin: University of Texas.
Dickinson, S. J., Pentland, A. P., and Rosenfeld, A. (1992). From volumes
to views: an approach to 3-D object recognition. Comput. Vis. Graph.
Image Process. Image Underst. 55, 130–154. doi: 10.1016/1049-9660(92)
90013-S
Field, D. J., Hayes, A., and Hess, R. F. (1993). Contour integration by the human
visual system: evidence for a local “association ﬁeld.”Vision Res. 33, 173–193. doi:
10.1016/0042-6989(93)90156-Q
Fowlkes, C. C., Martin, D. R., and Malik, J. (2007). Local ﬁgure–ground cues are
valid for natural images. J. Vis. 7, 1–9. doi: 10.1167/7.8.2
Galuske, R. A., and Singer, W. (1996). The origin and topography of long-range
intrinsic projections in cat visual cortex: a developmental study. Cereb. Cortex 6,
417–430. doi: 10.1093/cercor/6.3.417
Geisler, W. S. (2008). Visual perception and the statistical proper-
ties of natural scenes. Annu. Rev. Psychol. 59, 167–192. doi:
10.1146/annurev.psych.58.110405.085632
Geisler, W. S., and Perry, J. S. (2009). Contour statistics in natural images: group-
ing across occlusions. Vis. Neurosci. 26, 109–121. doi: 10.1017/S09525238
08080875
Geisler,W. S., Perry, J. S., Super, B. J., and Gallogly, D. P. (2001). Edge co-occurrence
in natural images predicts contour grouping performance. Vision Res. 41, 711–
724. doi: 10.1016/S0042-6989(00)00277-7
Gerhardstein, P., Kovács, I., Ditre, J., and Feher, A. (2004). Detection of contour
continuity and closure in three-month-olds. Vision Res. 44, 2981–2988. doi:
10.1016/j.visres.2004.06.023
Gerhardstein, P., Lui, J., and Rovee-Collier, C. (1998). Perceptual constraints
on infant memory retrieval. J. Exp. Child Psychol. 69, 109–131. doi:
10.1006/jecp.1998.2435
Gerhardstein, P., Tse, J., Dickerson, K., Hipp, D., and Moser, A. (2012). The
human visual system uses a global closure mechanism. Vision Res. 71, 18–27.
doi: 10.1016/j.visres.2012.08.011
Gilad, A., Meirovithz, E., Leshem, A., Arieli, A., and Slovin, H. (2012).
Collinear stimuli induce local and cross-areal coherence in the visual cor-
tex of behaving monkeys. PLoS ONE 7:e49391. doi: 10.1371/journal.pone.
0049391
Gilad, A., Meirovithz, E., and Slovin, H. (2013). Population responses to contour
integration: early encoding of discrete elements and late perceptual grouping.
Neuron 78, 389–402. doi: 10.1016/j.neuron.2013.02.013
Gilbert, C. D., Das, A., Ito, M., Kapadia, M., and Westheimer, G. (1996). Spatial
integration and cortical dynamics. Proc. Natl. Acad. Sci. U.S.A. 93, 615–622. doi:
10.1073/pnas.93.2.615
Gilbert, C. D., and Wiesel, T. N. (1983). Clustered intrinsic connections in cat visual
cortex. J. Neurosci. 3, 1116–1133.
Gilbert, C. D., and Wiesel, T. N. (1989). Columnar speciﬁcity of intrinsic hor-
izontal and corticocortical connections in cat visual cortex. J. Neurosci. 9,
2432–2442.
Gilbert, C. D., Sigman, M., and Crist, R. E. (2001). The neural basis of perceptual
learning. Neuron 31, 681–697. doi: 10.1016/S0896-6273(01)00424-X
Gintautas, V., Ham, M. I., Kunsberg, B., Barr, S., Brumby, S. P., Rasmussen, C.,
et al. (2011). Model cortical association ﬁelds account for the time course and
dependence on target complexity of human contour perception. PLoS Comput.
Biol. 7:e1002162. doi: 10.1371/journal.pcbi.1002162
Grossberg, S., and Williamson, J. R. (2001). A neural model of how horizon-
tal and interlaminar connections of visual cortex develop into adult circuits
that carry out perceptual grouping and learning. Cereb. Cortex 11, 37–58. doi:
10.1093/cercor/11.1.37
Hadad, B., Maurer, D., and Lewis, T. L. (2010a). The effects of spatial proximity
and collinearity on contour integration in adults and children. Vision Res. 50,
772–778. doi: 10.1016/j.visres.2010.01.021
Hadad, B. S., Maurer, D., and Lewis, T. L. (2010b). The development of contour
interpolation: evidence from subjective contours. J. Exp. Child Psychol. 106, 163–
176. doi: 10.1016/j.jecp.2010.02.003
Hadad, B. S., and Kimchi, R. (2006). Developmental trends in utilizing perceptual
closure for grouping of shape: effects of spatial proximity and collinearity. Percept.
Psychophys. 68, 1264–1273. doi: 10.3758/BF03193726
Hall, S., Pollux, P. M., and Guo, K. (2010). Exploitation of natural geomet-
rical regularities facilitates target detection. Vision Res. 50, 2411–2420. doi:
10.1016/j.visres.2010.09.011
Hipp, D., Moser, A., Dickerson, K., and Gerhardstein, P. (2014). Age-related changes
in visual contour integration: implications for physiology from psychophysics.
Dev. Psychobiol. doi: 10.1002/dev.21225 [Epub ahead of print].
Hou, C., Pettet, M. W., Sampath, V., Candy, T. R., and Norcia, A. M. (2003).
Development of the spatial organization and dynamics of lateral interactions in
the human visual system. J. Neurosci. 23, 8630–8640.
Huang, P. C., Hess, R. F., and Dakin, S. C. (2006). Flank facilitation
and contour integration: different sites. Vision Res. 46, 3699–3706. doi:
10.1016/j.visres.2006.04.025
Hubel, D. H., and Wiesel, T. N. (1959). Receptive ﬁelds of single neurones in the
cat’s striate cortex. J. Physiol. 148, 574–591.
Hubel, D. H., and Wiesel, T. N. (1968). Receptive ﬁelds and functional architecture
of monkey striate cortex. J. Physiol. 195, 215–243.
Hubel, D. H., Wiesel, T. N., and LeVay, S. (1977). Plasticity of ocular dominance
columns in monkey striate cortex. Philos. Trans. R. Soc. Lond. B Biol. Sci. 278,
377–409. doi: 10.1098/rstb.1977.0050
Johnson, M., Dziurawiec, S., Ellis, H., and Morton, J. (1992). Newborns’ preferential
tracking of face-like stimuli and its subsequent decline. Cognition 40, 1–19. doi:
10.1016/0010-0277(91)90045-6
Johnson, S. P. (2001). Visual development in human infants: binding fea-
tures, surfaces, and objects. Vis. Cogn. 8, 565–578. doi: 10.1080/135062801
43000124
Frontiers in Psychology | Perception Science July 2014 | Volume 5 | Article 719 | 8
Taylor et al. Development of contour processing
Johnson, S. P. (2004). Development of perceptual completion in infancy. Psychol.
Sci. 15, 769–775. doi: 10.1111/j.0956-7976.2004.00754.x
Johnson, S. P., and Aslin, R. N. (1996). Perceptions of object unity in young
infants: the rules of motion, depth and orientation. Cogn. Dev. 11, 161–180.
doi: 10.1016/S0885-2014(96)90001-5
Johnson, S. P., and Aslin, R. N. (1998). Young infants’ perception of illu-
sory contours in dynamic displays. Perception 27, 341–354. doi: 10.1068/
p270341
Johnson, S. P., Bremner, J. G., Slater, A. M., Shuwairi, S. M., Mason, U.,
Spring, J., et al. (2012). Young infants’ perception of the trajectories of two-
and three-dimensional objects. J. Exp. Child Psychol. 113, 177–185. doi:
10.1016/j.jecp.2012.04.011
Kapadia, M. K., Westheimer, G., and Gilbert, C. D. (2000). Spatial distribution
of contextual interactions in primary visual cortex and in visual perception.
J. Neurophysiol. 84, 2048–2062.
Kellman, P. J., and Spelke, E. S. (1983). Perception of partly occluded objects in
infancy. Cogn. Psychol. 15, 483–524. doi: 10.1016/0010-0285(83)90017-8
Köhler,W. (1947). Gestalt Psychology: An Introduction toNewConcepts in Psychology.
New York: Liveright.
Kovács, I. (1996). Gestalten of today: early processing of visual contours and
surfaces. Behav. Brain Res. 82, 1–11. doi: 10.1016/S0166-4328(97)81103-5
Kovács, I. (2000). Human development of perceptual organization. Vision Res. 40,
1301–1310. doi: 10.1016/S0042-6989(00)00055-9
Kovács, I., Fehér, Á., and Julesz, B. (1998). Medial-point description of shape: a
representation for action coding and its psychophysical correlates. Vision Res. 38,
2323–2333. doi: 10.1016/S0042-6989(97)00321-0
Kovács, I., and Julesz, B. (1993). A closed curve is much more than an incomplete
one: effect of closure in ﬁgure-ground segmentation. Proc. Natl. Acad. Sci. U.S.A.
90, 7495–7497. doi: 10.1073/pnas.90.16.7495
Kovács, I., Kozma, P., Fehér, Á., and Benedek, G. (1999). Late maturation of visual
spatial integration in humans. Proc. Natl. Acad. Sci. U.S.A. 96, 12204–12209. doi:
10.1073/pnas.96.21.12204
Lawlor, M., and Zucker, S. W. (2013). “Third-order edge statistics: contour con-
tinuation, curvature, and cortical connections,” in Proceedings of the Advances in
Neural Information Processing Systems 26, Chicago, 1763–1771.
Lev,M., and Polat, U. (2011). Collinear facilitation and suppression at the periphery.
Vision Res. 51, 2488–2498. doi: 10.1016/j.visres.2011.10.008
Lewis, T. L., and Maurer, D. (2005). Multiple sensitive periods in human visual
development: evidence from visually deprived children. Dev. Psychobiol. 46, 163–
183. doi: 10.1002/dev.20055
Li, Z. (1998). A neural model of contour integration in the primary
visual cortex. Neural Comput. 10, 903–940. doi: 10.1162/08997669830
0017557
Li, Z. (2002). A saliency map in primary visual cortex. Trends Cogn. Sci. 6, 9–16. doi:
10.1016/S1364-6613(00)01817-9
Lofﬂer, G. (2008). Perception of contours and shapes: low and intermedi-
ate stage mechanisms. Vision Res. 48, 2106–2127. doi: 10.1016/j.visres.2008.
03.006
Machilsen, B., and Wagemans, J. (2011). Integration of contour and surface infor-
mation in shape detection. Vision Res. 51, 179–186. doi: 10.1016/j.visres.2010.
11.005
Marr, D. (1982). Vision: A Computational Investigation into the Human Represen-
tation and Processing of Visual Information. New York, NY: Henry Holt and Co.
Inc.
Mathes, B., and Fahle, M. (2007). Closure facilitates contour integration. Vision Res.
47, 818–827. doi: 10.1016/j.visres.2006.11.014
Maurer, D., Lewis, T. L., Brent, H. P., and Levin, A. V. (1999). Rapid improve-
ment in the acuity of infants after visual input. Science 286, 108–110. doi:
10.1126/science.286.5437.108
Morrone, M. C., and Burr, D. C. (1986). Evidence for the existence and devel-
opment of visual inhibition in humans. Nature 321, 235–237. doi: 10.1038/
321235a0
Needham, A., Dueker, G., and Lockhead, G. (2005). Infants’ formation
and use of categories to segregate objects. Cognition 94, 215–240. doi:
10.1016/j.cognition.2004.02.002
Nelson, J. I., and Frost, B. J. (1985). Intracortical facilitation among co-oriented,
co-axially aligned simple cells in cat striate cortex. Exp. Brain Res. 61, 54–61. doi:
10.1007/BF00235620
Norcia, A., Pei, F., Bonneh, Y., Hou, C., Sampath, V., and Pettet, M.
(2005). Development of sensitivity to texture and contour information in
the human infant. J. Cogn. Neurosci. 7, 569–579. doi: 10.1162/0898929053
467596
Pasupathy, A., and Connor, C. E. (2002). Population coding of shape in area V4.
Nat. Neurosci. 5, 1332–1338. doi: 10.1038/nn972
Patel, P., Maurer, M., and Lewis, L. (2010). The development of
spatial frequency discrimination. J. Vis. 10, 1–10. doi: 10.1167/10.
14.41
Pennefather, P. M., Chandna, A., Kovács, I., Polat, U., and Norcia,
A. M. (1999). Contour detection threshold: repeatability and learning
with ‘contour cards.’ Spat. Vis. 12, 257–266. doi: 10.1163/156856899X
00157
Peterson, M. A. (2001). “Object perception,” in Blackwell Handbook of Sen-
sation and Perception, Chap. 6, ed. E. B. Goldstein (Oxford: Blackwell),
168–203.
Pettet, M. W., McKee, S. P., and Grzywacz, N. M. (1998). Constraints on long
range interactions mediating contour detection. Vision Res. 38, 865–879. doi:
10.1016/S0042-6989(97)00238-1
Piëch, V., Li, W., Reeke, G. N., and Gilbert, C. D. (2013). Network model
of top-down inﬂuences on local gain and contextual interactions in visual
cortex. Proc. Natl. Acad. Sci. U.S.A. 110, E4108–E4117. doi: 10.1073/pnas.
1317019110
Pinto, J. G., Hornby, K. R., Jones, D. G., and Murphy, K. M. (2010). Developmental
changes in GABAergic mechanisms in human visual cortex across the lifespan.
Front. Cell. Neurosci. 4:16. doi: 10.3389/fncel.2010.00016
Piper, M., and Darrah, J. (1994). Motor Assessment of the Developing Infant.
Philadelphia: Saunders.
Polat,U. (1999). Functional architecture of long-range perceptual interactions. Spat.
Vis. 12, 143–162. doi: 10.1163/156856899X00094
Polat, U. (2013). Spatial and temporal rules for contextual modulations. Paper
presented at the 13th Annual Meeting of the Vision Sciences Society, Naples, FL.
Polat, U., and Bonneh, Y. (2000). Collinear interactions and contour integration.
Spat. Vis. 13, 393–402. doi: 10.1163/156856800741270
Polat, U., and Sagi, D. (1993). Lateral interactions between spatial channels: sup-
pression and facilitation revealed by lateral masking experiments. Vision Res. 33,
993–999. doi: 10.1016/0042-6989(93)90081-7
Prodöhl, C., Würtz, R. P., and Von Der Malsburg, C. (2003). Learning the gestalt
rule of collinearity from object motion. Neural Comput. 15, 1865–1896. doi:
10.1162/08997660360675071
Quinn, P. C., and Bhatt, R. S. (2009). Perceptual organization in infancy:
bottom-up and top-down inﬂuences. Optom. Vis. Sci. 86, 589–594. doi:
10.1097/OPX.0b013e3181a5238a
Rockland, K. S., and Lund, J. S. (1982). Widespread periodic intrinsic connections in
the tree shrewvisual cortex. Science 215, 1532–1534. doi: 10.1126/science.7063863
Sagi, D. (2011). Perceptual learning in vision research. Vision Res. 51, 1552–1566.
doi: 10.1016/j.visres.2010.10.019
Schwarzkopf, D. S., Zhang, J., and Kourtzi, Z. (2009). Flexible learning of
natural statistics in the human brain. J. Neurophysiol. 102, 1854–1867. doi:
10.1152/jn.00028.2009
Shani, R., and Sagi, D. (2005). Eccentricity effects on lateral interactions. Vision Res.
45, 2009–2024. doi: 10.1016/j.visres.2005.01.024
Shipley, T. F., and Kellman, P. J. (1992). Strength of visual interpolation depends
on the ratio of physically speciﬁed to total edge length. Percept. Psychophys. 52,
97–106. doi: 10.3758/BF03206762
Sireteanu, R., Fronius, M., and Constantinescu, D. H. (1994). The develop-
ment of visual acuity in the peripheral visual ﬁeld of human infants: binocular
and monocular measurements. Vision Res. 34, 1659–1671. doi: 10.1016/0042-
6989(94)90124-4
Slater, A. J., and Johnson, S. P. (1998). “Visual sensory and perceptual abilities of
the newborn: beyond the blooming, buzzing confusion,” in The Development
of Sensory, Motor and Cognitive Capacities in Early Infancy: From Perception to
Cognition, eds F. Simion and G. Butterworth (Hove: Psychology Press/Erlbaum),
121–141.
Smith, A. T., Singh, K. D., Williams, A. L., and Greenlee, M. W. (2001).
Estimating receptive ﬁeld size from fMRI data in human striate and extras-
triate visual cortex. Cereb. Cortex 11, 1182–1190. doi: 10.1093/cercor/11.12.
1182
www.frontiersin.org July 2014 | Volume 5 | Article 719 | 9
Taylor et al. Development of contour processing
Smith, W. C., Johnson, S. P., and Spelke, E. S. (2003). Motion and edge sensitivity
in perception of object unity. Cogn. Psychol. 46, 31–64. doi: 10.1016/S0010-
0285(02)00501-7
Stettler, D. D., Das,A., Bennett, J., and Gilbert, C. D. (2002). Lateral connectivity and
contextual interactions in macaque primary visual cortex. Neuron 36, 739–750.
doi: 10.1016/S0896-6273(02)01029-2
Sweeny, T. D., Grabowecky, M., and Suzuki, S. (2011). Awareness becomes necessary
between adaptive pattern coding of open and closed curvatures. Psychol. Sci. 22,
943–950. doi: 10.1177/0956797611413292
Taylor, G., and Herbert, J. S. (2014). Infant and adult visual attention during an
imitation demonstration. Dev. psychobiol. 56, 770–782. doi: 10.1002/dev.21147
Ts’o, D. Y., Gilbert, C. D., andWiesel, T. N. (1986). Relationships between horizontal
interactions and functional architecture in cat striate cortex as revealed by cross-
correlation analysis. J. Neurosci. 6, 1160–1170.
Tversky, T., Geisler, W. S., and Perry, J. S. (2004). Contour grouping: closure effects
are explained by good continuation and proximity. Vision Res. 44, 2769–2777.
doi: 10.1016/j.visres.2004.06.011
Ullman, S. (2007). Object recognition and segmentation by a fragment-based
hierarchy. Trends Cogn. Sci. 11, 58–64. doi: 10.1016/j.tics.2006.11.009
Usher, M., Bonneh, Y., Sagi, D., and Herrmann, M. (1999). Mechanisms for spatial
integration in visual detection: a model based on lateral interactions. Spat. Vis.
12, 187–209. doi: 10.1163/156856899X00111
Voges, N., Schüz, A., Aertsen, A., and Rotter, S. (2010). A modeler’s view on the spa-
tial structure of intrinsic horizontal connectivity in theneocortex. Prog. Neurobiol.
92, 277–292. doi: 10.1016/j.pneurobio.2010.05.001
Wagemans, J., Elder, J. H., Kubovy, M., Palmer, S. E., Peterson, M. A., Singh, M.,
et al. (2012). A century of Gestalt psychology in visual perception: I. Perceptual
grouping and ﬁgure–ground organization. Psychol. Bull. 138, 1172–1217. doi:
10.1037/a0029333
Watanabe, T., and Oyama, T. (1988). Are illusory contours a cause or a consequence
of apparent differences in brightness and depth in the Kanizsa square. Perception
17, 513–521. doi: 10.1068/p170513
Wattam-Bell, J., Birtles, D., Nyström, P., von Hofsten, C., Rosander, K., Anker,
S., et al. (2010). Reorganization of global form and motion processing during
human visual development. Curr. Biol. 20, 411–415. doi: 10.1016/j.cub.2009.
12.020
Wertheimer, M. (1958). “Principles of perceptual organization,” in Readings in Per-
ception, eds D. C. Beardslee and M. Wertheimer (Princeton, NJ: D. Van Nostrand
Company), 115–135.
Yen, S. C., and Finkel, L. H. (1998). Extraction of perceptually salient contours
by striate cortical networks. Vision Res. 38, 719–741. doi: 10.1016/S0042-
6989(97)00197-1
Yen, S. C., Menschik, E. D., and Finkel, L. H. (1998). “Cortical synchronization and
perceptual salience,” in Computational Neuroscience: Trends in Research 1998, ed.
J. M. Bower (New York, NY: Plenum Publishing Co.), 125–130.
Zhaoping, L. (2011). Neural circuit models for computations in early visual cortex.
Elsevier 21, 808–815. doi: 10.1016/j.conb.2011.07.005
Conflict of Interest Statement: The authors declare that the research was conducted
in the absence of any commercial or ﬁnancial relationships that could be construed
as a potential conﬂict of interest.
Received: 03 February 2014; accepted: 21 June 2014; published online: 08 July 2014.
Citation: Taylor G, Hipp D, Moser A, Dickerson K and Gerhardstein P (2014) The
development of contour processing: evidence from physiology and psychophysics. Front.
Psychol. 5:719. doi: 10.3389/fpsyg.2014.00719
This article was submitted to Perception Science, a section of the journal Frontiers in
Psychology.
Copyright © 2014 Taylor, Hipp, Moser, Dickerson and Gerhardstein. This is an open-
access article distributed under the terms of the Creative Commons Attribution License
(CC BY). The use, distribution or reproduction in other forums is permitted, provided
the original author(s) or licensor are credited and that the original publication in this
journal is cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.
Frontiers in Psychology | Perception Science July 2014 | Volume 5 | Article 719 | 10
