initiated the study of the complexity of the equation satisfiability problem in finite groups by showing that it is in P for nilpotent groups while it is NP-complete for non-solvable groups. Since then, several results have appeared showing that the problem can be solved in polynomial time in certain solvable groups of Fitting length two. In this work, we present the first lower bounds for the equation satisfiability problem in finite solvable groups: under the assumption of the exponential time hypothesis, we show that it cannot be in P for any group of Fitting length at least four and for certain groups of Fitting length three. Moreover, the same hardness result applies to the equation identity problem.
Introduction
The study of equations over algebraic structures has a long history in mathematics. Some of the first explicit decidability results in group theory are due to Makanin [29] , who showed that equations over free groups are decidable. Subsequently several other decidability and undecidability results as well as complexity results on equations over infinite groups emerged (see [11, 13, 28, 33] for a random selection). For a fixed group G, the equation satisfiability problem EQN-SAT is as follows: given an expression α ∈ (G ∪ X ∪ X −1 ) * where X is some set of variables, the question is whether there exists some assignment σ : X → G such that σ(α) = 1 (here σ is extended to expressions in the natural way -X −1 is a disjoint copy of X representing the inverses of X ). Likewise EQN-ID is the problem, given an expression, decide whether it evaluates to 1 under all assignments. Henceforth, all groups we consider are finite. In this case, equation satisfiability and related questions are clearly decidable by an exhaustive search. Still the complexity is an interesting topic of research: its study has been initiated by Goldmann and Russell [14] , who showed that satisfiability of systems of equations can be decided in P if and only if the group is abelian (assuming P = NP) -otherwise, the problem is NP-complete. They also obtained some results for single equations: EQN-SAT is NP-complete for non-solvable groups, while for nilpotent groups it is in P. This left the case of solvable but non-nilpotent groups open. Indeed, Burris and Lawrence raised the question whether EQN-ID(G) ∈ P for all finite solvable groups G [9, Problem 1] . Moreover, Horváth [16] conjectured a positive answer.
as follows: given an undirected graph Γ = (V, E), the question is whether there is a valid C-coloring of Γ. The C-Coloring problem is one of the classical NP-complete problems for C ≥ 3. Moreover, by [10, Thm. 14.6 ], 3-Coloring cannot be solved in time 2 o(|V |+|E|) unless ETH fails. Since 3-Coloring can be reduced to C-Coloring for fixed C ≥ 3 by introducing only a linear number of additional edges and a constant number of vertices, it follows that also C-Coloring cannot be solved in time 2 o(|V |+|E|) unless ETH fails for any C ≥ 3.
Commutators and Fitting series. Throughout, we only consider finite groups G. We use notation similar to [32] . We write [x, y] = x −1 y −1 xy for the commutator and x y = y −1 xy for the conjugation. Moreover, we write [x 1 , . . . , x n ] = [[x 1 , . . . , x n−1 ], x n ] for n ≥ 3. We also write g H for the set g h h ∈ H (be aware that here we differ from [32] ).
As usual for subsets X, Y ⊆ G, we write X for the subgroup generated by X and we define [X, Y ] = [x, y] | x ∈ X, y ∈ Y and [X 1 , . . . , X k ] = [[X 1 , . . . , X k−1 ], X k ] for X 1 , . . . , X k ⊆ G. In contrast, we write [X, Y ] 
. Now a straightforward induction shows the lemma.
The k-th term of the lower central series is
The Fitting subgroup Fit(G) is the union of all nilpotent normal subgroups. Let G be a finite solvable group. The upper Fitting series
The lower Fitting series
The following facts are also well-known:
Equations in groups.
An expression (also called a polynomial in [35, 20, 27] ) over a group G is a word α over the alphabet G ∪ X ∪ X −1 where X is a set of variables. Here X −1 denotes a formal set of inverses of the variables. Since we are dealing with finite groups only, a variable X −1 ∈ X −1 for X ∈ X can be considered as an abbreviation for X |G|−1 . Sometimes we write α(X 1 , . . . , X n ) for an expression α to indicate that the variables occurring in α are from the set { X 1 , . . . , X n }. Moreover, if β 1 , . . . , β n are other expressions, we write α(β 1 , . . . , β n ) for the expression obtained by substituting each occurrence of a variable X i by the expression β i .
An assignment for an expression α is a mapping σ : X → G -here σ is canonically extended by σ(X −1 ) = σ(X) −1 and σ(g) = g for g ∈ G. An assignment σ is satisfying if σ(α) = 1 in G. The problems EQN-SAT(G) and EQN-ID(G) are as follows: for both of them the input is an expression α. For EQN-SAT(G) the question is whether there exists a satisfying assignment, for EQN-ID(G) the question is whether all assignments are satisfying.
Notice that in the literature EQN-SAT is also denoted by POL-SAT [35, 20] or Eq [27] , while EQN-ID is also referred to as POL-EQ (e.g. in [35, 20, 24] ) or Id [27] .
If X = Y ∪ Z with Y ∩ Z = ∅ and we are given assignments σ 1 : Y → G and σ 2 :
Inducible and atomically universally definable subgroups. According to [14] , we call a
In this case we say that α induces S. Notice that in a finite group every verbal subgroup is inducible. This shows the first three points of the following lemma (for γ 1 G, see also [14, Lemma 5] ): Lemma 4. Let G be a finite group. Then (i) for every k ∈ N, the subgroup generated by all k-th powers is inducible, (ii) every term γ k G of the lower central series is inducible, (iii) every term L k G of the lower Fitting series is inducible,
The fourth point follows simply by "plugging in" an expression for H inside an expression for K. The last point follows from the proof of [27, Lemma 9 ] . Be aware that the terms of the upper Fitting series are not inducible in general. Therefore, we introduce a similar notion:
We call a subset S ⊆ G atomically universally definable if there is some word α ∈
In this case we say that α atomically universally defines S. (Notice that universally definable usually is defined analogously but instead of a single equation α one allows a Boolean formula of equations.)
It is clear that the center Z(G) of a group is atomically universally definable by the expression [X, Y ]. This generalizes as follows:
Lemma 5. Let G be a finite group. The Fitting group Fit(G) is atomically universally definable.
If N ≤ H ≤ G and N is normal in G and H/N is atomically universally definable in G/N and N is atomically universally definable in G, then H is atomically universally definable in G. All terms U i G of the upper Fitting series are atomically universally definable.
Proof. By Lemma 3, the normal subgroup g G generated by g ∈ G is nilpotent if and only if g ∈ Fit(G). Therefore, g ∈ Fit(G) if and only if M g G = 1, which, by Lemma 1, is the case if and only if M g G set = 1. Hence, the expression [X Y1 , . . . , X Y M ] atomically universally defines Fit(G). The following facts are also straightforward (see [14, Lemma 8] or [18, Lemma 9 and 10]):
. Notice that if G = H Q, then we always have EQN-SAT(Q) ≤ AC 0 m EQN-SAT(G)even without H being inducible. This is because every solution in G projects to one in Q and every solution in Q embeds to one in G. Moreover, even if G is finite but not a semidirect product, EQN-SAT(G/H) always reduces to EQN-SAT(G) via disjunctive truth table reductions by the proof of [5, Theorem 9] -be aware that this relies on the fact that we are dealing with finite groups.
The situation for reducing EQN-ID(G/H) to EQN-ID(G) is slightly more complicated. For this we need an atomically universally definable subgroup.
Lemma 7. Let H G be an atomically universally definable normal subgroup. Then
. Letα denote the expression obtained from α by replacing every constant of Q by an arbitrary preimage in G. Then σ(α) = 1 in Q for all assignments σ : X → Q if and only ifσ(α) ∈ H for all assignmentsσ : X → G. By the choice of β, the latter is the case if and only ifσ(β(α, Y 1 , . . . , Y k )) = 1 for all assignmentsσ :
G-programs and AND-weakness
Let G be a finite group. An n-input G-program of length with variables from { X 1 , . . . , X n } is a sequence
For a mapping σ : { X 1 , . . . , X n } → {0, 1} (called an assignment) we define σ(P ) ∈ G as the group element
We say that an n-input G-program P computes a function f :
ProgramSAT is the following problem: given a G-program P with variables X 1 , . . . , X n , decide whether there is an assignment σ :
The AND-weakness conjecture. In [6] , Barrington, Straubing and Thérien conjectured that, if G is finite and solvable, every G-program computing the n-input AND requires length exponential in n. This is called the AND-weakness conjecture.
Unfortunately, the term "exponential" seems to be a source of a possible misunderstanding: while often it means 2 Ω(n) , in other occasions it is used for 2 n Ω (1) . Indeed, in [14, 5] , the conjecture is restated as its strong version : "every G-program over a solvable group G for the n-input AND requires length 2 Ω(n) ." However, already in the earlier paper [4] , it is remarked that the n-input AND can be computed by depth-k CC 0 circuits of size 2 O(n 1/(k−1) ) for every k ≥ 2 (a CC 0 circuit is a circuit consisting only of MOD m gates for some m ∈ N). For a recent discussion about the topic also referencing the cases where the conjecture actually is proved, we refer to [26] .
In this section we provide a more detailed upper bound on the length of G-programs for the AND function in terms of the Fitting length of G. We can view our upper bound as a refined version of the 2 O(n 1/(k−1) ) upper bound for depth-k CC 0 circuits. This is because every depth-k CC 0 circuit can be transformed into a G-program of polynomial length over a group G of Fitting length k (indeed, of derived length k) by [30, Theorem 2.8] .
The easiest variant to disprove the strong version of the AND-weakness conjecture is a divide-and-conquer approach: Assume we can compute the n-input AND by a CC 0 -circuit of size 2 n and depth 2 (which is true by [3] ). Since we can decompose the n-input AND as √ n-input AND of √ n many √ n-input ANDs, we obtain a CC 0 circuit of depth 4 and size roughly 2 
Then the n-input AND function can be computed by a G-program of length
The lower Fitting series is the special example of such a series where
Thus, we get the following corollary: Example 10. The symmetric group on four elements S 4 has Fitting length 3 with S 4 ≥ A 4 ≥ C 2 × C 2 ≥ 1 being both the upper and lower Fitting series. Therefore, we obtain a length-O(2 2 √ n) ) program for the n-input AND by Proposition 8. In particular, the strong version of the AND-weakness conjecture does not hold for the group S 4 . Note that according to [6] , S 4 is the smallest group for which the 2 Ω(n) lower bound from [6] does not apply.
On the other hand, consider the group G = (C 3 × C 3 ) D 4 where D 4 (the dihedral group of order eight) acts faithfully on C 3 × C 3 1 . It has Fitting length two. Moreover, its derived subgroup G = (C 3 × C 3 ) C 2 still has Fitting length two. Hence, we have a series H 3 = G,
, and H 0 = 1. Therefore, we get an upper bound of O(2 n/2 ) for the length of a program for the n-input AND.
Proof of Proposition 8. We choose K = (n/C) 1/c . For simplicity, let us first assume that K is an integer. Moreover, we assume that K is large enough such that H i = [ K H i+1 ] holds whenever k i = ∞ and that K ≥ k i + 1 for all k i < ∞.
We define sets
By Lemma 1 and induction it follows that H i = A i for all i ∈ 0, . . . , m. Since H 1 = 1, we find a non-trivial element g ∈ A 1 . We can decompose g recursively. For this, we need some more notation: for ∈ [1 .. m] consider the set of words
We have |V m | = C · K c = n, so we can fix a bijection κ :
Now, we can describe the recursive decomposition of g = g :
g v for v ∈ V m are arbitrary element from G, and
For
In order to obtain a G-program for the n-input AND, we define G-programs P v for v ∈ ≤m V . In the commutators we need also programs for inverses: for a G-program
. Clearly (σ(P )) −1 = σ(P −1 ) for all assignments σ.
for
For v ∈ V let V (v) denote the set of those words w ∈ V m having v as a prefix. By induction we see that
This shows the correctness of our construction. It remains to consider the case that (n/C) 1/c is not an integer. Then we set K = (n/C) 1/c . It follows that |V m−1 | = C · K c ≥ n, so we can fix a bijection κ :
This concludes the proof of Proposition 8.
Remark 11. In the light of Proposition 8 it is natural to ask for a refined version of the AND weakness conjecture. A natural candidate would be to conjecture that every G-program for the n-input AND has length 2 Ω(n 1/(d−1) ) where d is the Fitting length of G.
However, this is also wrong! Indeed, in [4, Section 2.4] Barrington, Beigel and Rudich show that the n-input AND can be computed by circuits using only MOD m gates of depth 3 and size 2 O(n 1/r log n) where r is the number of different prime factors of m. Translating the circuit into a G-program yields a group G of Fitting length 3. Since there is no bound on r, we see that there is no lower bound on the exponent δ such that there are G-programs of length 2 O(n δ ) for the n-input AND in groups of Fitting length 3. While this does not yield smaller CC 0 circuits or shorter G-programs than the approach of Proposition 8 allows, it shows that the divide-and-conquer technique on which Proposition 8 relies is not always the best way for constructing small programs for AND.
In [15] it is shown that the AND function can be computed by probabilistic CC 0 circuits using only a logarithmic number of random bits, which "may be viewed as evidence contrary to the conjecture" [15] . In the light of this, we do not feel confident to judge which form of the AND-weakness conjecture might be true. The following version seems at least possible.
Conjecture 1 (AND-weakness [6] ). Let G be finite solvable. Then every G-program for the n-input AND has length 2 n Ω (1) .
Notice that [5, Theorem 2] (if G is AND-weak, ProgramSAT over G can be decided in quasi-polynomial time) still holds with this version of the AND-weakness conjecture.
Reducing C-Coloring to equations
In this section we describe the reduction of C-Coloring to EQN-SAT(G) and EQN-ID(G) in the spirit of [14, 27] . For this, we rely on the fact that G has some normal subgroups meeting some special requirements. In Section 5, we show that all sufficiently complicated finite solvable groups meet the requirements of Theorem 14.
For a normal subgroup H G and g ∈ G, we define η g (H) = H , M g G . Since H is normal, we have η g (H) ≤ H and η g (H) is normal in G.
Lemma 12.
Let H G be a normal subgroup and g ∈ G. Then (i) η g (η g (H)) = η g (H), and (ii) η gh (H) ≤ η g (H)η h (H), and (iii) FitLen(η gh (H)) ≤ max { FitLen(η g (H)), FitLen(η h (H)) }.
Proof. We use the fact that M is chosen such that
The second point follows with the same kind of argument:
The last step is because any of the commutators in [H, 2M g G ∪ h G ] set either contains at least M terms from g G and, thus, is in η g (H) or it contains at least M terms from h G . The third point is an immediate consequence of the second point and Lemma 3.
Lemma 13. Suppose that K G is a normal subgroup satisfying η g (K) = K for some g ∈ G. Then K is inducible.
Proof. Because η g (K) = K for some g ∈ G implies that K = [K, G], it follows from Lemma 4 that K is inducible. Proof. We reduce the C-Coloring problem to EQN-SAT (resp. EQN-ID). Notice that we have a size blow-up so that a graph with n vertices and m edges is reduced to an equation of length 2 O( √ n+m) . For the number of colors we use C = |G/H|. Thus, since we assumed |G/H| ≥ 3, under ETH C-Coloring cannot be solved in time 2 o(n+m) . Hence, a 2 o(log 2 N ) time algorithm for EQN-SAT (resp. EQN-ID) would contradict ETH if N denotes the input length for EQN-SAT (resp. EQN-ID).
Let us describe how the C-Coloring problem for a given graph Γ = (V, E) is reduced to an instance of EQN-SAT (resp. EQN-ID). We denote V = { v 1 , . . . , v n }. For every vertex v i we introduce a variable X i and we set X = { X 1 , . . . , X n }. By fixing a bijection |G/H| → [1 .. C], we obtain a correspondence between assignments X → G and colorings V → [1 .. C] (be aware that it is not one-to-one). During the construction we will also introduce a set Y of auxiliary variables. The idea is that an assignment X → G represents a valid coloring if and only if there is an assignment to the auxiliary variables under which the equation evaluates to a non-identity element.
For each edge { v i , v j } ∈ E, we introduce one edge gadget X i X −1 j (it does not matter which one is the positive variable). Now, we group these gadgets into µ batches of µ elements each (if the number of gadgets is not a square, we duplicate some gadgets) -i.e., we choose µ = √ m . How the gadgets exactly are grouped together does not matter. 
Let β k,1 , . . . , β k,µ be the gadgets of the k-th batch for some k ∈ [1 .. µ]. We define
(1)
We do this for every batch of gadgets. Moreover, for every set of auxiliary variables Y k we add M disjoint copies, which we call Y Here, we write Y = k,i Y (i) k . We fix a bijection ξ :
For an assignment σ : X → G, we define a corresponding coloring
In order to see Lemma 15, we first prove another lemma:
Proof. By construction, we have (σ ∪ σ )(α k,i ) ∈ K for all k and i and all assignments σ and σ . Since K is normal, it follows that (σ ∪ σ )(γ k ) ∈ K for all assignments σ and σ . Consider the case that g i := σ(β k,i ) ∈ G H for all i ∈ [1 .. µ]. By assumption, we have K = η g1 (K) = η g2 (η g1 (K)) = · · · = η gµ . . . η g2 (η g1 (K)) · · · ). By Lemma 1, it follows that
set and every element in K can be written as a product of length at most |K| over any generating set, we conclude
set |K| . This is exactly the form how γ k was defined in Equation (1) (recall that α k,i can evaluate to every element of K). Therefore, for each h ∈ K, there is an assignment σ :
On the other hand, if g i := σ(β k,i ) ∈ H for some i, then (σ ∪ σ )(γ k ) ∈ η gi (K). Since FitLen(η gi (K)) ≤ 1, we have (σ ∪ σ )(γ k ) ∈ U 1 K by Lemma 3.
The second part of the lemma follows from the first one: if for some σ : 
Proof of Lemma 15. Let χ σ be a valid coloring. First, observe that the gadgets all evaluate to some element outside of H under σ. This is because, if there is a gadget X i X −1 j that means that { v i , v j } ∈ E and so χ σ (v i ) = χ σ (v j ); hence, σ(X i ) = σ(X j ) in G/H (since ξ is a bijection). Therefore, by part (ii) of Lemma 16, it follows that δ evaluates toh under some proper assignment for Y.
On the other hand, if χ σ is not a valid coloring, then there is an edge
. Then we will have σ(X i )H = σ(X j )H. Hence, by Lemma 16 (ii), we obtain that (σ χ ∪ σ )(δ) = 1 in G for any σ : Y → G.
This concludes the proof of Theorem 14.
Consequences
In this section we derive our main result Corollary A. We start again with a lemma. The construction for Lemma 17 resembles the ones in Lemmas 5 and 6 of [27] . However, while in [27] a minimal normal subgroup N of a quotient G/K is constructed such that r g with r g (x) = [x, g] is an automorphism of N (and N is abelian), in our case this is not enough since we need to apply commutator constructions to our analog of N in the spirit of the divide-and-conquer approach of Proposition 8. While our construction is rather easier than [27] , it cannot cope with the case that G/U d−1 G is a 2-group.
We construct a sequence of normal subgroups K 1 , K 2 , . . . of G as follows: we set K 1 = η g1 (G). By Lemma 2, K 1 = γ ∞ g G 1 , so it has Fitting length d − 1. Now, while there is some g i ∈ G such that η gi (K i−1 ) < K i−1 and FitLen(η gi (K i−1 )) = FitLen(K i−1 ), we set K i = η gi (K i−1 ) and continue. Since K i is a proper subgroup of K i−1 , this process eventually terminates. We call the last term K. We claim that K satisfies the statement of Lemma 17. By construction for every g ∈ G one of the two cases η g (K) = K or FitLen(η g (K)) < FitLen(K) applies. Moreover, since K = η g (K ) for some K ≤ G and some g ∈ G, we have K = η g (K ) = η g (η g (K )) = η g (K) by Lemma 12 (i). By Lemma 12 (iii), the elements
Since there is some g ∈ G with K = η g (K), we have H = G.
Be aware that K depends on the order the g i were chosen. Indeed, if G is a direct product of two groups G 1 and G 2 of equal Fitting length, then K will either be contained in G 1 or in G 2 -in which factor depends on the choice of the g i . Proof. Consider the case that G has Fitting length 3 and |G/U 2 G| has a prime divisor 3 or greater. Let 2 ν for some ν ∈ N be the greatest power of two dividing |G/U 2 G|. Then, the subgroup G generated by all 2 ν -th powers is normal and it is not contained in U 2 G. Therefore, by Lemma 3 it has Fitting length 3 as well. Also, by Lemma 3, we know that
Moreover, since G is generated by 2 ν -th powers, the generators of G have odd order in G/U 2 G. Since G/U 2 G is nilpotent, it follows that | G/U 2 G| is odd (recall that a nilpotent group is a direct product of p-groups).
Since G is inducible in G, by Lemma 6, it suffices to show that G satisfies the requirements of Theorem 14. For this, we use Lemma 17, which gives us normal subgroups K H G with U 2 G ≤ H, FitLen(K) = 2 and such that for all g ∈ G H we have η g (K) = K, and for all h ∈ H we have FitLen(η h (K)) ≤ 1.
It only remains to show that | G/H| ≥ 3. Nevertheless, since H = G and | G/H| is odd, this holds trivially. Thus, both EQN-SAT(G) and EQN-ID(G) are not in P under ETH if G has Fitting length 3 and |G/U 2 G| a prime divisor 3 or greater.
The second case can be reduced to the first case as follows: Assume that G has Fitting length d ≥ 4. If |G/U d−1 G| has a prime factor 3 or greater, we can apply the Fitting length 3 case to G/L 3 G for EQN-SAT and to G/U d−3 G for EQN-ID. By Lemma 4 and Lemma 6 this implies the corollary for EQN-SAT. For EQN-ID, the statement follows form Lemma 5 and Lemma 7.
On the other hand, if |G/U d−1 G| = 2 ν for some ν ≥ 1, as in the first case, we consider the subgroup G generated by all 2 ν -th powers. Then the index of G in G is again a power of two (since the order of every element in G/ G is a power of two). Moreover, G ≤ U d−1 G and, by Lemma 3, we have
cannot be a power of two because, otherwise, G/U d−2 G would be a 2-group and, thus, nilpotent -contradicting the fact that the upper Fitting series is a shortest Fitting series. Since the index of G in U d−1 G is a power of two, we see that G ⊆ U d−2 G and that the index of U d−2 G in G has a prime factor other than 2. Therefore, we can apply the Fitting length 3 case to G/L 3 G (resp. G/U d−3 G).
Consequences for ProgramSAT.
It is well-known that for finite groups EQN-SAT ≤ AC 0 m ProgramSAT [5, Lem. 1] (while not explicitly stated, it is clear that the reduction described there is an AC 0 -reduction). Thus, by Theorem 14, ProgramSAT is not in P under ETH if G is of Fitting length at least 4 or G is of Fitting length 3 and G/U 2 G is not a 2-group.
Small groups for which Theorem 18 gives a lower bound. In [17] lists of groups are given where the complexity of EQN-SAT and EQN-ID is unknown. The paper refers to a more comprehensive list available on the author's website http://math.unideb.hu/ horvath-gabor/research.html. We downloaded the lists of groups and ran tests in GAP for which of these groups Theorem 18 provides lower bounds. In the list with unknown complexity for EQN-ID there are 2331 groups of order less than 768 out of which 1559 are of Fitting length three or greater. Theorem 18 applies to 22 of them: 3 groups of Fitting length 4 and 19 groups G of Fitting length 2 where G/U 2 G is not a 2-group. A list of the groups for which we could prove lower bounds can be found in Table 1 . Lemma 20. If a group G divides a semigroup S, then G divides already one of the maximal subgroups (i.e., regular H-classes) of S.
Proof. Let U ≤ S a subsemigroup and ϕ : U → G a surjective semigroup homomorphism. Pick some arbitrary element s ∈ U and let e = s ω be the idempotent generated by s. Clearly, we have ϕ(e) = 1. Now, the subsemigroup eU e ≤ U still maps surjectively onto G under ϕ: by assumption for every g ∈ G there is some u g ∈ U with ϕ(u g ) = g; hence, g = 1g1 = ϕ(e)ϕ(u g )ϕ(e) ∈ ϕ(eU e).
If eU e is not contained in a maximal subgroup, then by point 2. of [31, Exercise A.2.2], there is some t ∈ eU e which is not J -equivalent to e. Now, we can repeat the above process starting with t. This will decrease the size of U , so it eventually terminates. Proof. If G with FitLen(G) ≥ 4 or FitLen(G) = 3 and G/U 2 G divides S, then it follows from Lemma 20 that there is a group G with the same properties and which is a maximal subgroup of S. Hence, the statement follows from Lemma 19.
[2, Theorem 1] states that identity checking over G reduces to identity checking over S where G is the direct product of all maximal subgroups of S. However, be aware that in this context the identity checking problem does not allow constants. Since the proof of Theorem 14 essentially relies on the fact that the subgroup K is inducible and this can be only shown using constants, this does not allow us to show hardness of EQN-ID(S).
Conclusion
We have shown that assuming the exponential time hypothesis there are solvable groups with equation satisfiability problem not decidable in polynomial time. Thus, under standard assumptions from complexity theory this means a negative answer to [9, Problem 1] (also conjectured in [16] ). Theorem 18 yields a quasipolynomial time lower bound under ETH. Thus, a natural weakening of [9, Problem 1] is as follows:
Conjecture 2. If G is a finite solvable group, then EQN-SAT(G) and EQN-ID(G) are decidable in quasipolynomial time.
Notice that a quasipolynomial time algorithm for EQN-SAT(G) is also conjectured in [14] if G is AND-weak.
Theorem 18 proves lower bounds on EQN-SAT and EQN-ID for all sufficiently complicated finite solvable groups. Possible further research might attack the question to which other groups of Fitting length three or even two our lower bounds might be extended.
