The intrinsic variability of the Antarctic Circumpolar Current is investigated using an idealized winddriven model. The model uses three quasigeostrophic layers, with steady wind stress forcing, and no diabatic effects. Despite the idealized nature of the model, the simulations display a robust mode of low-frequency variability in the flow. It is demonstrated that this variability is dependent upon the explicit simulation of the dynamics of mesoscale eddies. As such, the variability is sensitive to stratification, horizontal viscosity, bottom stress, and topography. The energetic balance of the variability is diagnosed, and a driving mechanism is proposed that involves positive feedback between the generation of eddies through baroclinic instability and the dynamics of the mean circulation.
Introduction
The Antarctic Circumpolar Current (ACC) is a unique current. It carries the largest volume flux of any current -137 Ϯ 8 Sv (1 Sv ϵ 10 6 m 3 s
Ϫ1
) (Cunningham et al. 2003) . Moreover, the Southern Ocean is zonally unbounded, so that the Sverdrup balance does not apply here as it does elsewhere in midlatitude oceans (Rintoul et al. 2001) . Instead, the average transport is controlled by a subtle balance among the wind stress input, interfacial form stress, bottom form stress, and the net meridional transport in each layer (see, e.g., Olbers 1998) .
A hierarchy of models can be used to demonstrate the essential dynamics of the ACC. With a flat-bottomed, barotropic wind-driven channel ocean model, Hidaka's dilemma (Hidaka and Tsuchiya 1953) comes into play, and the modeled zonal transport is very large. Inclusion of topography shows how bottom form stress controls the zonal momentum budget (Munk and Palmén 1951) . In multilayer quasigeostrophic (QG) models, such as the one used here, the barotropic transport is still limited by topographic form stress (McWilliams et al. 1978; Treguier and McWilliams 1990) . These models can also be used to demonstrate the importance of standing eddies in transferring momentum vertically through interfacial form stress (Treguier and McWilliams 1990; Wolff et al. 1991) . Transient eddies can also transfer momentum vertically through interfacial form stress (especially in regions of small-scale topography), and may help to spin up stationary eddies (Hallberg and Gnanadesikan 2001) . In addition transient eddies play a role in concentrating the flow into jets (Wolff et al. 1991) .
There is strong evidence that the ACC cannot be fully explained by idealized QG models. For example, general circulation models have been used to demonstrate the complementary role of thermal and wind stress forcing in driving the ACC (Cai and Baines 1996) . Moreover, interactions between buoyancy and wind forcing are complicated by the role of eddies in setting up the stratification (Karsten et al. 2002) . The role of eddies in setting the structure of the mean flow indicates that QG models may not be able to accurately represent the ACC (Hughes and Ash 2001) . Nonetheless, QG models do enable the simulation of nonlinear effects and eddies in an efficient manner, thereby permitting numerical experiments across a wide parameter range.
The variability of the ACC is an important aspect of the current and is likely to be relevant to climate vari-ability in the Southern Ocean. The higher-frequency variability of the ACC can be diagnosed to some extent. For example, on monthly time scales there is a link between the Madden-Julian oscillation (in the tropical Indian Ocean) and circumpolar transport through wind stress forcing (Matthews and Meredith 2004) . At subannual time scales there is further evidence for winddriven variability (Hughes et al. 1999; Gille et al. 2001) . Lower-frequency variability is more difficult to constrain from existing data. For example, the Antarctic Circumpolar Wave, a 4-yr propagating mode of variability proposed by White and Peterson (1996) and Jacobs and Mitchell (1996) is still a topic of debate. The most recent data indicate that such a wave varies in both intensity and spatial pattern (Venegas 2003) . Variability at longer, decadal, time scales cannot be diagnosed with confidence because of the short satellite record and sparse ocean datasets in the Southern Ocean. However, previous idealized studies of the ACC have indicated the potential for low-frequency variability of the circulation (see Wolff et al. 1991, Fig. 15b ).
Here we investigate the possibility of intrinsic variability of a nonlinear circumpolar current. There is some precedent for such a study. Investigations into the double-gyre circulation of a closed ocean basin have revealed modes of internal variability that depend upon the nonlinearity of the flow and/or the role of eddies and geostrophic turbulence. This variability may be explained by one of two methods: examining lowdimensional systems to find a series of bifurcations leading to a homoclinic orbit (see Simonnet and Dijkstra 2002; Simonnet et al. 2005) , or alternatively through eddy-mean flow interactions in very high dimensional, turbulent numerical simulations (see Spall 1996; Hogg et al. 2005) .
In this paper we look for similar effects in the Southern Ocean. We use an idealized system which is capable of running at high resolution and resolving eddies. We include topography in a channel ocean with zonal coastlines. In section 2 below we describe the model, which is taken from the dynamical core of the ocean component of the Quasigeostrophic Coupled Model (Q-GCM). In section 3 we investigate the spinup of the model, and how the mean state compares with previous models. Then we examine the extent of low-frequency variability of the ocean circulation (section 4) and discuss mechanisms of variability in a wider context (section 5).
Model
We use the dynamical core of the ocean component of the Quasigeostrophic Coupled Model (Q-GCM, version 1.3.1 with no mixed layer). The basic architecture and dynamics of the model are now outlined; see Hogg et al. (2003a,b) for a detailed account of the full coupled model.
In this study, three quasigeostrophic ocean layers are employed, to enable realistic simulation of baroclinic instability (we have observed, as have other workers in this field, that two layer models tend to suppress baroclinic instability). The QG equations are written in terms of the time rate of change of potential vorticity q:
where p is a three-element dynamic pressure vector (one element for each layer), f 0 is the Coriolis parameter, A 2 is the Laplacian diffusion coefficient and A 4 is the biharmonic diffusion coefficient. Thus, the evolution of the system depends upon advection of potential vorticity anomalies described by the Jacobian term,
In addition, there is the forcing vector e that is given by
Here w ek is the Ekman velocity (proportional to the wind stress curl), which is prescribed and is a function only of y in all experiments shown here. The forcing vector also includes a linear drag on the bottom layer. The boundary conditions in the model are applied to the pressure field. The east and west boundaries are periodic, and pressure on the zonal boundaries is given by
where the values on the north and south boundaries will differ. The function f k (t) satisfies a complicated mixed condition derived using both mass and momentum constraints, after McWilliams (1977) . Because these are mixed conditions rather than simply specified values of p k , they do not amount to a simple flux condition (see appendix B of the online version of Hogg et al. 2003a ). Boundary conditions are also required for the derivatives of pressure on all solid boundaries, and we use another form of mixed condition, following Haidvogel et al. (1992) . For the north and south boundaries, these are written as
where the nondimensional coefficient ␣ bc is zero for free-slip and infinite for no-slip boundary conditions (although, in practice, ␣ bc Ͼ 2 is a good approximation to no slip), ⌬x is the horizontal grid spacing, and subscript n denotes the outward normal derivative. Again, the east and west boundaries are periodic, so that the ocean forms a channel, mimicking the Southern Ocean. The model is configured to match conditions in the Southern Ocean as closely as possible, given the idealized nature of this study. Therefore, while we are unable to include the shape of the coastlines along the Southern Ocean, we prescribe topography, derived from actual topography from 180°to 0°in longitude (with a linear transition region of 750 km). The topography is obtained by averaging onto the model grid the Earth Topography 2-Minute (ETOPO2) dataset (U.S. Department of Commerce 2001), which for the latitude range we consider is essentially the data of Smith and Sandwell (1997) . Topographic height greater than O(Ro ϫ H 3 ) ϳ 900 m, where Ro is the Rossby number, violates the QG assumptions, so we truncate the topography, replacing extreme values by plateaus or flatbottomed abyssal regions. The final topography is shown in Fig. 1a .
The Ekman velocity in (5) in these simulations is steady and is prescribed using
The maximum dynamical wind stress (i.e., stress divided by density) corresponding to the maximum Ekman velocity in the standard case (w 0 ϭ 10 Ϫ6 m s Houry et al. 1987 ), a common practice in such models. Moreover, the optimal values for viscosity coefficients are unclear-we vary viscosity as an experimental parameter, with the assumption that the lowest-viscosity simulations (with an active eddy field) are the closest approximation to reality.
Review of the dynamics of a channel ocean
The fundamental dynamics operating in a winddriven QG channel model has been relatively well constrained (McWilliams et al. 1978; Treguier and McWilliams 1990; Wolff et al. 1991) . In this section we review key results of the spinup and mean circulation using the present model.
a. Spinup
If the model starts from a state of rest (with flat interfaces) the applied wind stress builds up zonal kinetic energy and hence potential energy (by tilting interfaces), as shown by Wolff et al. (1991) . We repeat their spinup analysis here, showing kinetic energy (per unit area) in each layer and potential energy at each interface for the first 40 yr of the standard case (Fig. 2) , and snapshots of the height anomaly at the first interface at 5, 10, 15, and 25 yr (Fig. 3) . Interfacial height is proportional to the pressure difference between the QG layers and thus can be considered a proxy for the upper-layer streamfunction.
Potential and kinetic energy both build steadily over the first several years. The initial response of the first interface to the applied wind stress is approximately zonal. As potential energy builds, the zonal flow intensifies into a jet at the center of the domain (10 yr). It is at this time that baroclinic instability is initiated (producing eddies, as shown in Fig. 3b ). Despite the loss of energy to geostrophic turbulence through baroclinic instability, potential energy continues to increase after this time and reaches a quasi-steady equilibrium after 
25 yr. Over this interval the strength of the mesoscale eddy field increases, and the jet position becomes progressively less zonal. The quasi-steady state at 25 yr ( Fig. 3d) shows a series of between one and three jets. These jets are partially steered by topography.
b. Steady states
The quasi-steady state seen from about the 25-yr mark possesses several interesting features. Figure 4 shows a snapshot of streamfunction at the 100-yr mark of the standard case. The upper layer shows a series of meandering jets; the number, strength, and position of these jets vary with longitude, as in the real ACC (see Hughes and Ash 2001) and other geophysical systems (Danilov and Gurarie 2004) . However, this model, with zonal coastlines and truncated topography, produces jets that are more zonal than the ACC. The jets can also be identified in layer 2.
In addition to the jets, there are numerous ocean eddies-also a realistic feature of the Southern Ocean. Some of these are standing eddies that extend to full depth, while others are transients that need not be full depth. The mean streamfunctions (averaged over 200 yr from year 40) in Fig. 5 show that the standing eddies are locked to topography in layer 3. The differing roles of standing and transient eddies in a QG channel model are outlined by Wolff et al. (1991) . Standing eddies are important for interfacial form stress (which acts to transport momentum vertically) and bottom form stress (which balances zonal momentum input from the wind stress to limit the current). Transient eddies provide a secondary source of interfacial form stress but do not influence bottom form stress. The main role of transient eddies is to strengthen jets, while standing eddies help to dissipate strong jets. [Note that Hughes and Ash (2001) provide evidence from altimetry that, in the real ocean, transient eddies may act to diffuse topographically locked jets.]
The role of eddies in determining the mean circulation in this model can be clarified by plotting the upperlayer streamfunction for four cases with varying horizontal viscosity (Fig. 6) . At low viscosity, energy diagnostics indicate that both transient and standing eddies are at their strongest; as a result, jets are more confined and less zonal in the upper panels of because of higher interfacial and bottom form stress, total transport is weaker. The minimum transport seen here ( Fig. 6a ) is 60 Sv in the upper layer, and the total transport is 102 Sv, which is 30% smaller than accepted values (Cunningham et al. 2003) .
As viscosity is increased the well-known and counterintuitive zonal momentum balance of the ACC comes into play. Larger horizontal viscosity increases damping of eddies so that interfacial and bottom form stress, which limit zonal transport, are weaker. Thus, transport is greater (150 Sv, which is close to accepted values) in the standard case. Excessive viscosity is introduced using the Laplacian viscosity, which is less scale selective and produces an almost zonal flow, with very large transport (153 Sv in the upper layer, and a total of 333 Sv in Fig. 6d ).
The mean flow can be controlled by a number of other parameters, as shown by the examples in Fig. 7 . In the first case (Fig. 7a ) the wind stress has been halved: this has almost no effect on the flow, and the mean zonal transport actually increases marginally (although total kinetic energy decreases). The same result is found for increasing bottom drag (Fig. 7b ). This result is consistent with the prediction of Straub (1993) that baroclinically unstable circumpolar flows with little zonal transport in the abyssal layer should be independent of wind stress. This effect, also called eddy saturation, was observed by Hallberg and Gnanadesikan 
where the magnitude of the interface slope is limited by baroclinic instability. This indicates a strong feedback between the stability of the flow and the role of eddies in transporting momentum vertically. Further tests in which the stratification is strengthened and upper-layer thickness increased (Figs. 7c,d) result in significantly greater transport. This occurs because the stratification acts to stabilize the flow. Therefore, greater zonal velocities are required before baroclinic instability is activated sufficiently to balance the zonal momentum input through interfacial and bottom form stress. In the latter case the barotropic transport reaches an unrealistic 264 Sv. Nonetheless, the strong jets and standing eddies that characterize this flow are still present.
The balance of zonal momentum in this model is relatively obscure but has been established on a relatively firm footing (Olbers 1998 ). This balance demonstrates the pivotal role of eddies (both transient and standing) in the development of the mean circulation.
It follows that simulation of the mean flow in the Southern Ocean is a difficult task; in the next section we examine the behavior of flow variability in this model.
Variability
The variability of flow in a channel ocean model can be divided into two primary categories: the short-timescale variability due to the local effect of mesoscale eddies and lower-frequency intrinsic variability. The direct effect of individual eddies may be important for analogous atmospheric models, where high and low pressure cells generate meteorological events. For the ocean this is a very high dimensional problem with limited utility. Therefore, in this paper we concern ourselves with lower-frequency variability, which has the potential to influence larger-scale ocean flow and climate variability. This necessarily involves averaging either temporally or spatially to eliminate the direct ef- fect of individual eddies. For example, we begin by spatially averaging energy over the entire domain and showing time series of these quantities. Figure 8 shows time series of the layer-3 kinetic energy (labeled KE3) and the upper-interface potential energy (labeled PE1) for four simulations with differing horizontal viscosity (the same sequence as in Fig. 6 ). At high viscosity the potential energy field is strong, and, correspondingly, kinetic energy is relatively weak. This effect is a product of the feedback between the turbulent field and the zonal balance. At low viscosity (Fig. 8a ) a relatively small interface slope produces strong instability, allowing vertical transfer of momentum to balance the wind stress input. Thus the kinetic energy, which is dominated by the transient eddy field, is higher. The potential energy level (which is more correlated with the zonal flow) is relatively small (but is still greater than kinetic energy by more than an order of magnitude). As viscosity is increased, this balance changes, with greater zonal flow required to vertically transfer momentum.
Furthermore, in each of these four time series there is significant variability in both potential and kinetic energy. For example, in the standard case, potential energy varies by 16%, with a dominant time scale of 20 yr. At low viscosity the aperiodic oscillations tend to be more frequent and the amplitude relatively small. Excessive viscosity (Fig. 8d) acts to damp out this interdecadal variability.
In each case in which the low-frequency variability is strong, there is a clear relationship between potential and kinetic energy signals. Peaks in potential energy lead peaks in kinetic energy by several years. The amplitude of kinetic energy variability is a larger fraction of the total kinetic energy (with a factor of 2 between the minima and maxima) but is weaker in absolute terms. It is shown below that the bulk of this excess kinetic energy resides in the transient eddies.
The magnitude and characteristics of the lowfrequency variability are also sensitive to other parameters. For example, a reduction in wind stress (Fig. 9a) produces oscillations in PE1 that are lower in frequency and smaller in amplitude. Furthermore, the correlation with the KE3 field is relatively weak. A similar effect is observed when lower-layer damping is increased through bottom drag (Fig. 9b) . Increasing the stratification acts to strengthen this mode of variability. In Fig. 9c , which shows results for a simulation with high reduced gravity, the PE1 field varies by about 30% and KE3 by a factor of 3. The time scale is approximately 20 yr. The clearest exposition of the variability comes for the case in which stratification is modified by both increasing the reduced gravity and increasing upper-layer thickness (Fig. 9d) . The periodic signal in this case is very strong (KE3 is magnified fivefold in some cases) and regular (at 13 yr). Moreover, the quadrature between potential and kinetic energy in this case is beyond dispute. 
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The quadrature between potential and kinetic energy is examined more closely in Fig. 10 , which shows the negative of the time rate of change of potential energy (ϪPE t ) covarying with kinetic energy. It is clear from this figure that the large increases in kinetic energy are linked to sudden losses of potential energy. This is particularly true for the strong-stratification, deep-upperlayer case shown in Fig. 10d .
It may be argued that the case shown in Figs. 9d and  10d is the least realistic of those presented here: it has the largest Rossby radius (53 km) and a zonal transport that is 2 times observed values. However, we choose to study this case in greater detail because the oscillations that arise naturally in this steadily forced, nonlinear flow are amplified and regulated. We refer to this case as the "periodic case" hereinafter. The periodic case is AUGUST 2006
analyzed in the following section, with the intention of capturing the mechanism of variability.
Mechanism of variability a. Energy pathways
The first step to understanding the variability of this model is to analyze the relative roles of the zonal flow, the transient eddy kinetic energy, and standing eddies. These three components are decomposed for each of the three layers in the periodic case and plotted in Fig.  11 . Here the three components are calculated by dividing the geostrophic velocity into the zonally averaged component ͗u͘ and the low-pass-filtered (standing eddy) components u and , which are estimated by passing the velocity through a 2-yr Fourier filter. The residual velocities uЈ and Ј are then assumed to be due to transient eddies.
The equation for kinetic energy (per unit area) for each layer is simply
which, using the above decomposition, can be written as
The first three terms of this equation describe the zonal, standing eddy, and transient eddy kinetic energies. The fourth term is eliminated by averaging over the domain. The final term is included as part of the calculation for the transient eddy contribution to kinetic energy but is likely to be small, under the assumption that correlations between standing and transient eddies are zero when averaged over the domain. The zonal kinetic energy is largest in the upper layer but comprises only 10% of the total energy in that layer. However, it does produce a regular cycle that leads the eddy kinetic energy by several years and is in phase with the potential energy shown in Fig. 9d . The standing eddy contribution is significant in all three layers but relatively weak in layer 3, where the bottom stress is applied. The standing eddies are in phase with, but smaller in magnitude than, the transient eddy contribution. Thus, this decomposition does not indicate a separation between the strength of the standing and transient eddy fields in any layer. It follows that the sum of kinetic energy over the entire domain provides a suitable metric for eddy kinetic energy. Further diagnosis of the energetics of this system is achieved by determining the transfer of energy between different parts of this system. This is done by Holland (1978) and McWilliams et al. (1978) in some detail for two-layer QG box and channel ocean models, respectively. We elect for a less formal approach in which we calculate the energetics of the wind input and the loss of energy through drag and dissipation. We also include a measurement of the transfer between potential and kinetic energy. The simplified energy diagnostics are shown as time series in Fig. 12 . Figure 12a includes the total potential and kinetic energy fields for the periodic case over a 60-yr period. We elect to show total energy fields because we have already established that energy in each of the layers is largely in phase and yields a coherent time series that is more amenable to analysis. The time series has been divided into four regimes, A-D. Regime A is characterized by low energy in both fields. In regime B, potential energy builds but kinetic energy is still low. The transition from regime B to C occurs at the peak of potential energy and produces a rapid increase in kinetic energy. Regime D is defined by falling potential and kinetic energy. Figure 12b shows the simplified energetic budget in terms of contributions to the total kinetic energy field. The total kinetic energy equation (after McWilliams et al. 1978) can be simplified to AUGUST 2006
where the double integrals are taken over the entire domain. The terms on the rhs of this equation are 1) transfer between the total potential and kinetic energy fields or, equivalently, the negative of the time rate of change of potential energy (ϪPE t ) (contribution may be either positive or negative and is plotted with the solid line in Fig. 12b ), 2) energy input from wind stress forcing, which is always positive (Fig. 12b , dashed line), 3) linear drag in the lowest layer, which is always a sink of energy (Fig. 12b, dotted line) , and 4) viscous dissipation (Fig. 12b, dot-dash line) , which is the loss of energy due to the biharmonic viscosity.
Note that the bottom drag and viscous dissipation terms are similar in magnitude in this simulation. The energy input in this system comes from the wind stress term, which depends upon the local fluid velocity in the upper layer as well as the wind stress. Thus, despite the constant wind stress field, the wind energy input varies by about 40% over the cycle. In regimes A and B, when energy input from wind stress is rising (due to an increasing correlation between u 1 and x , as shown below) much of the excess energy is absorbed by transfer into the potential energy field (i.e., the solid line is negative). These regimes are the low energy states, so both dissipation and drag are small in magnitude. In regime C the system switches to a new phase, through massive and sudden transfer of potential to kinetic energy. This surge of energy feeds into the turbulent kinetic energy field, presumably caused by fluid instability, so that there is a loss of correlation between u 1 and x , and energy input from the wind decreases. Furthermore, the sink of energy through drag and dissipation is increased. In regime D, the store of available potential energy is exhausted, so that conversion of potential to turbulent kinetic energy begins to abate. When this is combined with the reduction in wind stress forcing, the kinetic energy field dies away over a period of several years, and the system returns to its lowenergy state. It is notable that the kinetic and potential energy fields are 90°out of phase [rather than 180°, which would be expected if (9) were reduced to KE t ϳ ϪPE t ]. The dissipation and drag terms, which remove energy at a rate proportional to the kinetic energy, act to reshape the kinetic energy time series, producing a sharp peak in kinetic energy and the observed phase difference between KE and PE. This cycle is repeated in a predictable manner for the entire simulation, with only slight variations in the timing and magnitude of each event. However, the energetics presented above do not distinguish between the cause and effect of different parts of the cycle. We investigate this by looking at the spatial variability of the flow in different regimes.
b. Spatial patterns of variability
The spatial patterns of variability are diagnosed in the most straightforward way possible. This involves taking composite means of the flow in layers 1 and 3 at different times in the cycle. The regime composite means (averages taken over 40-240 yr for those sections of this time interval deemed to be A, B, C, and D) are shown in Fig. 13 by contours of streamfunction.
The composite mean analysis is particularly illuminating. Each of the regimes shows a different flow structure in the zonal jets, the meridional component of the flow (associated with standing eddies), and the mean zonal flow. In regime A the upper-layer jet in the southern part of the domain is strong. Flow is relatively zonal, but the mean zonal flow (listed in the Fig. 13  panel titles) is the weakest of all four regimes. In regime B this mean zonal flow increases, but the jet structure dissipates slightly. The meridional flow is almost negligible. This changes suddenly in regime C. The upperlayer flow here shows several strong standing eddies, which help to create large meanders in the zonal jets. Moreover, this regime has the strongest zonal mean flow. Zonal flow in regime D is concentrated in the southern jet. The influence of standing eddies is slightly reduced, but the jets remain strong.
The variation of flow in the lower layer shows even greater variability than in layer 1. There is a lower-layer cyclonic standing gyre that is strongest during regime C (the maximum value of streamfunction, listed in the Fig. 13 panel titles, is found in this gyre). The gyre is also strong in phase D but relatively weak in regimes A and B. Comparison with Fig. 1a indicates that this strong gyre is aligned with topographic contours around a basin near the center of the domain.
Flow aligned with topography is common and well understood in these flows. Numerous studies in geo- strophic turbulence (e.g., Bretherton and Haidvogel 1976; Rhines 1979; Holloway 1986 ) have demonstrated that the inverse cascade of energy from small to large scales causes decay from the mesoscale to a large-scale flow that is aligned with constant contours of f/H. When applied to the present model, it is predicted that turbulence in the lower layer will decay to anticyclonic features around hills and cyclonic flow around depressions, with a weak ␤ effect. This is consistent with the mean lower-layer flow seen in Fig. 13f . Furthermore, the gyre is also evident in the upper-layer circulation (Figs. 13e,g ), indicating that the gyre has a barotropic component. The data presented above indicate that the strong eddy activity during regimes C and D decays to a largescale flow that follows contours of constant f/H. Therefore, the lower-layer gyre is strong at this time and weakens during regimes A and B. This demonstrates that the eddy field may influence the mean flow. We now investigate the possibility that the mean flow may in turn modify the generation of eddies.
The primary way in which the mean flow could influence the generation of eddies is through variations in stability of the background mean flow. The complication here is that a crude linear stability analysis of the zonal component of the mean flow (not shown) indicates that almost the entire domain is baroclinically unstable at any time. This is not particularly surprising; we have already established that these high-dimensional simulations are continuously turbulent. While there is some variability in the predicted growth rate of instabilities between each regime, there is no indication that variations in the baroclinic instability of the zonal flow are helping to sustain the oscillation. However, a key difference between the four regimes shown in Fig. 13 is that flow in regimes A and B is more zonal than that in regimes C and D. There is a substantial body of work (see, e.g., Kang et al. 1982; Pedlosky 1987; Spall 1994; Kamenkovich and Pedlosky 1996) that predicts that parallel nonzonal shear flow is less stable to baroclinic processes than an equivalent zonal flow. These predictions are based on calculations of the linear stability of the zonal and nonzonal geostrophic flows, yielding smaller values of the minimum shear required for instability and larger growth rates for nonzonal cases. By varying the angle of a particular mean flow to the zonal direction, Spall (1994) shows that, for a wide range of angles, the wave vector of the most unstable mode is oriented close to north-south (i.e., velocity perturbations of the unstable wave are zonal). Furthermore, growth rates are maximum when the mean flow is oriented north-south. Pedlosky (1987) clearly describes the physical mechanism that produces this instability; that ␤ acts to stabilize meridional perturbations to the velocity, while the maximum energy release is achieved by velocity perturbations that are perpendicular to the temperature gradient. The case outlined in the present paper is more complicated than the linear stability calculations; time dependence and nonlinearity are both likely to alter the stability of the flow. Arbic and Flierl (2004) have investigated the production of eddies in nonlinear systems and find that eddy energy is greatest for nonzonal flows. Therefore, there is strong evidence from previous studies showing that, in both linear and nonlinear cases, the extent of nonzonality influences the baroclinic generation of eddies. We calculate the nonzonal nature of the flow in different regimes as a proxy for enhanced baroclinic instability.
Nonzonality is defined through a new parameter,
where values of close to 1 indicate a nonzonal flow, and small values are more zonal. This parameter, plotted in Fig. 12c as a function of time, demonstrates a coherent relationship between the nonzonality and the energetics used to define the four regimes. The lowest energy state, regime B, shows a minimum in , while regimes C and D, where the production of turbulent kinetic energy is high, have increased nonzonality. The evidence here is consistent with the notion that the extent of nonzonality in the mean flow controls the production of baroclinic eddies. While all regimes are unstable, in regimes C and D the nonzonal nature of the flow is likely to cause enhanced baroclinic instability. Since we have already established a role for the eddies in controlling the mean flow, this result suggests that the strong interdecadal variability in the simulations may result from a feedback loop between the mesoscale eddies and the mean flow field.
c. A hypothesis
The above data lead to a hypothesis that explains the low-frequency periodic oscillations in the circumpolar flow. We outline this hypothesis by summarizing the dynamics of each regime and the mechanics associated with the transition between each regime.
Regime A is a low-energy state with a weak topographic gyre and moderate nonzonality. While this flow is unstable, the store of available potential energy is low compared to states C and D. For this reason, production of eddies is relatively weak. Thus, flow is accelerated zonally by the wind stress, and this energy is stored in the mean potential energy field.
Regime B is characterized by a minimum in the nonzonality parameter and, hence, the most stable flows. As a result, turbulent kinetic energy is minimized. The wind stress input continues to build a zonal flow and a store of potential energy. Energy input from the wind increases significantly during this regime.
In regime C the flow appears to exceed a critical threshold for instability. As a result, the mean flow generates baroclinic eddies that drive the deep circulation. This deep flow allows the current to be steered by topography, increasing the nonzonality of the current and thereby further destabilizing the flow. This is a positive feedback on the instability. Thus, the large stores of potential energy that were built during phase B are transferred to turbulent kinetic energy in a sudden burst lasting for several years.
In regime D the positive feedback between eddies and the mean flow is limited by the stores of potential energy. During phase D the stores of potential energy decline, and turbulent kinetic energy decays over a period of several years. Note that flow is still nonzonal, and therefore unstable, during this time, and production of turbulent kinetic energy continues-but at a lower rate than previously. Phase D ends when stores of potential energy reach a minimum level, and the system returns to the lower energy state, regime A.
This description of the process is based on the feedback between eddies and the mean flow. The eddies drive a deep flow that is steered by topography and further destabilizes the system, enhancing the eddy field in a short burst at the end of phase C. The process is limited by the store of potential energy. We are unable to prove definitively that this feedback is operating in this model, or that it will operate in the real ocean; this is the subject of ongoing investigations. However, based on the above hypothesis we can make some simple predictions about the effect of external parameters on this mechanism.
For example, since the proposed mechanism is sensitive to flow stability, eddy energy, and potential energy stores, changes to the external parameters alter the oscillation. Changes to the eddy field can be produced by altering horizontal viscosity, as shown in Fig.  8 , without altering other stability parameters. When viscosity is very low (Fig. 8a) , mean kinetic energy is higher, and the potential energy threshold for the oscillation is lower. As a result, instability cycles are shorter (less than 10 yr on average) but are still clear. At high viscosity the effects of eddies are removed, and the oscillation dies away.
The tests shown in Fig. 9 include cases with lower wind stress and high bottom drag. In the low wind stress case (Fig. 9a ) the stores of potential energy take longer to accumulate but are dissipated at the same rate. Therefore, the period of oscillation is longer, and there is an asymmetry in the cycle, with regime B lasting longer than C and D. When bottom drag is high (Fig.  9b ) the lower-layer circulation is damped, so that nonzonality is reduced, and variations in the kinetic energy field are small and higher frequency.
When the density difference between layers is increased, the stores of potential energy and kinetic energy levels are both higher (cf. Fig. 9c with 8b ), but the time scale of the oscillation is unchanged. The periodic behavior in Fig. 9d occurs for the most stable layer configuration with strong stratification and deep upper layers. It is clear that the large stores of accumulated potential energy in regime B play a role in creating the resonance in this case; however, without an accurate low-order model for eddy parameterization and baroclinic instability, it is not possible to predict other parameter choices that will replicate this resonance. Nonetheless, the tests on key model parameters that alter stability and decay of eddies are consistent with, and add further weight to, the hypothesis proposed above.
Discussion and conclusions
The numerical simulations presented here identify a new mode of variability in circumpolar currents, which is consistent with an eddy-mean flow feedback hypothesis. According to this hypothesis, the basic state of the current is relatively zonal but is baroclinically unstable and includes a strong eddy field. The imposed wind stress acts to build the upper-layer zonal velocity and available potential energy of the flow. As the zonal velocity builds, the baroclinic instability process, which extracts energy from the mean flow into baroclinic eddies, may exceed a critical threshold. This threshold exists because the eddies help to drive momentum into the lower layers. At the threshold, the deep flow allows topography to steer the current, producing greater nonzonality in all layers and enhancing baroclinic instability. This cycle is therefore subject to positive feedback, which amplifies production of eddies until stores of available potential energy are exhausted, allowing the system to return to its more zonal, low-energy state.
However, there are several aspects of the simulations that are not explained by this hypothesis. For example, we cannot predict the critical thresholds of potential energy stores or flow instability that limit the cycle, and the exact mechanism by which nonzonality enhances baroclinic instability in this case has not been studied. Moreover, the resonance effects that allow such a clear mode of instability to emerge in the periodic case that is studied in detail are not clear. These questions may be answered with a low-order model that includes accurate parameterizations for eddies and baroclinic instability. Such a model is considered beyond the scope of this paper but will be investigated in the future.
The nature of the variability observed in this model invites comparison with the decadal modes in doublegyre QG models (e.g., Simonnet and Dijkstra 2002; Hogg et al. 2005) . However, there is no reason to expect that these modes of variability are due to the same mechanisms. In the double-gyre case there is a prominent and distinctive spatial pattern of variability that involves a meridional shift of the zonal eastward jet that divides the two gyres, and the variation in the intensity of this jet. There is no necessity for interaction with topography, and the jet does not have a significant meridional component; instead, the intergyre flux of potential vorticity appears to control the variability. On the other hand, the mechanism proposed for this zonally reentrant channel flow relies on the interaction with topography and the nonzonal nature of the flow.
In the double-gyre case there is also an alternative explanation for the low-frequency variability of the circulation that relies on the low-dimensional attractors in the system. Thus, the variability may be represented in a low-dimensional model that uses a simple parameterization for eddies (although there are some significant differences in the nature of the variability in the lowdimensional systems). Such low-dimensional models are not applicable to the ACC-primarily because existing eddy parameterizations are not sufficient (e.g., Hallberg and Gnanadesikan 2001) . Thus, the lowdimensional equivalent of the present model results in a largely zonal circulation with little variability.
The eddy-mean flow feedback effects seen here depend upon the amplification of deep currents that produce a cyclonic lower-layer gyre that is steered by topography. It is not clear that this lower-layer cyclonic gyre would exist in a more realistic primitive equation model, nor that it is a realistic feature of the ocean circulation. The shape and position of the gyre are qualitatively similar to a barotropic feature observed by Fu and Smith (1996) in satellite data and further investigated using high-resolution numerical models (Webb and de Cuevas 2002, 2003) . However, the mode observed by these authors had a decay time scale of 2.7 days and subsequently relied on high-frequency wind forcing for its generation. The mode observed in the present study varies on decadal time scales and can be produced with constant wind stress forcing. Therefore, it seems unlikely that these two modes are related, but this question could only be resolved with long simulations using an eddy-resolving primitive equation model. Furthermore, observations of the deep ocean may not help to either confirm or deny the existence or variability of deep gyres. For example, in the standard parameter case in this paper, predicted velocities in this gyre are slow, and (as shown in Fig. 4 ) the strength of the eddy field masks the existence of deep gyres. Therefore, the question of whether the topographic gyres influence the circumpolar flow may not be answered by examination of existing ocean data.
The strong association between the deep lower gyre and the variability may be used to infer that the mode of oscillation may be strongly dependent on the specific details of the topography. We have performed a number of tests with different topography and find that this is not the case. For example, we have compared energy time series from three cases: the periodic cases from above, a simulation that uses the same parameter set with topography from the Eastern (rather than the Western) Hemisphere, and the case with the full length of the circumpolar channel. These three cases all show similar levels of eddy kinetic energy variability, with similar time scales of oscillation, demonstrating that the specifics of the topography used are not essential for generating variability, provided there are sufficient meridional features.
In this paper we have concentrated on the periodic case, where variability is clearest, to allow accurate diagnosis of the features of the oscillation. However, the same mode is present in many other cases. In the standard case, which is the most realistic, kinetic energy varies by a factor of 2 during the simulation, and the dominant time scale is interdecadal (but very broadband). In that case, the variability shows the same key signature: potential energy maxima lead kinetic energy by one-quarter of a cycle. An EOF analysis has been performed (not shown here) that demonstrates that similar spatial patterns of variability occur in the standard and periodic cases and that topographic steering of the deep circulation influences flow stability. We thus contend that the mode is a robust feature of highReynolds-number circumpolar flows.
Regardless of whether this mechanism is active in the Southern Ocean, these results are pivotal in demonstrating the potential for intrinsic low-frequency instability in the ocean. These simulations have constant wind stress forcing, constant stratification, and no buoyancy forcing, eliminating many of the mechanisms proposed as generators of ocean and climate variability. Nonetheless, variability on long time scales does occur and dominates the system in many parameter regimes. The variability depends upon fully resolving the mesoscale eddies and upon feedback between the eddies and the mean flow, with positive feedbacks limited by stores of available potential energy. The result is a complex mode of instability, which has been diagnosed here and will be further explored in future research.
