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Abstract—We utilize recent results on the exact block
error probability of Gaussian random codes in additive white
Gaussian noise to analyze Gaussian random coding for massive
multiple-access at finite message length. Soft iterative interfer-
ence cancellation is found to closely approach the performance
bounds recently found in [1]. The existence of two fundamen-
tally different regimes in the trade-off between power and
bandwidth efficiency reported in [2] is related to much older
results in [3] on power optimization by linear programming.
Furthermore, we tighten the achievability bounds of [1] in the
low power regime and show that orthogonal constellations are
very close to the theoretical limits for message lengths around
100 and above.
Index Terms—multiple-access, successive cancellation, it-
erative decoding, finite blocklength, block error probability,
random coding, AWGN, maximum-likelihood decoding, low-
latency communications, spectral efficiency, non-othogonal
multiple-access
I. INTRODUCTION
Massive multiple-access is a key component of the up-
coming internet-of-things. In contrast to classical settings,
the number of users typically exceeds the number of bits an
individual users aims to communicate. Therefore, it makes
sense to consider different asymptotics for massive multiple-
access: Keep message length fixed let the number of users
grow over all bounds. This is contrast to the classical setting
in information theory where the message length becomes
infinitely large, but the number of users remains constant.
This new asymptotic setting was first discussed in [4]
and further developed by [2]. A key observation of [2] was
that a new definition of error probability is appropriate: It
is sufficient if most users are able to decode their messages
correctly. Thus, we refer to the per-user probability of error
in sequel, even if this is not stated explicitly.
A similar asymptotic setting, focusing on bit error prob-
ability and convolutional codes concatenated with random
spreading, was first analyzed in [5], see also [3]. Quali-
tatively similar conclusions as in [2] were reported: The
spectral efficiency grows without need for larger energy
per bit up to some limit. Only beyond that limit, additional
energy is required to further increase spectral efficiency.
The existence bounds found in [2] were improved in the
subsequent work [1] which managed to very tightly quantify
the tradeoff between spectral and power efficiency in the
regime of high signal-to-noise ratio (SNR). For low SNR,
the gap between the two bounds has remained significant.
Recent theoretical progress has enabled to calculate the
block error probability of Gaussian random codes in closed
form [6]. Based on these results, novel and tighter bounds
for the spectral efficiency of massive multiple-access are
derived in this manuscript. They are based on the idea of
tracking the evolution of successive interference cancella-
tion in conjunction with power profile optimization that was
proposed in [5].
The system model is introduced in Section II. Section III
finds the infinite user limit for the block error probability
of Gaussian random coding at fixed message length. Sec-
tion IV discusses various methods of interference cancella-
tion. Section V proposes various methods to improve con-
vergence due to the introduction of irregularity. Section VI
discusses, how to utilize irregularity that is provided for free
by wireless propagation conditions. Section VII discusses
numerical results and Section VIII outlines conclusions and
implications.
II. SYSTEM MODEL
Let there be M2 users that want to communicate over
a Gaussian multiple-access channel with additive white
Gaussian noise (AWGN) of unit variance. Let the total set of
all users be decomposed into J <∞ disjoint groups. Within
each group, every user wants to transmit K information bits
and encodes them into one out of 2K jointly independent
identically distributed (iid.) Gaussian codewords of length
MN with power Pj/M . Powers are equal within every
group, but differ from group to group. The fraction of users
in group j is denoted by αj . Average power is denoted by
P =
J∑
j=1
αjPj . (1)
For every one of the M3N codesymbols a binary antipodal
random spreading sequence of length M and unit Euclidean
norm is generated by fair coin flips. These spreading se-
quences are applied to all codesymbols in order to generate
supercodewords of length M2N . Furthermore, let
R =
K
N
(2)
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denote the aggregate rate of all users. It is sometimes re-
ferred to as spectral efficiency. The meaning of the variable
N is not intuitively clear. In fact, it is a free parameter for
system design. In the single user case (M = 1), it is the
blocklength of the code. In [1], its reciprocal 1/N is called
user density.
Let all users use successive decoding in an iterative
manner. Thus, interference from other users is initially seen
as interference. After some iterations, only a certain fraction
vj of the total interference has remained in group j. At this
point, the interference and noise power is given as
I = 1 +
J∑
j=1
αjvjPj . (3)
In the sequel, we study this system in the large user limit
M →∞.
III. LARGE USER ANALYSIS
Let r ∈ RNM and z ∈ RNM denote the received word
and the vector of interference and noise after de-spreading,
respectively. The block error probability for any user in
group j given the Euclidean norms of receive word and
noise vector, r = ||r|| and z = ||z||, respectively is given
by [6]
pj|r,z = 1− QMN
2
(
r√
Pj/M
,
z√
Pj/M
)2K−1
(4)
with Qa(b, c) denoting the generalized Marcum Q-function.
Although the Euclidean norms of received word and noise
vector are not independent of each other, they can be
constructed out of three statistically independent random
variables χ, ζ, and γ [6] by
z2 = χ2 + ζ2 (5)
r2 = χ2 + (ζ + γ)2. (6)
Hereby, ζ is zero mean Gaussian with variance I , γ2M/Pj
and χ2/I are chi-square distributed with MN and MN−1
degrees of freedom, respectively.
In the sequel, we will analyze the infinite user case
M → ∞, which allows for a simplified analysis due to
self-ergodicity. Self ergodicity means that in an infinite
population of independent users, the relative frequency of
decoding errors matches its statistical distribution. Thus, the
instantaneous interference power per user after interference
cancellation based on potentially erroneous decoding equals
its statistical expectation.
The conditional error probability can be written as
pj|χ,ζ,γ = 1− QMN
2
(√
χ2+(ζ+γ)2
Pj/M
,
√
χ2+ζ2
Pj/M
)2K−1
. (7)
Both arguments of the Marcum Q-function in (7) linearly
scale with M . The term (χ2+ζ2)/I is chi-square distributed
with MN degrees of freedom. Its mean and standard
deviation are MN and
√
2MN , respectively, see also (48).
Its distribution, if normalized by M , converges to a mass
point at N . Due to the term Pj/M in the denominator, the
second argument of the Marcum Q-function asymptotically
scales linearly in M . The first argument is even slightly
larger due to the addition of γ. However, γ does not scale
with the number of users, so asymptotically both terms scale
in the same way. Thus, we are interested in the behavior
of the generalized Marcum Q-function when all arguments
grow over all bounds. In Appendix A, we show
lim
M→∞
QaM (M − ,M) = Q(− a) (8)
with Q(·) denoting the standard Gaussian Q-function. Thus,
we obtain
pj|χ,ζ,γ
·
= 1− Q
(√
χ2+ζ2
Pj/M
−
√
χ2+(ζ+γ)2
Pj/M
− N
√
MPj
2
√
χ2+ζ2
)2K−1
(9)
with ·= denoting asymptotic equivalence for M →∞. With
probability approaching 1 for large M , we have
ζ2  χ2  (ζ + γ)2. (10)
Thus, we can develop the roots in (9) into first order Taylor
series and obtain
pj|χ,ζ,γ
·
= 1− Q
(
−NPj − γ2 − 2|γ|ζ
2|χ|√Pj/M
)2K−1
(11)
The random variable |γ|√M/Pj is chi-distributed. Thus,
its variance is upper bounded by 12 . This implies that the
variance of |γ| vanishes for large M . This is in contrast
to γ2 and ζ which have variance 2NPj and I given in
(3), respectively. For M → ∞, |γ| is arbitrarily closely
approximated by its asymptotic mean
√
NPj . Similar con-
siderations imply that |χ| may be replaced by its asymptotic
mean
√
IMN . This gives
pj|χ,ζ,γ
·
= pj|ζ,γ (12)
·
= 1− Q
(
−NPj − γ2 − 2
√
NPjζ
2
√
INPj
)2K−1
(13)
The argument of the Q-function is the sum of a constant
and two random variables with asymptotic distributions
− ζ√
I
∼ N (0, 1) (14)
− γ
2
2
√
INPj
∼ N
(
−
√
NPj
2
√
I
,
1
2IM
)
. (15)
The second random variable turns into a constant as M →
∞. This implies
pj|ζ,γ
·
= pj|ζ (16)
·
= 1− Q
(
−√NPj − ζ√
I
)2K−1
. (17)
From the three random variables χ, ζ, and γ, only ζ
has survived the infinite user limit. The variance of γ has
vanished. The variance of χ has not vanished, but the
influence of χ on the conditional block error probability
has done so. It can be seen from [6] that ζ is the radial
component of noise and interference relative to the true
codeword.
The unconditional error probability of users in group j
is given by
pj
·
= 1−
∫
R
Q
(
x−√ηNPj)2K−1 Dx (18)
with (2), the Gaussian measure Dx := e−x
2/2/
√
2pidx, and
the multiuser efficiency [7]
η =
1
1 +
J∑
j=1
αjvjPj
. (19)
In order to track the block error probability during iterations,
we need to connect the fraction of remaining interference
vj to the error probability at the previous iteration.
The unconditional block error probability (18) is the
symbol error probability of a 2K-dimensional orthogonal
constellation in additive white Gaussian noise and can be
found in [8]. Indeed, all codewords of a user are asymptot-
ically pairwise orthogonal to each other in the large user
limit. This is a special case of a stronger result in [9]:
Let there be n iid. zero-mean Gaussian random vectors in
βn dimensions with 0 < β < ∞. Let α be the cosine
of the smallest angle between any pair of them. Then,
α
√
n/ lnn converges almost surely to 2, as n→∞. Note,
however, that asymptotic pairwise orthogonality does not
imply that codewords do not interfere with each other. Even
if the interference due to the codeword of an individual user
vanishes, the aggregate interference of infinitely many users
may be strictly positive.
The asymptotic orthogonality allows us to even calculate
some posterior block error probabilities in the large user
limit. Consider that Carthesian coordinate system in 2K
dimensions such that codeword c˜k is a positive multiple of
the kth unit vector. Furthermore, let the r˜ = [r˜1, . . . , r˜2K ]
denote the received vector. The tildes serve to distinguish
the original coordinate system in MN dimensions from
this newly introduced one in 2K dimensions. Assume that
codeword c˜1 has been sent and define
r˜k: = max{r˜k, r˜k+1, . . . , r˜2K}. (20)
Note that r˜1 and r˜2: are statistically independent. With
these definitions, a decoding error occurs, if r˜2: > r˜1.
Conditioning on the largest component of the receive word
r˜1:, we get the posterior block error probability
pj|r˜1: = Pr(r˜1 < r˜2:|r˜1:) (21)
=
Pr˜1(r˜1:)pr˜2:(r˜1:)
Pr˜1:(r˜1:)
(22)
=
1
1 +
Pr˜2: (r˜1:)pr˜1 (r˜1:)
Pr˜1 (r˜1:)pr˜2: (r˜1:)
(23)
=
1
1 + F
(
r˜1:
/√
I
) (24)
with Pa(·) and pa(·) denoting cumulative distribution func-
tion and probability density function of a, respectively, and
implicit definition of F(·). Note that
r˜1 =
√
NPj + ζ (25)
and
Pr˜1(x) = Q
((√
NPj − x
)/√
I
)
. (26)
Furthermore,
pj|ζ
·
= 1− Pr˜2:(r˜1) (27)
which implies with (17)
Pr˜2:(x) = Q
(
−x/√I)2K−1 . (28)
With (26) and (28) and their derivatives, (24) can be
evaluated for any observation r˜1:. In particular, we find
F(x) =
Q (−x) e− 12 (x−
√
ηNPj)
2
Q
(−x+√ηNPj) e− x22 (2K − 1) . (29)
IV. INTERFERENCE CANCELLATION
The remaining interference is determined by the way
potential interference is cancelled. There are various ways
of performing interference cancellation. Irrespective of the
precise algorithm for soft cancellation, the dynamics of the
iterations can be studied by tracking the multiuser efficiency.
With (19), we have
η(i) =
1
1 +
J∑
j=1
αjv
(i)
j Pj
(30)
η(i) 7→ [v(i+1)1 , . . . , v(i+1)J ] (31)
with η(i) and v(i)j denoting the multiuser efficiency and
the remaining fraction of interference in group j, both at
iteration.
During iterations, the interference does not become cor-
related to the true codewords. This is in contrast to belief
propagation algorithms that iterate in loopy graphs and com-
municate log-likelihood ratios. For antipodal binary symbol
decisions, the wrong decision is the negative of the correct
decision. Thus, wrong decisions introduce interference that
is correlated to the true data. For random codes, however,
a wrong codeword is statistically independent from the true
codeword. Interference always remains independent from
the encoded information.
Due to random spreading with infinite spreading factor,
the crosscorrelation between the de-spread received signals
of any pair of users vanishes. Thus, every user sees statis-
tically independent interference.
If we have received word r and decided for a codeword
c, this decision is correct with probability 1− pj|r. Paying
tribute to potentially wrong decisions, we do not fully
subtract the codeword c from the received word r, but
only subtract qj|rc with 0 ≤ qj|r ≤ 1 depending on the
error probability pj|r. After soft cancellation, the remaining
interference power is
(1− qj|r)2(1− pj|r)Pj +
(
1 + q2j|r)
)
pj|rPj . (32)
Note that all codewords are statistically independent. In case
of erroneous cancellation, the interference does not add in
amplitude, but in power. Direct optimization of (32) leads
to the soft-cancellation rule
qj|r = 1− pj|r. (33)
Together with (32), the fraction of remaining interference
becomes
vj = 1− E
r
(
1− pj|r
)2
. (34)
In order to implement (33), we need to know pj|r, the error
probability within user group j given the receive word r.
Since we do not know how to calculate pj|r, we will use
upper and lower bounds on the fraction of remaining inter-
ference. For the upper bound, we base our soft-cancellation
on pj|r˜1: instead of pj|r. This yields
vj < v
u
j = 1−
∫
R
Q
(
− x√
I
)2K−1
e−
(x−√NPj)2
2I
[1 + 1/F(x)]
√
2piI
dx (35)
= 1−
∫
R
Q
(
x−√ηNPj)2K−1
1 + 1/F
(√
ηNPj − x
)Dx. (36)
For the lower bound, we assume perfect knowledge of
whether a decision is correct or not. This implies
vj > v
l
j = pj . (37)
In the sequel, we will refer to these bounds when addressing
the performance of decision-directed soft-cancellation.
V. IMPROVING CONVERGENCE
Irregularity aids the convergence of iterative systems.
This phenomenon is well studied, e.g. in the context of low-
density parity check codes [10]. It has also been observed
for iterative multiuser decoding in [5].
There are various way to introduce irregularity into
iterative multiuser decoding. In the sequel, we will address
power imbalances among users.
While for low rates, equal power levels for all users turn
out optimal, this does not hold if the rate exceeds some
finite threshold. This effect was first observed in [5]. In the
sequel, we apply the ideas of power optimization laid out in
[5] to Gaussian random coding assuming an infinite number
of users.
Power optimization can be performed by linear pro-
gramming. This is possible, as the multiuser efficiency is
identical for all user groups. Its evolution during iterations
can be tracked by the dynamical system defined in (30) and
(31). The mappings from the multiuser efficiency to the
fractions of remaining interference depend on the particular
way, interference cancellation is implemented. For the upper
and lower bounds considered in this paper, they can be
found in (36) and (37) via (18).
In order for iterations to converge, we need to ensure
that the multiuser efficiency at the next iteration exceeds the
current multiuser efficiency by an arbitrarily small margin
 > 0. This can be ensured by the linear program
min
α1,...,αJ
J∑
j=1
αjPj
subject to αj ≥ 0 ∀j
J∑
j=1
αjPjvj(η) <
1
η+ − 1 ∀η ∈ E
J∑
j=1
αj = 1
.
(38)
for an appropriately chosen interval E ⊂ [0; 1]. Its lower end
may be chosen as large as the multiuser efficiency before the
first iteration. Its upper end determines the error probability
after iterations have converged. It is a design parameter of
the multiuser system. So is the margin . The smaller it is,
the more iterations are needed.
The powers Pj are quantized versions of the optimal
distribution of powers. The larger the number of groups
J , the better the approximation to the optimal distribution.
VI. THE NEAR-FAR GAIN
In practice, receive powers of users will vary anyway
due to different propagation conditions among users. This
can be utilized to reduce the average transmit energy per bit
following the ideas of [11], see also [12, Chapt. 5] and [13].
A similar concept was popularized more recently under the
generic term non-orthogonal multiple-access (NOMA) [14].
In context of the current work, one simply needs to adjust
the weights wj in the objective function of (42).
The origin of the near-far gain is sometimes obscured in
recent papers on NOMA. In fact, the near-far gain is difficult
to understand intuitively, if one is too focussed on a direct
boost in data rate. Information theory, however, establishes
a fundamental duality between data rate and energy per bit.
If we aim to minimizing the energy per bit for a given target
data rate instead, the near-far gain is very intuitive.
For iterative decoding, in general, and successive can-
cellation, in particular, to work close to capacity limits,
irregularity is required. This irregularity can be provided by
the system design at some price, e.g., protecting some data
symbols by more parity-checks than others. This comes at
the expense of more redundancy and, thus, reduced data
rate. In successive cancellation, the equivalent is larger
transmit power. Here the price is paid in dual currency:
in the energy per bit.
Near-far situations provide irregularity for free. It takes
the form of receive power imbalances. These natural receive
power imbalances are not exactly distributed as they are
supposed to be. Adjustment is needed. However, it is less
effort to adjust from already imbalanced receive powers
than starting from the worst case: equal received powers.
The reduced adjustment effort is the near-far gain measured
in reduced transmitted energy-per bit. It may be quantified
running the linear program (42) once with unit weights
and once with weights provided by natural attenuation, then
comparing the two total powers (1). Standard methods can
be applied for currency conversion into bits/s/Hz.
The near-far gain is not restricted to path loss alone.
Long-term fading typically exhibits dynamics slow enough
to be utilized in the same or a similar way. Given the
system settings, even short-term fading can be utilized.
These details have been extensively discussed in the recent
NOMA literature, see, e.g., [14] for a survey.
VII. NUMERICAL RESULTS
Numerical results can be difficult to obtain. If the number
of bits per user exceeds values around 35, the exponent
2K − 1 in various equations becomes numerically unstable
to evaluate, as the basis is very close to unit. This can be
circumvented as follows:
Q(x)a = ea ln(1−Q(−x)) =
∞∏
i=1
e−aQ(−x)
i/i (39)
For sufficiently large a, all factors for i > 1 are so close to
unity that they can be ignored. Furthermore, the Gaussian
integration can be tedious. We recommend Gauss-Hermite
quadrature with several hundred terms (we used 300).
A. Equal Transmit Powers
Fig. 1 shows the trade-off between spectral efficiency and
power efficiency for block error rate 10−3 and power dis-
tribution optimized among users with parameter  = 10−3,
suitable choice of E , and equal message lengths for all users.
There are two paradigms: the equal power regime and the
distributed power regime.
In the distributed power regime, there is a finite number
of user groups. Within each group, the power per user is the
same, but it differs from group to group. For large values of
spectral efficiency, the outer bound of [1] (red line) becomes
0 1 2 3 4 5 6
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Fig. 1: Spectral efficiency vs. rate-compensated signal-to-noise
ratio for per user block error rate 10−3. The solid lines refer to
our inner and outer bounds introduced in Section IV. The dashed
and dotted lines refer to the best inner and outer bounds of [1].
The two indistinguishable red lines are given by setting w` = 1
in (45) for K = 100 and K = 8.
tighter than our outer bound. For K = 100, inner bound and
best outer bound differ by about a quarter of a decibel, while
for K = 8, they differ by approximately 1.5 dB.
In the equal power regime, all users transmit at the same
power. In this regime, our outer and inner bounds coincide
and spectral efficiency is independent of power efficiency.
Iterations proceed until multiuser efficiency becomes unity
and all interference has been removed. Thus, the error
probability relates to Eb/N0 as
Pe = 1−
∫
R
Q
(
x−
√
2K
Eb
N0
)2K−1
Dx. (40)
In this regime, the error probability is determined by the
minimum required Eb/N0 for given amount of information
bits per user.
The block error probability at the minimum possible
Eb/N0 is shown in Fig. 2 for various message lengths K.
The solid and dashed lines refer to (40) and the lower bound
[15]
Pe > 1− Q
(
Q−1
(
2−K
)−√2K Eb
N0
)
. (41)
While the lower bound is tight for long messages, it may
be loose by several orders of magnitude for short messages.
The looseness for K = 8 can also be observed in Fig. 1.
-2 -1 0 1 2 3 4 5 610
-15
10-10
10-5
100
K
Fig. 2: Block error probability at minimum required Eb/N0 for
various message lengths K = 4, 8, . . . , 512, 1024 (following
arrow). Solid and dashed lines refer to (40) and (41), resp.
B. Simple Path Loss Model
For an infinite number of users, even the empirical, not
only the statistical distribution of the attenuations among
users is continuous. The linear program (42) cannot handle
that. Therefore, we use a simple discretized model.
Let there only be L different fading weights w1, . . . , wL.
Partition each of the J user groups into L subgroups with
subgroup ` experiencing fading gain w` and αj` denoting
the fraction of users in subgroup ` of group j. We modify
the linear programm (42) to read
min
αj`,∀j,`
J∑
j=1
L∑`
=1
αj`w`Pj
s.t. αj` ≥ 0 ∀j, `
J∑
j=1
L∑`
=1
αj`w`Pjvj(w`η) <
1
η+ − 1 ∀η ∈ E
J∑
j=1
αj` = Pr(w`) ∀`
(42)
where we introduced additional constraints to prevent the
linear program from changing the distribution of the fading
gains.
Considering a linear path loss model and free space
propagation (which gives similar results as a circular path
loss model with attenuation exponent 4), we set the fading
weights to
w` =
1
`
(43)
and denote the average fading gain by
µ =
1
L
L∑
`=1
w2` . (44)
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Fig. 3: Spectral efficiency vs. rate-compensated transmit signal-to-
noise ratio for per user block error rate 10−3. The two indistin-
guishable red lines are the outer bounds (45) for K = 100 and
K = 8. All curves for L = 10. The other lines refer to the inner
and outer bounds introduced in Section IV.
We redo the numerics of Fig. 1 under otherwise identi-
cal conditions. However, we measure power efficiency in
transmitted energy per bit normalized to the average fading
gain, i.e. Eb/(µN0), which obeys the upper bound [12,
Eq. (5.24)]
Eb
µN0
≥ 1
R
L∑
`=1
w2`
[
4aR`/L − 4aR(`−1)/L
]
. (45)
Here,
a = 1− Pe −H2(Pe)/K. (46)
is a correction factor accounting for finite blocklength, see
[1] for details. Numerical results are shown in Fig. 3. In
contrast to Fig. 1, there is no sharp transition between the
equal and the distributed power regime. The gap between
our two bounds has widened.
The equal power regime has moved towards lower values
of Eb/(µN0). The effect is particularly pronounced for short
message lengths, cf. K = 8. This happens, as there is
no side constraint enforcing fairness among users: While
the overall block error probability is still 10−3, users in
bad channel conditions experience larger error probability.
Users in good channel conditions compensate for that. For
users in good channel conditions, low error probability is
very cheap in terms of transmit power. As a results, this
overcompensates the excess power required by users in bad
channel conditions.
VIII. CONCLUSIONS
We do not need particular codes for massive multiple-
access even if users have short messages. Very good single-
user codes together with iterated soft-cancellation of inter-
ference and power optimization do the job well.
In the large user limit, simplex constellations in 28
dimensions carrying 8 information bits are hardly more than
1.5 dB behind random codes of infinite length, if spectral
efficiency is larger than 1.1 bits/s/Hz.
For high spectral efficiency, users should be received at
unequal power levels. This is helpful, as wireless propaga-
tion conditions unavoidably create such power imbalances.
APPENDIX A
LIMIT OF THE GENERALIZED MARCUM Q-FUNCTION
The noncentral chi-square distribution with k degrees of
freedom and non-centrality parameter λ follows the CDF
1− Q k
2
(√
λ,
√
x
)
→ 1− Q
(
x− µ
σ
)
(47)
which converges to the Gaussian distribution of same mean
µ and variance σ2 due to the central limit theorem. We have
µ = k + λ, σ2 = 2k + 4λ (48)
Letting k = 2aM , λ = (M − )2, and x =M2, we get
QaM (M − ,M)→ Q
(
x− k − λ√
2k + 4λ
)
(49)
= Q
(
M2 − 2aM − (M − )2√
4aM + 4(M − )2
)
(50)
which for M →∞ converges to (8).
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