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Abstract
We present a novel approach for the analysis of multivariate case-control
georeferenced data using Bayesian inference in the context of disease mapping,
where the spatial distribution of different types of cancers is analyzed. Extending
other methodology in point pattern analysis, we propose a log-Gaussian Cox
process for point pattern of cases and the controls, which accounts for risk factors,
such as exposure to pollution sources, and includes a term to measure spatial
residual variation.
For each disease, its intensity is modeled on a baseline spatial effect (estimated
from both controls and cases), a disease-specific spatial term and the effects on
covariates that account for risk factors. By fitting these models the effect of the
covariates on the set of cases can be assessed, and the residual spatial terms can
be easily compared to detect areas of high risk not explained by the covariates.
Three different types of effects to model exposure to pollution sources are
considered. First of all, a fixed effect on the distance to the source. Next, smooth
terms on the distance are used to model non-linear effects by means of a discrete
random walk of order one and a Gaussian process in one dimension with a
Mate´rn covariance. Spatial terms are modeled using a Gaussian process in two
dimensions with a Mate´rn covariance.
Models are fit using the integrated nested Laplace approximation (INLA) so that
the spatial terms are approximated using an approach based on solving Stochastic
Partial Differential Equations (SPDE). Finally, this new framework is applied to
a dataset of three different types of cancer and a set of controls from Alcala´
de Henares (Madrid, Spain). Covariates available include the distance to several
polluting industries and socioeconomic indicators. Our findings point to a possible
risk increase due to the proximity to some of these industries.
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Introduction
The analysis of point patterns plays an important role in Public Health. Case-control
studies are often conducted to assess whether the spatial distribution of the cases
follows that of the control or a different pattern caused by risk factors, such as exposure
to pollution sources. The use of a set of controls in the analysis of the locations of
cases of a disease is important for two reasons. First of all, it allows for adjusting for
the spatial distribution of the population. Secondly, by comparing the cases and the
controls it is possible to identify risk factors associated to the disease.
The first topic is often referred as the study of the spatial risk variation. For point
patterns, it is often common to take the ratio of the intensities of cases and controls1.
The study of this ratio can also be of interest in order to detect local hotspots or areas
where the intensity of the cases is large, even after accounting for the spatial distribution
of the population and other risk factors2.
Assessing risk factors is often based on covariates associated to the cases and the
controls. Although it is common to find socio-economic covariates, it is also possible to
find covariates that measure exposure to putative pollution sources3. A common proxy
for exposure is the distance to the pollution sources, which is often easy to compute for
point patterns analysis when the locations of the pollution sources are known.
Modeling the intensity of the cases and the controls can be approached in a number
of ways4,5. First of all, if both patterns are considered separately, a non-parametric
estimate can be obtained by means of kernel smoothing and similar methods. If
covariates are available, these can be included in the estimation of the intensity by
means of a log-Gaussian Cox process6.
In a case-control analysis, the intensity of the cases can be modeled semi-
parametrically by assuming that it is the intensity of the controls modulated by the
covariates2. These estimates can also be used to estimate the probability of being a
case. When several types of points are available, these methods can be extended so
that a separate intensity is estimated for each point type, and the distribution of the
probability of being a point of each type can be computed7.
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The study of spatial risk variation allows us to assess whether risk is constant across
the study region. This has often been conducted using Monte Carlo random relabeling
tests which are computationally expensive1.
In this paper we propose a new approach to the analysis of different diseases
using case-control data. For this, recent developments in Bayesian inference and
computational statistics will be used in order to extend the current methodology to
these new setting where the locations of cases of several diseases and a set of controls
are available. Models proposed will fall in the category of log-Gaussian Cox processes
where the log-intensity is modeled using the effect of the covariates plus a shared
spatial smooth term and disease-specific spatial terms.
In particular, our models will be proposed within the framework of the integrated
nested Laplace approximation (INLA)8. INLA provides a very flexible framework
for model definition using different types of fixed and random effects, state-of-
the-art spatial models and computational speed. Furthermore, the spatial smooth
term will be modeled as a Gaussian process with a Mate´rn covariance, which will
be approximated using the solution to a Stochastic Partial Differential Equation
(SPDE)9,10. Socioeconomic factors will be included as fixed effects. Similarly, the
effects on the covariates that measure exposure to a pollution source will be considered
using a fixed effect, a smooth term using a random walk of order one and a Gaussian
process in one dimension with a Mate´rn covariance (which will also be approximated
using a SPDE approach).
This new methodology will be applied to a real data set from Alcala´ de Henares
(Madrid, Spain) on the locations of the cases of three types of cancer (lung, stomach
and kidney) and a set of controls. Furthermore, the locations of different types of
polluting industries are available. Hence, the study will be a case-control study to assess
the spatial variation of the cases and the relationship of the cases and the locations of
the polluting industries after accounting for the spatial distribution of the controls.
This paper is organized as follows. First, the real dataset from Alcala´ de Henares
(Madrid, Spain) that motivated this work is introduced. Next, we provide a summary
of current approaches to the analysis of multivariate point patterns to study disease risk
variation and assessing exposure to pollution sources, where our new methodological
proposal is presented. This is followed by a description on how to use INLA
for Bayesian inference on multivariate point pattern analysis. Finally, the methods
described in this paper are applied to the real data from Alcala´ de Henares (Madrid,
Spain). The paper concludes with a discussion on the methods and results described
herein.
Cancer in Alcala´ de Henares (Madrid, Spain)
This work has been motivated by data obtained from Prince of Asturias University
Hospital (HUPA, Alcala´ de Henares, Madrid, Spain). Cases have been obtained from
HUPA’s Minimum Basic Data Set (MBDS)11,12. The dataset obtained from the MBDS
contains cases of cancer of the lung (313), stomach (136) and kidney (115). Cases
included people aged 40 or older diagnosed from January 2012 to June 2014. The
set of controls is made of 3000 patients with non-cancer diseases obtained from the
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MBDS, also from January 2012 to June 2014. All these three types of cancer have an
important mortality nationwide13 and hence the interest of this study.
In addition to the case-control data, the locations of a number of polluting industries
in the Alcala´ de Henares area have been obtained. We used data on industries governed
by the IPPC and facilities pertaining to industrial activities not subject to the IPPC
Act 16/ 2002 but included in the E-PRTR (IPPC + E-PRTR), provided by the Spanish
Ministry for the Environment and Rural & Marine Habitats (Ministerio de Medio
Ambiente y Medio Rural y Marino, Spain). We selected the installations that where
inside or close to the study region. The geographic coordinates of their position
recorded in the IPPC + E-PRTR database were validated, by meticulously reviewing
industrial locations14.
These have been provided by Health Institute ’Carlos III’, that keeps a record of
all polluting industries in the country. In particular, the locations of 13 air polluting
industries are available, two of which can also be classified as a heavy metals industries.
Other socio-economic variables at the census track level are also available and provided
by the Spanish Office for National Statistics (INE).
Because of the different nature of the types of cancers studied and that of the
polluting industries, it is likely that, in case there is any link between the cases and the
proximity to certain industries, different types of cancer will be affected by different
types of industries.
Figure 1 shows the locations of the cases and controls, as well as the locations of the
polluting industries. It is clear that, while most of the polluting industries are outside
the city, a few of them remain close to the city center.
An inhomogeneous Poisson point process will be assumed for each point type. The
intensity of the controls at a location x of the study areaD will be represented by λ0(x),
while the intensities of the cases of lung, stomach and kidney cancer will be represented
by λi(x), i = 1, 2, 3, respectively. Similarly, ni, i = 0, . . . , 3 will represent the number
of controls and cases of the different types of cancer.
A simple way to assess spatial variation is to compute ratios ρi(x) = λi(x)/λ0(x)15.
In the case of no risk variation, the distribution of cases will follow that of the
population, i.e., λi(x) = nin0λ0(x), i = 1, 2, 3. For this reason, under no spatial risk
variation, ratio ρi(x) will be equal to ni/n0.
In practice, the intensities involved need to be estimated, and these will be denoted
by λˆi(x), i = 0, . . . , 3. A simple and popular estimate can be obtained with kernel
smoothing16. Note that in order to estimate the ratio of the intensities the same
bandwidth of the kernel must be used17.
Figure 2 shows the estimates of the intensities for the three types of cancer λˆi(x) =
1, 2, 3 using a kernel smoothing with a bandwidth of 300 meters, together with the
estimates of the ratio of the intensities ρˆi(x), i = 1, 2, 3. Note that, because of the
different number of points, the intensity and relative risk estimates are in different
scales.
The plots in Figure 2 are only presented as a summary of the spatial distribution
of the point patterns, and the relative risk of the different types of cancer. A Monte
Carlo test could be employed to find regions of significant high risk15. Finally, a semi-
parametric estimate of the intensities of the cases could be used in order to assess the
impact of the covariates (and the locations of the polluting industries) in the spatial
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Figure 1. From top to bottom and left to right, locations of the controls and cases of lung,
stomach and kidney cancer, respectively. The red triangles represent the locations of air
polluting industries and green dots the locations of the heavy metals industries. The
boundary represents the study region.
variation of the risk2. These important issues will be addressed later within a Bayesian
framework to develop a log-Gaussian Cox model which can account for the effect of
the covariates and estimate the residual spatial variation of the risk.
Multivariate point patterns for disease mapping
Diggle et al. (2005)7 develop a suitable framework for the analysis of multivariate
point patterns for the study of different strains of bovine tuberculosis. Each strain
i = 1, . . . ,K is modeled using a different intensity λi(x), and the probability of being
a case of a strain of type i at location x is given by:
Prepared using sagej.cls
6 Journal Title XX(X)
Figure 2. Estimated intensities of the controls λˆ0(x) and the cases λˆi(x) = 1, 2, 3 (top
row) and estimate of the ratio ρˆi(x), i = 1, 2, 3 (bottom row).
pi(x) =
λi(x)∑K
j=1 λj(x)
Our problem differs from the previous approach because, for case-control data, the
intensity of the controls λ0(x) will act as a baseline in order to compare the intensity of
the different types of diseases considered λi(x), i = 1, . . . ,K. As mentioned above,
for disease i, a relative risk could be computed as the ratio ρi(x) = λi(x)/λ0(x) and
departures from the value ni/n0 will indicate significant spatial risk variation. Hence,
this ratio can be used to describe spatial risk variation. Most importantly, it can help
in the detection of hotspots by identifying regions of unusual high relative risk and
assessing increased risk by exposure to pollution sources.
Spatial risk variation
As described in previous sections, spatial models for multivariate point patterns in
Public Health should account for the spatial distribution of the population and address
estimation of the effect of possible risk factors, putative pollution sources and any
residual spatial variation not explained by previous factors.
First of all, our methodological proposal starts with a simple model to estimate the
different intensities. In particular, the model proposed at a point x of the study domain
D is
log(λ0(x)) = α0 + S0(x);x ∈ D
log(λi(x)) = αi + S0(x) + Si(x), i = 1, . . . ,K;x ∈ D
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where αi is an intercept and Si(x) is a spatial Gaussian process with a Mate´rn
covariance and K is the number of diseases in the study. In general, the role of αi is
to account for the number of observed points and term S0(x) estimates the underlying
spatial variation. Bayesian point estimates (e.g., the posterior means) of the intensities
estimated by these models can be similar to the estimate obtained by kernel smoothing
with the appropriate bandwidth18.
Note that the previous model is in fact a joint model and that S0(x) is estimated
using cases and controls. Furthermore, it holds that
log(λi(x))− log(λ0(x)) = αi − α0 + Si(x), i = 1, 2, 3;x ∈ D (1)
Hence, spatial effects Si(x), i = 1, 2, 3 measure any disease-specific residual spatial
variation not accounted for by the distribution of the controls. As Si(x) measures
departure from the spatial distribution of the controls, it can be used to detect areas
of high risk by inspecting the credible intervals of its posterior distribution.
Go´mez-Rubio et al. (2015)18 propose a similar model in the context of a study on
the spatial distribution of tornados according to their increasing strength (from 0 to 5)
in the Contiguous United States. They consider 6 different types or tornados, with the
mildest tornados providing a baseline intensity (i.e., tornados with intensity 0 acted
as ’controls’). They plugged-in posterior estimates of the intensity of the tornados
with intensity 0 as covariates to estimate the intensities of the other types of tornados.
However, this ignores the uncertainty about the plugged-in intensity and the model
proposed in this paper should be preferred to model multivariate point patterns within
a Bayesian framework.
Exposure to pollution sources
If part of the spatial variation of the cases is thought to be explained by exposure to
any of P risk factors and the spatial distribution of the population, its intensity could
be expressed as2:
λi(x) = λ0(x) exp{αi + Fij(x) + Si(x)}, i = 1, . . . ,K; j = 1 . . . , P (2)
Here, Fij(x) is a generic term that represents exposure to a risk factor j of a case
of disease i, with j = 1, . . . , P . For exposure to pollution sources, this term usually
depends on the distance to the location of the pollution source. The distance to the
source for subject at location x ∈ D to the pollution source will be denoted by dx. Note
that this way of modeling exposure can be used without loss of generality to represent
other risk factors, such as exposure to pollutants, temperature, body mass index, etc.
and that it does not necessarily needs to be a distance.
Effect Fij(x) can take several forms. First of all, a fixed effect can be considered,
i.e., Fij(x) = βijdx. This means that exposure is modeled as a fixed effect in the linear
term and that each pollution source (or risk factor) j affects differently each disease i.
Negative values of βij will indicate that the effect of the pollution source is to increase
the intensity of the point pattern in its vicinity.
However, this is seldom a good idea as usually modeling risk factors requires a
smoother term19. For this reason, two other smooth models will be considered. The first
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one is a discrete random walk based on r knots placed at distances k1, . . . , kr from the
pollution source. For a given disease i, the random walk associated to pollution source
j is defined as
ulj − ul−1j ∼ N(0, τj); l = 2, . . . , r
with τj being a precision parameter. The effect is then defined as
Fij(x) = ui(x)j .
Here, i(x) is an index that indicates the nearest knot to the case at location x. Hence,
cases with similar distance to the pollution source will be allocated the effect of the
same random walk term and their exposure will be similar.
The third effect will be a one-dimensional Gaussian process with a Mate´rn
covariance based on the distance to the pollution source j. This is similar to the one
used to model spatial effects Si(x) but using a single dimension.
In this case, the effect can be represented as
Fij(x) = vij(x)
where vij(x) is defined using a Gaussian process with zero mean and variance defined
by a Mate´rn covariance in one dimension, where the values of the observations are the
distances from the points to the pollution source.
Note that all these three possible ways of modeling the exposure to the pollution
source can be extended to consider other risk factors which are measured using
continuous variables such as, for example, blood pressure, weight, body-mass index,
etc. Categorical risk factors, such as gender, can also be considered using fixed effects.
Furthermore, note that different effects for different diseases are considered in our
model, as exposure will likely have different effects on different diseases.
Detection of regions of high risk
Table 1 summaries four variations of the proposed model that can be fit to the data.
Model 0 can be regarded as a baseline model for comparison as it assumes that the
distribution of the cases and the controls is the same, and the intensities are scaled
according to the values of αi, i = 0, . . . ,K.
Model 1 includes a disease-specific term Si(x) that accounts for unexplained spatial
variation. If the distribution of the cases is exactly that of the controls, then this
term should be equal to zero at every point of the study region. For this reason, the
posterior distribution of Si(x) can be inspected for significant departures from zero,
that will indicate regions of unexplained high risk. For example, credible intervals can
be computed at grid points and then assess whether zero is inside. Alternatively, the
posterior mean could be computed or the posterior probabilities of Si(x) being higher
than zero could be computed as well (but this is computationally more expensive).
Model 2 assumes that all spatial variation of the cases is explained by that of the
controls plus the effect of the risk factors. Model 3 adds a disease-specific spatial term
to account for unexplained spatial variation, which can be used to assess regions of
high risk not explained by the risk factors.
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Model log(λ0(x)) log(λi(x))
0 α0 + S0(x) αi + S0(x)
1 α0 + S0(x) αi + S0(x) + Si(x)
2 α0 + S0(x) αi + S0(x) + Fij(x)
3 α0 + S0(x) αi + S0(x) + Fij(x) + Si(x)
Table 1. Summary of models for multivariate point patterns using case-control data.
Ideally, model selection criteria should help to decide which model is best to explain
the data. If either Model 1 (or Model 3) are selected it means that there is some residual
variation not explained by the spatial distribution of the controls (and the risk factors)
Furthermore, this joint modeling approach allows for the comparison of different
disease-specific spatial terms, i.e., ∆uv(x) = Su(x)− Sv(x), u 6= v, can be computed
to assess similar residual spatial variation between two types of cancer. In the case of
spatial residual variation, values of ∆uv(x) close to zero will indicate a similar residual
spatial variation which may point to common risk factors between two types of cancer.
Integrated Nested Laplace Approximation
Model fitting will be carried out using the integrated nested Laplace approximation
(INLA)8. This approximation assumes that the model can be expressed as a latent
Gaussian Markov random field (GMRF)20, i.e., the latent effects have Gaussian
distribution with sparse covariance matrix that may depend on further hyperparameters.
This includes some widely used models, such as, generalized linear and additive
models with random effects. INLA will only provide approximations to the marginal
posterior distributions of the model effects and hyperparameters, but this is often
enough for inference.
INLA can fit models with latent spatial terms Si(x), i = 0, . . . ,K that are defined
using a Mate´rn covariance using the approximation based on stochastic partial
differential equations (SPDE)9,21. Furthermore, the multivariate point patterns model
will be implemented using a representation of the cases and the controls as a Poisson
process10.
The Mate´rn covariance between two points x1 and x2, separated by a distance d12,
is defined as
Cov(x1, x2) = σ
2 2
1−ν
Γ(ν)
(κd12)
νKν(κd12)
Here, σ2 is a variance parameter, κ a spatial scale parameter and ν a smoothness
parameter. Furthermore, Γ(·) is the Gamma function and Kν(·) is the modified Bessel
function of the second kind.
The SPDE approximation9 to estimate a Gaussian process with Mate´rn covariance
S(x) implemented is based on a weak solution to a SPDE, so that the estimated effect
is expressed as
S(x) =
m∑
k=1
ψk(x)wk
Prepared using sagej.cls
10 Journal Title XX(X)
Here, ψk(x) are a basis of functions and wk are Gaussian weights. k represents the
number of vertices in a triangulation that covers the study region. This triangulation
is used to define the basis functions as each function is piecewise linear within each
triangle. In particular, ψk(x) is equal to 1 at vertex k and 0 at all other vertices. This
provides a sparse representation that is very convenient in practice for computational
purposes. When reporting the results, the nominal variance and the nominal range, will
be used to summarize the estimates of the spatial effects Si(x), i = 0, . . . ,K.
Fitting log-Gaussian Cox processes to point patterns with INLA is based on
reformulating the model as a Poisson regression10. This requires creating a Voronoi
tessellation using the observed points of the point pattern. For each polygon, a dummy
observation with value 0 and associated value Ak, the area of the associated polygon,
is added, and each observed point is added with a value 1 and Ak equal to 0. Then, the
model is a Poisson regression as follows:
yk ∼ Po(Akθk), k = 1, . . .
Here, yk are the 0/1 values described above, Ak the area of the associated polygon and
θk accounts for the model effects. For example, for Model 3 and disease i this would
be:
log(θk) = αi + S0(xk) + Fij(xk) + Si(xk)
where xk is the location of observed or dummy point xk.
Note that, in order to fit this model with INLA, the covariates associated to the risk
factors need to be available at the dummy points. This is not a problem when they
are distances to pollution sources, but it could be a problem when the risk factor is an
individual level variable, such as gender or age.
In practice, implementing this joint model requires the use of different likelihoods,
one for each point pattern, with a shared effect S0(x). This is fully described in the R
code used in this paper, which is available from Github at https://github.com/
becarioprecario/INLA_MVPP.
Spatial variation of cancer in Alcala´ de Henares (Madrid, Spain)
We have analyzed the data introduced at the beginning of the paper on cancer data
from Alcala´ de Henares (Madrid, Spain) using the model introduced above. In order to
fully describe the model, the priors on the different parameters must be stated. Priors
on the fixed effect have been a Gaussian distribution with zero mean and precision
1000. We have used PC-priors22 for the parameters of the SPDE-based spatial effects.
In particular, the prior on the range is so that P (range < 5) = 0.95 and the prior
on the standard deviation σ is so that P (σ > 10) = 0.01. These setting are based on
reasonable vague assumptions about the underlying spatial processes.
Confounding factors
When assessing increased risk around pollution sources it is important to account for
other factors that may play a role in the spatial distribution of the disease. For example,
socioeconomic indicators (e.g., income or education) or life style (e.g., diet or smoking
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No confunding With confunding
factors factors
Model DIC WAIC Marg. lik. DIC WAIC Marg. lik.
0 -31454.12 -28463.91 15558.89 -31441.31 -28390.93 15494.42
1 -31486.21 -28365.77 15560.84 -31479.50 -28263.28 15498.55
Table 2. Model selection criteria values for the different models fit to the case-control data.
status) may drive the spatial pattern for some diseases. For example, lung cancer is
highly correlated with income and smoking23,24.
For this reason, the models presented here can include fixed effects on some
covariates. Note that given the multivariate nature of our models it is important to
allow for disease-specific coefficients for the fixed effects because different risk factors
can affect the diseases under study in different ways.
Furthermore, our analysis will consider models that do not account for risk factors
first. Then, models that account for confounding factors will be fit to assess whether
the effects from pollution sources are still significant. This will allow us to determine
whether the primary cause of increased mortality is due to the pollution source or socio-
economic confounding variables.
In particular, the variables that we have considered are available at the census tract
level, obtained from the 2001 Spanish census by Instituto Nacional de Estadı´stica (INE,
Spain). Values have been assigned to the cases or the controls by matching the census
tract. The variables considered are unemployment rate in the range between 20 and 59
years (UNEMP2059), an average of the score for social class (AVGSOC), an average
of the score for education level in the range between 30 and 39 (AVGEDU) and the
percentage of children aged between 0 and 3 that are in the school (PCTSCH).
Spatial risk variation
The first step in our analysis of the three types of cancer in Alcala´ de Henares will be
to inspect spatial risk variation in order to assess whether the spatial distributions of
the cancers is the same as the controls. For this, we have fit models 0 and 1, and we
have computed some model selection measures in order to make a decision on the best
model. Models 2 and 3 are discussed later as they will depend on the pollution sources
included in the model.
Table 2 summarizes the different criteria computed with INLA. For models without
confounding factors, the DIC and marginal likelihood support Model 1, i.e., that there
is disease-specific spatial variation not explained by the spatial distribution of the
controls. Models that include confounding factors do not seem to improve model
fitting. Table 3 shows the effects of the covariates. In particular, high unemployment
and children in school are close to have a significant positive association with the three
types of cancer. On the other hand, education level and social level does not seem to
have an effect.
These four covariates where taken not to be correlated with each other but it is
possible that some confounding is occurring when all four are in the model, and
this might be the reason why all credible intervals contain the zero value and model
selection criteria do not favor models with confounding factors included. In any case,
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Variable Cancer Model 0 Model 1
Mean St. dev. 95% C.I. Mean St. dev. 95% C.I.
UNEMP2059 lung 0.03 0.03 -0.02 0.09 0.06 0.03 -0.00 0.13
UNEMP2059 stomach 0.05 0.04 -0.03 0.13 0.09 0.05 -0.01 0.18
UNEMP2059 cancer 0.06 0.05 -0.03 0.15 0.08 0.05 -0.02 0.18
AVGSOC lung 0.80 1.07 -1.30 2.91 1.81 1.19 -0.51 4.16
AVGSOC stomach -0.30 1.58 -3.38 2.81 0.86 1.75 -2.55 4.33
AVGSOC cancer 0.01 1.67 -3.25 3.32 0.62 1.83 -2.90 4.27
AVGEDU lung -0.11 0.35 -0.79 0.57 -0.21 0.40 -0.99 0.58
AVGEDU stomach 0.21 0.50 -0.78 1.20 -0.10 0.57 -1.23 1.01
AVGEDU cancer 0.47 0.55 -0.61 1.53 0.31 0.60 -0.90 1.47
PCTSCH lung 0.01 0.01 -0.00 0.02 0.01 0.01 -0.00 0.3
PCTSCH stomach 0.00 0.01 -0.01 0.02 0.01 0.01 -0.01 0.03
PCTSCH cancer 0.01 0.01 -0.01 0.03 0.02 0.01 -0.01 0.04
Table 3. Estimates of the confounding factors included in the models for Models 0 and 1.
Model Cancer Conf. factor Nominal Range Nominal St. dev.
Mean St. dev. Mean St. dev.
0 Controls No 3.94 1.13 4.06 1.08
1 Controls No 3.89 1.16 3.99 1.10
1 Lung No 6.64 6.52 0.76 0.44
1 Stomach No 6.91 6.08 0.85 0.51
1 Kidney No 3.00 8.76 0.22 0.15
0 Controls Yes 3.93 1.12 4.04 1.07
1 Controls Yes 3.88 1.09 4.00 1.04
1 Lung Yes 4.00 2.70 0.60 0.22
1 Stomach Yes 5.56 4.40 0.86 0.38
1 Kidney Yes 1.45 1.64 0.33 0.17
Table 4. Summary of the spatial effects of the different models fit to the case-control data.
by including these four covariates typical possible socio-economic confounders are
taken into account and we have kept all four variables in all models that include
confounding factors.
Table 4 summarizes the spatial effects Si(x) of the different models. This table is
useful to compare the estimates of effect S0(x) between the different models. When
no confounding factors are included, we find very similar estimates of the parameters
of S0(x) in both models. Under Model 1 stomach cancer seems to have the highest
nominal standard deviation and nominal range of the disease-specific spatial effect,
which may point to a differential spatial variation. On the other hand, kidney cancer
has the smallest nominal variance and range, which may point to a lack of differential
spatial distribution. Finally, the estimates of the parameters for the spatial effect of lung
cancer point to a possible mild differential spatial variation.
When confounding factors are included, the spatial effect in Model 0 has very similar
estimates as the case with no confounding factors. However, Model 1 shows smaller
estimates of the range for the disease-specific spatial effects. In our opinion, this is due
to the socio-economic confounding variables included in the model, that account for
some of the spatial variation in the data.
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Because of this small sample size, detecting departures from Model 0 will be
difficult. Given the nature of the problem at hand, it is not easy to increase the sample
size, and the only reason to do this is to extend the period of time of the analysis, which
is not always possible. A similar problem will be faced when assessing exposure to
pollution sources. For this reason, a simulation study will be developed at the end of
this section.
Detection of regions of high risk
Given that the underlying spatial variation S0(x) is taken as a baseline as it represents
the distribution of the controls, the detection of the areas of high risk can be tackled by
looking at which points in the study region have high (or low) values of Si(x) using
its posterior distribution pi(Si(x)|y). We will inspect this by looking at the credible
intervals of the estimates of the disease-specific effects computed at a grid of points
inside the study region. Departures from the null value will indicate regions of high or
low intensity.
Figure 3 displays posterior means and standard deviations of the spatial effects
Si(x) for the different types of cancer obtained by fitting Model 1 and accounting
for confounding factors. In the plots, point estimates and credible intervals have been
arranged in increasing order (using the posterior mean). These intervals can be used to
assess whether residual spatial variation has a high probability of being different from
zero, which will indicate a departure in the cases from the spatial distribution of the
controls.
The estimates provided by Model 1 without adjusting for confounding factors are
similar, but with wider credible intervals (and they have not been included here). The
reduction of the width of the credible intervals is then due to the effect of the covariates.
Because of the small sample size, we believe that credible intervals are not narrow
enough as to detect hostspots due to the polluting industries. For these reasons, we
have decided to consider the models that include exposure to pollution sources in the
analysis.
For kidney cancers, all credible intervals contain the zero value, which indicates no
departure from the underlying spatial distribution of the controls. However, lung and
stomach cancers have higher point estimates of Si(x) and they are close to having
smaller regions with high values of the disease-specific spatial term. This indicates
spatial variation not accounted for the spatial distribution of the controls. Note how
these regions seem to be close to the south part of the city. Hence, we believe that it is
important to test for a possible association between this increased intensity in the cases
and the location of industries. This is carried out below, using models 2 and 3.
Assessing exposure to pollution sources
We will inspect a possible association between the location of the industries in the
city and an increased intensity about them. Full details about the estimates for the
different models are included in the Supplementary Materials of this paper. In the
analysis of these results, we will focus on the models that point to an increased risk
around polluting industries. For this reason, model selection will not only be based on
the DIC and WAIC criteria but also on reasonable estimates of the spatial effects in the
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Figure 3. Summary statistics of spatial effects Si(x): map of posterior means (top row),
posterior means and 95% credible intervals (middle row) and map of posterior probabilities
pi(Si(x) > 0|y).
model and on estimates of the effect Fij(x) that points to an increased risk around the
pollution source. Note that some estimates of the DIC and WAIC were not reliable and
they have been replaced by a dash in some of the tables in this paper.
Table 5 shows estimates of the DIC and WAIC for the different models (not adjusted
for confounding variables) to assess risk around pollution sources using a fixed effect, a
RW1 and a SPDE1. This table also summarizes for which diseases there is an increased
risk. The inclusion criterion has been a negative upper limit of the 95% credible interval
of the coefficient for fixed effect, or a decreasing trend with distance when the effect is
either a RW1 or SPDE1 smooth term (even if the 95% credible intervals contained the
zero value). The top plots in Figure 4 show an example of the inclusion criteria used to
list a tumor in Table 5. Note that the descending trend with distance is clear, but that for
the RW1 and SPDE1 effects 95% credible intervals contain the zero value. However,
we believe this is simply due to the small sample size that we have in our particular
dataset.
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In addition to the previous criteria, values of the DIC and WAIC smaller than the
ones obtained for Model 0 and 1 will indicate a significant effect. This is associated
with a credible interval for the fixed effect that is above zero, and effects RW1 and
SPDE1 showing a decreasing pattern around the pollution sources, such as the one
seen in Figure 4 (for Industry 1).
We have not reported here the estimates of the different spatial effects in the model
because, in general, these are very close to the obtained for Models 0 and 1. In any case,
these are provided in the Supplementary Materials of this paper. The results indicate
that seven industries have a potential association with an increase of the intensity of
different types of cancer around them. This is particularly clear for lung and stomach
cancer, while this possible association with kidney cancer is very mild or inexistent.
Given that this increase may also be due to socio-economic factors, we have fit the
same models with the four socio-economic variables mentioned above. In general, the
estimates of the coefficients are very similar to those obtained for Models 0 and 1,
and they are not reported here (but they have been included in the Supplementary
Materials). Table 6 shows a summary of the DIC and WAIC for these models, that
includes for which types of cancer there is a significant increase around the pollution
source. As mentioned earlier, Model 3 has not been included here because we suspect
that the different effects in the model are not identifiable as we are accounting for
confounding factors and including disease-specific spatial terms.
Values of the DIC are smaller when adjusting for confounding factors. However,
WAIC seems to increase. When assessing exposure, models with RW1 and SPDE1 are
preferred over models with fixed effects. In general, the associations detected by the
different models are very similar to the case with no adjustment, which means that
there is still a possible association between an increase in the number of cases and
the distance to the polluting industries. This association is clear for lung and stomach
cancer, and very mild (or inexistent) for kidney cancer.
Regarding the industries that appear in Table 5 and Table 6, Industries 1 and 2 are
part of an industrial area very close to the city center. The presence of asbestos in
this area could explain the apparent increase in the cases of lung and stomach cancer.
Industry 5 is a landfill, where waste is often cremated and the smoke reaches the
population at kilometers away. Industry 6 is close to a deprived area, which could
be the case of this increase in the cases of cancer but we have already accounted for
several socioeconomic variables. Industries 7, 8 and 9 do not show any association
for the models with RW1 and SPDE1 effects and we believe that there is in fact no
association with cancer.
Given that our study is limited by the small sample size of the cases and the four
socio-economic variables included in the model, we want to be cautious about pointing
to any significant association between the increase of cases of cancer around the
aforementioned industries. However, we believe that the new methodology developed
in this paper is appropriate for the task at hand.
Given that Model 2 seems to be the best model for RW1 and SPDE1 effects, we
have displayed the estimates of the effects for Industry 1 in Figure 4. The estimated
effects are similar between RW1 and SPDE1 effects, with a step-like effect for lung
and stomach cancer. This is consistent with the fact that this pollution source is close
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Model 2 Model 3
Source Effect DIC WAIC Tumour DIC WAIC Tumour
Industry 1 Fixed -31576.57 -28523.96 L, S -31604.58 -28446.86 L, S
Industry 2 Fixed -31575.79 -28522.54 L, S -31605.73 -28444.19 L, S
Industry 5 Fixed -31576.32 -28525.60 L, S -31598.35 -28432.65 –
Industry 6 Fixed -31574.03 -28516.32 L, S, K -31603.99 -28440.13 L
Industry 7 Fixed -31561.54 -28501.01 – -31605.74 -28438.69 L
Industry 8 Fixed -31565.95 -28509.09 L, K -31599.19 -28435.79 –
Industry 9 Fixed -31566.34 -28509.38 L, K -31599.81 -28436.22 –
Industry 1 RW1 -31563.00 -28491.15 L -31604.58 -28446.86 L, S
Industry 2 RW1 -31621.04 -27630.06 L -31605.73 -28444.19 L, S
Industry 5 RW1 -31618.46 -28490.14 L, S -31598.35 -28432.65 L, S
Industry 6 RW1 -31557.60 -28497.06 L -31603.99 -28440.13 L, S
Industry 7 RW1 -31559.55 -28519.13 – -31605.74 -28438.69 –
Industry 8 RW1 -31559.63 -28515.80 – -31599.19 -28435.79 –
Industry 9 RW1 -31559.61 -28515.22 – -31599.81 -28436.22 –
Industry 1 SPDE1 -28613.62 – L, S – – L, S
Industry 2 SPDE1 -31573.44 -28447.03 L, S – – L, S
Industry 5 SPDE1 -31606.01 – L, S -31590.59 – L, S
Industry 6 SPDE1 -31590.62 -28438.07 L -31604.02 -28376.68 –
Industry 7 SPDE1 -31568.83 -28451.21 — -31600.12 -28398.24 –
Industry 8 SPDE1 -31567.08 -28448.97 — -31594.16 -28384.54 –
Industry 9 SPDE1 -31565.64 -28454.97 — -31593.62 -28294.52 –
Table 5. Summary of Models 2 and 3 (without confounding factors) to assess exposure
around polluting industries.
Model 2
Source Effect DIC WAIC Tumour
Industry 1 Fixed -31624.75 -28461.34 L, S, K
Industry 2 Fixed -31623.27 -28461.01 L, S, K
Industry 5 Fixed -31598.99 -28449.47 L, S, K
Industry 6 Fixed -31609.41 -28451.30 L, S, K
Industry 7 Fixed -31585.11 -28429.39 K
Industry 8 Fixed -31600.10 -28445.24 L, K
Industry 9 Fixed -31601.54 -28445.97 L, K
Industry 1 RW1 -31645.50 – L, S
Industry 2 RW1 -31734.66 – L, K
Industry 5 RW1 -31657.11 -28415.90 L, S
Industry 6 RW1 -31773.61 – L, S
Industry 7 RW1 -31583.83 -28451.82 –
Industry 8 RW1 -31613.32 -28388.08 L
Industry 9 RW1 -31609.66 -28381.25 L
Industry 1 SPDE1 -31626.01 – L, S
Industry 2 SPDE1 -31632.65 – L, S
Industry 5 SPDE1 -31661.90 – L, S
Industry 6 SPDE1 -31682.90 -28289.75 –
Industry 7 SPDE1 -31619.81 -28375.44 –
Industry 8 SPDE1 -31622.06 -28370.71 –
Industry 9 SPDE1 -31619.74 -28353.05 –
Table 6. Summary of Model 2 (with confounding variables) to assess exposure around
polluting industries.
to the city center. The effect on kidney cancer is negligible. Similar figures for all the
other pollution sources are available in the Supplementary Materials.
Detection of the effect produced by the pollution sources and other risk factors
depends on the sample size of the data. In epidemiological studies it is seldom possible
to increase the sample size of the cases and the association between risk factors and
Prepared using sagej.cls
F. Palmı´-Perales et al. 17
Figure 4. Estimated effects of Model 2 for the effect of the proximity to industry 1 using
RW1 (left) and SPDE1 (right) smooth effects.
the disease may not be detected because of a small sample size. For this reason, we
have conducted a simulation study in the next section to assess how the estimates of
the effects depend on the sample size of the cases. In particular, we will pay attention
to point estimates (i.e., posterior means) and 95% credible intervals.
Simulation study
In order to assess how sample size impacts the detection of effects due to risk factor
using the the three forms of function Fij(x), a simulation study has been carried out.
In particular, we have simulated a new set of 3000 controls from the estimated intensity
of the actual controls, and then we have simulated a set of cases using the estimated
intensity of the simulated controls modulated by an effect that depends on the distance
to a pollution source using an exponential decay function. Note that cases from a single
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disease are considered now instead of cases from several diseases. Also, the putative
pollution source used in the simulations is located where Industry 1 is (see Figure 1).
This means that the intensity of the simulated cases is
λˆ0(x) exp{−dx/φ}
where λˆ0(x) is the estimated intensity of the simulated controls, dx the distance (in
kilometers) to the pollution source and φ a scale parameter are parameters to measure
how the intensity of the cases is modulated by the distance to the pollution source.
Data have been simulated using values of φ of 1, 3 and 6, and the number of
simulated cases have been 50, 100, 300, 500, 1000 and 2000. The number of simulated
controls has always been 3000. Distances from the simulated points to the pollution
source range from 0.05 to 5.3, approximately. Hence, for a value of φ equal to 1 we
can expect a fast decay, while a value of 6 will produce a slow decay of the effect of
the pollution source (and very similar effects of the source on the intensity of all the
controls).
Table 7 shows the values of the DIC for Models 2 and 3 fit to the simulated data
using RW1 and SPDE1 effects on the distance to the pollution source. RW1 models
point to Model 2 in most cases and, in particular, for large sample sizes and large
values of φ. SPDE1 models show very similar values for both models, which would
lead to selecting Model 2 (as this is simpler).
In general, for φ equal to 6 both models provide similar values of the DIC for both
RW1 and SPDE1. This is consistent with a situation in which the pollution source has
a negligible effect.
Hence, detectability of the effect produced by the proximity to the pollution source
increases with sample size and the strength of the effect on the proximity. For a
conveniently large sample size, the models presented in this paper are able to detect
exposure to a pollution source, even when this effect is mild.
Figure 5 shows the estimates of the smooth terms using SPDE1 effects for different
values of the sample size and φ equal to 3. The estimated effects are similar for RW1
effects and they are not shown. As it can be seen, the detectability of the effects
increases with the sample size, and the credible intervals get narrower with the sample
size. Results are similar for φ equal to 6, which produces a stronger effect and thus
detecting a significant effect requires a smaller sample size.
Model 3 did not detect exposure to the pollution source in any of the simulated
scenarios. This is probably due to the fact that the disease-specific spatial terms
accounts for all the unexplained spatial variation. This points to a possible confounding
between disease-specific spatial pattern Si(x) and the effect on the covariates Fij(x).
Hence, Model 2 will be preferred in case of doubt.
Discussion
The integrated nested Laplace approximation is a suitable Bayesian inferential
framework to fit log-Gaussian Cox processes to multivariate point patterns. The
log-intensity can be modeled as a sum of fixed effects and smooth terms on the
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Settings RW1 SPDE1
# Cases ϕ M0 M1 M2 M3 M2 Model 3
50 1 -22812.90 -22831.77 -22838.29 -22831.98 -22839.07 -22839.12
50 3 -22796.62 -22796.39 -22796.93 -22796.62 -22800.88 -22800.81
50 6 -22796.41 -22796.12 -22796.74 -22796.15 -22796.29 -22795.99
100 1 -22934.97 -22965.97 -22967.99 -22965.95 -22976.62 -22976.27
100 3 -22911.74 -22913.33 -22912.16 -22912.62 -22921.13 -22920.72
100 6 -22908.13 -22907.91 -22908.53 -22908.13 -22911.90 -22911.18
300 1 -23880.00 -24028.13 -24035.86 -24028.87 -24049.91 -24049.47
300 3 -23797.38 -23815.83 -23819.03 -23819.15 -23825.43 -23824.90
300 6 -23774.33 -23777.53 -23781.62 -23777.52 -23782.49 -23782.12
500 1 -25126.22 -25388.90 -25400.31 -25421.05 -25420.41 -25420.22
500 3 -24946.51 -24970.60 -24978.07 -24975.04 -24981.11 -24980.70
500 6 -24920.53 -24925.79 -24936.79 -24934.07 -24936.19 -24934.67
1000 1 -28835.55 -29245.86 -29268.02 -29303.88 -29287.42 -29286.82
1000 3 -28459.73 -28503.98 -28516.88 -28512.76 -28519.96 -28519.22
1000 6 -28341.42 -28341.35 -28353.58 -28345.77 -28352.02 -28351.56
2000 1 -37725.47 -38356.53 -38367.91 -38443.95 -38415.57 -38415.05
2000 3 -36795.54 -36850.21 -36870.57 -36866.91 -36874.63 -36874.02
2000 6 -36604.24 -36604.09 -36617.14 -36613.30 -36617.83 -36617.49
Table 7. Values of the DIC for the models fit to the simulated data.
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Figure 5. Estimated effect of a pollution source using Model 2 and SPDE1 effects on the
simulated case-control data with φ equal to 3.
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covariates plus spatial smooth terms using the SPDE approximation. Hence, models
for multivariate point patterns can be developed with ease.
These models have been applied to case-control data where cases of several types of
cancer have been considered. The models proposed in this paper have been adequate to
assess spatial risk variation and the detection of regions of high risk. Furthermore,
the assessment of risk due to the proximity to putative pollution sources can be
assessed by considering the distance from the cases to the pollution source. Finally,
this methodology can be used to assess differences in the disease-specific residual
spatial variation between two diseases. This can be of interest to identify diseases with
a similar spatial variation.
These models have been applied to a dataset from Alcala´ de Henares (Madrid, Spain)
to study the spatial risk variation of lung, stomach and kidney cancer using case-control
data. These models have been able to identify a (mild) disease-specific spatial variation
for lung and stomach cancer, while the distribution of cases of kidney cancer seems
to follow that of the controls. Models with shared and disease-specific spatial pattern
have been able to highlight the regions of high risk for lung and stomach cancer.
Furthermore, by including the effect of the distance to important pollution sources
around the city we have been able to identify some possible sources of pollution that
affect the location of cases of lung and stomach cancer. A further epidemiological study
could look at the particular activity of each industry and how that could be possibly
linked to the increase of cancer cases.
Although this study is limited by the small number of cases available and the effect
of the distance to the pollution source was difficult to assess, we have carried out
a simulation study that confirms that this methodology can detect the effect of risk
factors, such as exposure to pollution sources.
In the future, we expect to extend the current methodology to perform automatic
detection of socio-economic risk factors as well as the effect of pollution sources. This
can be done by using Reversible Jump MCMC25 methods so that the effects on the
pollution sources can be automatically included (or removed) from the model.
This methodology can also be extended to the spatio-temporal case by modeling
the log-intensity as the sum of a spatial effect plus a temporal effect, using a RW1 or
SPDE1 effects21. Covariates could also be considered in this model as well.
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