Background {#Sec1}
==========

Estimating the extent of shared ancestry between individuals or organisms is central to many fields. Examples range from forensic science \[[@CR1]\], studies of population structure \[[@CR2], [@CR3]\], and conservation genetics \[[@CR4]\], to the mixed linear models used in genomic prediction and genome-wide association studies \[[@CR5], [@CR6]\].

Following Malêcot \[[@CR7]\], measures of relatedness between two individuals are generally formulated in terms of the coefficient of coancestry, which is the probability that for a randomly selected gene, two alleles, one taken at random from each individual, descend from a single ancestral gene --- that is, the probability that the alleles are identical-by-descent (IBD). Similarly, a measure of inbreeding for an individual is defined as the probability that the two alleles of a randomly selected gene are IBD \[[@CR7]\]. When a pedigree is available, probabilities that two alleles are IBD from common ancestors within the pedigree can be calculated, and from these the classical measures of relatedness and inbreeding can be derived. The calculations typically assume that the founders are unrelated and not inbred, which is rarely the case. The measures depend on the choice of pedigree, and represent expected rather than realized relatedness and inbreeding, since they cannot incorporate the randomness inherent in meiosis.

With the advent of high-scale genotyping technologies such as single nucleotide polymorphism (SNP) arrays, it is possible to estimate realized relatedness directly from molecular data without knowledge of genealogy, and a variety of ways to do this are available \[[@CR8], [@CR9]\]. These generally take the form of genome-wise averages of single-SNP statistics, which have the disadvantage of not taking the lengths of genomic regions shared between two individuals into account \[[@CR8]\]. In Section "[Methods](#Sec2){ref-type="sec"}," two novel measures based on the extent of haplotype sharing are described, and their properties studied. In Section "[Results](#Sec8){ref-type="sec"}" the methods are applied to a set of data from dairy cattle, and compared to the classical pedigree-based measure and a measure due to vanRaden \[[@CR10]\] that is widely used in animal breeding. Section "[Software](#Sec15){ref-type="sec"}" describes the software used and Section "[Discussion](#Sec16){ref-type="sec"}" gives a brief discussion.

Methods {#Sec2}
=======

The methods developed in this paper are based on the following conceptual framework. The genome is divided into a series of physical intervals, and the variant DNA strings that may occur in the intervals are denoted *segments*. To each interval corresponds a set of segments that may occur in the interval, and these sets do not overlap: a segment that may occur in one interval may not occur in another. With some abuse of terminology one may identify the intervals with genes, and the possible segments with alleles. A specific genome is regarded as a collection of segments, and measures of relatedness between genomes are constructed in terms of similarity between such collections. For this the concept of a multiset is needed.

Multisets {#Sec3}
---------

A multiset \[[@CR11]\] is a generalization of the concept of a set that, unlike a set, allows multiple instances of its elements. The multiplicity of an element is the number of instances of the element in the multiset. For example, \[2 figs, 5 pears, 3 plums \] is a multiset in which the element fig has multiplicity two. Note the use of square brackets \[\] to distinguish multisets from ordinary sets using curly brackets {}. A multiset corresponds to an ordinary set if the multiplicity of every element is one or zero.

Multiset intersection is a generalization of set intersection. The intersection of two multisets is formed by taking the minima of the multiplicities of the corresponding elements in the two multisets. For example:

\[2 figs, 5 pears, 3 plums\] ∩ \[1 fig, 10 pears, 0 plums\] = \[1 fig, 5 pears, 0 plums\].

The sum and product multiset operators, represented by + and × respectively, use the straightforward element-wise operations, for example:

\[2 figs, 5 pears, 3 plums\] + \[1 fig, 10 pears, 0 plums\] = \[3 figs, 15 pears, 3 plums\], and

\[2 figs, 5 pears, 3 plums\] × \[1 fig, 10 pears, 0 plums\] = \[2 figs, 50 pears, 0 plums\].

The cardinality of (number of elements in) a multiset *A* is written \|*A*\|. Some useful properties of the operators include the equations $$\documentclass[12pt]{minimal}
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that hold for any multisets *A*, *B* and *C* \[[@CR11]\].

Two measures of genomic relatedness {#Sec4}
-----------------------------------

As described above a genome is taken to be composed of a collection of segments, taken from a larger pool of segments $\documentclass[12pt]{minimal}
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Let there be *p* intervals (loci). For $\documentclass[12pt]{minimal}
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                \begin{document}$s \in {\mathcal {S}}$\end{document}$, let *l*(*s*)∈{1,...,*p*} indicate the interval associated with segment *s*. At each interval, an individual genome has two segments, corresponding to its two haplotypes. Thus each genome has in all 2*p* segments.

A natural definition of the similarity of two individuals is the fraction of genome that they share. So for individuals *i* and *j* the intersect measure of their similarity is defined as the cardinality of the intersection of the two genomes, divided by the total number of segments: $$\documentclass[12pt]{minimal}
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where *x*∧*y* is the minimum of *x* and *y*. Since \|*G* ~*i*~\|=2*p*, we have *b* ~*ii*~=1 for all *i*. For all *i* and *j*, 0≤*b* ~*ij*~≤1. Also *b* ~*ij*~=0 iff *G* ~*i*~ and *G* ~*j*~ have no common segments, and *b* ~*ij*~=1 iff *G* ~*i*~ and *G* ~*j*~ are identical.

The product measure is defined similarly using the product operator: $$\documentclass[12pt]{minimal}
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We have 0≤*c* ~*ij*~≤2 for all *i* and *j*, with *c* ~*ij*~=0 iff *G* ~*i*~ and *G* ~*j*~ have no common segments. In matrix terms *C*=(*c* ~*ij*~) can be written as *C*=*X* *X* ^*T*^/2*p* where *X*=(*x* ~*is*~) is the $\documentclass[12pt]{minimal}
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To relate the two measures, note that when *x* and *y* take values in {0,1,2}, *xy* is given by ![](12859_2015_802_Figa_HTML.gif){#d30e1006}, and *x*∧*y* by ![](12859_2015_802_Figb_HTML.gif){#d30e1016}, so *x* *y*=2(*x*∧*y*)−*I*(*x*=*y*=1), where *I* is the indicator function. It follows that $$\documentclass[12pt]{minimal}
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where *κ* ~*ij*~, a measure of shared heterozygosity, is defined as $$\documentclass[12pt]{minimal}
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When *x*∈{0,1,2}, *x* ^2^=*x*+2*I*(*x*=2), so $$\documentclass[12pt]{minimal}
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where *f* ~*i*~, a measure of homozygosity of individual *i*, is $$\documentclass[12pt]{minimal}
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To relate *C* to the numerator relationship matrix \[[@CR12]\], let *θ* ~*ij*~ be the coefficient of coancestry between individuals *i* and *j*, that is, the probability that for a randomly selected gene, two alleles, one taken at random from each individual, are IBD \[[@CR7]\]. Define *𝜗* ~*ij*~ similarly as the probability that for a randomly selected gene, two alleles, one taken at random from each individual, are identical, that is, identical-by-state (IBS). For *k*=1,...,*p*, write the two segments of individual *i* at interval *k* as $\documentclass[12pt]{minimal}
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Note that *𝜗* ~*ij*~ is the probability of an event randomly chosen from the 4*p* identities on the right-hand side of Eq. ([4](#Equ4){ref-type=""}). Hence *𝜗* ~*ij*~=2*p* *c* ~*ij*~/4*p*, and so *c* ~*ij*~=2*𝜗* ~*ij*~. Thus *c* ~*ij*~ is twice the IBS-sense coefficient of coancestry *𝜗* ~*ij*~.

Similarly, let *θ* ~*i*~ be the coefficient of inbreeding for individual *i*, that is, the probability that for a randomly selected gene, the two alleles are IBD \[[@CR7]\], and let *𝜗* ~*i*~ be the corresponding IBS-sense quantity. When *i*=*j*, we obtain $$\documentclass[12pt]{minimal}
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so *c* ~*ii*~=1+*𝜗* ~*i*~, and *f* ~*i*~ is the IBS-sense coefficient of inbreeding *𝜗* ~*i*~.

The additive, or numerator, relationship matrix is defined as *A*=(*a* ~*ij*~) where $$\documentclass[12pt]{minimal}
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Defining the segmentation {#Sec5}
-------------------------

To define the segmentation a statistical model in the form of an acyclic probabilistic finite automaton (APFA) \[[@CR13]\] is used. Such models allow the extent of haplotype sharing within and between genomes to be quantified, and underlie the Beagle program \[[@CR14], [@CR15]\] that is widely used for processing high-dimensional SNP data. Phase estimation, imputation and model selection are performed simultaneously, using the algorithm described in \[[@CR15]\]. Beagle is highly efficient, taking only a few minutes to process each chromosome for the data described in Section "[Data and computations](#Sec9){ref-type="sec"}", and performs well: for example, imputation accuracy rates generally exceed 97 *%* in cattle data \[[@CR16]\].
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In \[[@CR14], [@CR15]\] the haplotypes that traverse a given edge are known as a haplotype cluster. Here a different perspective is adopted. The edges of the APFA are taken to represent chromosomal segments, that is, we set $\documentclass[12pt]{minimal}
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Figure [2](#Fig2){ref-type="fig"} illustrates recombination under the model of Fig. [1](#Fig1){ref-type="fig"}. The two haplotypes of an individual correspond to two root-to-sink paths in the graph, and recombination is seen as crossing-over between the paths. If the individuals represented in Fig. [2](#Fig2){ref-type="fig"} are taken in the order mother, father and offspring, we find the relationship matrices *B* and *C* to be $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$ B = \left (\begin {array}{ccc} 1.000 & 0.750 & 0.650 \\ 0.750 & 1.000 & 0.675 \\ 0.650 & 0.675 & 1.000 \\ \end {array} \right) $\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$ C = \left (\begin {array}{ccc} 1.000 & 0.750 & 0.875 \\ 0.750 & 1.000 & 0.900 \\ 0.875 & 0.900 & 1.450 \\ \end {array} \right) $\end{document}$. There are, for example, nine edges shared between the two haplotypes (red dashed lines) in the offspring genome, so the homozygosity of this individual is 0.45. Fig. 2Recombination in an APFA. Maternal (**a**), paternal (**b**) and offspring genomes (**c**) are shown. In each genome, the maternal haplotypes are shown as red solid lines, and the paternal as black dashed lines. The overlap is shown as red dashed lines. Two crossovers occur in the maternal line and one in the paternal line: these are marked with "x"s

Expected relatedness {#Sec6}
--------------------

Consider first three individuals, *i*, *j*, and *k*, where *i* and *j* are the parents of *k*. We examine how the parent-offspring relatedness measures depend on the relatedness of the parents. Specifically, expressions for the expectations of the parent-offspring relatedness conditional on the parental relatedness will be derived.
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Now consider four individuals, *h*, *i*, *j* and *k*, where again *i* and *j* are the parents of *k*, and where the relatedness between *h*, *i* and *j* is known. $$\documentclass[12pt]{minimal}
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An expression for the expectation of the intersect measure may be derived in a similar fashion: $$\documentclass[12pt]{minimal}
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but I have not been able to derive an expression for *E*(*b* ~*kh*~) corresponding to ([12](#Equ12){ref-type=""}).

Expressions ([8](#Equ8){ref-type=""}), (??) and ([12](#Equ12){ref-type=""}) are identical to those used in the calculation of the numerator relationship matrix using the algorithm of \[[@CR19]\]. When only a subset of individuals in a pedigree are genotyped, a hybrid expected/realized relationship matrix *R*=(*r* ~*ij*~) exploiting both pedigree and genomic information can be obtained using the following simple modification to the algorithm.

Order the individuals so that parents precede their offspring and label them 1,...,*N*. Write the subset of genotyped individuals as *S*, and for all *i,j*∈*S*, set *r* ~*ij*~=*c* ~*ij*~, the realized genomic relatedness described above. For *k*=1,...*N*, derive the relatedness between an individual *k* and the preceding individuals as follows. When *k*∉*S*, set $$\documentclass[12pt]{minimal}
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where *i* and *j* are the parents of *k*. If either or both *i* and *j* are unknown (i.e., not in the pedigree) assume they are unrelated, that is, use *r* ~*ij*~=0 in this calculation. For each *h*∈{1,...,*k*−1}, if {*h,k*}⫅̸*S*, set $$\documentclass[12pt]{minimal}
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where again *i* and *j* are the parents of *k*. If *i* is unknown, use *r* ~*ih*~=0, and if *j* is unknown, use *r* ~*jh*~=0 in this calculation.

This algorithm adjusts the expected relationships downstream of *S* in the pedigree. An alternative method that adjusts all the relationships outside of *S* is sketched in the following subsection.

Modifying *A* {#Sec7}
-------------

This subsection describes an established technique that is useful in various contexts. The individuals are partitioned into two groups, so that ![](12859_2015_802_Figc_HTML.gif){#d30e4391} and ![](12859_2015_802_Figd_HTML.gif){#d30e4394}. We regard *A* as a covariance matrix and wish to construct a new $\documentclass[12pt]{minimal}
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is the required increment. Write the matrix obtained in this way $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\tilde {A} = A|A_{11}^{*}$\end{document}$. This technique is used when a subset of individuals in a pedigree are genotyped, to compute a hybrid expected/realized relationship matrix exploiting both pedigree and genomic information \[[@CR20], [@CR21]\].

Results {#Sec8}
=======

In this section empirical comparisons are made between the proposed relationship matrices *B* and *C*, the numerator relationship matrix *A* derived from the pedigree, and the matrix *G* of vanRaden \[[@CR10]\].

Data and computations {#Sec9}
---------------------

The data used in this analysis are genotypes and complex traits for 5037 Nordic Holstein bulls. The 5037 bulls were genotyped using a 50K chip and then imputed with Impute2 \[[@CR22]\] to 777K (HD), using a reference panel of 1197 HD genotyped bulls. Five traits are examined below: protein, fat, yield, body and mastitis. These are de-regressed proofs (DRP) derived from genetic evaluations in December 2013. A detailed description of their definitions and derivations is available from the Danish Agricultural Advisory Centre (https://www.landbrugsinfo.dk). The year of birth of the bulls ranged from 1974 to 2009. The 3914 bulls born until 2004 were taken to comprise the training set, and the remaining 1394 bulls born from 2005 to 2009 were taken to comprise the test set.

The pedigree-based relationship matrix (*A*) for the 5037 bulls was derived from the Nordic Holstein pedigree of year 2013 (which contains a total of 134832 animals) in the standard way.

The genomic relationship matrix (*G*) following \[[@CR10]\] was calculated from the marker data, using $$\documentclass[12pt]{minimal}
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where *M*=(*m* ~*ik*~) is the *N*×*p* marker design matrix whose elements take values in {0,1,2}, and $\documentclass[12pt]{minimal}
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Beagle version 3.3.2 was applied to the unphased marker data from the Holstein bulls, and the *B* and *C* matrices were derived from the Beagle output files. Beagle uses two tuning parameters, *m* and *b*. The larger the parameters, the simpler the selected APFA. The settings *m*=1 and *b*=0, suggested in \[[@CR15], [@CR18]\], were used below in the following sections, except Section "[Prediction](#Sec14){ref-type="sec"}": here the settings *m*=4 and *b*=0.2 suggested in \[[@CR23]\] were used, since they result in slightly better prediction accuracy.

Relatedness and pedigree distance {#Sec10}
---------------------------------

In Sections "[Two measures of genomic relatedness](#Sec4){ref-type="sec"}" and "[Expected relatedness](#Sec6){ref-type="sec"}" it was seen that there is a close conceptual relationship between *C* and the numerator relationship matrix *A*. This section examines empirically the extent to which the measures capture the genealogical relationships between individuals. This is done in several ways.

In a crude but informative approach, the distance between each pair of bulls may be calculated as the length of the shortest path between the bulls in the pedigree. For example, full- and half-sibs are at distance two, first cousins are at distance four, and second cousins are at distance six. Figure [3](#Fig3){ref-type="fig"} shows sample densities of the four measures broken down by distance for all pairs of animals. Corresponding summary statistics are shown in Table [1](#Tab1){ref-type="table"}. Fig. 3Sample densities of relationship measures by pedigree distance. Sample densities broken down by pedigree distance for four measures: **a** the numerator relationship matrix; **b** the intersect measure; **c** the product measure and **g** the genomic relationship measure of \[[@CR10]\] Table 1Summary statistics of relationship measures broken down by distanceABCGDistancemeansdmeansdmeansdmeansd10.5620.0260.5100.0370.5790.0480.5040.03520.3280.0350.3320.0400.3770.0490.2520.05230.1950.0420.2230.0420.2530.0500.1040.05440.1220.0370.1630.0370.1860.0440.0250.04650.0940.0270.1400.0300.1600.036-0.0020.03360.0820.0240.1300.0290.1480.034-0.0100.02770.0680.0250.1170.0310.1320.037-0.0120.02480.0460.0230.0920.0340.1030.039-0.0110.02190.0230.0160.0610.0260.0670.0290.0000.024

The parent-offspring pairs are clearly identified by all four measures, but for the more distant pairs there appears to be least separation for the *G* measure. For the *A* measure, distances of four and above are less than 0.2, with a spike close to zero at distance 9, reflecting the assumption of unrelated founders. There are distinct peaks for most distances, indicating good separation between these. The *B* and *C* measures at distance four and above are larger, being less than 0.3, also with good separation. The *G* measures for distance five and above are centered around zero, so about half of the values are negative, and there is poor separation. This suggests that *G* performs relatively poorly for distantly related individuals, say second cousins or farther.

Comparison with pedigree-based relationships {#Sec11}
--------------------------------------------

The distance measure just described is crude since pairs of animals at a given distance may be more or less related, due to varying numbers and lengths of lineage paths between them and common ancestors in the pedigree. The *A* matrix takes this into account and is the natural pedigree-based measure. The upper three subplots of Fig. [4](#Fig4){ref-type="fig"} show smoothed scatterplots of *A* versus *G*, *B*, and *C*, for all distinct pairs of animals in the data. It is seen that the bulk of the points lie above the identity line in the *A* versus *G* plot, and under the line in the *A* versus *B*, and *A* versus *C* plots: that is, *G* tends to underestimate *A* whereas *B* and *C* tend to overestimate *A*. See also Table [1](#Tab1){ref-type="table"}. Adjusted *R* ^2^ statistics based on simple linear regression models with no intercept, as shown in Fig. [4](#Fig4){ref-type="fig"}, indicate that *G* only explains around 6 *%* of the variation of *A*, whereas both *B* and *C* explain around 95 *%*. Fig. 4Comparison of relationship coefficients of *A* with those of *G*, *C* and *B*. The three upper subplots show smoothed scatter plots of the off-diagonals of A with those of G, B, and C. Identity lines are shown in black, and linear regression lines with and without intercept terms are shown in blue and red, respectively. The mean squared deviation (average of $\documentclass[12pt]{minimal}
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                \begin{document}$\sum _{i \neq j} (x_{\textit {ij}}-y_{\textit {ij}})^{2}$\end{document}$) and the adjusted *R* ^2^ values corresponding to the regressions are also shown. The three lower subplots display the consistency of *G*, *C* and *B* with *A*, showing smoothed scatter plots of (*A*\|*G* ~11~)~22~ versus *G* ~22~, (*A*\|*C* ~11~)~22~ versus *C* ~22~ and (*A*\|*B* ~11~)~22~ versus *B* ~22~, respectively. Identity lines are shown in black, and linear regression lines in red: these are overlaid from 10 replicates

Comparison using consistency {#Sec12}
----------------------------

The tendency for *B* and *C* to be larger than *A* could be due to the assumption of non-inbred, unrelated founders that underlies *A*: if this is false, deflated estimates of relatedness and inbreeding would result. To examine this possibility we use the technique described in Section "[Modifying *A*](#Sec7){ref-type="sec"}" to examine the consistency of *B*, *C* and *G* with *A*, in the following way. A random sample of 1000 animals from the genotyped Holstein bulls is taken, and called group one. The matrices *A*\|*G* ~11~, *A*\|*B* ~11~ and *A*\|*C* ~11~ are derived and compared with the realized relationships, that is, the off-diagonals of (*A*\|*G* ~11~)~22~ are compared with those of *G* ~22~ and so forth. The process is repeated for 10 random samples of size 1000. The three lower subplots in Fig. [4](#Fig4){ref-type="fig"} show the results. It is seen that *B* is highly consistent with *A*: the realized relatedness measures in *B* ~22~ are very close to the adjusted values (*A*\|*B* ~11~)~22~. The same is true of *C*. But *G* shows poor consistency with *A*: the realized relatedness measures in *G* ~22~ tend to exceed the adjusted values (*A*\|*G* ~11~)~22~.

Comparison of inbreeding coefficients {#Sec13}
-------------------------------------

Finally, Fig. [5](#Fig5){ref-type="fig"} shows smoothed scatter plots comparing the inbreeding coefficients obtained from *A* with those from *G* and *C*. It is seen that *C* explains 89 *%* of the variation in *A* whereas *G* explains only 42 *%*. The inbreeding coefficients from *A* are non-negative, but negative values occur in *G*. The inbreeding coefficients from *C* are consistently larger than those from *A*, which may reflect assumptions of non-inbred unrelated founders underlying *A*. To examine this, the consistency of the inbreeding coefficients from *C* and *G* are compared using the method just described: the results are shown in Fig. [5](#Fig5){ref-type="fig"}. The coefficients from *C* ~22~ are slightly smaller than those from (*A*\|*C* ~11~)~22~. Thus the difference may at least in part be due to assumptions of non-inbred unrelated founders. The consistency of the inbreeding coefficients from *G* with those from *A* is very poor. Estimates of inbreeding coefficients based on *G* may be sensitive to choice of allele frequencies in the base population \[[@CR10]\]. Fig. 5Comparison of inbreeding coefficients from *A* with those from *G* and *C*. The two upper subplots show smoothed scatter plots comparing the inbreeding coefficients from *A* and *G*, and from *A* and *C*, respectively. Identity lines are shown in black and linear regression lines (with zero intercept) in red. The corresponding adjusted *R* ^2^ values are also shown. The two lower subplots display the consistency of the estimates of inbreeding coefficients from *G* and *C*, respectively, with those from *A*. Smoothed scatter plots of inbreeding coefficients from (*A*\|*G* ~11~)~22~ versus *G* ~22~, and (*A*\|*C* ~11~)~22~ versus *C* ~22~ are shown. Identity lines are shown in black, and linear regression lines (with zero intercept) in red: these are overlaid from 10 replicates

Prediction {#Sec14}
----------

To compare the use of the relatedness measures in prediction, breeding values were predicted using a genomic restricted maximum likelihood (G-REML) model of the form $$\documentclass[12pt]{minimal}
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where *y* is the response vector, *μ* is the overall mean, **1** is a vector of 1's, *g* is a vector of breeding values, and *e* is a vector of residuals. It is assumed that $\documentclass[12pt]{minimal}
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                \begin{document}${r_{k}^{2}}$\end{document}$ of the complex trait *y*.

The analysis was performed with the package DMU \[[@CR24]\] applied to data from the training set, using the four relationship matrices. To examine prediction using less related individuals, a reduced training set was constructed by excluding all sires and grandsires of any animal in the test set from the training set. The prediction accuracy, that is, the correlation between the predicted and observed values in the test set, are shown in Table [2](#Tab2){ref-type="table"}. It is seen that *C* consistently has the highest prediction accuracy, though the improvement over *G* is modest, of the order of 0.4 *%* when the full training set is used, and 0.6 *%* when closely related animals are excluded from the training set. In contrast, *B* has slightly less prediction accuracy than *C* for both the full and the reduced training set. Table 2Prediction accuracy (correlation) for G-REML using the four relationship matricesFull training setReduced training setTraitABCGABCGprotein0.4980.6610.6700.6670.2190.5560.5620.559fat0.4740.6250.6510.6430.2200.5260.5560.549body0.4900.5670.5700.5650.3770.5180.5260.512mast0.4540.5720.5850.5810.2980.5040.5130.514yield0.5130.6560.6670.6630.2030.5430.5540.549

Software {#Sec15}
========

Beagle version 3.3.2 was used to select APFA on which the measures are based. A C++ program, available from the author, was written to construct the *B* and *C* relationship matrices from Beagle output files. DMU \[[@CR24]\] was used to perform the REML analyses. The remaining computations were performed using R: in particular, the *A* matrix was computed using the pedigree package, and Figs. [1](#Fig1){ref-type="fig"} and [2](#Fig2){ref-type="fig"} were constructed using the gRapfa package \[[@CR18]\].

Discussion {#Sec16}
==========

Two novel measures of relatedness based on shared haplotypes were introduced in Section "[Methods](#Sec2){ref-type="sec"}". The intersect measure (*B*) is an estimate of the fraction of shared genome, and the product measure (*C*) is closely related to the numerator relationship matrix (*A*) \[[@CR12]\].

The framework underlying the measures is that of a diploid genome divided into intervals and segments (or genes and alleles) in which it is assumed that segments are not shared between intervals, so that the multiplicity of each segment in a genome is in {0,1,2}. It would be interesting to examine whether the measures can be extended to polyploid genomes, and whether the assumption of no shared segments, which cannot accommodate phenomena such as gene duplication, can be relaxed.

The close conceptual relation between *C* and *A* rests implicitly on an assumption that whenever two haplotypes share the same segment (in the APFA context, traverse the same edge) their chromosomal segments are indeed identical (IBS). This is a strong assumption, and most likely only approximately true. Probably the reason that the proposed measures capture genealogical relatedness well here is that the APFA-based segmentation is in reasonable accordance with this assumption. If the sample size were small, a overly simple APFA would be selected, leading to over-estimation of haplotype sharing. Similarly, if segments were defined directly using the marker alleles (say, with two segments per interlocus interval corresponding to the alleles of a flanking marker), the assumption would be violated, and the resulting measures may be expected to capture relatedness poorly. If full-sequence data are available, it would in principle be possible to verify the assumption for the APFA-based segmentation, or perhaps to develop an improved segmentation method.

In Section "[Results](#Sec8){ref-type="sec"}" it was shown that the tendency for *B* and *C* to be larger than *A* can be ascribed to the assumptions of non-inbred, unrelated founders that underlie *A*. An alternative explanation could be that the segmentation method chosen here tends to overestimate the extent of haplotype sharing. Further research into this would be useful.

A comparison of the prediction accuracy in a mixed linear model using the relationship matrices as covariances found that *C* performed consistently better than *G*, with an improvement of about 0.4 *%* when all available animals were used in the training set, increasing to 0.6 *%* when close relatives were excluded. There is intense interest in methods to improve prediction accuracy in genomic selection programmes \[[@CR25]\], since small improvements may represent substantial economic gains for the breeding company, and the present methods may contribute to this goal.

Note that as described above *C* takes the form *X* *X* ^*T*^/2*p*, where *X* is the *N*×\|*E*\| haplomarker design matrix. Hence the use of *C* in ([15](#Equ15){ref-type=""}) is equivalent to the model *y*=**1** *μ*+*X* *h*+*e* with random haplomarker effects $\documentclass[12pt]{minimal}
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                \begin{document}$e \sim N\left (0, D {\sigma _{e}^{2}}\right)$\end{document}$. From Eq. ([14](#Equ14){ref-type=""}), *G* takes the form (*M*−*δ*)(*M*−*δ*)^*T*^/*η* where *M* is the *N*×*p* marker design matrix, and *δ* and *η* are shift and scale constants. Although different shift and scale transformations of the (haplo)marker variables would lead to different relationship matrices, they would not affect the predictive ability of the models \[[@CR26]\]. So in this sense the comparison between *C* and *G* in the prediction context is between the predictive power of *X* and *M*, rather than between the relatedness measures *per se*.

It is straightforward to construct weighted versions of the measures. Let *w* ~1~,...,*w* ~*p*~ be a set of apriori given non-negative numbers such that $\documentclass[12pt]{minimal}
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The present methods have a certain similarity of approach to that of the Chromopainter program \[[@CR27]\]. This seeks to explore admixture in SNP data sampled from multiple populations. Given SNP data for a set of recipient chromosomes, and for a set of donor chromosomes, it forms each recipient chromosome as a mosaic of donor chromosomes, by applying the haplotype copying model \[[@CR28]\] in a hidden Markov model framework. This has been used to explore human migratory history \[[@CR29]\]. The present methods provide an alternative modelling approach in which it is not necessary to prescribe a donor/recipient ordering. A review of genomic similarity measures from the population structure perspective is given in \[[@CR30]\].

A natural way to display patterns of relatedness is to apply principal coordinates analysis (\[[@CR31]\], Chapter 14), using − log(*b* ~*ij*~) as a distance measure between individuals *i* and *j*. Also the length of shared regions is informative: on average, the longer the shared regions, the more recent the ancestor(s). The location of the shared regions may sometimes also be of interest, for example, when there is knowledge of the location of genetic variants influencing a complex trait.

Conclusions {#Sec17}
===========

Two novel molecular measures of relatedness based on haplotype sharing are described. The intersect measure estimates the fraction of shared genome between individuals, and the product measure has a close conceptual relationship with the coefficient of coancestry. Both capture genealogical relatedness well, outperforming vanRaden's *G* in this respect. When used in genomic prediction models, the product measure leads to slightly improved prediction accuracy.

Availability of data and materials {#Sec18}
==================================
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