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LOOP-FUSION COHOMOLOGY AND TRANSGRESSION
CHRIS KOTTKE AND RICHARD MELROSE
Abstract. ‘Loop-fusion cohomology’ is defined on the continuous loop space of
a manifold in terms of Cˇech cochains satisfying two multiplicative conditions with
respect to the fusion and figure-of-eight products on loops. The main result is that
these cohomology groups, with coefficients in an abelian group, are isomorphic to
those of the manifold and the transgression homomorphism factors through the
isomorphism.
In this note we present a refined Cˇech cohomology of the continuous free loop space
LM of a manifold M (or we could work throughout with the energy space instead).
Compared to the standard theory, the cochains are limited by multiplicativity condi-
tions under two products on loops, the fusion product (defined by Stolz and Teichner
[ST]) and the figure-of-eight product (which appears implicitly in Barrett [Bar91] and
explicitly in [KM13]). The main result of this paper is that the resulting ‘loop-fusion’
cohomology, Hˇ•lf(LM ;A), recovers the cohomology of the manifold directly on the loop
space.
(a) (b)
Figure 1. Fusion (a) and figure-of-eight (b) configurations.
Theorem. For each k ≥ 1 and discrete abelian group A there is an enhanced trans-
gression isomorphism
Tlf : Hˇ
k(M ;A)
∼=
−→ Hˇk−1lf (LM ;A),
forming a commutative diagram with the forgetful map, f, to ordinary cohomology and
the standard transgression map T :
(1)
Hˇk(M ;A) Hˇk−1lf (LM ;A)
Hˇk−1(LM ;A).
Tlf
f
T
The second author received partial support during the preparation of this paper under NSF grant
DMS-1005944.
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For A = Z and k = 2 or k = 3 this result appears in [KM13]. There the cohomology
classes are represented geometrically by functions and circle bundles over the loop
space which satisfy the fusion property and are reparameterization equivariant; the
figure-of-eight condition follows from these conditions.
The case k = 2 with integer coefficients is closely related to the problem of recovering
a circle bundle on M up to isomorphism from its holonomy as a function on LM ,
which has been considered by Teleman [Tel63], Barrett [Bar91] and Caetano-Picken
[CP94]. In [Wal09], Waldorf considers principal bundles for general abelian groups
and makes explicit use of the fusion product. The case k = 3 corresponds to an
association between gerbes on M and circle bundles on LM. Such a construction was
first given by Brylinski [Bry93], and in [BM96], Brylinski and McLaughlin point out
that the resulting bundle on the smooth loop space has an action by Diff(S) and is
multiplicative with respect to the composition of loops based at the same point. In
[Wal10], [Wal12] Waldorf identifies the fusion property for bundles on LM given by
the transgression of gerbes, and uses this to define an inverse functor.
The extension of such results to k ≥ 3 to give an explicit transgression of geometric
objects, such as higher gerbes, faces the usual obstacles associated with compatibility
conditions. Here, the use of Cˇech cohomology allows for a short and unified treatment
of the general case. In particular this shows that the two conditions included in the
loop-fusion structure, without equivariance with respect to the variable on the circle
or thin homotopy equivalence, suffice to capture the cohomology of M.
1. Spaces, covers and Cˇech cohomology
1.1. Base space. LetM be a compact smooth manifold. In the subsequent discussion
we fix a Riemann metric on M and ǫ > 0 smaller than the injectivity radius although
refinement arguments show that none of the results depend on these choices. For each
m ∈ M let Um be the open geodesic ball of radius ǫ > 0 centered at m and consider
the disjoint union of these balls as a cover of M :
U =
⊔
m∈M
Um −→M.
This is a good cover: for k ≥ 1, each of the k-fold intersections is empty or contractible.
The disjoint union of these intersections is equivalent to the fiber product
U (k) = U ×M · · · ×M U −→M.
Remark 1. It is convenient to work with ‘maximal’ covers parameterized by the space
itself. However it is possible throughout the discussion below to restrict to countable
covers as is more conventional in Cˇech theory. Indeed, one can work here with the cover
of M by neighborhoods with centers at a countable dense subset. See the subsequent
remark on paths and loops.
Also, though we have assumed M to be smooth and compact for convenience, the
result we present applies to a wider variety of spaces. Indeed, we only use that M has
a good cover, with respect to which there are compatible good covers of the path and
loop spaces as below.
The collection {Mn : n ≥ 1} forms a simplicial space with the projections πi :
Mn −→ Mn−1, 1 ≤ i ≤ n, as face maps with the convention that πi omits the
ith factor. Similarly {Un : n ≥ 1} is a simplicial space, with face maps also denoted
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πi; each U
n −→ Mn is also a good cover. Differentials deriving from this simplicial
structure will be denoted by ∂.
For each fixed n the successive fiber products
{
(U (k))n ≡ (Un)(k) : k ≥ 1
}
also form
a simplicial space with face maps ιj : (U
n)(k+1) −→ (Un)(k) the inclusions of (k + 1)-
fold intersections of the open sets into the k-fold intersections. This second simplicial
space underlies the Cˇech cohomology of Mn. Indeed, for an abelian group A the Cˇech
cochains on Mn with respect to Un are the locally constant maps
Cˇk(Mn;A) ∋ α : (Un)(k+1) −→ A, k ∈ N
with differential
(2)
δ : Cˇk(Mn;A) −→ Cˇk+1(Mn;A),
δα =
k+2∏
j=1
ι∗jf
(−1)j : (Un)(k+2) −→ A.
Note that these are unoriented Cˇech cochains, so that α is not required to be odd with
respect to permutations acting on the fiberwise factors of U (k) −→M .
For a good cover such as Un, the Cˇech cohomology is isomorphic to the ordinary
cohomology of Mn [God73]:
Hˇ•(Mn;A) := H•(Cˇ•(Mn;A), δ) ∼= H•(Mn;A).
Lemma 1.1. For each k, the sequence
Hˇk(M ;A)
∂
−→ Hˇk(M2;A)
∂
−→ Hˇk(M3;A)
∂
−→ · · ·
∂ : Hˇk(Mn;A) ∋ α −→
n+1∏
j=1
π∗jα
(−1)j ∈ Hˇk(Mn+1;A)
is exact.
Proof. The same computation as for the Cˇech differential (2) shows that ∂2 = 0. Fix
a point m¯ ∈M and consider the inclusions
in : M
n −֒→Mn+1, (m1, . . . ,mn) 7−→ (m¯,m1, . . . ,mn).
Then
πj ◦ in =
{
Id j = 1,
in−1 ◦ πj−1 j ≥ 2,
as maps from Mn to Mn and for α ∈ Hˇk(Mn;A),
i∗n∂α =
n+1∏
j=1
i∗nπ
∗
jα
(−1)j = α−1
(
∂i∗n−1α
−1
)
.
Thus if ∂α = 1 then α = ∂i∗n−1α
−1. 
1.2. Path space. Let IM = C([0, 1];M) be the free continuous path space of M ; it
is a Banach manifold which fibers over M2 by the endpoint map
ε : IM −→M2, ε(γ) =
(
γ(0), γ(1)
)
.
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We make use of the join product
(3)
j : π∗3IM ×M3 π
∗
1IM −→ π
∗
2IM
j(γ1, γ2)(t) =
{
γ1(2t) 0 ≤ t ≤ 1/2,
γ2
(
2(t− 1/2)
)
1/2 ≤ t ≤ 1,
where (γ1, γ2) ∈ π
∗
3IM ×M3 π
∗
1IM if and only if γ1(1) = γ2(0). Note that (3) is a
bijection and hence π∗3IM ×M3 π
∗
1IM can be identified with IM fibering over M
3 by
the map γ 7−→ (γ(0), γ(1/2), γ(1)).
For γ ∈ IM , let Γγ = {γ
′ ∈ IM : supt |γ(t)− γ
′(t)| < ǫ} be the set of paths lying
pointwise within the metric tube of radius ǫ around γ. Proceeding as above and setting
Γ =
⊔
γ∈IM
Γγ −→ IM, Γ
(k) = Γ×IM · · · ×IM Γ,
gives a good cover of IM , which factors through U2, i.e. the diagram
(4)
Γ(k) (U2)(k)
IM M2
ε
ε
commutes for each k. Furthermore, join lifts to a well-defined map
(5) j : π∗3Γ
(k) ×(U3)(k) π
∗
1Γ
(k) −→ π∗2Γ
(k),
and there is a natural identification of π∗3Γ
(k) ×(U3)(k) π
∗
1Γ
(k) with Γ(k).
Remark 2. As noted in Remark 1 above, it is possible to work throughout with count-
able covers. One can restrict to neighborhoods centered on paths which are finite
combinations of segments with rational end-points and which are affine geodesics be-
tween the chosen countable dense set in the manifold. The resulting cover has the
crucial property of being closed under join, and the induced countable cover of loop
space, considered below, is closed with respect to the two loop-fusion operations. It is
also possible to work over a more general space, providedM and IM have good covers
satisfying (4) and (5).
The definition of the Cˇech cochain complex above carries over to IM (finite dimen-
sionality of M was not used there) giving
Cˇk(IM ;A) ∋ f : Γ(k+1) −→ A, δf =
k+2∏
j=1
ι∗jf
(−1)j ∈ Cˇk+1(IM ;A),
where we reuse the notation ιj : Γ
(k+1) −→ Γ(k) for the face maps of the simplicial
space
{
Γ(k); k ≥ 1
}
, and observe that again Hˇk(IM ;A) ∼= Hk(IM ;A) since Γ is a
good cover.
The identification of π∗3Γ ×U3 π
∗
1Γ with Γ and (5) gives a second chain map on
Cˇ•(IM ;A) associated to the simplicial structure on {Mn : n ≥ 1}:
∂¯ : Cˇk(IM ;A) −→ Cˇk(IM ;A), ∂¯f = π∗3f
−1 π∗1f
−1 j∗(π∗2f) : Γ
(k) −→ A.
This does not lead to a complex, i.e. ∂¯2 is not trivial, since IM is not itself a simplicial
space over {Mn : n ≥ 1}; reparameterization is required to compare pullbacks of paths.
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The constant paths may be identified as an inclusion M ⊂ IM. Let
Cˇk0 (IM ;A) =
{
f ∈ Cˇk(IM ;A) : f |M = 1
}
denote the subcomplex of cochains which are trivial on them. Since the join map
restricts to the trivial map on constant paths ∂¯ : Cˇ•0 (IM ;A) −→ Cˇ
•
0 (IM ;A).
Lemma 1.2. The subcomplex (Cˇ•0 (IM ;A), δ) is acyclic.
Proof. The short exact sequence of chain complexes
0 −→ Cˇ•0 (IM ;A) −→ Cˇ
•(IM ;A) −→ Cˇ•(M ;A) −→ 0
induces a long exact sequence in cohomology, however Hˇ•(IM ;A) ∼= Hˇ•(M ;A) since
there is a deformation retraction of IM ontoM , from which it follows that Hˇ•0 (IM ;A) =
0. 
1.3. Loop space. For l ≥ 1 we denote by I [l]M the fiber product
I [l]M = IM ×M2 · · · ×M2 IM,
and observe that I [2]M = {(γ1, γ2) : γ1(t) = γ2(t), t = 0, 1} may be identified with the
Banach manifold of free continuous loops by fusion of paths:
ψ : I [2]M
∼=
−→ LM = C(S;M), ℓ(t) = ψ(γ1, γ2)(t) =
{
γ1(t), 0 ≤ t ≤ 1
γ2(−t), −1 ≤ t ≤ 0
where S is parameterized as [−1, 1]/({−1} ∼ {1}) for later convenience.
The set
{
I [l]M : l ≥ 1
}
forms another simplicial space, with face maps given by the
fiber projections ̺j : I
[l]M −→ I [l−1]M , 1 ≤ j ≤ l, and
{
Γ[l] : l ≥ 1
}
forms a good
cover, where
Γ[l] = Γ×U2 · · · ×U2 Γ −→ I
[l]M,
is lifted from the path space with k-fold overlaps
(Γ(k))[l] ≡ (Γ[l])(k) = Γ[l] ×I[l]M · · · ×I[l]M Γ
[l].
For clarity of notation, we denote this cover of loop space by
Λ = Γ[2] −→ LM.
We will denote differentials derived from this simplicial space or its cover by d.
Passing to I [l]M in (3) gives rise to a map
(6) j[l] : π∗3I
[l]M ×M3 π
∗
1I
[l]M −→ π∗2I
[l]M,
and its local version
(7) j[l] : π∗3(Γ
[l])(k) ×(U3)(k) π
∗
1(Γ
[l])(k) −→ π∗2(Γ
[l])(k).
In the case l = 2, we call this the figure-of-eight product on loops as in [KM13]. The
product of two loops ℓ1 = ψ(γ11, γ12) and ℓ2 = ψ(γ21, γ22) such that ℓ1(1) = ℓ2(0)
is the loop ℓ3 = ψ
(
j(γ11, γ21), j(γ12, γ22)
)
. See Figure 1.(b). The domain in (6) with
l = 2 may be identified with the subspace of figure-of-eight loops in M :
L8M = {ℓ ∈ LM : ℓ(1/2) = ℓ(−1/2)} −→M
3.
This Banach manifold fibers over M3 and has a good cover given by the domain in (7)
with l = 2 and k = 1. Unlike the case l = 1, L8M cannot be identified with the full
loop space nor is j[2] invertible.
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There is another product on loop space, considered already in [ST], associated to
I [3]M. If (γ1, γ2, γ3) ∈ I
[3]M , then ℓ3 = ψ(γ1, γ3) is the fusion product (on loops) of
ℓ1 = ψ(γ1, γ2) and ℓ2 = ψ(γ2, γ3). See Figure 1.(a).
Within the Cˇech cochain complex
(
Cˇ•(LM ;A), δ
)
for loop space:
Cˇk(LM ;A) ∋ f : Λ(k+1) −→ A, δf =
k+2∏
j=1
ι∗jf
(−1)j ∈ Cˇk+1(LM ;A),
consider the subcomplex of fusion cochains
Cˇkfus(LM ;A) =
{
f ∈ Cˇk(LM ;A) : df = 1
}
df = ̺∗1f
−1 ̺∗2f ̺
∗
3f
−1 ∈ Cˇk(I [3]M ;A).
Note that d2 : Cˇk(I [l];A) −→ Cˇk(I [l+2]M ;A) is trivial and δd = dδ so this is indeed a
subcomplex.
The subspace L8M ⊂ LM is closed under fusion so Cˇ
•
fus(L8M ;A) is well-defined,
and imposing a condition over the figure-of-eight product leads to the loop-fusion
subcomplex
(8)
Cˇklf(LM ;A) =
{
f ∈ Cˇkfus(LM ;A) : ∂¯f = δg for g ∈ Cˇ
k−1
fus (L8M ;A)
}
,
∂¯f = π∗3f
−1 π∗1f
−1 (j[2])∗(π∗2f) ∈ Cˇ
k
fus(L8M ;A).
Thus, this complex consists of those fusion cochains which are multiplicative with
respect to the figure-of-eight product up to a fusion boundary. The image of ∂¯ on
these chains lies in the space of fusion Cˇech cochains on the space of figure-of-eight
loops; though we do not need to consider it here, ∂¯2 may be sensibly defined (it is not
automatically trivial). That (8) is a subcomplex follows from the fact that δ∂¯ = ∂¯δ.
It is also the case that d∂¯ = ∂¯d on suitably defined spaces, in particular as maps from
Cˇk(IM ;A) to Cˇk+1(IM ;A) and from Cˇk(LM ;A) to Cˇk+1(L8M ;A).
The loop-fusion cohomology of LM is then defined to be
(9) Hˇ•lf(LM ;A) = H
•
(
Cˇ•lf(LM ;A), δ
)
−→ Hˇ•(LM ;A),
with its homomorphism, f, to ordinary Cˇech cohomology induced by the inclusion of
Cˇ•lf(LM ;A) in Cˇ
•(LM ;A).
2. Transgression and Regression
We proceed to the proof of the Theorem above.
2.1. Transgression. We first construct the map Tlf . Let α ∈ Cˇ
k(M ;A) be a cocycle
for k ≥ 1, and consider
ε∗∂α ∈ Cˇk0 (IM ;A), ∂α = π
∗
1α
−1π∗2α ∈ Cˇ
k(M2;A).
Since δε∗∂α = ε∗∂δα = 1 and Cˇ•0 (IM ;A) is exact by Lemma 1.2, it follows that
ε∗∂α = δβ for some β ∈ Cˇk−10 (IM ;A); set
(10) ω = dβ = ̺∗1β
−1 ̺∗2β ∈ Cˇ
k−1(LM ;A).
Then ε ◦ ̺1 = ε ◦ ̺2 implies
δω = dδβ = ̺∗1(ε
∗∂α)−1 ̺∗2(ε
∗∂α) = 1.
Moreover d2 = 1 so
dω = d2β = 1 =⇒ ω ∈ Cˇk−1fus (LM ;A).
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Finally, ω is fusion-figure-of-eight since ∂¯ω = d∂¯β and ∂¯β, which lies in Cˇk0 (IM ;A) by
Lemma 1.2, is a boundary. Indeed, for any path γ = j(γ1, γ2),
δ∂¯β(γ) = ∂¯ε∗∂α(γ) = ε∗∂α−1(γ1) ε
∗∂α−1(γ2) ε
∗∂α(γ)
= α
(
γ1(0)
)
α−1
(
γ1(1)
)
α
(
γ2(0)
)
α−1(γ2(1))α
−1
(
γ(0)
)
α
(
γ(1)
)
= 1.
Thus ∂¯β is a cocycle and as Cˇ•0 (IM ;A) is acyclic there exists η ∈ Cˇ
k−2
0 (IM ;A) such
that ∂¯β = δη. It follows that
∂¯ω = d∂¯β = dδη = δdη, d(dη) = 1 =⇒ ω ∈ Cˇk−1lf (LM ;A).
Consider next the effect of the choices made. If β′ ∈ Cˇk−10 (IM ;A) is another
cochain such that δβ′ = ε∗∂α, then δ(β′β−1) = 1 implies that β′ = βδν for some
ν ∈ Cˇk−20 (IM ;A), which alters ω by the boundary term δdν. Similarly if α
′ = αδµ is
another representative for [α] ∈ Hˇk(M ;A), it follows that ω′ = ωδσ, where σ is the
result of the same construction applied to µ. Thus the transgression map
(11) Tlf : Hˇ
k(M ;A) −→ Hˇk−1lf (LM ;A), Tlf [α] = [ω]
−1
is well-defined.
2.2. Regression. Next we define a map which is shown below to be the inverse of Tlf .
Suppose ω ∈ Cˇk−1lf (LM ;A) is a cocycle, so
δω = 1, dω = 1, ∂¯ω = δν, dν = 1.
Then ω gives descent data for the trivial principal A-bundle
(12) Γ(k) ×A −→ Γ(k)
over (U2)(k). That is, multiplication by ω determines a relation on the fibers, with the
content of dω = 1 being that this is an equivalence relation so inducing a well-defined
principal A-bundle Pk −→ (U
2)(k):
(Pk)(m,m′) =
{
(γ, a) ∈ Γ(k) ×A : ε(γ) = (m,m′)
}
/ ∼ω
(γ, a) ∼ω (γ
′, a′) ⇐⇒ a = ω(γ, γ′)a′.
The condition δω = 1 implies that Pk is a simplicial bundle (see [BM96], [MS03]), i.e.
the bundle over (U2)(k+1) consisting of the alternating tensor products of the pullbacks
of Pk by the maps ιj : (U
2)(k+1) −→ (U2)(k) is canonically trivial:
δPk =
⊗
j
ι∗jP
(−1)j
k
∼= (U2)(k+1) ×A −→ (U2)(k+1).
Similarly, ν determines a principal A-bundle
Rk−1 = Γ
(k−1) ×A/ ∼ν−→ (U
3)(k−1),
and by functoriality of descent there is a canonical isomorphism
(13) ∂Pk ∼= δRk−1 −→ (U
3)(k), ∂Pk = π
∗
1P
−1
k ⊗ π
∗
2Pk ⊗ π
∗
3P
−1
k .
The components of (U2)(k) and (U3)(k−1) are contractible so there exist sections
s : (U2)(k) −→ Pk, and r : (U
3)(k−1) −→ Rk−1.
These pull back to give sections δs of δPk and δr of δRk−1 and as δPk is canonically
trivial δs gives rise to a cocycle
κ = δs ∈ Cˇk(M2;A), δκ = δδs = 1,
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where δ2s coincides with the canonical trivialization of δ2P for any section s. Another
choice of section s′ alters κ by a term δγ, where γ ∈ Cˇk−1(M2;A) is fixed by s′ = s γ.
Thus [κ] ∈ Hˇk(M2;A) is determined by ω. Similarly, another choice ω′ such that
ω′ = ωδµ, dµ = 1 leads to a bundle P ′k and a canonical isomorphism P
′
k
∼= Pk⊗ δQk−1,
where Qk−1 is formed by descent using µ. If κ = δs and κ
′ = δs′ for respective sections
s and s′ of Pk and P
′
k, if q is any section of Qk−1, and s
′ = (s ⊗ δq) ν for some
ν ∈ Cˇk−1(M2;A), then κ′ = κδ2q δν = κδν. Thus the map from Hˇk−1lf (LM ;A) to
Hˇk(M2;A) is well-defined.
Finally, we may compare ∂s and δr as sections of (13); let τ ∈ Cˇk−1(M3;A) be
determined by ∂s = δr τ , from which it follows that
∂κ = δ(∂s) = δ2r δτ = δτ ∈ Cˇk(M3;A).
(A different choice of r leads to ∂κ = δτ ′ for some other τ ′ ∈ Cˇk−1(M3;A).) Thus
∂[κ] = 1 ∈ Hˇk(M3;A) and so by Lemma 1.1, [κ] = ∂[α] for a unique class [α] ∈
Hˇk(M ;A). It follows that the regression map is well-defined by
(14) R : Hˇk−1lf (LM ;A) −→ Hˇ
k(M ;A), R[ω] = [α]−1.
Proposition 2.1. The maps (11) and (14) are inverses.
Proof. To see that TlfR = Id fix a cocycle ω ∈ Cˇ
k−1
lf (LM ;A) and let α ∈ Cˇ
k(M ;A)
represent R[ω]−1, so that ∂α = κδν for some ν ∈ Cˇk−1(M2;A), where κ = δs ∈
Cˇk(M2;A) for a choice of section s of the bundle Pk. Replacing s by sν
−1 if necessary,
we may assume that ∂α = κ = δs.
Consider the transgression of α. This involves a choice of β ∈ Cˇk−10 (IM ;A) such
that δβ = ε∗∂α = ε∗κ but there is a natural choice available. Namely, the section s
of Pk lifts canonically to a section of the trivial A-bundle over Γ
(k), from which Pk is
descended, and so defines a cochain
s˜ ∈ Cˇk−10 (IM ;A), s˜(γ) = a ⇐⇒ s
(
ε(γ)
)
= [(γ, a)] ∈ Pk.
That s˜ is trivial on constant paths is a consequence of the fact that the fusion condition
implies that the descent data ω for Pk is trivial on constant loops. Since δPk is trivially
descended from the trivial bundle over Γ(k+1),
δs˜ = (˜δs) = ε∗δs = ε∗κ,
and hence β = s˜ ∈ Cˇk−10 (IM ;A) is an element such that δβ = ε
∗κ. It then follows
that dβ = ̺∗1s˜
−1 ̺∗2s˜ ≡ ω ∈ Cˇ
k−1
lf (LM ;A) since
s˜(γ) s˜(γ′)−1 = a a′
−1
, such that
s
(
ε(γ)
)
= s
(
ε(γ′)
)
= [(γ, a)] = [(γ′, a′)] ⇐⇒ a = ω(γ, γ′) a′.
In the other direction, fix a cocycle α ∈ Cˇk(M2;A) and let ω ∈ Cˇk−1lf (LM ;A)
represent T [α]−1, given by ω = dβ where δβ = ε∗∂α ∈ Cˇk0 (IM ;A). The regression
of ω involves a choice, of section of the bundle Pk, but here too there is a natural
one which recovers ∂α ∈ Cˇk(M2;A). Indeed, since ω = ̺∗1β
−1 ̺∗2β, the equivalence
relation defining Pk takes the particular form
Pk ∋ [(γ, a)] = [(γ
′, a′)] ⇐⇒ a = β(γ)β(γ′)−1a′,
and an appropriate section of Pk is defined by
s(m,m′) = [(γ, β(γ))] = [(γ′, β(γ′))],
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since this equivalence class is independent of the particular γ ∈ ε−1(m,m′). With s so
defined, it follows that δs ∈ Cˇk(M ;A) is given by
δs(m,m′) = [(γ, δβ(γ)] = [(γ, ε∗∂α(γ))] = ∂α(m,m′). 
2.3. Compatibility. The commutativity of the diagram (1) asserts that the ‘en-
hanced transgression’ map constructed above is compatible with transgression in the
usual sense. The latter corresponds to pullback of cohomology under the evaluation
map followed by projection onto the second factor under the decomposition for the
product:
(15) ev∗ : Hk(M ;A) −→ Hk(S× LM ;A)
= Hk(LM ;A)⊕Hk−1(LM ;A) −→ Hk−1(LM ;A).
To realize this in Cˇech cohomology, fix a small parameter δ > 0 and consider the
open cover S =
⊔
(t,l)∈S×LM St,l of S× LM , where
(16)
St,l =
{
(t′, l′) ∈ S× LM : l′ ∈ Λl, t
′ ∈ (t− δ, t+ δ), l′(t′) ∈ Ul(t)
}
,
St,l −→ Λl, St,l −→ It ⊂ S, ev : St,l ∋ (t
′, l′) 7−→ l′(t′) ∈ Ul(t).
The interval It = (t − δ, t + δ) ⊂ S is to be interpreted as the ‘short’ signed interval
on S. This is a good cover, with respect to which we consider the Cˇech complex on
S×LM. The evaluation map ev : S×LM −→M and projections S×LM −→ LM and
S× LM −→ S lift to maps of the covers S −→ U , S −→ Λ and S −→ V , respectively,
where V is the cover of S by intervals of length 2δ around each point.
The first factor in the product (15) corresponds to pullback to LM under the eval-
uation map at any fixed point on the circle. Consequently, to consider the projection
to the second factor of (15) we modify the pullback ev∗ α ∈ Cˇk(S× LM ;A) to
(17) α′ = (ev∗0 α)
−1 ev∗ α ∈ Cˇk(S× LM ;A)
instead, where ev0 : S × LM ∋ (t, ℓ) 7−→ ℓ(0) ∈ M factors through the projection to
LM. Then the class of (17) projects to zero in Hˇk(LM ;A) and has the same projection
as ev∗ α to Hˇk−1(LM ;A).
To compute the latter, consider the space [−1, 1]×LM which maps to S× LM by
the identification of the endpoints. This has a good cover T =
⊔
t,l Tt,l where Tt,l is
defined as in (16) except that the interval is restricted to [−1, 1]. The map to S×LM
then lifts to a continuous map of the covers. The image of (17) lies in the subcomplex
Cˇk0 ([−1, 1]×LM ;A) of chains which are trivial at {0}×LM. This subcomplex is acyclic
as in the proof of Lemma 1.2 since [−1, 1]× LM retracts onto {0} × LM. Thus
α′ = δσ, σ ∈ Cˇk−1([−1, 1]× LM ;A),
and the transgression class is represented by the difference
(18)
(
σ|{1}×LM
) (
σ−1|{−1}×LM
)
∈ Cˇk−1(LM ;A).
That this is a cocycle follows from the fact that its Cˇech differential is the difference
of α′ at 1 and −1 which is trivial since α′ is pulled back from the circle.
On the other hand, the initial portion of the enhanced transgression construction
in §2.1 may be modified as follows. Consider the pullback
ε˜∗∂α ∈ Cˇk([0, 1]× IM ;A),
ε˜ : [0, 1]× IM −→M2, ε˜(t, γ) =
(
γ(0), γ(t)
)
.
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As before this lies in an exact subcomplex, so ε˜∗∂α = δβ˜ where β˜ ∈ Cˇk−1([0, 1] ×
IM ;A), the restriction β = β˜|{1}×IM to a cochain on IM reduces to the earlier
construction and β˜|{0}×IM is trivial. Then the product
σ = ς∗1 β˜ ς
∗
2 β˜ ∈ Cˇ
k−1([−1, 1]× I [2]M ;A),
ςi : [−1, 1]× I
[2]M −→ [0, 1]× IM,
ς1
(
t, (γ1, γ2)
)
= (max(0, t), γ1), ς2
(
t, (γ1, γ2)
)
= (−min(0, t), γ2)
is a cochain on [−1, 1]× LM with differential equal to α′. Indeed,
δσ
(
t, ℓ) = (ς∗1 δβ˜ς
∗
2 δβ˜)
(
t, (γ1, γ2)
)
=
{
α(γ1(t))α
−1(γ1(0)), 0 ≤ t ≤ 1
α(γ2(−t))α
−1(γ2(0)), −1 ≤ t ≤ 0
= α
(
ℓ(t)
)
α−1
(
ℓ(0)
)
,
where ℓ = ψ(γ1, γ2). Finally, observe that the transgression class (18) is represented
by the ‘enhanced transgression’ class dβ−1:(
σ|{1}×LM
) (
σ−1|{−1}×LM
)
(γ1, γ2) = β˜(1, γ1) β˜
−1(1, γ2) = dβ
−1(γ1, γ2).
This completes the proof of the Theorem.
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