Introduction
Arithmetic quotients of hermitian symmetric domains are important objects to investigate. For example, the moduli spaces of abelian varieties with certain endomorphisms and polarization types, and the moduli spaces of K3 surfaces are realized as such. To understand the cohomology groups and the cycle geometry of these quotients is very interesting arithmetic problem. There is a history to investigate this theme around the time of establishment of the Matsushima isomorphism. The construction method of cycles by means of equivariant embeddings of locally symmetric spaces are called`generalized modular symbols '. (cf. 13]).
If both the embedded and the ambient spaces are of hermitian type, there is an extensive study by Satake 25] with the support condition dual to~. We propose here a Problem: Construct the Poincar e d u a l map (j~) explicitly.
This problem seems to bequite di cult to answer generally. But at least for special case, we have a tractable method: to use Poincar e series and derived Green currents.
In a previous paper 21], we discuss the case when the complex codimension of nH=H\ K in ;nG=K is one. We can extend the similar construction for higher codimensional case associated with the symmetric pair U(p q) U(p ; 1 q ) U(1) in this article. We note that its dual symmetic pair U(p + q ; 1 1) U(p ; 1 1) U(q), which yields a class of higher codimensional cycles in a discrete quotient of a complex hyperball, is already treated in 27] by a similar method. This paper is a continuation of our previous works 21] and 27], which we follow technically and logically. 1 Let us explain the organization of this paper brie y. The aim of this paper is twofold: one is local investigation of the secondary spherical function (xx4{5), and the other is global investigation of the associated Poincar e series (xx6{8). Our spherical functions are left H-invariant smooth functions on G which have special right K-type and are eigenfunctions under the Casimir operator. The secondary spherical functions have similar property, but they are distributions on G with singularities along H K . This kind of functions play a crucial role in our construction of Poincar e series and Green currents.
Here is more detailed explanation of each section. The second section is preliminary, where we x basic notations and assemble relevant facts about our symmetric pair (G H) = (U(p q) U(p ; 1 q ) U(1)), and also x a normalization of Haar measures. In x3, we study a certain invarinat tensor associated with the submanifold H=H\ K by means of representation theory of compact groups. The x4 is an analytical preliminary, where we give a concrete expression of the Hodge Laplacian and the operator @ @ on the symmetric space G=K in terms of the`polar coordinates' on HnG. The secondary spherical function is studied in x5. In Theorem 18, we de ne the secondary spherical function ' (d) s for each 0 6 d 6 q as a family of H-invariant ( d d)-forms on G=K with singularities along the submanifold H=H\K which holomorphically depends on a complex parameter s and satis es the ve characterizing conditions (i){(v). We explicitly construct such a family by using the Gaussian hypergeometric series. The characterizing conditions in Theorem 18 are e ectively used to prove the equation in Theorem 26, which is important to show the Green's equation (7.1) in x7 Theorem 35.
The remaining sections are occupied by the investigation of global currents. We study a modular cycle C ; H : ; \ HnH=H \ K ! ;nG=K de ned by a uniform lattice ; of G such that ; \ HnH is also compact. In order to obtain the Poincar e dual of C ; H , in x6, we de ne a (q q)-current ; H (s) = Although the form ; H (s) is not square-integrable itself, we can establish the squareintegrability for the auxiliary currents (d) s r with su ciently large r by a similar way to 21] . We obtain the spectral decomposition of the square-integrable form (d) s r as a Fourier series of the eigenfunction of the Hodge Laplacian, which eventually yields the meromorphic continuation of ; H (s) from the original convergence region Re(s) > p +q;1 to the whole complex plane.
In x7, we establish Green's equation (7.1) H . We also show that the constant term of (q;1) s 0 at s = p + q ; 1 yields a Green current of C ; H in the sense of Gillet-Soul e 4], though the condition at singularities are di erent.
In x8, we study some representation theoretical aspects of our global construction ; H .
We collect miscellaneuos remarks and perspectives related to the theme of this paper in x9. 2 In x10, we amend the introduction of 17], recollecting the advise of Professor Hirzeburch.
Notations:
The number0 i s included in the set of natural numbers: N = f0 1 2 : : : g.
For any matrix B = (b ij ) with coe cients in C , B = ( b ji ) denotes its conjugatetranspose matrix.
We follow the usual convention that the Lie algebra of a real Lie group G is denoted by the corresponding german letter g.
Preliminaries
2.1. Unitary group and its symmetric space. Let G = fg 2 GL p+q (C )j g I p q g = I p q g be the unitary group of the Hermitian form I p q = diag(1 p ;1 q ) with signature (p+ q ;). We assume p > q > 2 from now on.
The inner automorphism : g 7 ! I p q g I p q is a Cartan involution of G and its xed point set 2 M p q (C )g: Let X 7 ! X bethe complex conjugate in gl p+q (C ) with respect to its real form g. Then X = ;I p q X I p q (8X 2 g C ) and p (x) = p (x ) ( 8x 2 M p q (C )).
The non-degenerate R-bilinear form B g (X Y) = 2 ;1 tr(X Y ) on g entails a positive de nite K-invariant inner product B p on p, which propagates a G-invariant metric on G=K. The mertic on G=K is K ahlerian and the associated 2-form form is given by
Let B p C be the complex bilinear extension of the inner product B p on p dual to The Hodge star operator is de ned to be the C -linear endomorphism of (C ) . The matrices E i j comprise a C -basis of the complexi ed Lie algebra g C = gl p+q (C ).
Let q bethe (;1)-eigenspace of d : g ! g. Since and are mutually commutative involutions, g is decomposed to their joint eigenspaces: g = ( k\h) (p\q) (p\h) (k\q). The pair (g h) is a symmetric pair of split rank one, and a = RY 0 with Y 0 = E p p+1 +E p+1 p is a maximal abelian subspace of p \q. The set of a-roots in g is (a) = f 2 g. Here 2 a is the unique simple root such that (Y 0 ) = 1 . The multiplicity ( 23] 
Here is a list of useful bracket relations, which i s c hecked by a direct computation: For 1 6 i 6 p ; 1 and 1 6 j 6 q ; 1, 
Note that V (1) For each 0 6 6 d, the tensor
is a nonzero eigenvector of k with the eigenvalue
(2) We have
Moreover, the tensors The substitution T = ;4 ;1 k in the identity (3.11) yields yet another identity of operators on V p C apply this to the element q;d ( vol p\h ). Then we obtain the identity (3.10) by (3.12) and Lemma 7.
pp = 0 using Corollary 10 to prove the second equality. This shows the second statement of (1). Since d pp is H \ K-invariant (Lemma 5), the de ning formula (3.12) shows the H \ Kinvariance of (d) . to obtain the last equality. This proves the last statement of (3). In the computation above, the rst two equalities (3.13) and (3.14) are true even for = d. Since 
0 = C C is two dimensional and contains a n o n trivial K-invariant tensor orthogonal to ! 2 p .
Example: Consider the case of the rank 2 unitary group G = U(p 2) (p > 2) as an example. We can make the invariant tensors (2) de ned by (3.9) more explicit: 
The aim here is to obtain an expression of the composite operator @ @ and @ @ on the H-invariant forms.
Let us introduce operators acting on V We have ( @ @ ')(a t ) = E t (t) ( 8t > 0) with E t the formal adjoint of E t de ned by + t a n h t ((2A ; (2p ; 1)e(! 0^ ! 0 )) (t)j (t)) + cotht ((2B ; (2q ; 1)e(! 0^ ! 0 )) (t)j (t)) :
Proof. Similar to the proof of Lemma 15. Here is the main theorem of this section. in Theorem 18. Starting with these ve properties, we deduce several substantial results which will be used not only to prove Theorem 18 but also to study Poincar e series in the next section .
First of all, to study the local behavior of '
s (a t ) near the boundary points t = 0 +1, we introduce the local coordinate z = tanh 2 t around t = 0 and the one = 1 cosh 2 t around t = + 1. By the condition (iv), the function z q;1 (z) has the limit q;d ( vol p\h ) a s z ! 0 + 0 w i t h z 2 R. This implies that P 0 (s z) = z 0 +q;1P 0 (s z) should beholomorphic at z = 0 with constant term q;d ( vol p\h ) and that z 0 +q;1P h (s z) should be of the form zP h (s z) with P h (s z) holomorphic at z = 0. This completes the proof of (5.3). The proof of (5.2) 4 ( k\h ) on V by (4.4), the eigenvalues of S k h on V are computable from this decomposition. Identify k C \ h C = gl p;1 (C ) C gl q (C ) and 18 m C = gl p;1 (C ) C gl q;1 (C ) naturally then by gl q;1 ! gl q -branching rule ( and ( m ) are all zero when applied to (d) . 0 kf s (a t )k 2 %(t)dt = 0 as long as s 2 6 2 R. Since the function kf s (a t )k 2 %(t) on t > 0 is continuous and non-negative, the vanishing of its integral implies the vanishing of the function itself: kf s (a t )k 2 %(t) = 0 ( 8t > 0). Noting %(t) > 0 ( 8t > 0), we consequently obtain f s (a t ) = 0 ( 8t > 0) under the assumption Re(s) > 0 , s 2 6 2 R. By the decomposition G = Hfa t j t > 0gK and by the equivariance f s (hgk) = (k) ;1 f s (g) ( 8(h k) 2 H K), the value f s (g) has to be zero for all g 2 G and for all s such that s 2 The rest of this subsection is devoted to the proof of (5.27).
From the equation g s (g) = ( s 2 ; 2 0 ) s (g) ( g 2 G;H K ) and Proposition 14, we h a ve Using this and (5.25), we can compute the rst two terms of the singular part of @ @ s (a t ) in the z-expansion, which is of the form @ @ s (a t ) = q X j=1 a q;j (s) z j + P 1 (s z) + ( l o g z) P 2 (s z) (5.28) with some polynomial functions a j (s) and some holomorphic functions P 1 (s z), P 2 (s z). We are interested in a 0 (s) a n d a 1 (s). A short computation yields This implies the di erence F r (s) ; F r (;s) is a constant, which should be zero since F r (s) ; F r (;s) is an odd function of s. Hence F r (s) = F r (;s) as desired. 31 `P 2; H n; H ( g)' properly by taking the residue at s = p + q ; 1 after the meromorphic continuation of the series s . This regularization procedure reminds us of the`Hecke's trick' which is used to obtain an Eisenstein series with low weight in the classical theory of elliptic modular forms ( 32] ). In this analogy, the construction of the automorphic Green current G ; H can beregarded as a k i n d of the second limit formula of Kronecker ( 32] ).
10. Retrospect for the introduction of an old paper 17] Three decades ago Professor Hirzebruch g a ve a good advice to the senior author of this paper to write the introduction of 17] more carefully in a less sophisticated terminology, though the thoughtless youth did not follow i t . Now h e w ants to amend this silly mistake by adding some lines to the introduction in question, because his claim that he proved the Hirzebruch-Zagier conjecture for the Hirzebruch-Zagier kernel as a special application of 17] did not seem to beunderstood by the readers. Also since 17] has beena prototype of the subsequent studies of the senior author including both the former paper 21] and the present one in the same series, this extra section may b e justi ed to exist.
In 17] w e start with an integral quadratic form Q on a lattice L in R 2+q with signature (2+ q ;). Let G bethe identity component of the real orthogonal group S O (Q R) of Q over R with a xed maximal compact subgroup K. Then X = G=K, which is isomorphic to the symmetric space S O 0 (2 q )=SO(2) S O (q), is a hermitian symmetric domain of BD type with complex dimension q. Let N bethelevel of Q in the sense of Hecke and let ; 1 bethe unit group of Q which is a discrete arithmetic subgroup of G, that acts on X properly discontinuously. We can de ne the canonical automorphy factor associated with the standard characters of the center S O (2) of K = S O (2) S O (q). Thus we can de ne the space S k (X ; 1 ) of holomorphic cusp forms of weight k 2 Z on X with respect to ; 1 .
For simplicity we assume that q is even from now on. Let S k;(q;2)=2 (; 0 (N ) bethe space of elliptic cusp forms of weight k;(q;2)=2 and of level N with a quadratic character associated with the discriminant of Q. Then the main construction of 17] is a pair of linear maps between the spaces of cusp forms S k;(q;2)=2 (; 0 (N) ) j P S k (X ; 1 ):
Here the point is the two m a p s j and P de ned by the theta series of Q with spherical functions as integral kernels, which are sometimes called theta correspondence etc., are mutually adjoint with repect to the Petersson inner metrics on the two spaces of cusp forms. This means we have the adjointness formula (j(f) F ) X = ( f P(F)) h (f 2 S k;(q;2)=2 (N ) F 2 S k (X ; 1 )):
Here ( ) X and ( ) h are the Petersson inner metrics (h the complex upper half plane). Moreover the map P has a geometric meaning. which is a special case of modular symbols (later investigated in ] from a di erent viewpoint).
The map C v is totally real (and totally geodesic), i.e., having opposite character to holomorphic embeddings in general. But for small q = 2 , there is an exception, because the group S O (2+ 2;) i s not simple.
When q = 2, The spinor covering of the group G = S O 0 (2 2) is isomorphic to S L (2 R) S L (2 R), and X = G=K is isomorphic to the product h h ; . Here h ; is the complex lower half plane. Change the compex structure of X by mapping the second factor to h by z 2 h ; 7 ! z 2 h. Then we have another hermitian domain X , and the space of cusp forms S k (X ; 1 ) is mapped to a space of non-holomorphic cusp forms S k (X ; 1 ). When k = 2 this is a space of cusp forms harmonic of (1 1)-type, which are holomorphic in the rst variable and ani-holomorphic in the second variable. Let Q be the direct sum of the norm form of a real quadratic eld and the hypebolic quadratic form 0 1 1 0 . Then ; 1 is commensurable to a Hilbert modular group.
Let k = 2 here, then we have a correpondence of cusp forms: Comparing the st term and the last term in this series of equalities, we can tell that the m-th Fourier coe cient ! m = j(P m ) of Hirzebruch-Zagier kernel is the Poincar e dual of C m , which was essentially the content of their conjecture.
Remark 1 This result has another interpretation. We can deduce a period relation between the period of the primitive form f 2 S 2 (; 0 (N) ) and that of the lifted form j(f) (cf. Chapter IV, x17 of 18] 
