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Introduction
This paper concerns with the existence of a heteroclinic solution for the following class of elliptic equations − ∆u + A(ǫx, y)V ′ (u) = 0, in Ω,
together with the Neumann boundary condition ∂u ∂ν (x, y) = 0, x ∈ R, y ∈ ∂D,
where N ≥ 2, ǫ > 0, Ω is an infinite cylinder of the type Ω = R × D with D ⊂ R N −1 being a smooth bounded domain and ν = ν(y) is the normal vector outward pointing to ∂D. Related to the functions A : Ω → R and V : R → R, we are assuming the following conditions:
Conditions on V :
(V 2 ) V (−1) = V (1) = 0 and V (t) ≥ 0 for all t ∈ R, and (V 3 ) V (t) > 0 for all t = −1, 1.
An example of V satisfying (V 1 )−(V 3 ) is the Ginzburg-Landau potential V (t) = (t 2 −1) 2 .
Conditions on A:
In whole this paper A is a C 1 -function that belongs to one of the following classes:
Class 1: A is asymptotic at infinity to a periodic function.
In this class, we assume that there exists a C 1 -function A p : Ω → R, which is 1− periodic in x, such that This type of condition is well known when we are working with periodic asymptotically problem of the type −∆u + A(x)u = f (u), in R N , see for example Alves, Carrião and Miyagaki [7] , Jianfu and Xiping [9] and their references.
Class 2:
A satisfies the Rabinowitz's condition.
In this class of functions, we suppose that A(x, y) = A ∞ < ∞, ∀y ∈ D.
A condition like above has been introduced by Rabinowitz [11, Theorem 4 .33] to study the existence of solution for a P.D.E. of the type By using variational methods, more precisely the mountain pass theorem, Rabinowitz has established the existence of solution for ǫ small enough. For this reason, throughout this article, we will call (A 3 ) of Rabinowitz's condition.
By (V 1 ) − (V 3 ), V is a double well potential and we are interested in the existence of solutions for (PDE) and (NC) that are heteroclinic in x from 1 to -1. A heteroclinic solution from 1 to -1 is a function u ∈ C 2 (Ω, R) verifying (PDE)-(NC) with u(x, y) → 1 as x → −∞ and u(x, y) → −1 as x → +∞, uniformly in y ∈ D.
In [12] , Rabinowitz has proved the existence of a heteroclinic solution for elliptic equations of the type −∆u = g(x, y, u), in Ω, together with the boundary condition (NC) and also with the Dirichlet boundary condition, that is,
In order to prove the existence of heteroclinic solution, in Section 2, Rabinowitz has used variational methods by supposing on g the conditions below:
g(x, y, t) is even and 1-periodic in x. In Section 3, Rabinowitz has considered some conditions on g that permit to study other classes of nonlinearity. From these comments, we see that if
Rabinowitz has studied the case when A(x, y) is 1-periodic in x, see Section 2 of the paper above mentioned. Here, we continue this study, because we will work with two new classes of function A that were not considered in that paper, more precisely the Classes 1 and 2. After Byeon, Montecchiari and Rabinowitz [8] have established the existence of heteroclinic solution u : Ω → R m for a large class of elliptic system like
together with the boundary condition (NC) by supposing the following conditions on potential V :
(H 4 ) For N ≥ 2, there exist constants c 1 ; C 1 > 0 such that
for N ≥ 3 and there is no upper growth restriction on p if N = 2. In the present paper, we are working with the potential V (x, y, u) = A(x, y)V (u), with A belonging to Classes 1 or 2 and V satisfying (H 1 ) − (H 4 ). Our paper also continues the study made in [8] for m = 1, because we are working with other classes of function A. Here, it is very important to mention that the study of elliptic system as above is very subtle because some arguments used for the scalar case m = 1 cannot be used for general case m > 1 as for example maximum principle.
In the literature we also find interesting papers that study the existence of heteroclinic solution for elliptic equations in whole R N like [8] and [12] , we intend to establish the existence of a heteroclinic solution for the equation (PDE) under the Neumann boundary conditions by working with the Classes 1 and 2. As in the above papers, we have used variational method, more precisely minimization technical on a special set, however new ideas have been introduced in the study of the problem, see for example, Proposition 3.1 in Section 2. The regularity and behavior of the heteroclinic are obtained by using the same arguments found in [8] .
Our main results are the following The plan of the paper is as follows: In Section 2, we prove some technical results, which will be useful to prove the above theorems. In Section 3 we prove the Theorem 1.1, while in Section 4 we prove the Theorem 1.2.
Preliminary Results
Consider the problem (PDE)-(NC) with ǫ = 1, more precisely,
In the sequel, we define the set
where Ω 1 = (0, 1) × D and
It is very important to observe that Γ = ∅, because the function Φ given by
belongs to Γ. Furthermore, we also fix
and the functionals J : Γ → R ∪ {+∞} given by
and
Associated with functional J we have the number
Without loss of generality, we can assume that (U n ) verifies
Indeed, for each n ∈ N let us consider
It is easy to check thatŨ n ∈ W 1,2 loc (Ω) with
Hence (Ũ n ) ⊂ Γ, and so,
thereby showing that (Ũ n ) is also a minimizing sequence for J on Γ with
From (2.5)-(2.6), there is M > 0 independent of k and m such that
, endowed with the usual norm, for all k ∈ Z. Then for some subsequence, there is U ∈ W 1,2
Therefore, from (2.5)-(2.9),
In the next section, our main goal is proving that U is the desired heteroclinic solution, and in this point, the conditions on function A play their role. However, before doing that we need to say that if A is 1-periodic in x, the same arguments explored in [8] guarantee the existence of a heteroclinic solution W * from 1 to −1.
3 Proof of Theorem 1.1: A is asymptotic at infinity to a periodic function
Then, if W * ∈ Γ is a heteroclinic solution for the periodic case, we must have
The last inequality will be a key point in our approach. In what follows, (U m ) ⊂ Γ is a minimizing sequence for J with
By using the fact that (U n ) ⊂ Γ, given τ ∈ (0, |Ω 1 |), for each m ∈ N, there are
for all j ∈ N, where
The reader is invited to observe that only one of the following conditions holds:
The above conditions are crucial to prove the following proposition
We will assume for a moment that Proposition 3.1 is proved and show Theorem 1.1.
Proof of Theorem 1.1 From the limit J(U n ) → Θ * , we get
from where it follows that
As U ∈ L ∞ (Ω), we have that (P −j U) is a bounded sequence in W 1,2 (Ω 1 ). Thus, there is a subsequence (P −j k U) of (P −j U) andÛ ∈ W 1,2 (Ω 1 ) such that
From this, and so,
Since τ ∈ (0, |Ω 1 |), these limits combine with (3.4) to give
The above argument also yields
Similar reasoning proves
Consequently, U ∈ Γ and −1 ≤ U(x, y) ≤ 1 for all (x, y) ∈ Ω. Moreover, by (3.5),
Now, we claim that for each φ ∈ C 
Indeed, taking w = U + tφ with φ ∈ C ∞ 0 (Ω) and t ∈ R, we derive that for k large enough, let's say, |k| > ℓ 0 , we have
and so, ∂J ∂φ
As w ∈ Γ and J(U) ≤ J(w), a standard argument ensures that
From this, U is a weak solution of (PDE). A regularity argument from [8, Section 6] implies that U ∈ C 2 (Ω, R), and that U is a classical solution of −∆U + A(x, y)V ′ (U) = 0, in Ω and ∂U ∂ν = 0, x ∈ R, y ∈ ∂D, with U(x, y) → 1 as x → −∞ and U(x, y) → −1 as x → +∞, uniformly in y ∈ D.
From this, U is a heteroclinic solution from 1 to -1, which finishes the proof of Theorem 1.1.
Proof of Proposition 3.1 Note that if (I) holds, then
This together with (2.8) yield
and the proposition follows with j 0 = 0. Now, we will prove the proposition by supposing that (II) holds. To begin with, we make the following claim
In what follows, let us denote (k 1 (m)) by (k(m)). Assume by contradiction that there is a subsequence of (k(m)), still denoted by itself, with k(m) → +∞. The boundedness of (U m ) in E k , implies that (Q m ) is also bounded in E k . Thus, for some subsequence, there is
7)
Q m (x, y) → W (x, y), a.e. in Ω, (3.8) and
A simples change of variables gives us
Consequently, the Fatou's Lemma together with (A 1 ) and (3.6)-(3.10) provides
which gives
Setting for each j ∈ N the function W j = P −j W , the fact that W ∈ L ∞ (Ω) together with the Sobolev embeddings guarantee the existence of W 0 ∈ L 2 (Ω 1 ), and a subsequence of ( W j ), still denoted by itself, such that
This limit and (3.2) lead to
On the other hand, by (3.12), I p,0 (W 0 ) = 0, from where it follows that W 0 = 1 or W 0 = −1. As τ ∈ (0, |Ω 1 |), we must have W 0 = 1. Thereby,
Now, fixing W j = P j W for j ∈ N, the same reasoning works to show that there exists W 0 ∈ L 2 (Ω 1 ) and a subsequence of (W j ), still denoted by itself, such that 
In what follows, we denoted by β = β(τ ) the real number given by
Hence, by a simple change of variable
Here we would like point out that the same arguments found in [8, Proposition 2.14] work to show that β > 0. Having this in mind, we can assume without loss of generality that
In the sequel, for each j ≥ j 1 + 2 and m ≥ m 0 , let us consider the function
By a direct computation, we see that Z j,m ∈ Γ and
and so,
As A verifies (A 1 ) − (A 2 ) and (J(U n )) is bounded, increasing m 0 if necessary, we have
Now, as j ≥ j 1 + 2, (3.19) implies in the inequality
which combine with (3.17)-(3.18) to give
it is easy to check that
Thus, given δ > 0, there is j 0 = j 0 (δ) > j 1 + 2, which is independent of m, such that
To continue, we further claim there is j = j(m) ≥ j 0 and m ≥ m 0 such that
If the claim does not hold, for each j ≥ j 0 , there exists
From definition of Z j,m and (A 2 ),
Recalling that
Using again the definition of Z j,m , there is a constant C > 0 such that
which contradicts (3.10), thereby showing (3.23). Thus, by (3.20) and (3.23),
contrary to (3.1), and this ensures that W 0 = −1. From the above study, we deduce that W ∈ Γ, then by (3.11),
which is absurd. This proves the Claim 3.1. Hence, there is a subsequence (k 1 (m)), still denoted by itself, and k * ∈ N such that k 1 (m) = k * for all m in N. Hence, the inequality below
This inequality combined with (2.8) gives
Therefore, when (II) occurs, the Proposition 3.1 holds with j 0 = k * . The cases (III) and (IV ) can be analyzed of the same way, then we omit their proofs, and the proposition is proved.
Proof of Theorem 1.2: A verifies the Rabinowitz's condition
In this section we establish the existence of a heteroclinic solution for the Class 2. In what follows, we are considering the equation
together with the Neumann boundary condition
where ǫ is a positive parameter and A satisfies
From now on, we are denoting by J ǫ , J ∞ : Γ → R ∪ {+∞} the functionals
where I ǫ,k , I ∞,k : E k → R are given by
Moreover, we denote by Θ ǫ and Θ ∞ the following numbers
By Section 2, we know that there are W 0 , W ∞ ∈ Γ verifying J 0 (W 0 ) = Θ 0 and J ∞ (W ∞ ) = Θ ∞ . This fact permit us to prove the following lemma
On the other hand, by (A 3 ),
which shows the lemma.
In the sequel, we fix ǫ 0 > 0 small enough a such way that
Proof of Theorem 1.2
Arguing as in Section 2, for each ǫ > 0 there is a minimizing sequence (U n ) ⊂ Γ with
In the sequel, we will use the same approach explored in Section 3. As (U n ) ⊂ Γ and
Proof. As in the proof of Proposition 3.1, we must study the cases (I) − (IV ). The case (I) follows of the same way, however for the other cases we need to do some modifications. Next, we will consider the case (II). As in the last section, we begin by showing the claim below
In what follows we denote k 1 (m) by k(m). Assume by contradiction that there is a ǫ ∈ (0, ǫ 0 ) such that (k(m)) is unbounded and k(m) → +∞. The boundedness of (U m ) in E k implies that (Q m ) is also bounded in E k for all k ∈ N. Thus, for some subsequence, there is W ∈ W 1,2
By a simple change variable, By using the same type of argument, fixing W j = P j W for j ∈ N, it is possible to prove that there exist W 0 ∈ W 1,2 loc (Ω) and a subsequence of (W j ), still denoted by itself, such that Arguing as Proposition 3.1, we will find
which contradicts (4.1), and then W 0 = −1. Now we follow the same idea explored in Proposition 3.1 to conclude the proof. Now, we are ready to prove Theorem 1.2.
Proof of Theorem 1.2 As an immediate consequence of the last proposition, for each ǫ ∈ (0, ǫ 0 ), there is j 0 ∈ N such that U − 1 L 2 ((−j,−j+1)×D) < τ and U + 1 L 2 ((j,j+1)×D) < τ, ∀j ≥ j 0 . Now, arguing as in the proof of Theorem 1.1, it follows that U ∈ C 2 (Ω, R). Moreover, U is a classical solution of −∆U + A(ǫx, y)V ′ (U) = 0, in Ω and ∂U ∂ν = 0, x ∈ R, y ∈ ∂D with U(x, y) → 1 as x → −∞ and U(x, y) → −1 as x → +∞, uniformly in y ∈ D.
From this, U is a heteroclinic solution from 1 to -1, which finishes the proof of Theorem 1.2.
