The 2-receiver broadcast channel with primary and third-party receivers is studied. The messages are classified into public, private and confidential. The messages in the public class are messages intended for both receivers. The private messages are intended for the primary receiver with no secrecy requirements imposed upon them. And the confidential messages are aimed exclusively to the primary receiver such that they must not be accessible to the other receiver. The encoder performs the necessary encryption by virtue of local randomness whose rate is assumed to be limited. We find an achievability region on the trade-off between the rates of the three messages and the source of randomness in the one-shot regime of a quantum broadcast channel.
I. INTRODUCTION AND PRELIMINARIES
In the wiretap channel model studied by Wyner [1] and Csiszár and Körner [2] , if the rate of the of dummy randomness is limited, a part of the confidential message is sacrificied to keep the other part completely secret (the so-called rateequivocation formulation). Csiszár and Körner latter proposed an alternative formulation [3] such that the messages are divided into two independent parts, a confidential part and a private (or non-secret) part that could be potentially leaked to the eavesdropper. In the aforementioned works, the availablity of dummy randomness required to hide the confidential message is taken for granted. However, if there is a constraint on the rate of the available randomness, they cannot guaratnee the security of the standard scheme attaining the secrecy capacity and a trade-off emerges between the rates of the confidential and private messages as well as that of the randomness. In the asymptotic limit of a classical memoryless channel, this was studied in [4] and the channel resolvability with superpositions is shown to realize the trade-off region.
We aim to study the achievable rates of common, private and confidential messages with a randomness constrained encoder over a single use of a 2-receiver quantum broadcast channel. Our main tools are position-based decoding [5] and convex-split lemma [6] . We deal with the channel resolvability problem by proving a conditional version of the convex-split lemma which gives operational meaning to an entropic quantity we define and name the smooth conditional max-mutual information. Moreover, another new entropic quantity known as hypothesis testing conditional mutual information arises naturally in our error analysis. The broad scope of the rate region developed in this paper enables us to recover not only the classical result of Watanabe and Oohama [4] , but also the case of simultaneous transmission of public and private information [7] and the simultaneous transmission of the classical and quantum information [8] , [9] .
We use the following conventions throughout the paper. Quantum systems are associated with (finite dimensional) Hilbert spaces A, B, etc. We identify states with their density operators and will use superscripts to denote the systems on which the mathematical objects are defined.
Denoted by N A→BC , a quantum broadcast channel is a completely positive-trace preserving (CPTP) liner map with input system A and output systems B and C. It is also useful to personify the users of the channel such that Alice is the user controlling the input system A and Bob and Charlie are the recipients of the systems B and C, respectively. According to the Stinespring dilation of the CPTP map N A→BC (see for example [10] ), there exists an inaccessible environment F and a unitary operator U acting on A, C and F systems such that
where ρ A is the input state and σ C and ω F are some constant states on systems C and F , respectively. An additional trace over C system gives the quantum channel from Alice to Bob N A→B implying that the composite system E := CF plays the role of an inaccessible environment for N A→B . The worst case for Alice and Bob is that Charlie has also access to the inaccessible environment F meaning that he is in possession of the joint system E. 1 This scenario models a quantum channel known as the quantum wiretap channel defined by a unitary similar to (1) [11] , [12] . Notice, however, that when quantum information is to be transmitted from Alice to Bob, the nocloning thorem makes this assumption necessary [9] . The purified distance between two states ρ and σ is defined [13] . The purified distance relates to the trace distance in the following way 1 2 ρ − σ 1 ≤ P (ρ, σ). The purified distance is used to specify an -ball around a quantum state as B (ρ A ) ≡ {ρ : P (ρ A ,ρ A ) ≤ }.
We will use the following standard information theoretic quantities. For more definitions and their properties we refer to [9] , [13] , [6] and [5] . The quantities without a reference are novel in this paper (to the best of our knowledge).
• Smooth max-mutual information [15] : Let ρ AB be a quantum state and ∈ (0, 1),
• Smooth max-mutual information (alternative definition) [5] : Let ρ AB be a quantum state and ∈ (0, 1),
• Hypothesis testing relative entropy [16] , [17] : Let ρ, σ be quantum states,
• Hypothesis testing mutual information [18] : Let ρ AB be a bipartite state, then
• Hypothesis testing conditional mutual information:
x and ∈ (0, 1).
x be classical-quantum states,
x be classical-quantum states and ∈ (0, 1),
. Further define the following state
For δ ∈ (0, 1) and n = 2 k δ 2 , the following holds true:
Proof: Proof is omitted due to space limitation. In the next section we discuss the system model and formally define a code, then present our main result. We prove the achievability region in section (III) and will bring the paper to a conclusion in section (IV).
II. SYSTEM MODEL AND MAIN RESULT
A quantum channel N A→BC with isometric extension V A→BCF N connects Alice to Bob and Charlie. Alice attempts to send three messages simultaneously: a common message M 0 that is supposed to be decoded by both Bob and Charlie, a private message M 1 that is intended to Bob but is allowed to possibly be exposed to Charlie and a confidential message M s exclusive to Bob that must not be leaked to Charlie. The obfuscation of the confidential message is done by virtue of stochastic encoding, i.e., introducing randomness into codewords in the encoding process. It is useful to think of the so-called randomness as a dummy message M d taking its values according to some distribution. 2 The encoder encodes the message triple (M 0 , M 1 , M s ) as well as the dummy message M d into a quantum codeword A and transmits it over the channel. Upon receiving B and C systems, Bob finds the estimatesM 0 ,M 1 ,M s of the common, private and confidential messages, respectively, while Charlie finds the estimateM 0 of the common message. To ensure reliability and security, a tradeoff arises between the rates of the messages. We study the one-shot limit on this tradeoff. (common, private and confidential, respectively),
2 Rs ] and a realization of the local
The statistics of the source of randomness are assumed known to all parties, however, its realizations used in the encoding process are only accessible by Alice. Note that we have included the source of randomness in the definition of the code to imply that it can be optimized over as part of the code design. However, we do not consider the effect of non-uniform randomness in our analysis and throughout we assume that the dummy message M d is uniformly distributed over [1 : 2 R d ]. We further assume that the message triple
2 Rs ] so that the rates of the common, private and confidential messages are H(M 0 ) = R 0 , H(M 1 ) = R 1 and H(M s ) = R s , respectively. The reliability of the code C is measured by its average probability of error defined as follows:
and its secrecy as:
where ρ C ms and σ C denote Charlie's actual state for m s and a constant state, respectively.
A rate quadruple (R 0 , R 1 , R s , R d ) is said to be -achievable if there exist a one-shot code C satisfying the following conditions:
where ∈ (0, 1) characterizes both the reliability and secrecy of the code. Then the -achievable rate region R is defined to consists of the closure of the set of all -achievable rate quadruples. The following theorem presents our achievability bound on R . Theorem 3 (Achievability Bound): Fix , , δ 1 , δ 2 , δ 3 and η such that 0
Consider a quantum broadcast channel N A→BC . Let the random variables U, V and X be distributed as U → V → X and define classical-quantum state ρ U V XA = u,v,x p(u, v, x)|u u| U ⊗ |v v| V ⊗|x x| X ⊗ρ A x . Let R (in) (ρ) be the set of those quadruples (R 0 , R 1 , R s , R d ) satisfying the conditions in (6a-6e)for a state ρ U V XBC = N A→BC (ρ U V XA ). Then R (in) ⊆ R , where the union is evaluated over all ρ U V XBC arising from the channel.
III. ACHIEVABILITY
The first part of the direct coding theorem equation (2) is a exquisite combination of the classical superposition coding and position-based decoding. The second part of the direct coding theorem equation (3), is an application of the conditional the convex-split lemma in quantum channel resolvability via superpositions. The main theorem follows from Lemma 4 and Lemma 5 below.
Lemma 4: Fix , , δ 1 , δ 2 , δ 3 and η such that 0
Let the random variables U, V and X be distributed according to a distribution p(u, v, x) which factorizes as p(u, v, x) = p(u, v)p(x|v). We further define classical-
),
(8)
Then R * ⊆ R and the union is over all ρ U V XBC arising from the channel. 
We consider the shared state above to construct the first layer of our code. Conditioned on each and everyone of the 2 R0 states above, the parties are assumed to share 2 Rs+R0 copies of the state
The set [1 : 2 Rs+R1 ] is partitioned into 2 Rs equal size bins (therefore inside each bin there are 2 R1 states). This constituted the second layer of the code. Finally for each and everyone of the states
, as mentioned below for the i-th state:
These states build the third layer of the code. All states above are assumed to be available to all parties before communication begins.
Encoding: To send a message triple (m 0 , m 1 , m s ), the encoder first chooses a random number m d ∈ [1 : 2 R d ]. In the first layer, the encoder finds the m 0 -th state, i.e., ρ U A m 0 , then it looks for the m s -th bin inside which, it selects the state associated to the private message m 1 . Finally, the encoder picks the m d -th state ρ X A m d among those tied to the state found in the preceding step. The encoder sends the selected classical system through a modulator resulting in a quantum codeword ρ A x which will be then transmitted over the channel.
Decoding: The transmission of triple (m 0 , m s , m 1 ) will induce the following states in the first and second layer, respectively:
Finding the common message is a 2 R0 -ary and the private and confidential messages a 2 Rs+R1 -ary hypothesis testing problem. Charlie also runs his position-based decoding POVM to find out the transmitted common message. His side comes about by replacing B with C in (11) . Analysis of the probability of error: Reconsider the state in (11) . Let {T U B , I − T U B } be the elements of a POVM that is chosen for discriminating between two states ρ U B and ρ U ⊗ρ B . Further, we assume that the test operator T U B decides correctly in favor of ρ U B with probability at least 1 − ( − δ 1 ). Bob will use the following square-root measurement to detect the common message:
is the test operator. It can be easily checked that m0 Ω m0 = I. Observe that the symmetric structure of the codebook generation and decoding triggers an average error probability that is equal to the individual error probabilities. By using the Hayashi-Nagaoka lemma [19] with the POVM above, one can see that
) ensure that the error probability will be less that or equal to . In the same manner, it can be shown that the achievable rate of the common message to Charlie equals R 0 = I −δ2
).
In an analogous way, the approach of the reliability analysis of the confidential and the private messages goes as follows. Let 
Analysis of the secrecy: The quantum channel resolvability via superposition coding was studied in [20] . Here we try to prove the resolvability problem using convex-split lemma. The Proof involves analyzing cumbersome expressions showing the induced states at Charlie's end. Due to space limitations, we have to only provide a sketch of the proof. We assume Charlie has detected the common message. The private message in the second layer and the dummy message in the third layer help induce a state at Charlie's end that is required to be independent of the transmitted confidential message. Finding the distance between the actual induced state and the constant target state seems very sophisticated. To remedy this issue, we envision an induced state at Charlie that indicates only the effect of the private message in the second layer. Apparently this state is intermediate in the sense of its distance between the actual induced state and the target state. We then employ triangle inequality to bring in the intermediate state. Then some algebra using the properties of the trace distance and also the Markov chain between random variables, the conditional convex-split lemma asserts that if R d = I max (X; C|V ) ρ + 2 log 2 ( 1 η ) and R 1 = I max (V ; C|U ) ρ + 2 log 2 ( 1 η ), both terms resulted from the triangle inequality will be less than or equal to 2 + η.
Derandomizarion: Our protocol so far relied upon shared randomness among parties. The derandomization is a standard procedure (see [9] , [18] , [21] ) which can be done by expanding the states and corresponding POVMs and identifying the test operators as T U B := u |u u| U ⊗ T We should use Markov inequality to find a good code that satisfied both the reliablity (4) and secrecy (5) . From the gentle measurement lemma [22] we know that the disturbed state fed into the second decoder of Bob is impaired by 2 √ . we have the average error probability over all codes P Let := max{ 4 √ , 4 √ }. This parameter works for both requirements and the results is concluded.
IV. CONCLUSION
We have proved inner bounds on the transmission of the common, private and confidential messages with rate-limited randomness through a quantum broadcast channel that is available for a single use. We have proved a conditional version of the convex-split lemma enabling us to solve the channel resolvability problem with superpositions giving rise to new smooth entropic quantities. In the asymptotic i.i.d. regime, we can recover the result of [4] , and by assuming availability of unlimited randomness, the result of [8] can be recovered as well. For a detailed discussion of these along with matching converses we refer the reader to [23] .
