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Existing techniques for sensor validation and sensor fusion are often based on analytical 
sensor models.  Such models can be arbitrarily complex and consequently Gaussian 
distributions are often assumed, generally with a detrimental effect on overall system 
performance.  A holistic approach has therefore been adopted in order to develop two 
novel and complementary approaches to sensor validation and fusion based on 
empirical data.  The first uses the Nadaraya-Watson kernel estimator to provide 
competitive sensor fusion.  The new algorithm is shown to reliably detect and 
compensate for bias errors, spike errors, hardover faults, drift faults and erratic 
operation, affecting up to three of the five sensors in the array.  The inherent smoothing 
action of the kernel estimator provides effective noise cancellation and the fused result 
is more accurate than the single ‘best sensor’.  A Genetic Algorithm has been used to 
optimise the Nadaraya-Watson fuser design.  
The second approach uses analytical redundancy to provide the on-line sensor 
status output PH[0,1], where PH=1 indicates the sensor output is valid and PH=0 when 
the sensor has failed.  This fuzzy measure is derived from change detection parameters 
based on spectral analysis of the sensor output signal.  The validation scheme can 
reliably detect a wide range of sensor fault conditions.  An appropriate context 
dependent fusion operator can then be used to perform competitive, cooperative or 
complementary sensor fusion, with a status output from the fuser providing a useful 
qualitative indication of the status of the sensors used to derive the fused result. 
The operation of both schemes is illustrated using data obtained from an array of 
thick film metal oxide pH sensor electrodes.  An ideal pH electrode will sense only the 
activity of hydrogen ions, however the selectivity of the metal oxide device is worse 
than the conventional glass electrode.  The use of sensor fusion can therefore reduce 
measurement uncertainty by combining readings from multiple pH sensors having 
complementary responses.  The array can be conveniently fabricated by screen printing 
sensors using different metal oxides onto a single substrate. 
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1) Introduction 
1.1) Background and Motivation 
In 1997 the UK Foresight Programme highlighted sensors as one of the key areas in 
science, engineering and technology that “merit particularly urgent attention by 
organisations in the public and private sectors.”  Feedback from government, industry 
and academia suggested that sensors should be more intelligent, robust, reliable, 
integrated and smaller.  The report highlighted the need to further develop links between 
research into sensor systems and the processing of sensed information, including signal 
gathering and processing from multisensor arrays.  (Foresight Sensors Action Group, 
1997).  A separate report by the Defence and Aerospace Foresight Panel Technology 
Working Party, also published in 1997, concluded that data fusion and data processing 
techniques are vital enabling technologies for a wide range of defence and non-defence 
applications (Defence and Aerospace Foresight Panel Technology Working Party, 
1997). 
Data fusion is not a new concept.  A natural ability to fuse sensed information has 
evolved in many animal species.  Humans for example, routinely combine sight, 
hearing, touch, smell and taste information (Murphy, 1996).  Data fusion can be used to 
calibrate, increase dimensionality, increase statistical significance or provide robustness 
in order to cope with sensor uncertainty (Starr and Desforges, 1998).  This may be 
achieved by: 
x Combining readings from several different types of sensor to give more accurate 
information; 
x Using readings from several independent sensors to make the system less 
vulnerable to the failure of a single sensor; 
x Combining several readings from the same sensor to reduce the effect of noise 
(Brooks and Iyengar, 1998). 
Present applications of data fusion span a wide range of fields: 
x Industrial engineering (Belloir et. al., 2000; Gros, 1997; Karlsson et. al., 1998; 
Karlsson et. al., 2000; Van Der Wal and Shao, 2000; Wide et. al., 1997); 
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x Robotics and intelligent vehicles (Agogino et. al., 1995; Bryanston-Cross et. al., 
1999; Dailey et. al., 1996; Durrant-Whyte, 1988; Murphy, 1998);  
x Pattern recognition and radar tracking (Belloir and Billat, 2000; Pau and 
Trailovic, 2000; Smith, 1998); 
x Landmine detection and other military applications (Collins et. al., 2001; 
Cremer et. al., 1999; Maltese and Lucas, 1998); 
x Remote sensing (Leduc et. al., 1999; Petrou and Stassopoulou, 1999); 
x Aerospace systems (Doyle and Harris, 1996; Harris et. al., 1998); 
x Law enforcement (Hua-Mei Chen and Varshney, 1999; Varshney, 1997a); 
x Medicine (Rogova, 1999; Solaiman et. al., 1999; Winquist et. al., 1998). 
Data fusion systems have been used extensively for defence applications, in particular 
surveillance, target tracking and identification, and strategic decision-making.  (Harris 
et. al., 1998) report that over two-thirds of defence and aerospace products exported 
from the UK during the period 1990-1994 utilise some form of multisensor fusion.  
(Valet et. al., 2000) summarise the results of a statistical study of journal articles 
published in the years 1997-1999.  Defence applications accounted for 37% of the 
articles published.  Only 6% considered industrial engineering applications despite the 
importance of sensors and feedback control systems in the process and manufacturing 
industries, where the global market for sensors was estimated to reach £25 billion per 
year in 2000  (Foresight Sensors Action Group, 1997).   
The aim of multisensor fusion is to gain maximum value from existing sensor 
technologies (Grossmann, 1998).  Fusion techniques can be applied to multiple readings 
from the same sensor or readings from multiple sensors.  In many cases a single sensor 
cannot provide sufficient information about the environment hence the use of multiple 
sensors can provide more accurate and more complete information about the world.  
(Brooks and Iyengar, 1998) define the following types of sensor networks: 
x Complementary – Complementary fusion uses different sensors that each give 
only a partial view of the environment.  The fuser combines measures of 
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different phenomena.  An example is the combination of wind speed and air 
temperature measurements to determine wind chill factor (Tanner and Loh, 
1992); 
x Competitive – Independent measures of the same phenomenon, either a series of 
readings from a single sensor or readings obtained from multiple sensors.  
Competitive fusion is often used to reduce measurement uncertainty, although 
the fusion of a series of measurements from the same sensor type cannot reduce 
systematic (bias) errors it may reduce random (noise) errors; 
x Cooperative – Combines data from independent sensors (i.e. the ‘left’ and ‘right’ 
images in a 3D vision system.  Cooperative fusion is not widely considered in 
the literature.  Fusion may reduce uncertainty and incompleteness but the fusion 
process will derive an estimate of some secondary parameter (i.e. depth 
information in the 3D vision system) and thus may be viewed as a ‘virtual 
sensor’ (Durrant-Whyte, 1988). 
The fusion scheme adopted will depend on the application.  It is therefore difficult to 
generalise the fusion strategy and no universal fusion algorithm has been proposed.  
Some attempts have been made to establish a generic framework for data fusion based 
on best practice techniques (Hannah et. al., 2000), however the design and 
implementation of data fusion systems remains very challenging with a number of 
misconceptions and pitfalls.  In particular sensor fusion can result in poor performance 
if incorrect information about sensor performance is used (Hall and Garga, 1999).  In 
many applications an accurate mathematical model of the sensor is unavailable, too 
complex, or the task of deriving the model is impractical (Rao 1999; Yung and Clarke, 
1989).  A common approach in data fusion is therefore to characterise the sensor in 
some convenient way, typically using static, zero-mean Gaussian probability 
distributions (Hall, 1992).  ‘Real world’ sensors operating in a dynamic environment 
and subject to non-Gaussian conditions are very unlikely to behave in this idealised 
manner, and this can have a detrimental effect on the data fusion process (Hall and 
Garga, 1999). 
Fuser design is a critical issue.  A poorly designed fusion scheme can render worse 
results than even the worst individual sensor (Rao, 1999).  In many applications it is 
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possible to collect experimental data by sensing objects with known parameters.  (Rao, 
1999) demonstrates that experimental data from such observations may be used to 
estimate the required fuser, implemented by means of a feedforward neural network or 
the Nadaraya-Watson (N-W) estimator. 
The goal of many fusion systems is uncertainty reduction and this is best achieved using 
sensor complementarity (Grossmann, 1998).  Fig. 1 illustrates the fusion of two sensors 
used to measure distance and target angle in a mobile robot.  Sensor 1 is fairly certain 
about the target angle but uncertain about the range.  Sensor 2 is relatively certain about 
the distance but uncertain about the target range.  In this case the reduction of the 
measurement uncertainty is achieved by competitive fusion as both sensors measure the 
same parameters. 
Sensor 1
Target Angle
Di
st
an
ce
Sensor 2
 
Fig. 1:  Fusion of complementary sensor data 
 
A further example is the use of competitive sensor fusion for the detection of buried 
(abandoned) anti-personnel landmines.  No single sensor technology can reliably 
achieve the detection rates demanded for humanitarian demining operations (Cremer et. 
al., 1999).  Consequently multisensor systems have been the subject of extensive 
research and development.  (Lohlein and Fritzsche, 1999) describe the fusion of a metal 
detector and ground penetrating radar.  The results indicate that the fusion process does 
improve the probability of detection but only to 83% for minimum metal mines 
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(compared with a detection probability of 63% for the metal detector and 60% for the 
ground penetrating radar operated separately).  Unfortunately the fused result is still 
well below the UN standard of 99.6% for humanitarian demining. 
Target tracking using a Kalman filter to fuse a series of measurements from a radar 
system is another example of competitive fusion (Hall, 1992).  In this case a single 
sensor is employed, making the system vulnerable to a fault or external interference 
such as jamming.   Multiple sensors can be used to improve the reliability of a system 
and physical redundancy has long been a feature of safety-critical systems (Napolitano 
et. al., 1998b). 
A great emphasis in the design of data fusion systems is that high quality data is 
required from the sensors.  Expressed succinctly by (Hall and Garga, 1999): 
“There is no substitute for a good sensor.  No amount of fusion of bad 
sensors will substitute for a single accurate sensor that measures the 
phenomenon that you want to observe.” 
In many applications acting on faulty sensor data can have disastrous effects.  For 
example, the safe and reliable operation of complex process plant is dependent on the 
reliable operation of sensors providing information about the process state (Keaton et. 
al., 1998).  Sensor validation is concerned with recognising when an observed value lies 
outside the expected range.  Two separate approaches to sensor validation have been 
developed: 
x Physical redundancy – Uses multiple parallel hardware sub-systems (Napolitano 
et. al., 1998b); 
x Analytical redundancy – Continuously monitors the sensor output signals in 
order to provide fault detection.  Many validation schemes use a model of the 
plant or system.  The model may be analytical or empirical.  A sensor fault is 
signalled when the measured value differs significantly from the value predicted 
by the model (Patton et. al., 1995).   
It is therefore apparent that important links exist between the fields of multisenor fusion 
and sensor validation, in particular: 
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x The use of physical redundancy to provide sensor validation is a form of 
competitive sensor fusion; 
x Many sensor fusion and sensor validation schemes require models of sensor 
performance; 
x The performance of a multisensor fusion scheme is critically dependent on the 
performance of the individual sensors. 
The central aim of this research programme is therefore to investigate the 
complementary aspects of multisensor fusion and sensor validation in order to better 
exploit the apparent synergy between these two activities. 
 
1.2) Aims of the Research Programme 
The aims of the research programme are: 
1. To review existing schemes for multisensor fusion and sensor validation; 
2. To investigate techniques used by sensor fusion and sensor validation schemes 
to characterise sensor performance, in particular the use of empirical models of 
sensor performance; 
3. To propose new methods for the fusion of complementary sensors to provide 
uncertainty reduction and improve system reliability, with particular emphasis 
on the measurement of pH using thick film sensors; 
4. To contribute to current knowledge by developing new schemes for sensor 
validation and fusion suitable for both complementary and competitive fusion. 
Such work is important because sensors play a vital role in a wide range of application 
areas.  The work has resulted in the following original contributions to knowledge in the 
fields of multisensor fusion and sensor validation: 
x The N-W estimator has been used to fuse an array of complementary thick film 
pH sensor electrodes.  Thick film pH sensors are inexpensive, compact and 
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robust, however they are generally manufactured in a batch process.  Despite 
careful control of the manufacturing process it is very difficult to achieve 
reproducibility between batches.  pH sensors are also susceptible to 
environmental conditions and hence reliable analytical models of sensor 
performance are difficult to obtain.  The N-W fuser design is based on 
experimental data and should be suitable for all sensors produced in a particular 
batch.  The N-W estimator has previously found only limited use as a fuser and 
this is a new application of the technique.  An empirical design procedure for the 
N-W fuser has been formulated, although this manual design process can be 
rather time-consuming.  A Genetic Algorithm (GA) has therefore been used to 
automate the fuser design process.  This is a new approach to the design 
optimisation of the N-W fuser. 
x The N-W estimator has been used as the basis of a new sensor validation and 
fault accommodation scheme.  The technique makes use of sensor (physical) 
redundancy.  The operational characteristics of this novel approach have been 
investigated and the algorithm validated using the full range of typical sensor 
fault conditions. 
x A fuzzy sensor validation scheme has been devised.  The on-line sensor status 
output is derived from change detection parameters based on spectral analysis of 
the sensor output signal.  This new method has been validated for all typical 
sensor fault conditions and can be applied to a wide range of sensor types.  
Portability is facilitated by the procedure that has been developed to 
parameterise the fuzzy sets employed for fault detection using data obtained 
from a healthy sensor. 
 
1.3) Structure of the Thesis 
The remaining material in this thesis is divided into the following major sections: 
x Chapter 2 – Reviews the major taxonomies and architectures applicable to 
multisensor fusion.  Relates the main mathematical tools and techniques, giving 
indicative applications for each; 
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x Chapter 3 – Reviews the principles and applications of sensor validation 
schemes based on physical and analytical redundancy; 
x Chapter 4 – The N-W kernel estimator and the feedforward neural network are 
employed to fuse an array of complementary thick film pH sensor electrodes.  
An empirical design procedure for the N-W fuser is presented.  A GA is also 
employed to optimise the fuser design; 
x Chapter 5 – Presents the design and evaluation of a novel sensor validation and 
fusion scheme using the N-W kernel estimator; 
x Chapter 6 – Proposes a sensor validation scheme using analytical redundancy to 
provide on-line status information.  The fuzzy status output, ]1,0[HP  is 
potentially more useful than the simple binary status bit provided by many 
sensor validation schemes; 
x Chapter 7 – Discusses the model-free sensor validation and fusion schemes, and 
the original contribution to knowledge, with suggestions for further work; 
x Chapter 8 – Conclusions. 
Extensive testing and evaluation of the various algorithms has been carried out, 
principally using the MATLAB software.  The results presented in the thesis have been 
carefully selected to demonstrate the strengths and weaknesses of the various methods. 
 
1.4) Concluding Remarks 
Sensors are used increasingly and in a divergent range of applications.  Two separate 
schemes have been developed to safeguard and enhance the quality of sensed data:  
sensor fusion combines separate readings, while sensor validation confirms whether the 
measured value is within acceptable limits.  This research considers the complementary 
aspects of these two activities and presents novel schemes that help to derive maximum 
benefit from the sensed information. 
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2) Multisensor Data Fusion 
2.1) Definition of Multisensor Data Fusion 
A useful definition of multisensor data fusion has been proposed by (Varshney, 1997a): 
“Multisensor data fusion refers to the acquisition, processing, and 
synergistic combination of information gathered by various knowledge 
sources and sensors to provide a better understanding of the phenomenon 
under consideration.” 
Another definition is due to (Wald, 1998): 
“Data fusion is a formal framework in which are expressed means and tools 
for the alliance of data originating from different sources.  It aims at 
obtaining information of greater quality; the exact definition of ‘greater 
quality’ will depend upon the application.” 
This second definition emphasises the notion of combining information from various 
sources to garner information of better quality than would otherwise be available using 
the sources independently.  The term ‘greater quality’ is used in a general sense to 
indicate that the fused information should be in some way more useful to the user. 
Much of the early work in the field of information fusion is related to military 
applications; for example automated target tracking and recognition systems, remote 
sensing, battlefield surveillance and automated threat recognition systems.  A range of 
non-military applications have also been developed, in particular condition monitoring 
of industrial equipment, remote sensing, robotics and medical diagnosis (Waltz and 
Llinas, 1990). 
Data fusion draws upon a range of techniques and disciplines: digital signal processing, 
statistical estimation, control theory, artificial intelligence and numerical methods.  A 
significant feature of the data fusion process is that information may be gathered from a 
variety of sources: sensors, databases or humans.  The potential advantages of a 
multisensor system include (Varshney, 1997a): 
x Improved reliability and robustness – there is an inherent redundancy due to the 
availability of multiple sensors; 
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x Extended coverage – use of multiple sensors may increase both spatial and 
temporal coverage; 
x Increased confidence – use of multiple sensors may help confirm inferences 
from individual sensors; 
x Shorter response time – because more data is collected by multiple sensors, a 
prescribed level of performance may be attained in a shorter time; 
x Improved resolution – the overall resolution attained may be better than any 
single sensor. 
A practical problem is that combining accurate (good) data with inaccurate or biased 
data, especially if the uncertainties or variances of the data are unknown, may actually 
produce worse results than could be achieved by taking the most appropriate (best) 
sensor in a suite (Hall and Llinas, 1997). 
 
2.2) The Data Fusion Process 
The following generic types of sensor fusion are defined by (Brooks and Iyengar, 
1998): 
x Complementary fusion – fusion of several disparate sensors that each give only 
a partial view of the environment.  This type of session resolves incompleteness 
of sensor data; 
x Competitive fusion – fusion of uncertain sensor data from several sources, 
predominantly in order to reduce the uncertainty of the measurements.  Fusion 
can be performed on several measurements from different sensors, or on a series 
of measurements from the same sensor; 
x Cooperative fusion – fusion of independent sensors in order to derive an 
estimate of some secondary parameter.  An example given by (Durrant-Whyte, 
1988) is the fusion of the ‘left’ and ‘right’ channels in a stereo vision system to 
derive depth information. 
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This taxonomy is very similar to the classes of sensor fusion proposed by (Tanner and 
Loh, 1992): 
x Uniquely determined dependent data fusion – there is precisely enough data to 
determine the fused value.  Tanner and Loh use the measurement of wind chill 
factor from air temperature and wind speed as an example.  This is 
complementary fusion; 
x Over determined dependent data fusion – occurs when there is more data 
available than is actually required to determine the fused value.  An example of 
this is target tracking using data from multiple spatially dispersed radar systems.  
The inherent sensor redundancy can be employed to detect erroneous sensor data 
and provide reliable operation in the event of the failure of an individual radar, 
due for example, to electronic counter measures.  This is a competitive fusion 
system. 
x Under determined dependent sensor fusion – takes place when there are 
insufficient sensory data to determine the desired value.  This is really a process 
of estimation or extrapolation.  An example cited by Tanner and Loh is the 
estimation of the velocity of an object from distance measurements.  The 
calculated velocity will only be correct if the object moves directly towards or 
away from the range sensor.   
A key issue is to decide where in the data flow to actually combine or fuse the data.  
This fundamental design choice affects the quality of the fused product, the nature of 
the algorithms or techniques employed, the complexity of the processing, and the 
bandwidth of the communications required between the sensors and fusion centre (Hall 
and Llinas, 1997).  The choice of architecture depends on the nature of the sensors 
involved, as well as the nature of the inferences sought (Hall, 1992).  The main 
architectures are illustrated in Fig. 2. 
In Data Level Fusion (Fig. 2c) raw data from the sensors are combined.  This approach 
is centralised and yields the best overall results, however the sensor data are required to 
be commensurate, that is observations of the same or similar physical properties, and 
must be able to be properly associated.  A large communications bandwidth may also be 
required to transmit the sensor data to the fusion centre. 
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Feature Level Fusion (Fig. 2b) uses feature vectors extracted from sensor observations 
and subsequently fused.  Data communication requirements are reduced, however the 
result is less accurate due to the information loss associated with generating the feature 
vectors. 
In Decision Level Fusion (Fig. 2a) a separate decision is produced for each sensor.  
These decisions are then combined to yield the final result.  The sensors need not be 
commensurate and the communication bandwidth requirements are greatly reduced.  
This is the least accurate of the three fusion options due to the information loss 
associated with generating feature vectors and other processing. 
The Data Fusion and Data Processing Technology Working Party of the Defence and 
Aerospace Foresight Panel (Defence and Aerospace Foresight Technology Working 
Party, 1997) also adopted a three level model of the fusion process (Fig. 3).  Low level 
fusion combines raw data from the sensors (data level fusion), while medium level 
fusion combines features or patterns extracted from the sensed data (feature level 
fusion) and high level fusion combines probabilistic information about states or 
hypotheses (decision level fusion). 
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Fig. 2a:  Decision Level Fusion [Source: (Hall, 1992)] 
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Fig. 2c:  Data Level Fusion [Source: (Hall, 1992)] 
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The multisensor data fusion paradigm due to (Manyika and Durrant-Whyte, 1994), 
illustrated in Fig. 4, models the data fusion process as a series of data/information flows 
and processing elements.  A three level model of the fusion proves is again adopted, 
with data, feature and decision level fusion 
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Fig. 4:  A general taxonomy of the main components of a data fusion system [Adapted 
from (Manyika and Durrant-Whyte, 1994)] 
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Many authors model fusion as a three level process (Hall, 1992; Manyika and Durrant-
Whyte, 1994; Thomopoulos, 1989; Waltz and Llinas, 1990).  An alternative 
characterisation of the three level fusion model has been proposed by (Dasarathy, 1997) 
and is based on the input-output modes of the fusion process: 
x Data In – Data Out fusion:  This is commonly referred to as data fusion.  Fusion 
takes place at the front end of the processing stream, typically using signal or 
image processing techniques.  The registration, both temporal and spatial, of the 
data is critical as the raw information streams from the different sensors are 
combined. 
x Data In – Feature Out fusion:  Data from different sensors are combined to 
derive some feature of the object or environment.    An example is the fusion of 
the information gathered from each of the two sensors in a stereo vision system.  
In this case the fusion process will yield depth information. 
x Feature In – Feature Out fusion:  Referred to as feature fusion, derived features 
are extracted from the raw sensor data and combined using qualitative or 
quantitative techniques. 
x Feature In – Decision Out fusion:  Here the inputs are features from different 
sensors and the output of the fusion process is a decision.  This is a widely used 
fusion paradigm and is used in many pattern recognition systems. 
x Decision In – Decision Out fusion:  Typically referred to as decision fusion.  The 
fusion process integrates decisions made by single or multiple sensors at the 
local level.  The use of multiple sensors at the local level may imply the use of 
one or more of the fusion modes described above. 
The fusion architecture for a Data In – Decision Out system is generally regarded as 
similar to Feature In – Decision Out fusion.   
This initial taxonomy is presented as the building blocks of more complex fusion 
systems.  In general researchers believe that fusion of information at the lowest possible 
level yields the best overall results.  The signal processing necessary to extract features 
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or make decisions using the sensed information may result in information loss.  The low 
level information may, however, suffer the highest corruption due to noise. 
2.2.1) The Joint Directors of Laboratories (JDL) Model 
In an attempt to codify the terminology related to data fusion, the defence communities 
in the USA established a Joint Directors of Laboratories (JDL) Data Fusion Working 
Group in 1986.  Although the group focussed on military applications, the Data Fusion 
Lexicon and model (Fig. 5) for the data fusion process established by this group are 
applicable to other application areas (Hall and Llinas, 1997). 
Source Pre-
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Fig. 5:  The JDL Model of the Data Fusion Process [Source: (Hall and Llinas, 1997)] 
 
Sources – These include sensors and other a-priori information available from humans 
and databases.  
Human Computer Interface (HCI) – This allows human input such as commands, 
information requests and human assessments of inferences.  In addition the HCI is used 
to communicate results to the user. 
Source Pre-processing – Provides a means of regulating the flow of information 
entering the data fusion system.  The fusion system may easily become overwhelmed by 
data from multiple sensors.  Preliminary signal processing may be used to sort and 
prioritise data for subsequent processing. 
Level One Processing (Object Refinement) – Fuses data in order to obtain the position, 
velocity and identity of low-level entities or activities.  Level One processing combines 
positional and identity data from multiple sensors to establish a database of identified 
entities, target tracks and uncorrelated raw data.  Processing may be partitioned into 
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four separate functions: (1) data alignment, (2) data association, (3) tracking, and (4) 
identification. 
Level Two Processing (Situation Refinement) – Seeks a higher level of inference about 
Level One processing.  Both formal and heuristic techniques are used to examine the 
objects and events identified by Level One processing. 
Level Three Processing (Threat Refinement) – Projects the current situation into the 
future in order to draw inferences about threats and opportunities.  Level Three 
processing develops alternate hypotheses and evaluates these in the context of the 
available information. 
Level Four Processing (Process Refinement) – A meta-process, concerned with the 
other processes, that undertakes three key functions:  (1) monitors the data fusion 
process to provide information about long term performance, (2) identifies what 
information is needed to improve the fusion product, and (3) allocates and directs 
sensors and other assets to collect the required information. 
Database Management – An important ancillary function.  The database management 
system is required to provide data retrieval, storage, archiving, compression and 
relational queries.  This task is particularly difficult because of the large and varied data 
managed.  A summary of the JDL data fusion process components is shown in Table 1. 
The JDL process model is widely used as a conceptual framework for the data fusion 
process in military and non-military applications.  The separation of processes into four 
separate levels is rather artificial as a real data fusion system will interleave these 
functions into the overall processing flow. 
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 SOURCES The sources provide information in a variety of levels ranging from 
sensor data to a priori information from databases or human input. 
PROCESS ASSIGNMENT Source pre-processing enables the data fusion process to concentrate on 
the data most pertinent to the current situation as well as reducing the 
data fusion processing load.  This is accomplished via data pre-screening 
and allocating data to appropriate processes. 
OBJECT REFINEMENT 
(Level 1) 
Level 1 processing combines locational, parametric, and identity 
information to achieve representation of individual objects.  Four key 
functions are: 
x Transform data to a consistent reference frame and units; 
x Estimate or predict object position, kinematics, or attributes; 
x Assign data to objects to permit statistical estimation; and 
x Refine estimates of the objects identity or classification. 
SITUATION 
REFINEMENT 
(Level 2) 
Level 2 processing attempts to develop a contextual description of the 
relationship between objects and observed events.  This processing 
determines the meaning of a collection of entities and incorporates 
environmental information, a priori knowledge, and observations. 
THREAT REFINEMENT 
(Level 3) 
Level 3 processing projects the current situation into the future to draw 
inferences about enemy threats, friendly and enemy vulnerabilities, and 
opportunities for operations.  Threat refinement is especially difficult 
because it deals not only with computing possible engagement outcomes, 
but also assessing an enemy’s intent based on knowledge about enemy 
intent, doctrine, level of training, political environment, and the current 
situation. 
PROCESS REFINEMENT 
(Level 4) 
Level 4 processing is a meta-process, i.e. a process concerned about other 
processes.  The three key Level 4 functions are: 
Monitor the real-time and long term data fusion process; 
Identify information required to improve the multi-level data fusion 
product; and 
Allocate and direct sensors and sources to achieve mission goals. 
DATABASE 
MANAGEMENT SYSTEM 
Database management is the most extensive ancillary function required 
to support data fusion due to the variety and amount of managed data, as 
well as the need for data retrieval, storage, archiving, compression, 
relational queries and data protection. 
HUMAN-COMPUTER 
INTERACTION 
In addition to providing a mechanism for human input and 
communication of data fusion results to operators and users, the human-
computer interaction (HCI) includes methods of directing human 
attention as well as augmenting cognition, e.g. overcoming the human 
difficulty in processing negative information. 
Table 1:  JDL Process Model  [Source: (Hall and Llinas, 1997)] 
 
2.3) Architectures for Multisensor Data Fusion 
The development of distributed sensor networks was originally motivated by their use 
in military surveillance applications.  A typical system will combine data from local 
sensors, for example sonar, radar and infrared (Viswanathan and Varshney, 1997).  An 
alternative approach (Agre and Clare, 2000) uses many low cost spatially dispersed 
small sensor nodes.  Modern integrated electronic technologies allow the construction 
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of low cost sensor nodes with embedded signal processing, wireless communications, 
power sources and synchronisation.  Sensor nodes may be required to operate 
unattended for several weeks or months.  Applications include area surveillance and 
environmental monitoring, where sensor nodes may be hand-emplaced, air-dropped or 
munition-deployed.  The distributed sensor network approach can be used to build 
robust networks capable of sensing a remote area, with sensors in close proximity to the 
object of interest. 
The following main fusion architectures are identified in the literature: 
x Centralised  - sensor data are sent unprocessed from sensors and processed 
entirely within the central hub of the system.  The communication system may 
require a large bandwidth.  
x Hierarchical – intermediate processing units situated between the sensors and 
central hub perform pre-processing tasks. 
x Blackboard – sensor nodes are essentially autonomous but exchange information 
through a blackboard system. 
x Decentralised – uses autonomous sensor nodes with on-board processing and 
communication facilities.  The system consists of a network of nodes, either 
fully connected, or connected to only local nodes.  The decentralised data fusion 
paradigm offers a number of advantages, including modularity, scalability and 
fault tolerance (Durrant-Whyte et. al., 1998).   
Some important general properties of the architecture of a multisensor fusion system are 
identified by (Harris et. al., 1998) and include: 
x Modularity – built up from discrete modules that may be interchanged as 
needed. 
x Parallelisation – the computational load may be high, hence multiple processing 
elements can help achieve the necessary real-time operation. 
x Scalability – the system may be applied to problems of increasing magnitude 
without significant modification to the initial design. 
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x Robustness/survivability – graceful performance degradation in the event of a 
system failure is particularly important in a safety critical or military application. 
x Interoperability – allow integration of different technologies i.e. an open system 
design philosophy. 
The majority of operational multisensor fusion systems are limited in scope and often 
employ just two sensors (Grossmann, 1998).  Therefore, despite the many potential 
advantages of the distributed architecture, the majority of existing multisensor fusion 
systems employ a centralised approach (Valet et. al., 2000).  
 
2.4) Tools and Techniques for Multisensor Data Fusion 
2.4.1) Probabilistic Methods 
Bayes’ Theorem 
Probabilistic methods use statistical inference techniques to compute the probability of a 
hypothesis.  A number of methods of hypothesis testing are identified in the literature 
and described by (Hall, 1992) and (Gros, 1997).  Classical inference techniques may be 
generalised to include data from multiple sensors, however only two hypotheses may be 
assessed at a time.  Probability theory also requires a priori information about 
probability density functions that may not be readily available.  Consider the use of 
Bayes’ theorem, named after the eighteenth century British cleric the Rev. Thomas 
Bayes (1702-1761).  Bayes’ theorem is used to find the a posteriori probability of 
hypothesis Hi being true given the evidence E.  The theorem is expressed 
mathematically in the form:  
¦ 
i
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i HPHEP
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EHP )()|(
)()|()|(   (2.1) 
where H0, H1,… Hj represent mutually exclusive and exhaustive hypotheses 
 P(Hi) is the a priori probability of Hi being true 
 P(E|Hi) is the probability of observing evidence E, given that Hi is true. 
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Bayes’ theory provides a determination of the hypothesis being true.  It is necessary to 
enumerate all possible hypotheses in advance.  Bayes’ theorem incorporates a priori 
knowledge about the likelihood of a hypothesis being true, however when no a priori 
information is available the ‘principle of indifference’ can be used where the P(Hi) are 
assumed equal for all i. 
Bayesian classification is employed by (White et. al., 1999) to assist with tracking of 
targets in close proximity.  Military systems fuse various combinations of radar, optical, 
infra-red, acoustic, magnetic, radiometric and electronic surveillance data.  Attributes 
measured by these sensors include speed, range, altitude and radar cross-section.  The 
target attribute data are used to associate a target with some particular track and hence 
assist the tracking algorithm.  Target types are represented via a probability matrix: 
P(i|j) is the probability that the sensor will declare a target of type j to have attribute i.  
The Bayesian classification scheme is used to report the target belonging to the class 
that has the highest probability.  It is necessary to define all the target classes and 
probabilities in advance.  White et. al. report good results when the probability matrix is 
initialised with the distributions used to generate the simulation data, however even 
relatively small deviations from these exact values cause significant performance 
degradation. 
Kalman Filter 
The Kalman filter is an algorithm for recursively estimating the state of nature given a 
set of uncertain observations.  The filter provides estimates of the state that are optimal 
in the statistical sense (Manyika and Durrant-Whyte, 1994). 
The algorithm basically consists of two steps and is often referred to as a predictor-
corrector filter.  Consider the linear system described by the state equations: 
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  (2.2) 
where w(k) is the process noise which is assumed to be Gaussian with zero-mean and 
covariance Q(k), v(k) is the measurement noise which is assumed to be Gaussian with 
zero-mean and covariance R(k), A is the state matrix of the system and C is the 
observation matrix.  The vector Kalman filter predictor is given by (Bozic, 1994): 
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Predictor equation 
> @)1(ˆ)()()1(ˆ)1(ˆ   kkkkkkkk xCyGxAx   (2.3a) 
Predictor gain 
> @ 1)()1()1()(  kkkkkk RCCPCAPG TT   (2.3b) 
Prediction mean-square error 
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The Kalman filter is frequently used to estimate the position, velocity and acceleration 
of a target relative to some frame of reference by fusing sequential sensor readings.  In a 
system with multiple sensors it is possible to fuse the estimates produced by the 
individual Kalman filters using a simple weighted sum approach (Harris et. al., 1998). 
The use of Kalman filters to validate and fuse the readings from radar, sonar and optical 
sensors for vehicle control on an automated highway is discussed by (Agogino et. al., 
1995) and (Goebel and Agogino, 1996).  A model-based approach has been adopted.  A 
Kalman filter is used to estimate the measurand from the sensor readings and this value 
is then compared with a model for the vehicle state.  Readings are classified as faulty if 
they are inconsistent with the model, although reliable validation is only possible when 
the vehicle is in a state for which a model exists.  Despite this, and the limitations of the 
Kalman filtering algorithm, the authors report some good results based on simulation 
and practical testing. 
A model-based approach has also been adopted by (Julier and Durrant-Whyte, 1996) 
who use a Kalman filter to temporally fuse a number of process models that describe the 
behaviour of a system.  The Kalman filter is used to fuse the predictions of each model 
as if they were sensor information.  The authors demonstrate that this approach is 
theoretically sound when applied to linear systems.  
The Kalman filter is perhaps the most widely used method of state estimation, however 
the filter model assumes the process noise, w(k) and measurement noise, v(k) are 
sequences of zero-mean Gaussian white noise with covariances R(k) and Q(k) 
respectively.  In many real applications the actual values of R(k) and Q(k) are not 
known precisely or change with time.  The filter may then diverge, or converge to a 
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large bound.  Fuzzy control principles can be employed to adapt the behaviour of the 
filter and so prevent divergence  (Sasiadek and Hartana, 2000; Lho and Painter, 1993).  
Other authors report good results using neurofuzzy techniques (Doyle and Harris, 
1996).  The reliance on stationary Gaussian models of process and measurement noise, 
or alternatively a complex adaptive control scheme, is a major limitation. 
Blind Source Separation 
Blind Source Separation (BSS) has been used to recover the waveforms of unobserved 
‘sources’ from observed measurements obtained from a Hall effect sensor array 
(Paraschiv-Ionescu et. al., 1999).  Expressed in matrix form: 
)()( tt Asx    (2.4)  
where x is the vector of sensor output signals, A is the unknown ‘mixing matrix’ and s 
is the vector of unknown source signals.  The BSS algorithm consists of estimating a 
‘separating’ matrix B either ‘on-line’ or by means of a batch algorithm: 
)()()()()(ˆ ttttt AsBxBs     (2.5) 
This simple model can be extended in several ways: 
x Unknown number of sources 
x Noisy observations )()()( ttt nAsx   
x Non-linear mixture  where  is any unknown 
inversible non-linear function. 
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The technique is independent of sensor type and can be extended to non-linear sensor 
behaviours.  The optimisation procedure for estimating the separation matrix B may be 
implemented using a neural network.  At most one of the source signals is allowed to 
have a Gaussian distribution.  It is therefore impossible to separate two or more 
Gaussian sources from each other.  The performance of the algorithm may be improved 
by on-line monitoring of the source signal statistics. 
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Nadaraya-Watson Estimator 
A regression curve describes a general relationship between an explanatory variable Y 
and a response variable X. 
If n data points ^  have been collected, the regression relationship can be 
modelled as: 
`niii YX 1,  
  iii YmX H   (2.6) 
where m is the unknown regression function and iH  are observation errors1.  In most 
cases X denotes the (scalar) response variable and Y is a vector.  The aim of regression 
analysis is to produce a reasonable approximation to the unknown function.  This can be 
done essentially in two ways:  parametric estimation and non-parametric estimation. 
In parametric estimation the response function is approximated by some predefined 
functional form, for example a polynomial regression equation.  Non-parametric 
estimation does not utilise a fixed parametric model. 
The Nadaraya-Watson (N-W) kernel estimator is a non-parametric estimation technique 
applicable to univariate and multivariate problems.  Applications include engineering, 
econometrics and mathematics (Blundell and Duncan, 1998; Hardle, 1990).  Estimation 
of the function at a particular point y is performed using the mean of observations Xi 
that correspond to Yi in the region of y.  In practice this estimate may be very poor if 
observations are included that are distant to y since this will introduce bias. A kernel 
function is therefore employed to weight the observations.  As a result of the local 
averaging procedure the regression estimator is often called a smoother. 
                                                 
1
 Some sources (i.e. (Hardle, 1990)) define the regression relationship as   iii XmY H  however the 
definition given in Equation 2.6 (i.e. (Rao, 1999)) has been used throughout this thesis. 
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The N-W estimator is given by: 
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where K is the kernel function and h is the bandwidth parameter.  A number of kernel 
functions are used in practice, for example the Gaussian function.  The value of h 
controls the weighting of the observations with respect to their distance to y.  With a 
fixed sample size the value of bandwidth h determines the degree of smoothing.  
Choosing a small value of h will include only a few observations in the computation of 
the estimate and may lead to a large variance.  Conversely, a large value of h may 
produce a significant approximation bias.   
(Rao, 1997) demonstrates the use of the N-W estimator with Haar kernels to estimate a 
fusion rule in a multisensor system.  In a system with N sensors, the sensor Sj, 
j=1,2,…N, outputs , according to an unknown probability density for the input .  
The Haar kernel function is an N-dimensional hypercube, J centred on y, and having 
volume , where h is the bandwidth parameter. 
j
iY iX
Nh
The N-W estimator based on Haar kernels is therefore: 
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Computation of  at any given y involves obtaining the local sum of X)(ˆ
,
yf nh i’s in J and 
this is the key to the efficient computation of the estimate.  If no Yi’s lie in J then 
 is taken to be zero.  In order to reduce the complexity of the estimator, and also 
the time required to compute the estimate, it is desirable to minimise the number of a-
priori observations employed.  Using few observations suggests that a large value of h 
)(ˆ
,
yf nh
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will be needed to ensure at least one Yi lies in J for all y and this will increase the 
approximation bias. 
The classical N-W estimator is shown to effectively perform data and decision-level 
fusion (Rao, 1999).  Data-level fusion is illustrated using the N-W estimator to fuse five 
noisy estimates of an unknown function.  The statistical estimator is shown to perform 
better than a feedforward neural network using training sets of 100, 1000 and 10,000 
input-output pairs.  The N-W estimator is also shown to fuse an array of four ultrasonic 
and four infrared sensors fitted to a mobile robot.  The sensors are employed to measure 
the width of a door or similar opening to check that the gap is large enough for the robot 
to pass through.  The infrared sensors are susceptible to surface texture and the colour of 
the walls, while the ultrasonic sensors are susceptible to multiple reflections.  It is very 
difficult to derive accurate probabilistic models of the sensors, however experimental 
data are relatively easy to obtain.  The training data included 6 positive examples 
(opening wide enough) and 12 negative examples (opening not wide enough).  During 
testing the N-W estimator correctly classified the width of an opening for all examples 
of the test data, however Rao does not describe the design procedure that was adopted 
for the estimator. 
2.4.2) Dempster-Shafer Theory 
Dempster and Shafer created a generalised form of the Bayesian inference model 
(Shafer, 1976).  This method seeks to assign measures of belief to combinations of 
hypotheses. 
Assume a set of mutually exclusive and exhaustive propositions: 
^ `1210 ......,,,  4 NXXXX   (2.9) 
where 4 is called a ‘frame of discernment’ in Dempster-Shafer terminology. 
It is possible to develop (2N-1) general propositions from Boolean combinations of the 
original set, i.e. 
^ `4 4 ~,.....,,.....,,2 2010210 XXXXXXX   (2.10) 
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The concept of probability mass is employed to assign evidence to a proposition.  Any 
belief not assigned to a specific proposition is called a non-belief and is associated with 
4~ . 
The probability masses m(X0), m(X1), m(X0X1) etc. are assigned such that 
 and .  Note that m(4) denotes a probability mass assigned 
either to an elementary proposition (i.e. m(X
]1,0[)( o4m ¦  4 1)(m
0), m(X1), etc.) or to a general proposition in 
the set 24. 
The support for a hypothesis X is defined by the belief function: 
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This is the sum of the probability masses assigned to the proposition.  Thus if X is a 
general proposition, Bel(X) is the sum of the probability masses contributing to all 
elements of X, i.e. )()()()( 211010 XXmXmXmXXBel   . 
The plausibility of a hypothesis X is defined by: 
¦
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Thus the plausibility of a proposition is the sum of all the masses not assigned to its 
negation. 
The properties of the belief function include: 
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Data association using Dempster-Shafer theory is performed using the Dempster rule of 
combination.  Given two input variables this can be written as: 
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The normalisation factor, c is the sum of the products of masses assigned to conflicting 
propositions. 
The result of the Dempster rule of combination is a set of evidential intervals [Bel(Z), 
Pls(Z)], where Bel(Z) is the belief assigned to the proposition Z and Pls(Z) is the 
plausibility of Z.  This is represented diagrammatically in Fig. 6. 
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Fig. 6:  Illustration of evidential intervals 
 
Dempster-Shafer theory considers belief in sets of possibilities instead of considering 
each possibility separately.  This makes rules easier to write.  The result is a range of 
beliefs for each proposition.  Dempster’s rules of combination are both commutative 
and associative, and consequently parallel implementations are possible. 
Critics of Dempster-Shafer theory note that the Dempster rule of combination may yield 
counter-intuitive results in certain circumstances (Murphy, 1998; Zadeh, 1986).  
Consider the case where one of three possible propositions, X0, X1 or X2 must be true 
and Sensor 1 provides evidence: m(X0)=0.7, m(X2)=0.3, while Sensor 2 provides 
contradictory evidence: m(X1)=0.8, m(X2)=0.2.  Dempster’s rule of combination will 
give the following results: Bel(X0)=0, Bel(X1)=0 and Bel(X2)=1.  Thus indicating 
complete support for hypothesis X2.  The normalisation factor, c can therefore be 
viewed as a measure of conflict between belief functions. 
Dempster-Shafer theory is commonly used to provide decision level fusion.  An 
example of Dempster-Shafer fusion applied to a vision system is described by (Murphy, 
1998).  The evidence of a feature is based on how well the observed value of the feature 
matches the expected value.  The feature observation algorithm provided a goodness-of-
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fit function that was adapted to assign belief to a particular proposition.  The weight of 
conflict metric, which quantifies discordance in a set of evidence, can be used to 
indicate a possible sensor failure.  In such cases heuristic domain knowledge may be 
employed to enact some form of coping strategy. 
(Cremer et. al., 1999) evaluate the use of Dempster-Shafer theory to fuse data from a 
metal detector, infrared camera and ground-penetrating radar in order to detect the 
presence of buried antipersonnel landmines.  After acquisition, the data from the 
individual sensors are processed and mapped to obtain decision-level data on a 
reference grid.  The confidence value on each cell expresses a confidence or belief in 
the presence of a landmine at that position.  The confidence value has a high correlation 
with the associated probability but no statistical meaning.  The individual sensors are 
then fused using Dempster-Shafer theory.  Experimental results demonstrate that the 
fusion scheme performs better than the best single sensor.  The use of decision-level 
fusion in this case is necessary because it is not possible to directly fuse the disparate 
raw data streams from the various sensors. 
2.4.3) Fuzzy Logic 
Fuzzy set theory was first introduced by (Zadeh, 1965) as an extension to the crisp set.  
The crisp set A can be defined using the indicator function: 
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In contrast a fuzzy set is defined by a membership function )(xAP  that takes values in 
the range [0,1].  Fuzzy systems provide a convenient mechanism for transforming a set 
of linguistic rules into a non-linear mapping.  The first fuzzy control application was 
presented by (Mamdani and Assilian, 1975).  The controller used four inputs: Pressure 
error, Speed error, Change in pressure error and Change in speed error; and two outputs: 
Heat change and Throttle change.  The controller employed 24 rules and consistently 
gave better results than a fixed digital controller when used to regulate a steam engine 
and boiler combination.  Fuzzy systems have since found their way into a variety of 
engineering applications.  In practice the rules are often ‘guessed’ by human experts or 
derived from empirical data, perhaps using a learning algorithm.  Some tuning of the 
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rule base and membership functions is generally necessary in order to achieve the 
desired performance (Kosko, 1997). 
Fuzzy systems provide an effective model-free method of approximating a non-linear 
function using IF-THEN rules.  The rules may be derived from expert knowledge or 
training data.  Consequently fuzzy systems have been used in a wide range of data 
fusion application areas, including robotics (Baglio et. al., 1996), manufacturing 
(Karlsson et. al., 2000) and defence (Smith, 1998). 
Fuzzy systems are universal approximators; that is they can approximate any non-linear 
function.  The fuzzy IF-THEN rules define fuzzy patches in the input-output space XuY.  
The fuzzy system F: XoY approximates a function f: XoY by covering its graph with 
rule patches and averaging patches that overlap.  Increasing the number of rule patches, 
and hence reducing the size of the patches, has the effect of improving the accuracy of 
the estimate.  The rules grow exponentially in number as the dimensions of X and Y 
increase.  This rapid increase in the number of rules is known as “the curse of 
dimensionality”.  (Wang, 1997) identifies three separate situations where it may be 
necessary to find an optimal fuzzy system that approximates some non-linear function, 
f(x): 
x The analytical formula of f(x) is known; 
x The analytical formula of f(x) is unknown but for any xU we can determine the 
corresponding f(x); 
x The analytical formula of f(x) is unknown but we are provided with a limited 
number of input-output pairs  ^ `njjj xfx 1,   where xj cannot be arbitrarily chosen. 
The first case is not particularly realistic, however it is possible to design a fuzzy system 
that approximates f(x) in some optimal sense when the analytical formula of f(x) is 
unknown.  Alternatively either supervised or unsupervised learning may be employed to 
establish the required fuzzy system.   
(Baglio et. al., 1996) propose a simple fuzzy system using only four rules to fuse two 
complementary distance sensors used for Autonomous Guided Vehicle (AGV) 
guidance.  An optical sensor provides good results for short range measurements, while 
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an ultrasonic sensor provides better long distance performance.  The fused distance 
estimate is obtained from a weighted average of the two sensor readings. 
(Karlsson et. al., 2000) describe the development of a sensor fusion system to monitor a 
robot work cell environment.  Ultrasound, capacitive, infrared and light sensors are 
employed to monitor the robot and personnel within the guarded area.  Sensors are 
organised into three groups: 
x Entrance detection; 
x Monitoring of the location of an operator inside the guarded area; 
x Monitoring the relative position between a robot and the operator. 
The information of each group is monitored by at least two sensor principles.  This 
introduces redundancy and reduces the uncertainty of the fused measurement.  Sensor 
measurements are fuzzified using triangular membership functions, with reasoning 
performed using simple IF-THEN rules derived from a common sense understanding of 
the problem. 
The use of fuzzy logic to fuse four complementary gas sensors is proposed by (Wide et. 
al., 1997) for air quality measurement.  Sensor output signals are used to compute a 
crisp measurement profile using statistical information derived from time domain 
analysis of the sampled signals.  A fuzzy membership profile is then derived in the form 
of a table (Wide and Driankov, 1996).  This table is then compared with templates of 
known air quality profile (Odeberg, 1993; Odeberg, 1994).  The authors report some 
promising initial results. 
(Smith, 1998) describes the development of an algorithm to associate target data from 
Electronic Support Measures (ESM) signals with radar signals when the data for both 
are noisy.  The algorithm uses fuzzy clustering to group data into classes defined by a 
similarity measure.  As the data being clustered may represent ships, missiles, aircraft 
and other targets, the number of targets, and hence clusters, will not be known a-priori.  
A method of superclustering is therefore employed to determine the appropriate number 
of clusters directly from the sensor data.  The fuzzy clustering algorithm makes no 
assumptions about the noise statistics. 
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The use of fuzzy logic for data fusion is examined by (Stover et. al., 1996).  A general 
purpose fuzzy architecture has been developed that provides for control of sensing 
resources, fusion of data for target tracking, automatic object recognition and automated 
situation assessment.  The architecture is applied in the context of the Joint Directors of 
Laboratories (JDL) model of the data fusion process. 
2.4.4) Artificial Neural Network 
An artificial neural network consists of a set of processing elements (often called nodes 
or neurons).  These are generally organised into layers and appropriately interconnected 
using weighted signal channels in patterns inspired by the study of biological neural 
networks.  This parallel architecture provides powerful computational capabilities and 
the artificial neural network has been employed in a wide range of application areas 
including speech and pattern recognition, data compression and non-linear functional 
mapping (Karray, 2000). 
Neural networks are distinguished by the network topology, node transfer function and 
learning algorithm.  The feedforward topology has its nodes hierarchically arranged in 
layers, starting with the input layer and ending with the output layer.  One or more 
hidden layers may be provided between the input and output layers.  Unlike the 
feedforward architecture, the recurrent network provides feedback connections between 
nodes.  The output of a typical neuron is given by: 
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where  is the activation function, x f i are the inputs, wi are the connection weights and 
b is the bias input.  The activation function can take different forms including linear, 
sigmoidal and hard-limiting (Lippmann, 1987). 
Learning algorithms are used to adapt the weights of the various nodes during the 
training process.  Two main approaches are used: supervised learning uses training from 
examples, while unsupervised learning uses internal control mechanisms to organise the 
data into emergent clusters or categories (Karray, 2000). 
A class of feedforward network known as the multilayer perceptron has become 
popular in part due to the formulation of a powerful supervised learning algorithm 
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called back-propagation learning (Lippmann, 1987).  A feedforward neural network 
with at least one hidden layer containing an appropriate number of nodes with sigmoidal 
activation functions is also capable of approximating any non-linear function once 
enough training data are provided (Cybenko, 1989).   
Many examples of multisensor fusion using neural networks with supervised learning 
for fusion rule estimation from empirical data can be found in the literature (Broten and 
Wood, 1993; Gros, 1997; Rao, 1999; Lyons and Lewis, 2000).  This approach does not 
rely on the availability of closed-form analytical models of sensor performance, but 
instead uses data obtained by experimentation.  (Rao, 1999) demonstrates that a 
feedforward neural network may be employed to realise a fuser with performance 
guarantees based on empirical observations.  Good results have been obtained using the 
back-propagation learning algorithm to estimate the required fuser. 
The use of a feedforward neural network to fuse an array of partially selective sensor 
arrays is described by (Broten and Wood, 1993).  A partially selective sensor responds 
to more than one analyte.  In a traditional approach each of the N partially selective 
sensors can be modelled by fitting a polynomial to each sensor response.  A brute force 
approach can then be used to find a solution to the non-linear simultaneous equations 
that result.  The method employed uses a feedforward neural network with sigmoidal 
activation functions for each neuron.  There were N inputs corresponding to the N 
sensors, with 24 neurons in each of the two hidden layers and M neurons in the output 
layer corresponding to the M analytes in the mixture. 
The algorithm used for training the network was back-propagation.  The network was 
trained using a set of either 250 or 500 input-output pairs and tested on a separate set of 
250 input-output pairs.  Training was found to be a slow process that depended 
somewhat on the number of sensors in the array.  Once the network was trained it was 
able to generalise to all component space very well.  The neural network is very much 
faster than the mathematical method, and consequently suitable for use in real-time 
systems. 
The neural network was also able to handle complex sensor responses.  Conventional 
mathematical techniques were found to be less able to map complex signal responses 
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from one domain to another.  Simulation demonstrated that neither technique was 
adversely affected by the introduction of noise. 
Other applications of the artificial neural network include remote sensing (Petrou and 
Stassopoulou, 1999), non-destructive testing (Gros, 1997), environmental monitoring 
(Lyons and Lewis, 2000) and helicopter guidance (Doyle and Harris, 1996). 
 
2.5) Multisensor Fusion in Engineering Systems 
Multisensor fusion is important in a wide range of engineering systems.  Although it is 
expected that a system employing multiple sensors should perform better than a system 
employing a single sensor, no clear design rules or guidelines exist.  Some of the 
traditional approaches to sensor fusion have specific limitations or requirements: 
Dempster-Shafer and Bayesian methods are generally used for decision level fusion, 
and both require a-priori information about probability density functions.  The Kalman 
filter is suitable for data level fusion but assumes that noise sequences are zero-mean 
and Gaussian.  Blind Source Separation relies on physical redundancy and places 
restrictions on the signal types. 
The derivation of a dependable analytical model of the sensor can be particularly 
difficult since it requires knowledge of areas such as device physics, electrical 
engineering and mathematical modelling.  In many engineering applications, however, 
it is relatively easy to collect data by experimentation.  Fuser design methods using 
empirical data include fuzzy systems and the artificial neural network.  The N-W 
estimator with Haar kernels has also been used for fusion rule estimation with some 
success (Rao, 1997; Rao, 1999). 
(Hall and Garga, 1999) identify and discuss a number of factors that may adversely 
affect the operation of a data fusion system: 
x There is no substitute for a good sensor – the fusion of multiple poor sensors 
will not substitute for a single good sensor; 
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x Downstream processing cannot make up for errors (or failures) in upstream 
processing – effective signal processing must be performed at each stage in the 
fusion process; 
x Sensor fusion can result in poor performance if incorrect information about 
sensor performance is assumed – typically sensor performance is modelled using 
static, Gaussian, zero-mean probability distributions; 
x There is no universal data fusion algorithm – care must be taken to select the 
optimal tools and techniques for each application; 
x Algorithms that employ supervised learning generally require large amounts of 
training and test data; 
x It is difficult to quantify the value of a data fusion system – there are no 
universal metrics for data fusion system.  Metrics employed generally depend on 
the particular system requirements; 
x Fusion is not a static process – data fusion is an iterative dynamic process. 
The importance of high quality sensor information is clear from the application 
described by (Belloir et. al., 2000) and (Belloir and Billat, 2000).  Signal processing and 
pattern recognition techniques are applied to an eddy-current sensor used for classifying 
buried metal tags.  The performance of the sensor used to detect the various tags is 
influenced by a number of factors including the size, shape, depth and orientation of a 
buried tag.  In an attempt to overcome the limitations of the sensor, four different 
intelligent pattern recognition algorithms have been employed, with the results fused 
using Dempster-Shafer theory.  The fusion process results in only a 3% increase in the 
number of correct classifications, although the confidence level increases by 16% and 
the level of misclassification decreases by 5%. 
A further problem is that some fusion algorithms are not commutative; for example 
(Pau and Trailovic, 2000) report that when two sensors are employed in a sequential 
tracking algorithm the position error is generally smaller if the worst sensor is processed 
first. 
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Data fusion is used in many disparate fields and there are many examples of successful 
applications.  A suitable fusion method must be selected for each application based on 
factors such as the level of inference sought and nature of the information available.  A 
poorly designed fusion scheme may be unreliable, retain excessive data in an 
uninformative state or not reveal as much information as it might (Hannah et. al., 2000).   
 
2.6) Concluding Remarks 
Multisensor fusion is a powerful technique with many potential benefits, however a 
poorly designed fusion scheme can give worse results than even the worst single sensor.  
Fusion can be conveniently modelled as a three-level process; generally termed data 
level, feature level and decision level.  No universal fusion scheme currently exists and 
designers rely on a toolbox of algorithms and techniques.  Some fusion schemes make 
use of prior information about sensor performance, while probabilistic methods 
generally require an exhaustive set of prior hypotheses.  Fuzzy systems and artificial 
neural networks make use of training data or expert human knowledge to design the 
required fuser.  Techniques using empirical data are considered model-free as they do 
not require either deterministic or probabilistic models of sensor performance. 
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3) Plant and Sensor Validation 
3.1) Introduction 
The safe and reliable operation of complex process plant is dependent on the reliable 
operation of sensors providing information about the process state.  The validation 
process is concerned with recognising when an observed value lies outside the expected 
range and this may require the validation of a single measurement, multiple 
measurement values, a single control loop or a complete system (Keaton et. al., 1998). 
A fault is defined as “an unexpected change of system function” (Patton et. al., 1995).  
The fault may hamper the normal system operation, perhaps leading to unsafe operation, 
but is not necessarily a catastrophic failure.  A fault diagnosis system can be used to 
monitor the process plant in order to detect and isolate faults.  The system normally 
performs two functions: Fault detection is concerned with recognising that a fault has 
occurred.  It is a binary decision.  Fault isolation determines the source of the fault, for 
example the particular sensor or actuator.  Fault diagnosis is therefore often termed 
Fault Detection and Isolation (FDI) in the literature (Patton et. al., 1995). 
Two conceptually different approaches to fault detection have been developed: 
Physical redundancy – Uses multiple parallel hardware sub-systems.  Triple or even 
quadruple redundancy is employed in some safety-critical systems in order to achieve 
the required levels of fault tolerance.  There are clear weight, size, power and economic 
penalties associated with this approach (Napolitano et. al., 1998b).  In automotive 
applications for example, where cost is a major factor, hardware redundancy is 
generally avoided (Sharif et al., 1997).   
Analytical redundancy – Continuously monitors the sensor output signals in order to 
provide fault detection.  In some cases further analysis can provide fault isolation; that 
is identify the source of the fault.  Many currently operational validation systems use a 
model of the plant or system.  The model may be analytical, empirical, knowledge-
based, or some combination.  The model-based approach is described by (Patton et. al., 
1995) and illustrated in Fig. 7.  The comparison is achieved using residual signals that 
give the difference between the signals generated by the model of the system and the 
actual measurements obtained from the system.  The residual signal should be equal to 
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zero when the plant is operating correctly and non-zero when a fault occurs.  FDI is 
achieved by evaluation of the residual signals. 
System
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Input Output
Residual
Fault
Information
Fault
Plant Validation
and Fault
Diagnosis
 
Fig. 7:  Model-based plant validation and fault diagnosis [Source: (Patton et. al., 1995)] 
 
The performance of the fault diagnosis scheme depends critically on the system model 
employed and also the method used for residual evaluation.  Patton et. al. report that  a 
detailed state space model, derived from physical laws, will give the best performance.  
They acknowledge, however that this approach may not be practicable due to either the 
complexity of the system, or the time and effort necessary to obtain a suitable model.  
Alternative modelling techniques include the use of system identification techniques to 
obtain a parametric model of the plant under normal operation, or qualitative (heuristic) 
models based on expert knowledge.  
Residual evaluation can be achieved using threshold logic.  Each residual signal is 
compared with a defined threshold value.  The threshold value may be fixed or adaptive.  
Fixed thresholds, although simple to operate, can impose an inflexible trade-off between 
probability of detection and false alarm rate.  This problem is ameliorated by the use of 
adaptive thresholds, obtained for example, using some empirical adaptive law.  Fuzzy 
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logic has also been employed for residual evaluation and provides a reliable decision-
making tool, particularly where information is uncertain or incomplete.  The fuzzy 
system can be implemented using rules based on expert knowledge of the plant, 
possible failure modes and the method of residual generation.  Neural networks have 
also been employed for the automated evaluation of residuals.  The neural network can 
be trained to recognise complex features in the input vector, however the training data 
are required to include examples of fault patterns for specific faults.  Obtaining such 
data may be difficult and the neural network may also not perform well if presented 
with some fault condition not included in the training set. 
A model-based approach may be inadequate, particularly for complex plant.  In such 
cases an integrated approach to FDI is necessary, combining analytical models, expert 
knowledge and statistical information about past performance.  This integrated approach 
requires detailed knowledge of the plant and hence solutions are not portable (Patton et. 
al., 1995). 
The use of both physical and analytical redundancy to provide sensor validation has 
been examined by (Friswell and Inman, 1999) for use with smart structures.  Smart 
structures have a large number of embedded sensors and are becoming more common in 
applications such as active control.  Errors introduced by faulty sensors may cause 
undamaged areas to be identified as damaged, or compromise the operation of control 
systems.  The analytical redundancy scheme proposed uses a model of the structure, 
with faulty sensors identified by comparing individual sensor readings with values 
predicted using the model.  Friswell and Inman observed that better results are obtained 
when an accurate model of the structure is employed. 
 
3.2) A Hierarchical Approach to Fault Detection 
It is apparent that the overall performance of a model-based FDI scheme is dependent 
on the accuracy of the plant model employed (Friswell and Inman, 1999; Patton et. al., 
1995).  A model of a complex process may be very difficult to derive and maintain due 
to the effects of continuous plant degradation, repair and refit (Henry, 2000a).  
Consequently some researchers have argued that a hierarchical approach to fault 
detection and isolation is more effective (Clarke, 2000; Henry, 2000b; Yung and Clarke, 
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1989).  Individual sensor validation is performed at the lower level, while the higher 
levels perform loop and process validation.  The hierarchical approach to sensor 
validation is facilitated by the use of  “intelligent” or “smart” sensors that are capable of 
modifying their internal behaviour in order to optimise the collection of information, 
and also communicate the results to a host system (Brignell and White, 1994; Clarke, 
2000).  The development of bus standards such as Fieldbus have further contributed to 
the development of distributed plant monitoring and control systems.  The functionality 
of Fieldbus can provide the bi-directional communication necessary for the intelligent 
sensor (Tian et. al., 2000). 
The current trend towards increasingly intelligent sensors is to integrate (1) a sensing 
element that can be fabricated in a standard process, (2) electronic circuits to calibrate 
and compensate the sensor, and (3) circuits to generate bus-compatible outputs of the 
sensor data and sensor health status. 
Functions of the intelligent sensor: 
x Self-calibration – the intelligent sensor can store historical information to decide 
whether calibration is required or not. 
x Self-compensation – Compensation is divided into three types: non-linear 
compensation, cross-sensitivity compensation and time-based drift 
compensation.  The most common cross sensitivity compensation is with the 
factor of temperature. 
x Self-validation – applies mathematical modelling or knowledge-based 
techniques to monitor internal signals for evidence of faults. 
Algorithms embedded in the intelligent sensor provide real-time error isolation, error 
calculation and fault prediction (Brignell and White, 1994). 
Plant and sensor validation has been the subject of extensive research at the Invensys 
University Technology Centre for Advanced Instrumentation (IUTC) based at Oxford 
University.  The IUTC approach has used the SElf-VAlidating (SEVA) sensor model.  
The central tenets of the SEVA approach are that (1) the sensor should at all times 
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provide the best possible estimate of the measurand, and (2) the sensor should provide 
information in a standard format (Wood, 2000). 
In the SEVA model the measurement uncertainty and device status are reported with 
each measurement (Fig. 8).  Each measurement (termed Validated Measurement Value) 
has an associated uncertainty (Validated Uncertainty) and measurement status (MV 
Status).  The measurement status parameters are summarised in Table 2.  Measurement 
uncertainty is a standard method of reporting measurement errors (ISO, 1993).  This 
quantitative information, expressed in the same units as the measured data, can be very 
valuable to the user (Clarke, 2000).  The method used to calculate the uncertainty will 
depend on the individual instrument and the nature of any prevailing fault condition.  
SEVA concepts have been incorporated in the British Standards Institution (BSI) 
specification for data quality metrics for industrial measurement and control systems 
(BS7986, 2001).   
A number of SEVA sensors have been produced, including mass-flow meters, 
thermocouples and dissolved oxygen sensors (Clarke, 2001).  The development of a 
self-validating digital Coriolis mass-flow meter that conforms to the SEVA model is 
described by (Henry, 2000b).  This instrument employs an artificial neural network to 
predict on-line measurement errors using four internally monitored parameters. 
The SEVA principle has also been applied to biomedical instrumentation systems.  
These systems are often very complex, with the information used by a clinician to make 
critical decisions about treatment.  In the majority of cases no information is available 
about the state of the instrumentation system and it is necessary for the clinician to 
assume that the instrument is correctly calibrated and operating in nominal condition.  
The SEVA approach to sensor validation can be used to provide the clinician with 
context-specific indications of measurement quality.  The concept has been illustrated 
using a pulse oximeter that measures the percent oxygen saturation of arterial blood 
(Leahy et. al., 1997). 
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Fig. 8:  Summary of the data and quality parameters specified by the SEVA sensor 
model 
Smart Sensor
Measurand
VMV
VU
MV Status
 
VMV: Validated Measurement Value (equivalent to the conventional measured 
value) 
VU: Validated Uncertainty (the likely error band of the measurement at 95% 
probability, expressed in the same units as the basic measurement) 
MV Status: Defines how the associated measurement has been generated 
 
Status Meaning 
SECURE 
(DIVERSE) 
The VMV is derived from multiple estimates of the same 
measurement at least two of which are CLEAR and are not 
susceptible to common mode faults. 
SECURE 
(COMMON) 
The VMV is derived from multiple other values of the same 
measurement at least two of which are CLEAR but which are 
susceptible to common mode faults. 
CLEAR The measurement is valid, online and within nominal data sheet 
specification values. 
BLURRED The data channel is reporting real measurement data but a known 
problem exists for which compensation has been applied.  The 
reported measurement is the best estimate of the true instantaneous 
process value and the uncertainty (VU) has been increased 
accordingly. 
DAZZLED A transient state during which the VMV is based on historical data 
whilst a fault condition is assessed.  The VMV is projected from 
past history and uncertainty increases at a rate consistent with past 
history. 
BLIND A permanent state during which the VMV is based on historical 
data.  The VMV is projected from past history and uncertainty 
increases at a rate consistent with past history and any limits 
configured into the device.  
REPLACED The VMV and VU have been entered from an external agent such 
as an operator or higher level modelling program. 
OFFLINE The instrument is not required to give a valid output.  VMV and 
VU are normally zero. 
UNVALIDATED Validation per this standard is not in operation. 
Table 2:  Device status values and meanings  [Source: (Wood, 2000)] 
 51
3.3) Sensor Validation 
The key operational requirements of a local sensor validation scheme have been 
summarised by (Yung and Clarke, 1989).  The validation scheme should be: 
x Comprehensive – capable of detecting and diagnosing various modes of sensor 
failure; 
x Portable – applicable to a wide range of sensors; 
x Simple – able to be performed locally; 
x Expeditious – providing prompt detection and diagnosis; 
x Process independent – free from the requirement of developing a detailed 
process model. 
Although not covered explicitly in this list, it is clear that the nature of the information 
provided by the validation scheme is also very important.  SEVA sensors provide sensor 
status information and a numerical value for measurement uncertainty.  This 
quantitative information is likely to be much more useful than the binary ‘valid/failed’ 
status bit provided by many intelligent sensors (Clarke, 2001). 
A sensor failure is defined by (Isermann, 1984) as “a non-permitted deviation from a 
characteristic property”.  The nature of possible fault conditions may be classified as 
abrupt (sudden) changes that are typically modelled as step like changes, and incipient 
(slowly developing) failures that are represented by drift-like changes (Ma et. al., 1999).  
Typical failure modes are summarised in Table 3. 
Fault Description 
Hardover The sensor output changes abruptly to r full scale deflection 
Bias The sensor output is offset by some amount (bias error) 
Spike A single incorrect reading 
Stuck The sensor output value remains fixed at some prior measurement value 
Erratic Erratic or random measurement values are returned, either continuously or 
intermittently 
Drift A change in the sensor output signal, for example due to the effect of 
temperature, power supply voltage or time 
Table 3:  Summary of typical sensor failure modes 
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Hardover failures, although catastrophic, are relatively easy to detect, while slowly 
developing or soft failures may present a far greater challenge (Napolitano et. al., 
1998b). 
The condition of a sensor is generally monitored using one of the following techniques: 
x A sensor model is derived, and then properties of the current sensor output are 
compared with those inferred from the sensor model (Yung and Clarke, 1989); 
x Signal analysis and system identification techniques are applied to 
unconditioned sensor data (Amadi-Echendu and Zhu, 1994). 
Model-based validation methods cannot easily be applied to individual sensors because 
it is generally very difficult to obtain a reliable model of the sensor.  In many 
applications an accurate mathematical model is unavailable, too complex, or the task of 
deriving the model is impractical.  Sensor validation is also difficult because the sensor 
is used to convert some unknown quantity into a parameter that can be measured more 
easily.  In normal use, therefore, the sensor input is unknown.  The issue for the local 
sensor validation scheme is to detect the various modes of sensor failure using the 
limited information available from the sensor.  Often this information is restricted to the 
sensor output only.  In some applications the electrical power available to the sensor 
must be limited for safety reasons (Yung and Clarke, 1989). 
3.3.1) Model-based Sensor Validation 
(Napolitano et. al., 1998b) present a comparison of artificial neural networks and 
Kalman filters as on-line state estimators and predictors in sensor validation, 
identification and accommodation schemes.  The Kalman filter shows better robustness 
to system and measurement noise, however the on-line learning capabilities of the 
neural network allow improved performance for dynamic systems.  The system noise 
and measurement noise signals are zero mean, Gaussian and statistically independent 
signals.  It is also reported that the Kalman filter does not provide reliable detection of 
faults that develop slowly over time. 
The validation of data from the environmental sensors fitted to an intelligent vehicle is 
described by (Schneider and Ozguner, 1998).  A Kalman filter is used to temporally 
fuse readings from the sensor and hence estimate the measurand.  The estimated value is 
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then compared with the actual sensor reading by means of a validation gate to compute 
the likelihood that the measurement is correct.  Fault isolation can be performed by 
using the sequence of residual values from the Kalman filter as a fault signature that is 
compared with a dictionary of known fault signatures. 
(Napolitana et. al., 1998a) propose the use of an artificial neural network with on-line 
learning to implement sensor failure detection, identification and accommodation 
(SFDIA).  The differences between actual data from the sensors and the estimate from 
the ANN are used to update the ANN by means of on-line learning.  The learning 
process is monitored versus time to derive an on-line estimate of the estimation error.  A 
sensor fault is signalled when the value of this parameter exceeds some threshold value.  
The faulty sensor is identified using the difference between the actual sensor reading 
and the estimate from the ANN.  If necessary, fault accommodation can be provided by 
replacing the dynamic data from the failed sensor with the estimated value from the 
ANN. 
Napolitana et. al consider a flight control system with sensors for pitch, rate, angle of 
attack and acceleration.  The authors report simulation results for ‘hard’ and ‘soft’ 
failures of a single sensor.  Hard failures include a sudden failure with random readings 
and a sudden failure with large bias.  Soft failures include a sudden failure with small 
bias, sudden failure with reading stuck at the instant of failure and slowly drifting 
readings. 
The algorithms are complex and rely on the use of empirically derived thresholds.   The 
authors use multiple INMOS Transputers with co-processors for vector/signal 
processing.  Sensor noise is modelled as an additive, Gaussian signal, with zero mean. 
A SEVA sensor depends on a robust model of the device to provide the Validated 
Measurement Value (VMV) and Validated Uncertainty (VU).  The development of a 
dissolved oxygen (DOx) sensor is described by (Clarke and Fraher, 1996).  An 
analytical model of the sensor is derived based on a detailed understanding of the device 
physics and possible sensor failure modes.  The SEVA Coriolis mass-flow meter 
described by (Henry, 2000b) also uses an analytical model of the process.  Measurement 
uncertainty is predicted using an artificial neural network. 
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(Swain et. al., 1988) propose an intelligent sensor integrated system (ISIS) to 
compensate for environmental factors such as temperature and humidity that may 
otherwise have a detrimental effect on the behaviour of a sensor.  Compensation is 
provided using a-priori knowledge held in the form of fuzzy IF-THEN rules.  The 
example presented considers the effect of both temperature and humidity on the 
performance of a sensor.  Fuzzy membership functions are defined for temperature and 
humidity and the fuzzy system is used to indicate whether the sensor output voltage is 
above or below acceptable limits. 
A model-based approach is used to validate sensors fitted to the chiller unit of a 
commercial air conditioning system (Wang et. al., 2001).  The plant model is based on 
the chiller energy balance equation and also empirical data collected from the 
operational plant.  Validation is achieved by comparing individual sensor readings with 
the value predicted by the model.  Simulation and practical testing show that the method 
is robust and can be used to detect single and multiple sensor faults. 
3.3.2) Sensor Validation using Signal Analysis 
Statistical analysis of the output signal from a flying-spot vision system has been 
utilised for sensor validation by (Wellington and Crowder, 1994).  The sensor may be 
used for one-pass weld seam tracking and the radiated energy from the arc welding 
process may lead to intermittent corruption of the sensor output data.  Invalid scan data 
have been reliably identified using statistical techniques to characterise the sensor 
output signal.  Inherent redundancy is provided because the scan rate of the laser is 
higher than the sampling rate of the closed-loop control system that makes use of the 
sensed information. 
Spectral analysis techniques can be used to detect changes in the condition of an 
instrument (Amadi-Echendu and Zhu, 1994).  The measurand, y0 is assumed to be a 
wide-sense stationery signal with a rational power density spectrum.  The discrete-time 
sequence y(n) is obtained after sampling the transducer output, and a set of change 
detection parameters are obtained by partitioning the spectrum of y(n).  This may be 
achieved using classical spectrum estimation techniques, for example the discrete 
Fourier transform (DFT). 
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Each change detection parameter in the set of parameters, \i may be associated with a 
particular statistical moment or spectral coefficient.  The partitioning is based on a-
priori knowledge or empirical data collected from simulation.  It is also necessary to 
establish a reference value, \i,0 for each parameter, generally by experimentation. 
During operation the deviation of each parameter \i,k from the reference value \i,0 is 
calculated and this value is compared with the no-change limit for the ith parameter.  A 
fault is declared if the magnitude of the deviation exceeds some predetermined 
threshold value, Hi.  This threshold level is established by a-priori knowledge or 
empirical experimentation.  It is also possible to test more complex hypotheses, for 
example based on the magnitude of the change. 
Simulation results are used to illustrate the use of the technique to detect various failure 
modes.  The selection of the various change detection parameters, the choice of 
reference values and no-change limits requires a considerable amount of 
experimentation, even for a relatively simple differential pressure transducer. 
(Yung and Clarke, 1989) propose a model-based approach to local sensor validation, 
where the sensor output is decomposed into two components: 
yyy ~   (3.1) 
where y  consists predominantly of the measurement signal and y~  is measurement 
noise.  If y~  is assumed to be a stationary and ergodic stochastic signal, with rational 
spectral density function, it can be represented by an Autoregressive Moving Average 
(ARMA) model.  The bandwidth of the measurement signal is assumed to be much 
narrower than the noise.  y  is therefore estimated as a low-pass filtered version of y, 
and y~  is modelled using: 
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A two-stage approach to sensor validation is employed.  During the learning stage, 
training data and a-priori knowledge are used to establish and validate the ARMA 
model; during the tracking stage, sensor failures are detected by comparing statistical 
properties of the sensor output with those inferred from the model.  This is achieved 
using the innovation sequence, H(n) derived from an inverse filter that makes use of the 
ARMA model polynomials estimated during the learning stage.  The process is 
illustrated in Fig. 9. 
Yung and Clarke report some promising results based initially on simulation.  It is clear, 
however that the technique depends critically on the accuracy of the ARMA model and 
the ability to reliably separate the measurement signal and measurement noise using 
filters. 
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Fig. 9:  Innovation generation of a general sensor model 
 
The validation of a neutron flux sensor is described by (Ang et. al., 1997).  In the 
unlikely event of a severe accident in a nuclear power plant, the instruments required for 
Critical Safety Function (CSF) monitoring may only survive for a limited period of 
time.  Local sensor validation is provided by spectral comparison with reference values 
derived from an analytical model of an operational sensor.  In the case of a catastrophic 
plant failure it is unlikely that a useful model of the plant operation will exist and the 
sensor validation scheme is not reliant on physical redundancy or any kind of process 
model.  The computers used for signal processing and sensor validation must continue 
 57
to function correctly in the event of a severe accident.  They must therefore be 
independent of external power supplies, perhaps using palmtop or notebook computers.  
The use of wavelet transforms to detect and characterise various abrupt sensor failures 
is demonstrated by (Ma et. al., 1999).  The principle adopted is that all abnormal states 
of the sensor introduce changes (transients) in the output signal.  Wavelet transforms 
can be employed to characterise signals in both time and frequency domains.  
Observation of different levels within the wavelet transform can therefore be used to 
detect and characterise particular failure modes.  For example the energy of an erratic 
failure is distributed to almost all frequency bands, the energy of a stuck failure is equal 
to zero for all frequency bands except dc.  The main advantage of the wavelet-based 
approach to sensor validation is that is does not require a prior model of the sensor. 
 
3.4) Concluding Remarks 
The adoption of a hierarchical approach to plant validation, as represented for example 
by the SEVA principle, has been facilitated by the development of ‘smart’ sensors that 
are capable of providing status information along with the measurement value.  Local 
sensor validation schemes use either a model-based approach or make use of signal 
analysis techniques to characterise the sensor.  
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4) Fuser Design using Empirical Data 
Methods of fuser design using empirical data were discussed in Section 2.4 (page 29).  
These methods are particularly useful in applications where an analytical sensor model 
cannot be obtained, or the task of deriving the model is impractical.  In this chapter two 
different methods are employed to fuse an array of thick film pH sensor electrodes: the 
N-W estimator and feedforward neural network.  These methods are described by (Rao, 
1999) who illustrates the theoretical treatment with three practical examples.  In this 
work the N-W estimator gave better results than the neural network, however neither the 
design method nor implementation are fully documented for either technique.  Despite 
the apparent benefits of the N-W estimator, the method has found only very limited use 
as a fuser.  This chapter therefore investigates fuser design and implementation using 
the N-W estimator.  The application selected is the fusion of thick film pH sensor 
electrodes.  Thick film sensors are becoming widely used for the measurement of 
chemical analytes, however the devices have some limitations, suggesting that the 
adoption of multisensor fusion techniques will be beneficial. 
 
4.1) pH Sensors 
4.1.1) pH Measurement 
pH is an abbreviation of “pondus hydrogenii” and was proposed by Sorensen in 1909 to 
express the effective concentration of hydrogen ions in a solution.  The definition is 
based on hydrogen ion activity and given by: 
  HapH log   (4.1) 
The pH scale covers the range from 0 to 14, corresponding to  to  1log  1410log  .  
The portion of the scale from 0 to 6 is called the acidic region, from 6 to 8 is the neutral 
region and pH values above 8 constitute the alkaline (or basic) region of the scale. 
Many industrial, chemical and biological processes are highly dependent on pH, and 
hence its measurement is very important in a wide range of application areas.  In 
industrial process plant online measurement of pH is very important for improving 
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process yields, ensuring safety and meeting environmental regulations (McMillan, 
1999).   
pH can be measured using a potentiometric system with two electrodes: the reference 
electrode and the sensing electrode.  Together with the medium being sensed, these 
electrodes form an electrochemical cell (Fig. 10).  The potentiometric measurement 
system requires that the electrochemical system is in a state of equilibrium and hence 
the external measuring device must not draw any current from the cell.  
High Impedance
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Fig. 10:  The principle of potentiometric measurement 
 
The sensor electrode incorporates an ion selective membrane.  A potential is developed 
across the membrane that is quantitatively related to the activities of the measured ions 
at either interface.  The ideal relationship between the measured potential E and pH may 
be obtained from the Nernst equation (Atkinson et. al., 1994): 
  HanFRTEE ln0   (4.2) 
where E0 is a characteristic offset potential, R is the universal gas constant, T is the 
absolute temperature, F is Faraday’s constant and n is the number of electrons involved 
in the electrochemical reaction.  Substituting for the constants in Eqn. 4.2 and noting 
that        pHaa
HH
10lnlog10lnln     yields: 
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pHSEE  0   (4.3) 
where S is known as the Nernstian slope factor, equal to 59.16mV/pH at 25qC.  In 
practice this linear scale may be achieved over a limited measurement range only. 
Any electrically conducting element immersed in an electrolyte generates a potential 
due to the ion exchange at the interface with the solution.  The potential is a function of 
the ionic composition of the electrolyte and also depends on the material from which the 
electrode is constructed.  The primary function of the reference electrode is to provide a 
reference voltage against which the potential of the sensing element can be measured.  
The reference electrode should therefore produce a stable, constant voltage irrespective 
of the kind of electrolyte.  The most commonly used reference electrode is the metal-
salt device, using for example silver-silver chloride.  These devices are delicate and 
require regular maintenance.  The reference electrode must be kept clean and the 
internal electrolyte (normally potassium chloride in a high concentration) periodically 
refreshed. 
Most pH measurement systems use glass pH sensing electrodes.  The membrane is 
made from a specially formulated glass tip fused to an inert glass tube.  The inner 
chamber encloses a filling solution that is designed to hold the hydrogen ion 
concentration on the inner surface of the membrane constant.  Glass electrodes are 
delicate, have a limited response to strong alkaline solutions (pH >11) and are 
unsuitable for use in some environments; hydrofluoric and chromic acids in particular 
will attack the glass (Bogue, 1994). 
Because conventional pH electrodes have a high sensitivity to process conditions and 
engineering and maintenance practices, the suitability of thick film technology to 
fabricate reference and potentiometric pH sensor electrodes has been investigated. 
4.1.2) Thick Film pH Sensors 
Thick film technology has been employed to fabricate a wide range of physical, 
chemical and gas sensors.  The thick film circuit can be employed to provide the 
primary sensor, along with the associated interface circuits.  Benefits of the technology 
include simplicity, small scale, robustness and low cost (Brignell and White, 1994). 
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Thick films are produced by screen printing special inks (or pastes) onto an insulating 
substrate.  The three main categories of inks are conductors, resistors and dielectrics.  
The basic constituents of the ink are (1) the active material, (2) a glass frit and (3) an 
organic carrier.  The active element is a finely divided powder.  A layer (film) is printed 
and the ink is dried, generally using an infra-red belt drier.  The object of the drying 
phase is to remove the organic solvents.  The next stage of the process is the high 
temperature annealing cycle.  The peak firing temperature of the thick film furnace can 
be as high as 1000qC causing the powders in the ink to sinter and form a composite 
material.  The temperature profile of the firing process must be carefully controlled.  
The print-dry-fire cycle can be repeated to deposit a number of separate layers on the 
substrate.  A particular problem is that thick film sensors are generally manufactured in 
a batch process.  Despite careful control of the manufacturing process, it is very difficult 
to achieve reproducibility between batches, particularly when custom-made pastes are 
employed (White, 1994). 
A reference pH electrode can be constructed, for example by printing a silver layer onto 
a ceramic substrate.  The active area of the substrate can then be deposited using silver 
chloride paste, followed by a salt layer immobilised in a polymer (Cranny and Atkinson, 
1998).  Thick film reference electrodes provide good stability and have operational 
lifetimes of more than 30 days.  Although conventional glass electrodes offer greater 
longevity, the thick film device does offer a reliable, low cost, low maintenance 
alternative.  Thick film sensors can be considered for use as low-cost disposable sensors 
in applications where long term stability and performance are important. 
The mechanism of the metal oxide pH sensor is that a potential is induced at the metal 
electrode according to the Nernst equation due to the reaction with hydrogen ions.  The 
responses of a number of electrically semiconducting metal oxides have been 
investigated, in particular iridium, palladium, platinum and ruthenium (Mihell and 
Atkinson, 1998).  Two approaches have been considered.  A printed metallic layer may 
be altered chemically or electrochemically to produce an oxide film on the metal 
surface.  Alternatively a custom-made metal oxide paste may be printed onto a suitable 
metal back contact.  Despite some practical difficulties manufacturing these devices, 
some promising results have been obtained (Atkinson et. al., 1994). 
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An ideal pH electrode will sense only the activity of hydrogen ions.  In practice other 
ions may also contribute to the sensor potential and the metal oxide pH sensor has 
worse selectivity than the conventional glass electrode (Atkinson et. al., 1994).  The 
response of the device will be affected by the ionic composition of the solution being 
sensed and the material from which the electrode is fabricated.  In some applications the 
ionic composition of the determinand will remain almost constant.  A suitable sensor 
can therefore be chosen empirically or using a-priori knowledge.  In other applications 
the ionic composition of the determinand will be dynamic, for example sensing the pH 
level of river water.  Here sensor fusion can be usefully employed to reduce 
measurement uncertainty by combining readings from multiple pH sensors having 
complementary responses.  An array of complementary thick film sensors can be 
conveniently obtained by printing devices using different metal oxides for the active 
sensing element (Fog and Buck, 1984). 
4.1.3) Experimental Data 
Experimental data were obtained using thick film pH sensors fabricated by the Thick 
Film Unit at the University of Southampton as part of the EU CRAFT project SpHINX 
– Sensors for measuring pH in inks (BRST-CT-98-5521). 
The test data employed for the work described in this thesis were obtained from the 
following devices: 
Sensor 1 Iridium oxide 
Sensor 2 Iridium oxide 
Sensor 3 Ruthenium oxide 
Sensor 4 Titanium oxide 
Sensor 5 Ruthenium oxide 
 
The experimental procedure was intended to simulate an ink bath on a typical offset 
printer.  The ink was pumped from a tank up into a tray approx 300mm by 200mm to a 
depth of approx 50mm.  In order to simulate ink usage this was then drained into a 
further tray approx 0.5m below the first.  This then in turn drained back into the ink 
tank. 
The sensors were placed in the second tray as the ink in the first tray was prone to 
foaming, which made taking readings difficult.  The sensors were mounted on a floating 
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platform, which could hold approx 20 sensors at any one time.  All readings were 
measured against a standard BDH reference electrode.  The pH level was modulated by 
adding either ammonia to increase it, or acetic acid to reduce it.  The additions were 
made in the ink tank as the pump also had the effect of mixing the solutions. 
Temperature was regulated by placing the ink tank in a temperature controlled water 
bath.  All sensors were logged using a Keithley 2700 data logger with a sampling 
frequency of 601  Hz.  A calibrated glass pH sensor electrode was also used to monitor 
pH level in the second tray, again relative to the commercial reference electrode.  
Results are shown in Fig. 11 for the control pH level and five thick film sensors.  The 
control sensor indicates the actual pH level of the ink.  
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Fig. 11:  Test results obtained from five thick film pH sensors 
 
4.2) Multisensor Fusion using the Nadaraya-Watson Kernel 
Estimator 
The N-W estimator is described in Section 2.4.1 and the estimator based on Haar 
kernels is given by Eqn. 2.8 (page 34).  Fuser design involves the following interrelated 
steps: 
x Select the number of a-priori observations to be employed.  This is the 
parameter n in Eqn. 2.8.  It is generally necessary to minimise the number of 
prior observations employed as this will simplify the computation of the 
estimate; 
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x Select the a-priori observations, ^ `niii YX 1,   that will be used by the fuser; 
x Choose a value for the bandwidth parameter, h.  With a fixed sample the size of 
bandwidth determines the degree of smoothing and is therefore of crucial 
importance for the properties of the final estimate.  The choice involves a trade-
off between the bias and variance of the kernel estimator.  Statistical estimators 
sometimes use data-driven cross-validation techniques for automatic bandwidth 
selection (Schucany, 1995). 
The design methodology adopted by (Rao, 1999) for the N-W fuser is not fully 
documented and the indicative applications presented by Rao are limited in scope and 
complexity.  The following empirical fuser design methodology is therefore proposed:   
x Select a set of n observations that cover the full operating range of the 
measurement system; 
x Implement the fuser and select a value for h such that at least one Yi lies in J for 
all y, and the mean squared error of the fuser is minimised; 
x Increase or reduce the number of observations as appropriate, or replace one or 
more of the prior observations; 
x Repeat this process until acceptable performance achieved. 
This procedure is illustrated in Fig. 12.  Optimisation of the fuser design can be very 
time-consuming using this approach, particularly if a large number of input-output pairs 
are available. 
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Fig. 12:  Empirical design procedure for N-W fuser 
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4.3) Multisensor Fusion using a Feedforward Neural Network 
In order to evaluate the performance of the N-W fuser, a feedforward neural network 
has also been used to fuse the thick film pH sensor electrodes.  A feedforward neural 
network with the back-propagation learning algorithm was selected as the candidate 
solution following the work of (Rao, 1999).  The design of the neural network involved 
selecting the number of layers of neurons and the numbers of neurons in each layer.  
The network architecture was selected empirically.  A three-layer network has been 
employed, with the number of neurons in the input and hidden layers chosen to be equal 
to the number of inputs (sensors).  Sigmoidal activation functions were used throughout 
(Principe et. al., 2000).  The network architecture employed for the fusion of five 
sensors is illustrated in Fig. 13. 
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Fig. 13:  Architecture of the feedforward neural network used to fuse five pH sensors 
 
The neural network is used to provide a benchmark against which the N-W fuser can be 
evaluated.  A simple architecture has therefore been selected that can be readily scaled 
to fuse different numbers of sensors.  Empirical studies demonstrated that this 
configuration gave good results using between 2 and 5 sensors.  In each case the 
accuracy of the fused results was better than the single best sensor and reasonable 
convergence was achieved using the back-propogation learning algorithm.  Full 
optimisation of the network design has not been attempted for each separate 
configuration, for example by investigating the effects of network topology, number of 
neurons and learning algorithm on fuser performance. 
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4.4) Results and Discussion 
The training and test data were obtained by experimentation.  Indicative test data from a 
parallel array of thick film pH sensors are shown in Fig. 11.  The N-W fuser was 
implemented using the method summarised in Fig. 12.  For the purpose of direct 
comparison, the neural network was trained using the same observations used to realise 
the N-W fuser, and the performance of the various fuser designs was evaluated using 
the same test data. 
4.4.1) Data in – Data out Fusion 
The mean squared error value for each sensor may be calculated (Table 4).  It can be 
seen from this data, and by inspection of Fig. 11 that there is significant variance in the 
performance of individual sensors. 
Sensor 1 2 3 4 5 
MSEu106 3.456 3.775 6.878 5.698 8.131 
Table 4:  Mean squared error of thick film pH sensors 
 
Initially all five sensors were fused using both the feedforward neural network (Fig. 13) 
and the N-W kernel estimator.  The results are shown in Fig. 14 and the mean squared 
error for each fuser is given in Table 5.  Increasing the number of observations reduced 
the mean squared error, however in all cases the fused result is more accurate than the 
best sensor.  The performance of the neural network is better than the N-W estimator in 
this configuration. 
MSEu106Number of observations
Neural 
Network 
N-W 
16 0.465 1.272 
28 0.334 0.783 
42 0.150 0.591 
84 0.064 0.367 
Table 5:  Effect of altering the number of observations used to realise the fuser 
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(a) Artificial neural network 
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(b) N-W estimator 
 
Fig. 14:  Effect of altering the number of observations used to realise the fuser 
 
The effect of varying the bandwidth parameter for the N-W estimator is shown in Fig. 
15 and Table 6 for a fuser based on 42 observations.  Reducing the bandwidth led to a 
reduction in the mean squared error of the estimate, however for the particular test data 
employed, h=0.0029 was the minimum value to give at least one Yi in J for all y.  This 
apparent correlation between bandwidth and mean squared error suggests that bias 
errors contribute significantly to the total measurement uncertainty, and this inference is 
confirmed when the measurement errors are evaluated using simple statistical methods 
(Table 7).  It can be seen that four out of the five sensors contribute a positive bias error. 
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Bandwidth, h MSEu106
0.0029 0.591 
0.0040 0.749 
0.0050 1.123 
0.0060 2.066 
Table 6:  Effect of altering the bandwidth of the kernel estimator 
 
Sensor Measurement 
Error 1 2 3 4 5 
Mean 0.00015 6.3u10-5 0.00015 0.00022 -4u10-5
Stdev 0.00186 0.00195 0.00262 0.00238 0.00286 
Table 7:  Bias and random errors of thick film pH sensors 
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Fig. 15:  Effect of altering the bandwidth of the kernel estimator 
 
Tests were repeated to evaluate the results of fusing 4, 3 and 2 sensors, with the results 
summarised in Table 8.  As previously discussed, the network topology employed in 
this case used N neurons in each of the input and hidden layers. 
5 Sensors 4 Sensors 3 Sensors 2 Sensors MSEu106
1,2,3,4,5 1,2,3,4 1,2,3 2,3,4 1,2 2,3 3,4 
Best Sensor 3.456 3.456 3.456 3.775 3.456 3.775 5.698 
Average 4.487 4.320 4.108 4.783 3.151 4.893 5.954 
Neural 
Network 
0.150 0.342 0.488 0.744 0.949 1.039 1.728 
N-W 0.591 1.153 1.061 1.825 1.066 2.863 2.342 
Table 8:  Summary of sensor fusion results 
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The results indicate that both fusion techniques produce a fused result that is more 
accurate than the best single sensor.  Simply averaging the sensor readings did not 
generally improve the accuracy of the estimate due to the bias errors of individual 
sensors.  Increasing the number of sensors tended to improve the accuracy of the fused 
result.  In each case the neural network fuser is more accurate than the kernel estimator.  
This is contrary to the work reported by (Rao, 1999), however the pH sensor fusion task 
is more complex than any of the applications considered by Rao.  Optimisation of the 
N-W fuser design is particularly difficult for complex responses, and when a large 
amount of experimental data is available.  The applications considered by Rao model 
sensor errors using zero-mean Gaussian or rectangular probability distributions.  The 
thick film sensors utilised here have both bias and random error components. 
4.4.2) Data in – Decision out Fusion 
The input to the fuser is the raw data provided by the sensors.  The training data are 
configured such that: 
y = +1 if hypothesis Ho is True 
y = -1 if hypothesis Ho is False 
A multilayer perceptron was again found to give good results, with sigmoidal activation 
functions employed throughout.  It is, of course, necessary to ensure that the training 
data includes sufficient examples of input-output pairs for the case Ho is True and also 
Ho is False. 
Consider the hypothesis Ho, where Ho is True if the value of pH sensor output is greater 
than –0.075V using the sensor data shown in Fig. 11.  The neural network was trained 
using 42 input-output pairs with the back-propagation learning algorithm and tested 
using 256 input-output pairs.  The N-W estimator used the same training and test data 
and the results have been compared with those obtained using a majority voting scheme 
(Varshney, 1997a).  The performance of the individual sensors is summarised in Table 
9, while the results obtained from the fusion schemes are given in Table 10. 
Sensor 1 2 3 4 5 
%Misclassification 9.8% 12.1% 18.8% 26.9% 26.5% 
Table 9:  Number of misclassifications for the hypothesis Ho is True if the pH sensor 
output is greater than –0.075V 
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 5 Sensors 3 Sensors %Misclassification 
1,2,3,4,5 1,2,3 2,3,4 
Best Sensor 9.8% 9.8% 12.1% 
Majority Vote 12.5% 12.9% 12.9% 
Neural Network 2.7% 4.7% 5.1% 
N-W 3.1% 5.5% 7.4% 
Table 10:  Comparison of decision fusion results obtained using majority voting and a 
feedforward neural network 
 
Systematic errors contribute significantly to the relatively poor performance of the 
majority voting scheme, even when five separate sensors are employed.  It is, however, 
apparent that both the neural network and N-W estimator are able to provide the non-
linear mapping necessary to compensate for the deficiencies of individual sensors. 
Feedforward neural networks can be used to provide data in – data out and data in – 
decision out fusion for thick film pH sensor arrays.  The design of the required fuser is 
an iterative process that seeks to balance overall performance against computational 
cost and complexity.  For an array with N sensors, a multilayer perceptron with N 
neurons in each of the input and hidden layers, and 1 neuron in the output layer was 
found to give consistently better results than the single best sensor. 
The N-W estimator also yields better results than the single best sensor and benefits 
from an implementation that is not dependent on topology or learning algorithm.  An 
empirical design procedure has been devised for the N-W fuser (Fig. 12).  Fuser design 
essentially consists of the following interrelated activities: select a set of n observations 
from a pool of p prior observations; select a value for the bandwidth. Optimal fuser 
design can therefore involve a very large search space; for example the selection of a set 
of 42 observations from a population of 256 input-output pairs yields 2.83u1048 
potential solutions.  The size of the search space is increased still further when the 
selection of the bandwidth, h is also considered.  Fuser design is an optimisation 
problem and the search space can be very large.  Although the empirical design 
procedure provides an effective search strategy, results obtained from a fuser designed 
using a manual search are generally less accurate than those provided by the 
feedforward neural network.  The use of an automated search strategy has therefore 
been used to overcome this limitation and hence improve the performance of the N-W 
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fuser.  The Genetic Algorithm (GA) has a good chance of surpassing other optimisation 
techniques when the search space is large and contains local minima, and the task does 
not require the global optimum to be found, only a solution that is ‘good enough’ 
(Mitchell, 1999). 
 
4.5) Design Optimisation using a Genetic Algorithm 
A GA is a general-purpose stochastic search and optimisation method that utilises the 
Darwinian principles of biological evolution and survival of the fittest.  GAs were first 
proposed by Holland in 1975, primarily as effective tools for dealing with global 
optimisation problems (Karray, 2000).  They are derivative-free techniques, and as such 
can be applied to continuous and discontinuous functions.  Candidate solutions 
(chromosomes) are encoded as binary strings and an initial population set of 
chromosomes is selected, often by random initialisation.  An objective function is used 
to evaluate the fitness of each individual.  The genetic operators of crossover and 
mutation are then applied to selected individuals in order to successively improve the 
fitness measure of each generation (Fig. 16).  In this application the genetic algorithm 
can be configured to evolve optimal values for the bandwidth and subset of observations 
when the number of prior observations used by the fuser is fixed at some value n. 
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Fig. 16:  Genetic algorithm process [Adapted from (Karray, 2000)] 
 
The following design has been adopted for the GA-based optimiser (Wellington and 
Vincent, 2002): 
1. Each chromosome is composed as ^ `hiiii n ,,...,,, 321  where the i’s are integer 
keys to the table of prior observations and h is a scalar value. 
2. The fitness of each chromosome is found by evaluating the mean squared error 
of the fused result using the particular set of observations and value of 
bandwidth. 
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3. Rank selection is used to select the two best individuals.  Crossover is applied to 
create a single offspring.  This requires two separate operations:  the bandwidth 
of the offspring is computed using a blend operation 
^ ` '' )21(,min 21 DEDPPO hhh  subject to truncation limits if 
 are exceeded.  Here max0 hhO dd 21 PP hh  '  and E is a uniformly 
distributed random number.  For the observation indices, i1…in a set-based 
crossover is defined.  Taking the two parent sets IP1 and IP2, the offspring is 
constructed as IO=IP1IP2.  The cardinality of this set will be #IOtn, and must 
be reduced to n. Successive members of IO are chosen randomly with uniform 
distribution and removed from the set until #IO=n.  Thus, subject to removal 
during the reduction process, the crossover has the desirable properties that 
elements common to both parents are retained, thereby exploiting existing 
knowledge, and elements unique to each parent are recombined in order to 
explore new areas of the search space.  A low probability mutation operator is 
also applied to the offspring to ensure some offspring are generated that are 
different to their parents.  The mutation rate is set to Pm.  The offspring replaces 
the single worst chromosome in the population. 
The GA was configured empirically to offer a reasonable trade-off between 
optimisation accuracy and run-time.  Relatively small populations were found to offer 
good performance, with results reported for a population of 50 chromosomes. 
Convergence was, for practical purposes, found to be complete after a run length of 
50000 evaluations of the objective function, and useful results were obtained after 
considerably less evaluations.  The mutation rate was set to Pm=1/n, and the upper 
bound on the bandwidth parameter was set to hmax=0.01.  As an indicator, the processing 
time on a 400MHz PII workstation was approximately 5½ minutes for this 
configuration.  Whilst it may be possible to improve the quality of the final solution 
using a larger population size, the run length would have to be increased to allow the 
population to fully evolve and increased processing time would therefore be required. A 
typical convergence plot, taken for a set size of n=28 is shown in Fig. 17.  For this set 
size, the GA optimised N-W estimator offers lower MSE than both the hand optimised 
version and the neural network.  Equivalent performance is achieved after 350 and 7350 
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evaluations for the hand optimised version and neural network respectively.  The best of 
25 trials is reported for each configuration. 
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Fig. 17:  Typical GA convergence plot 
 
The GA was used to optimise the design of the data in – data out fusion scheme 
described in Section 4.4.1 (page 67).  Results obtained using the GA to optimise the 
fuser design can be compared with those presented in Section 4.4.1 using manual design 
of the N-W fuser, also a feedforward neural network.  Test results are given for the 
fusion of five sensors using 16, 28, 42 and 84 observations  (Fig. 18).  The results are 
summarised in Table 11.  In all cases the fused results are more accurate than the single 
best sensor.  As expected, increasing the number of observations employed reduced the 
MSE. 
MSEu106
N-W 
Number of 
observations Neural 
Network Manual 
Design 
Genetic 
Algorithm 
16 0.465 1.272 0.337 
28 0.334 0.783 0.284 
42 0.150 0.591 0.252 
84 0.064 0.367 0.119 
Table 11:  Summary of fuser performance 
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(a) Fuser implemented using 16 observations 
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(b) Fuser implemented using 28 observations 
 
Fig. 18a-b:  Optimisation of the N-W fuser using a genetic algorithm 
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(c) Fuser implemented using 42 observations 
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(d) Fuser implemented using 84 observations 
 
Fig. 18c-d:  Optimisation of the N-W fuser using a genetic algorithm 
 
The performance of the N-W fuser is improved significantly when the GA is used to 
optimise the design.  The results achieved are comparable with the feedforward neural 
network.  In particular, the performance of the N-W fuser is better when only 16 or 28 
prior observations are employed.  This might be attributed to the significant reduction in 
the size of the search space when the smaller sets of prior observations are used.  These 
same observations were used to train the neural network and appear insufficient to yield 
adequate generalisation.  
 77
4.6) Concluding Remarks 
The classical N-W kernel estimator is shown to provide a useful alternative to the 
feedforward neural network for multisensor fusion where sensor distributions are 
unknown.  Both methods have been used to fuse an array of complementary thick film 
pH sensor electrodes.  The N-W estimator has previously found only limited use as a 
fuser and this is a new application of the technique.  An empirical design procedure for 
the N-W fuser has been formulated, although this manual design process can be rather 
time-consuming.  A genetic algorithm has therefore been used to automate the fuser 
design process.  This is a new approach to the design optimisation of the N-W fuser. 
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5) Sensor Validation and Fusion using the Nadaraya-
Watson Kernel Estimator 
In general a sensor is an electrical or mechanical device that maps the value of some 
environmental attribute to a quantitative measurement.  Practical sensors exhibit a 
number of deficiencies: 
x Limited accuracy; 
x Subject to the effect of some type of noise; 
x Under some conditions will function incorrectly. 
A sensor failure has been defined by (Isermann, 1984) as “a non-permitted deviation 
from a characteristic property”.  Typical sensor failure modes were discussed in Section 
3.3 and summarised in Table 3 (page 52). 
In Chapter 4 the N-W kernel estimator was used to provide competitive fusion.  An 
array of (redundant) sensors was fused giving a more accurate result than the single best 
sensor.  This technique can be extended to yield a new sensor validation and fusion 
scheme. 
The N-W estimator using Haar kernels is given in Eqn. 2.8  (page 34) and repeated here 
as Eqn. 5.1.  The fuser is implemented using a-priori observations  and the 
empirical design method presented in Chapter 4. 
^ `niii YX 1,  
¦
¦
 )(1)(
ˆ
,
iJ
JY
i
nh Y
X
yf i   (5.1) 
where  denotes the indicator function )(1 iJ Y 1)(1  iJ Y  if , and JYi  0)(1  iJ Y  
otherwise.  For a system with N, sensors J is an N-dimensional hypercube having 
volume and centred at y.  Computation of  at any given y involves obtaining 
the local sum of X
Nh )(ˆ
,
yf nh
i’s in J.  If no Yi’s lie in J then  is taken to be zero.  It is 
proposed that the condition 
)(ˆ
,
yf nh
0)(1  ¦ iJ Y  can be used to indicate that one or more of the 
N separate sensor readings is faulty.  Further processing can then be employed to 
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identify the faulty device(s).  This approach is illustrated in Fig. 19 for an array with 
only two sensors.  The vector y is compared with the closest a-priori observation YNN.   
Individual sensor readings that are inconsistent with this value can then be neglected.  In 
the example of Fig. 19, Sensor 2 is not consistent with the closest a-priori observation 
and this particular sensor reading may therefore be disregarded. 
A number of techniques are used to quantify the distance between two vectors (Johnson 
and Picton, 1995).  The Euclidean distance defines the shortest (straight line) distance 
between two points and is given by: 
 ¦
 
 
N
i
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1
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  (5.2) 
The Manhattan (city block) distance assumes that it is only possible to move along the 
axes.  Diagonal moves are not allowed.  The metric is given by: 
¦
 
 
N
i
iiM yxD
1
  (5.3) 
The Manhattan distance is easier to compute than the Euclidean distance.  The metric is 
also analogous to the computation of the N-W estimate where  is indicated by the 
condition 
JYi 
2
hjj
i yY d  for j=1,2,...N.  Consequently the Manhattan distance has been 
used to estimate the nearest neighbour. 
The validation process can be regarded as an iterative process in which the area J is 
computed for each measurement vector y.  If no Yi’s lie in J at least one sensor is 
deemed to be faulty.  The closest a-priori observation to y is determined and YNN is 
compared to y to identify the faulty sensor.  This sensor can then be masked and J 
recomputed with order N-1.  This process is repeated until at least one Yi lies in J and 
the value of the measurand can be estimated. 
A simplified representation of this process in shown in Fig. 20.  The detailed 
implementation of the algorithm is readily adjusted to suit particular operational 
requirements or a-priori information, for example: 
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x A sensor may be masked permanently when a single invalid reading is obtained.  
This strategy is easy to implement but may mask sensors that are fundamentally 
sound due to single spike errors.  It is generally desirable to retain the maximum 
number of active sensors in the array. 
x A sensor may be masked permanently when some pre-determined number of 
errors or error rate is recorded.  Reliable identification of any sensor that fails 
completely is helpful.  It may be inefficient to confirm that a failed sensor is still 
faulty using every set of measurement data. 
x Faulty sensors are identified on a sample-by-sample basis.  This imposes the 
heaviest computational demand but provides the best dynamic response to 
transient errors, for example noise or spike errors. 
J
NNY
y
Sensor 1
Se
ns
or
 
2
 
Fig. 19:  Sensor validation using N-W with N=2 
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Fig. 20:  Simplified representation of sensor fusion and validation scheme using the N-
W estimator 
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5.1) Experimental Method 
The thick film sensor data introduced in Section 4.1.3 (page 63) can be used to illustrate 
the operation of the sensor validation and fusion scheme for a range of simulated fault 
conditions.  Initially the N-W fuser was designed using the empirical design strategy of 
Section 4.2 (page 64) and using prior observations from healthy sensors.  The operation 
of the N-W validation and fusion scheme has then been evaluated for all of the principal 
sensor failure modes given in Table 3 (page 52). 
 
5.2) Results and Discussion 
Consider the use of the N-W estimator to provide both sensor validation and fusion for 
an array of five thick film pH sensors.  A range of fault conditions have been considered 
and these are illustrated in Fig. 21. 
Fig. 21a illustrates the response to bias and spike errors.  The spike error at t=50 mins is 
detected and Sensor 1 is temporarily masked.  Sensor 2 has a permanent bias fault from 
t=100 mins and the estimated value of pH is computed using the four remaining sensors.  
The Sensor 5 spike fault at t=180 mins is not detected, although the inherent smoothing 
action of the N-W estimator does cancel the effect of the fault.  The average detection 
threshold of the algorithm is 2h .  In this case the fuser has been implemented using 42 
observations with h=0.00296.  The average detection threshold is therefore 0.00148V.  
In order to improve the detection threshold it is necessary to reduce the bandwidth of 
the estimator and this in turn requires an increase in the number of prior observations 
employed. 
The output voltage provided by the Control pH sensor has a full-scale deflection of 
0.01631V, hence using 42 observations with h=0.00296 the average detection threshold 
is 9.07% of the full-scale deflection.  Increasing the number of observations to 84 with 
h=0.0020 improves the detection threshold to 6.13% of the full-scale deflection. 
A stuck fault is demonstrated in Fig. 21b.  The Sensor 3 reading is unchanged from 
t=135 mins but the fuser continues to compute a reliable estimate despite the fault 
condition.  The number of active sensors changes between four and five in response to 
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changes in the value of the measurand.  All five sensors are used when the value of the 
measurand, as indicated by the four healthy sensors, is close to the ‘stuck’ value of 
Sensor 3. 
Drift and hardover faults are illustrated in Fig. 21c.  The reading of Sensor 2 drifts by a 
total of 10mV and Sensor 3 fails with a hardover fault at t=150 mins.  Compensation 
and detection of both fault conditions is reliably achieved, with the measurand estimated 
using the remaining healthy sensors. 
Fig. 21d indicates the successive failure of three sensors.  Sensor 3 has a permanent bias 
fault from t=100 mins, Sensor 4 fails with a hardover fault at t=120 mins and Sensor 5 
fails with a hardover fault at t=150 mins.  The number of active sensors is progressively 
reduced, however the measurand is reliably estimated, even with only two active 
sensors. 
In Fig. 21e Sensor 4 is erratic from t=50 mins.  Readings that deviate substantially from 
the expected value are masked, while the smoothing action of the estimator provides 
further noise cancellation. 
The performance of the sensor validation and fusion scheme can be quantified by 
evaluating the mean squared error of the fused result when one or more of the sensors 
fail permanently at t=0 mins.  Indicative results are shown in Table 12.  The 
performance of the individual sensors is summarised in Table 4 (page 67).  The 
accuracy of the fused result reduces with the number of active sensors.  The accuracy of 
the fused result is also influenced by the performance of the individual sensors.  Best 
results are obtained with three or more active (healthy) sensors. 
MSEu106Number of sensors 
Fused Result Best Sensor
5 active sensors 0.591 3.456 
4 active sensors – Sensor 1 fails at t=0 mins 0.893 3.775 
3 active sensors – Sensors 1 & 2 fail at t=0 mins 0.903 5.698 
2 active sensors – Sensors 1, 2 & 3 fail at t=0 mins 4.992 5.698 
Table 12:  Performance of the N-W sensor validation and fusion scheme 
 
The use of sensor redundancy, combined with the validation algorithm based on the N-
W kernel estimator, is able to reliably detect and compensate for a wide range of fault 
 84
conditions.  The fused result is more accurate than the best sensor and the inherent 
smoothing action of the N-W estimator provides effective noise cancellation for errors 
below the detection threshold.  The operation of the N-W estimator is discussed in 
Section 2.4.1 (page 33).  Increasing the number of observations used in the computation 
of each estimate will reduce the variance of the estimate (increase the smoothing 
action).  This can be achieved in two ways: 
x Increasing the bandwidth; 
x Increasing the number of prior observations used. 
Unfortunately increasing the bandwidth will also increase the detection threshold of the 
algorithm, while increasing the number of observations will increase the complexity of 
the estimator.  There is also a trade-off between the bias and variance of the kernel 
estimator. A reduction in the variance of the estimate is generally accompanied by an 
increase in the bias. 
The N-W sensor validation and fusion scheme presented here can make use of the 
design methodologies presented in Chapter 4 with one difference:  the designer may 
wish to constrain or specify the value of h in order to achieve some particular detection 
threshold.  Manual optimisation of the design is still a difficult problem.  
 
5.3) Concluding Remarks 
A new sensor validation and fusion scheme has been devised using the N-W kernel 
estimator.  Pattern matching techniques are employed to relate a measurement vector 
that is not consistent with the a-priori observations to the nearest valid observation.  
The defective sensor or sensors can then be identified and masked, with the estimator 
reconfigured to compute the estimate using data from the remaining sensors.  A useful 
on-line indication of the number of active (healthy) sensors is also provided. 
 85
 -0.09
-0.085
-0.08
-0.075
-0.07
-0.065
0 50 100 150 200 250
time (mins)
v
o
lta
ge
 (V
) Sensor 1
Sensor 2
Sensor 3
Sensor 4
Sensor 5
 
-0.09
-0.085
-0.08
-0.075
-0.07
-0.065
0 50 100 150 200 250
time (mins)
v
o
lta
ge
 (V
)
0
1
2
3
4
5
n
o
. o
f a
ct
iv
e 
se
ns
or
s
Control
Estimate
Active
 
(a) Sensor 1 spike fault at t=50 mins, Sensor 2 bias fault from t=100 mins, Sensor 5 
spike fault at t=180 mins. 
 
Fig. 21a:  Sensor validation and fusion results using the N-W estimator 
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(b) Sensor 3 stuck fault from t=135 mins. 
 
Fig. 21b:  Sensor validation and fusion results using the N-W estimator 
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(c) Sensor 2 drift fault, Sensor 3 hardover fault at t=150 mins. 
 
Fig. 21c:  Sensor validation and fusion results using the N-W estimator 
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(d) Sensor 3 bias fault at t=100 mins, Sensor 4 hardover fault at t=120 mins, Sensor 
5 hardover fault at t=150 mins. 
 
Fig. 21d:  Sensor validation and fusion results using the N-W estimator 
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(e) Sensor 4 erratic from t=50 mins. 
 
Fig. 21e:  Sensor validation and fusion results using the N-W estimator 
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6) Fuzzy Sensor Validation and Fusion 
The sensor fusion and validation scheme presented in Chapter 5 utilises sensor 
redundancy.  In some applications this approach is not practicable, for example due to 
reasons of cost, size and weight.  This chapter presents a new fuzzy sensor validation 
scheme using analytical redundancy to provide a qualitative (fuzzy) on-line indication 
of sensor state. 
 
6.1) Local Sensor Validation 
A local sensor validation scheme is required to detect the various modes of sensor 
failure using the limited information available from the sensor, generally the sensor 
output signal only (Yung and Clarke, 1989).  The key operational requirements of a 
local sensor validation scheme were established in Section 3.3 (page 52).  An important 
issue is the nature of the information provided by the validation scheme.  Proper 
annunciation of sensor state can enhance the information available to the operator and 
help reduce system down time.  A simple binary status bit that indicates ‘valid’ or 
‘failed’ may be inadequate as there is unlikely to be an abrupt transition between these 
two states.  A validation scheme using fuzzy logic has been proposed by (Heger et. al., 
1996), where individual sensors as classified using the fuzzy sets ‘valid’, ‘suspect’ and 
‘failed’.  This scheme is based on a qualitative evaluation of the differences between 
pairs of sensor readings and is therefore dependent on hardware redundancy.  The 
SEVA sensor model defines a set of generic validation metrics (Table 2 page 51).  Each 
measurement can be defined as CLEAR, BLURRED, DAZZLED or BLIND.  The 
measurement uncertainty, termed Validated Uncertainty (VU) in the SEVA context, is 
reported for each measurement (Wood, 2000). 
Measurement uncertainty is an internationally recognised method of quantifying the 
dispersion of the values that could reasonably be attributed to a measurand.  The Guide 
to the Expression of Uncertainty in Measurement (ISO, 1993) categorises components 
of uncertainty according to the methods used to estimate their numerical values: 
Type A – evaluated by statistical methods 
Type B – evaluated by other methods 
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In both cases the component of uncertainty is represented by an estimated standard 
deviation, termed ‘standard uncertainty’ 
Standard Uncertainty – Type A 
The evaluation of standard uncertainty may be based on any valid statistical method for 
treating data.  The estimate of the measurand is usually the sample mean: 
¦
 
 
N
k
kii xN
x
1
,
1
  (6.1) 
and the standard uncertainty  to be associated with iu ix  is the estimated standard 
deviation of the mean: 
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Standard Uncertainty – Type B 
Evaluation is usually based on scientific judgement using all of the relevant information 
available, which may include: 
x Previous measurement data 
x General knowledge or experience of the behaviour of relevant instruments 
x Manufacturer’s specifications 
x Data provided in calibration reports 
x Uncertainties assigned to reference data taken from handbooks. 
In general the uncertainty can either be obtained from an outside source or from an 
assumed distribution.  The assumed distribution may be Gaussian, rectangular or 
triangular, depending on the information available.  (Mauris et. al., 2001) propose the 
use of fuzzy sets to characterise Type B measurement uncertainty.  A truncated 
triangular possibility distribution is parameterised to approximate Gaussian, rectangular 
and triangular probability distributions.  
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In the SEVA sensor model the method used to calculate the uncertainty will depend on 
the individual instrument and the nature of any prevailing fault condition.  The 
evaluation of the uncertainty is therefore characterised as Type B by the ISO Guide to 
the Expression of Uncertainty in Measurement (I.S.O., 1993).  Practical SEVA sensors 
such as the dissolved oxygen (DOx) sensor (Clarke and Fraher, 1996) and Coriolis 
mass-flow meter (Henry, 2000b) make use of an analytical model of the sensor derived 
from a detailed understanding of the device physics and possible sensor failure modes.  
SEVA devices make use of a finite number of device-specific built-in self-tests (BISTs) 
capable of detecting only a subset of all possible sensor failure modes (Fry, 2001).  The 
algorithms required to calculate the uncertainty may also be extremely complex. 
 
6.2) A Fuzzy Sensor Status Output 
There is considerable variation in the nature of the information provided by validation 
schemes.  Some systems provide a simple binary indication, while SEVA sensors use 
analytical sensor models combined with sophisticated signal processing techniques to 
estimate measurement uncertainty within predetermined confidence levels.  A new 
validation scheme is therefore proposed that provides a fuzzy indication of the sensor 
state.  The fuzzy status value ]1,0[HP  is defined such that 1 HP  when the sensor 
output is deemed to be valid and 0 HP  when the sensor has failed.  This fuzzy status 
output will potentially be more useful than a simple binary indication of sensor state.  
The value of HP  can be used to evaluate the quality of sensor readings, perhaps using 
the fuzzy sets ‘valid’, ‘suspect’ and ‘failed’.  The new validation scheme should be 
model-free and easy to apply to a wide range of sensor types. 
Model-free sensor validation can be performed by spectral analysis of the unconditioned 
sensor output signal (Ang et. al., 1997; Amadi-Echendu and Zhu, 1994). Using the 
methodology and notation adopted by Amadi-Echendu and Zhu, the discrete-time signal 
y(n) is obtained after sampling the transducer output.  Change detection parameters \i 
are obtained by partitioning the spectrum of y(n) using an appropriate spectrum 
estimation technique; for example the discrete Fourier transform.  The change detection 
parameters \i are associated with the mean signal power in the ith frequency band.  The 
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partitioning is generally based on a-priori knowledge or empirical data collected from 
simulation.  It is also necessary to establish a reference value, \i,0 for each parameter. 
During operation the deviation of each parameter \i,k from the reference value \i,0 is 
calculated using: 
0,,
0,,
,
iki
iki
ki \\
\\\  '  for k=0,1,2,…..  (6.3) 
and this value is compared with the no-change limit for the ith parameter 
changenoiki d' H\ ,  
changeiki !' H\ ,  
The criterion for the parameter Hi is determined by a-priori knowledge or empirical 
experimentation.  The validation process therefore indicates whether or not the sensor 
output signal, as characterised by the various change detection parameters, has deviated 
from the nominal state defined by the reference values \i,0 and Hi. 
This validation process can be adapted to use fuzzy measures in place of the change 
detection parameter defined in Eqn. 6.3.  In the absence of any quantitative information 
about the dispersion of the change detection parameters, rectangular probability 
distributions have been assumed (Fig. 22).  The rectangular distribution is considered to 
be a reasonable default model in the absence of any other information when evaluating 
Type B measurement uncertainty  (Taylor and Kuyatt, 1996). 
The probability of the detection parameter \i being at any particular value between b 
and c is assumed to be equally likely for a healthy sensor.  A sensor fault is indicated by 
cb i !!\ .  
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Fig. 22:  Assumed probability density function of a change detection parameter for a 
healthy sensor 
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Fig. 23:  Trapezoidal membership function used to fuzzify detection parameter 
 
 
Fuzzification of the detection parameters can be achieved using the trapezoidal 
membership function shown in Fig. 23 and given by: 
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The overall status output can therefore be obtained from: 
 
i
fH \PP    (6.5) 
where  is some fusion operator. )(f
A classification of data fusion operators based on their behaviour using common sense 
qualifications of ‘severe’, ‘indulgent’ or ‘cautious’ is presented by (Bloch, 1996).  Let x 
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and y denote two real variables representing degrees of belief to be combined; x and y 
take values in the interval [0,1].  The fusion operator is defined as f(x,y). 
x f is conjunctive if ),min(),( yxyxf d (this corresponds to severe behaviour) 
x f is disjunctive if (indulgent behaviour) ),max(),( yxyxf t
x f behaves like a compromise if yyxfx dd ),( if yx d , and xyxfy dd ),(  else  
(cautious behaviour) 
The fusion operator is required to combine an arbitrary number of change detection 
parameters, hence it is important that the method adopted is commutative, that is 
independent of the order in which values are combined. 
The following fusion operators are widely used in fuzzy systems (Wang, 1997) and may 
be considered for this application: 
 
iH \PP max  Indulgent behaviour  (6.6a) 
 
iH \PP min  Severe behaviour  (6.6b) 
 
i
meanH \PP   Cautious behaviour  (6.6c) 
 
i
medianH \PP   Cautious behaviour  (6.6d) 
The behaviour of these fusion operators is illustrated in Fig. 24 for f(x,y) where x[0,1] 
and y[0,1].  Each of the operators is commutative and relatively easy to compute.  In 
this simple two variable example the mean and median operators give identical results. 
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Fig. 24:  Comparison of fusion operators 
 
A fusion algorithm has been proposed by (Odeberg, 1994).  Here an opinion on a 
hypothesis is represented by means of a fuzzy measure P[0,1], where P=1 indicates 
complete agreement with the hypothesis and P=0 when there is no support for the 
hypothesis.  The fusion algorithm is given by: 
)2()1(1
)1()(),( 22
2
yxyx
yxyx
yx KK
KKf PPPP
PPPPPP 
   (6.7) 
where K[1,f]. 
The value of the parameter K is selected to obtain the desired fuser response; for 
example if 7.0  yx PP  
718.0)7.0,7.0(  f  for K=2 
770.0)7.0,7.0(  f  for K=5 
802.0)7.0,7.0(  f  for K=10 
and if 3.0  yx PP  
282.0)3.0,3.0(  f  for K=2 
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230.0)3.0,3.0(  f  for K=5 
198.0)3.0,3.0(  f  for K=10 
Hence if both sensors support the hypothesis (P>0.5) the fusion operator is ‘indulgent’, 
however if P<0.5 the fusion operator is ‘severe’.  This is termed ‘context independent 
variable behaviour’ (CIVB) fusion by (Bloch, 1996). 
The algorithm has some beneficial features, but also some significant drawbacks: 
x Only two values can be fused at a time, although multiple opinions may be fused 
in pairs; 
x The method is not commutative, hence the result is dependent on the order in 
which the opinions are fused; 
x Computation of the fused result is relatively complex. 
Although reliable results can be obtained when fusing multiple values by fusing in turn 
the pairs of values that are closest together, this is inconvenient.  An algorithm has been 
proposed by (Karlsson, 1998) in an attempt to overcome these deficiencies: 
¸¸¹
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¨¨©
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1 P
P
PP    
where K[1,f]. 
This algorithm is commutative and can be used to fuse an arbitrary number of values.  
The value of K is chosen empirically, however K=2 is generally regarded as a good 
starting point. 
If H 1K    10  H  
Eqn. 6.8 can be reduced to: 
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¦
  
|
N
i
iN N
f
1
1
1),( PPP    (6.9) 
which is the common arithmetic mean. 
The operation of the fuser can again be investigated, for example if N=2 
and 7.0  yx PP  
718.0)7.0,7.0(  f  for K=2 
770.0)7.0,7.0(  f  for K=5 
802.0)7.0,7.0(  f  for K=10 
and if 3.0  yx PP  
282.0)3.0,3.0(  f  for K=2 
230.0)3.0,3.0(  f  for K=5 
198.0)3.0,3.0(  f  for K=10 
These results are identical to those obtained using Eqn. 6.7. 
The behaviour of the fusion algorithms defined by Eqn. 6.7 and Eqn. 6.8 is further 
illustrated in Fig. 25.  In both cases two values have been fused where ]1,0[)(  yx .  
In the particular case N=2 Eqn. 6.8 yields identical results to Eqn. 6.7. 
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(a) Fuser using Eqn. 6.7 
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(b) Fuser using Eqn. 6.8 
 
Fig. 25:  Comparison of ‘context independent variable behaviour’ fusion operators 
 
The majority of fault conditions will cause perturbations in only a subset of the change 
detection parameters; for example a spike fault will cause a negligible change in the dc 
level of the signal but will affect the high frequency components of the frequency 
spectrum.  It is therefore unlikely that a sensor fault will be declared by all of the fault 
detection parameters and some faults are likely to induce a change in only one detection 
parameter. 
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The fusion operator given by Eqn. 6.8 is conjunctive when a majority of values support 
the hypothesis (P>0.5) and disjunctive when a majority of values do not support the 
hypothesis (P<0.5).  It is therefore clear that this operator is not suitable for fusing 
individual change detection parameters. 
The various fusion operators given in Eqn. 6.6 provide ‘severe’, ‘indulgent’ or 
‘cautious’ behaviour.  Severe behaviour is analogous to a pessimistic interpretation of 
the change detection parameters.  The detection parameter with the lowest value 
provides the fused result.  Indulgent behaviour corresponds to an optimistic 
interpretation and the fused value is given by the detection parameter with the highest 
value.  Cautious behaviour gives a result somewhere between the highest and lowest 
change detection values.  In this application indulgent behaviour is unsuitable as the 
fuser needs to respond strongly to a single low value (i.e. P<1).  Algorithms providing 
severe or cautious behaviour will respond to a single P<1 and hence the min, mean or 
median operators may provide the required fuser behaviour.  It may even be possible to 
‘tune’ the sensor validation scheme by selecting either a severe or cautious operator. 
 
6.3) Experimental Method 
The fuzzy sensor validation scheme is illustrated using a single thick film pH sensor, 
with experimental data using the method explained in Section 4.1.3 (page 63).  The 
control pH sensor indicates the estimated value of pH (conventional true value) and the 
sensor outputs have been sampled at a rate of 601 sf Hz. 
Implementation of the fuzzy sensor validation scheme requires the following key design 
decisions: 
1. Select a suitable spectral estimation technique and determine the frequency 
bands needed to determine reliable change detection parameters; 
2. Parameterise the fuzzy sets used for the change detection parameters (Eqn. 6.4 
page 95); 
3. Select a suitable fusion operator.  
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In this example detection parameters are derived using the discrete Fourier transform to 
partition the spectrum of the sensor output into frequency bands (Fig. 26).  The discrete 
Fourier transform (DFT) is a well-known and convenient method of estimating the 
spectrum of a discrete-time signal.  Fast Fourier transform (FFT) algorithms reduce the 
computation necessary to determine the DFT (Oppenheim and Schafer, 1975).  Four 
detection parameters were selected empirically, denoted \i where i = 1,2,3,4.  \i is the 
mean signal power in frequency band i.  The sensitivity of the change detection 
parameters to various sensor faults is summarised in Table 13.  All the fault conditions 
are detected reliably with the exception of sensor stuck faults.  The reasons for this, 
along with possible solutions to the problem, are discussed in Section 6.4.1 (page 104).  
The FFT block size and window function were also established empirically.  It was 
found that a 64-point FFT with the Hanning window (Mulgrew, et. al, 1999) 
consistently gave good results in this case.  Reducing to a 32-point FFT gave poor 
results due to the effect of spectral leakage between frequency bands. 
Fuzzification of the detection parameters is achieved using the trapezoidal membership 
function shown in Fig. 23 and given by Eqn. 6.4 (page 95).  The correct 
parameterisation of these membership functions is vital to ensure reliable fault 
detection, however the values selected will depend on the characteristics of both sensor 
and measurand.  The on-line output from a healthy sensor is therefore used to 
parameterise the membership functions.  The following method has been devised to 
establish the value of [ai bi ci di] for each detection parameter: 
 
 
2
2
,0max
max
min
0,
0,
ii
ii
ii
ii
ii
ii
bc
cd
bcba
c
b
 
¹¸
·
©¨
§  
 
 
\
\
  (6.10) 
where \i,0 is the value of detection parameter i provided by the reference sensor.  This 
approach was found to give consistently good results, although some fine-tuning was 
occasionally required, particularly if the process characteristics changed significantly. 
 102
 0
2
sf
4
sf
M
ag
ni
tu
de
8
sf
8
3 sf f
1 2 3 4
Frequency Band
 
Fig. 26:  Deriving change detection parameters by partitioning the frequency spectrum 
into four separate frequency bands 
 
 
 
Detection parameter sensitive to fault condition Sensor Fault 
\1 \2 \3 \4 
Spike    ? 
Erratic  ? ? ? 
Bias ? ? * * 
Hardover ? * * * 
Drift ?    
Stuck ?(1)    
 
Key: 
? Detection parameter sensitive to sensor fault 
* Detection parameter exhibiting transient response to sensor fault 
 
Note 
(1) The detection algorithm does not consistently detect sensor stuck faults. 
 
 
Table 13:  Sensitivity of change detection parameters to sensor faults 
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A fusion algorithm must also be selected to fuse the fuzzy membership values derived 
from the change detection parameters.  The behaviour of the fusion algorithms given by 
Eqn. 6.6a – Eqn. 6.6d to a sensor bias fault is illustrated in Fig. 27.  The output signal is 
offset by –5mV from t=128 mins.  As suggested in Table 13, initially all four detection 
parameters are affected by the sensor fault and hence all of the fusion algorithms signal 
the fault.  However after this initial transient only the min operator indicates the 
permanent nature of the fault.  Similar problems are experienced for all of the sensor 
faults summarised in Table 13, and hence the min fusion operator has been selected to 
fuse the fuzzy change detection parameters. 
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Fig. 27:  Comparison of fusion operators for fuzzy change detection parameters 
 
 
 
6.4) Results and Discussion 
6.4.1) Sensor Validation 
Indicative test results are given in Fig. 28 using a 64-point FFT with 32-point overlap 
and a Hanning window.  In each case the condition signal provides a qualitative 
indication of the sensor fault.  The only significant disadvantage is the temporal 
resolution of the method used to estimate the frequency spectrum.  Temporal resolution 
can be improved by increasing the overlap of blocks but this incurs a significant 
computational penalty.  Reducing to a 32-point FFT gave poor results due to the effects 
of spectral leakage.  The choice of window function also had a significant impact on the 
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performance of the algorithm.  In this case the popular Hanning window was found to 
give the best overall results. 
Fig. 28a shows the effect of a sensor hardover fault at t=120 mins.  The failure is 
initially detected using samples in the block 96-159 mins, however the fuzzy sensor 
status value is only reduced to 0.69 as the first 24 samples in the block are obtained 
from a healthy sensor.  The status value is reduced to zero by data in the block 128-191 
mins and all subsequent blocks. 
In Fig. 28b the sensor is erratic from t=100 mins.  The fuzzy sensor status output is 
reduced appropriately by data in the block 96-159 mins and all subsequent blocks. 
Fig. 28c shows a sensor spike fault at t=75 mins and the fuzzy sensor status value is 
reduced to 0.13 by data in the block 64-127 mins but returned to unity by data in the 
block 96-159 mins.  In response to the sensor stuck fault at t=150 mins the sensor status 
value is reduced appropriately by data in the block 160-233 mins and all subsequent 
blocks. 
The sensor drift fault in Fig. 28d is detected from t=64 mins, with the fuzzy sensor 
status value reduced to zero at t=192 mins. 
Spectral analysis is a widely researched topic (Mulgrew, et. al, 1999) and alternate 
spectral estimation techniques have been considered in order to improve the temporal 
resolution of the fuzzy validation scheme. 
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(a) Sensor hardover fault at t=120 mins 
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(b) Sensor erratic from t=100mins 
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(c) Spike fault at t=75mins, stuck fault at t=150mins 
Fig. 28a-c:  Fuzzy sensor validation using the Fast Fourier Transform 
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(d) Sensor drift fault 
Fig. 28d:  Fuzzy sensor validation using the Fast Fourier Transform 
 
Spectral estimation may be implemented using a bank of contiguous bandpass filters.  
In this application only four separate frequency bands have been derived for use as 
change detection parameters and hence the parallel filterbank may provide a simple and 
convenient solution.  The proposed solution is illustrated in Fig. 29.  The input signal is 
applied to four separate bandpass filters, the output of each filter is squared and then 
averaged using the M-point smoother.  Reducing the bandwidth of the filters will 
improve spectral resolution, however the transient response of the filters will increase in 
duration, necessitating a larger value of M to average the output over a sufficient 
number of samples. 
In order to replicate the frequency resolution provided using the FFT, four equal 
frequency bands have been defined: 
Band 1  40 S  rad/sample 
Band 2  24 SS   rad/sample 
Band 3  432 SS   rad/sample 
Band 4  SS 43  rad/sample 
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Fig. 29:  Using a filter-bank to obtain the change detection parameters 
 
A 64-point Hanning window with 32-point overlap was found to give the best overall 
results.  The Hanning window is given by (Mulgrew, et. al, 1999): 
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where 
2
1d Nn  
Using the discrete Fourier transform: 
»¼
º«¬
ª
¹¸
·
©¨
§ ¹¸
·
©¨
§  
N
jD
N
jDjDjW SZSZZZ 2225.0)(5.0)(   (6.12) 
where  
»»
»»
¼
º
««
««
¬
ª
¹¸
·
©¨
§
¹¸
·
©¨
§
 

2
sin
2
sin
)( 2 Z
Z
Z
Z
N
ejD
j
  
The frequency response is thus the summation of three separate kernel functions 
(Harris, 1976) and this is illustrated for the case of N=16 in Fig. 30.  Note that the 
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summation of the three kernel functions tends to cancel the sidelobes.  As a result the 
first sidelobe occurs at a frequency of approximately NS5  rad/sample and the peak 
sidelobe level is –32dB. 
It is therefore possible to design the bandpass filters to provide the same frequency 
domain characteristics as the 64-point FFT.  Using Infinite Impulse Response (IIR) 
Butterworth filters (maximally flat passband response), the required filter order can be 
calculated to give a minimum of 32dB attenuation at a frequency of Ncf S5 .  The 
Hanning window introduces 0.0546dB passband ripple (Ifeachor and Jervis, 1993), 
hence the digital filter was designed to give a maximum passband loss of 0.0546dB.  An 
algorithm to estimate the order of the required digital filter is given by (Rabiner and 
Gold, 1975).  The frequency parameters are converted to the s-domain before estimating 
the order and natural frequency, and then converting back to the z-domain. 
A filter order, N=3 was found to meet the required specifications and a comparison of 
the 3rd order filter with the magnitude response of the 64-point Hanning window is 
shown in Fig. 31.  The stopband attenuation provided by the digital filter therefore 
provides the stopband attenuation necessary to reject signals in adjacent frequency 
bands with comparable performance to the 64-point Hanning window. 
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Fig. 30:  Fourier transform of a 16-point Hanning window 
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Fig. 31:  Comparison of 64-point Hanning window with 3rd order IIR digital filter 
 
The use of 3rd order filters and the cutoff frequencies given above will define the 
temporal resolution of the spectral estimate.  The value of M has been chosen 
empirically in order to obtain a reliable estimate of the signal amplitude in each 
frequency band.  Indicative results are shown in Fig. 32 using M=3. 
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(a) Sensor erratic from t=100mins 
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(b) Sensor spike fault at t=75 mins, hardover fault at t=150mins 
 
Fig. 32:  Fuzzy sensor validation using a parallel filterbank 
 
The results shown in Fig. 32a and Fig. 32b indicate that the parallel filterbank can be 
used to generate the change detection parameters, with an improved temporal resolution 
compared with the FFT.  Unfortunately the response to very short duration faults is sub-
optimal due to the time delay caused by the finite response time of the bandpass filters 
and associated M-point smoothers.  The delay is particularly noticeable in Fig. 32b and 
is a function of the bandwidth of the filters used to estimate the spectrum.  The sensor 
spike fault occurs at t=75 mins, however the minimum sensor status value, 0.34, is not 
reached until t=79 mins.  Indeed the fuzzy sensor status remains unchanged at 1 until 
t=78 mins.  It is possible to delay the sensor readings by the requisite number of 
samples to compensate for the finite response time although this may impact on the 
performance of any control loops utilising the sensed data.  The time delay may, 
however, be preferable to acting on faulty data. 
Unfortunately the validation scheme does not reliably detect sensor ‘stuck’ faults as 
these do not always induce significant and sustained changes in the frequency spectrum 
of the sensor output signal.  This limitation can be addressed in part by using prior 
knowledge of the process being sensed to reduce the status value according to some 
predefined strategy.  For example if the sensor output remains unchanged for some 
predetermined time period then progressively decrease the fuzzy sensor status value.  
Such an approach is illustrated in Fig. 33.   The fault occurs at t=120 mins and the status 
value is linearly reduced when the sensor output is unchanged for 30 mins. 
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Fig. 33:  Detecting a sensor stuck fault at t=120 mins. 
 
6.4.2) Competitive Sensor Fusion 
The goal of a competitive fusion system with multiple sensors is to produce a valid and 
reliable estimate of the measurand despite the failure of one or more of the sensors.  If a 
system has N sensors that are operating correctly the measurand can be estimated using 
the simple arithmetic mean: 
¦
 
 
N
i
iyN
y
1
1
ˆ
  (6.13) 
This may reduce random errors (by a maximum of N  if the sensor measurement 
errors are uncorrelated) but will have no effect on bias errors and consequently the fused 
result is likely to be less accurate than the ‘best sensor’. 
In the event of a sensor failure, outlier detection can be used to identify measurements 
that are inconsistent with the rest of the data set.  A variety of statistical tests can be 
used to detect outliers, for example a discordance test that identifies changes in certain 
ratios (i.e. 
y
yy
V
 ).  The fused result can then be determined using the arithmetic mean 
of the measurements deemed ‘valid’ (Keaton et. al., 1998). 
(Bloch, 1996) defines a class of fusion operators termed ‘context dependent’.  The 
behaviour of these operators depends not only on the values to be fused, but also on 
global knowledge or some measure on the sources to be combined.  An example cited 
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by Bloch is the situation where it is possible to assign a numerical degree of reliability 
to each source.  A suitable fusion operator may take the form: 
 )(),...2(),1(,,...,ˆ 21 Nsourceyreliabilitsourceyreliabilitsourceyreliabilityyyfy N  (6.14) 
for the case where N sources are combined. 
Consider the situation where a fuzzy status value is derived for each of the N sensors.  
This is illustrated in Fig. 34.  It is proposed that the fuser provides two outputs: 
x The fused result; 
x A fuzzy status value for the fused result indicating the underlying levels of 
confidence in the sensors used to derive the result. 
For competitive fusion the fused result can be determined using a weighted average of 
sensor status values and sensor readings: 
¦
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and the status value of the fused result can be estimated using the arithmetic mean: 
¦
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Intuitively, however Eqn. 6.16 may give a rather pessimistic view.  Consider a system 
with 5 identical sensors.  In the event of the catastrophic failure of a single sensor the 
status value of the fused result will reduce to 8.0ˆ  HP  even though the fused result is 
being calculated using 4 good sensors.  The context independent variable behaviour 
fusion operator given in Eqn. 6.8 (page 98) and due to (Karlsson, 1998) has therefore 
been considered to determine HPˆ : 
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where K[1,f]. 
The behaviour of this algorithm is illustrated in Fig. 25b (page 100).  The fuser exhibits 
severe behaviour if the majority of 5.0HiP  and indulgent behaviour if the majority of 
5.0!HiP .  The parameter K is established empirically, although Karlsson recommends 
that K=2 is generally a good starting point. 
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Fig. 34:  Fuzzy fusion architecture with sensor validation 
 
Indicative results are shown in Fig. 35 for the fusion of three thick film pH sensors.  The 
mean-squared error of the fused result is 4.108u10-6 compared with 3.456u10-6, 
3.775u10-6 and 6.878u10-6 for the three sensors individually.  Thus the fused result is 
less accurate than the best single sensor.  
Fig. 36 illustrates a spike fault affecting Sensor 1 at t=75 mins, while Sensor 2 fails at 
t=150 mins (hardover fault).  The fused result is relatively unaffected by the sensor 
faults.  The response of the fuzzy confidence measure can be adjusted using the 
parameter K from Eqn. 6.17 based on prior knowledge or particular operational 
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requirements.  Indicative results are shown for K=2 and K=5.  As expected, increasing K 
has the effect of increasing the overall confidence level. 
Fig. 37 and Fig. 38 show the effect of an erratic fault.  The Sensor 4 measurement is 
erratic from t=100 mins.  It is clear that the fuzzy sensor validation and fusion scheme 
provides good immunity to the sensor faults, while comparison of Fig. 37 and Fig. 38 
confirms that the use of four sensors gives better performance than obtained using three 
sensors.  In both cases the fused status value has been obtained using Eqn. 6.17 with 
K=2. 
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Fig. 35:  Fusion of three thick film pH sensors 
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Fig. 36:  Fuzzy sensor validation and fusion with 3 sensors - Sensor 1 spike fault at t=75 
mins, Sensor 2 hardover fault at t=150 mins. 
 116
 -0.09
-0.085
-0.08
-0.075
-0.07
-0.065
0 50 100 150 200 250
time (mins)
v
o
lta
ge
 (V
) Control
Sensor 2
Sensor 3
Sensor 4
Estimate
 
0
0.2
0.4
0.6
0.8
1
0 50 100 150 200 250
time (mins)
fu
se
d 
st
at
us
 v
al
ue Sensor 2
Sensor 3
Sensor 4
Average
K=2
 
Fig. 37:  Fuzzy sensor validation and fusion with 3 sensors - Sensor 4 erratic from t=100 
mins. 
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Fig. 38:  Fuzzy sensor validation and fusion with 4 sensors - Sensor 4 erratic from t=100 
mins. 
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6.4.3) Complementary Sensor Fusion 
The fuzzy sensor validation and fusion scheme described above and illustrated in Fig. 
34 (page 114) can also be employed for complementary sensor fusion, although there 
are some important differences: 
x A complementary fusion scheme does not have the benefit of redundant sensors 
and hence the fused result can only be determined by combining data from the 
individual sensors used to measure each phenomenon; 
x The fused status value indicates the underlying levels of confidence in the 
sensors and this provides a useful qualitative indication of the quality of the 
fused result. 
These differences can be illustrated by considering the well-known example of fusing 
wind speed and air temperature to obtain wind chill factor.  Assume that Sensor 1 
measures wind speed and Sensor 2 measures air temperature.  The fused result is 
calculated simply using .  Now if fuzzy status values are computed for each 
sensor, a status value for the fused result can be determined.  A possible solution is to 
use the min fusion operator to obtain the desired result, however this has the 
disadvantage of giving a result dependent only on the ‘worst’ sensor.  The product 
fusion operator: 
21ˆ yyy  

 
 
N
i
HiH
1
ˆ PP    (6.18) 
will, however, give a result that is dependent on all of the sensor status values.  The 
operation of this fuser can be investigated, for example if N=2 
8.01  HP  12  HP  8.0ˆ  HP  
5.01  HP  5.02  HP  25.0ˆ  HP  
01  HP  12  HP  0ˆ  HP  
 
The results demonstrate that the fused status value is reduced appropriately if both 
sensors used to compute the fused value yield results outside the acceptable range. 
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6.5) Concluding Remarks 
A new sensor validation scheme has been devised.  The basis of this novel approach is 
the use of analytical redundancy to provide the on-line sensor status output PH[0,1], 
where PH=1 indicates the sensor output is valid and PH=0 when the sensor has failed.  
The fuzzy status output is derived from change detection parameters based on spectral 
analysis of the sensor output signal.  An empirical design procedure has been 
formulated using the output of a healthy sensor to parameterise the fuzzy sets used by 
the change detection parameters.  The technique is portable, model-free and applicable 
to a wide range of sensor types. 
An appropriate context dependent fusion operator can be used to perform competitive, 
cooperative or complementary sensor fusion, with a status output from the fuser 
providing a useful qualitative indication of the status of the sensors used to derive the 
fused result.   
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7) Discussion 
This chapter demonstrates how the work has met the original research aims set out in 
Section 1.2 (page 15).  The original aims were to review existing schemes for 
multisensor fusion and sensor validation, and propose new methods for sensor 
validation and fusion, with particular emphasis on the measurement of pH using thick 
film sensor electrodes.  This section evaluates the work that has been completed, sets 
out the original contribution to knowledge and makes recommendations for further 
work. 
 
7.1) Multisensor Fusion 
Multisensor fusion is a powerful technique that has found use in a wide range of 
application areas.  Early applications were in the area of defence and this military 
heritage is evident in the taxonomy of the data fusion process produced by a working 
group established by the US Department of Defence Joint Directors of Laboratories 
(JDL) in 1986.  Following the JDL model, many authors consider fusion at three levels.  
Data level fusion combines raw data from the sensors, feature level fusion uses feature 
vectors extracted from individual sensor observations, while in decision level fusion a 
separate decision is produced for each sensor and these are then combined. 
Data (low level) fusion is generally considered to be the most accurate, but the sensors 
are required to be commensurate and a large communications bandwidth may be 
required to transmit the sensor observations to the fusion centre.  The process of feature 
extraction necessary for feature (medium level) fusion may lead to a loss of information, 
although the bandwidth requirements are generally reduced.  Decision (high level) 
fusion integrates decisions made by the individual sensors.  This is generally considered 
to be the least accurate method but is useful when the individual sensors are not 
commensurate. 
There is no ‘universal’ data fusion scheme or algorithm.  Instead a series of application 
specific solutions have been proposed and some efforts have been made to articulate 
generalised guidelines for system designers.  The lack of formal design rules and 
standard architectures, coupled with the military emphasis of much of the early work, 
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may have contributed to the comparatively limited use of data fusion for non-military 
applications.  Many operational data fusion systems employ just two sensors or make 
use of simple fusion techniques, for example a majority voting scheme or simple 
averaging of multiple sensor observations. 
Mathematical tools are required to represent the data within some formal framework 
and then combine the data.  Four main approaches are employed and these are listed in 
Table 14. 
Probability theory Bayesian method 
Kalman filter 
Evidence theory Dempster-Shafer 
Fuzzy set and possibility theory Fuzzy sets and systems 
Neural networks Artificial neural networks 
Table 14:  Examples of mathematical tools used for data fusion 
 
The probabilistic and evidence-based methods generally require prior information about 
the sensor characteristics.  A common failure in data fusion is to model the sensor in 
some convenient way, typically using static, zero-mean Gaussian probability 
distributions.  ‘Real world’ sensors operating in a dynamic environment and subject to 
non-Gaussian conditions are very unlikely to behave in such an expedient manner, and 
this can have a serious detrimental effect on the overall performance of the data fusion 
process. 
The derivation of closed-form expressions for sensor distributions can be an arbitrarily 
complex task, requiring detailed knowledge of areas such as device physics, electrical 
engineering and statistical modelling.  An alternative approach employs empirical data 
for fusion rule estimation.  Specific techniques include feedforward neural networks and 
the N-W kernel estimator, however these are generally applicable only to stationary 
systems and depend on the availability of adequate training data. 
 
7.2) Sensor Validation 
Sensors play a vital role in science, engineering and technology.  A sensor should 
respond to a physical or chemical quantity to produce an output that is a measure of that 
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quantity.  In some circumstances, however the sensor may give an incorrect output.  
Possible sensor faults include permanent catastrophic failures, short duration (spike) 
faults and incipient (slowly developing) failures.  The consequences of acting on faulty 
sensor data may be potentially very serious; for example information provided by a 
biomedical instrumentation system may be used by a clinician to make critical decisions 
about treatment.  Some form of fault detection scheme is therefore required to validate 
the sensor readings.  Essentially the validation process is concerned with recognising 
when an observed value lies outside the expected range.  Invalid data may result from 
sensor faults, or faults in the signal processing or signal transmission systems.  Different 
techniques are required for the validation of a single measurement, a single control loop 
or complex system.  Two fundamentally different approaches have been developed: 
x Physical redundancy – uses parallel hardware sub-systems; for example N 
separate sensors with outlier detection to recognise any value that is 
inconsistent with the rest of the data set; 
x Analytical redundancy – sensor output signals are continuously monitored and 
a failure causes the observed readings to deviate from the predicted values 
determined either off-line or on-line, often using some model-based estimation 
scheme. 
In recent years a hierarchical approach to sensor validation has become popular due to 
the development of (1) ‘smart’ or ‘intelligent’ sensors, and (2) bus systems such a 
Fieldbus to communicate measurement results and control signals. 
Desirable characteristics of a local sensor validation scheme were established in Chapter 
3 (page 46) and include:   
x Comprehensive – capable of detecting and diagnosing various modes of sensor 
failure; 
x Portable – applicable to a wide range of sensors; 
x Simple – able to be performed locally; 
x Expeditious – providing prompt detection and diagnosis; 
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x Process independent – free from the requirement of developing a detailed 
process model. 
A number of local sensor validation schemes are described in the literature, and there is 
considerable variation in both the mechanism employed to detect the occurrence of a 
fault and the nature of the information provided by the validation scheme.  Many 
validation schemes provide a simple binary status output.  This provides effective 
annunciation of a catastrophic sensor failure, however it does not naturally cope with 
the wide range of incipient or ‘soft’ sensor faults that may occur. 
In the SElf VAlidating Sensor (SEVA) model the measurement uncertainty and device 
status are reported with each measurement, however the few operational SEVA sensors 
that have been developed use an analytical model of the sensor derived from a detailed 
understanding of the device physics and possible sensor failure modes. 
Another approach to sensor validation uses spectral analysis to characterise the sensor 
output signal.  The sensor output signal is partitioned into a number of separate 
frequency bands, with sensor faults detected by comparing the signal amplitude in these 
bands with a-priori threshold values.  This technique does not reliably detect all 
possible failure modes and a considerable amount of experimentation may be required 
to determine the various threshold values. 
 
7.3) Multisensor Fusion using the Nadaraya-Watson Kernel 
Estimator 
The N-W kernel estimator is a well-known non-parametric estimation technique.  It has, 
however, found only limited use as a fuser.  Previous applications of the technique have 
been limited in scope and complexity, with no formal design methodology.  The N-W 
estimator with Haar kernel functions yields a fuser implementation that is efficiently 
computable, however the artificial neural network also provides a convenient and well-
established method of approximating some non-linear function based on training data.  
Commercial design tools and extensive literature are also available for the artificial 
neural network.   
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An empirical design procedure for the N-W fuser has been devised and validated.  
Essentially this process requires the following interrelated steps: 
x Select a set of n observations that covers the full operating range of the 
measurement system; 
x Implement the fuser and select a value for h such that at least one Yi lies in J for 
all y, and the mean squared error of the fuser is minimised; 
x Increase or reduce the number of observations as appropriate, or replace one or 
more of the prior observations; 
x Repeat this process until acceptable performance achieved. 
The fuser design process seeks to balance overall performance against complexity 
(number of observations).  There is an inherent trade-off involved in the choice of 
bandwidth:  the effect of random errors will be reduced by increasing the bandwidth and 
hence including more observations in the computation of the estimate, while the effects 
of bias errors are reduced by reducing the bandwidth and hence including fewer 
observations. 
The N-W fuser has been used to fuse an array of thick film pH sensor electrodes.  This 
is a new application of the technique.  The measurement of pH is very important in a 
wide range of application areas, however the conventional glass pH electrode has the 
highest sensitivity to process conditions and engineering and maintenance practices of 
the common industrial measurements.  Consequently a variety of thick film pH 
electrodes have been proposed. 
Complementary pH sensor responses can be conveniently obtained by screen-printing 
thick film sensor electrodes using different metal oxides onto a single substrate.  In this 
work sensors based on the oxides of iridium, ruthenium and titanium have been fused.  
(Fog and Buck, 1984) have investigated the characteristics of these metal oxides as pH-
sensitive electrodes.  The complementary nature of the sensors is evident from Table 15.  
All devices exhibit near-Nernstian characteristics over the pH range 2 – 10.  
Unfortunately, however, all devices have some sensitivity to oxidixing and reducing 
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agents, with two sensors affected by iodide and individual devices also affected by the 
ions of fluoride, chloride and bromide. 
Metal 
Oxide 
Sensitivity 
mV/pH 
Recommended 
pH range 
Accuracy 
rmV 
Hysteresis 
pH 2o12 o 
2 
rmV 
Redox 
interference 
rmV 
Other 
interferences 
Titanium 55.0 2 – 12 15 30 100 F  
Ruthenium 61.8 2 – 12 2 9 100 I  
Iridium 59.8 2 – 10 2 25 20  IBrCl ,,  
Table 15:  Characteristics of metal oxides as pH-sensitive electrodes 
[Source: (Fog and Buck, 1984)] 
 
The potential benefits of fusing multiple thick film pH sensors include: 
x Uncertainty reduction by multisensor fusion is best achieved by fusing 
complementary sensors.  Complementary pH sensors are readily fabricated by 
screen-printing thick film sensors using different metal oxides.  The combined 
sensors will therefore be less susceptible to errors caused by the ionic 
composition of the solution being sensed; 
x Thick film technology provides a robust, low-cost, low-maintenance alternative 
to the conventional glass pH sensor electrode; 
x The system should continue to operate despite the failure of one or more 
sensors, although the performance may be degraded. 
Thick film sensors are generally manufactured in a batch process, where despite careful 
control of the manufacturing process, it is difficult to achieve reproducibility between 
batches.  The task of deriving an analytical model of the sensor is impractical due to the 
variable nature of the manufacturing process and the ionic composition of the solution 
being sensed.  Both of these factors influence significantly the operation of the thick 
film pH sensor.  The N-W fuser design is based on empirical data and should be suitable 
for all sensors produced in a particular batch.   
Despite the proven utility of the new design strategy, manual optimisation of the N-W 
fuser can still be very time-consuming.  The selection of n prior observations from a 
pool of p input-output pairs offers  possible solutions: SN
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pN S    (7.1) 
For example the selection of a set of 40 observations from a population of 100 yields 
1.33u1028 potential solutions.  The size of the search space is increased still further 
when the selection of the bandwidth parameter, h is also considered.  The GA is shown 
to be an effective tool for optimisation of the N-W fuser design.  In the work reported in 
this thesis, the number of observations is specified a-priori and the GA evolves the 
optimal subset of observations and value of the fuser bandwidth, however other 
configurations are also possible: 
x Allow the user to specify the bandwidth and then evolve optimal values for n 
and the subset of observations; 
x Evolve optimal values for n, the bandwidth and subset of observations. 
In the latter case, there is a trade-off between the conflicting goals of maximising the 
accuracy of the fuser and minimising the number of prior observations used.  This 
multi-criteria optimisation problem can be address in two ways.  First, the evaluation 
function could be modified to assess the fitness of a chromosome based on some 
weighting of the two factors.  The relative weights must be determined in advance and 
consequently this method may not be appropriate in all cases.  Second, the GA can be 
readily extended to cope with multi-criteria problems, and will then attempt to find the 
set of all partially optimal solutions. 
The performance of the N-W fuser has been evaluated using data from a variety of thick 
film pH sensors fabricated by the Thick Film Unit at the University of Southampton.  
To provide a benchmark, the various sensor combinations have also been fused using a 
feedforward neural network.  The N-W fuser gave results better than the single ‘best’ 
sensor in all configurations.  The results were comparable with those obtained using the 
neural network. 
The N-W fuser benefits from an implementation that is not reliant on topology or 
learning algorithm.  The fuser is a form of rule-based system, with rules based on the a-
priori observations, and the rules that ‘fire’ determined by the measurement vector.  The 
use of the Haar kernel, while simplifying the computation of the estimate, imposes one 
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significant constraint: the kernel bandwidth is equal for all N sensors.  This implies that 
the sensors are commensurate and have similar calibration constants.  The method is 
therefore most suited to the fusion of an array of similar sensors, although an alternative 
kernel function may overcome this limitation. 
The N-W fusion algorithm is relatively straightforward and can be implemented easily 
using a routine commercial general-purpose digital signal processor or even a 
microcontroller for applications employing a low sampling frequency. 
 
7.4) Multisensor Validation and Fusion using the Nadaraya-
Watson Kernel Estimator 
A new integrated sensor validation and competitive fusion scheme has been devised, 
based on the N-W kernel estimator.  The basis of this approach is that a N-W estimator 
using Haar kernels is configured to fuse a number of individual sensors.  In a 
competitive fusion system the sensors all measure the same phenomenon, although the 
sensors themselves may have complementary responses, such as with the thick film pH 
sensor electrodes described above. 
The observations used to implement the estimator are obtained only from healthy 
sensors selected using the empirical design procedure summarised in Section 7.3.  
During normal use at least one Yi lies in J for all practical values of the measurement 
vector, y.  If, however, one or more of the sensors gives a faulty reading no Yi’s will lie 
in J.  Pattern matching techniques are then used to identify the closest a-priori 
observation YNN.  Individual sensor readings that are inconsistent with this value can 
then be neglected and the N-W estimator reconfigured to compute the estimate using 
observations provided by the remaining sensors.  The average detection threshold is 2h , 
with further noise cancellation provided by the inherent smoothing action of the kernel 
estimator.  The level of discrimination provided by the validation scheme is therefore 
established by implementing the estimator using an appropriate number of prior 
observations. 
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Identification of any sensor that fails permanently is useful as it may be inefficient to 
simply confirm that a failed sensor is still faulty using every set of measurement data.  
Three different strategies are possible: 
x A sensor may be masked permanently when a single invalid reading is obtained.  
This strategy is easy to implement but may mask sensors that are fundamentally 
sound due to single spike errors.  It is desirable to retain the maximum number 
of active sensors in the array; 
x A sensor may be masked permanently when some pre-determined number of 
errors or error rate is observed; 
x Faulty sensors can be identified on a sample-by-sample basis.  This imposes the 
heaviest computational demand but provides the best dynamic response to 
transient errors, for example spike errors. 
In practice the strategy adopted may depend on the particular operational requirements 
or a-priori information. 
The new algorithm is shown to reliably detect and compensate for bias errors, spike 
errors, hardover faults, drift faults and erratic operation, affecting up to three of the five 
sensors in the array.  The fused result is more accurate than the single best (active) 
sensor in the array, although the performance is better when three or more sensors are 
used to compute the fused result.  The algorithm is model-free, robust and relatively 
easy to compute.  It does, however rely on physical redundancy.  The N-W estimator-
based validation scheme performs outlier detection, identifying measurement vectors 
that are not consistent with the a-priori observations.  The symmetrical nature of the 
Haar kernel means that the estimator can be easily reconfigured using the same 
observations.  An artificial neural network could not provide this degree of flexibility 
because reconfiguration of the feedforward network to accept one less sensor input 
would generally need to be accompanied by retraining. 
It is proposed that the sensor validation and fusion algorithm can be used to realise a 
‘virtual sensor’ as shown in Fig. 39.  All sensors in the array measure the same 
phenomenon, although uncertainty reduction is generally improved if the sensors have 
complementary responses.  Sensor validation and fusion is achieved using the N-W 
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kernel estimator.  A sensor array can be fabricated conveniently using thick film 
technology and excellent experimental results have been obtained using an array of pH 
electrodes based on the metal oxide principle.  Another advantage of the validation 
algorithm is that it can provide on-line information about the number of healthy (active) 
sensors used to obtain each measurement.  This is a useful status output and can be used 
to signal the need for maintenance, for example replacement of the sensor array, when it 
is deployed in a hostile environment. 
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Fig. 39:  Sensor validation and fusion using the N-W kernel estimator 
 
With reference to the idealised characteristics of a local sensor validation scheme 
(Section 7.2 page 122), it is clear that this new scheme is capable of detecting and 
compensating for all of the common sensor failure modes.  The technique is model-free 
and based only on a-priori observations obtained from healthy sensors.  It can be 
applied to any group of sensors measuring the same phenomenon, although the sensors 
must have similar calibration constants due to the symmetrical nature of the Haar kernel 
function.  The algorithm can be configured to reject faulty sensor data on a sample-by-
sample value, and although this imposes a significant computational burden, no 
sophisticated signal processing is required.  It should therefore be possible to implement 
the validation and fusion algorithm using inexpensive hardware. 
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7.5) Fuzzy Sensor Validation and Fusion using Analytical 
Redundancy 
The sensor validation and fusion algorithm based on the N-W estimator relies on sensor 
redundancy.  The size, weight and financial penalties associated with this approach are 
reduced considerably by the use of thick film sensors, however this technique will not 
be suitable for all sensor types or measurement applications.  A new approach is 
therefore proposed using analytical redundancy to generate a fuzzy indication of the 
sensor state, PH[0,1], where PH=1 indicates the sensor output is valid and PH=0 when 
the sensor has failed (Fig. 40).  This fuzzy measure of sensor state is more useful than a 
simple binary status output, but does not require the rigorous analytical model necessary 
to estimate measurement uncertainty, for example in the SEVA system. 
The fuzzy status value has been obtained using classical spectral analysis to partition the 
output signal from the sensor into separate frequency bands.  The number of frequency 
bands and individual bandwidths can be established empirically.  Four equal frequency 
bands have generally provided reliable fault detection for the experimental work 
reported in this thesis.  Change detection parameters were derived based on the average 
signal power in each frequency band.  These were fuzzified using trapezoidal 
membership functions.  Each change detection parameter used a separate membership 
function parameterised using empirical data from a healthy sensor.  Initial values for the 
membership functions were provided using Eqn. 6.10 (page 102).  The fuzzy change 
detection parameters were then fused using a suitable operator, the severe and easily 
computable min operator was found to give consistently good results. 
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Fig. 40:  Fuzzy sensor validation 
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The technique is model-free and applicable to a wide range of sensors.  Although some 
experimentation may be necessary, it is relatively easy to establish the various detection 
parameters and parameterise the fuzzy sets.  The method provides reliable detection of 
sensor faults, with the exception of ‘stuck’ faults, where it is proposed that the use of a-
priori information about the process being sensed can help overcome this limitation.  
Problems arise, however due to the temporal resolution of the method used to estimate 
the frequency spectrum.  The use of contiguous bandpass filters to estimate the 
frequency spectrum therefore had some advantage over the discrete Fourier transform in 
this regard.  It is also suggested that oversampling the sensor output signal will improve 
the temporal resolution, however this may add to the cost and complexity of the 
validation scheme.  Practical implementation may require the use of an inexpensive 
fixed-point digital signal processor, because while the technique is conceptually simple, 
spectral analysis can impose a significant computational burden. 
A suitable on-line indication of measurement quality can also be used by a context 
dependent fusion scheme, where the fusion operator is expressed in the form: 
 HNHHNyyyfy PPP ,...,,,...,ˆ 2121   (7.2) 
where N sources are combined, yi is the measurement value provided by sensor i and PHi 
the on-line fuzzy status value for sensor i. 
The choice of a suitable fusion algorithm will depend on the type of information 
provided by the sensors, and also the nature of the inferences required from the fusion 
system.  Two separate cases have been considered.  In a competitive fusion system more 
than one sensor provides information about a particular phenomenon and the fusion 
scheme can therefore estimate the measurand using the individual sensor readings, 
weighted by the fuzzy measure of sensor state.  In a complementary fusion system there 
may only be a single sensor measuring each phenomenon.  The fused result must 
therefore be estimated using the information available, however the fusion scheme 
provides an overall status value for the fused result.  The fused status value, HPˆ  is a 
fuzzy measure that indicates the state of the underlying sensors used to derive the fused 
result.  This approach is illustrated in Fig. 41.  The method used to estimate HPˆ  will 
depend on the type of fusion system, however the following have been used with good 
results: 
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x Competitive fusion - the context independent variable behaviour fusion operator 
due to (Karlsson, 1998); 
x Complementary fusion - the severe product fusion operator. 
In both cases the fusion operator has intuitive appeal.  The competitive fusion system 
will estimate the value of HPˆ  using severe behaviour if the majority of sensors have 
PHi<0.5 and indulgent behaviour if the majority have PHi>0.5.  Complementary fusion 
will always estimate the value of HPˆ  using severe behaviour, hence 5.0ˆ HP  if the 
majority of sensors have PHi<0.5.  Cooperative fusion can use the approach described 
above for complementary fusion. 
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Fig. 41:  Fuzzy sensor validation and fusion 
 
7.6) Implementation 
The algorithms developed in this thesis have been implemented and evaluated using the 
MATLAB software with the Signal Processing toolbox.  Most of the practical work was 
carried out using MATLAB Version 6 running on a personal computer with a 600 MHz 
Celeron processor, 256MByte RAM and the Windows 2000 operating system. 
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7.7) Suggestions for Further Work 
7.7.1) Implement multi-criteria optimisation of the Nadaraya-
Watson fuser design using a Genetic Algorithm 
The use of a GA to evolve optimal values for n, the bandwidth and subset of 
observations has conflicting requirements:  increasing the number of observations 
employed leads to an improvement in the accuracy of the fuser.  The multi-criteria 
optimisation problem can be addressed in two ways.  First, the evaluation function 
could be modified to assess the fitness of a chromosome based on some weighting of 
the two factors.  The relative weights must be determined in advance and consequently 
this method may not be appropriate in all cases.  Second, the GA can be readily 
extended to cope with multi-criteria problems, and will then attempt to find the set of all 
partially optimal solutions. 
 
7.7.2) Incorporate the algorithms in a rugged intelligent sensor 
Sensors may be required to operate in a hostile environment.  Implementation of an 
intelligent sensor based on the new schemes for multisensor fusion and fuzzy sensor 
validation will require mechanical, electrical and electronic design for field 
environments.  Given that robust algorithms have been devised, the next stage is to 
embed the operation into specific hardware.  Possible solutions include a Personal 
Computer with standard analogue and digital interfaces for small-scale or laboratory 
use.  For larger production volumes the required functionality may be provided using a 
general purpose digital signal processors or field programmable logic device.  
Application-specific integrated circuits may be cost effective for large production 
volumes (Clarke, 2000). 
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8) Conclusions 
x Multisensor fusion and sensor validation techniques are often based on 
analytical sensor models, however the derivation of a suitable model can be 
impractical in some circumstances.  Designs based on empirical data have 
therefore been proposed. 
x The N-W kernel estimator based on Haar kernels provides a useful alternative to 
the feedforward neural network for multisensor fusion where sensor 
distributions are unknown.  In both cases the fuser is implemented using data 
obtained by experimentation.  These data are used explicitly in the case of the N-
W estimator, and to adapt the weights of the neural network.  The Haar kernel 
function yields an implementation that is efficiently computable, however the 
sensors are required to be commensurate and have similar calibration constants.  
The N-W fuser can be designed using manual optimisation, although this 
approach can be rather time consuming.  Better results are obtained using a 
genetic algorithm to automate the fuser design process. 
x The N-W estimator can be used as the basis of an integrated sensor validation 
and fusion scheme.  The detection properties of the validation technique are 
directly related to the bandwidth of the estimator.  The technique is model-free 
and requires only prior observations from sensors that are operating correctly.  It 
is, however, reliant on physical (sensor) redundancy.  The new algorithm can 
reliably detect and compensate for all of the common sensor failure modes.  No 
sophisticated signal processing is required and it should be possible to 
implement the validation and fusion algorithm using an inexpensive fixed-point 
general-purpose digital signal processor or even a microcontroller for 
applications utilising a low sampling frequency. 
x The N-W sensor validation and fusion scheme can be used to reduce 
measurement uncertainty and improve system reliability, for example in the case 
of pH measurement using an array of thick film metal oxide measurement 
electrodes.  This approach is particularly beneficial when the array is deployed 
in a dynamic measurement environment or used as a low-cost disposable sensor. 
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x A sensor validation scheme using analytical redundancy can provide a useful on-
line indication of sensor status.  The status output of this new sensor validation 
scheme is PH[0,1], where PH=1 indicates the sensor output is valid and PH=0 
when the sensor has failed.  The fuzzy measure is derived from change detection 
parameters based on spectral analysis of the sensor output signal.  An 
appropriate context dependent fusion operator can then be used to perform 
competitive, cooperative or complementary sensor fusion, with a status output 
from the fuser providing a useful qualitative indication of the status of the 
sensors used to derive the fused result.  The fuzzy sensor validation scheme is 
model-free and applicable to a wide range of sensors, however the temporal 
resolution of the validation scheme is constrained by the spectral estimation 
technique employed.  Some additional signal processing based on a-priori 
information may also be required to reliably detect all possible sensor failure 
modes.  Practical implementation may require the use of an inexpensive fixed-
point digital signal processor, because while the technique is conceptually 
simple, spectral analysis can impose a significant computational burden. 
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Appendix 1 – Experimental Procedure 
This appendix describes how the experimental data presented in this thesis were 
collected.  The thick film pH sensors were fabricated by the Thick Film Unit at the 
University of Southampton as part of the EU CRAFT project SpHINX – Sensors for 
measuring pH in inks (BRST-CT-98-5521). 
The experimental procedure was intended to simulate an ink bath on a typical offset 
printer.  The ink was pumped from a tank up into a tray approx 300mm by 200mm to a 
depth of approx 50mm.  In order to simulate ink usage this was then drained into a 
further tray approx 0.5m below the first.  This then in turn drained back into the ink tank 
(Fig. A1.1). 
The sensors were placed in the second tray as the ink in the first tray was prone to 
foaming, which made taking readings difficult.  The sensors were mounted on a floating 
platform, which could hold approx 20 sensors at any one time (Fig. A1.2).  All readings 
were measured against a standard BDH reference electrode.  The pH level was 
modulated by adding either ammonia to increase it, or acetic acid to reduce it.  The 
additions were made in the ink tank as the pump also had the effect of mixing the 
solutions. 
Temperature was regulated by placing the ink tank in a temperature controlled water 
bath.  All sensors were logged using a Keithley 2700 data logger with a sampling 
frequency of 601  Hz.  A calibrated glass pH sensor electrode was also used to monitor 
pH level in the second tray, again relative to the commercial reference electrode. 
Test data employed for the work presented in this thesis were obtained from sensors 
fabricated from the oxides of iridium, ruthenium and titanium.  Results are shown in 
Fig. A1.3.  The mean squared error (MSE) for each sensor can be calculated (Table 
A1.1).  Sensors have been selected such that two of the five provide relatively good 
overall results (Sensors 1 and 2).  Two offer average performance (Sensors 3 and 4), 
while Sensor 5 provides a relatively poor indication of pH level.  It is intended that a 
well-designed fusion scheme should provide results that are more accurate than the 
single best sensor. 
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Fig. A1.1:  The experimental rig [Photograph courtesy of John Atkinson] 
 
 
Sensor 1 2 3 4 5 
MSEu106 3.456 3.775 6.878 5.698 8.131 
Table A1.1:  Mean squared error of thick film pH sensors 
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Fig. A1.2:  Sensors mounted on a floating platform in the ink tank [Photograph courtesy 
of John Atkinson] 
 
-0.09
-0.085
-0.08
-0.075
-0.07
0 50 100 150 200 250
time (mins)
v
o
lta
ge
 (V
)
Control
Sensor 1 (Ir)
Sensor 2 (Ir)
Sensor 3 (Ru)
Sensor 4 (Ti)
Sensor 5 (Ru)
 
Fig. A1.3:  Test results obtained from five thick film pH sensors 
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