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ABSTRACT
The principal aim of this study is to measure the Bose-Einstein
"classical" or "beat frequency" fluctuation in a stream of photons from
a source in thermodynamic equilibrium, and thus to verify the Einstein-
Fowler equation of statistical thermodynamics:
(AE) = kT2 aT
By quantum statistical means, the fluctuation in the stream of radiation
incident on a detector from a source at temperature, T, is determined.
Further, the amount of cross-correlation expected for the output cur-
rent of two detectors illuminated by this source is derived. It is shown
that the measured cross-correlation depends on the source tempera-
ture and can be used as a measure of source temperature.
The use of cross-correlation to detect photon fluctuations has
been termed "intensity interferometry" by Hanbury, Brown and Twiss.
Their theory of the intensity interferometer, based on an electro-
magnetic formulation is reproduced. Their results are then compared
to the quantum statistical results in the region of common applicability.
The two theories are found to concur.
In order to make the proposed measurements, one is forced to
use a source in true thermal equilibrium, i.e., at 3500°K or less.
Previously described intensity interferometers are excessively slow
at these low temperatures and source intensities. It is shown that the
infrared spectral region is inherently optimum for speed in intensity
interferometry, but that a microwave maser system may be com-
petitive with the best available infrared detectors.
To the author's knowledge the system constructed to detect the
sought fluctuations is the first infrared system using correlation tech-
niques to detect signals far below the detector and the photon shot
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noise level. It uses cooled PbS detectors and is capable of de-
tecting signals with signal-to-noise ratios of three percent in about
twenty minute integration times.
The results of the photon fluctuation experiments are reported.
'The measured correlation value agrees with the value predicted by the
L-instein-Fowler equation, within the experimental error. An indica-
tion of the reliability of the entire set of measurements is the final
signal-to-noise ratio of all measurements taken together. This is 3.9.
There is a probability of less than one part in 104 that this signal-to-
noise ratio or a higher one could be produced by chance.
Several applications of intensity interferometry are described.
The ultimate sensitivity of the two-detector system is compared to a
conventional system in the light of the classical noise, and the effect
of classical fluctuations on the detection and transmission of very weak
signals is discussed.
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CHAPTER I.
LIGHT FLUCTUATIONS
1. Introduction
When a weak beam of light is incident on a cooled photomultiplier,
one can detect individual light quanta that trigger the photomultiplier. The
observed pulses appear to be spaced randomly, indicating a random ar-
rival of photons at the detector. If the beam of light is made more intense,
individual pulses become indistinguishable. One notices large fluctuations
in the photomultiplier current, representing the non-uniformities in the
photon stream. A minute examination of these fluctuations would show that
they are not purely random; there is a certain regularity to the arrival of
photons at the detector: they come in clumnps.
As early as 1911, Einstein 5 8 discussed light fluctuations using
statistical means. Later Bothe predicted that the distribution of photons
arriving at a detector would not be random because a fraction of the photons
emitted by a radiating body originate in stimulated transitions. In such a
transition, an inducing photon, interacting with an atomic system in an
excited state, stimulates a transition into a lower energy state with the
simultaneous emission of a quantum of light. This new, induced photon
has the same energy as the original inducing photon. Dirac showed that
the two photons also must have the same direction of polarization and
direction of propagation. He argued that if the two photons did not travel
in exactly the same direction, they would appear to have different fre-
quencies and, therefore, different energies when viewed from an arbitrary
frame of reference. In turn, this would imply that stimulated emission is
not a relativistically invariant process.
At high temperatures, stimulated emission becomes more probable
since a larger fraction of the atomic systems in the radiating body are in
Superscripts refer to references listed in the Bibliography.
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an excited state; one expects a larger fraction of the photons to be
emitted in pairs or higher multiples. The fluctuation in a stream of
photons emitted by a very hot source should, therefore, be appreciably
larger than the purely random :"shot noise" fluctuations expected for a
beam of this intensity.
This temperature dependence of the photon fluctuations was cor-
rectly expressed by Bothe, although more recent derivations (e.g.,
3 4
Brillouin or Fowler ) arrive at the same results by other means. One
writes the energy fluctuation in an ensemble of photons as
(AE) = kT a (1)
This expression is often called the Einstein-Fowler equation. Einstein
58discussed it in detail in 1911 . Applied to radiation emitted by a
blackbody radiator
V8rhv3 dv
v 3 hv/kTC e -1
this equation yields
(AE)z . 8h 2 v4 dv e ]'
-E c . ... hv/kT 1 { hv /kT -1 2
~~2~~~~ (2)hv~ + (8 Vd r ) ~v (Z)
To determine the fluctuation in the number of photons in' the stream, one
has only to remember that the photon energy equals hv, and therefore
,2
(An)' i n + 8vZ d V (1 + ehkT i ) (3)
Here the symbols have the following meanings: E is the energy of the
ensemble of photons, n is the number of photons, h is Planck's constant,
k is Boltzmann's constant, v is the spectral frequency of the radiation,
TR 364
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and T is the absolute temperature of the radiating body.
Equation (3) shows that there are two contributing terms in the
expression for the fluctuation. The first term depends only on the num-
ber of photons in the ensemble and gives rise to the shot noise. The
second term is seen to depend on the temperature of the radiating source;
it is the term that represents the photon clumping. In Chapter II it will
be shown that this second term is predicted by the electromagnetic wave
theory of radiation, and that it is a classical effect. To give it a
convenient name, it will be referred to as the "classical" or as the "beat"
fluctuation, since it represents beats between components of different
frequencies.
2. Measurement of the Classical Fluctuation
R. Hanbury Brown and R. 0. Twiss 5 to 16 and 24,25 have devised
an tintensity interferometers capable of measuring the classical fluctua-
tions. They have used the interferometer to measure angular diameters
of stars. Their instrument does not require the critical optical aligh-
ment which limits the usefulness of the Michelson stellar interferometer.
The principle of the intensity interferometer will be described in de-
tail later. However, a rough sketch of its operation is given here. The
main difficulty in measuring the classical fluctuation is that it usually is
strongly masked by shot noise or detector and amplifier noises. To over-
come this difficulty, one constructs the apparatus schematically drawn in
Fig. 1. A light source S illuminates a half-silvered mirror HSM. The
reflected light falls on detector D while transmitted light illuminates D 2 .
A modulation of the light at the source produces a signal in both detector
outputs. After amplification, the signal is fed into a correlator where the
two amplifier output currents are multiplied and the product is integrated.
Let the signal incident on each detector be s, where s represents
the modulation common to the radiation streams incident on the two de-
tectors. The effective noise signal due to the photon shot noise and de-
tector and circuit noises will be called n and n z . These noises are in-
dependent when the circuits are carefully constructed. On multiplying
TR 364
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Figure 1. Schematical diagram of a representative cor-
relating system. Light from the source S
passes through an optical filter F and is divided
into two beams by a half-silvered mirror HSM
before impinging on detectors D1 or D 2 . The
detector signals are amplified and correlated
in the-correlating electronics.
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the detector output currents, one has
(s + nl)(s + nz) s + snl + sn z + nn z . (4)
The first term on the right of equation (4) is always positive; the other
three terms have positive and negative signs in some random sequence.
On the average, these three terms contribute nothing to the time inte-
gral,
r (s + nl)(s + n)dt , (5)
which is dominated by the steadily increasing contribution of the sz
term. For a system having a response time at, one can show that the
signal-to-noise ratio at the correlator output, after an integration
time T, is
S/N SZ T
nl n z T ) (6)
52, 53where n and nz are assumed much larger than s . The advan-
tage of a correlation scheme in measuring the classical light fluctua-
tions can be understood pictorially in terms of Bothe's photon multiples.
When a photon pair is incident on the half-silvered mirror (Fig. 1),
there is a probability of one half for one of the photons to be transmitted
to detector D 1 , while the other photon of the pair is incident on D 2 If
on the average, one photon in an ensemble of m photons belongs to a
pair, the arrival of a photon at D1 implies a probability 1/2m that simul-
taneously a photon is incident at D. Hence, the photon arrival times
at the two detectors are partially correlated. The degree of correlation
detected at the end of a long integration time T is proportional to the
number of pairs incident on the detectors during this time and can be re-
lated to the classical fluctuation intensity. For this reason this instru-
ment has been called an "intensity interferometer. n The shot noise
fluctuation contributes only to the noise of the correlation measurements.
A modified version of the intensity interferometer has been
16, 17described by Hanbury Brown, Little and Twiss . Here the cor-
relator is replaced by a coincidence counter, and the number of photon
TR 364
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pairs is measured directly. One obtains an excessive coincidence count
over and above the number of random coincidences one would expect
from a knowledge of the incident photon flux and the system's response
time. Rebka and Pound 4, and Brannen, Ferguson and Wehlau 2 5 26
have confirmed the results of Hanbury Brown, Little and Twiss.
3. The Present Experiment
Experiments with the intensity interferometer have, up to the
present, always used very high intensity, high temperature sources.
Equations (2) and (3) show that the classical fluctuation increases as a
function of source temperature and can be measured most easily when
the temperature is as high as possible. Thus the light sources used in
the laboratory have been discharges, and stars have also been used as
light sources in stellar diameter measurements. In neither type of
source can one uniquely define the source temperature. The present
experiment sets out to verify the relationship between photon fluctuations
and temperature, defined by the Einstein-Fowler equation (1), and to
investigate whether or not fluctuations might serve as a convenient
measure of source temperature. Existing data cannot be used for this
purpose since none of the measurements were conducted with light
sources in true thermal equilibrium. This is particularly true of the
discharges where electron, radiation and gas temperatures often are
appreciably different. For this reason, the present experiment has
been confined to the much lower temperatures of incandescent sources.
At these temperatures, previously described equipment would have.re-
quired excessively long correlation times. Therefore, a new, faster
apparatus had to be built. This apparatus, some of the results obtained
with it, and some possible future use of the equipment will be described
in later chapters. However, first it will be necessary to discuss the
statistical thermodynamics of light fluctuations.
4. Statistical Thermodynamics of Radiation Fluctuations
The statistical fluctuations of the number of photons n in an
TR 364 6
ensemble is given by equation (3) as
(An) 2 n(1 + n/g) (7)
where g = 2 V4 r v 02 h3 vc is the number of cells of volume h 3 in
phase space, V is the volume in extension space, and v is the spectral
frequency of the radiation. The factor 2 accounts for the two possible
directions of polarization.
Consider only those photons in a narrow conical beam of solid
angle . The number of photons in the beam (Fig. 2) is N n2(41r) 1
-3
and the extension in frequency space is Q2 v 2 A v . The fluctuation
in the number of photons in the beam is
(AN ) = ( 1 + gN) - 1 , n/ 4 ) (8)
If one considers a detector which subtends an angle Q2 at the source, ex-
pression (8) gives the fluctuation of the number of photons N incident
on the detector in terms of the number of photons n in an ensemble at
the. source. For a blackbody radiator
n/g ( h v o / k T 1)- lI/g = (eh 'k )'(9)
so that
(N)= TN[1 + (eh°/kT - 1)=1] Nl + F(T,vo)] (10)
The quantity
F(T,v0 ) (e h v O/kT_ 1)' -1=/ (11)
also represents the fraction of induced radiative transitions (1), so that
for exp (hvo0 /kT) >> 1 one can say that N F is the number of truly
coincident photon pairs.
Consider the interaction of a photon beam with a photon counter
whose quantum efficiency is . Let a fixed number of photons N be in-
cident on this detector per counting interval, and N be the number of
e
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Figure 2. Illustration to accompany Chapter I, Section 4.
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excited photoelectrons. The fluctuation of N is
e
(AN) =Z -z Nz = (1E)N (12)
e e
since for a fixed number N, the photoelectrons have a binomial distribu-
tion. Allowing N to assume arbitrary values, and averaging over all
these values, one obtains
(AN) --N e (1 - E)N + 2 N2 -E2NZ
e e e
where N is defined by equation (12) and N = x N. By equation (10)
-n e · · e·.,, ,(13)
(NNe -c(1 -c)N + `N[ + F(T,Vo) EN + £ F(Tvo)] (13)
and hence
(ANe) c41i + c(ehV/kT_ 1)-i] cN(1 + en/g) (14)
To determine the cross-correlation in electron counts or in the
photocurrents of the two detectors in Fig. 1, one can write
(AN ) (AN +AN (ANe + (ANe )Z + Ne AN (15)e e l e2 el e 2 el e.
Therefore,
ZAN AN e= N(l + en/g)- 2 N(1 + Zn/g) (16)2e1 e z ~' en~g, L n
~~el e.~~~2
where the first term on the right equals (AN) , the fluctuation one
would observe if the signals from the two detectors were combined. The
term in square brackets is the fluctuation in the output from each of the
detectors taken separately. From equation (16) one has
2 
AN A N - N- (17)
el e z 4 g
TR 364
 
--- - -·------- I
9
The above derived dependence of the fluctuation on quantum efficiency
36 33
was under dispute between 1957 and 1959. Fellgett and Jones had
previously derived a linear dependence for radiation detectors in thermal
equilibrium with a radiating source. Their derivation was based on
34 35Nyquist's theorem as generalized by Callen and Welton . In 1957
Fellgett pointed out that the Hanbury Brown and Twiss expression, equiv-
alent to equation (13) above, would lead to a thermodynamic paradox.
12This was immediately denied by Hanbury Brown and Twiss . Recently
Jones, Fellgett and Twiss, in a joint article 3 7 admit that both deriva-
tions were correct, one for detectors in thermal equilibrium with the
source of radiation, the other for detectors effectively at 0°K. For
most detectors met in practice, one can assume that the detector does
not emit appreciable amounts of radiation, and equation (13) above is
correct.
In deriving expression (17), it was assumed that a random selec-
tion of incident photons interacts with the detector, and that on the average
a fraction E of the photons is effective. A similar model can be set up
to derive the fluctuation in the number of photons emitted by a gray rather
than a black body. One assumes blackbody radiation to exist inside the
light source. A fraction of the photons incident on the surface of the
source from the inside is allowed to pass through. Again, the selection
of these quanta is random and equation (17) holds. Transmission of light
through a filter also obeys the same equation. If one compounds the
source emissivity q, transmission by the medium between source and
detector p, and the detector quantum efficiency E, the product qpE sub-
stituted for E in equation (17) gives a general expression for the cross-
correlation expected for two detectors illuminated by a source at tempera-
ture T.
AN AN qpE2 (e vo /kT Il
el e2 g 4 (18)
Note that p and q appear linearly in this equation. This is because N,
the number of photons incident on the detector, by definition, already
contains these factors. Thus N = qp No where No is the number of
TR 364
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quanta that would impinge on the detector if it were illuminated by a
blackbody at the given temperature T with no absorption between source
and detector.
The expression in parentheses in equation (18) is proportional to
the light intensity term, and in effect it is the light intensity rather than
the source temperature which determines the fluctuations observed.
For a blackbody, or graybody source, the relationship between tempera-
ture and intensity is completely defined. However, where such a relation-
ship is not clear, the light intensity at the detectors determines the ob-
served correlation. This has been pointed out by Kahn but it also follows
immediately from the Hanbury Brown-Twiss formulation of the theory of
intensity interferometry. In measuring the fluctuations in the light
emitted from a heated body, one, therefore, is actually measuring the
intensity of emitted light. When the emissivity of the source is known,
and the fluctuation in the light incident on the detectors has been measured,
the temperature of the source can be determined directly. This will be
shown by the experimental results.
To determine the cross-correlation at two detectors that are
widely separated, consider the volume divided into five areas, as sketched
in Fig. 3. Regions 1 and 5 represent detectors subtending solid angles fQ1
and 25 at the source and extending lengths c 7 in a radial direction from
the source. Here is the detector response time, assumed, for sim-
plicity, to be identical for the two detectors; the volumes I and 5 thus
contain all the photons incident on the two detectors during a given
response time. Using the same type of expansion given equation (15)
one can construct
[A(n1 + n + n3 + n + n) ] -+ nz + n3 + n4)]2
- [A(n, + n + n4 + n5 )] + [ (n + n3 + n4) ]z = 2[A(n n s) ]2 (19)
Since all the regions denoted by the expression on the left side of the
equation are contiguous, one can write, by referring to equation (10), that
[A(n + n + n3 + n4 + n5 ) ]2 = (n + n + n3 + n4 + n 5 )(. + F)
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D2
Figure 3. Regions 1 to 5 receive
radiation from source
S. D 1 and Dz are de-
tectors.
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Similar expressions hold for the other terms in equation (19) and one
immediately has the result
[ A(n n 5)] 0
This derivation is correct only when each of the regions 1 to 5 contains
many phase cells. Small, adjacent regions are not correctly treated by
quantum statistics because the statistics are not valid when one deals
with one or two phase cells. In order to obtain a more detailed picture,
a different technique must be used. Electromagnetic wave theory pro-
vides such a treatment.
Since the results of quantum statistics must match the results
obtained from wave theory in Chapter II, at least in regions containing
many phase cells, some of the expressions derived above should be brought
into a more convenient form for later comparison. One can write
g = (ATc)(8TrvoZc - 3 Av) (20)
where A is the area of the detector. From equation (8) one also has
4T N
n
so that
n/g 2= ZAT vo0 IAv
or, from equation (18),
,2 2
AN --AN (qp ) No c2 Nz) 2
eI e 2 8 2A v ZAv 8Q2A v 0 Zv
If the detector has a response a which expresses the signal voltage
produced per incident particle as AV = crA N, one can write
2 _ 2
c 2 aZ = a 2 N XZ?xv,~ 8v0 4ATzv - 8TOAAv (21)
TR 364
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Here a = Er, the product of quantum efficiency and response per effec-
tive photon. Let the product in equation (21) be electronically amplified
by some factor Y; then one has a multiplier output signal
S YAV A V = AX (22)
Expression (22) also represents the integrator output per unit integra-
tion time.
TR 364
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CHAPTER II.
THEORY OF INTENSITY INTERFEROMETRY
1. Introduction
In conventional interferometry, light of a given frequency, v r,
coming from a certain point on a source, interferes with itself to give
an interference pattern. Light of the same frequency v , coming from
widely separated regions does not give interference patterns because the
phase of each wave from the two different points is random.
Intensity interference, on the other hand, is produced by light
of frequency v from a point P, interfering with light of a frequency vsr r s
coming from P . Consider two detectors, D1 and D 2; light of frequency
Vr will interfere with itself to produce a stationary interference pattern
across the surface of each detector; similarly for frequency v . But
these interference patterns are stationary and do not produce a.c. signals
in the detector circuits. In contrast, the effect of superposing the fre-
quencies v and v falling on a square law (intensity) detector is to pro-
duce a non-stationary intensity distribution with beat frequencies (v - )
and (vr + v ). v + v is of the order of 1014 cps for visible light and
cannot be detected by the electronic system. However, vr - v may be
of the order of kilocycles so that the electronic system is able to pick up
and amplify this beat frequency component.
Assume that detector D1 receives beat frequency v - v , while
D2 receives some other frequency r - vs,. On multiplying these
signals electronically, one obtains two new frequencies (v -- v ) -v
r s r- S )
and (v - v) (v -- vs,). These are sent into an integrator. An integrator
is affected only by zero frequency (d.c.) signals since other frequencies
have a time integral equal to zero. Hence, ( -v v) + (v -v ) cannot
r r' s
contribute to the integration unless vr vs v v s , while (v -v ) -
(vr - Vs,) can contribute only if (v - v) = (r -vsr ). Actually, since
there is a random phase relationship between light of different frequencies,
TR 364
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and for light coming from different points, one can show that in order
to obtain correlation signals, v must equal vr, and v = v, and that
r rI s
both components of frequency vr must originate at one point, while
both components v originate at some other single point.
Light, which has all these attributes, contributes to the corre-
lator output signal. These restrictions are very great. In fact, only
coherent light falling on the two detectors can produce a correlation
signal since, as stated above, the two waves of identical frequency vr
must have a fixed phase relationship in order to contribute to the corre-
lation. This is equivalent to stating that light from different phase cells
is uncorrelated (See Chapter 1).
Because of these restrictions, detectors DL and D z must subtend
a small angle at the source of light because coherent light is emitted
only into a limited solid angle. These relationships are derived quanti-
tatively in the next few pages. Equation (9) expresses all the necessary
physical information. The subsequent mathematics reduces this equation
to a more easily handled form. A final section justifies the use of
classical wave theory in deriving the results.
The derivation presented here will follow the work of R. Hanbury
7 to 17
Brown and R. Q. Twiss almost step by step. As far as possible,
the same notation is used, and the only difference is that the discussion
relates to a photoconductive detector rather than to a photoemissive
detector. Other authors have presented different discussions of the
same correlation phenomenon. Janossy 1 8 ' 19has applied classical
wave theory in deriving his results. Kahn , Wolf 8and Mandel 2 9 , 30
start from the theory of random processes and reach conclusions
that agree with those of Hanbury Brown, Twiss and Janossyts wave model.
This agreement is emphasized, since, in the early development
of the intensity interferometer, Brannen and Ferguson claimed re-
sults that disproved the existence of intensity interferometry. Later,
articles by Purcell , Hanbury Brown and Twiss 9and Silitto
showed that under the experimental conditions of Brannen and Ferguson2 1
and of Adam, Janossy and Varga 20, no correlation was to be expected.
24 16
Rebka and Pound and Twiss, Little and Hanbury Brown then
repeated the experiment of Brannen and Ferguson using
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a Hg 1 9 8 source with extremely narrow bandwidth. Under these conditions
the effect was found as predicted. In conclusion, Brannen, Ferguson
and WehlauZ 5 and BrannenandWehlau 6 have also published experiments
showing that the effect exists. Furthermore, experimental results show-
ing the correct dependence of the correlation on such factors as detector
resolving time 2 6 , detector quantum efficiency 0 and polarization of light1 7
have now been published so that even the details are substantiated.
2. Theory of Intensity Interferometry
Consider a source of light, and consider light emitted with a
specific polarization, from an infinitesimal area about point _ of the
source, during a measuring time T. The vector potential at a point x
at a large distance R(g, x) from source point may, in its most general
form, be represented by a Fourier series
2r Trir 2'r A = 7' q_(0) exp [-f--- -)0+ (-) q exp R(
r=l
where qr, qr are quantities determining the amplitude and phase of the
th r r
r Fourier component, and qr = 0 except when vmin T < r < vma T.
vmin and v represent the lower and upper frequency limits of the
radiation incident on a detector placed at point x. For later convenience
min will be considered greater than v - v . . This is true in themin max rnn
present experiment. q(S) q ( ) is proportional to n (), the number of
photons corresponding to the rth Fourier component, and q (,) is pro-
portional to
1/2
n exp i X(1)
Here, Xr(~) is a random phase variable distributed uniformly between
0 and Zi2 such that X (E,)X s(W ) = 6 6 ( - ' ). The apparent angular
r - s -
size of the source is assumed to be much less than unity. In the present
-4
experiment the angular size is roughly 4 X 10 sterad.
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Figure 4. Illustration to accompany Chapter 2, Section 2.
TR 364
I
I
I
I
II //'
/,I
18
Consider a PbS detector placed at point x. PbS is a square law
detector. For purposes of calculation it can be represented as a linear
detector followed by a squaring device. The linear detector has an in-
put voltage v(t, , x) produced by radiation incident on point x, from
source point , at time t. This voltage is linearly proportional to the
vector potential A.
V (t,, E X) Orqr() expL Tr t - 6 -)]
~~~r~~~~~~~~l ~(2)
+ 3qr exp c
where 1r is a complex quantity such that r3r * is linearly proportional
to the detector aperture A and to the detector efficiencyat frequency r/T.
The output voltage V(t) of the squaring device, i.e. the actually measured
voltage across he PbS detector, is
V(t) Vo + BSS  v2(t,, x)d dtd (3)
where V is the detector voltage with no incident radiation. Substituting
from Eq. (1) and (2) into Eq. (3), one obtains a set of terms which can
be divided into three groups. There are time independent terms, terms
with temporal frequency of order (r - s)/T and terms with frequency
(r + s)/T. This third group, the high frequency terms, are not picked
up by the electronics since the frequencies are of order 1013 cps and
higher. The d.c. terms also are not picked up by the a.c. coupled
electronics. The remaining (low frequency) terms can be written
h) CIO CY a n n (')VMt) - dct, l\Z r r S
r>s s=1
? [r rR(S,, x) sJR(x',)
X cosl(r - s)t +- _-- r s()] . (4)c c r (~c-( X4)1 s -
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( r T here is of the order 1/t', where T is the system response time)T
The a.c. component of the detector output is passed through an amplifier
with a frequency response F(f). 'Direct current is not transmittted so
that F(0) = 0. The amplified signal is
VF(t ) 2SSSdI  d dx r>s -( \TZ )
rR(g,x)-sR(',x)]. iX X ()
c - [X r (P x (- )]
(5)
To second order in Ro 1 one can write (Appendix 1, Note 1.)
R(t,x) x .t 2 + x 2
R, 1-Ro + 2Ro -
so that
rR(, x) - sR(', x) 1 r - .(r - - s)xZ 
c- cT (r-s - -(r ') + 2Ro ZR (6)
Hence the output of detector D 1 , amplified by amplifier No. 1 is
VF SLSd6di
00 0 Z (l, , n n n )1/2
r 2>8 !- irI rl )
r> srl
X .ex i 4i r - t (r - -)R _ r- t (-r - ) + ri z 1-- s (r -- s t)
,- xc - - l X t7---o-~' Ro 
-[ [X rr3(7)
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X J -2 exp i r - )t -
,a F1r 
The correlation between this signal, and the signal from a second
identical amplifier, whose detector is placed at position x 2 , is given by
• 
l -im dt VF (t- to) VF2() . (8)
This can be shown to lead to the equation (Appendix 1, Note 2)
c oo C;C - V d' dx1 dx2, (a a n n a a n nz
, J em .T r s r l S zr 2S zr 2s
r>s s=1
T c TR
X ( -x )) -s(xl - )i + (r-s)(xl -
provided F 1F2 * is real, i.e. the amplifiers have identical phase shifts.
Otherwise, a second, sinusoidal, term has to be added to the integrand.
The above expression is a greatly contracted form of Eq. (8). It involves
only two successive summations instead of four, and eight integrations
instead of thirteen. This reduction can be made because, in the first
place, only terms with the same frequency (r - s)/T give non-zero terms
in the time integral. Secondly, terms depending on phase shifts X also
drop out, essentially because of the delta function relationship between
different phase components. This means that only light from identical
elements d,, d' falling on detectors D 1 and D z can contribute to the
correlation, and then only if the same rth Fourier component from d,,
and the same sth Fourier component from df' are considered.
2rr
The terms (r - s) (x1 2 - X 22 ), in the argument of the
cosine function in expression (9), are very small and (Note 3) can be
dropped. If the angular size of the source is sufficiently small, i.e.
TR 364
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Q << 1, one can write (Appendix 1, Note 3.)
cos -T ( -x2). (r -s ') cos [( ) (xI -x2) ( - ) cTl (10)
Assuming ir nir is n (where i 1, 2) for all values r, s for which
F[(r 
- s)/T differs significantly from zero, one can abbreviate expression
(9) to read
~d 2'5 5$d d d d ' dx 1odVa (v)a (v)[n I (V, tnz (,')nl (P.')n (v, ~) 1/ /
X Co [C (XI -x)( ' )] Sf[ (f - F,* (F ]
where d is the spacing of the detectors, f = T- and v = . In
practice a also depends on the frequency f. However, one can define
a such that it always maintains its d.c. value and its frequency dependence
is absorbed into the function F. If the light intensity is uniform over
the source, and the efficiency of each detector is constant over its en-
tire surface,
C(d) = 2SS d d' dxl dx2 cos [ (x -
_00 o s c -X7~0 x,-,)__(12)
X 5 a1 (v)a2 (v)nl (v)n 2 (v) [F, (f)F2' (f + Fl (f)F2 (f) df0 0
where the light frequency is assumed so narrow that cos [:C-- (xl -x 2 )( -')]I
can be represented by a single frequency v for all values of v for which
alI(v)a2(v)ni(v)n2(v) differs appreciably from zero. (In the present experi-
ment this is true only in some instances. For other experiments
(Vmax Vmin)/min is as large as 0.35).
The expression (12) for the correlation differs from the ideal case
for infinitesimally small detectors with zero spacing, i. e. d = 0. A
"correction term" A (vo) r (v 0 , d) can be constructed to yield C),
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when C-) is known. Here, (vo) is the term depending on the size of
the detector apertures, and r 2 (v 0o,d) gives the correction for non-zero
spacing. From Eq. (12),
(13)
with
L(vo)I'2(V 0, d) d, cl' ddxl dx2 cos vo(x l  ] (14)
A1 · Sdxi, A2 -,dx 2, = 0d 5d
Equation (14) involves eight successive integrations, since the
variables are two-dimensional. The integrations with respect to x l, x
are fairly straightforward, and one obtains (Appendix 1, Note 4)
(vo )F2 (vo, d) 1= - A -Z tT 
_l -
·, ]'
c7iyTn - )
(15)
X \ d Isin n( -- )aCvo / c rvo d( -C 'o
, R1 L T(, - ')vo cR J l RO C
where
Al = A 2
Replacing
- ab, , ( , ), Xl = (e , Y ), x2 = (x2, z )
l, *l', , ' bya new set of variables
= Q~ -_t)
cRo
0 - cRO ( Wrl,
cRo 2
c Ro Z<)
TR 364
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These are " center of gravity" and " relative" coordinates (see Fig. 5).
Integrating over ', 4b' subject to
d t < ] -T I It < I 1b - O I
one obtains
Av 0orZ(vo, d) C V 2 \ 2
Trz V Ol ' A l Az 0
Z sinz (
~, (~- )cos
Z sin z
x (P , z
· so
where
- 2z max/ Ro
raO 1 v o
C
02 = I I - 2
C
(detector size) -.. (source diffraction width)
The partial coherence for the vertical dimensions 02, b is
2~ Z sinZr
( )
= W- 20
2 sinllz ( - ) do
1 {(2 Si(2 ) - (1-cos 2) +Ci - In } '
J(*) is plotted in Fig. 6.
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d+
(16)
0 = ,1
and
] max/Ro
(17)
_I __
( - )d o
C12
JW~k = It ZI'
·rT Vz 01 
(* - 0) do =- A(vo )(*)
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Figure 5.
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Illustration of the Relationship between , Lb and , r1
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The partial coherence in the (01, a) direction is interconnected with the
correlation factor unless d = 0. The general expression is
1 <4(2 sinZ ( co dQ (18)
0
When the detector separation d = a, i.e. the detectors are contiguous,
the function described by (18) becomes (Note 5)
1 Q~ZI [L;P(Sil~i-- S +~ln -cos 4-C 1
This is also plotted in Fig. 6.
The decrease in correlation with increasing d is directly related
to the loss of visibility of fringes in a Michelson stellar interferometer,
as the slits are separated by an increasing distance. For partially
polarized light a multiplying factor (vo) replaces the factor 2 in Eq. (12):
2 [n 1 a(v )nZ a(v )+ n b(V 0 )n b (VO (19)
a a(v0 b l (19)H3( VO ) / nl ( vO )n2 ( v0 )
Here, the subscripts a and b refer to the two orthogonal directions of
polarization. For completely polarized light, /3 again equals 2. For
unpolarized light /3 1.
In a practical case, one may wish to rewrite the equations in a
more easily handled form. Thus the expression for the expected corre-
lation can be written as
C /3Ma 1 N1 a2 N2(F1 max Fzmax) KJ AfA (20)
where is defined by Eq. (19) and M is a constant factor introduced by
the correlator. In the present experiment M = 0.4. a and a are the
response terms fo: the individual detectors. N 1 = n; dv. a is con-
sidered constant over the range in which the optical filter transmits.
F 1 and F are the maximum values of the amplifier transfermax max
function multiplied by. the frequency dependent part of the detector
response a normalized at zero frequency. This is a convenient formalism,
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since the absolute value of a is measured using d.c. techniques, and the
relative frequency response is determined in a separate set of meas-
urements (see Chapter 3). K and J are function defined in Eqs. (17) and
(18),
5-1 1 iaz nl nzv dv (21)
1 n dv crz n dv
and
Fz* + F Fz df
f F +F F df(22)
fF Fz
max max
3. Comparison of the Results of Quantum Statistics and Wave Theory
Equation (20) above should be compared with Eq. (22) of Chapter 1.
To do this, consider the functions K and J when >> 1 and * >> 1. For
superposed detectors d = 0. In this case both K - nr/p and J - r/. In
other words, when the product of source area and solid angle subtended
by the source is much greater than (wavelength)Z , AO >> XZ, one can
write KJ c 2 /AQvo0 2 . For unpolarized light, = 1. According to
reference (56) p. 244, one can relate the electronic bandwidth to system
response time by A = 2. Hence, Eq. (20) can be rewritten as
Yc z 2 N z Ya NzX (23)
2AQ vo A v 2AS2TA v
where Y M F 1 F 2 and the detectors are assumed to be identical.max max
This is four times larger than expression (22) of Chapter 1, but there,
N stood for the number of photons incident on the halfsilvered mirror,
whereas in the present chapter it stands for the number of photons in-
cident on each detector. Hence N, here, is half as large as in Chapter 1,
and N2 is only one fourth as large. The two equations agree.
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One might ask why the agreement between Eq. (23) above, and
Eq. (22) of Chapter 1 only holds in the limit of large 4' and values ?
Quantum statistics is valid only where large numbers of phase cells are
concerned; the detailed distribution of photons within a single phase cell
is left completely unspecified, and no information about this distribution
can be obtained without resorting to some specific hypothesis about the
interaction of the occupants of the phase cell. Such a hypothesis is pro-
vided in the present chapter which assumes that the particles in the
phase cell have the property of waves and can interfere. This tends
to show that the wave picture, and not the quantum picture, is the cor-
rect one for this term. The relationship between the wavelength and
hc
energy is given by E = c . If, instead of light, one had considered a
particles, a clumping would again be expected because Bose-Einstein
statistics apply. But for a given energy E, the wavelength and distri-
bution within the phase cell would be different. For a particles
h zE _ --
4. Justification of the Classical Approach
In the preceding discussion, the voltages observed at the detectors
depend on quantities nr + n and - s, where n is the number of
photons associated with the rth Fourrier component of the radiation, and
r is its phase. Effectively, one is interested only in the total number
of photons and their relative phases.
One can show that these quantities commute, and hence measure-
ments pertaining to them can be described classically. Heitler5 7(p 6),
effectively shows that
if ' ifi
e n -n e ' (24)
r r rs
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which is equivalent to
,s n r -nr+S - i rs
sr nrs 
r
(25)
since by successive pre- and post-multiplication by 4, one obtains
(26)
from Eq. (23). Expanding exp(i4) (i , )k/k! onecan see that by
summing expressions of the form (24), one obtains (20). The following
relations follow from Eq. (23).
sn - nrs = 0r r s
sns - n = - i
$s(n + n) (n + ns)$ =- i
r s -- (nr
,r
n
r - nro r
-- i
r n s-n s r 0r s nr 
r r S r S. I
Adding the equations in each column and subtracting the sums, one has
(4s -- dr)(nr + n) - (nr + ns)(s , ) = 
which proves that the total number of photons and the relative phase
commute, and that the classical treatment given on the preceding pages
is justified.
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CHAPTER III
APPARATUS
1. Introduction
A blackbody radiator at temperature T emits a stream of photons
whose energy fluctuation is given by
E) k 2 aE V8rhz v4 1 + 1 dv (1)(AE)Z kT aT dvT (1) vc e -1 (e -1)
The first term in the brackets represents the shot noise fluctuations and
the second term corresponds to the classical fluctuation predicted by
electromagnetic wave theory. The classical fluctuation and the ratio of
classical - to-shot-noise - fluctuation are monotonically increasing
functions of temperature. Therefore the classical fluctuation should
be most easily observed at high temperatures.
If the photon fluctuations are to be related to the source temper-
ature, arcs and discharges are not suitable since their radiation temperature
does not necessarily correspond to the electron or gas temperatures, and
no unique source temperature can be defined. One is, therefore, limited
to incandescent light sources. A tungsten filament lamp is a convenient
incandescent source. The optical properties of tungsten are well es-
tablished 4 4 -4 7 and, next to carbon, tungsten has the highest melting
point of any substance. The filament can be kept at 3000°K for many hours.
In order to determine the most favorable spectral region for an
intensity interferometer, Fig. 7 has been drawn. Curve A shows rel-
ative values of the classical energy fluctuation per spectral frequency
interval, per detector area within the diffraction pattern and per system
time constant T, plotted as a function of wavelength. Curve B shows the
classical fluctuation of quanta, per spectral frequency cycle, per detector
area and per system time constant, plotted as a function of wavelength.
TR 364
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Curve A gives the classical energy fluctuation and curve B
gives the number fluctuation, both: per unit spectral fre-
quency, per detector area within the diffraction pattern and
per system time constant. The units on the ordinate are
arbitrary.
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Both curves are drawn for a temperature of 3000°K. The time constant
and detector area are involved because the volume V in Eq. (1) is pro-
portional to the detector area A and the length c. The quotient of
curves A and B is h 2 v2.
Figure 8 shows the ratio of classical fluctuations to shot noise
fluctuations plotted as a function of hv/kT. In the absence of detector
and electronic noise, this ratio would represent the signal-to-noise
ratio of the fluctuation measurements. On the basis of this curve, one
would expect to measure the classical fluctuations most conveniently
in the radio region. However, the signal-to-noise ratio is not a pertinent
quantity if the detector noise is very large, for then the signal power
must be compared to the noise equivalent power (NEP) of the detector.
The ratio .Ez I~)z (NEP) ' z gives the approximate value of
the correlator output signal-to-noise ratio for an integration time T
equal to the detector response time . The factor of 4 enters this ex-
pression just as in Eq. (17) of Chapter 1. E is the detector quantum
efficiency. The correlator output signal-to-noise ratio (S/N)T improves
as (T/T)a (Chapter 1 Eq. (6)). Hence
(S/N)Toc (NEP): (T/7) (2)
In order to achieve a desired value of (S/N)T one has to integrate'for
a time
(N:P)2 (3)T oc T......
This quantity is a figure of merit for detectors used in an intensity inter-
ferometer. For low noise detectors such as cooled photomultipliers, the
(noise equivalent power) 2 is replaced by the photon shot noise fluctuation
at the detector. Table 1 compares relative integration times necessary
to detect the classical fluctuations with detectors in the different spectral
regions. For this comparison the spectral bandwidth is considered pro-
portional to the central spectral frequency. The integration time values
TR 364
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Figure 8. Ratio of Classical/Shot-Noise Fluctuations plotted as a
Function of hv/kT.
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are only orders of magnitude and may be in error by an order of magni-
tude. A more detailed comparison would involve an excessively detailed
examination of the widely different problems that arise in using the
different classes of detectors.
Table 1 indicates that the microwave masers are competitive
with the latest infrared detectors, e.g. Zn-Ge and InSb for detecting the
classical fluctuations. Inherently, however, the infrared provides the
greatest classical fluctuation power as shown in Fig. 7. It should, there-
fore, be ideal for intensity interferometry when some of the currently
proposed 55 , infrared quantum detectors are brought up to the standards
of available microwave or visible light detectors.
The decision to conduct'the present experiment with PbS detectors
(at a time when the Zn-Ge detector was unknown, and InSb was noisy) was
influenced largely by the comparatively ready availability of infrared equip-
ment. Once the feasibility of making the proposed measurements with PbS
detectors was established, experimental work was started.
The choice of a tungsten filament and PbS detectors determines
the overall features of the optical and electronic systems. PbS responds
to signal frequencies up to about 1 or 2 kc. The amplifiers and correlator
should, therefore, operate in the kilocycle range. Equation (20) of Chapter
2 enables one to determine the optimum signal one can expect for coherent
radiation; the noise of cooled PbS detectors can be measured, and one finds
that the expected signal-to-noise ratio at the output of the detectors is of
the order of 3 percent. Inserting this value in Eq. (6) of Chapter 1 shows
that, for a one kilocycle bandwidth, integration times of the order of twenty
minutes are necessary to produce a significant correlator signal-to-noise
ratio.
The twenty minute measuring time requires that the light source
be relatively stable over a matter of hours. No ripple can be tolerated
in the light source power supply since ripple produces correlated signals
at the two detectors. Hence a storage battery is used. Since a battery has
a life of only about 100 amp-hr the tungsten filament shoald not draw more
than about 2 amp. At that rate one can operate for many hours. To simplify
the geometry of the system, a ribbon filament masked by a round or rec-
tangular aperture would be ideal; but since a ribbon filament draws too much
TR 364 35
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current, a long thin filament was chosen. The total power delivered
to the filament is about 6 watts. Only a small part of this power can
reach the detectors since (See Eq. (20) Chapter 2) a narrow spectral band-
width is desirable, and the radiation is strongly filtered. The detectors
are, therefore, brought close to the filament so that at least relatively
large intensities and fluctuation signals can be received. In some of the
optical systems, the distance between filament and detectors is slightly
less than 10 mm. Other systems have the detectors as far away as
25 mm.
When the detectors are brought close to the filament, their
dimensions must be quite small, otherwise the radiation is only partly
coherent over the aperture of each detector. The distance between
detectors must also be very small in order to satisfy the coherence
requirements. The largest detectors used were square and 0.1 mm
on a side. Other detectors were only 50 t wide and 12 long.
These are the overall features of the apparatus. The details
follow.
2. The Tungsten Light Source
A straight filament GE 1872 lamp is used for the more compre-
hensive experimental runs. Its simple geometry allows one to make
the calculations more reliable. It is compact; the distance between
filament and detectors can be made as short as 8 to 9 mm even when
filters and blocking apertures are interposed between the light and de-
tectors. The filament is only 80 p in diameter, so that no slit is necessary
to produce a narrow source of light. When the filament is heated to about
3000°K, by running the lamp at an overvoltage value of- 6 volts, the current
still is only 2.2 amps. A storage battery can supply such a current for
several hours.
In order to measure the apparent filament temperature at different
filament currents, a disappearing filament pyrometer is used. To compute
the real temperature, the pyrometric readings are corrected for tungsten
47
emissivity using the emissivity values given by Larrabee . To determine
the radiation intensity at 2.65 t, where some of the final measurements
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were made, the expected blackbody intensity at the measured temperature
46is multiplied by emissivity values published by de Vos . At the highest
temperatures, i.e. above 2800°K, extrapolated emissivity values based
on de Vos's data are used. This is justified, because even at 3100°K,
the highest temperatures used, one is still far below the melting point
of tungsten (3655°K), and no drastic changes in the physical properties
of tungsten are to be expected.
3. Optical Systems
A number of different optical systems were used in making the
measurements. Two of these will be described in detail.
a) Light from a straight filament GE 1872 bulb (Plate 1, Fig. 1)
passes through a germanium filter, coated for improved transmission
(see Fig. 20). A half silvered mirror (Fig. 1) relays roughly equal
amounts of radiation to two square 0.1 mm PbS detectors. As seen
from the source, the two detectors are superposed, and the signals
from the two detectors are expected to be correlated. When one of the
two detectors is moved, so that it no longer is superposed on the other,
one expects a decrease in the observed correlation. By subtracting
the correlation values observed for the two detector arrangements,
spurious correlations due to extraneous effects, such as pickup of the
60 cps line frequency or microphonic vibrations, can be avoided. The
germanium filter can be replaced by a short wavelength transmitting
filter or else by a diffusing screen. At short wavelengths and for diffuse
light, the correlation is greatly reduced. Hence, the 1 filter or dif-
fusing screen can be used in comparison runs for which no correlation
is expected.
b) In another optical system, radiation from the straight tungsten
filament passes through an infrared transmitting filter F and is incident
on either of two very small PbS detectors mounted on a single substrate
(Fig. 9). Detectors 70 X 50 p., 50 [ X 201. and 501 X 12 1. have been
used at different times. The edge to edge separations of the detectors
range from 10 to 40[ . The distance from source to detectors is about
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Figure 9. Light from a long thin filament L passes through an infrared
transmitting filter F and is incident on two detectors D 1 and
D z . The detectors can be rotated so that the line joining
their centers is either perpendicular or parallel to the length
of the filament.
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8 to 9 mm. One expects that for a long, thin, rectangular source, corre-
lation may be expected when the length of source is perpendicular to the
line joining the detector centers. However, if the detectors are rotated
so that the line between their centers is parallel to the filament, the
correlation is expected to drop drastically.
For this reason, the detectors are mounted on the end of a shaft
which can be rotated. Measurements are taken in the perpendicular and
parallel configurations (Fig. 9, Plate 4) and the resulting correlation
values subtracted from each other, again to eliminate the possibility of
spurious correlation.
Both optical systems are housed in watertight containers that
can be placed in a dry ice-alcohol bath to cool the detectors and to
reduce wall radiation on the detectors (Plate 2,r 3).
4. Detector Characteristics
a) Frequency response: Two methods can be used to measure
the frequency response.
i) Since the frequency response depends on the amount of
radiation incident on the detector, a d.c. heated lightbulb, transmitting
through the filter used in the actual run, is adjusted to deliver the flux
incident on the detector during the correlation measurements. Light
from a sinusoidally driven Sylvania R1131 C glow modulator tube is
then allowed to fall on the cooled detector. The frequency response of
the glow modulator is practically flat, dropping to about 96 percent of
its low frequency value at 3000 cps. The detector output is displayed
on an oscilloscope and the output voltage is recorded as a function of
the modulation frequency.
ii) Between 100 cps and several kilocycles the PbS noise
spectrum is governed by generation-recombination noise. Radiation
from a d.c. heated filament has a flat photon noise spectrum up to very
high frequencies. Hence, the generation-recomnbination noise resulting
when the detector is illuminated in this way will be directly related to the
40detector's frequency response . To determine the frequency response
TR 364 44
when the detector is illuminated by the intensity used during the corre-
lation run, one introduces the detector output into a frequency analyzer
and notes the noise at different frequencies. The plot of noise per unit
bandwidth versus frequency differs from the response versus frequency
curve only by a scale factor. This is illustrated in Fig. 10 in which the
two types of measurements carried out on PbS detectors are compared.
The curves are normalized at 800 cps. The noise method is advantageous
because the detector response can be measured at any time under actual
operating conditions without changing the optical system. The same type
of measurement has been reported by Wolfe4 8 and Lumis and Petritz 9 .
Lumis and Petritz, however, found a systematic 20 percent and 30 per-
cent difference between the two frequency response curves. Their
measurements were taken at room temperature.
b) Detector Sensitivity: The quantity of particular interest in
this experiment is not the sensitivity of the detector dR/(R dN) but rather
the quantity
N dR dlnR
RY dN dlnN (4)
Here R is the detector resistance and N is the number of photons incident
on the detector per unit time. The measurement of y involves only rela-
tive intensities. In the apparatus used, radiation from the uniformly
luminous, central portion of the long filament illuminates the PbS detector
through a variable length slit (Fig. 11). The filter to be used in the actual
correlation run is inserted between source and detector to take into ac-
count the variation in the PbS spectral sensitivity. Initially the slit is
closed; it is opened in a succession of steps, and the detector resistance
values are recorded. A plot of R versus N or rather R versus slit opening
is drawn on semilogarithmic paper. Since d(lnR) = dR/R, one obtains
the value (N/R) (dR/dN) by extending the tangent to the curve, at a given
R value, back to the ordinate and measuring the distance between this
intersection and the intersection of the horizontal line drawn through R.
If R versus N is drawn'on log-log paper, y is the slope of the curve for a
given R. Again, the entire housing containing the system is placed in
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a dry ice-alcohol cooling bath. A typical detector response curve is
shown in Fig. 11.
c) Difficulties with the Detectors: The square 0.1 mm detectors
used in the experiments performed reasonably well. Smaller detectors
unfortunately were easily damaged so that only a few measurements are
available for the rotated-double-detector optical system. At times, the
detectors seemed to be damaged simply on being connected to the ampli-
fier system with no applied detector voltages. No explanation of this
phenomenon was found, but many detectors were lost in this way even
before any measurements could be made. It is possible that these very
small (50 X 12 L) detectors are inherently weaker, and that PbS de-
-4 2
tectors whose areas are smaller than 10 cm should be avoided.
5. Electronic System
a) Detector Circuit: The detector circuitry preceding the first
amplifier stage is shown in Fig. 9 (top); the equivalent circuit is in Fig. 9!
(bottom). The response of the detector a(v 0 ) is defined here by
dV /dN a(vo) (5)
g
where Vg is the voltage across the pre-amplifier input grid resistor and
N is the total number of quanta incident on the detector in the narrow
region about frequency v passed by the optical filter. When dN quanta
are incident, the change in voltage across a detector is, given by
dV V - R R + dR L dR L
L + L R + ' RL + dR - (R + RL)Z (6)
where VL is the voltage across the load and detector combined. The
signal appearing across the grid resistor R is
dV [R R R R V
d _ _ Lg L dR LdR
(RL + R) RLR+RRR R 
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I
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W
SLIT OPENING, N
Figure 1 1. Typical Response curve of a PbS detector. The distance AB
represents the quantity y (see Section 1 Chapter 4). The
insert shows the apparatus for measuring the detector
response. The variable slit VS limits the amount of
radiation incident on detector D from light source L. F is
an infrared transmitting filter.
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Equivalent Circuit for a.c.
Figure 12. Detector Circuit
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b) Prearrplifiers: The PbS detector signals are amplified in
two entirely separated sets of amplifiers before entering the correlator
network. As shown in Fig. 13, the signal first-passes through a Tektronix
type 122, low noise, variable gain, variable bandwidth amplifier (Fig.
14). The overall gain of this amplifier is set at 1000, and the lower
cut-off frequency is set at 80 cps in order to eliminate undesirable 60
cps pickup and the low frequency 1/f noise. Following the Tektronix
amplifier (Tektronix Inc. Portland, Oregon) is one channel of a two-
channel Fisher PR-66 amplifier (Fig. 15). This amplifier (manufactured
by Fisher Radio Corporation, New York) is ordinarily used for stereo-
phonic reproduction. It has a gain of 100 and has been modified to
suppress low frequencies and to operate on battery supplies. Both the
Tektronix and the Fisher amplifiers are entirely battery operated in
order to avoid sizeable ripple effects. The ripple in the two sets of
amplifier stages tends to be in phase and would contribute to the corre-
lation.
c) Amplifiers: When the signal enters the two Philbrick K2-W
operational amplifier stages it has peak voltages of the order of 1 to 2 V.
The Philbrick K2-W units (Fig. 16) provide the type of distortion free
gain which normally is difficult to achieve at these large voltages. The
Philbrick HM multiplier operates most efficiently when the input voltages
peak at about 30 V and 40 V; hence an additional gain is necessary. Five
Philbrick K2-W units are mounted directly on the chassis of the HM multi-
plier. Four of these units have been wired to give a (variable) gain of
four or five each (Fig. 16). The fifth one is altered to operate as an
integrator (Fig. 16). Philbrick (G.A. Philbrick Researches Inc. Boston,
Massachusetts) operational amplifiers have been described in the scientific
41literature
d) Multiplier: The Philbrick HM multiplier (Fig. 17, but see also
Fig. 18) performs the operation V1 V z2 / 2 5 , when the voltages V1 and V2
are applied to the multiplier input terminals. The input and output voltage
range is - 50 V to +50 V. The bandpass is 15 kc and the error in the pro-
duct is below 0.5 V. To improve the stability of the multiplier a K2-P
stabilizer amplifier (Fig. 19 but see also Fig. 18) is installed to control
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the last KZ-W stage of the multiplier. The KZ-P unit is a chopper
stabilized operational amplifier. The power supplied to the multiplier
,must come from a stabilized linesince drops in line voltage give rise
to large correlation effects.
e) Integrator: The integrator stage (Fig. 16) operates on the
multiplier output, multiplying it by a factor of ten, and taking its time
integral. Hence the final signal at the integrator output is
T
S = 0.4 V 2 dt (8)
0
f) Display: The two multiplier input signals, the multiplier
output signal and the integrator output are displayed on a Tektronix
Type 502 dual beam oscilloscope. This oscilloscope has four input
terminals and two signals can be displayed simultaneously. Usually
during a run, the multiplier input signals are displayed. These are
the most informative signals since defects in the system are most likely
to develop ahead of the multiplier stages, especially at the detectors
which are particularly likely to give difficulties. At the end of the
integration time, one of the two channels is switched over to display
the integrator voltage at time T. T in the present experiment usually
was 30 or 40 sec. A switch on the integrator is shorted out at time T
to erase the reading, and one is ready to start a new correlation meas-
urement.
For correlation runs lasting several hours, the integrator output
is conveniently recorded on a Bristol's recording chart. This gives
somewhat more reliable readings than are possible by watching the
oscilloscope trace. In addition, it provides a permanent record, and
is not as fatiguing as watching the trace over a period of many hours.
g) Precautions: Special precautions must be taken to ensure
proper shielding and grounding at all stages of the electronic system.
Line voltage frequency pickup is a particularly big problem since the
signals picked up in the two separate detector circuits bear a definite
phase relationship to each other. Even very small 60 cps signals, integrated
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, V3 V3A - -2 7025/ECC83/42 AX7
Figure 15. Circuit Diagram of Modified Fisher PR-66 Amplifier
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Figure 16. KZ-W Operation Amplifier (manufactured by Philbrick
Researches Inc.) Top left as an amplifier. Top right
as an integrator.
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_2-P
z K2-P
Figure 18. Philbrick K2-P and KZ-G Operational Amplifiers used on
the Multiplier
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over thirty seconds, can thus contribute appreciably to the end result.
By placing the batteries and the optical system in properly grounded
boxes, lined with aluminum foil, pickup can be reduced to a minimum.
Additional electronic filtering, provided in the capacitative coupling
between amplifier stages, further reduces the 60 cps line frequency
signal and its low harmonics to a tolerable level. Plate 5 may give a
better idea of the actual size of the equipment. Excluding the oscillo-
scope, the total cost of the electronics is about $1000.
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CHAPTER IV
CALCULATIONS AND EXPERIMENTAL RESULTS
1. Introduction
In this chapter a particular experimental run is discussed
thoroughly. The calculations involved, and the accuracy of the re-
sults are discussed in detail. In addition, a few other experimental
runs are mentioned briefly. The results on all the experimental runs,
together with the expected values and experimental errors, are then
tabulated and a final evaluation is made.
Equation (20) ofChapter 2 predicts the amount of cross-correlation
to be observed by two detectors .viewing a uniformly luminous rectangular
source of radiation. With the aid of Eqs. (5 to 7) of Chapter 3, one can
rewrite this equation as
C(d) = .4 V 2 l: 6 KJP3Flmax FmaxfA ] (1)
where:
C--) is the correlation for two detectors separated
by distance, d
the factor 0.4 is explained by Eq. (8), Chapter 3
V 1 , V2 are the detector bias voltages
Y1 - (N/R ) dR /dN (2)
as defined by Eq. (4), Chapter 3.
RL RI RLR
LI RL i Lg Lg (3)(RL + R ) RLR + R R+ RL
g g
as defined by Eq. (7), Chapter 3
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J~ o -2 i 2 sin ( ) d (4)
o
as defined by Eq. (17), Chapter 2
SO2 2 sin2 c 2 d (5)
as defined by Eq. (18), Chapter 2
Z[nl a()n2 a(v) + n b( Y)zb(v)] (6)
n 1 ( v)n 2 (v)
as defined by Eq. (19), Chapter 2
F, 1 ax' F 2 are the peak values of the amplifier
max' max
transfer function (gain) multiplied by the frequency dependent part of
the detector response a, normalized at zero frequency. The detectors
were 50 p. wide, 13 p. long and 12 . apart, edge to edge. The detector
to filament distance was between 10 and 11 mm and the slit height was
0.3 mm at about 5 mm from the detectors. Hence
= '0.57 *' = 0.86
K = 0.91 J = 0.98
KJ = 0.89 ± 0.02
The polarization of radiation from a cylindrical tungsten filament is
discussed by Forsythe and Worthing4 4 , Worthing4 5 and Larrabee 4 7
and is about -19 percent. Substituting into Eq. (6) one gets l - 1.04.
A difficulty encountered is that source brightness and brightness
of the individual polarizations are not constant over the width of the fila-
ment. The brightness distribution for a circular filament is shown in
Fig. 21 which is taken from Larrabee's report 4 7 and shows the results
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of some of his measurements. Superposed on these curves is a plot
1
of ( 1 - x 2 /Xz )2 showing that this curve drops off faster than the
intensity of the perpendicularly polarized component. Hanbury Brown
and Twiss (14), in a computer calculation, showed that limb darkening,
1
according to the law (1 - x2 /x20 ) , would not affect their measured
stellar diameters appreciably; the difference in the expected correlation
value between a limb darkened and a uniformly bright disk, of identical
diameter and total intensity, was less than one percent. In the present
experiment, one is viewing a rectangular source rather than a circular
one, but the order of magnitude of the limb darkening effect should be
the same and should be negligible for the brightness changes and polar-
ization changes across the tungsten filament.
From gain and noise measurements at different frequencies,
one has
F F = 1.5 X 10" ± 30%X max 2 max
From the same measurements one also has
A f : 1600 cps 10%
From the spectral transmission curve of the filter (Fig. 17)
Av = 9 X 101 2 10%
F 1 max F has a large associated error because the noise measure-max ma
ments at low frequencies, where the amplifiers are strongly cut off,
are not very reliable, and because at low frequencies 1/f noise tends
to raise the noise value and hence the apparent detector response (See
Chapter 3, Section 4a ii).
- 1 Salazn n dvA v = (7)
, anl dv Scrzn dv
as given by Eq. 21, Chapter 2, and
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Figure 21. Brightness and polarization distribution as a function of
viewing angle, for a cylindrical tungsten filament. After
Larrabee 4 . lhe dashed curve represents the function
1 (1 - XZ/XZ) .
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1 F F + F (8)Af 1 F2 +F F df
! max 2 max
2. Experiment
The experiment described here involves the double detector
optical system described in Chapter 3, Section 3b. Radiation from
the central part of the filamnent of a GE 1872 bulb passes through a
Bausch and Lomb filter and blocking filter combination B and L No.
586, 594 (Fig. 20). It is then incident on the two detectors, which are
mounted on a shaft which can be rotated by 90. As shown in Fig. 9,
one expects correlation when the detectors are in the parallel configu-
ration (top) and no correlation when they are rotated by 90 ° (bottom).
The experimental run here described was made in two parts,
on successive days in December 1959. The total integration time in
each of the two detector positions was 4 hours and involved about 720
individual measurements. Each measurement was automatically con-
trolled to last for an integration time of 40 sec. The integrator was
then shorted out for 20 sec. by the timing device. All data was auto-
matically recorded on a recording chart. During the 20 sec. pause,
necessary adjustments were made for the next measurement. By
changing the detector bias, measurements in which correlation was
expected were alternated with measurements in which anticorrelation
was expected.
A set of measurements consisted of four measurements, one
corresponding to each combination of bias voltage polarity. A block
of measurements consisted of ten sets. Usually one block was devoted
to measurements with one of the detector positions. Then an entire
block of measurements was made with the detectors in the position ro-
tated by 90 ° . After that the first block of measurements was repeated..
Measurements with the detectors in the two positions were treated
symmetrically. If, for example, dry ice was added to the coolant at
a certain point in a block of runs with the detectors in the parallel
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position, then the next time dry ice was added, an equal amount was
added at a corresponding place in a block of runs with the detectors in
the perpendicular position.
When all the data had been collected, correlation values were
read off the recording chart and tabulated. The results for runs in
which one expected anticorrelation were subtracted from results for
which one expected correlation. Finally, the results of the measure-
ments in the two detector positions were compared.
3. Data and Calculations
Source temperature 1840°K. The bias voltages for the detectors
were 0.37 V and 1.14 V. The detector resistances were 1.22 and 1.06 M
i 0. 03 M, giving y values of 0.125 and 0.121 ± 0.002. Resistances were
measured on a Wheatstone bridge. y values were found as described
in Chapter 3, Section 4b and Fig. 8. Their values were 0.46 and 0.39
± 0.06 each. K and J are determined from the curves (Fig. 3) once
w and are known. The wavelength passed by the Bausch and Lomb
filter combination is 2 . 6 5 ,'. Substituting into Eq. (1), one obtains
C(d) = 1.13 X 10 ' 2 VZ sec/sec 50%
In four hours (14,400 sec.) one expect 160 + 80 V. The measured value
was 220 V + 373 V rms deviation. The data are presented in Appendix 2.
4. Other Experiments
Other experiments were conducted with the system shown in
Fig. 1. Here, radiation was transmitted through a germanium filter
which cuts off all radiation below about 1.8[t (Fig. 20). In some of the
experiments, a comparison run was made by separating the two detectors
so that they no longer were superposed as seen from the source. In
other experiments, the germanium filter was replaced by a diffuser or a
short wavelength passing filter. Experiments 1 to 6 (Table 2) were
made with a GE 1037 bulb; its helical filament was viewed in profile.
A shorter integration time is expected using this system.because the
overall source geometry is more favorable. Table 2 shows the results
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of these measurements together with the double detector measurements
reported above. Optical system 1 uses the halfsilvered mirror, while
optical system 2 uses the rotated detectors. Runs 8 to 11 (Table 2)
were made with the straight filament GE 1872 bulb (Plate 1).
Table 2 compares expected and measured correlation values.
Instead, one could have made a comparison of temperatures calculated
from the correlation measurements with temperatures measured with
the pyrometer. One difference should be noted. The agreement between
temperature values is considerably better than the agreement between
correlation measurements because the correlation depends on N 2 , and
N depends on T exponentially. An error of 50 percent in the correlation
value reflects an error of about 25 percent in N and an error of about 10
percent in the determination of the temperature T, at the wavelengths
and temperatures used.
5. Errors in Correlation Measurements
a) Systematic errors: These lead to consistent correlation
or to consistent anticorrelation.
i) If the d.c. level of the multiplier is not accurately zeroed,
the d.c. level voltage is integrated by the integrator to give an apparent
correlation result.
ii) If the d.c. adjustment on the integrator is not properly
zeroed, one has the same effect as in i).
iii) There are signals, such as 60 cps line frequency, which
are consistently picked up by the circuit loops in the two amplifier systems.
Since the phase relationship between the signals picked up and amplified
in the two channels is constant, one expects a systematic contribution
to the correlation value.
iv) Vibrational ("microphonic") frequencies may be picked
up and translated into signals in the equipment. If a particular phase
relation between the vibrations at the two detectors exists, strong cor-
relation signals are produced. Consistent noises such as bubbling of
the dry ice alcohol coolant, may contribute to the correlation value at
a constant rate.
TR 364
_ __ __ IL·
70
These various effects can be sidestepped by alternating corre-
lation runs with runs in which anticorrelation is expected. This is
done by changing the bias on one of the detectors from plus to minus.
In practice, one uses all four combinations of positive and negative
bias on the detectors, in order to minimize cell polarization effects.
b) Errors Produced by Reversing the Detector Bias:
i) The detector bias is reversed by throwing a double pole
double throw switch whose terminals are crosslinked. Consequently,
if the bias battery circuit is a pickup loop with a particular orientation,
its effective orientation is reversed and the phase of the pickup signals
is changed by 180 °. Thus, signals picked up in the bias battery circuit
continue contributing to the correlation value because the pickup signal
direction is also reversed when the classical fluctuation signal is re-
ver sed.
ii) Slight differences in detector resistance occur when the
bias is reversed. These polarization effects are particularly large when
the lead sulfide is deposited on soda glass; for this reason such de-
tectors should be avoided. PbS deposited on low sodium glass or
preferably quartz substrates suffers less from this effect. However,
slight differences in resistance in the two directions of current flow
often are observed even for these detectors. Differing resistances
along the two directions of propagation result in different amounts of
pickup current in the pickup loops. Hence a different amount of cross-
correlation is obtained.
These effects may be countered in two ways. One may make
runs with two detectors in which the detectors are first optically super-
posed and later are brought out of alignment. No pickup loops are
appreciably altered in this procedure since the motion of the detector
-2is only ca 10 cm. Alternately, one may also change the wavelength
of the radiation incident on the detectors. At longer wavelengths one
has radiation for which one expects correlation while the shorter wave-
length radiation does not give correlation. However, in arranging this
type of comparison one must be careful to match detector resistances
for the two different sources. Generally this is not possible, because
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the two detectors have a slightly different spectral response and because,
when a half silvered mirror is used, one of the two wavelengths may
have appreciably different transmission and reflection characteristics
from the other.
In order to assess the effect of different detector resistances,
one can refer to one set of measurements in which a comparison was
made of two different detector configurations, neither of which should
detect correlation. In one of these positions one of the two detectors
received more radiation than in the other position so that the detector
resistances differed by 3 percent. Correlating for a total of slightly
over three hours in each position gave a difference of 56 V. The noise
in the integrator output led one to expect an rms difference of 339 V.
Hence a 3 percent difference in resistance produced no effect even
over such a long integration time.
c) Line Voltage Surges:
Occasionally sudden surges of line voltage cause a tremendous
correlation spurt. The only defense against these surges is to use a
line which is well stabilized. This means that no intermittently operating
heavy equipment can be powered by the same line. Whatever line voltage
fluctuations do occur despite these precautions can be countered only
by increasing the correlation time to the point where the line voltage
fluctuations have produced roughly equal effects in both the correlation
and the comparison runs.
d) The Principal Difficulty Inherent in the Correlation Technique:
It has been shown that there is only one chance in 10 that the
experimentally obtained correlation value could have been produced by
chance. In addition, the measured correlation value is within the range
of values predicted by theory and allowed by experimental errors. Neither
of these criteria is conclusive, however.
The main difficulty in correlation techniques is not the detection
of a systematic correlation signal. In fact, quite the opposite is true.
One generally starts with a system which gives extremely large corre-
lation or anticorrelation signals. By careful shielding, filtering, cushioning,
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etc., the unwanted signals are successively eliminated until signals of
the desired magnitude can be detected. At that point one is likely
to obtain correlation values close to those predicted by theory. One
must, therefore, set up a number of test conditions to ensure that the
detected correlation is not spurious. The greater the number of com-
parison schemes, the more reliable the conclusions of the experiment.
In the present measurements, anticorrelation (opposed detector bias)
measurements were compared to correlation (similar detector bias)
measurements; aligned detector systems were compared to unaligned;
long wavelength radiation was compared to short wavelength radiation;
and coherent radiation was compared to diffuse radiation. Similar re-
sults were obtained under these various conditions. It is the reliability
of these tests, rather than the deviation from randomness, which determines
the overall reliability of the measurements. This reliability cannot be
quantitatively assessed and, unfortunately, is subjective. For this
reason, correlation techniques should be avoided whenever possible,
or augmented with other techniques when such techniques exist.
6. Limitations of PbS Detectors and Differences between Predicted
and Experimental Results
Equation (1) indicates that the optimum correlation can be obtained
for small spectral bandwidths. For that reason, measurements with the
Bausch and Lomb filters 586 and 594 were made. Unfortunately, when
the spectral bandwidth is decreased, fewer conduction electrons are
excited and there are correspondingly fewer vacant sites in the valence
bands. This implies a larger recombination time and, hence, a lower
value of Af. It also implies greater difficulty in measuring the detector
frequency response by the noise method since the noise at low frequencies
must be accurately determined, and 1/f noise and line frequency pickup
make these measurements uncertain. Both these factors tend to give a
low value for the measured detector response and hence a low predicted
correlation value.
This difficulty might be avoided by using larger radiation in-
tensities within the narrow frequency bandwidth passed by the optical
filter. However, when this was tried, the detector saturated and gave
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a lower response, possibly because the 2.65 p. wavelength passed by
the filter is very near the cutoff frequency of PbS.
When one uses filters with a wider spectral transmission band,
in order to overcome the saturation problem, it is difficult to determine
the spectral frequency response of the detector; the different spectral
regions saturate independently so that one cannot be sure of the relative
role played by different spectral components of the radiation. For
example, when a germanium filter is used with a 2800°K source, there
are two to three times as many photons incident on the detector at 1.9[.
as at 2.7 1A. Hence when one has chosen an optimum operating point, by
means of a curve like Fig. 11, one might be working with the detector
saturated at 1.9[ and very sensitive at 2.7 p. This makes the deter-
mination of an effective spectral bandwidth uncertain, unless a response
curve is drawn for each spectral region separately, and even then one
would have to assume that the sensitivity in each region is not affected
by the saturation of other spectral regions.
These are limitations characteristic of PbS, InSb, for example,
has a much shorter time constant and would not saturate under the present
experimental conditions. With the newly improved low-noise InSb de-
tectors, one might expect considerably less difficulties.
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CHAPTER V
DISCUSSION AND APPLICATIONS
The principal aim of this thesis has been to measure the photon
fluctuations predicted by the Einstein-Fowler equation of statistical
mechanics and to check the agreement between theory and experiment.
The results presented in Chapter IV show that the measurements bear
out the theory within the experimental error. Fluctuation measure-
ments could thus be used to determine the temperature of a source in
thermal equilibrium or to measure a 'radiation temperature' for a
non-equilibrium source.
Since the measurements made require excessively long corre-
lation times, the method does not, at present, provide a practical
pyrometric technique. However, with the newly improved InSb de-
tectors one can expect an improvement of ten to one hundred in the
integration time. In addition it is very likely that fast infrared quantum
detectors will soon be available. Bloembergen54 and Fried, Block
and Lubin 5 have reported designs for such instruments, and several
other groups are actively trying to construct masers or other infrared
quantum detectors. One can expect that such instruments will have a
low noise figure and a response time of the order of 10 - 7 to 10-8 sec.
They should, therefore, make possible a correlation instrument 10
to 104 times faster than the one described here. A time of 0.1 to 1
sec would then be sufficient to establish the fluctuation value, and
hence the source intensity and source temperature. In the following
sections it will be assumed that such a system can be constructed,
and that integration time is not an important problem. One finds then
that a whole array of techniques and instruments become available in
one step. One might examine and evaluate these instruments.
1. A Device to Measure the Speed of Light
31Sanders has suggested the following technique for measuring
the speed of light. He would construct a maser, using a Zeeman split
- --
-
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level to emit optical frequencies v and v2. A beat frequency with wave-
length X = c (vl - v 2 )'I would be produced. When one of the detectors
(Fig. 1) is moved away from the source, the beat frequency signals
arrive at the detectors out of phase. Sanders would subtract the sig-
nals electronically to observe zeroes that occur when the effective
detector separation is an odd multiple of X/2. A slight modification
could correlate the signals and observe the zeroes at detector sepa-
rations of odd multiples of X/4. The advantage of these systems is
in the extraordinarily high amplitude modulation (beat) frequency
produced in the light beam. It allows use of a much shorter base line
and interferometric means to measure the detector displacement ac-
curately.
2. Differentiation of Thermal Noise from Other Noises
Using a two-detector system in the microwave region, where
temperature measurements are usually made by measuring noise, one
should be able to differentiate thermal noise from other noises by its
coherence and polarization properties. If, for example, a correlation
signal is obtained when the two detectors receive signals polarized in
different directions, the source of noise cannot be thermal. By com-
paring these noise measurements with others, obtained when the de-
tectors receive similarly polarized light, one should be able, for example,
to detect thermal noise in the presence of plasma oscillations. In general,
the two-detector system can be used as a much more specific tool than
the single detector, as shown below.
3. The Ultimate Sensitivity of the Correlator System
It is interesting to compare the sensitivity limits of a two-detector
correlation system with a more conventional rms voltmeter. Using the
voltmeter in conjunction with a radiation noise limited detector, one is
able to measure the photon noise in the incident radiation. This noise
is given by the fluctuation expression
(aN)2 = N [1 + F (T, v0)]
(see Eq. (10), Chapter 1).
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Suppose an observer wishes to discern a very faint message
transmitted from the neighborhood of a bright stationary object. With
an rms meter, the observer is able to measure the photon noise and
to compare it to the shot noise expected for the number of photons
incident on his detector. If he finds that the measured noise exceeds
the expected shot noise he does not know whether the additional meas-
ured noise is due to a received message or is simply caused by the
excess noise term F. In order to differentiate the two possibilities,
he must chart the intensity distribution over the observed region of
space.
If a correlator system is used instead, the excess noise term
F can be made harmless as follows. If pieces of polaroid are placed
in front of each detector so that light impinging on one detector is
polarized perpendicular to light incident on the other, it is impossible
for one photon in a pair to hit one detector while the other photon im-
pinges on the second detector. The cross-correlation disappears,
therefore, and F no longer contributes to the signal output of the
correlator.
Eliminating the correlation effect of clumped photons implies
that weak, unpolarized signals, whose power spectrum is unknown,
can be detected, whereas a single detector monitored by an rms meter
would be ineffective unless the background intensity distribution was
first charted. Moreover, arbitrarily weak signals may be detected
by the two-detector system provided one is willing to allow the inte-
gration time T to become very long. In the infrared, these considerations
are particularly important since here the excess noise power is greater
than in any other part of the electromagnetic spectrum.
4. Stellar Interferometry
Hanbury Brown and Twiss have shown the feasibility of meas-
uring stellar diameters with an intensity interferometer. However,
their technique requires measurements lasting for a period of some
months. With an infrared stellar interferometer, one should be able
to make these measurements much more rapidly. There are several
atmospheric windows in the infrared, and observations could be made
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at these wavelengths. PbS detectors are not suitable for these meas-
urements because they work optimally only when the incident radiation
is concentrated on the smallest possible area. This requires an optical
system with good focussing properties. But the advantage of the Hanbury
Brown-Twiss instrument over the Michelson stellar interferometer is
the use of a relatively crude and inexpensive optical system having
searchlight mirrors to collect radiation. A searchlight does not focus
light well, so that, although a quantum counter is perfectly suitable in
steller interferometry, a photoconductor is not.
5. Recognition of Simple Shapes
As shown in Chapters III and IV, a straight line source produces
a correlation signal when two detectors are placed such that the line
joining their centers is perpendicular to the length of the filament
(Fig. 9 top). No correlation is expected when the detectors are ro-
tated by 90 ° (Fig. 9 bottom).
If the line source is replaced by a point source, the rotation
does not affect the correlation. If an extended source,replaces the
line source, no correlation is expected in either position. This en-
ables one to differentiate between point, line and extended sources.
At present this is a problem common to several engineering applications.
6. Electron Fluctuations
In the present experiment the statistical properties of radiation
were examined. A similar experiment could be carried out for a beam
of electrons for which Fermi-Dirac statistics apply; the observed fluctu-
ation would be less than the electron shot noise (22). To detect this
decrease, one could allow thermionically emitted electrons to fall
coherently on two probes. The coherence criterion is given by the un-
certainty principle.
Ax Ap = pax A 0 h
where Ax is the width of the electron source, p is the electron momentum
and AO is the angle subtended by two detectors at the source. The criterion
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assures that electrons hitting the probes simultaneously would have
to belong to the same phase cell. Since Fermi-Dirac statistics deny
this possibility, the incidence of an electron at one probe implies that
no electron can be simultaneously incident on the other probe. The
probe currents should, therefore, be partially anticorrelated.
Unless p is small, the angle Ae and the interprobe distances
are very small. For electrons, with an energy of 1 e.v., originating
-5
at a source 0.01 cm wide, A is 10 rad. This is much smaller than
the corresponding coherence angle for radiation of comparable energy
E because the momentum of the photon, E/c, is much smaller than the
momentum of a slow particle, 2E/v; Eq. (2) shows that the angle is
inversely proportional to the momentum.
In order to detect the anticorrelation, one would have to work
at extremely low energies, where Ae is increased; vacum techniques
would have to be used to provide large electron mean free paths. This
would probably be a difficult experiment.
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APPENDIX 1
(Notes on Chapter 2. )
Note 1: To show
R (, x)
Ro 1 -
R0
x. _
R 2
a2 + x 2
+ 2R 2
Since
R2 Ro + (x- )2 + (y_ ) 2
R2 = Ro2 + x + a2 + 12 + yZ - Zx - Zyrq
- Ro2 + X2 + 2 _ 2{(jx I cos 0 2
- Ro 2 + x2 + a2 - 2z1 x l COS (2 - 1 )
Ro2 + X2 + z2 - 2x t
R ( +
(R z R +
1 + 2 + 
ZR o 2
X2 + 2 - Zx 1/2
)
R0 2
X 
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Note 2: To obtain the correlation between the output voltages of the
two detectors denoted by subscripts 1 and 2, one writes
lim TolTo oo dt V(t - t o )V 2 (t)
0
where to = R ( 1 ,x 1 ) - R(g 2 , x 2 ) and where xl, x2 denote points on
the two detectors and _1, 2 are source points from. which light falls
on detectors 1 and 2 respectively. Neglecting, for the moment, terms
depending on the various a's and n's which can be taken outside the
integrals, one can write
lim= T t a dl -dl F rTS exp i[(r, - s)t - f(x,,,) ]
O ri >s s-1
dt d' 4 FZ (rzsz exp {i[(rz-SZ)t-f(xz* -z. -_
r2 >sz S = 1
Since x1, x 2 , 2 , El1* 21 all are independent, one can multiply
the two integrands and integrate over all the variables. The only non-
vanishing terms in the integral will be those for which rl - s = rz - s2
since the time integral vanishes for all other product terms as T o -- co.
If F 1 (r - s) = a + ibl, F2 (r - s) = a2 + ib 2 one obtains terms of
form
(al + ib 1 )(a 2 + ib z ) exp i ( }1 exp i { }2
(al a2 -b lb )cos({ }, + }2) + i(alb2 + b a) sin({ }1 + ({ })
[F + F F] F 2 -F 1 sin { } + { } )
= F1 F + Fl F CO + F- ZFsin
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Writing the periodic terms out in more detail one has a form
sin
cos - Xr ((l)-X (fI')+ ( 2 )-X (z2 )] g(x , 2, r,s)
These can be written as
cos Dcos [g( , r, s] F sin D sin [g(Xs 1 2 r s)
sin cos 1
One can further separate the periodic terms with arguments g(x, , 2, r, s)
to get terms of the form
cos ()-Xr (,1 sin (')-x ('
sin rz X 1 L-X-S ( ) 2 X 2 z e tc.
Since the x's are uniformly distributed between 0 and 2rw, these terms
would tend to average out to zero on integrating over ,1, g 2 , , 1
unless r 2 = r, s = sl, 5 = 2, 1' = because x O()X ( ') = 6/6(-g ')
One concludes that insertion of terms
r r 6 2 - S2 62 - '2l6rl, r z s2S 1 -- - -- ) ( z )
in the integrand of the correlation integral, does not change the value of
the integral. That means that only one integration over and ' each
is necessary, and only one summation over r and s each has to be carried
out. In addition, the phases can be dropped from the argument of the
periodic term.
lim To00 oo
C 0: T dt d d ' ' dx1 dx.TOS -/ oo -
0 r>s s=1
X[ F 1 expi[... xl] + F exp-i[... . xl]
; expi[... X] ]
Fz expi[ . . . Xz] + Fz 'l' exp-i... xZ]since each of the potentials V, V is real by itself.
since each of the potentials V 1 , 2 is real by itself.
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Therefore there are terms
F1lFz exp i (r
Z
I
rR(_,x ) - sR
' >. L c
II
(ri, )i
J
_ [rR(_ , x2 ) - sR
L c
1+ F expi 0
+ F12 F- exp -
-(I - II)+ - 2Z
i { - (I- II)}
The terms that are periodic in t drop out over the time average,
leaving
expi -22 -e p'i -
+ 2 exp2
Ic
[rR(,, x )- sR(', X )] + [rR(S X )- sR( X 
C 
If F 1,F 2 have the same phase shift, F 1 F2 * and FF 2 are real and
only the cosine term remains. Thus the integrals become
?SS L d~ didx d 
r>s s=l
- (c r aC n n n n )T rs r s 2r 2s
/(r sF*r-s)F sF (r T S
2
Fr(x - 2 )- s(x -X 2 )( ( - s)xZ
.... ZR o
(r -s)x
ZR -
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(51' X )II
I E
where the (r - s)Ro and (rS Z - s )/ZRO terms have dropped out.
Note 3: One can write
i.e.,
and
(- r + st) + (st' - r) (s - r)( + ') << (r + s)(t- i')
(s - r)( + t') << 1
cT
which is true since it is maximally [.O3(10' ) 
In comparison the terms
give
(r - S)XI2
2cTRo
(r - s)X 22
ZcTRo
(r - s)(x 2 + x 2)
2cTR o
which also is of the order 103 (102)
-0 IOI 
and can be neglected.
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Cos (x - XII)(r - St I r + n = Cos (X - XI - 91) '-"o
Note 4:
55 5d d'
dx dxz cos [a(xl -xz) ('- ')]
SS 555 dgd,' dxl dxz dyl dy z cos [ a(xl -x z ) (
d d' dy1 dyz dx2
sin Z + X) ( - - ]
a(- VJ)
sin [(1 -- a;-x) (5 - ) ]
CZ a(t 
_ 57)- dd' dy1 dy d
d d' dy1 dy2 a-2 ( - ' )- os
,_ 
·
fiac d _x2) (- - ) -]2 z\T ~H
cos d a 
-x) (- ' - ) d / z +,a/z
l-,d/z 
-a/Z
d d' dy1 dy z
a .(-' )t [cos [a( -)d- 13] -
- cos [(-- ~')(d- a)-13]
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cos [ce - ')(d + a) - ]
For a representative term in 3
d d,' dy I
a-1 ( 'i- q)sin [a( - ')d +
S S d d,
-J az ( - a 2(II IT coS [a(l - g')d + C- -y)(-1')]
-cos [( - ')d+ a( b y)(ln 
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cos a( - ,')d
-cos [(-t)d + b(-')] -- cos [a(t-- ' )d-ab(l--,q')]
The integrand equals
2 cos a( - ')d - cos ( - 3)dcos a b( - ') + sin a( - g')d cos a b( - ql')
- cos cr(t- ')d cosoab(- rl')- sinacr(t- ')d cos ab(- r')
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The total integraii is
4 sinz ab(r, - '*)
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= 4 sinz b(- )2
= 4 sin z Z
[2cos a(- ,')d - cos ( - ')(d- a)- cos ( - ')(d + a)]
2cos a( -
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Therefore the whole expression becomes
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sin 2 (1 -- 2sin2 )dAz (,~-  )d+
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From Groebner and Hofreiter 59:
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Collecting terms
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-- 44 Si 26+ I S{ Q Z--Z~4
+ 3/2z - / + COS
4
cos/44)
- log C4 6 - 2Ci 2 + Ci 2 +
+ 2Si 44 +
I Ci 4 +2
3
3log C Z
C + 3 0o
which reduces to
2 K(P) = 2 Si 44- 2Si 2 +
Writing
+ /2 + log - Ci
2 K(,) = 2 (Si 4 -- Si 2 ) + 
,(cos 44 cos Z2)
- I 
i2 + Ci 4 + 
iz Z 0
(cos 4 
il
- cos 2 )
1
+ T log y I - Ci 2 + Ci 4 +12 2
which approaches 2z as - 0 and gives a logarithmic infinity as
- * oo. (See Fig. 6)
Similarly
J( ) =r
0
1
,\7
sin ( ) d
*_z )db
-(1 - cos 2I ) + Ci 2I, - ln 2yl ]
i.e. the coherence in a direction perpendicular to the detector separation
is J() -Tr as , - oo4' (See Fig. 6)
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APPENDIX 2
Data sheets for the experiment described in Sections 2 and 3
of Chaper IV are reproduced on the following pages. The columns
labeled "CORRELATION" give the results of measurements in which
correlation was expected. Columns labeled "COMPARISON" present
measurements in which the detector assembly was rotated by 90' and
no correlation was expected. The numbers represent the integrator
output voltages. + and - signs refer to the bias voltages on the two
lead sulfide detectors. gives the correlation for a set of four meas-
urements consisting of runs with the detectors in the four possible
bias combinations, ++, +-, - +, - -. A negative correlation voltage
indicates anticorrelation. The actual value of individual measurements
is not significant since it is affected by the correlator d.c. level.
Only differences A are significant.
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C ORR.E LA TI ON
++ -- -- + --
1 - 7 - 30 - 26 - 9
2 + 10 + 8 - 25 - 28
3 - 26 - 19 - 24 - 16
4 - 22 - 4 - 22 - 3
5 +14 - 25 - 14 - 4
6 - 15 - 22 - 26 - 23
7 - 16 - 22 - 29 - 44
8 - 26 - 9 - 21 + 18
9 - 9 + 5 + 29 + 21
10 - 6 + 24 + 18 + 23
11 + 25 + 17 - 1 + 28
12 - 11 - 23 - 2 + 50
13 - 17 0 - 42 - 26
14 - 17 - 11 - 27 - 53
15 - 55 + 6 + 2 -41
16 - 25 - 41 - 44 - 41
17 - 15 - 37 - 41 - 49
18 + 19 - 6 + 1 + 34
19 +28 +28 +14 + 32
COMPARISON
A A ++ +- -q
- 40
+ 1
- 1
- 1
- 49
- 10
+ 9
- 22
+ 22
+ 25
- 37
- 64
+ 1
+ 32
+104
- 19
- 14
- 58
- 18
- 28
- 6
- 4
- 55
+ 13
- 43
+ 11
+ 9
- 12
- 2
+ 23
+ 10
- 13
+ 16
+ 2
- 10
- 27
+ 7
- 7
- 13
- 9
- 23
-7
- 32
+ 8
- 26
- 24
- 34
- 35
- 36
+ 7
- 39
- 9
- 24
- 51
- 25
- 38
- 40
- 27
- 36
+ 1
- 27
- 20
- 10
- 19
- 24
- 10
- 25
+ 2
- 20
- 22
- 3
- 40
- 39
- 38
- 27
- 31
- 35 - 21
- 6 - 27
-21 + 7
- 20 + 15
- 14 - 15
- 35 - 10
- 13 - 17
- Z -11
- 43 - 7
-1 + 11
- 26 - 11
+ 14 - 23
- 40 - 10
- 18 - 28
- 49 - 67
- 51 - 29
- 37 - 23
- 50 - 46
- 48 - 32
20 - 39 - 54 - 49 - 49 - 15 + 4 + 14 + 14 + 38 + 34
All values given in volts.
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CORRELATION
A++ +- -+
COMPARISON
A ++ +- -+
21 + 23
22 + 9
23 + 1
24 - 18
25 - 3
26 - Z0
27 - 33
Z8 - 34
29 - 30
30 - 13
31 -- 11
32 - 24
33 - 39
34 - 11
35 - 13
36 - 22
37 + 50
38 - 3
39 - 15
40 + 22
f
- 6 - 10 + 32 --71 + 28
+ 14 + 22 + 44 - 17 + 26
+ 23 + 9 - 28 + 59 + 18
+ 23 + 8 - 9 + 58 - 37
+ 26 - 12 + 5 + 12 - 73
- 33 - 34 - 35 - 12 + 16
- 34 - 62 - 13 - 50 + 1
- 27 - 37 - 13 - 17 - 23
-42 - 10 + 20 - 42 - 44
- 25 - 24 + 4 - 40 + 29
+ 15 - 10 - 16 + 32 - 56
- 23 - 34 + 8 - 41 - 79
- 14 - 29 - 7 + 3 + 20
+ 15 - 16 + 27 - 17 - 24
+ 11 +22 - 4 + 50 - 15
+ 4 - Z + 3 +21 +15
+ 27 + 35 + 13 - 1 - 3
+ 14 + 17 + 33 + 1 + 16
+24 + 11 - 3 + 53 - 34
+19 + 9 +23 - 17 - 21
+ 38
+ 16
- 190 -2 98
Effective difference for 116 min is + 94 V ± 278V
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- 2
+ 9
+ 7
- 39
+ 17
+7
+ 13
+ 6
+ 10
- 39
- 23
- 16
- 29
- 32
- 36
+ 10
+ 22
+ 24
+ 26
+ 3
+ 10
+ 10
+ 12
+ 41
+ 42
- 35
-- 16
+ 50
+ 25
+ 11
- 9
+ 7
- 40
- 51
- 40
-- 21
- 34
+ 30
+ 24
+ 34
+ 27
+ 22
+ 23
+ 35
+ 12
+ 14
+ 21
- 40
- 19
+ 13
- 15
- 6
- 23
- 16
- 42
- 25
- 29
- 36
+ 23
+ 30
+ 14
+ 21
- 7
+ 2
+ 32
- 14
- 2
+ 20
+ 38
+ 1
+ 21
+ 40
- 4
+ 22
+ 2
+ 1
- 3
+ 19
- 60
- 1
+ 40
+ 35
+ 19
+ 15
+ 28
+ 42
+ 7
- 5
_ 
I__^__ll _ I _ ___ I _X
CORRELATION
++ +- -+
1. - 14 + 28 - 24
2 - 2 -35 - 34
3 - 8 - 1 -10
4 - 32 - 13 - 18
5 - 32 - 21 - 25
6 + 22 + 27 + 32
7 + 20 + 36 + 33
8 + 38 + 18 + 42
9 + 8 + 5 + 24
10 + 40 + 40 - 4
11 - 2 + 8 - 4
12 - 9 + 8 - 2
13 + 23 + 17 + 15
14 + 2 + 10 + 14
15 - 2 + 15 - 4
16 + 1 + 14 - 7
17 - 5 + 15 + 46
18 + 9 + 20 + 24
19 +10 + 16 + 6
__ A A
+ 24 - 6 - 23
+ 5 - 72 + 44
+ 4 - 7 - 32
- 16 + 17 0
- 7 - 7 - 39
+30 + 7 + 18
+ 29 + 20 - 11
+ 34 - 12 - 23
+ 27 - 6 + 4
- 6 + 2 + 24
+ 6 0 + 13
+26 - 11 - 5
+ 27 - 18 - 4
+ 18 + 4 - 9
+ 10 + 3 + 3
+ 2 + 4 - 4
+ 8 + 58 + 4
+ 3 +32 - 19
+ 29 - 17 + 5
++ +- -+
0 - 19 - 33
- 38 - Z25 - 18
- 30 - 52 - 40
- 46 - 40 - 37
- 32 - 46 - 61
-11 + 8 + 5
+ 5 + 8 + 4
+ 19 - 19 - 7
+ 27 + 4 + 28
- 22 + 9 + 13
- 5 + 24 + 15
+ 7 + 4 + 7
+ 22 + 22 + 9
- 7 + 7 -14
+ 9 + 5 + 27
+ 38 + 30 + 40
+ 29 + 33 + 25
+ 20 + 25 + 3
+ 21 + 26 + 32
20 + 20 + 23 + 5 + 38 - 30 - 4 + 38 + 31 + 34 + 31
a
V0
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- 29
- 49
- 30
- 31
- 36
+ 6
+ 18
- 22
+ 1
+ 20
+ 31
+ 9
+ 13
+ 9
+ 20
+ 36
+ 25
+ 27
+ 32
C OM PAR.ISON
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CORRELATION
++ +-- -- + A A ++ +- -+
+ 32 + 39
+ 17 +43
+ 31 +27
+ 33 + 26
+ 31 + 30
+ 9 + 32
+ 17 + 36
+ 28 + 40
+ 14 +39
-19 - 8
-29 + 11
-1 0
- 36 - 29
-31 - 5
-28 + 10
+ 4 - 4
+ 26 -21
+ 3 + 15
- 10 - 2
- 23 - 22
+ 27
+ 47
+ 32
+ 1
+ 39
+ 28
+ 45
+ 43
+ 23
- 14
+ 4
-- 21
+ 14
+ 25
-- 13
+ 44
+ 18
- 24
- 8
- 20
+ 9
- 5
- 12
+ 24
- 9
+ 4
- 32
+ 19
+ 22
+ 6
+ 13
+ 14
- 86
- 67
+ 3
- 18
- 21
+ 62
+ 4
- 12
- 33 + 39 + 36
+ 3 + 27 + 39
-11 + 3 +26
- 15 + 39 + 26
-- 21 +12 + 5
+ 18 + 17 + 26
- 1 +28 + 19
+ 26 + 23 + 38
- 18 + 55 + 65
+ 9 + 46 + 52
4 + 2 + 7
-48 + 15 - 45
-- 31 - 10 -- 13
-29 + 10 -12
+ 17 + 11 + 10
- 29 -- 13 -13
- 7 -14 -- 1
+ 51 - 19 + 1
+ 4 -14 - 3
- 12 -- 11 - 1
+ 9 +39
+44 + 53
- 16 + 18
+ 24 + 26
+21 + 35
+ 23 + 14
+ 43 + 35
+ 72 + 61
+ 35 + 63
+ 58 + 55
--13 - 4
- 13 --25
-- 34 - 6
--21 - 14
- 5 -23
- 19 + 10
-- 15 + 5
- 11 -42
-- 15 -. 8
--28 - 6
41 -- 21 - 28' - 16 + 32 --55 + 25 - 31 --20 - 13 - 27
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22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
+ 35
+ 18
+ 38
+ 34
+ 31
+ 9
+ 40
+ 6
+ 8
- 19
- 35
+ 6
+ 7
+ 6
- 8
- 26
+ 8
- 20
- 8
- 13
 ·_ _I_
C OMPA RISON~
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C OR.RE LATI ON
+ + +- -+ _
42 + 35 + 11 + 32 + 34
43 + 3 + 45 + 22 + 6
44 + 8 + 12 + 32 + 5
45 + 40 + 33 - 5 3
46 - 8 - 14 - 5 - 20
47 - 30 - 15 - 4 - 11
48 - 30 - 6 -- 19 - 24
49
50
Total
rms deviation
Effective difference for 128 min
A A ++ +-- -+
- 26 - 52 + 26 + 5 + 9 + 40
+58 - 36 +12 +24 +44 +20
+ 31 + 9 + 38 + 31 + 17 + 1
- 9 + 18 + 13 + 27 + 20 + 16
+ 9 - 25 + 23 - 6 + 28 + 24
+ 22 - 5 - 17 - 40 - 17 - 35
+ 29 - 12 - 15 -19 - 34 - 26
- 13 - 18 - 25 - 35 - 29
+ 6 - 15 - 25 - 9 - 25
- 64 - 202
197 151
is + 130V
rms 250 V
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