ABSTRACT. The main purpose of this paper is to show that Markov solutions to the 3D Navier-Stokes equations driven by Gaussian noise have the strong Feller property up to the critical topology given by the domain of the Stokes operator to the power one-fourth.
INTRODUCTION
It is not known whether the martingale problem for the Navier-Stokes equations driven by Gaussian noise is well-posed [7, 23] . In order to analyse the problem Da Prato and Debussche [6] (see also [9, 18] ) showed the existence of Markov processes solutions to the equations and some regularity properties of the transitions semigroups.
A different approach to the existence and regularity of Markov solutions has been introduced in [13, 15] (see also [14, 22, 23, 21, 3, 25, 17] ), based on an abstract selection principle for Markov families (see Theorem 2.3) and the short time coupling with a smooth process. A refined analysis of this coupling is one of the purposes of this paper (see Sections 3 and 5.1).
Here we consider the Navier-Stokes equations on the three dimensional torus T 3 with periodic boundary conditions, (1.1) u + (u · ∇)u + ∇p = ν∆u +η, div u = 0.
driven by a Gaussian noise. For simplicity we can represent the noise aṡ
where (β k ) k∈Z 3 are (suitably) independent Brownian motions (precise definitions and assumptions will be given in the next section). The analysis originated in [15] used in a crucial way two main assumptions on the driving noise, namely regularity and non-degeneracy. The property of non-degeneracy can be translated, roughly speaking, in terms of the coefficients (σ k ) k∈Z simply as σ k > 0. The possibility to relax this condition is analysed in Romito and Xu [25] . The main purpose of this paper is to complete the analysis developed in [13, 14, 15, 22, 23, 21] and relax the regularity assumption, namely to allow coefficients whose decay as |k| → ∞ is of order |σ k | ≈ |k| −3/2−2α 0 for α 0 > 0. In [15] the restriction is α 0 > 1 6 , so the improvement seems tiny. On the other hand the following result achieved here is, in a way, the best possible. , where A is the Stokes operator.
Theorem. Assume non-degeneracy (as explained
This optimality has a twofold reason. On one hand, the value of the main parameter α 0 0 would correspond to non-trace class covariance and the analysis of the Navier-Stokes equations in this case is open. On the other hand the main theorem above states that under this assumption every solution has good regularity properties as long as the underlying equation admits local smooth solutions. In fact, the value 1 2 is the critical threshold for existence and uniqueness of smooth solution in the deterministic case, as proved by Fujita and Kato [16] . An explanation of the critical value, of the connection with the scaling properties of the equation and in general of the scaling heuristic for the Navier-Stokes equations can be found for instance in Cannone [4] .
In conclusion in this paper we verify that every Markov diffusion generated by the Navier-Stokes equations has good properties of regularity as long as it lives in the largest possible space (at least in the hierarchy of hilbertian Sobolev spaces) dictated by the deterministic analysis.
The paper is organised as follows. Section 2 contains notations and a short summary of those definitions and result useful for this work. The strong Feller property in strong topologies is proved in Section 3. The main theorem (recast as Theorem 4.1) is proved in Section 4 and some additional properties of the Markov solutions which follow from it are given in Section 4.1. Finally in Section 5 we prove some technical results: the construction of the short time coupling with a smooth solutions and an inequality for the Navier-Stokes nonlinearity.
GENERALITIES AND PAST RESULTS

Let
and let D ∞ be the space of infinitely differentiable divergence free periodic vector fields with mean zero on
Denote by A, with domain D(A), the Stokes operator and for every α ∈ R set V α = D(A α/2 ), with norm u α = A α/2 u H for u ∈ V α . In particular we have V 0 = H, V 1 = V and
Define the bi-linear operator B : V × V → V ′ as the projection onto H of the nonlinearity (u · ∇)u of equation (1.1). We refer to Temam [28] for a detailed account of all the definitions.
We recast problem (1.1) in the following abstract form,
where W is a cylindrical Wiener process on H and Q is a linear bounded symmetric positive operator on H with finite trace. The probabilistic framework for problem (2.1) is given as follows. Set
′ be the canonical process on Ω NS (that is, ξ t (ω) = ω(t)). Define the filtration
We give the definition of solutions following the approach presented in [21] , which we briefly recall. For every ϕ ∈ D ∞ consider the process (M ϕ t ) t 0 on Ω NS defined for t 0 as
Definition 2.1. Given µ ∈ Pr(H), a probability P µ on (Ω NS , B) with marginal µ at time t = 0 is a weak martingale solution starting at µ to problem (2.1) if
k ) k∈N be the system of eigenvectors of the covariance Q and let (e k ) k∈N be a corresponding complete orthonormal system of eigenfunctions. Define for every k ∈ N the process β k (t) = σ
Under a weak martingale solution P, (β k ) k∈N is a sequence of independent one dimensional Brownian motions, thus the process
is a Q-Wiener process and z(t) = W(t) − ν t 0 A e −νA(t−s) W(s) ds is the associated Ornstein-Uhlenbeck process starting at 0, that is the solution to
Define the process v(t, ·) = ξ t (·) − z(t, ·). Since M ϕ t = W(t), ϕ for every test function ϕ, it follows that v is a weak solution of the equation
with initial condition v(0) = ξ 0 . The energy balance functional associated to v is given as
Definition 2.2. Given µ ∈ Pr(H), a weak martingale solution P µ starting at µ is a energy martingale solution if
The following theorem ensures existence of a Markov family of solutions to problem (1.1).
Theorem 2.3 ([21]
). There exists a family (P x ) x∈H of energy martingale solutions such that P x [ξ 0 = x] = 1 for every x ∈ H and for almost every s 0 (including s = 0), for all t s and all bounded measurable φ : H → R,
In the rest of the paper, we shall consider the following assumption on the covariance operator. We shall emphasize when we need the stronger property [n2] or, vice versa, when the weaker property [n1] is sufficient for our purposes.
THE STRONG FELLER PROPERTY
In this section we extend [15, Theorem 5.11] and [14, Theorem 3 .1] to all the admissible values of α and α 0 where a short time coupling with smooth solutions is possible (see Theorem 5.1). be such that
). Then the transition semigroup (P t ) t 0 associated to any Markov solution (P x ) x∈H is V α -strong Feller for every t > 0. Moreover, there are c > 0 and γ 2 (whose value is given in the proof) such that for all φ ∈ B b (H), x ∈ V α and h ∈ V α with h α 1,
Proof. We follow the lines of the proof of [15, Theorem 5.11] . Let x ∈ V α and h ∈ V α with h α 1, and choose R 3(1 + x α ). Fix t > 0 and let ǫ > 0 be such that ǫ cR
(where c γ are so that Proposition 5.7 holds true) and ǫ ∈ T P x ∪ T P x+h , where T P is the set of exceptional times where the energy inequality fails to hold for P (see Definition 2.2). Then for every φ ∈ B b (H) with φ ∞ 1,
where we have set ψ ǫ = P t−ǫ φ and we have used the Markov property (in the version of Theorem 2.3). Now, by Theorem 3.6 and Proposition 5.7,
ǫ , and similarly for the term in x + h. The middle term can be estimated using either Propositions 3.3 or 3.4, depending on the value of α. We consider first the case α > 3 2 , so that , then
. A similar choice of ǫ and R leads again to (3.1).
The rest of the section contains the arguments needed to complete the proof of the above theorem.
3.1. Differentiability of the approximated flow. Given α ∈ (
(t)] be the transition semigroup associated to problem (5.1), with x ∈ V α and ϕ : H → R bounded measurable. In this section we analyse the regularity of this semigroup. 
Feller for all t > 0. Moreover, there are numbers c 1 > 0 and c 2 > 0 such that for every x 0 ∈ V α , for every ϕ ∈ B b (H) and for every h ∈ V α ,
Proof. Fix α as in (3.2) and let t > 0 and ϕ ∈ B b (H) with ϕ ∞ 1. We proceed as in [15, Proposition 5.13] . By the Bismut, Elworthy and Li formula,
on Q, and so we only have to estimate the inner integral. For every x ∈ V α and h ∈ V α , denote by u 
x , u)] = 0, with initial condition u(0) = h, and so
In short, everything boils down to estimating the right-hand side (briefly denoted below by r ). By Lemma 5.11 (with a = b = α and c = −α) and Young's inequality,
and so, by Gronwall's lemma,
which is enough to bound (3.3), as, by the choice of α, 1 + α
The gray areas correspond to existence (Theorem 5.1), the slightly darker gray area corresponds to Proposition 3.3), the darkest area corresponds to Proposition 3.4. 
The strong Feller property as well as formula (3.6) are also true if α = 
).
Proof. Let α be as in condition (3.5) and set γ = 2α 0 + 1 2
. Fix x ∈ V α and h ∈ V α , and let u = D h u (R) x be the derivative of the flow along h, where u (R) x is the solution to problem (5.1) starting at x. We proceed as in the proof of the previous proposition, so that we only need to estimate the right-hand side of (3.3). Again, u solves (3.4), but we estimate u in V γ . Since α 1 +α 0 , we can use Lemma 5.11 with a = b = α and c = −γ, together with interpolation of V α between V γ and V γ+1 and Young's inequality to get
and (3.6) follows as in the previous theorem.
In the case α = Remark 3.5. The conclusions of the previous theorem imply that (P (α, R) t ) t 0 extends to a semigroup on V γ (with a more careful estimate this can be seen to be true also in the range of values for the parameters α, α 0 given in Proposition 3.3). We shall obtain a stronger result in Section 4.
3.2. Short time coupling and weak-strong uniqueness. We show in this section that it is possible to couple for a short time any solution to the NavierStokes equations (1.1) to the unique solution to (5.1), for suitable values of α and R. The length of the short time is a stopping time whose size depends on the initial condition and the strength of the noise (see Proposition 5.7).
Given α ∈ (
, 1 + 2α 0 ), x ∈ V α and and an energy martingale solution (see Definition 2.2) P x , consider the Wiener process (2.2) associated to P x and the process z solution to (2.3). Equation (5.4) has a unique solution P x -a. s., hence
is well defined and the unique (path-wise and in law) solution to (5.1) on the probability space (Ω NS , B, P x ) (in particular, it does not depend in an essential way from P x ).
To summarise, we have realised the solutions (ξ t ) t 0 and (u (α, R) x ) t 0 to (2.1) and (5.1) respectively (with the same noise) as stochastic processes on the probability space (Ω NS , B, P x ). Define now
if the above set is non-empty, and τ , 1+2α 0 ) and R 1. Given x ∈ V α , let P x be any energy martingale solution starting at x and let (u
for every t 0. In particular,
for every t 0 and every bounded continuous function ϕ : H → R, where
t] = 0, there is nothing to prove, so we assume that such probability is positive. For simplicity we shall write u R = u We know that u R (s) − ξ s = v R (s) − v(s), where v is the solution to (2.4), hence it is sufficient to show that v R (t) = v(t) on {τ R t}. By continuity (in H for the weak topology for instance), it is sufficient to show that v R (s) = v(s) holds for s < τ R . If s < τ R , u R α R and χ R ( u R α ) = 1, so we only need to prove that v R is the unique weak solution to (2.4) for s < τ R . Set δ = v R − v, then δ satisfies
for s < τ R . Moreover δ satisfies the following energy inequality (with the same set of exceptional times corresponding to v),
Indeed by definition v satisfies an energy inequality (Definition 2.2), while by Theorem 5.1 v R satisfies an energy equality, so we are left with the proof of an energy balance for v R , v H . We postpone this step to the end of the proof and we first show that δ(s) = 0 for all s < τ R . To this end, we estimate the nonlinear term in the energy balance for δ. If α < − α and c = 0) and interpolation yield To conclude the proof, we need to show that
We proceed as in Romito [ , it turns out that v R ,v V β ,V −β is also well defined and in conclusion v R (t), v(t) H is differentiable. The balance above then follows by the properties of the nonlinearity.
CRITICAL REGULARITY FOR THE STRONG FELLER PROPERTY
In the previous section we have proved that the transition semigroup associated to any Markov solution has a regularising effect in strong topologies. Namely, the semigroup computed on bounded measurable functions gives back almost Lipschitz functions (see formula (3.1)). In this section we show that the space where the regularity of the semigroup holds can be relaxed, at the price of having continuity only. We remark that it may be possible to achieve strong Feller regularity including the value α = 1 2 , but this would require some more refined analytical method, which would make the paper much lengthier.
Theorem 4.1. Under Assumption 2.4, let (P t ) t 0 be the transition semigroup associated to a Markov solution
The theorem follows from Theorem 3.2 and Proposition 4.3 below, which contains the core idea. We first prove the following convergence lemma on the approximated problem examined in Appendix 5.1.
Lemma 4.2. Assume [n1] (from Assumption 2.4) and let
is the solution to (5.1) with initial condition y.
Proof. Denote for simplicity u n = u . Let z be the solution to the Stokes problem (2.3) and set v n = u n − z, v = u − z and w n = u n − u, which solves the following equation,
Assume first that β < 3 2 , then
We use Corollary 5.12 (with a = α, b = β for the first two terms in the integral and a = b = α for the third term) and properties (5.10) and (5.12) to get
Notice that the assumptions on β ensure that (2β + 5 − 4α)) so that
With this choice, sup s T a β (s) w n (s) β c R,T x n − x α and so w n (t) β → 0 for t > 0. Consider now the case β > 3 2 (in particular this implies that α is in the range of Lemma 5.3). The energy estimate, Lemma 5.11 (with a = b = β, c = −β), formula (5.12) and Young's inequality yield
by interpolation of V β between V α and V α+1 (similarly for u n ). By assumption 2(β − α) < 1, hence Gronwall's lemma implies that for all s t,
By integrating for s ∈ [0,
], we get
The exponential term is uniformly bounded in n (using inequality (5.5)), so we only need to show that the first integral on the right hand side converges to zero.
the result follows by applying inequality (5.13) to w n = v n − v. On the other hand, if β > α + 1 4 , interpolation (between V α+ 1 4 and V α+1 ) ensures convergence since, as above, w n 2 α+1/4 → 0 and w n is bounded uniformly in n in L 2 (0, t; V α+1 ) (this can be proved using (5.5) on both v n and v). Finally, if β = 3 2 , one can consider a slightly larger value β ′ > β which satisfies the same assumptions of β and apply the computations above. 
Proof. It is sufficient to show the theorem under the condition β < α + ( 
is defined in (3.7). Notice that for any ϕ ∈ B b (H) and ǫ ǫ 0 (so that it does not belong to any of the exceptional sets of P x n , P x ), by the Markov property and Theorem 3.6,
with y = x n or y = x, where (P (α, R) t ) t 0 is the transition semigroup associated to problem (5.1). Since by Lemma 5.6 the term
converges to 0 as ǫ 0 → 0 uniformly in n, we have that
By assumptions, P t−ǫ ϕ ∈ C b (V β ), and by Lemma 4.2 u
is the solution to (5.1) with initial condition y. By Lebesgue theorem P (α, R) ǫ
as n → ∞, and, in the limit as ǫ 0 → 0, we have that P t ϕ(x n ) → P t ϕ(x).
A few consequences. As a preliminary result we show that under [n2]
(see Assumption 2.4) each Markov solutions has Markov kernels supported on the whole state space. We follow the lines of [10] . For stronger results on the same lines we refer to [19, 20, 2, 26, 1, 25] . Proof. Without loss of generality, we can assume α > 2α 0 . We proceed as in [15, Proposition 6 .1]: we need to show that P x [ ξ t − y α < ǫ] > 0 for all t > 0, x, y ∈ V α . This probability is bounded from below by P
, hence it is sufficient to show that this last quantity is positive. This follows by solving a control problem as in Lemmas C.2, C.3 of [15] . Finally, if (P 1 x ) x∈H and (P 2 x ) x∈H are different Markov solutions, then the corresponding Markov kernels P 1 (t, x, ·) and P 2 (t, x, ·) are equivalent measures for all x ∈ V α and α > 1 2 . Equivalence holds also for the corresponding invariant measures.
Proof. Given the above lemma, unique ergodicity is a consequence of strong Feller regularity and Doob's theorem (see [8] We finally give a generalisation of Theorem 6.7 of [15] . , (P x ) x∈V α is a Markov family.
Proof. We prove preliminarily the following claim: for every α > 1 2 , t 0 > 0 and x ∈ V α , ξ is continuous with values in V α in a neighbourhood of t 0 , P x -a. s.. Indeed, once this claim is proved, the proposition follows as in [15, Theorem 6.7] , since the only necessary ingredient is that the transition semigroup is strong Feller.
Let µ be the unique invariant measure of (P x ) x∈H and let P ⋆ be the corresponding stationary solution (that is, the solution starting at µ). We notice that, by [22, Corollary 3.2] (which depends only on Theorem A.2 in the same paper and whose assumption is [n1]), for every , b) ; V α ), we wish to show that P x [ξ ∈ ǫ A(t 0 − ǫ, t 0 + ǫ)] = 1. By the Markov property,
Using Theorem 3.6 and taking ǫ cR −γ (where c, γ are from Proposition 5.7), we have
Clearly, P (α, R) y
[ξ ∈ A(ǫ, 3ǫ)] = 1, while the last term on the right hand side converges to 0 for ǫ ↓ 0 and R ↑ ∞. In conclusion inf y α 
TECHNICAL TOOLS
5.1. Short time coupling with a smooth problem. We follow the approach of [12] (see also [15, 22] ) to construct a regular process which coincides with any solution to (1.1) for a short time, using a cut-off of the nonlinearity. In this way with large probability the two solutions have the same trajectories on a small time interval. Figure 2) . Given R 1, set χ R (x) = χ(
Existence for the regular problem. Let
χ : [0, ∞] → [0, 1] be a non-increasing C ∞ function such that χ ≡ 1 on [0, 1] and χ R ≡ 0 on [2, ∞) (see
x R
). Consider the following problem,
In the following we analyse for which values of (α, α 0 ) the above problem is uniquely solvable. < α < 1 + 2α 0 , for every x ∈ V α problem (5.1) has a path-wise unique martingale solution P
) x∈V α is a Markov family and its transition semigroup is Feller on V α . Finally, for every 0 s < t, Remark 5.2. The two bounds on α required in the assumptions of the above theorem have a different justification. The requirement α < 1 + 2α 0 is due to the fact that the linearisation at 0 (that is, problem (2.3)) has that maximal regularity (see for instance [8] ). On the other hand, α >
is the largest space in the Sobolev-Hilbert hierarchy of spaces (see [16] ).
We give a short sketch of the proof of the above theorem, which can be made rigorous by using suitable approximations (such as Galerkin approximations) as in the proof of existence for the Navier-Stokes equations themselves (see for instance [11] ).
Let z denote the solution to the Stokes problem (2.3) starting at 0. By the assumption on Q, trajectories of the noise belong to
) and all α ′ < 2α 0 . Hence, with probability one, z ∈ C([0, ∞); V 1+2α 0 −ǫ )), for all ǫ > 0. In particular, z ∈ C([0, ∞); V α ) with probability one.
Fix α, R 1 and x ∈ V α and write u = v + z, where v is the solution to 
Proof. For brevity, we only give details of the crucial estimates needed to prove that (5.4) can be solved pathwise and has a global weak solution in
, using Lemma 5.11 (with a = b = α and c = −α) and Young's inequality (with exponent 2), ) yield (2α + 3), c = −α), interpolation of V1 4 (2α+3) and Young's inequality,
Here we need 1 4 (2α + 3) < 1 + 2α 0 (hence α < 1 2 + 4α 0 ), to have z 1 4 (2α+3) finite. We also need an a-priori estimate for ∂ t v in L 2 (0, T ; V α−1 ), for all T > 0. This will imply continuity in time of v on V α (see for instance [27] ). Together with continuity of z, it implies (5.2). To do this, multiply the equations by A α−1v to get
, B(u, u) .
The right hand side can be estimated in the three cases through Lemma 5.11 as in (5.5), (5.6) and (5.7) respectively (using the same values of a, b, c). 
Proof. The standard bounds in L ∞ (0, T ; H) and L 2 (0, T ; V) ensure compactness of approximations (as in standard proofs for Navier-Stokes [27] ). Convergence in V α is needed in order to show that any limit point is a solution. This follows from Ascoli-Arzelà theorem. Indeed, Corollary 5.12 (with a = b = α) implies that (we omit the subscript n for simplicity),
where we have used that
Similarly, if β > α, Corollary 5.12 (a = α, b = β) yields
Choose a β (t) as in Lemma 5.8 so that . In both cases Gronwall's lemma implies that w ≡ 0, since w(0) = 0.
An estimate of the blow-up time.
We next study the distribution of the random time τ α,R : Ω NS → [0, ∞), defined in (3.7). We start with an estimate of the tails of the solution z to (2.3), whose proof is standard (see [8] for instance, a proof in the case β = 2 is given in [14] ). by exchanging the sums in k and l and using Lemma 5.9 (we only consider the first term, one can proceed similarly for the second),
