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Long-lived optical quantum memories are of great importance for scalable distribution of entangle-
ment over remote networks (e.g. quantum repeaters). Long-lived storage generally relies on storing
the optical states as spin excitations since these often exhibit long coherence times. To extend the
storage time beyond the intrinsic spin dephasing time one can use dynamical decoupling techniques.
However, it has been shown that dynamical decoupling introduces noise in optical quantum memo-
ries based on ensembles of atoms. In this article a simple model is proposed to calculate the resulting
signal-to-noise ratio, based on intrinsic quantum memory parameters such as the optical depth of
the ensemble. We also characterize several dynamical decoupling sequences that are efficient in
reducing this particular noise. Our calculations indicate that it should be feasible to reach storage
times well beyond one second under reasonable experimental conditions.
I. INTRODUCTION
Optical quantum memories are stationary devices that
are able to store quantum states of light for retrieval at a
later point in time [1]. These can be used to synchronize
probabilistic quantum optics processes, which is crucial
for the scalability of many optical quantum technologies
[2]. A prominent example is the DLCZ-type quantum re-
peater [3, 4] for distributing entanglement over large dis-
tances, in which quantum memories are used to store ex-
citations entangled with propagating photons. For quan-
tum repeaters, or large-scale optical quantum networks
in general [5], one requires long-lived quantum memories
[6, 7]. In a DLCZ-type quantum repeater the memory
lifetime must be longer than the average time to dis-
tribute entanglement over the entire repeater length L
[4], which emphasizes the importance of long-lived quan-
tum memories.
Atomic ensembles can be used to create efficient quan-
tum memories thanks to the strong collective enhance-
ment of the light-matter interaction [8]. In addition one
can use spin states for long-duration storage as these have
long coherence times [9–14]. In ensembles the spin states
are generally subject to dephasing processes, due to in-
homogeneous spin broadening and/or due to coupling to
the environment. These processes are characterized by
the T ∗2 and T2 times, respectively. The dephasing causes
a strong loss in the optical read-out efficiency of the mem-
ory. To counter this dephasing one can apply spin echo
techniques. A simple Hahn echo sequence, which em-
ploys a single population-inversion pulse (e.g. a pi pulse),
can completely undo the inhomogeneous dephasing. The
memory time is then limited by the dephasing due to
the environment, i.e., by T2. However, even the dephas-
ing time T2 can be increased using dynamical decoupling
(DD) sequences [15], which employ series of population-
inversion pulses [10, 16–19]. The resulting, effective de-
phasing time TDD2 depends on a range of factors, such
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as the spacing between the pulses τ with respect to the
correlation time τc of the dephasing process [9, 11], errors
in the pulses [18, 20] and the spectrum of the dephasing
noise [17, 21, 22].
Errors in the population-inversion pulses generally re-
duce the coherence of the stored spin excitation, which
in turn causes a reduction of the effective optical storage
time. Even more importantly the errors cause optical
noise when reading out the memory [20], which reduces
the fidelity of the storage process. To understand the
origin of this particular kind of noise we consider a basic
atomic three-level system in a Λ configuration where two
spin states |g〉 and |s〉 are optically coupled to a com-
mon excited state |e〉, see Fig. 1. We assume that a sin-
gle spin excitation has been generated in |s〉, delocalized
over all atoms, which is described by a non-symmetric
Dicke state |Ws〉=
∑
k ck|g · · · sk · · · g〉 where ck are am-
plitudes. The generation of the spin excitation can be
done using some optical storage scheme which converts a
single optical photon into a single spin excitation [1], or
by spontaneous Raman scattering where a detection of a
Stokes photon heralds a single spin excitation as in the
DLCZ scheme [3].
The population-inversion pulses (pi pulses) of the spin
echo sequence then swap the population between the |g〉
and |s〉 states at each time interval τ . To restore the
initial |Ws〉 state an even number of pulses is used. The
optical read-out is done by applying a strong control field
on |s〉-|e〉, which converts the single spin excitation to
a single photon in the |g〉-|e〉 mode [3, 23–25]. Imper-
fect population-inversion pulses will, however, cause ad-
ditional excitations in |s〉, which will create spontaneous
emission noise during the optical read-out [20, 26], as il-
lustrated in Fig. 1. Heshami et al. [20] studied this intrin-
sic noise source for a simple Hahn echo sequence. They
showed that the noise can be sufficiently suppressed for
small area errors of the pi pulse (typically around 1%).
Recently two optical storage experiments have confirmed
that spin-echo manipulation of a single spin excitation
in an ensemble is indeed possible without introducing
excessive noise [27, 28]. Heshami et al. also made a
short calculation of the required pulse area precision for
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2FIG. 1: Basic scheme of a universal quantum memory based on storage of an optical single photon as a single spin excitation.
The scheme includes dynamical decoupling (DD) of the spin states to increase the storage time. In the energy diagram |g〉
and |s〉 are two spin states in the electronic ground state, while |e〉 is an electronic excited state in the optical regime. Before
storage all atoms are spin polarized into |g〉. a) The first step is to write a single spin excitation into |s〉, which here is generated
through storage of a single photon using a strong classical write field. Alternatively one can use the DLCZ scheme to generate
a single spin excitation [3]. b) The single spin excitation is manipulated by a DD sequence comprised of a large, even number of
population inversion pi pulses. Pulse area errors in the pi pulses will cause a relative increase of the population in |s〉 shown as
open circles. c) The spin excitation is converted into a single photon using a strong read field, which will also cause spontaneous
emission noise due to the additional population in |s〉 caused by the imperfect DD sequence.
a DD sequence, however only for the most basic one. We
emphasize that DD sequences have not yet been tested
experimentally in this context.
In this article we analyze in detail several DD se-
quences for extending the memory time of a single-
excitation quantum memory based on an ensemble of
atoms. For this, we first develop a realistic model for
calculating the resulting signal-to-noise ratio (SNR) of
the memory read-out in Sec. II. The model is sufficiently
general to treat several quantum memory schemes such
as electromagnetically induced transparency (EIT) [29],
gradient echo memory (GEM) [30, 31] and atomic fre-
quency comb (AFC) [24] memories. We then study the
SNR for several well-known DD sequences, which are in-
troduced in Sec. III. Neglecting first homogeneous broad-
ening in Sec. IV, we analytically calculate the relative
amount of extra population induced in the spin state |s〉
(noise) and the loss in the coherence of the |Ws〉 state
(memory efficiency) due to imperfect population inver-
sion by the spin echo pulses. We find that, for all DD
sequences we considered, the SNR is limited by the pho-
ton noise caused by extra population, while the loss in
memory efficiency is negligible in the regime where SNR
 1. The results are compared to numerical simula-
tions. These findings confirm and extend the results of
Ref. [20]. Using more sophisticated sequences with higher
robustness generally reduces the noise and increases the
effective storage time TDD2 for which a high SNR can be
obtained. However, our results also show that there is no
magical sequence that will limit this noise particularly
well. In section V, we explicitly take into account the
influence of homogeneous broadening and present argu-
ments for the optimal delay time between the pi pulses.
In addition, we shortly discuss the influence of imperfect
phase relations between the pulses. Finally, we discuss
the potential of reaching long storage times with realistic
experimental parameters in Sec. VI.
II. SPIN-ENSEMBLE BASED QUANTUM
MEMORY PERFORMANCE
A universal read-write quantum memory, viewed as a
black box, is a memory in which a quantum state of light
can be stored and later retrieved on demand. The quan-
tum state is often carried by a single photon, which is
stored as a spin excitation in an atomic memory, see
Fig. 1. For a read-write memory the memory efficiency
ηM is the overall efficiency to both write and read the
memory, including a potential intra-memory loss due to
dephasing. For all quantum memories based on an en-
semble of atoms, the efficiency is a function of the opti-
cal depth d˜ of the memory material [8]. As an example,
for memory schemes that are based on dephasing and
rephasing of an inhomogeneously broadened ensemble,
such as the gradient echo memory (GEM) [32, 33] or the
atomic frequency comb (AFC) memory [24], the memory
efficiency can be calculated as
ηM = (1− e−d˜)2ηD, (1)
where d˜ is an effective optical depth and ηD accounts for
loss in efficiency due to dephasing (independent of the
3optical depth and not related to DD). Note that for AFC
memories this formula holds for backward read-out, while
for forward read-out the efficiency is ηM = d˜
2e−d˜ηD. For
the popular memory scheme based on electromagneti-
cally induced transparency (EIT), the efficiency has also
been calculated as a function of optical depth [23]. Gen-
erally it is ηM = 1−C/d˜ for optimal storage in the limit
of large optical depth d˜, where C is a constant.
We now consider the effects of the DD sequence on the
storage process. The initial spin state before applying
the DD sequence is taken to be
|Ws〉 =
N∑
k=1
ck|g · · · sk · · · g〉, (2)
where N is the number of atoms and ck is a probability
amplitude. The DD sequence can be represented by a
unitary transformation T DD = TDD1 ⊗ · · · ⊗ TDDN , where
the index indicates that the unitaries are different for ev-
ery spin, such that the final state after the DD sequence
is T DD|Ws〉. Errors in the DD sequence transform the
initial state such that the final state cannot be read-out
optically with the same efficiency. We denote the effi-
ciency of the DD sequence as ηcoh, such that the overall
memory efficiency including the DD sequence is ηMηcoh.
Imperfections can also induce extra population in the
|s〉 state, which we denote by the fractional population
term ρss . If we assume that this population is completely
transferred to the excited state by the optical read-out
field it will cause spontaneous emission in the output
mode. Following the calculations in Ref. [25, 34] it can be
shown that the average number of photons spontaneously
emitted into the output mode is simply given by
µnoise = (1− e−d˜)ρss , (3)
provided that µnoise  1.
If we now consider storage of an input mode, with µin
number of photons in average in the mode, the SNR in
the output mode is then calculated as
SNR =
µinηMηcoh
µnoise
=
µinηM
(1− e−d˜)
ηcoh
ρss
. (4)
The performance of different DD sequences is thus re-
flected in the ratio R = ηcoh/ρss . The question then
arises how to calculate ηcoh and ρss for a given unitary
T DD describing a particular DD sequence.
If we assume that, instead of storing a single pho-
ton Fock state |1〉, we store a coherent state |α〉, with
α = eiβ , then the resulting state is the spin-coherent
state |ψin〉⊗N . If we also assume, for simplicity, that the
transfer probability to the spin state is without loss, then
|ψin〉 can be written as
|ψin〉 =
√
1− 1
N
|g〉+ eiβ 1√
N
|s〉. (5)
In this case ηcoh is proportional to the averaged
coherence |ρgs |2 = 〈σx〉2ρ¯ + 〈σy〉2ρ¯ where ρ¯ =
N−1
∑
k T
DD
k |ψin〉 〈ψin|TDD†k is the averaged state after
the evolution T DD and σx, σy, σz are the Pauli matrices.
This follows from a semiclassical approach, where the sig-
nal strength is proportional to the expectation value of
the dipole moment operator.
Storing a single photon |1〉 results in an entangled state
|Ws〉. This state gives rise to difficulties in terms of the
proper choice for ηcoh [35, 36] and complexity of the cal-
culations. As shown in more details in the appendix, we
can circumvent these problems using spin coherent states,
Eq. (5). To summarize, we first note that the phase in-
formation of an arbitrary (entangled) state may not be
given by the off-diagonal elements of the reduced one-
particle state like for spin-coherent states. In contrast,
the two-body correlation function is the relevant param-
eter for the inter-atomic phase coherence for arbitrary
states. Hence, the reduced two-body states of T DD |Ws〉
(or of any general state) determine ηcoh. However, it
is straightforward to show that the reduced two-body
states of T DD |Ws〉 and T DD |ψin〉⊗N –averaged over β–
differ only by a O(1/N2) correction. With additional ar-
guments, this remains even true if the amplitudes ck in
Eq. (2) differ from N−1/2 (see appendix). Hence, we can
approximate the two-body correlations very well by using
spin-coherent states (5) and integrate over β. We then
find that
ηcoh =
∫ 2pi
0
N
dβ
2pi
(〈σx〉2ρ¯ + 〈σy〉2ρ¯) . (6)
Similar considerations allow us to use |ψin〉⊗N instead of
|Ws〉 to quantify the generated noise. One finds that
ρss =
∫ 2pi
0
dβ
2pi
〈s| ρ¯ |s〉 − 1
N
, (7)
where the 1/N corrects the contribution from the input
signal.
III. DYNAMICAL DECOUPLING SEQUENCES
In this section, we first introduce the general pattern of
a DD sequence and some well-known examples. Next, we
discuss some basic features of these sequences. Finally,
we comment on composite pulses [37, 38] and other more
elaborate sequences [39].
A. General scheme of a DD sequence
DD sequences treated in this paper follow a simple
pattern (see Fig. 2 for a schematic). Free evolution is
described by
Vτ = cos (∆τ/2)1− i sin (∆τ/2)σz (8)
4where ∆ is the detuning of a given spin, that is, the
distance from the center of absorption in the frequency
domain. For the moment, we assume that the detuning
is constant in time, while the detunings of the spins fol-
low some inhomogeneous distribution. A time-dependent
(stochastic) fluctuation of ∆ (i.e., homogeneous broaden-
ing) is discussed later in Sec. V. In addition, spin ensem-
bles can be manipulated using pi pulses, just like in spin-
echo techniques. We treat light-matter interaction with
a semi-classical model based on the Jaynes-Cummings
Hamiltonian [40] for interaction of light with a two-level
system, applied to ensembles of spins. It is important to
take pulse errors into account. In this paper, we restrict
ourselves to systematic errors  in amplitude. The prop-
agator that describes the application of an instantaneous
pulse with phase ϕ and amplitude pi +  on a single ion
is given by
Πϕ = cos(/2)(cosϕσx + sinϕσy) + i sin(/2)1. (9)
Experimentally, small values of  can be achieved. For
example, the amplitude error per pulse was estimated to
be around  ≈ 0.06pi in Ref. [27].
With Eqs. (8) and (9), one can build up arbitrary pi-
pulse-based sequences. The basic mechanism of DD is
easily illustrated for perfect population inversion since
VτΠϕVτ
∣∣∣∣
=0
= Πϕ (10)
holds for any τ when there are no errors, which means
that the effect of inhomogeneous broadening is corrected.
Note that Eq. (10) suggests to use only a single applica-
tion of a pi pulse (as done in the Hahn echo) to counter
inhomogeneous broadening. However, we implicitly take
homogeneous broadening into account, which entails that
τ has to be much smaller than the correlation time τc of
the dephasing process [9, 11] (see Sec. V for more de-
tails). Hence, one has to apply many pi pulses to reach
long coherence times. To summarize, we call a DD se-
quence a series of pi pulses Π(ϕ) with potentially different
phases ϕ. Between the pulses, free evolution takes place
(see Fig. 2). To simplify defining future sequences, we
abbreviate the basic building block of any sequence with
the unitary
U(ϕ) = Vτ/2ΠϕVτ/2. (11)
A single repetition of a DD sequence reads TDD =
U(ϕL) . . . U(ϕ1), where L is the length of a sequence.
Without errors, one always has TDD|=0 = 1 (up to
global phases). To reach longer storage times t, we repeat
the sequence m times such that t = τLm.
B. Examples of simple DD sequences
The most basic dynamical decoupling sequence is the
Carl-Purcell (CP) sequence [41]. It consists of two pi
FIG. 2: Schematic of a single repetition of a DD sequence
(dotted box). At times separated by τ , instantaneous pi pulses
are applied with different phases ϕ (symbolized by the red
arrows). One such block is then repeated m times. Here,
the example of U5a:CP is shown [see Sec. III C and Eq. (16)],
which is a ten-pulse sequence. Note that we introduce the
same time gaps between pulses within composite pulses.
pulses with zero phase
TCP = U(0)2. (12)
The Carl-Purcell-Meiboom-Gilles (CPMG) sequence was
introduced to compensate first-order amplitude errors for
certain input states [42]. Compared to Eq. (12), the sec-
ond pulse is of opposite phase
TCPMG = U(pi)U(0). (13)
As we will see later, these two sequences behave equiva-
lently for the phase-averaged spin-coherent states we use.
Hence, we will only consider the CP sequence in the fol-
lowing. The simplest sequence which partially compen-
sates amplitude errors for any initial state is the XY4
sequence [18, 19, 43]. It is defined via an alternation of
pulses in x and y directions and reads
TXY4 = U(pi/2)U(0)U(pi/2)U(0) (14)
Before we introduce additional sequences, we study
the basic properties of CP, CPMG and XY4. Since any
two-level unitary operation is isomorphic to a rotation in
a three-dimensional real space, it can be written in the
form
TDD = exp
(
− i
2
α~n · ~σ
)
(15)
up to a global phase, where ~n is the unit vector that
points in direction of the rotation axis and α is the angle
that determines how much TDD rotates. In our case, ~n
and α are functions of τ , ∆,  and the phases ϕ of the
specific sequences. The advantage of this representation
is the intuitive account to understand the action of the
sequence. Furthermore, many repetitions m of the same
sequence just change the angle of TDD from α to mα.
It turns out that, for CP, CPMG and XY4, ~n and α re-
duce to simple functions in the limit of small amplitude
errors   1. For even simpler expressions, we repre-
sent ~n in spherical coordinates (θ, φ). The results are
summarized in Table I and sketched in Fig. 3. We ob-
serve that ~n lies close to the equator for CP and CPMG
and that only their azimuthal angles differ. This shows
5that CP and CPMG are equivalent for our problem since
we phase-average over the population and coherence in
Eqs. (7) and (6), respectively. In contrast, the XY4 se-
quence rotates around an axis that is close to the z axis.
This implies that the population generated by XY4 is
bounded, where the bound is roughly given by the square
of polar angle θ2 ∝ 2. In contrast, if TDD rotates around
an axis close to the equator (like CP), population is gen-
erated without a nontrivial bound. In addition, the angle
α for XY4 is quadratically suppressed compared to CP
and CPMG. This is a manifestation of the vanishing first-
order contribution of the amplitude errors in XY4 [19].
Sequence α θ φ L
CP 2c1
pi
2
− 1
2
s1 0 2
CPMG 2c1
pi
2
− 1
2
s1
pi
2
2
XY4 c2
2 1√
2
(c1 + s1)
pi
4
4
XY8 1√
2
(c1 + c3)
3 pi
2
− s1 5pi4 + 12c22 8
U5a:CP O(3) pi
2
+O(3) O(2) 10
U5a:XY4 O(6) O(3) pi
4
+O(5) 20
TABLE I: Approximations for the parameters of Eq. (15)
for several sequences introduced in the text and the number
L of building blocks of type Eq. (11). The parameters are
given in spherical coordinates nx = sin θ cosφ, ny = sin θ sinφ
and nz = cos θ using the abbreviations ck ≡ cos( 12k∆τ) and
sk ≡ sin( 12k∆τ). The approximations are valid in the limit
 1. U5a:CP and U5a:XY4 denote sequences where in a CP
and XY4 sequence, respectively, a pi pulse U(ϕ) is replaced by
a composite pulse [see Eq. (16)]. The parameters of U5a:CP
and U5a:XY4 are more complicated and thus only the scaling
of leading order in  is mentioned here.
FIG. 3: Sketch of Bloch sphere representations of the initial
state |ψin〉, Eq. (5), and the sequences CP, Eq. (12), and XY4,
Eq. (14). Since N  1, the initial state is very close to the
ground state. The rotation axis of TCP is -close to the x axis,
while TXY4 is -close to the z axis.
C. More sophisticated DD sequences and
composite pulses
In this section, we comment on more elaborate pulse
sequences like XY8 [39] and KDD [18], including com-
posite pulses [44, 45] and finally establish links between
them. We previously compared XY4 and CP. In XY4, α
is quadratically suppressed (see Table I), implying that
XY4 is closer to the desired identity. A careful analy-
sis of the XY4 sequence shows that the deviation from
the noisefree propagator during the first two pulses is
partially compensated by the third and the fourth pulse.
This insight can be iterated [39]. After a single appli-
cation of the first four pulses, one applies another four
pulses where the phases 0 and pi/2 are interchanged, lead-
ing to a kind of YX4 sequence. In the language of the
rotation operation of the previous section, the nz term is
almost inverted such that nz(XY4) − nz(YX4) = O(2).
The resulting eight pulse sequence (now called XY8) then
exhibits an angle where the leading order is 3. The cor-
responding Bloch vector ~n points close to the equator of
the Bloch sphere (similar to the CP sequence in Fig. 3).
One can continue doubling the number of pulses (then
called XY16, XY32 and so on) to further increase the
power of the leading order in a series expansion in .
Clearly, this only makes sense as long as the amplitude
error stays the dominant noise source.
While “XYn” sequences only use pulse phases 0 and
pi/2, other sequences further explore the set of possible
pulse phases. The Knill pulse, for example, is a five pulse
sequence with three different phases. It works similarly
to the XY8 sequence in the sense that the first order
correction to the ideal propagator (here it is a pi pulse)
is of order 3 instead of .
Another way to counter imperfect pi pulses are com-
posite pulses. The idea is to substitute a single pi pulse
with multiple pulses without time separation and differ-
ent phases between the pulses. Composite pulses are
called “self-correcting” because within the pulse block
itself, errors in amplitude and detuning are minimized.
Recently, a systematic way to derive composite pulses
was introduced in [45]. The ansatz propagator is a se-
quence of noisy pi pulses where the phases are free param-
eters. The phases are only restricted to obey a symmetry
with respect to an inverted order. In addition to ampli-
tude errors, the authors also treat detuning errors. They
are taken into account by replacing 1 by exp(−iγσz) in
Eq. (9). Instead of directly optimizing the phases by
maximizing, for example, the process fidelity to the ideal
operation, one first writes the composite pulse in a power
series of . Then, one tries to find conditions on the
phases such that the lowest-order contributions vanish.
The more pulses are used, the higher the orders of 
that potentially disappear. Remaining parameters are
utilized to minimize the contribution for the first nonva-
nishing coefficient, either optimized for detuning errors
or amplitude errors.
We observe that all mentioned sequences can be de-
6rived with the method presented in Ref. [45] (if the in-
version symmetry restriction is dropped). The key point
is that the procedure of canceling low orders in  is in-
dependent of the value of δ. However, pi pulses with
free time evolution before and after the pulse like in
Eq. (11) are mathematically equivalent to pi pulses with
detuning errors γ = ∆τ . For example, it turns out
that the Knill pulse is identical to the U5b sequence
in [45], up to a global shift of the phases. As an-
other example, consider a general four-pulse sequence
T4 = U(ϕ4)U(ϕ3)U(ϕ2)U(ϕ1). It has a vanishing first-
order term in  if the two conditions ϕ2 =
1
2 (ϕ3 +ϕ1 +pi)
and ϕ4 =
1
2 (3ϕ3 − ϕ1 + pi) are fulfilled. One clearly rec-
ognizes the XY4 sequence by choosing ϕ1 = ϕ3 = 0.
It is natural to combine composite pulses with other
sequences like XY4 [18]. Here we use the so-called U5a
sequence from Ref. [45], which we only trivially modify
to have
UU5a(ϕ) = U(ϕ+ 4pi/3)U(ϕ+ pi/6)
U(ϕ+ 5pi/3)U(ϕ+ pi/6)U(ϕ+ 4pi/3),
(16)
Note that we explicitly introduce time delays between
all pulses (see Eq. (11) and Fig. 2 for an example of two
consecutive UU5a(0) pulses). Due to the robustness of
composite pulses with respect to detuning errors, the in-
creased stability against amplitude errors is preserved.
We now replace the U(ϕ) in CP, Eq. (12), and XY4,
Eq. (14), by UU5a(ϕ) with the same phases as before.
The new sequences consist of ten and 20 pulses and are
denoted by U5a:CP and U5a:XY4 [50], respectively. One
can still find the lowest order for the parametrization in
Eq. (15). However, the expressions are lengthy and al-
gebraic in cos(a∆τ + b) (with a, b some constants) which
render some of the following calculations unfeasible. We
thus only give the scaling of the leading order in  in
Table I. It is evident that the combined sequences are
significantly more robust, in particular U5a:XY4.
IV. DD SEQUENCES APPLIED TO SNR
The sequences we discussed in the previous section are
now applied to coherence, population and SNR intro-
duced in Sec. II. Using the representation of Eq. (15),
quite general formulas are found. For the sake of sim-
plicity, we replace the normalized sum over all spins,
N−1
∑
k, by an integral over some spectral density p(∆)
for the detuning,
∫
p(∆)d∆ = 1. The unitary TDDk is
then simply written as TDD with an implicit dependency
on ∆. If not stated differently, we assume p(∆) to be nor-
mally distributed with zero mean and a full-width-half-
maximum (FWHM) equaling the inhomogeneous spin
broadening Γ.
For the following calculations, it is also helpful to
work in the Heisenberg picture for the observables σq,
q ∈ {x, y, z}. Generally, one finds TDD†σqTDD =∑
p∈{x,y,z} gqpσp. The transformation matrix g =
{gqp}qp is given in the appendix. We further define
Gqp =
∫
gqpp(∆)d∆.
For all sequences, α is supposed to be small, which
is guaranteed if   1. Note that α depends on ∆.
We consider two regimes: few repetitions of the se-
quence αm  1 and many repetitions αm  1. Note
that it depends on α and hence on the specific sequence
what few and many means. For αm  1, we expand
the trigonometric functions in first orders of αm. For
αm  1, we assume that, in any interval [∆,∆ + Θ],
Θ  1, αm mod 2pi takes values uniformly distributed
from 0 to 2pi; while, within the same interval, any con-
sidered integrand f(∆) ≈ const. Hence, we approxi-
mate
∫
f(∆) sin(αm)d∆ ≈ 0 and ∫ f(∆) sin2(αm)d∆ ≈
1
2
∫
f(∆)d∆ and similarly for other trigonometric func-
tions.
A. Population noise
Let us first investigate the noise in terms of popula-
tion as defined in Eq. (7). We start by integrating over
the initial phase of the state, β. By using the integral
expression for ∆ and |s〉〈s| = 12 (1+ σz), we find for one
repetition
ρss =
1
2
(1−Gzz)− 1
N
=
∫
sin2(θ) sin2(α/2)p(∆)d∆ +O(N−1),
(17)
where we omit the O(N−1) in the following. Ideally, ρss
should be zero. We see that, as discussed in Sec. III, a
small angle θ like in the XY4 sequence guarantees lower
bounds on the population. The formulas for many repe-
titions read
ρss ≈ m
2
2
∫
sin2(θ)α2p(∆)d∆ (18)
for αm 1 and
ρss ≈
∫
sin2(θ)p(∆)d∆ (19)
for αm  1. We observe that in the first limit ρss
increases quadratically with the number of repetitions,
while it is constant in the second limit. We give the
analytic expressions for some sequences in table I. For
these results, we consider the limit Γτ  1 for reasons
discussed in the following section. One clearly observes
an increased suppression of the population noise with in-
creased complexity of the sequence.
B. Phase Coherence
For the coherence, Eq. (6), we first consider the expec-
tation values
〈σx〉ρ¯ = 1√
N
(gxx cosβ+gxy sinβ)−gxz +O(N−1) (20)
7Sequence ρss for αm 1 ρss for αm 1
CP m22 1
XY4 1
8
m26 1
2
2
XY8 1
4
m26 1
U5a:CP ≈ 0.038m26 n.a.
U5a:XY4 ≈ 0.67m218 n.a.
TABLE II: Lowest-order expansion of Eqs. (18) and (19)
for several sequences in the limit τΓ  1. For U5a:CP and
U5a:XY4, analytic results are not available (n.a.) for αm 
1.
and similarly for 〈σy〉ρ¯ where again we omit O(N−1) cor-
rections in the following. Subsequently, one has to square
〈σx〉ρ¯ and 〈σy〉ρ¯ and integrate over β. Then, many cross
terms from the squaring disappear. Finally, the coher-
ence reads
ηcoh ≈ 1
2
(
G2xx +G
2
xy +G
2
yx +G
2
yy
)
+N(G2xz +G
2
yz).
(21)
Note that G2xx +G
2
xy +G
2
yx +G
2
yy in Eq. (21) is propor-
tional to the coherence of the initial state |ψin〉, while the
second part purely comes from coherence induced by im-
perfect pi pulses. We thus consider this second part as ad-
ditional noise. However, this artificial coherence decays
within the time scale of the inhomogeneous broadening
Γ, like the coherence from the initial state does. Math-
ematically, this can be confirmed for all sequences dis-
cussed in this paper and for αm 1. There, gxz and gyz
can be written as a weighted sum of factors e−ia∆τ with
a 6= 0. The integral ∫ e−ia∆τp(∆)d∆ gives e−(aΓτ)2/2 if
p(∆) is Gaussian or e−aΓτ if p(∆) follows a Lorentz dis-
tribution. We thus consider a large enough τ such that
G2xz +G
2
yz  N−1.
In Table III, we list the lowest-order expansions of
Eq. (21) in the limit Γτ  1 for the DD sequences. Sim-
ilarly as for the population, the coherence decays with
1 − O(m2) for αm  1 and approaches a finite value in
the limit of many repetitions. Again, we find that more
complex sequences preserve coherence better.
Sequence 1− ηcoh for αm 1 1− ηcoh for αm 1
CP m22 1
2
XY4 1
2
m24 0
XY8 1
4
m26 1
2
U5a:CP ≈ 0.038m26 n.a.
U5a:XY4 ≈ 0.81m212 n.a.
TABLE III: Lowest-order expansion of 1−ηcoh from Eq. (21)
for several sequences in the limit τΓ  1. For U5a:CP and
U5a:XY4, analytic results are not available (n.a.) for αm 
1.
C. SNR
For the analysis of the SNR, one simply has to combine
the results for population and coherence. In this section,
we only consider the part of the SNR that is influenced
by the DD and define the ratio
R =
ηcoh
ρss
=
1
2
G2xx +G
2
xy +G
2
yx +G
2
yy
ρss
, (22)
where the second equation is valid in the limit τΓ  1.
In the case of perfect sequences, one has TDD = 1, which
results in Gxx = Gyy = 1 and Gxy = Gyx = ρss = 0;
thus R diverges. We now discuss R in the presence of
amplitude errors in the two limits αm 1 and αm 1.
Regime αm 1.— Clearly, the SNR is either reduced
by a decreased signal or an increase of noise. However,
comparing Tables II and III, one sees that for αm  1
small increases of ρss alters R significantly, where, at the
same time, ηcoh only slightly deviates from one. Thus,
the growth of population dominates the behavior of the
SNR. It clearly helps if ~n in Eq. (15) points towards the
poles (like for XY4), but it is not necessary. It can be
equally compensated by strong suppression of the mag-
nitude of α, as in the examples of XY8 and U5a:CP
with rotation axes close to the equator (see Tables I and
II). Nevertheless, the improvement from XY4 to XY8
and U5a:CP is not as tremendous as from U5a:CP to
U5a:XY4, which again rotates around an axis very close
to the poles.
Regime αm 1.— In this regime, a simple expression
for the approximate R can be found. For a simpler treat-
ment, we rotate the reference frame of the spin around
the z axis to minimize the ny component and maximize
the nx component of T
DD. This is always possible due
to the phase averaging done for the coherence and popu-
lation. Since φ may depend on ∆, we cannot always find
ny = 0 (e.g., XY8). However, at least for the examples
discussed in this paper, one can always find ny  nx for
 1. Given this and the other assumptions mentioned
earlier, one finds
R ≈
[∫
sin2(θ)p(∆)d∆
]2
ρss
≈ ρss ∈ [0, 1]. (23)
Hence there is a limit for the performance of the DD se-
quence, which is reached when αm  1. Irrespective of
the DD sequence, one has R . 1. However, we emphasize
again that it strongly depends on the DD sequence when
we enter this regime. The sequence determines α and
hence the scale 1/α where m is considered to be a large
number. In other words, for a given sequence, one is lim-
ited to a storage time t = τLm . τL/α. Theoretically,
there is no limit in suppressing α when only amplitude
errors are considered. As an example, consider XY8,
which does not perform significantly better than XY4
when αm 1. However, since α(XY 8) α(XY 4), one
is able to perform much more repetitions with XY8 than
with XY4 before R drops to O(1) values.
8We illustrate these findings and compare the analytic
results with a numerical simulation of R in Fig. 4 (see
figure caption and appendix C for details on the sim-
ulation). Note that the parameter values for , Γ, τ
and N are close to the experimental values reported in
Ref. [27], where a single XY-4 sequence was used to ex-
tend the storage time of an AFC spin-wave memory in
Eu3+:Y2SiO5. In Fig. 4 one clearly sees that the numer-
ical simulation follows well the analytic approximation
for all sequences. The SNR for the simple CP sequence
drops most quickly and is the first that reaches the regime
αm 1. More complex sequences generally perform bet-
ter.
FIG. 4: Numerical simulation (solid lines) of R, Eq. (22),
compared to the analytic results (dotted lines) for different
number of repetitions m and for the sequences CP, XY4, XY8,
U5a:CP and U5a:XY4 (from bottom to top on the left hand
side). The red circles indicate when ηcoh drops below 0.9.
Here, a relatively large amplitude error of  = 0.1pi is chosen
to see its influence even for more complex DD sequences. The
remaining parameters for the simulation are Γ = 2pi 27 kHz,
τ = 100µs and N = 1010 (taken from the AFC spin-wave
experiment performed in a Eu3+:Y2SiO5 crystal [27]), which
guarantees that N exp(−Γ2τ2/2)  1. The analytic expres-
sions, taken from Tables II and III, fit very well to the results
of the simulation.
V. THE INFLUENCE OF HOMOGENEOUS
BROADENING AND SYSTEMATIC ERRORS IN
PULSE PHASES
In this section we additionally take into account homo-
geneous broadening. This is a dephasing process where
the detunings are subject to fluctuations in time ∆ →
∆ + δ(t), typically caused by the individual environment
of each spin. The effect of time-dependent detunings is
that pi pulses cannot perfectly undo the time evolution,
such that VτΠϕVτ |=0 = Πϕ exp(−iνσz) [cp. Eq. (10)],
where ν is the difference of the time-integrated phase be-
fore and after the pulse.
The fluctuations are described by an Ornstein-
Uhlenbeck process [9, 46, 47], which is a stationary, Gaus-
sian and Markovian process. It is characterized by the
autocorrelation function
〈δ(t)δ(t′)〉 = σ2δe−|t−t
′|/τc , (24)
where σδ determines the mean width of the fluctuations
and τc is the correlation time. The time evolution of the
Ornstein-Uhlenbeck process is described by a stochastic
differential equation that can be exactly simulated [48].
Given amplitude errors and homogeneous broadening,
there is a conflict for the optimal choice of τ . To mini-
mize ν, defined above, one normally chooses τ as small
as possible; ideally one takes τ  τc. However, smaller
τ implies more pulses for a fixed storage time t. Hence,
one expects to have more noise through imperfect popu-
lation inversion. Therefore, the question arises about the
optimal value of τ . Based on numerical simulations, we
identify three different regimes. First, it is clear that if
τ & τc, then the DD does not extend the intrinsic de-
phasing time of the spin ensemble beyond T2 (as shown
for the CP sequence without amplitude errors in Ref. [9]).
If τ is now lowered below τc, the phase shift ν starts to
decrease and TDD2 increases. In the presence of ampli-
tude errors, one might naively think that it is optimal
to choose τ . τc, because further reduction of τ would
induce more population noise without improving the sig-
nal. However, DD sequences that are more complex than
CP profit from smaller τ . As already stated in Ref. [45],
the basic assumption for the derivation of more com-
plex sequences is that the basic building blocks U(ϕ) [see
Eq. (11)] are identical (up to the phase ϕ). This assump-
tion is violated if within one sequence block (of length L)
δ(t) is significantly altered. Hence, in the regime where
τ . τc . τL, the mechanism of error reduction partially
fails and the sequence does not perform optimally. Con-
sequently, only in the third regime τ . τc/L can one
ensure that δ(t) is approximately constant over the time
scale of one sequence block. In other words, if the corre-
lation time τc & τL, the sophisticated interplay between
the pulse phases ϕi is fully developed. In the regime
τ  τc/L no further stabilization can be expected and
more pulses indeed result in more noise. Note that this
discussion is still of qualitative character since we did not
take σδ into account. Indeed, our simulations show that
σδ also influences the precise value of the optimal τ .
We present examples of the corresponding simulations
in Figs. 5 and 6 (see appendix C for details on the numeri-
cal simulation). The total storage time t = 1s is fixed and
is much larger than τc = 3.5ms, the correlation time mea-
sured for Eu3+:Y2SiO5 [11]. We investigate the impact of
various τ on the population ρss in Fig. 5 and on the ratio
R = ηcoh/ρss in Fig. 6. In particular in Fig. 5, one clearly
observes the three regimes. For τ & 10ms, the popula-
tion is the same for all sequences, because each pulse has
no phase relation to the others and hence ϕ does not have
any impact. In the regime τ . τc, the population cre-
ated by the CP sequence starts to be much larger than
for the other sequences, which profit from an increased
phase stability over many pulses. When τ . 0.35ms, the
9population generated by XY8 and U5a:CP again start to
increase. With XY4, one has a stabilization of the popu-
lation (see Secs. III B and IV A), while for U5a:XY4 one
could decrease τ even further.
Note, however, that there are further constraints on
τ . As discussed in Sec. IV B, the imperfect popula-
tion inversion induces unwanted collective emission un-
less N exp(−τ2Γ2/2)  1 (for a Gaussian profile of in-
homogeneous detuning). One should therefore choose τ
large enough to ensure this condition. With the chosen
parameters (see also the caption of Fig. 4), τ should not
go much below 30 µs.
FIG. 5: Induced noise ρss from imperfect pi pulses in the
presence of homogeneous and inhomogeneous broadening for
various pulse separations τ . The total storage is fixed t = 1s.
The amplitude error is  = 0.01pi (ten times smaller than in
Fig. 4). The parameters for the homogeneous broadening are
τc = 3.5ms and σδ = 284Hz as measured in Eu
3+:Y2SiO5
Ref. [11]. One clearly sees the benefit for more complex se-
quences over CP in the regime τc/L . τ . τc, where L is the
length of one sequence (see Table I).
0.9 0.5 0.1
FIG. 6: Ratio R for various pulse separations τ . Here, ho-
mogeneous broadening, inhomogeneous broadening and am-
plitude errors are taken into account. We only plot those
sequences where we encounter ηcoh ≥ 0.5 for at least one
choice of τ : XY8, U5a:CP and U5a:XY4 (from bottom to
top on the left hand side) are repeated m times such that
mLτ = 1s. The results are from the same run of the simu-
lator as in Fig. 5. The dashed vertical lines indicates specific
values for ηcoh, which is monotonically decreasing with τ and
which is the same for all three sequences.
VI. APPLICATION IN QUANTUM MEMORY
EXPERIMENTS
We now briefly discuss the outlook of applying DD se-
quences in current quantum memory experiments. As
in the rest of the article we focus on the material and
experimental parameters used by Jobez et al. Ref. [27].
However, a similar analysis is possible for the experiment
reported in Ref. [28]. In Fig. 6 we see that a high ra-
tio R of 103 or higher could be obtained using either of
the three considered sequences, for a pulse separation of
around 100 µs as already used by Jobez et al.. Note
that the simulations shown in Fig. 6 includes the ho-
mogeneous dephasing process measured in Eu3+:Y2SiO5
under similar experimental conditions as in Ref. [11].
To estimate the achievable SNR while storing a single
photon, one can use Eq. (4) with µin = 1. We also con-
sider a memory whose memory efficiency is described by
Eq. (1), such as an AFC or GEM memory. Let us also
assume that additional dephasing is negligible, that is,
ηD ≈ 1. In this case we have that SNR = (1 − e−d˜)R.
In the regime d˜  1 it reduces to R, hence the values
shown in Fig. 6 directly give the SNR in the memory
output mode. In the regime d˜ < 1 the SNR is bounded
by d˜. However, since a reasonably efficient memory of,
say, ηM =≥ 10% would require d˜ ≥ 0.4, a lower effective
optical depth does not strongly affect the SNR either.
Obviously the SNR is strongly reduced for very low d˜,
but such memories are also very inefficient since ηM ∝ d˜2.
In the experiment by Jobez et al. Ref. [27] the effec-
tive optical depth was d˜ ≈ 1, which in principle would
allow a high SNR after as long as 1 second of storage time
using for instance the XY-8 sequence, cf. Fig. 6. In prac-
tice the storage time was limited to about 1 ms, using
a single XY4 sequence. We believe that the main lim-
itation in that experiment is the multi-level spin states
used for storage. Indeed, at close-to-zero magnetic field,
due to for instance the Earth B field, the |g〉 = | ± 1/2〉
and |s〉 = | ± 3/2〉 states in Eu3+:Y2SiO5 are split into
two closely spaced Zeeman states. The spin echo pulses
then simultaneously drive all four spin transitions. The
conventional DD sequences studied here only apply to a
closed two-level system and do not work well for multi-
level systems.
A potential solution is to apply a large bias B field to
be able to spectrally isolate one transition between two
spin states. This would, however, also double the number
of hyperfine states in both the ground and electronic lev-
els, which possibly could reduce the memory absorption
probability (i.e. efficiency) due to difficulties in spin po-
larizing all ions into a single hyperfine state |g〉. Cavity-
enhancement of the absorption probability can provide
one possible solution to this problem [49]. But applying
a B field would also have the benefit of increasing the spin
bath correlation time τc, which can reach several seconds
for particular field directions as shown by Zhong et al. in
Ref. [13]. Then the timescale on which a high SNR could
be achieved would be 3 orders of magnitude longer than
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shown in Fig. 6, that is 10 minutes or more.
VII. SUMMARY
To conclude, we proposed a functional expression for
the SNR of spin-ensemble based quantum memories. We
subsequently applied the SNR to various known DD se-
quences and evaluated their performance in the presence
of amplitude errors and homogeneous broadening. Our
main findings are the following.
Neglecting homogeneous broadening, we parametrized
every sequence by a rotation axis ~n and a rotation angle
α. We identified α as the key parameter of the sequence:
The inverse α−1 is directly connected to TDD2 , because a
reasonable SNR can only be warranted if mα . 1. We
confirm that more complex sequences generally have a
smaller α. Hence, in the regime where the amplitude er-
ror dominates, it clearly makes sense to use an elaborate
phase relation between the pi pulses to increase TDD2 .
In the presence of homogeneous broadening, we found
evidence that the optimal pulse delay τ is in the order of
τc/L, where L is the length of one sequence block. On
first sight, it might be surprising that one profits from
reducing τ from O(τc) to O(τc/L), since more pulses ap-
parently induce more population noise. However, if one
has a correlation time that is in the order of the entire
sequence block, one can profit from elaborate phase re-
lations between the pi pulses, which in turn increases the
stability of the storage process against amplitude errors.
Only if τ is reduced much below τc/L, amplitude errors
become dominant and TDD2 decreases. Note that the pre-
cise value for the optimal τ also depends on σδ.
We also briefly discussed the prospect of applying DD
to current quantum memory experiments. Based on our
calculations, and the experiments by Jobez et al. [27] and
Zhong et al. [13], we believe it to be realistic to reach
storage times of seconds or even longer in an ensemble-
based quantum memory, while achieving a high signal-
to-noise ratio in the memory output mode.
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Appendix A: Signal and noise for generic spin states
Here, we argue why we can use first- and second-
order correlations for phase-averaged coherent states [see
Eqs. (6) and (7)] to measure the influence of free time
evolution and DD on the SNR in Sec. II. We first discuss
the figure of merit for spin states after absorption of a
single photon. Then, we show that these can be very
well approximated by averaged product states.
After the successful storage of a single photon, the op-
tical excitation is transferred to a spin excitation. We
assume that the normalized quantum state at this point
reads
|Ws〉 =
N∑
k=1
ck |g〉⊗k−1 ⊗ |s〉 ⊗ |g〉⊗N−k , (A1)
with ck ∈ C. We additionally assume that the subse-
quent time evolution can be written as a product of uni-
tary operations T DD = TDD1 ⊗· · ·⊗TDDN , where the index
indicates that the unitaries are different for every spin.
For the SNR, we evaluate the signal in terms of coher-
ence and the noise is given through the population of the
state |W′s〉 = T DD |Ws〉.
The signal in the photonic mode is determined by
the transfer efficiency and |W′s〉. To judge on |W′s〉,
we consider the Hamiltonian for the light-matter inter-
action, which is given by Hint ∝ SΦ−a† + h.c. where
SΦ− =
1√
N
∑N
k=1 e
iφkσ
(k)
− and Φ = (φ1, . . . , φN ). Then,
ηcoh = 〈SΦ+SΦ−〉|W′s〉 measures the expected photonic sig-
nal after re-emission, assuming unit transfer efficiency.
The noise is similar to evaluate. The spin excitations
induced by imperfections during the DD lead to emission
of additional photons. Since the transfer of these exci-
tations to the photonic mode is uncorrelated, the cross
terms in 〈SΦ+SΦ−〉 = 1N
∑
k,l e
−i(φk−φl)〈σ(k)+ σ(l)− 〉 average
to zero and one is left with ρss =
1
N
∑N
k=1〈|s〉〈s|(k)〉|W′s〉.
For a simpler treatment of the problem, we now re-
place |W′s〉 by a product state. Note that ρss and
ηcoh are one- and two-body correlation functions, respec-
tively. Hence, it is sufficient to consider one- and two-
body reduced density operators ρk = TrN\k |W′s〉〈W′s|
and ρkl = TrN\k,l |W′s〉〈W′s|. Assuming that we have a
rather homogeneous distribution of the excitation (i.e.,
|ck| = O(N−1/2) for all k), it is straightforward to
show that the product state |φPS〉 =
⊗
k T
DD
k |φk〉 with
|φk〉 =
√
1− |ck|2 |g〉 + ckeiβ |s〉 has approximately the
same one- and two-body reduced density operators, af-
ter integrating over β. More precisely, one finds for all
k, l that ρk =
∫
dβ/(2pi)TDDk |φk〉〈φk|TDD†k and ρkl =∫
dβ/(2pi)TDDk T
DD
l |φk, φl〉〈φk, φl|TDD†k TDD†l +C0 with a
correction ‖C0‖ = O(N−2).
We can go one step further and replace |φPS〉 by a
spin-coherent state. For simplicity, we consider the case
|ck| = 1√N in the following. Since we assume a perfect
excitation transfer for the absorption, the phases of ck
necessarily have to match with those of SΦ−, that is, ck =
1√
N
e−iφk . This implies that we can perform a local basis
rotation Rk in the x-y plane and find that 〈SΦ+SΦ−〉|Ws〉 =
11
〈S+S−〉|ψin〉⊗N +O(N−1), where S± = 1√N
∑
k σ
(k)
± and
|ψin〉 =
√
1− 1
N
|g〉+ eiβ 1√
N
|s〉. (A2)
There is an apparent complication by hav-
ing the local unitary T DD. The basis change
Rk |ψin〉 = |φk〉 and Rkσ±R†k = e∓iφkσ± does
in general not commute with TDDk , implying that〈SΦ+SΦ−〉|W′s〉 =
∫
dβ/(2pi)〈S+S−〉|ψ′〉 + O(N−1) with
|ψ′〉 = ⊗k R†kTDDk Rk |ψin〉. This means that we consider
a modified transformation T˜DDk = R
†
kT
DD
k Rk, which
results in an error when taking T DD |ψin〉⊗N instead of
|W′s〉. However, since |〈φk| ψin〉| = 1−O(N−1), one can
always choose Rk = 1+ rk with ‖rk‖ = O(N−1/2). This
means that TDDk is sufficiently close to T˜
DD
k such that
TDDk |ψin〉 ≈ T˜DDk |ψin〉. Therefore one finds, in very good
approximation, ηcoh ≈
∫
dβ/(2pi)〈S+S−〉T DD|ψin〉⊗N . In-
troducing Sx =
1
2 (S+ + S−) and Sy =
1
2i (S+ − S−)
and using the Holstein-Primakoff approximation
[S−, S+] ≈ 1 (omitting O(1/N) corrections), one easily
finds that ηcoh =
∫
dβ/(2pi)〈S2x + S2y − 12 〉T DD|ψin〉⊗N .
Simple manipulations then lead to
ηcoh ≈
∫ 2pi
0
N
dβ
2pi
(〈σx〉2ρ¯ + 〈σy〉2ρ¯) (A3)
with ρ¯ = N−1
∑
k T
DD
k |ψin〉 〈ψin|TDD†k .
Notice that the above discussion is simpler for ρss ,
since one can always choose the local basis rotation Rk
such that it does not have any influence on the popula-
tion. Similar calculations result in
ρss =
∫ 2pi
0
dβ
2pi
〈s| ρ¯ |s〉 . (A4)
Appendix B: Passive rotations in Heisenberg picture
In Sec. IV, we use the simple, but lengthy formulas for
unitary evolution of Pauli operators in the Heisenberg
picture. Here, we provide the full expressions. Given
any two-level unitary TDD = exp(−iα~n · ~σ), the Pauli
operators transform as TDD†σqTDD =
∑
p∈{x,y,z} gqpσp
where
g = {gqp}qp =
 cos 2α+ 2n2x sin2 α nz sin 2α+ 2nxny sin2 α −ny sin 2α+ 2nxnz sin2 α−nz sin 2α+ 2nynx sin2 α cos 2α+ 2n2y sin2 α nx sin 2α+ 2nynz sin2 α
ny sin 2α+ 2nznx sin
2 α −nx sin 2α+ 2nzny sin2 α cos 2α+ 2n2z sin2 α
 (B1)
Appendix C: Details on the numerical simulation
Here, we give some details about the numerical simu-
lation whose results are presented in Figs. 4, 5 and 6. For
all three plots, the same algorithm with different parame-
ters was used. Since the homogeneous process is modeled
as a stochastic process (Ornstein-Uhlenbeck), the simu-
lation was realized by sampling Nsample spins from the
physical state space. The parameters identically used all
plots are: Nsample = 10
5, τ = 100µs, Γ = 2pi27kHz and
a total time of one second (i.e., the DD sequence is re-
peated until to total time elapsed is 1s).
Let us begin with the simplest case: inhomogeneous
broadening and amplitude errors. We start with the de-
tunings ∆ randomly chosen from a Gaussian distribution
p(∆) with zero mean and a standard deviation equaling
the inhomogeneous broadening Γ/
√
8 log 2. Then, one of
the DD sequences CP, XY4, XY8, U5a:CP and U5a:XY4
is chosen. For this, the time evolution in the Heisenberg
picture is simulated for all three Pauli operators. This
has to be done for each detuning individually, since the
free time evolution depends on ∆. That is, one com-
putes Nsample times the matrix g = g(∆, , τ,m). For
each repetition m of the DD sequence, the average ma-
trix G(Γ, , τ,m) =
∫
g(∆, , τ,m)p(∆)d∆ is numerically
approximated by averaging the action of g over the fi-
nite sample. The entries of G are directly used to cal-
culate |ρgs |2/ρss in Eq. (23). To see U5a:XY4 (the most
stable sequence studied in the paper) being significantly
influenced by an amplitude error , we had to choose a
relatively large error of  = 0.1pi.
To include homogeneous broadening, the fluctuations
of each free evolution step are simulated as described in
Ref. [48]. This includes drawing 2Nsample random num-
bers per time step from a normal distribution. For the
amplitude error, we took  = 0.01pi. The used parame-
ters of the Ornstein-Uhlenbeck process are σδ = 168Hz
for the homogeneous broadening and tc = 3.7ms for the
correlation time, which were measured in Ref. [11].
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