The ability to read out, or decode, mental content from brain activity has significant 18 practical and scientific implications 1 . For example, technology that translates cortical 19 activity into speech would be transformative for people unable to communicate as a result 20 of neurological impairment 2,3,4 . Decoding speech from neural activity is challenging 21 because speaking requires extremely precise and dynamic control of multiple vocal tract 22 articulators on the order of milliseconds. Here, we designed a neural decoder that 23 explicitly leverages the continuous kinematic and sound representations encoded in 24 cortical activity 5,6 to generate fluent and intelligible speech. A recurrent neural network 25 first decoded vocal tract physiological signals from direct cortical recordings, and then 26 transformed them to acoustic speech output. Robust decoding performance was achieved 27 with as little as 25 minutes of training data. Naïve listeners were able to accurately 28 2 identify these decoded sentences. Additionally, speech decoding was not only effective 29 for audibly produced speech, but also when participants silently mimed speech. These 30 results advance the development of speech neuroprosthetic technology to restore spoken 31 communication in patients with disabling neurological disorders. 32
natural speech, and likely the most intuitive for users to learn 14, 15 . In patients with 48 paralysis, for example from ALS or brainstem stroke, high fidelity speech control signals 49 may only be accessed by directly recording from intact cortical networks using a brain-50 computer interface. 51
Our goal was to demonstrate the feasibility of a neural speech prosthetic by 52 translating brain signals into intelligible synthesized speech at the rate of a fluent speaker. 53
To accomplish this, we recorded high-density electrocorticography (ECoG) signals from 54 three participants undergoing intracranial monitoring for epilepsy treatment as they spoke 55 several hundred sentences aloud. We designed a recurrent neural network that decoded 56 cortical signals with an explicit intermediate representation of the articulatory dynamics 57 to generate audible speech. 58
An overview of our two-stage decoder approach is shown in Figure 1a -d. In the 59 first stage, a bidirectional long short term memory (bLSTM) recurrent neural network 16 60 decodes articulatory kinematic features from continuous neural activity (Figure 1a, b) . In 61 the second stage, a separate bLSTM decodes acoustic features from the decoded 62 articulatory features from stage 1 (Figure 1c ). The audio signal is then synthesized from 63 the decoded acoustic features (Figure 1d ). 64
There are three sources of data for training the decoder: high density ECoG 65 recordings, acoustics, and articulatory kinematics. For ECoG, high-gamma amplitude 66 envelope (70-200 Hz) 17 , and low frequency component 18 were extracted from 67 the raw signal of each electrode. Electrodes were selected if they were located on key 68 cortical areas for speech: ventral sensorimotor cortex (vSMC) 19 , superior temporal gyrus 69 (STG) 20 , or inferior frontal gyrus (IFG) 21 (Figure 1a ). For acoustics, instead of a typical 70 spectrogram, we used 25 mel-frequency cepstral coefficients (MFCCs), 5 sub-band 71 voicing strengths for glottal excitation modelling, pitch, and voicing (32 features in all). 72
These acoustic parameters are specifically designed to emphasize perceptually relevant 73 acoustic features while maximizing audio reconstruction quality 22 . 74 Lastly, a key component of our decoder is an intermediate articulatory kinematic 75 representation between neural activity and acoustics (Figure 1b ). Our previous work 76 demonstrated that articulatory kinematics is the predominant representation in the 77 vSMC 6 . Since it was not possible to record articulatory movements synchronously with 78 neural recordings, we used a statistical speaker-independent Acoustic-to-Articulatory 79 inversion method to estimate vocal tract kinematic trajectories corresponding to the 80 participant's produced speech acoustics. We added additional physiological features (e.g. 81 manner of articulation) to complement the kinematics and optimized these values within 82 a speech autoencoder to infer the full intermediate articulatory kinematic representation 83 that captures vocal tract physiology during speech production (see methods). From these 84 features, it was possible to accurately reconstruct the speech spectrogram (Figure 1e ,f). 85 filtered ECoG signals. c, An additional 3-layer bLSTM learns to decode acoustics from 91 the previously decoded kinematics. Acoustics are represented as spectral features (e.g. 92
Mel-frequency cepstral coefficients (MFCCs)) extracted from the speech waveform. d, 93
Decoded signals are synthesized into an acoustic waveform. e, Spectrogram shows the 94 frequency content of two sentences spoken by a participant. f, Spectrogram of 95 synthesized speech from brain signals recorded simultaneously with the speech in e. Mel-96 cepstral distortion (MCD), a metric for assessing the spectral distortion between two 97 audio signals, was computed for each sentence between the original and decoded audio. 98 g,h 300 ms long, median spectrograms that were time-locked to the acoustic onset of 99 phonemes from original (g) and decoded (h) audio. Medians were computed from 100 phonemes in 100 sentences that were withheld during decoder training (n: /i/ = 112, /z/ = 101 115, /p/ 69, /ae/ = 86). These phonemes represent the diversity of spectral features. 102
Original and decoded median phoneme spectrograms were well correlated (r > 0.9 for all 103 phonemes, p=1e-18) 104 105
Synthesis performance 106
Overall, we observed highly detailed reconstructions of speech decoded from 107 neural activity alone (See supplemental video). Examples of decoding performance are 108 shown in Figure 1 (e,f), where the audio spectrograms from two original spoken 109 sentences are plotted above those decoded from brain activity. The first sentence is 110 representative of the median performance and the second shows one of the best decoded 111 sentences. The decoded spectrogram contained salient energy patterns present in the 112 original spectrogram. 113
To illustrate the quality of reconstruction at the phonetic level, we compared 114 median spectrograms of phonemes from original and decoded audio. As shown in Figure  115 1 g,h, the formant frequencies (F1-F3, seen as high energy resonant bands in the 116 spectrograms) and distribution of spectral energy for high and low vowels (/i/ and /ae/, 117 respectively) of the decoded examples closely resembled the original speech. For alveolar 118 fricatives (/z/) the high frequency (>4kHz) acoustic energy was well represented in both 119 spectrograms. For plosives (/p/), the short pause (relative silence during the closure) 120 followed by a broadband burst of energy (after the release) was also well decoded. The 121 decoder also correctly reconstructed the silence in between the sentences when the 122 participant was not speaking. 123
To quantify performance, we tested the neural decoder for each participant on 100 124 sentences that were withheld during the training and optimization of the full model. In 125 traditional speech synthesis, the spectral distortion of synthesized speech from ground-126 truth is commonly reported using the mean Mel-Cepstral Distortion (MCD) 23 . The use of 127
Mel-Frequency bands emphasizes the distortion of perceptually relevant frequency bands 128 of the audio spectrogram 24 . In Figure 2a , the MCD of neurally decoded speech was 129 compared with reference synthesis from articulatory kinematics and chance-level 130 decoding (lower MCD is better). The reference synthesis acts as a bound for performance 131
as it simulated what perfect neural decoding of the kinematics would achieve. For our 132 participants (P1, P2, P3), the median MCD scores of decoding speech were 5.14 dB, 5.55 133 dB, and 5.49 dB, all better than chance-level decoding (p<1e-18, n=100 sentences, 134
Wilcoxon signed-rank test (WSRT), for each participant). These scores were on par with 135 state-of-the-art approaches to decode speech from facial surface electromyography 136 (EMG) with similarly sized datasets (average MCD of 5.21 dB) 25 . 137
To assess the perceptual intelligibility of the decoded speech, we used Amazon 138
Mechanical Turk to evaluate naïve listeners' ability to understand the neurally decoded 139 trials. We asked 166 people to identify which of 10 sentences (written on screen) 140 corresponded to the decoded audio they heard. The median percentage of participants 141 who correctly identified each sentence was 83%, significantly above chance (10%) 142 ( Figure 2b) . 143
In addition to spectral distortion and intelligibility, we also examined the 144 correlations between original and decoded spectral features. The median correlations (of 145 sentences, Pearson's r) of the mean decoded spectral feature (pitch + 25 MFCCs + 146 excitation strengths + voicing) for each participant were 0.55, 0.49, and 0.42 ( Figure 2c ). 147
Similarly, for decoded kinematics (the intermediate representation), the median 148 correlations were 0.66, 0.54, and 0.50 ( Figure 2d ). Finally, we examined three key 149 aspects of prosody for intelligible speech: pitch (f0), speech envelope, and voicing 26 150 ( Figure 2d ). For all participants, these features were decoded well above chance-level 151 correlations (r > 0.6, except f0 for P2: r= 0.49, p<1e-10, n=100, WSRT, for all 152 participants and features in Figure 2c shuffling data before decoding. b, Decoded sentence intelligibility was assessed by 162
asking naïve participants to identify the sentence they heard from 10 choices. Each 163 sample (n = 60) represents the percentage of correctly identified trials for one sentence. 164
The median sentence was correctly identified 83% of the time. Distributions were compared with each as other as indicated or with chance-level 174 distributions using two-tailed Wilcoxon signed-rank tests (p < 1e-10, n = 100, for all 175 tests). 176 177 178
Effects of model design decisions 179
The following analyses were performed on data from P1. In designing a neural 180 decoder for clinical applications, there are several key considerations regarding the input 181 to the model. First, in patients with severe paralysis or limited speech ability, training 182
data may be very difficult to obtain. In audio-based commercial applications like digital 183 assistants, successful speech synthesis from text relies on tens of hours of speech 27 . 184
Despite having limited neural data, we observed high decoding performance, and 185 therefore we wanted to assess how much data was necessary to achieve this level of 186 performance. Furthermore, we wanted to see if there was a clear advantage in explicitly 187 modeling articulatory kinematics as an intermediate step over decoding acoustics directly 188 from the ECoG signals. The motivation for including articulatory kinematics was to 189 reduce the complexity of the ECoG-to-acoustic mapping because it captures the 190 physiological process by which speech is generated and is encoded in the vSMC 6 . 191
We found robust performance could be achieved with as little as 25 minutes of 192 speech, but performance continued to improve with the addition of more data (Figure  193 Second, we wanted to understand the acoustic-phonetic properties that were 201 preserved in decoded speech because they are important for relative phonetic 202 discrimination. To do this, we compared the acoustic properties of decoded phonemes to 203 ground truth by constructing a statistical distribution of the spectral feature vectors for 204 each phoneme. Using Kullback-Leibler (KL) divergence, we compared the distribution of 205 each decoded phoneme to the distribution of each ground-truth phoneme to determine 206 how similar they were ( Figure 3c ). From the acoustic similarity matrix of only ground-207 truth phoneme-pairs (Extended Data Figure 2 ), we expected that, in addition to the same 208 decoded and ground-truth phoneme being similar to one another, phonemes with shared 209 acoustic properties would also be characterized as similar to one another. For example, 210 two fricatives will be more acoustically similar to one another than to a vowel. 211
Hierarchical clustering on the KL-divergence of each phoneme pair demonstrated 212 that phonemes were clustered into four main groups. These groups represent the primary 213 decoded acoustic differences between phonemes. Within each group, phonemes were 214 more likely to be confused with one another due to their shared acoustic properties. For 215 instance, a decoded /s/ may easily be confused with /z/ or other phonemes in Group 1. 216 Group 1 contained consonants with an alveolar place of constriction. Group 2 contained 217 almost all other consonants. Group 3 contained mostly high vowels. Group 4 contained 218 mostly mid and low vowels. The difference between groups tended to correspond to 219 variations along acoustically significant dimensions (frequency range of spectral energy 220 for consonants, and formants for vowels). These groupings were similar to those obtained 221 by clustering KL-divergence of ground-truth phoneme pairs (Extended Data Figure 2) . 222 Third, since the success of the decoder depends on the initial electrode placement, 223 we wanted to assess how much the cortical activity of each brain region contributed to 224 decoder performance. We quantified the contributions of the vSMC, STG, and IFG by 225 training decoders in a leave-one-region-out fashion and comparing performance ( Figure  226 sentences, decoded sentences that were silently mimed were dynamically time-warped 277 according to their spectral features. Decoded sentences were significantly better than 278 chance-level decoding for both speaking conditions (p < 1e-11, for all comparisons, n = 279 58; Wilcoxon signed-rank test). Box plots as described in Figure 2 . 280 281
Discussion 282
Our results demonstrate intelligible speech synthesis from ECoG during both 283 audible and silently mimed speech production. Previous strategies for neural decoding of 284 speech have primarily focused on direct classification of speech segments like phonemes 285 or words 30,31,32,33 . However, these demonstrations have been limited in their ability to 286 scale to larger vocabulary sizes and communication rates. Meanwhile, decoding of 287 auditory cortex responses has been more successful for continuous speech sounds 18,34 , in 288 part because of the direct relationship between the auditory encoding of spectrotemporal 289 information and the reconstructed spectrogram. An outstanding question has been 290 whether decoding vocal tract movements from the speech motor cortex could be used for 291 generating high-fidelity acoustic output. 292
We believe that cortical activity at vSMC electrodes was critical for decoding 293 (Figure 3e ,f) because it encodes the underlying articulatory physiology that produces 294 speech 6 . Our decoder explicitly incorporated this knowledge to simplify the complex 295 mapping from neural activity to sound by first decoding the physiological correlate of 296 neural activity and then transforming to speech acoustics. We have demonstrated that this 297 statistical mapping permits generalization with limited amounts of training. 298
Direct speech synthesis has several major advantages over spelling-based 299 approaches. In addition to the capability to communicate at a natural speaking rate, it 300 captures prosodic elements of speech that are not available with text output, for example 301 pitch intonation (Figure 2d ) and word emphasis 35 . Furthermore, a practical limitation for 302 current alternative communication devices is the cognitive effort required to learn and use 303 them. For patients in whom the cortical processing of articulation is still intact, a speech-304 based BCI decoder may be far more intuitive and easier to learn to use 14, 15 . 305
Brain-computer interfaces are rapidly becoming clinically viable means to restore 306 lost function 36 . Impressive gains have already been made motor restoration of cursor 307 control and limb movements. Neural prosthetic control was first demonstrated in 308 participants without disabilities 37,38,39 before translating the technology to participants 309 with tetraplegia 40,41,42,43 . While this articulatory-based approach establishes a new 310 foundation for speech decoding, we anticipate additional improvements from modeling 311 higher-order linguistic and planning goals 44,45 . Our results may be an important next step 312 in realizing speech restoration for patients with paralysis. Finally, the signals were z-scored relative to a 30 second window of running mean and 349 standard deviation, so as to normalize the data across different recording sessions. We 350 studied high-gamma amplitude because it has been shown to correlate well with multi-351 unit firing rates and has the temporal resolution to resolve fine articulatory movements 17 . 352 We also included a low frequency signal component due to the decoding performance 353 improvements note for reconstructing perceived speech from auditory cortex 34 phonetic labels were used to determine the ground truth values for these labels (e.g., the 396 dimension "labial stop" would be 1 for all frames of speech that belong to the phonemes 397 /p/, /b/ and so forth). However, with a regression output layer, predicted values were not 398 constrained to the binary nature of the input features. In all, these 32 combined feature 399 vectors form the initial articulatory feature estimates. 400
Finally, to ensure that the combined 32 dimensional representation has the 401 potential to reliably reconstruct speech, we designed an autoencoder to optimize these 402 values. Specifically, a recurrent neural network encoder is trained to convert 403 phonological and acoustic features to the initialized 32 articulatory representations and 404 then a decoder converts the articulatory representation back to the acoustics. The stacked 405 network is re-trained optimizing the joint loss on acoustic and EMA parameters. For shuffling the data to test for significance, we shuffled the order of the 436 electrodes that were fed into the decoder. This method of shuffling preserved the 437 temporal structure of the neural activity. Turk to assess the intelligibility of the neurally synthesized speech samples. We set up a 449 listening task where naïve listeners identified which of 10 sentences was played in each 450 trial. A set of 60 sentences (6 trials of 10 unique sentences) were evaluated in this 451 assessment. These trials, also held out during training the decoder, were used in place of 452 the 100 unique sentences tested throughout the rest of Figure 2 because the listeners 453 always had the same 10 sentences to chose from. Each trial sentence was listened to by 454 50 different listeners. In all, 166 unique listeners took part in the evaluations. 455 456 Data limitation analysis. To assess the amount of training data affects decoder 457 performance, we partitioned the data by recording blocks and trained a separate model for 458 an allotted number of blocks. In total, 8 models were trained, each with one of the 459 following block allotments: [1, 2, 5, 10, 15, 20, 25, 28] . Each block comprised an average 460 of 50 sentences recorded in one continuous session. 461 462 Quantification of silent speech synthesis. By definition, there was no acoustic signal to 463 compare the decoded silent speech. In order to assess decoding performance, we 464 evaluated decoded silent speech in regards to the audible speech of the same sentence 465 uttered immediately prior to the silent trial. We did so by dynamically time warping 53 the 466 decoded silent speech MFCCs to the MFCCs of the audible condition and computing 467
Pearson's correlation coefficient and Mel-cepstral distortion. 468 469 Phoneme acoustic similarity analysis. We compared the acoustic properties of decoded 470 phonemes to ground-truth to better understand the performance of our decoder. To do 471 this, we sliced all time points for which a given phoneme was being uttered and used the 472 corresponding time slices to estimate its distribution of spectral properties. With principal 473 components analysis (PCA), the 32 spectral features were projected onto the first 4 474 principal components before fitting the gaussian kernel density estimate (KDE) model. 475
This process was repeated so that each phoneme had two KDEs representing either its 476 decoded and or ground-truth spectral properties. Using Kullback-Leibler divergence (KL 477 divergence), we compared each decoded phoneme KDE to every ground-truth phoneme 478 KDE, creating an analog to a confusion matrix used in discrete classification decoders. 479 KL divergence provides a metric of how similar two distributions are to one another by 480 calculating how much information is lost when we approximate one distribution with 481 another. Lastly, we used Ward's method for agglomerative hierarchical clustering to 482 organize the phoneme similarity matrix. 
