Wind energy makes a significant contribution to global power generation. Predicting wind turbine capacity is becoming increasingly crucial for cleaner production. For this purpose, a new information priority accumulated grey model with time power is proposed to predict short-term wind turbine capacity. Firstly, the computational formulas for the time response sequence and the prediction values are deduced by grey modeling technique and the definite integral trapezoidal approximation formula. Secondly, an intelligent algorithm based on particle swarm optimization is applied to determine the optimal nonlinear parameters of the novel model. Thirdly, three real numerical examples are given to examine the accuracy of the new model by comparing with six existing prediction models. Finally, based on the wind turbine capacity from 2007 to 2017, the proposed model is established to predict the total wind turbine capacity in Europe, North America, Asia, and the world. The numerical results reveal that the novel model is superior to other forecasting models. It has a great advantage for small samples with new characteristic behaviors.
With the global energy crisis and environmental pollution, clean and renewable energy has received extensive attention in recent years (Pali & Vadhera, 2018; Lu et al., 2019) . Wind energy is one of the most rapidly growing clean energies, which produces a great deal of electrical energy by wind turbines (Shoaib et al., 2019) . Wind power generation accounts for an increasing proportion in the global power production structure (Moraes et al., 2018) . As reported by BP in Statistical Review of World Energy 2018, global wind turbine capacity growth averaged 20.2% per year in the past decade. And the wind turbine capacity of Asia, Europe, and North America accounted for 95.6% of the world, while other regions accounted for only 4.4% in 2017. Recently, the Global Wind Energy Council(CWEC) said that the wind power capacity of the world is expected to increase by 50% and exceed more than 300 million kilowatts by 2023. Wind energy has significant advantages and good development prospects in the development of cleaner production (Kiaee et al., 2018) . The reason is that it can reduce carbon dioxide emissions and fossil fuels burning (Wang & Li, 2019; Ma et al., 2019b) . Therefore, it is an inevitable choice for the global long-term energy strategy to develop wind energy, which can ensure sufficient energy supply (Zeng & Li, 2016) . Hence, accurately predicting the wind turbine capacity in Asia, Europe, North America, and the world is very important for decision-makers.
In the previous studies, many scholars have proposed many models to forecast the wind turbine capacity, including logistic model (Shafiee, 2015) , autoregressive sliding average model (Jiang et al., 2012) , time series analysis (Safari et al., 2018) , support vector regression (Zendehboudi et al., 2018) , neural network prediction model (Chang et al., 2017) , combined forecasting model (Liu et al., 2018) , grey machine learning (Ma, 2019; Wang et al., 2018b) , and grey model (Wu et al., 2018c; Zeng et al., 2019) . Among the many forecasting methods, the regression analysis method uses the indicators related to the wind turbine capacity to build the model, which requires lots of samples. The calculation principle of time series model is simple but can not reflect its intrinsic influencing factors. The artificial neural network forecasting model has excellent predictive ability for nonlinear data. But it is difficult to search the optimal solution so that it cannot meet the accuracy requirements. However, the grey model differs from other forecasting models that it requires a small sample with just 4 data or more. Collecting sufficient samples is challenging in practical applications. Thus, more and more scholars have extensively concerned the grey system model.
Grey system theory along with grey models are initially put forward by Deng (1982) to solve uncertain problems. Because of the practicability of the grey model, the grey system has become a research direction with distinctive characteristics. The classical GM(1, 1) model has been generalized to other effective grey forecasting models, including NGM(1, 1, k) (Cui et al., 2009 ), DGM(1, 1) (Hu et al., 2009) , NGM(1,N ) (Wang & Ye, 2017) , and CFGM (Ma et al., 2019c) . These grey models have been successfully applied in the environment (Wu et al., 2018a) , economy (Yin et al., 2018) , energy (Wu et al., 2019) and other related fields (Wang et al., 2018a; Duan et al., 2019) . From the idea of GM (1, 1) modeling, it is the least-squares modeling method that follows the law of accumulated grey-index. And the traditional GM(1, 1) model has great forecasting effect on the data with homogeneous exponential law, and improved models have this characteristic. There are a large number of systematic development laws that do not conform to the exponential law in real life. For the data with partial exponential features and time power terms, Qian et al. (2012) constructed a novel GM (1, 1, t α ) model. However, these grey models are built by using the first-order accumulative generation operation (1-AGO) (Deng, 1982) . And the restored values of these models are deduced by using the first-order inverse accumulative generation operation (1-IAGO).
Therefore, sequence accumulation generation is one of the critical steps of grey information mining and modeling.
In many references, the research on grey accumulation generation is mainly divided into two categories.
1) The idea of accumulation generation is combined with other forecasting models. Sheng et al. (2008) put forward a GSVMG model, and it was used to forecast patent application filings, which obtained higher prediction accuracy. Liu et al. (2011) Later, a new seasonal discrete grey prediction model with periodic effects was proposed by Xia & Wong (2014) , which was successfully applied to forecast fashion consumer goods. Recently, Ma et al. (2019e) constructed the FDGM model and optimized it with the Gray Wolf algorithm.
Through the review and analysis of the above literature, it can be noticed that many models do not consider the new information priority principle. This may be the reason for the poor prediction accuracy. In order to solve this challenge for grey GM(1, 1, t α ) model, this study constructs a novel new information priority accumulated grey model with time power. Furthermore, the computational formulas for the sequence of time response and the values of prediction are deduced. Another problem of the current grey model with new information priority accumulation (Wu & Zhang, 2018) is that no detailed optimization algorithm has been used to seek the optimum solution of parameters. Therefore,
we establish an optimization model to search the parameters and use the PSO algorithm to determine the optimized values of the novel model. Then, the novel model is applied to predict wind turbine capacity in Europe, North America, Asia, and the world. The numerical calculation results are compared with several existing models. Finally, according to the prediction results of wind turbine capacity in these regions from 2018 to 2020, reasonable suggestions on clean energy production are provided.
The remainder of this research is structured as below: Section 2 systematically discusses the novel grey model. Section 3 gives how to optimize the nonlinear parameters of the novel model by an intelligent algorithm. Section 4 validates the accuracy of the novel model through three real cases. Section 5 predicts wind turbine capacity by using seven forecasting models, and Section 6 gives the conclusions of the study.
The new information priority accumulated grey model with time power

Definition of new information priority accumulation
Definition 1. (see Zhou et al. (2017) ) Set the non-negative historical data sequence as S 0 = s 0 k |k ∈ 1, 2, · · · , m , the first-order new information priority accumulated generation operation sequence (1-NIPAGO) of S 0 is
and λ presents the accumulation generation parameter, which is used to adjust the weight of the sequence.
Eq.(1) is named new information priority accumulation.
In previous studies, Wu & Zhang (2018) proved that the weight of "new" 1-NIPAGO series s 1 k is larger than the "old" ones. Being similar to the traditional grey model accumulation generation, S 0 can be accumulated and generated multiple times according to the accumulation mentioned above, and the multiple new information of S 0 can obtain the priority accumulation generation sequence S n .
Definition 2. (see Zhou et al. (2017) ) Assuming the first-order new information priority inverse ac-
It is worth noting that new information priority accumulated and new information priority inverse accumulated have the following relationship, these is
The Eq. (3) is particularly important when establishing grey forecasting models and calculating prediction values for the original sequence, as shown below.
The definite integral trapezoidal approximation formula
In this subsection, the problem of estimating the value of the integral d2 d1 f (u)du is discussed. First, the interval [d 1 , d 2 ] is divided into k sub-intervals of width ∆d = d2−d1 k , and each sub-interval can be expressed as:
Further, let the function value of each point γ 0 , γ 1 , γ 2 , · · · , γ k of f (u) correspond to f (γ 0 ), f (γ 1 ), f (γ 2 ), · · · , f (γ k ), as shown in Fig. 1 .
Then the area of each narrow trapezoid is: Therefore, if there are k sub-intervals, the integral can be approximated as
which is the definite integral trapezoidal approximate formula.
Modeling process of NIPGM
The tradition grey model with time power was established by Qian et al. (2012) . In the following, the novel new information priority accumulated grey model with time power is defined as.
Definition 3. Set the non-negative original sequence as S 0 , the 1-NIPAGO of S 0 is S 1 , s 1 k is shown in Eq. (1). The mean generation sequence with consecutive neighbors is H 1 = h 1 k |k ∈ 2, 3, · · · , m , where h 1 k = 0.5s 1 k + 0.5s 1 k−1 .
Definition 4. Set S 0 , S 1 and H 1 be shown in Definition 3, there is
is named the mathematical form of NIPGM(1,1,t α ), then,
which is named the whitening equation of NIPGM (1,1,t α ). α presents a non-negative constant, a presents development coefficient, and the amount of grey action is bt α + c.
Because of h 1 k = 0.5s 1 k + 0.5s 1 k−1 , Eq.(8) turns to be
Further, there is
Theorem 1. Suppose S 0 , S 1 and H 1 are defined in Definition 3,r = [a, b, c] T is a parameter column, the least-squares parameter estimate of the novel model satisfiesr
Proof 1. Using the method of the mathematical induction, take k = 2, 3, · · · , m into Eq.(10), there is
Convert the Eq.(12) into the matrix form, then
In summaryr
Theorem 2. Suppose F , G,r are described in Theorem 1, the sequence of time responseŝ 1 k of the NIPGM(1,1,t α ) model is:
γ α e a(γ−1) + (γ + 1) α e aγ + c a , k = 2, 3, · · · , m,
then the restored values ofŝ 0 k+1 can be deduced by using the 1-NIPIAGO,
Proof 2. We all know the general solution of linear non-homogeneous differential equation Eq.(7) is composed of the solution of its corresponding homogeneous equation plus one of its special solution. For
Eq.(7), its homogeneous form as:
then we solve the general solution of Eq.(17) is ln s 1 t = −at + c. Further, simplification gives s 1 t = Qe −at . Taking t = 1, there is Q = e at s 1 1 , c and Q is a constant.
Using the constant variation method, we obtain the solution of Eq.(7) as
Because of Q(t) = s 1 t e at and s 1 t = s 0 t , then Q(1) = e a s 0 1 . Bringing Eq.(18) into Eq. (7), we get
Further, considering the integral of Eq.(19) on the interval [1, t], we can obtain
From Eq.(20) know that
Thus, Q(t) can be represented as
According to Eq.(22) and the definite integral trapezoidal approximation formula Eq.(5), the continuoustime response function s 1 t can be derived from the following formula,
Finally, the continuous-time response function is challenging to calculate in actual applications (Ma et al., 2019d ), so we further discrete Eq.(23) to obtain the time response sequenceŝ 1 k . And the prediction values ofŝ 0 k can be solved by using Eq.(3).
Generality of the NIPGM(1, 1, t α ) model
The novel grey model is a more extensive model, which combines new information priority accumulation with grey model with time power. Fig.2 displays that the relationship between the novel model and the classical GM(1, 1)model (Deng, 1982) , non-homogeneous exponential NGM(1, 1, k) model (Cui et al., 2009 ), extended non-homogeneous exponential NGM(1, 1, k, c) model (Wang et al., 2014) , and grey GM(1, 1, t α )model with time power (Qian et al., 2012) .
i) If α=0 and λ=1, the proposed model becomes s 0 k + ah 1 k = bk 0 + c = b 0 , which degenerates into the classical GM(1, 1) model, then 1) The sequence of time responseŝ 1 k aŝ
2)The values of predictionŝ 0 k+1 aŝ
ii) If α=1 and λ=1, the new model becomes s 0
there are 1) The sequence of time responseŝ 1 k aŝ
iii) If α=1,λ=1 and c = 0, the proposed model becomes s 0 k + ah 1 k = bk, which degenerates into the NGM(1, 1, k) model, there are 1) The sequence of time responseŝ 1 k aŝ
2) The values of predictionŝ 0 k+1 aŝ
iv) If λ=1, the proposed model becomes s 0 k + ah 1 k = bk 2 + c, which reduces into the GM(1, 1, t α ) model with time power, then 1) The sequence of time responseŝ 1 k aŝ
It can be seen from Eq.(25), Eq. (27) model does not successfully apply the new information priority principle. Therefore, the proposed model is suitable for situations where the data characteristics are complex, which has more excellent flexibility and practicality than the other four models.
Optimization of the parameters by particle swarm optimization
We can notice that the parameters λ and α have been given before building the NIPGM (1,1,t α ) model. Choosing the optimal parameters λ and α is very important, which can enhance the fitting and predicting capabilities of the proposed model. The details about how to optimize the parameters λ and α by the particle swarm optimization algorithm were given in this section.
Model evaluation criteria
To examine the accuracy of each forecasting model, we select the absolute percentage error (APE), the root mean square error of priori-sample (RMSEPR) (Ma & Liu, 2017) , the root mean square error of the post-sample (RMSEPO) (Wu et al., 2018b) and the root mean square error (RMSE) (Ma & Liu, 2017) as the assessment standard. These expressions are expressed as
where, l presents the amount of sample applied to establish forecasting model, m presents the total amount of sample.
Nonlinear optimization model for the parameters λ and α
When using the NIPGM (1,1,t α ) model to forecast the original data, we first need to determine the parameters λ and α of the model, then use Eq.(11) to obtain the parameters (a, b, c), and use Eq.(16) to solve the prediction valuesŝ 0 k . In this paper, the minimum RMSE corresponding λ and α are used as the optimal model parameters, and its objective function is as follows:
Since Eq.(36) is nonlinear, it is complicated to determine the values of parameters λ and α by using Eq.(36). For this reason, the optimal parameters λ and α can be searched through the mature particle swarm optimization algorithm (PSO). Inspired by the literature (Whetten, 1989; Suddaby, 2014) , Fig.3 gives the calculation flow chart which can clearly understand the modeling process.
Compute the matrix F and G to obtain system parameters a , b and c by using the least squares estimation method Constructing the NIPGM(1,1, t a ) , and calculating the APE and RMSE Searching the optimal values l and a , and minimizing value RMSE by using PSO With l as parameter, compute the 1-NIPAGO sequence S 1 Input original data sequence S 0
Choosing optimal l and a ,and repeat above steps to calculate simulation and prediction values Figure 3 : Calculation steps for the NIPGM (1, 1, t α ) model.
Optimization step of parameters
Kennedy & Eberhart (1995) developed the particle swarm optimization (PSO) algorithm that originated from the study of the behavior of bird predators. This algorithm has many advantages, such as easy implementation, high precision, and rapid convergence. It has paid close attention to a large number of scholars and applied to many engineering fields (Zeng & Liu, 2017; Zeng & Li, 2018) . The specific algorithm steps will be given below.
Step 1: Set the parameters of learning factor c 1 , c 2 , the weight of inertia w min , w max , and the maximum number of iterations iter max .
Step 2: Initialize the particle swarm. Suppose that in an D-dimensional target space, there are n candidate particles. The initial position P i and velocity V i of the ith particle are P i = (P i1 , P i2 , . . . , P iD ) ,
. . , n, respectively.
Step 3: Compute the values of fitness RMSE k i of each particle. Because the sum of P i and V i is not necessarily limited to the search space, some particles may exceed the edge of the search space during the particle swarm search process. In order to settle this issue, we suppose that the penalty factor M is an arbitrarily large constant and the penalty coefficient C j is used to determine whether the particle exceeds the limit value. If the optimal parameter exceeds the limit value, then C j = 1, else C j = 0, there is C j =    1, parameter exceeds the limit value 0, others (37) Therefore, the fitness of each particle is as follows:
where, k presents current iteration.
Step 4: Update pbest and globebest. According to the fitness RMSE k i of each particle, finding out the best position it experiences b k , the individual extremum is recorded as pbset i = b k . The optimal position of the entire particle swarm is the global extremum, which recorded as globebest = P k b k .
(
, else pbest k+1 i = pbest k i , and find the optimal particle record as b k+1 .
Step 5: Update V k+1 ij and P k+1 ij according to the following mathematical expression:
where, the inertia weight w is in the interval (w min , w max ), c 1 and c 2 are constant, and the symbol rand() generates random number in [0, 1].
Step 6: Stop the guidelines. If k < iter max , continue to iterate back to step 3, else print optimum solution. (Zhou, 2018) , autoregressive integrated moving average model (ARIMA) (Jiang et al., 2018) . In the PR(n) model, "n" is the number of polynomial regressions. In the ARIMA(p, d, q)model, "p " presents the number of autoregressive terms, "d " presents the order of differences, and "q " presents the number of moving averages.
The unknown parameter λ of grey model with time power and parameters λ, α of the proposed model are determined through the PSO algorithm. Table 1 gives the various parameters setting of the particle swarm algorithm. The computational results of the model optimization parameters λ, α, and RMSE are stored in a matrix with a dimension of 100 × 1000. Because each trail has an optimal value of λ, α, and RMSE, there are 100 optimal values of λ, α, and RMSE. In this paper, the minimum RMSE and corresponding λ and α of the 100 parameters are selected as the system parameters of the model. The testing data is derived from the literature (Zhou et al., 2017) in this case. We use scientific computing software Matlab to calculate 100 identical trails, and the numerical results are displayed in 
The prediction values of the NIPGM(1, 1, t α ) and GM(1, 1, t α ) can be immediately obtained when determining the optimal parameters. Then, we calculate all the numerical results of seven models by using Matlab software, which are displayed in Table 3 and Table 4 .
It is easy to see in Table 4 that the RMSEPR of ARIMA(2,1,0) model is 0.0127. However, it is noteworthy that the RMSEPO, RMSE of NIPGM (1,1,t α ) model are 0.0048,0.0120. The numerical results demonstrate that grey NIPGM (1,1,t α ) model has the highest forecasting accuracy in seven forecasting Year value PR(2) ARIMA(2, 1, 0) GM(1, 1) DGM(1, 1) NGM(1, 1, k, c) GM(1, 1, t α ) NIPGM(1, 1, t α ) models. The reason is that the growth of the sequence shows a trend of slowing down and then accelerating, which conforms to the characteristics of the new information priority accumulation. Therefore, using the proposed model to simulate and predict this sequence has higher prediction accuracy. 
Case2: Forecasting the output values of the high technology industry
The sample data is taken from the literature (Ding et al., 2017) in this case. Firstly, establishing the grey prediction model by using the data from 2005 to 2012 and testing the forecasting accuracy of grey models by using the data from 2013 to 2014. Then, we calculate 100 identical trails by using Matlab software, and Table 5 gives the optimal numerical results. As can be observed from Once the optimal parameters are derived, the numerical results of the grey model with time power and the novel model can be directly calculated. Table 6 and Table 7 list the calculation results of seven reveal that the novel model has more excellent forecasting capability than other prediction models. The reason is that the growing tendency of the sequence shows a trend of acceleration, then deceleration, and acceleration again, has great volatility and conforms to the characteristics of the new information prioritized. Furthermore, only 10 data with non-stationary may be the reason that the PR(n) model and ARIMA(p, d, q) model have worse prediction results. So using the NIPGM(1, 1, t α ) model to stimulate and predict this sequence has higher prediction accuracy. 
Case3: Forecasting China's grain production
The sample data is collected from the literature in this case . We build forecasting models by employing the data from 2003 to 2012 and assess the prediction capability by employing the data from 2013 to 2015. Similar to case 1 and case 2, Table 8 displays the optimal numerical results. Furthermore, Table 9 and Table 10 list all calculation results, we can observe the RMSEPR of the extended non-homogeneous exponential grey model is 0.8371, and the RMSEPO, RMSE of the proposed model are 0.6902, 0.9957. The numerical results reveal that the NIPGM (1, 1,t α ) model has more accurate stimulation and prediction accuracy. Because the growing tendency of the sequence has great volatility and the sequence has new characteristic behavior. Year value PR(2) ARIMA(2, 1, 1) GM(1, 1) DGM(1, 1) NGM(1, 1, k, c) GM(1, 1, t α ) NIPGM(1, 1, t α ) 
Summary of the case studies
Based on the results of the three case studies, we summarize the performance of simulation and prediction through seven forecasting models. Table 11 gives the average values and ranks of RMSEPR, RMSEPO, and RMSE for seven models in all the cases. It is easy to see that the improved grey model outperforms other models and has better generalization capabilities. On the one hand, the proposed model is compared with PR(n) model and ARIMA(p, d, q) model. It reveals that NIPGM(1, 1, t α ) model has the most excellent capabilities of simulation and forecasting and has significant advantages for small samples. The reason is that the ARIMA model requires extensive samples of more than 50 observations for prediction (Shumway & Stoffer, 2017) . On the other hand, the RMSE of the NIPGM(1, 1, t α ) model has been dramatically improved than the basic grey model and discrete grey model. The result indicates that the introduction of the parameters α and λ into the grey model is a scientific and practical approach to heighten the forecasting capability of grey forecasting models. Then, we compare the accuracy of the NGM(1, 1, k, c) model, GM(1, 1, t α ) model and novel grey model, which shows that new grey model has the highest prediction accuracy and the secondhighest simulation accuracy. This illustrates the importance of new information priority accumulation for forecasting, and grey model with time power and non-homogeneous exponential grey model are particular cases of the proposed model. Besides, the PSO algorithm is very stable when determining the parameters λ and α. This is why we select the PSO to seek the optimal parameters of the new grey model.
Applications in the wind turbine capacity
This section discusses the wind turbine capacity of the world and the top three regions, which are Asia, Europe, and North America, respectively. First of all, Fig. 4 displays the structure chart of forecasting the wind turbine capacity, which is drawn under the inspiration of literature (Ma et al., 2019a; Du et al., 2019) . 
Total wind turbine capacity of Europe
This subsection analyzes the total wind turbine capacity of Europe through seven prediction models.
First of all, through the demonstration in section 4, we use PSO algorithm to find the minimum RMSE and the corresponding λ, α of NIPGM (1, 1, t α ) model, the smallest RMSE and the corresponding α of grey model with time power. Then, Table 13 displays the minimum RMSE and the relevant optimal values of the two models. 
Then, the new information priority accumulation sequence S 1 and the matrix F, G are given as follows. 
Finally, the optimal parameters (a, b, c) = (−0.0737, −345863.1636, −291896.7690) of NIPGM(1, 1, t α ) model are obtained. And the whitening equation is given, these is
The prediction values of the seven models in the wind turbine capacity of Europe are listed in Table   14 . It is seen from Table 14 and Fig. 5 that the established forecasting model can reflect the trend of wind turbine capacity in Europe from 2015 to 2017. Figure 5 : The fitted and predicted values of different models in wind turbine capacity of Europe. Figure 6 : Errors of different models in wind turbine capacity of Europe.
Total wind turbine capacity of North America
In this subsection, the total wind turbine capacity in North America is studied by seven forecasting models. Similar to the analysis in section 4, Table 16 lists the minimum RMSE and the corresponding optimized parameters of the two models. Further, the forecasting models are built by using the wind turbine capacity data from 2007 to 2014 in North America. Table 17 gives the fitting and predicting values of the seven models. It can be noticed from Fig. 7 and Table 17 that the established seven forecasting models have an excellent predictive effect in wind turbine capacity forecasting of North America, which can reflect the trend of wind turbine capacity from 2015 to 2017. Year data PR(1) ARIMA(2, 1, 1) GM(1, 1) DGM(1, 1) NGM(1, 1, k, c) GM(1, 1, t α ) NIPGM(1, 1, t α ) wind turbine capacity(Megawatts) Data for building the models wind turbine capacity of total North America raw data NIPGM(1,1,t α ) GM(1,1,t α ) NGM(1,1,k,c) DGM(1,1) GM(1,1) ARIMA(2,1,1) PR(1) Figure 7 : The fitted and predicted values of different models in wind turbine capacity of North America.
According to the Eq.(32) to Eq.(34), the values of fitting and forecasting errors of the seven models can be calculated. Table 18 and Fig.8 show that the RMSEPR, RMSEPO and RMSE of NIPGM(1, 1, t α ) are 2.9918, 1.0978, 2.4236. The numerical results expose that the forecasting and fitting accuracy of the novel model are higher than other models. And new information priority accumulation has great significance for enhancing the prediction accuracy. Therefore, the proposed model is very suitable for forecasting wind turbine capacity in North America. Year PR(1) ARIMA(2, 1, 1) GM(1, 1) DGM(1, 1) NGM (1, 1, k, c) GM(1, 1, t α ) NIPGM(1, 1, t Figure 8 : Errors of different models in wind turbine capacity of North America.
Total wind turbine capacity of Asia
This subsection considers the total wind turbine capacity of Asia through seven forecasting models.
According to the discussion in Section 4, the minimum RMSE and corresponding optimal parameters of the two models are listed Table 19 . Figure 9 : The fitted and predicted values of different models in wind turbine capacity of Asia. Table 20 and Fig. 9 display the simulation and prediction values. Table 21 and Fig. 10 show the results of APE, RMSEPR, RMSEPO, and RMSE. We can notice from Fig.10 and Table 21 Figure 10 : Errors of different models in wind turbine capacity of Asia.
Total wind turbine capacity of the world
In this subsection, the global wind turbine capacity is derived through seven prediction models. Table   22 lists the minimum RMSE and the corresponding optimal values of the two models. Furthermore, all the results of seven forecasting models are listed in Table 23 , Fig.11 , Table 24 and Fig.12 . We can observe in Table 24 , and Fig.12 , the RMSEPR of the extended non-homogeneous exponential grey model is 1.0312. However, it is worth noting that the RMSEPO and RMSE of NIPGM(1, 1, t α ) are 1.9988, 1.4392, respectively. The results display that the extended non-homogeneous exponential grey model has the best accuracy of fitting and the NIPGM(1, 1, t α ) has the best performance of forecasting.
The reason is that the extended non-homogeneous exponential grey model is a particular case of the proposed model. Thus, the new grey model is suitable for predicting wind turbine capacity in the world. Year data PR(2) ARIMA(2, 1, 1) GM(1, 1) DGM(1, 1) NGM(1, 1, k, c) GM(1, 1, t α ) NIPGM(1, 1, t α ) wind turbine capacity(Megawatts) Data for building the models wind turbine capacity of total World raw data NIPGM(1,1,t α ) GM(1,1,t α ) NGM(1,1,k,c) DGM(1,1) GM(1,1) ARIMA(2,1,1) PR(2) Figure 11 : The fitted and predicted values of different models in global wind turbine capacity. Figure 12 : Errors of different models in wind turbine capacity of the world.
Comparison of prediction models
According to the results of forecasting wind turbine capacity in Europe, North America, Asia, and the world, we further compare the performance of accuracy of seven forecasting models. The ranks of the performance of simulation and prediction are listed in Table 25 . As can be observed from Table 25, all the prediction models can get acceptable results by 8 years of wind turbine capacity data. However, it is worth noting that the NIPGM(1, 1, t α ) model has the best simulation and prediction capability in wind turbine capacity forecasting. Among the seven prediction models, both of the polynomial regression model and time series model require a lot of historical data when establishing the prediction model. In wind turbine capacity forecasting, using only 8 data to develop prediction models is the reason of poor prediction accuracy. Compared with several grey models, we find that new information priority accumulation can significantly exploit data with new characteristic behaviors. Therefore, the NIPGM(1, 1, t α ) model has a great advantage for small samples with new characteristic behaviors.
Future discussion and development suggestion
As can be seen from the above discussion, the NIPGM(1, 1, t α ) outperforms other six prediction models. Therefore, the NIPGM(1, 1, t α ) model will be applied to predict wind turbine capacity of Europe, North America, Asia, and the world from 2018 to 2020. Table 26 and Fig.13 lists the prediction values,
and Table 27 displays the annual increase rates.
With the continuous deepening understanding of environmental issues around the world, and the constant improvement of renewable energy comprehensive utilization technologies, the global wind power industry has quickly improved in recent years. At present, wind power generation has turned into one of the fastest-growing renewable energy sources, and its proportion has been increasing in clean energy production. Thus, it owes broad prospects for development. Further, we will present the growth trend of the next three years of wind turbine capacity in Europe, North America, Asia, and the world. In Europe, it is predicted that the wind turbine capacity will maintain steady growth at an average annual growth rate of 9.5045% approximately, which will reach 232847.4225 Megawatts in 2020. And the annual increase rate of wind turbine capacity will decline in the next three years. The result is consistent with the predicted result of the GWEC Global Wind Report 2018 (https://gwec.net) and
literature (Klessmann et al., 2011) . The reason is that many Member States of US reduce wind turbine capacity investments and support programs. While the wind turbine capacity in Europe is increasing, which will face regional imbalances and bring challenges in materials, control, and storage (Scarlat et al., 2015) . Therefore, it is possible to promote the excellent and rapid advancement of wind power generation in Europe by researching and developing diversified technologies for cleaner production.
In North America, the wind turbine capacity will grow at an average annual increase rate of 6.9549%, and it will increase from 104070 Megawatts in 2017 to 126922.9303 Megawatts in 2020. It reflects that the wind turbine in North America has an unstable growth trend in the future. Although North America has enormous potential for wind energy development, some parts still rely on fossil fuels for power generation (Mercer et al., 2017) . The GWEC Global Wind Report 2018 states that governments' commitment to large-scale auction is driving the wind turbine capacity. Therefore, governments should maintain their commitment and make reasonable policies to promote positive development.
In Asia, the wind turbine capacity will continue to grow at an average annual increase rate of 12.1032% approximately, which is expected to reach 299535.1338 Megawatts in 2020. As we all know, Asia is the region with the largest installed capacity of global wind turbines. However, the wind energy of South-East Asia and India will remain at a moderate level. Therefore, South-East Asian governments should
Europe Asia
North Amercia World Figure 13 : The results of prediction and annual increase rate of wind turbine capacity in Asia ,Europe, North America, and the world from 2017 to 2020. call for stop prioritizing coal (Shukla et al., 2017) . For example, Vietnam should increase a higher tax on fossil fuel to promote the development of clean energy department (Nong et al., 2019) . India should drive the volume of wind turbine capacity with the execution of the scheduled auctions (Neeru et al., 2019) . Furthermore, the relevant practitioners can use effective wind energy prediction methods to increase wind turbine capacity (Yang et al., 2019) . Besides, Asian governments should correctly recognize the opportunities and challenges for renewable energy and increase cooperation among countries of the renewable energy sector (Sharvini et al., 2018) .
In the world, the wind turbine capacity will maintain sharply increase from 514798.1313 Megawatts in 2017 to 764009.7685 Megawatts in 2020, which the average annual growth rate is 13.0068%. Currently, global wind power accounts for 16% of renewable energy (Heuberger & Dowell, 2018) . With the rapid development of wind energy, wind power generation has received more and more attention from all over the world. It is imperative to increase the construction of wind turbines, expand the scale of clean energy supply (Lundie et al., 2019) , and promote the continuous improvement of production technology by power generation enterprises. Countries around the world should increase communication and cooperation (Akizu-Gardoki et al., 2018) between the wind power sectors. These suggestions can contribute to advance of the low carbon economy and achieve rapid development of clean energy production.
Conclusions
In this paper, combining the new information priority accumulation with grey GM(1, 1, t α ) model, we propose a novel NIPGM(1, 1, t α ) model to predict short-term wind turbine capacity of Europe, North America, Asia, and the world. The NIPGM(1, 1, t α ) model is a more generic model. The traditional GM(1, 1) model, NGM(1, 1, k, c) model, NGM(1, 1, k) model, and GM(1, 1, t α ) model are special cases of the proposed model with determined parameters λ and α.
Three numerical cases are used to evaluate the accuracy of the novel model and six existing prediction models. It shows that the NIPGM(1, 1, t α ) model has a sufficient advantage for small samples than the polynomial regression model and the time series model. Furthermore, the proposed model is superior to other forecasting models, the results reveal that new information priority accumulation is an effective method to improve the prediction ability of grey model. Besides, the particle swarm optimization algorithm is very stable when determining the optimal values of nonlinear parameters.
The proposed model is applied to predict the total wind turbine capacity, and it has the highest simulation and prediction accuracy than other commonly prediction models. It is predicted that the average annual increase rate of the total wind turbine capacity in Europe, North America, Asia, and the world from 2018 to 2020 are 9.5045%, 6.9549%, 12.1032%, 13.0680%, respectively. In the future, wind energy will make an enormous contribution to the sustainable development of cleaner production. Additionally, reasonable suggestions are put forward from the standpoint of the practitioners and governments.
(1)The related practitioners can use useful prediction models to predict wind turbine capacity to ensure the installation of wind turbines. And they can strengthen the construction of the wind power system and innovate wind power technology to achieve an efficient configuration of the power supply system and develop economic efficiency. (2)Governments around the world should increase communication and co-operation to promote competition and development in the global energy market. Moreover, governments can make rational policies and increase the cost-effectiveness of renewable energy into the power supply, which can promote the sustainable development of clean energy production in the future.
From the perspective of the new information accumulation, it focuses on mining new information rules, and new information has a more significant impact on the forecasting. Therefore, the grey forecasting model with new information priority accumulation is suitable for the small sample with new characteristic behaviors. It can be applied to the prediction of other cleaner production such as solar and natural gas.
In the future, we will combine the new information priority accumulation with other grey models to research whether the prediction accuracy of other grey models would be improved.
