Abstract
the place of slip localization unless additional poroelastic effects occur. The strong sense
Poroelasticity
Here we describe the governing equations of quasi-static linear isotropic poroelasticity 102 and the interface conditions that we impose in our problem. The displacements u i and pres-103 sure changes p are governed by a set of four coupled partial differential equations. Assuming 104 that body forces are negligible, these are
and
where summation over repeated indices is implied and subscript , t denotes the partial time 
furthermore, a relationship between B and ν u is given by
In this study we seek a solution of Eqs. 1 and 2 for two half-spaces under the assumption 117 of 2-D plane strain deformation, thus reducing the system to three coupled partial differential 118 equations. We utilize an x-y Cartesian coordinate system with y = 0 being the sliding 119 interface. Our first objective is to obtain linear relations between slip and stress and pressure 120 change on the interface, which are used in subsequent sections when enforcing a specific 121 interface friction law. To obtain these linear relations, the following boundary and interface 122 conditions are imposed:
where superscripts + or − represent the upper (y > 0) or lower (y < 0) half-spaces. 
We note that if κ c /κ → 0 then dp ± /dy → 0 at y = 0 ± , thus providing boundary conditions 138 corresponding to an impermeable fault core. However, if κ/κ c → 0 then p ± → 0, which 139 corresponds to a fully permeable fault core. The governing equations and interface conditions (with imposed slip) can be solved using 142 a Fourier transform in fault-parallel distance x and Laplace transform in time t, defined as
for slip and similarly for other fields. The procedure in Appendix A provides linear relations 144 between the transformed shear stress change on the interface,τ , pore pressure change on 145 the two sides of the interface,p ± , and slip,δ:
where
and 149
in which F is a nondimensional parameter (given a fixed k) that characterizes the importance 150 of flux across the fault:
Note that both H 1 (s, k) and H 2 (s, k) go to unity in the limit where ck 2 /s → 0 assuming 152 F < ∞ . We will refer to this as the undrained limit, where the change in effective normal 153 stress is the largest. We explore this limit later in detail due to mathematical simplicity and 
in which f 0 is the steady-state coefficient of friction at sliding velocity V 0 , α LD is the Linker- 
where σ is the effective normal stress, the steady state friction coefficient is 
Next we insert the linear poroelastic relations, Eqs. 14 and 15, into Eq. 23 and obtain 
The undrained limit, which was previously described (ck 2 /s → 0 and F < ∞), is attained 196 from Eq. 24 by setting H 1 = H 2 = 1. 
Undrained limit 198
In order to gain insight into the stability of the fault we solve Eq. 24 for s(k) with wavelengths is linearly unstable to small perturbations at mildly rate-strengthening friction.
201
Unlike instabilities at the interface of two identical elastic half-spaces, there is a wavelength 202 of maximum growth rate, which we will refer to as the preferred wavelength, noting that additional elastic bimaterial effects, as we discuss later.
218
Figure 2: Growth/decay rate from linear stability analysis in the undrained limit, with the gray contour marking neutral stability. For rate-weakening friction (b − a > 0), all wavelengths greater than a critical wavelength are unstable. For rate-strengthening friction (b − a < 0), instability occurs for a range of wavelengths provided that a − b is sufficiently small. The wavelength of maximum growth rate, also marked, is relatively independent of a − b. Parameters given in Table 1 . See also Fig. 3 .
For simplicity and insight, we provide approximate expressions valid in the undrained limit (negligible fluid flow) near rate-neutral friction (a ∼ b) and assuming α LD = 0. We 
Slip pulses propagate along the interface in the direction of strength reduction (Fig. 1c ),
232
and we gain insight into their propagation speed by deriving the approximate phase velocity,
The approximate growth rate of λ c is
Equation 27 also quantifies the maximum rate-strengthening a − b that can be destabilized 236 by effective normal stress changes: [36] to quantify elastic moduli and material contrast, respectively. Apparently, though, the connection between slow slip pulses and stability characteristics was overlooked 243 in previous studies.
244
Note that for natural faults, β is typically less than 0.1 [36] , while B ≈ 0.5 to 0.9 [42] .
245
Thus we conclude that destabilization by poroelastic effects is more likely to cause slow slip 246 instabilities than elastic bimaterial effects on rate-strengthening faults, justifying our focus 247 on the poroelastic instability numerical simulations. growth time of the instability described in previous sections, then sliding will be stabilized.
252
Here we identify two nondimensional parameters, γ and , that quantify the importance of 253 lateral and across-fault diffusion, respectively.
254
To determine the time scales over which pressure equilibration occurs, we examine Eq. Across-fault diffusion is negligible relative to lateral diffusion when F/ 1 + s/ck 2 1.
273
To quantify the relative importance of these processes, we write F = 2κ c /(kκwk *
for instability, then 1 + 1/γ ≈ 1/γ. We then identify the nondimensional ratio that 276 characterizes the competition between across-fault and lateral diffusion:
Instability is promoted by small values of .
278
Next we take s * = r in Eq. 27, with a = b (rate-neutral friction), and k * = 2π/λ c from 279
Eq. 25. These scales are used to nondimensionalize results in Fig. 3 . Fig. 3a impermeable on relevant time scales, a necessary but not sufficient condition for instability.
286
It is furthermore necessary that γ be sufficiently small such that lateral diffusion cannot 287 stabilize the nucleation process. Interestingly, the condition on γ is far less restrictive than 288 γ 1, as Fig. 3a shows instability even for γ several orders of magnitude larger than unity.
289
In addition, Fig. 3c other parameters are as listed in Table 1 .
Numerical simulations
In in the x direction. The sliding interface (y = 0) is assumed to be impermeable (∂p/∂y = 0).
308
Assuming antisymmetry of displacement component u x and symmetry of u y about y = 0, 309 together with no opening or interpenetration of material across the interface, there is no 310 change in total normal stress σ yy on the interface. We exploit these symmetries to model only 311 the top poroelastic block, replacing interface conditions with boundary conditions. The third 312 condition on the interface sets shear traction equal to the rate-and-state frictional strength.
313
The top boundary, parallel to the sliding interface, is placed at y = 7λ c . Boundary conditions 314 on it are displacement at constant rate (u x = V 0 t/2), no normal displacement (u y = 0), and 
Spontaneous formation of slip pulses

323
Simulations with fully nonlinear rate-and-state friction response at mildly rate-strengthening 324 friction support the interpretations of the linear stability analysis. Linear stability at larger 325 wavelengths leads to slip pulses (Figs. 1c, 4, 5) . Furthermore, we find that from slight 326 white noise perturbations to a fault driven at steady state, there is selection of a wavelength 327 of maximum growth rate which propagates along the fault with phase velocity; both the 328 wavelength and phase velocity are in agreement with linear theory (Fig. 4) . Table 1 . Lines that correspond to earlier times than day 179 (roughly the onset of the slip pulse) are black.
From investigating snapshots of various fields on the slip surface in the simulation in Fig.   330 4 we observer several important characteristics of the slip pulses. Firstly, that the pulse slip 331 in excess of steady state sliding is only about 0.3 mm (Fig. 5b) . Secondly, the stress drop 332 is only a fraction of a mega pascal. These are commonly observed characteristics of slow 333 slip [47] , which distinguish slow slip in nature from earthquakes. However these potential 334 observables depend on the assumed parameters, this dependence is explored in Fig. 6 .
Slip pulse characteristics
336
Results from analysis of the linearized problem help explain parameter controls on pulse 337 length Λ c and propagation speed V p in the fully nonlinear simulations, though we find that 338 for the chosen parameters, slip pulses are 10 to 100 times longer and faster than predicted by 
353
Generally speaking, we find that the expressions for preferred wavelength and associated and excess slip depend on assumed parameters ( Fig. 6c and d) . For example, larger L will 357 result in larger excess slip and higher σ 0 , which also means that in the simulation τ 0 is larger,
358
resulting in a higher stress drop. show evolution to a steady, inhomogeneous sliding state (Fig. 7) ) with direct proportionality 384 between pulse speed and V 0 (c.f., Eq. 26). Moreover, the pulse length is independent of V 0
385
(c.f., Eq. 25). 
Potential application to subduction zone slow slip
387
We propose that our mechanism could be applied to subduction zone slow slip. However, slipping sections of the interface that activates instability in adjacent sections (Fig. 8) .
395
Furthermore, instabilities might also arise behind the main slip front and are predicted to 396 propagate along-dip at higher velocities due to the accelerated sliding rate (c.f., Eq. 26). bimaterial destabilizing mechanism cannot explain migration in both directions.
403
The migration of tremor along the dip direction in subduction zones has been inferred to 404 be faster than in simulations in the paper (Fig. 6 ). For example, in Japan they are around of sliding [52] .
408
The mechanism we have presented can potentially explain the along-dip migration rates 409 as large as observed in Japan and elsewhere if effective normal stress is sufficiently low.
410
Indeed, previous authors have suggested that the effective normal stress may be around 0.1
411
MPa [53] . The effective normal stress in most simulations in this study has been ∼50 MPa,
412
which results in propagation speed of about ∼0.1 km/h. This is ∼100 to 1000 times slower 
Further applicability
423
Our results might also apply to other problems. 
