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Abstract
We introduce a notion of holonomy in twistor space and construct a holonomy operator
by use of a spinor-momenta formalism in twistor space. The holonomy operator gives a
monodromy representation of the Knizhnik-Zamolodchikov (KZ) equation, which is mathe-
matically equivalent to a linear representation of a braid group. We show that an S-matrix
functional for gluon amplitudes can be expressed in terms of a supersymmetric version of
the holonomy operator. A variety of mathematical and physical concepts, such as integra-
bility, general covariance, Lorentz invariance and Yangian symmetry, are knit together by
the holonomy operator. These results shed a new light on gauge theories in four-dimensional
spacetime.
1 Introduction
In 1988, Nair made a remarkable observation that certain gluon amplitudes can be interpreted
as a current correlator of a Wess-Zumino-Witten (WZW) model which is to be defined in an
extended twistor space [1]. There are two important concepts in this observation. Firstly, by
use of spinor momenta, one can carry out purely helicity-based calculations, i.e., calculations
in which gauge fields are dependent solely on the helicity and the numbering index of each
particle, in order to obtain the so-called maximally helicity violating (MHV) amplitudes [2].
It is then naturally required to incorporate N = 4 supersymmetry in the underlining twistor
space to realize a particular form of the MHV amplitudes. One of the advantages to use
a spinor-momenta formalism in twistor space is that we can obtain a manifestly Lorentz-
invariant theory. This feature is desirable if one tries to construct a theory with general
covariance.
The second concept of importance, partly related to the first one, is that the structure
of four-dimensional gluon amplitudes is essentially encoded by a two-dimensional conformal
field theory, i.e., a correlator of a WZW model. The transition from two dimensions to four
is made possible by use of twistor space CP3, which is a CP1-bundle over four-dimensional
spacetime. A conformal field theory is defined in the CP1 fiber, with spinor momenta serving
as dynamical variables. Four-dimensional spacetime is then emerged a´ la Penrose [3].
These ideas had been our understanding of tree-level MHV amplitudes of gluon scattering
until Witten demonstrated further developments in 2003 [4]. Remarkably, Witten showed
that Nair’s observation is valid even for non-MHV amplitudes in general by introducing a
notion of algebraic curves in twistor space. This has been carried out partly in connection
with string theory. (For progress in string theory along these lines, see also [5, 6].) Soon
after then, Cachazo, Svrcek and Witten showed that these non-MHV amplitudes can also
be constructed in terms of combinations of MHV amplitudes, or vertices, that are connected
with internal off-shell propagators [7]. This prescription for general amplitudes out of MHV
vertices is called the CSW rules. These rules prove to be of great practical use and replace
the conventional Feynman rules in the computation of helicity-oriented gluon amplitudes.
The CSW rules themselves are therefore a significant result for gauge theories. For the
rigorousness of the CSW rules, one may refer to [8]-[11].
Applications of these computations to loop amplitudes have been under intensive research
as well; earlier developments can be found in [12]-[16]. There is also a powerful recursion
formula in the calculation of gluon amplitudes [17]-[19]. For a review of these relatively early
developments, see [20]. An interesting recent discovery along the lines of these developments
is the so-called dual superconformal symmetry in gluon amplitudes [21]. (Dual conformal
invariance in planar gluon amplitudes was first indicated in a strong coupling region [22].
In the paper [22], a computational similarity between gluon amplitudes and Wilson loops
was also observed in a strong coupling region.) Some of the computational developments in
relation with dual superconformal symmetry can be found in [23]-[30]. For recent reviews
of the connection between gluon amplitudes and Wilson loops in general, one may refer to
[31, 32]. Since spinor momenta naturally describe massless particles, it is also appropriate
to consider a theory of gravity in the same framework. There has been much attention to
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the relation between Yang-Mills theory and a gravitational theory in this framework. So far,
there have been a number of papers on this subjects; some of them can be found in [33]-[42].
In the present paper, we shall focus on Yang-Mill theory and leave the discussion on gravity
for an accompanying paper [43].
The recent computational developments of gluon amplitudes are indeed significant but the
progress are rather technical with certain emphasis on spinor calculus. It seems that there is
lack of physical interpretation to these technicalities, that is, we do not yet fully understand
the meaning of a generating functional or an S-matrix functional for the helicity-oriented
gluon amplitudes. There are in fact many versions of such a functional obtained by field
theoretic analyses [38],[44]-[47]. (For the very recent work, see also [48, 49].) These results
show interesting relations with mathematical properties such as holomorphicity, integrability
and chirality. However, to some extent, these are obtained inductively form a particular
form of the MHV amplitudes; it is not yet very clear, at least for the author, whether these
functionals can or cannot be derived from some fundamental principles. In other words,
we would like to obtain the S-matrix functional of gluon amplitudes from Nair’s original
observation somewhat deductively.
Motivated by these considerations, in the present paper, we shall propose the following
novel approach towards the S-matrix functional of gluon amplitudes. A correlator of a WZW
model in general obeys the so-called Knizhnik-Zamolodchikov (KZ) equation. There is a very
intriguing mathematical fact about the KZ equation, that is, the monodromy representation
of the KZ equation is given by a linear representation of a braid group. This is related to
the so-called Kohno-Drinfel’d monodromy theorem. (For details of this theorem, see, e.g.,
[50].) In the spinor-momenta formalism, gauge fields (with some helicities) are labeled by
the numbering index. Thus, in this formalism, the physical Hilbert space can be defined
as V1 ⊗ V2 ⊗ · · · ⊗ Vn = V ⊗n, where Vi (i = 1, 2, · · · , n) denotes a Fock space that creation
operators of the i-th particle with helicity ± act on. Since gauge fields are bosonic, each Vi is
identical and the Hilbert space is symmetric under permutations of i’s. On the other hand,
the physical configuration space C is defined by composition of n spinor momenta, preserving
the permutation symmetry, i.e., C = Cn/Sn, where C denotes complex number and Sn
denotes the rank-n symmetric group. The fundamental homotopy group of C then gives
the braid group; Π1(C) = Bn. Therefore, the KZ equation or its monodromy representation
naturally arises from the spinor-momenta formalism in twistor space.
The KZ equation has a bialgebraic structure. We take advantage of this fact to introduce
a bialgebraic-valued gauge field which we call a “comprehensive” gauge field A. We construct
A to expand an ordinary notion of gauge fields such that we sum over the numbering indices
labeled on (ordinary algebra-valued) gauge fields. The KZ equation can then be interpreted
as an equation expressed as DΨ = 0, where D is a covariant derivative in terms of A, and
Ψ is a function of spinor momenta on C. (Notice that Ψ can be regarded as a correlation
function of a WZW model.) Further, we can show that the comprehensive gauge field A
satisfies a flatness (or integrability) condition, DA = 0. This arrow us to define a holonomy
operator of A in twistor space. The aim of this paper, along with the accompanying one,
is to show that any physical quantities of gauge theories in twistor space can universally
be generated in terms of such a holonomy operator. Particularly, in the present paper, we
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shall obtain a generating functional that leads to the CSW rules in terms of a variant of the
holonomy operator.
The organization of this paper is as follows. In the next section, we give a brief review of
a spinor-momenta formalism in twistor space. We shall merely review those materials that
are necessary for later discussions, following Nair’s lecture note [51]. In section 3, we review
some known results on the KZ equation, following Kohno’s monograph [52]. From these
results, we see that it is natural to introduce the above mentioned “comprehensive” gauge
field. For this purpose, we find that it is suitable to introduce a bialgebraic property for
gauge fields. Holonomy operators for the comprehensive gauge fields are also defined in this
section. In section 4, in addition to the bialgebraic structure, we introduce other physical
properties to the gauge fields in twistor space so that helicity information of the particles is
appropriately incorporated. For this purpose, we impose N = 4 extended supersymmetry
on the holonomy operator. We show that the supersymmetric holonomy operator naturally
leads to a generating functional for the MHV amplitudes. In section 5, we generalize this
approach to non-MHV amplitudes. In a language of functional derivative, this means an
introduction of a contraction operator to the MHV generating functional. The CSW rules
can be realized by such an operator in this context. We find that an S-matrix functional
for non-MHV amplitudes can be expressed in terms of the contraction operator and the
supersymmetric holonomy operator. Lastly, we shall present some concluding remarks.
2 Spinor momenta, twistor space and Nair measure
In this section, we review a spinor-momenta formalism in twistor space, following Nair’s
lecture note [51].
Spinor momenta
Massless particles, such as gluons and gravitons, have momenta pµ (µ = 0, 1, 2, 3) which
obey the on-shell condition p2 = ηµνpµpν = p
2
0−p21−p22−p23 = 0, where ηµν = (+,−,−,−) de-
notes the Minkowski metric. From this condition, it is possible to express the four-momentum
pµ as a (2× 2)-matrix
pAA˙ = (σ
µ)AA˙ pµ =
(
p0 + p3 p1 − ip2
p1 + ip2 p0 − p3
)
≡ uAu¯A˙ (1)
where both A and A˙ take values of (1, 2). σµ is given by σµ = (1, σi), where σi (i = 1, 2, 3)
and 1 are the Pauli matrices and the (2 × 2) identity matrix, respectively. In the above
equation, uA and u¯A˙ denote two-component spinors. An explicit choice for these is given by
uA =
1√
p0 − p3
(
p1 − ip2
p0 − p3
)
, u¯A˙ =
1√
p0 − p3
(
p1 + ip2
p0 − p3
)
(2)
where we follow a convention to express a spinor as a column vector. Requiring that pµ
be real, we can take u¯A˙ as a conjugate of u
A, u¯A˙ = (u
A)∗. From (1), we see that the
four-momentum is invariant under
uA → eiφuA , u¯A˙ → e−iφu¯A˙ (3)
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where φ represents a U(1) phase parameter. Thus there is a phase ambiguity in the definition
of uA and u¯A˙.
From these parametrizations, we find that four-momenta of massless particles can be
described by the spinor uA. This is called the spinor momenta. Lorentz transformations of
uA are given by
uA → (gu)A (4)
where g ∈ SL(2,C) is a (2 × 2)-matrix representation of SL(2,C); the complex conjugate
of this relation leads to Lorentz transformations of u¯A˙. Four-dimensional Lorentz transfor-
mations are realized by a combination of these, i.e., the four-dimensional Lorentz symmetry
is given by SL(2,C)× SL(2,C). Scalar products of uA’s or u¯A˙’s, which are invariant under
the corresponding SL(2,C), are expressed as
ui · uj ≡ (uiuj) = ǫABuAi uBj , u¯i · u¯j ≡ [u¯iu¯j] = ǫA˙B˙u¯i A˙u¯j B˙ (5)
where ǫAB is the rank-2 Levi-Civita tensor. This can be used to raise or lower the indices,
e.g., uB = ǫABu
A. Notice that these products are zero when i and j are identical. In what
follows, we can assume 1 ≤ i < j ≤ n without loss of generality.
In the present paper, we are interested in a theory with conformal invariance. More
precisely, our primal interest is N = 4 super Yang-Mills theory at the tree level. So we shall
now require scale invariance to the spinor momentum
uA ∼ λuA , λ ∈ C− {0} (6)
where λ is non-zero complex number. With this identification, we can regard the spinor
momentum uA as a homogeneous coordinate of the complex projective space CP1. The
local coordinate of CP1 is represented by a single complex variable z. This can be related
to uA by the following parametrization.
uA =
1√
p0 − p3
(
p1 − ip2
p0 − p3
)
≡
(
α
β
)
= α
(
1
z
)
, z =
β
α
(α 6= 0) (7)
The local complex coordinate of CP1 can be taken as z = β/α except in the vicinity of
α = 0, where we can instead use α/β as the local coordinate. In what follows, we shall
consider n distinct spinor momenta uAi (i = 1, 2, · · · , n) which correspond to the complex
coordinates zi with an assumption of α 6= 0 for each of zi.
One of the advantages to use spinor momenta comes from the fact that certain physical
quantities, i.e., the maximal helicity violating (MHV) amplitudes for gluons, can be expressed
entirely in terms of the scalar product of spinor momenta. Further, recent developments in
the understanding of gluon amplitudes in general support a case that this scalar product
serves as a unit of any physical quantities or observables. This idea leads to the following
covariant form as a unit of observables
ωij ≡ d log(uiuj) = d(uiuj)
(uiuj)
(8)
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where we introduce a logarithmic quantity so that the scale invariance is encoded automat-
ically. One may think of this as a propagator unit since a propagator on CP1 is essentially
given by log(uiuj). Notice that (uiuj) can be written as (uiuj) = −αiαj(zi−zj) and that α’s
are functions of (z, z¯) in general. Because of the scale invariance of CP1, however, we can
fix these α’s and define (z, z¯) as variations from the fixed values. Thus the above one-form
can also be written as ωij = d log(zi − zj). In the next section, we shall use this form as a
basic quantity.
Twistor space
Twistor space is defined by a four-component spinor ZI = (π
A, vA˙) (I = 1, 2, 3, 4) where
πA and vA˙ are two-component complex spinors. From this definition, it is easily understood
that twistor space is represented by CP3; ZI can be interpreted as the complex homogeneous
coordinates of CP3, satisfying the following relation.
ZI ∼ λZI , λ ∈ C− {0} (9)
In twistor space, the relation between πA and vA˙ is defined as
vA˙ = xA˙Aπ
A (10)
With this condition, the relation (9) is realized by the scale invariance of πA, as shown in (6)
for uA. In (10), xA˙A represent local coordinates on S
4; this can be understood from the fact
that CP3 is a CP1-bundle over S4. We consider that the S4 describes a four-dimensional
compact spacetime. A flat spacetime may be obtained by considering a neighborhood of this
S4.
In terms of xA˙A, the conventional four-dimensional coordinates xµ can be expressed as
xA˙A = xµ(σ
µ)AA˙ =
(
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3
)
(11)
Owing to the scale invariance of πA along with the twistor-space condition (10), we find that
the size or radius of S4 is irrelevant in the present context. Notice also that in twistor space
the spacetime coordinates xA˙A are emergent quantities. Four-dimensional diffeomorphism is
therefore realized by uA → u′A, rather than xA˙A → x′A˙A.
What is essential in the spinor-momenta formalism in twistor space is to identify a
CP1 fiber of twistor space with a CP1 on which the spinor momenta are defined. In other
words, we identify πA with the spinor momenta uA so that we can essentially describe four-
dimensional physics in terms of the coordinates of CP1.
The twistor-space condition (10) now becomes vA˙ = xA˙Au
A and using this relation we
can easily identify the product vA˙u¯
A˙ as xA˙Ap
AA˙. Using the rule of scalar products (5), we
can express vA˙ as vA˙ = xA˙1u
2 − xA˙2u1. Thus, in terms of the Minkowski coordinates, the
product xA˙Ap
AA˙ can be calculated as
xA˙Ap
AA˙ = 2(x0p0 − x1p1 − x2p2 − x3p3) = 2xµpµ (12)
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In the spinor-momenta formalism, twistor variables are represented by ZI = (u
A, vA˙)
T .
Linear transformations of ZI are realized by
ZI → (gZ)I = g JI ZJ (13)
Here g ∈ SU(2, 2) denotes the (4 × 4)-matrix representation of SU(2, 2). Thus the above
transformations correspond conformal transformations of twistor variables. Generators of
these transformations can be classified as follows.
JAB =
1
2
(
uA
∂
∂uB
+ uB
∂
∂uA
)
: holomorphic Lorentz transformation
JA˙B˙ =
1
2
(
vA˙
∂
∂vB˙
+ vB˙
∂
∂vA˙
)
: antiholomorphic Lorentz transformation
PAA˙ = uA
∂
∂vA˙
: spacetime translation (14)
KA˙A = vA˙
∂
∂uA
: special conformal transformation
D = vA˙
∂
∂vA˙
− uA ∂
∂uA
: dilatation
Comparing (14) with (1), we can easily see that u¯A˙ corresponds to ∂
∂v
A˙
. This suggests
that we can relate a function of (u, u¯) with a function of (u, v) by a Fourier transform integral
f(u, v) =
1
4
∫
d2u¯
(2π)2
f(u, u¯) e
i
2
v
A˙
u¯A˙ (15)
Notice that we choose the exponent so that it becomes the four-dimensional product ixµp
µ
by use of (12). As we will discuss later, this is an illuminating fact for extraction of four-
dimensional quantities out of functions of (u, u¯). The above integral (15) is referred to as a
Fourier transform in twistor space.
In (14), there are two types of Lorentz generators. These can be expressed as
JAB =
1
2
(
xAA˙ p
A˙
B + xBB˙ p
B˙
A
)
, JA˙B˙ =
1
2
(
xA˙A p
A
B˙
+ xB˙B p
B
A˙
)
(16)
Thus these are indeed corresponding to four-dimensional Lorentz generators. That the four-
dimensional generators split into JAB and JA˙B˙ in twistor space comes from a basic fact of
the spinor-momenta formalism, i.e. we have two types of contraction of indices, involving
those with dots or those without dots, as seen in the above expression.
A helicity of a massless particle can be determined by a Pauli-Lubanski spin vector Sµ.
Conventionally, this is defined as Sµ = ǫµναβpνJαβ, where Jαβ denotes a four-dimensional
Lorentz generator. For massless particles (p2 = 0), this can be characterized by S2 = 0 and
S · p = 0 so that we can define a helicity h as Sµ = h pµ. We now define an analog of the
Pauli-Lubanski spin vector in twistor space as
SB˙B = p
A
B˙JAB = pAB˙ (δAB − JAB) = pB˙B
(
1− 1
2
uA
∂
∂uA
)
(17)
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where we introduce an expression JAB = δAB − JAB so that we can relate SB˙B with the
four-dimensional Sµ. Notice that this is not the only choice of the spin vector. In fact, we
can use any JAB that is written as JAB = c δAB −JAB, with c being any constant, since this
JAB always leads to the relation SA˙ApAA˙ = S2 = 0. A natural choice would be c = 0, which
has been taken in [1, 44]. In the present paper, we rather choose c = 1 for later convenience.
The helicity operator is thus given by
h = 1− 1
2
uA
∂
∂uA
(18)
This shows that the helicity of the i-th gluon is essentially given by the degree of homogeneity
in ui.
Nair measure
From our specific parametrization for the spinor momentum in (2), we can do calculate
a Lorentz invariant measure in terms of (u, u¯) as
dµ(p) ≡ d
3p
(2π)3
1
2p0
=
1
(2π)3
(α¯α)d(α¯α)
2
dzdz¯
(−2i)
=
1
4
[
u · du
2πi
d2u¯
(2π)2
− u¯ · du¯
2πi
d2u
(2π)2
]
(19)
This is the so-called Nair measure. Since the spinor-momenta formalism is manifestly Lorentz
invariant, the Nair measure is what we should use to derive any physical observables. Notice
that an integration over u·du
2pii
corresponds to a contour integral on CP1. From (7), the
measure of the contour integral can be calculated as∮
(uidui)
2πi
= α2
∮
dzi
2πi
(20)
This integral corresponds to the so-called Penrose integral in twistor space. If integrands are
antiholomorphic, there are no singularities in the z-space and this part of the Nair measure
vanishes. Likewise, if integrands are holomorphic, the second term in (19) vanishes.
3 Braid group, KZ equation and holonomies
As we have briefly mentioned in the introduction, we take advantage of the knowledge of
mathematical results on the Knizhnik-Zamolodchikov (KZ) equation. In this section we
review these results, following Kohno’s textbook [52]. We also consider applications of these
results to the spinor-momenta formalism.
Braid group
The Hilbert space of the spinor-momenta formalism for the description of gluons is given
by V ⊗n = V1 ⊗ V2 ⊗ · · · ⊗ Vn where Vi (i = 1, 2, · · · , n) denotes a Fock space that creation
operators of the i-th particle with helicity ± act on. Such operators can be expressed as a(±)i ,
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with (±) denoting helicities of the gluons. Notice that a(−)i can be given by the conjugate
of a
(+)
i , a
(−)
i = (a
(+)
i )
∗, and vice versa. These can be interpreted as ladder operators which
form a part of the SL(2,C) algebra. The algebra can be expressed as
[a
(+)
i , a
(−)
j ] = 2a
(0)
i δij , [a
(0)
i , a
(+)
j ] = a
(+)
i δij , [a
(0)
i , a
(−)
j ] = −a(−)i δij (21)
where Kronecker’s deltas show that the non-zero commutators are obtained only when i = j.
The remaining of commutators, those expressed otherwise, all vanish.
A spinor momentum is defined on CP1 and its local coordinate can be expressed by the
complex variable z. Since there are n momenta, the physical configuration space is given by
C = Cn/Sn, where Sn is the symmetric group of rank n. The Sn arises from the fact that
gluons are bosons. It is well known that the fundamental homotopy group of C = Cn/Sn is
given by the braid group, Π1(C) = Bn. The braid group Bn has generators, b1, b2, · · · , bn−1,
and they satisfy the following relations.
bibi+1bi = bi+1bibi+1 , if |i− j| = 1
bibj = bjbi , if |i− j| > 1 (22)
where we identify bn with b1. To be mathematically rigorous, the C of C = Cn/Sn should be
replaced by CP1 which is represented by the local coordinate z. Since C can be obtained
from CP1 by excluding points at infinity, i.e., C = CP1/{∞}, the replacement can be done
with ease. At the level of braid generators, this can be carried out by imposing the following
relation [50]
(b1b2 · · · bn−2bn−1)(bn−1bn−2 · · · b2b1) = 1 (23)
The braid group that satisfies this condition on top of (22) is called a sphere braid group
Bn(CP1), while the previous one is called a pure braid group Bn(C) = Bn. Thus, bearing
in mind this subsidiary condition, we can identify C = Cn/Sn as the physical configuration
space of interest.
KZ equation and emergence of bialgebra
We now consider logarithmic differential one-forms
ωij = d log(zi − zj) = dzi − dzj
zi − zj (24)
These satisfy the identity
ωij ∧ ωjk + ωjk ∧ ωik + ωik ∧ ωij = 0 (25)
where the indices are ordered as i < j < k.
The Knizhnik-Zamolodchikov (KZ) equation is an equation that a correlator of a WZW
model, or more generally a function of the physical configuration C, satisfies. Such a function
can be evaluated as a vacuum expectation value of operators acting on the Hilbert space
V ⊗n. Let us denote such a function as Ψ(z1, · · · , zn). Then the KZ equation is defined as
∂Ψ
∂zi
=
1
κ
∑
j (j 6=i)
ΩijΨ
zi − zj (26)
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where κ is a non-zero constant and Ωij can be expressed as
Ωij = a
(+)
i ⊗ a(−)j + a(−)i ⊗ a(+)j + 2a(0)i ⊗ a(0)j (27)
Notice that Ωij is a bialgebraic operator and that its action on V
⊗n = V1⊗V2⊗· · ·⊗Vn can
be written as ∑
µ
1⊗ · · · ⊗ 1⊗ ρi(Iµ)⊗ 1⊗ · · · ⊗ 1⊗ ρj(Iµ)⊗ 1⊗ · · · ⊗ 1 (28)
where Iµ (µ = 0, 1, 2) are elements of the SL(2,C) algebra and ρ denotes its representation.
Introducing the following one-form
Ω =
1
κ
∑
1≤i<j≤n
Ωij ωij , (29)
we can rewrite the KZ equation (26) as a total differential equation
DΨ = (d− Ω)Ψ = 0 (30)
where D = d − Ω can be regarded as a covariant exterior derivative. Ω is called the KZ
connection in mathematics.
What is remarkable for physicists is that one can prove the flatness of the KZ connection,
i.e., dΩ− Ω ∧ Ω = 0, just by using the relations on Ωij given by [52]
[Ωij ,Ωkl] = 0 (i, j, k, l are distinct) (31)
[Ωij + Ωjk,Ωik] = 0 (i, j, k are distinct) (32)
From (27), we find that these are commutators of bialgebraic operators, which can be eval-
uated in terms of the commutators among a
(±)
i and a
(0)
i . The relation (31) is then obvious,
since i, j, k, l are distinct. It is instructive to show the relation (32). So we sketch the proof
in the following. Non-vanishing terms of [Ωij ,Ωik] can be expanded as
[Ωij ,Ωik] = [a
(+)
i ⊗ a(−)j , a(−)i ⊗ a(+)k ] + [a(+)i ⊗ a(−)j , 2a(0)i ⊗ a(0)k ]
+ [a
(−)
i ⊗ a(+)j , a(+)i ⊗ a(−)k ] + [a(−)i ⊗ a(+)j , 2a(0)i ⊗ a(0)k ]
+ [2a
(0)
i ⊗ a(0)j , a(+)i ⊗ a(−)k ] + [2a(0)i ⊗ a(0)j , a(−)i ⊗ a(+)k ] (33)
The first two terms can be evaluated as
[a
(+)
i , a
(−)
i ]⊗ a(−)j ⊗ a(+)k + [a(+)i , 2a(0)i ]⊗ a(−)j ⊗ a(0)k
= 2a
(0)
i ⊗ a(−)j ⊗ a(+)k − 2a(+)i ⊗ a(−)j ⊗ a(0)k
where we use the following definition of commutators for bialgebraic operators.
[ai ⊗ bi, aj ⊗ bj ] = [ai, aj ]⊗ bi ⊗ bj
+ ai ⊗ [bi, aj]⊗ bj
+ ai ⊗ aj ⊗ [bi, bj ] (34)
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Here ai and bi (i = 1, 2, · · · , n) denote arbitrary (algebraic) operators in a usual sense.
Similarly, the rest of the terms in (33) can be evaluated and we obtain
[Ωij ,Ωik] = 2
(
a
(0)
i ⊗ a(−)j ⊗ a(+)k − a(+)i ⊗ a(−)j ⊗ a(0)k
− a(0)i ⊗ a(+)j ⊗ a(−)k + a(−)i ⊗ a(+)j ⊗ a(0)k
+ a
(+)
i ⊗ a(0)j ⊗ a(−)k − a(−)i ⊗ a(0)j ⊗ a(+)k
)
(35)
We can also work out for [Ωjk,Ωik] and easily find that [Ωjk,Ωik] = −[Ωij ,Ωik]. Thus, the
relation (32) indeed holds. Since dΩ = 0, we need to show Ω ∧ Ω = 0 for the flatness of Ω.
This can be confirmed by use of the identity (25) and the relations (31), (32).
We now consider applications of these mathematical results to the spinor-momenta for-
malism for gluons. As mentioned before, the physical operators of gluons are given by a
(±)
i .
The operator Ωij may not be appropriate to describe gluons since its action on the Hilbert
space is represented by (28), which involves a
(0)
i . We need to modify Ωij ’s so that the oper-
ators a
(0)
i are treated somewhat unphysically. We then introduce a “comprehensive” gauge
one-form
A =
1
κ
∑
1≤i<j≤n
Aij ωij (36)
where Aij is defined as a bialgebraic operator
Aij = a
(+)
i ⊗ a(0)j + a(−)i ⊗ a(0)j (37)
Notice that Aij also satisfies the relations (31), (32). It is sufficient to show [Aij+Ajk, Aik] = 0
here and this can be checked as follows.
[Aij, Aik] = [a
(+)
i ⊗ a(0)j , a(−)i ⊗ a(0)k ] + [a(−)i ⊗ a(0)j , a(+)i ⊗ a(0)k ]
= 2a
(0)
i ⊗ a(0)j ⊗ a(0)k − 2a(0)i ⊗ a(0)j ⊗ a(0)k = 0 (38)
We can also find that [Ajk, Aik] vanishes with ease since all terms of this commutator are
proportional to [a
(0)
k , a
(0)
k ] which is zero by definition.
Since the relations (31) and (32) are the only conditions for the flatness of the connection,
from the above results we find
DA = dA− A ∧A = −A ∧ A = 0 (39)
where we redefine D as a covariant exterior derivative D = d − A. The relations (31) and
(32) are crucial for the flatness of the comprehensive gauge field. These relations are called
infinitesimal braid relations in mathematical literature.
Holonomy operators
The KZ equation corresponding to A is then expressed as DΨ = (d − A)Ψ = 0. This
shows that any function Ψ on C is covariantly constant, which means that the function Ψ
is parallel along an open path on C. The comprehensive connection one-form A satisfies the
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flatness (or integrability) condition (39). Mathematical circumstances are then precisely the
same as those in the case for the construction of Wilson loop operators. Thus it is math-
ematically possible to define holonomy operators of the comprehensive gauge one-form A.
The particular form of A in (36), however, suggests that a single use of A is not appropriate
for the construction of holonomies because the use of differential forms indicates that the
physically relevant configuration is represented by a differential n-manifold and an integra-
tion over this manifold requires a differential n-form for its integrand. We can then define a
holonomy operator of A as
ΘR,γ = TrR,γ P exp
 ∞∑
m=0
∮
γ
A ∧ A ∧ · · · ∧A︸ ︷︷ ︸
m
 (40)
where γ denotes a closed path on C along which the integral is evaluated and R denotes the
representation of the gauge group as usual. The color degree of freedom can be attached to
the physical operator a
(±)
i in (37) as
a
(±)
i = t
ci a
(±)ci
i (41)
where tci’s are the generators of the gauge group in the R-representation. In the present
paper, we consider SU(N) gauge groups. The symbol P denotes a “path ordering” of the
numbering indices. The meaning of this symbol can be understood as follows. The exponent
in (40) can be expanded as
∞∑
m=0
∮
γ
A ∧ · · · ∧ A︸ ︷︷ ︸
m
=
∞∑
m=0
∮
γ
∑
(i<j)
Ai1j1Ai2j2 · · ·Aimjm
m∧
k=1
ωikjk (42)
where (i < j) means that the set of indices (i1, j1, · · · , im, jm) are ordered such that 1 ≤
i1 < j1 ≤ m,· · ·,1 ≤ im < jm ≤ m. Notice that, for m ≤ 1, the exponent is defined
as zero. The symbol P means that these indices are further received ordering conditions
1 ≤ i1 < i2 < · · · < im ≤ m and 2 ≤ j1 < j2 < · · · < jm ≤ m + 1 (m+ 1 is to be identified
with 1). This automatically leads to the following expression
P
∞∑
m=0
∮
γ
A ∧ · · · ∧A︸ ︷︷ ︸
m
=
∞∑
m=0
∮
γ
A12A23 · · ·Am1 ω12 ∧ ω23 ∧ · · · ∧ ωm1 (43)
which shows that the basis of the holonomy operators (40) is given by ωi i+1 under the “path
ordering” operation for the numbering indices.
Now the commutator [A12, A23] can be calculated as
[A12, A23] = a
(+)
1 ⊗ a(+)2 ⊗ a(0)3 − a(+)1 ⊗ a(−)2 ⊗ a(0)3
+ a
(−)
1 ⊗ a(+)2 ⊗ a(0)3 − a(−)1 ⊗ a(−)2 ⊗ a(0)3 (44)
Equation (43) is then written as
P
∞∑
m=0
∮
γ
A ∧ · · · ∧A︸ ︷︷ ︸
m
=
∞∑
m=0
∮
γ
A12A23 · · ·Am1 ω12 ∧ ω23 ∧ · · · ∧ ωm1
12
=
∞∑
m=0
1
2m+1
∑
(h1,h2,···,hm)
(−1)h1+h2+···+hm
× a(h1)1 ⊗ a(h2)2 ⊗ · · · ⊗ a(hm)m
∮
γ
ω12 ∧ · · · ∧ ωm1 (45)
where hi = ± = ±1 (i = 1, 2, · · · , m) denotes the helicity of the i-th particle. In the above
expression, we define a
(±)
1 ⊗ a(h2)2 ⊗ · · · ⊗ a(hm)m ⊗ a(0)1 as
a
(±)
1 ⊗ a(h2)2 ⊗ · · · ⊗ a(hm)m ⊗ a(0)1 ≡
1
2
[a
(0)
1 , a
(±)
1 ]⊗ a(h2)2 ⊗ · · · ⊗ a(hm)m
= ±1
2
a
(±)
1 ⊗ a(h2)2 ⊗ · · · ⊗ a(hm)m (46)
where we implicitly use an antisymmetric property for the indices (1, 2, · · · , m) as indicated
in (42) or (43).
The holonomy operator (40) is a general solution to the KZ equation DΨ = (d−A)Ψ =
0 and is mathematically well-defined. Since A satisfies the flat condition (39), a linear
transformation of the holonomy operator depends only the homotopy class of the loop γ on
C = Cn/Sn. Therefore, the holonomy operator ΘR,γ gives a linear representation of the braid
group Bn. This representation is called the monodromy representation of the KZ equation.
The information about the braid group is in one-to-one correspondence with permutation
of the numbering indices. Namely, a distinct permutation can be represented by a distinct
product of braid generators. A “trace” over such a product is then encoded by a sum over
possible permutations. We symbolize this notion by Trγ which can be expressed as
TrγP
∞∑
m=0
∮
γ
A ∧ · · · ∧ A︸ ︷︷ ︸
m
=
∞∑
m=0
∑
σ∈Sm−1
∮
γ
A1σ2Aσ2σ3 · · ·Aσm1 ω1σ2 ∧ ωσ2σ3 ∧ · · · ∧ ωσm1 (47)
where the summation of Sm−1 is taken over the permutations of the elements {2, 3, · · · , m},
i.e., the relevant permutations are given by σ =
(
2 3 · · ·m
σ2σ3 · · ·σm
)
. Notice that there are
(m− 1) elements involved in the permutation. This comes from the fact that the number of
braid generators for Bn is given by (n−1). This is also in consistent with the cyclic symmetry
for the color indices ci. As mentioned below (11), four-dimensional diffeomorphism is realized
by permutation of the numbering indices in terms of ui’s. Invariance under diffeomorphism
may be given by a sum over the permutation. The notion of trace over braid generators,
or the so-called braid trace, therefore suggests diffeomorphism invariance for the holonomy
operator. This means that we can use a similar holonomy operator for a gravitational
theory as well. The difference lies in the color degree of freedom, i.e., the so-called Chan-
Paton factor. In the spinor-momenta formalism, Lorentz invariance is manifest. Thus, if we
consider a certain representation of Poincare´ algebra in this formalism, the representation is
essentially given by translational generators. This suggests that a gravitational Chan-Paton
factor is described by a combination of the translational generators. A gravitational analog
of the holonomy operator should contain a braid trace furnished with such a Chan-Paton
factor, which naturally leads to invariance under diffeomorphism. We shall consider details
of these points in the accompanying paper [43].
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The braid generators satisfy the relation (22). This is equivalent to the Yang-Baxter
equation if we neglect the notion of spectral parameters.1 In considering the path ordering
of the number indices, we can in fact introduce a parameter τ (0 ≤ τ ≤ 1) along the path.
Namely, we can parametrize the path γ on the physical configuration C as γ(τ). We then
introduce a parameter τi corresponding to the index i (i = 1, 2, · · · , m) and require a condition
0 ≤ τ1 ≤ τ2 ≤ · · · ≤ τm ≤ 1 according to our choice of path ordering. In this context, we
can interpret a set of τi’s as spectral parameters. Thus, the introduction of “path-ordered”
braid trace in (40) means the existence of Yangian symmetry in the holonomy operator.
(For recent investigation on Yangian symmetry in scattering amplitudes of gluons, see, e.g.,
[26, 28].)
From the expression (45), we find that, with a suitable normalization for
∮
γ ω12∧· · ·∧ωn1,
the holonomy operator can be used as a generating function for all physical states of gluons on
the Hilbert space V ⊗n. In order to extract physical quantities out of ΘR,γ, we have to express
the operator in terms of spinor momenta uAi , rather than zi. As mentioned before, below (8),
the differential one-form ωij can be expressed in terms of either zi or u
A
i . This is because we
can choose either the local coordinates or the homogeneous coordinates as covariant bases
of a differential manifold on CP1. We can therefore express the above results in terms of
uA’s as well. We recapitulate these results below as a summary of this section.
ΘR,γ(u) = TrR,γ P exp
∑
m≥2
∮
γ
A ∧ A ∧ · · · ∧ A︸ ︷︷ ︸
m
 (48)
A =
1
κ
∑
1≤i<j≤n
Aij ωij (49)
ωij = d log(uiuj) =
d(uiuj)
(uiuj)
(50)
Aij = a
(+)
i ⊗ a(0)j + a(−)i ⊗ a(0)j (51)
For practical calculations, we also need the commutation relations (21), (34) and the infor-
mation about the color degree of freedom (41).
4 Supersymmetry and MHV amplitudes
In the previous section, we focus on an algebraic structure of the gauge field operators in
twistor space. The bialgebraic structure arises from an analysis on the numbering indices of
the gauge fields. We now consider the other property of the gauge fields, i.e. the helicity
of the particle. Notice that, as discussed in (18), the helicity of the particle is determined
by the degree of homogeneity in uA’s. In order to incorporate this information, we find that
1As we discuss in [43], an irreducible algebra of the braid generators is given by the so-called Iwahori-
Hecke algebra. Thus we need to use this algebra in order to relate the holonomy operator with physical
quantities. The Iwahori-Hecke algebra satisfies the braid relation (22) on top of a certain condition on the
generators. Therefore, this algebra also contains the information of Yang-Baxter equation and the following
arguments do apply to the irreducible case as well.
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the most natural way is to introduce N = 4 supersymmetry, as initially observed by Nair.2
So the twistor space CP3 now becomes the supertwistor space CP3|4.
Supertwistor space
Supertwistor space is defined by the homogeneous coordinates ofCP3|4, ZIˆ = (u
A, vA˙, ξ
α),
where we introduce Grassmann variables ξα = θαAu
A (α = 1, 2, 3, 4) in addition to the
twistor variables ZI = (u
A, vA˙) in (9). I and Î are composite indices that can be labeled
as I = 1, 2, 3, 4 and Iˆ = 1, 2, · · · , 8, respectively. Linear transformations of ZIˆ are ac-
cordingly represented by the superconformal group SU(2, 2|4). Coordinates of a compact
four-dimensional spacetime xA˙A and their chiral (or holomorphic) superpartners θ
α
A arise
from supertwistor space with an imposition of the following relations.
vA˙ = xAA˙u
A , ξα = θαAu
A (52)
These are a supersymmetric analog of the twistor-space condition (10). As in the case of a
superspace formalism, the coordinates xA˙A can be extended to xA˙A → xA˙A + 2θ¯αA˙θαA. So a
supersymmetric extension of the product xA˙Ap
AA˙ is expressed as
xA˙Ap
AA˙ → xA˙AuAu¯A˙ + 2θ¯αA˙θαAuAu¯A˙
∣∣∣
v
A˙
=x
A˙A
uA, ξα=θα
A
uA
= vA˙u¯
A˙ + 2η¯αξ
α (53)
where we impose the condition (52) to the product. We also define antiholomorphic Grass-
mann variables η¯α (α = 1, 2, 3, 4) as
η¯α = u¯A˙θ¯
A˙
α (54)
Physical operators in ΘR,γ(u)
In this section, we consider a supersymmetric extension of the holonomy operator ΘR,γ(u)
in (48) and relate the resultant quantity with a generating functional for the maximally
helicity violating (MHV) amplitudes of gluons. Physical information of ΘR,γ(u) is encoded
in the operators a
(±)
i of (51); as discussed in the previous section, we have teated a
(0)
j of
(51) as unphysical (or a kind of projective) operators. Thus we should interpret a
(±)
i as
physical operators and supersymmetrization should be made in them. (Remember that the
operators a
(±)
i correspond to creation operators of the i-th gluon with helicity ±, which act
on a Fock space Vi (i = 1, 2, · · · , n). In terms of the Vi’s, the physical Hilbert space of the
spinor-momenta formalism is given by V ⊗n = V1 ⊗ V2 ⊗ · · · ⊗ Vn.) In the spinor-momenta
formalism, there are two mutually related interpretations for a
(±)
i . These can be stated as
follows.
1. The first approach is to interpret a
(±)
i as operators in a u¯i-space representation, where
a classical phase space is given by (vi, u¯i). Physical quantities in terms of the twistor
variables (ui, vi) are expressed by a vi-space representation, or a Fourier transform (15),
of a
(±)
i .
2Investigation of non-supersymmetric description to the spinor-momenta formalism has been made con-
siderably in preparing this paper but every attempt turns out to be unsuccessful. This is probably correlated
with our specific choice of the ordering in (43), apart from the issue of conformal invariance.
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2. The second approach is to interpret a
(±)
i as operators in an ordinary pi-space represen-
tation from the beginning, where a classical phase space is given by (x, pi). An x-space
representation of a
(±)
i is expressed by use of the Nair measure (19).
Accordingly, there are two approaches towards a supersymmetric extension of ΘR,γ(u). In
what follows, we discuss supersymmetrization of these approaches, clarifying how N = 4
extended supersymmetry realizes the helicity information of gluons.
The first approach and Witten’s interpretation for the MHV amplitudes
In the first approach, we start with an interpretation of the physical operators a
(±)
i as
operators labeled by u¯i. A vi-space representation of a
(±)
i can be defined as
a
(±)
i (vi) =
1
4
∫ d2u¯i
(2π)2
a
(±)
i e
i
2
viA˙u¯
A˙
i (55)
This can be seen as a mode expansion a
(±)
i (vi) in terms of u¯i-space wavefunctions. Classically,
we can regard a
(±)
i as functions of u¯i. So the expression (55) corresponds to a Fourier trans-
form (15) of such functions in twistor space. Substituting a
(±)
i (vi) into a
(±)
i of (51), and hence
into (48), we find that the holonomy operator ΘR,γ(u) can be expressed as ΘR,γ(u; v). With
an imposition of the twistor condition vA˙ = xA˙Au
A, this is then expressed as ΘR,γ(u; x). A
supersymmetric extension of these procedures is carried out by considering a supersymmetric
version of (55).
Before the supersymmetrization, let us first consider the degree of homogeneity in ui’s
for the holonomy operator ΘR,γ(u). Notice that we take the logarithmic one-form ωij =
d log(uiuj) as a covariant basis, which is what we previously call a propagator unit on CP
1.
We then find that ΘR,γ(u) has zero degree of homogeneity in each of ui’s. Thus, from (18),
we can interpret that ΘR,γ(u) describes gluons of positive helicity.
As mentioned in the beginning of this section, gluons of negative helicity can be incor-
porated by an introduction of N = 4 supersymmetry. This can be seen as follows. A phase
space of interest now becomes (vi, ξi; u¯i, η¯i). Thus the operator a
(hi)
i in the u¯i-space should be
expressed as a
(hi)
i (η¯i), where hi denotes the helicity of the i-th particle. An operator labeled
by ξi can be defined as
a
(hi)
i (ξi) =
∫
d4η¯i a
(hi)
i (η¯i) e
i η¯iαξαi (56)
In the above expression, the degree of homogeneity in u’s arises only from the last factor
exp(i η¯iαξ
α
i ) = exp(iη¯i ·ξi) if we use the condition ξαi = θαAuAi . Since we are considering N = 4
supersymmetry with α = 1, 2, 3, 4 = N , this can be expanded as
exp(iη¯i · ξi) = 1 + iη¯i · ξi + 1
2!
(iη¯i · ξi)2 + 1
3!
(iη¯i · ξi)3 + 1
4!
(iη¯i · ξi)4 (57)
which gives an N = 4 supermultiplet. The first and the last terms correspond to gluons of
positive and negative helicities, respectively. The remaining terms can be interpreted as the
superpartners of gluons, corresponding to gluinos with spin-1
2
and to a scalar particle. The
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helicity for the i-th particle or supermultiplet described by a
(hi)
i (ξi) is then expressed as
hi = 1− 1
2
∑
α
ξαi
∂
∂ξαi
(58)
Thus we find that the number of ξi’s in (56) determines the helicity. Notice that the use
of Grassmann variables is crucial for the truncation of the expansion (57). Further, the
Grassmann integral in (56) vanishes except in the case of∫
d4η¯i η¯i1η¯i2η¯i3η¯i4 = 1 (59)
Utilizing this relation, we can suitably define a
(hi)
i (η¯i) in (56) such that a
(hi)
i (ξi) are expressed
as
a
(+)
i (ξi) = a
(+)
i
a
(+ 12)
i (ξi) = ξ
α
i a
(+ 12)
iα
a
(0)
i (ξi) =
1
2
ξαi ξ
β
i a
(0)
iαβ (60)
a
(− 12)
i (ξi) =
1
3!
ξαi ξ
β
i ξ
γ
i ǫαβγδ a
δ
i
(− 12)
a
(−)
i (ξi) = ξ
1
i ξ
2
i ξ
3
i ξ
4
i a
(−)
i
where the number of ξi’s in each of a
(hi)
i (ξi) respects the helicity relation (58). Thus we find
that an introduction of N = 4 supersymmetry to the physical operators a(hi)i naturally leads
to the description of gluons with both positive and negative helicities.
Operators labeled by the “coordinate” variables (vi, ξi) are easily written as
a
(hi)
i (vi, ξi) =
1
4
∫
d2u¯i
(2π)2
a
(hi)
i (ξi) e
i
2
v
iA˙
u¯A˙i (61)
which gives a supersymmetric extension of (55). Notice that, at a function level, (61) corre-
sponds to a Fourier transform of a
(hi)
i in supertwistor space.
A supersymmetric holonomy operator ΘR,γ(u; v, ξ) is defined by substitution of a
(hi)
i (vi, ξi)
into a
(hi)
i (hi = ±) in (51), and hence into the expression of ΘR,γ(u) in (48).
The MHV tree amplitudes for gluons are the scattering amplitudes of (n − 2) gluons of
positive helicity and 2 gluons of negative helicity. In a momentum-space representation, the
amplitudes are expressed in terms of (ui, u¯i) as
A(1+2+···r−···s−···n+)MHV (u, u¯) ≡ A(r−s−)MHV (u, u¯)
= ign−2 (2π)4δ(4)
(
n∑
i=1
pi
)
Â
(r
−
s
−
)
MHV (u) (62)
Â
(r
−
s
−
)
MHV (u) =
∑
σ∈Sn−1
Tr(tc1tcσ2 tcσ3 · · · tcσn ) (urus)
4
(u1uσ2)(uσ2uσ3) · · · (uσnu1)
(63)
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where g is the coupling constant and the labels r and s denote the numbering indices of the
negative-helicity gluons. tci’s are the generators of the gauge group in the R-representation.
The sum of Sn−1 is taken over the permutations of the elements {2, 3, · · · , n}.
We can construct a generating functional for the MHV gluon amplitudes in terms of the
supersymmetric holonomy operator ΘR,γ(u; v, ξ) as
FMHV
[
a(h)c
]
= exp
[
i
g2
∫
d8θ (2π)4δ(4)
(
n∑
i=1
pi
)
ΘR,γ(u; v, ξ)
]
ξα=θα
A
uA
(64)
where a(h)c refers to a generic expression for a
(hi)ci
i (i = 1, 2, · · ·), with a(hi)i being a(hi)i =
tci a
(hi)ci
i as in (41). From equation (49), we find that the coupling constant g can be
parametrized as
g =
1
κ
(65)
where κ is a constant which appears in the definition of the KZ equation (26). We shall
discuss the significance of this relation later.
In terms of the functional FMHV
[
a(h)c
]
, the MHV amplitudes are generated as
δ
δa
(+)c1
1
⊗ · · · ⊗ δ
δa
(−)cr
r
⊗ · · · ⊗ δ
δa
(−)cs
s
⊗ · · · ⊗ δ
δa
(+)cn
n
FMHV
[
a(h)c
]∣∣∣∣∣
a(h)c=0
= ign−2(2π)4δ(4)
(
n∑
i=1
pi
) [
n∏
i=1
1
4
∫
d2u¯i
(2π)2
e
i
2
viA˙u¯
A
i
]
× Tr(tc1tc2 · · · tcn) (urus)
4
(u1u2)(u2u3) · · · (unu1) + P(2, 3, · · · , n)
=
[
n∏
i=1
1
4
∫
d2u¯i
(2π)2
e
i
2
viA˙u¯
A
i
]
A(r−,s−)MHV (u, u¯)
= A(r−,s−)MHV (u, v) (66)
where P(2, 3, · · · , n) indicates the terms obtained by permutations of the indices {2, 3, · · · , n}.
The condition a(h) = 0 means that the remaining operators (or source functions in a context
of functional derivatives) should be evaluated as zero in the end of the calculation. In the
above expression, we choose the normalization of a holomorphic factor as∮
γ
d(u1u2) ∧ d(u2u3) ∧ · · · ∧ d(unu1) = 2n+1 (67)
From (45), we find that this is a proper choice for the derivation of scattering amplitudes from
ΘR,γ(u). We omit an irrelevant sign factor (−1)h1+h2+···+hn in (66) since physical quantities
are given by the squares of the amplitudes. Notice that the Grassmann integral over θ’s picks
up only the MHV amplitudes since the integral vanishes except when we have the following
factor. ∫
d8θ ξ1rξ
2
rξ
3
rξ
4
r ξ
1
sξ
2
sξ
3
sξ
4
s
∣∣∣∣
ξαi =θ
α
A
uAi
= (urus)
4 (68)
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We therefore find that the supersymmetric holonomy operator ΘR,γ(u; v, ξ) naturally de-
scribes a generating functional for the gluon MHV amplitudes. Appearance of integrals over
u¯i’s in (66) indicates that we have interpreted the operators a
(hi)
i as those in the u¯i-spaces.
This arises from our choice of phase spaces being (vi, u¯i) as mentioned before. The MHV tree
amplitudes (62) as functions of (u, u¯) are obtained from (66) by inverse Fourier transforms
in twistor space.
A(r−s−)MHV (u, u¯) =
[
n∏
i=1
∫
d2vi e
− i
2
v
iA˙
u¯A˙i
]
A(r−,s−)MHV (u, v) (69)
It is essentially this line of expressions that has been developed by Witten for the discus-
sion of the MHV amplitudes in [4], while in Witten’s original approach the supertwistor con-
dition ξαi = θ
α
Au
A
i is not imposed by hand; it is built in the definition of the MHV amplitudes.
Following Witten’s prescription, we now introduce the following fermionic delta-function.
δ(8)
(
n∑
i=1
pAi A˙θ¯
A˙
α
)
= δ(8)
(
n∑
i=1
uAi η¯iα
)
=
∫
d8θ e−i θ
α
A
∑
i
uAi η¯iα (70)
In terms of this delta-function, we can define a generating functional for the MHV amplitudes
such that the condition ξαi = θ
α
Au
A
i is automatically embedded in the resultant amplitudes.
In analogy with (64), such a functional can be expressed as
FMHV
[
a(h)c(η¯)
]
= exp
[
i
g2
(2π)4δ(4)
(∑
i
pi
)
δ(8)
(∑
i
uAi η¯iα
)
ΘR,γ(u; v, ξ)
]
(71)
where a(h)c(η¯) refers to a generic expression for a
(hi)ci
i (η¯i), with a
(hi)
i (η¯i) being written as
a
(hi)
i (η¯i) = t
cia
(hi)ci
i (η¯i)s; notice that a
(hi)
i (η¯i)’s are defined in (56).
Utilizing FMHV
[
a(h)c(η¯)
]
and the relation (70), we can generate the MHV amplitudes as
δ
δa
(+)c1
1 (η¯1)
⊗ · · · ⊗ δ
δa
(−)cr
r (η¯r)
⊗ · · · FMHV
[
a(h)c(η¯)
]∣∣∣∣∣
a(h)c(η¯)=0
= ign−2
[
n∏
i=1
1
4
∫ d2u¯i
(2π)2
d4η¯i
] ∫
d4xd8θ exp
(
− i
2
xA˙A
∑
i
uAi u¯
A˙
i − iθαA
∑
i
uAi η¯iα
)
× exp
(
i
2
∑
i
viA˙u¯
A˙
i + i
∑
i
η¯iαξ
α
i
)
Â
(r
−
s
−
)
MHV (u)
=
∫
d4xd8θ
n∏
i=1
δ(2)(viA˙ − xA˙AuAi ) δ(4)(ξαi − θαAuAi ) Â(r−s−)MHV (u)
≡ A(r−,s−)MHV (u, v, ξ) (72)
where we use the relation
(2π)4δ(4)
(∑
i
pi
)
=
∫
d4x e−i xµ
∑
i
pµ
i =
∫
d4x e−
i
2
x
A˙A
∑
i
uAi u¯
A˙
i (73)
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The resultant amplitudes relate to the MHV amplitudes A(r−s−)MHV (u, u¯) in (62) by[
n∏
i=1
∫
d2vid
4ξi e
− i
2
viA˙u¯
A˙
i e−iη¯iαξ
α
i
]
A(r−s−)MHV (u, v, ξ)
= A(r−s−)MHV (u, u¯, η¯) = δ(8)
(∑
i
uAi η¯iα
)
A(r−s−)MHV (u, u¯) (74)
where the first line corresponds to inverse Fourier transforms in supertwistor space.
Equation (72) shows that the supertwistor condition (52) is automatically embedded
in the resultant amplitudes. This expression arises from the attachment of the super-
symmetric delta-function to a function of supertwistor variables, or what we can define
as Â
(r
−
s
−
)
MHV (u, v, ξ), without an imposition of the supertwistor condition. Thus, in Witten’s
approach, we can regard the supertwistor condition as an emergent relation. For a given
set of (x, θ), this condition determines a curve in supertwistor space. This curve can be
characterized by the spinor momenta uAi since we may solve the condition in terms of u
A
i .
The four-dimensional chiral super-coordinates (x, θ) are then interpreted as moduli of this
curve.
The second approach and Nair’s observation for the MHV amplitudes
The second approach is more straightforward in terms of extracting four-dimensional
information since we start with an interpretation of the operators a
(hi)
i as those in an ordinary
four-dimensional pi-space representation. An x-space representation of the operators is given
by
a
(hi)
i (x) =
∫
dµ(pi) a
(hi)
i e
ixµp
µ
i (75)
where dµ(pi) denotes the Nair measure (19). By use of the extension xA˙A → xA˙A + 2θ¯αA˙θαA,
a supersymmetric extension of these operators can be obtained as
a
(hi)
i (x, θ) =
∫
dµ(pi) a
(hi)
i (ξi) e
ixµp
µ
i
∣∣∣∣
ξαi =θ
α
A
uAi
(76)
where a
(hi)
i (ξi)’s are defined in (60). Notice that we impose the supertwistor condition
ξαi = θ
α
Au
A
i as in (64).
A supersymmetric holonomy operator ΘR,γ(u; x, θ) is defined by substitution of a
(hi)
i (x, θ)
into a
(hi)
i (hi = ±) in (51), and hence into the expression of ΘR,γ(u) in (48).
In terms of ΘR,γ(u; x, θ), we can construct an S-matrix functional for the MHV gluon
amplitudes as
FMHV
[
a(h)c
]
= exp
[
i
g2
∫
d4xd8θ ΘR,γ(u; x, θ)
]
(77)
where a(h)c now denotes a generic expression for a
(hi)ci
i , with a
(hi)
i = t
cia
(hi)ci
i understood
as operators in the pi-space representation. Since the operator is a function of (u; x, θ), a
relevant form of the MHV amplitudes is given in an x-space representation as
A(1+2+···r−···s−···n+)MHV (x) ≡ A(r−s−)MHV (x) =
n∏
i=1
∫
dµ(pi) A(r−s−)MHV (u, u¯) (78)
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where A(r−s−)MHV (u, u¯) is defined in (62). In terms of (77), this MHV amplitudes can be ex-
pressed as
δ
δa
(+)c1
1
⊗ · · · ⊗ δ
δa
(−)cr
r
⊗ · · · ⊗ δ
δa
(−)cs
s
⊗ · · · ⊗ δ
δa
(+)cn
n
FMHV
[
a(h)c
]∣∣∣∣∣
a(h)c=0
= A(r−s−)MHV (x) (79)
where we should emphasize that FMHV
[
a(h)c
]
is defined in (77) and that the operators a
(hi)ci
i ,
which are treated as source functions here, are labeled by the four-dimensional momenta pi.
The above expression gives an explicit realization of Nair’s original observation to the MHV
amplitudes [1]. This form is also obtained in [44]. Notice that, in terms of the holomorphic
amplitudes Â
(r
−
s
−
)
MHV (u) in (63), the expression can be simplified as
δ
δa
(+)c1
1 (x1)
⊗ · · · ⊗ δ
δa
(−)cr
r (xr)
⊗ · · ·
· · · ⊗ δ
δa
(−)cs
s (xs)
⊗ · · · ⊗ δ
δa
(+)cn
n (xn)
FMHV
[
a(h)c
]∣∣∣∣∣
a(h)c(x)=0
= ign−2 Â
(r
−
s
−
)
MHV (u) (80)
where a(h)c(x)’s play the same role as a(h)c’s in (79) except that they are now in an x-space
representation as in (75).
In Nair’s observation, the MHV gluon amplitudes arise from a current correlator of a
WZW model. In the present formalism, the current structure arises from our choice of
logarithmic one-forms ωij in (8) and the subsequent construction of n-forms in terms of the
comprehensive gauge one-form A in (36). Current correlators of a WZW model satisfy the
KZ equation in general. In the present formalism, the current correlators can be defined
as functions on the configuration space C = Cn/Sn and the KZ equation corresponds to
the requirement of the functions being covariantly constant, where a covariant derivative is
defined in terms of A, as discussed in the previous section. By use of the operator product
expansion (OPE) of a WZW current, it is argued in [1] that the level number of the WZW
model should be fixed to k = 1 in order to interpret the correlators as the MHV amplitudes.
The choice of k = 1 is also appropriate because it leads to an integrable representation of
spin-1 particles. In the present holonomy formalism, this fact should be reflected in the
choice of the KZ parameter κ, or the Yang-Mills coupling constant g if we use the relation
(75). For an SU(N) gauge group, it is well known that the KZ parameter can be given by
κ = k +N (81)
(For this relation, see, e.g., [53].) In the present case, a relevant group seems to be SL(2,C) =
SU(2)C, where SU(2)C denotes the complexification of SU(2). In the spinor-momenta
formalism, holomorphicity plays a crucial role. In fact, we begin with the complex Riemann
surface CP1 to define holomorphic and antiholomorphic spinor momenta. As shown in
(62), physical quantities may be described by holomorphic functions, such as Â
(r
−
s
−
)
MHV (u), in
terms of these spinor momenta. If we make the energy-momentum conservation explicit as
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in (62), then we need to deal with full complex functions such as A(r−s−)MHV (u, u¯). Thus, in
order to define gauge transformations on such complex functions, it is natural to extend the
gauge group SU(N) to the complexified gauge group SL(N,C). Since any SL(N,C) group
contains an SL(2,C) as a subgroup, we can consider that a physically relevant KZ parameter
is given by (81).3 Therefore, we can parametrize the coupling constant as
g =
1
1 +N
(82)
Since four-dimensional coupling constants are dimensionless, this is an appropriate form.
The significance of this result is that it indicates a nonperturbative nature of the present
formalism; notice that the N dependence of g is conventionally considered as g ∼ 1/√N
either in a large N analysis of Yang-Mills theory or in perturbative string theory.
In this section, we have discussed a supersymmetric extension of the holonomy operator
ΘR,γ(u), which naturally generates the MHV amplitudes of gluons. There are two approaches
towards the supersymmetrization of ΘR,γ(u), corresponding to different approaches to the
MHV amplitudes taken by Nair and Witten, respectively [1, 4]. As mentioned before, the
difference lies in the choice of a classical phase space in calculations of the MHV amplitudes.
In Witten’s approach, the supertwistor condition (52) emerges automatically so that physical
quantities are not necessarily constrained by (52). This leads to the idea of algebraic curves
in CP3|4 which we have briefly mentioned in the introduction. Non-MHV amplitudes of
gluons are then classified by these algebraic curves. This approach is therefore mathematical
and abstract in a sense that a framework of extracting four-dimensional spacetime is beyond
Penrose’s original idea of twistor space. On the other hand, Nair’s approach is conceptually
more close to Penrose’s idea. In Nair’s approach, the supertwistor condition is imposed
by hand on a function of the supertwistor variables. Four-dimensional spacetime is then
emerged a´ la Penrose. In order to describe non-MHV amplitudes in this approach, however,
one needs to resort to the so-called Cachazo-Svrcek-Witten (CSW) rules which we consider
in the next section.
5 CSW prescription and non-MHV amplitudes
The generating functional FMHV in (77) literally generates only the MHV amplitudes. As
seen above, this is due to the N = 4 Grassmann integral acting on the supersymmetric
holonomy operator ΘR,γ(u; x, θ). In this section, we consider generalization of the above
formulation to non-MHV amplitudes at the tree level.
CSW rules and a contraction operator
One idea is to express the non-MHV amplitudes in terms of a combination of the MHV
amplitudes. This is the idea developed by Cachazo, Svrcek and Witten in [7]; it has been
shown that non-MHV amplitudes can be expressed by a combination of MHV amplitudes (or
vertices) connected with off-shell propagators. A momentum transfer, say q, for each of the
3At the present, it is under investigation to show this relation in a more rigorous manner.
22
propagators is given by a sum of the momenta involved in the corresponding MHV vertex.
The propagator is then realized simply by an inverse square of q in a momentum-space
representation of the non-MHV amplitudes. This prescription for the non-MHV amplitudes
is called the CSW rules.
In a language of functional derivative, this prescription suggests an introduction of a con-
traction operator to FMHV . In order to define such a contraction operator, we need to intro-
duce a propagator that connects two holonomy operators, say ΘR,γ(u; x, θ) and ΘR,γ(u; y, θ).
The propagator connects the coordinates x and y, each representing an MHV vertex. The
coordinates (x, y) should be characterized by a set of positive and negative helicities, not
just by positive or negative helicities, since the purpose of introducing the propagator is to
increase the number of negative-helicity states involved in scattering of interest by expressing
the scattering amplitudes in terms of a combination of MHV vertices. In other words, we
consider the propagator as an analog of a propagator for complex scalar fields.
In what follows, we simply restate the CSW rules by use of the expression (80), where
the physical information is encoded in the operators a
(hi)
i (x) in an x-space representation.
The non-MHV amplitudes are then described by insertions of a pair of positive and negative
helicity states, say a
(+)
k (x) and a
(−)
l (y), into the original sequence of indices (1, 2, · · · , n) with
some concrete non-MHV helicity information. The number of insertions represents how the
helicity configuration of interest deviates from the MHV configurations, which is equivalent
to the number of negative-helicity states minus two.
For simplicity of discussion, we first consider the next-to-MHV (NMHV) amplitudes
where there are three negative-helicity states labeled by, say, r−, s− and t− (r < s < t), with
the rest of indices having positive helicities. Assume that r− and s− are in between i and j,
i.e., 1 ≤ i < r < s < j < t ≤ n, then possible ways to split the NMHV amplitudes into two
MHV amplitudes can be written as
1+2+ · · · i+ · · · r− · · · s− · · · j+︸ ︷︷ ︸
⇒ qij=pi+pi+1···+pj
· · · t− · · ·n+
⇒ i+ · · · r− · · · s− · · · j+ k+︸ ︷︷ ︸
Â
(r
−
s
−
)
MHV
(u)
︸︷︷︸
1/q2ij
l− (j + 1)+ · · · t− · · · (i− 1)+︸ ︷︷ ︸
Â
(l
−
t
−
)
MHV
(u)
(83)
where in the second line we schematically show the CSW rules, with the factor of 1/q2ij
representing a propagator that connects the two holomorphic MHV amplitudes Â
(r
−
s
−
)
MHV (u)
and Â
(l
−
t
−
)
MHV (u). Notice that an insertion of the indices (k+, l−) naturally leads to separation of
an NMHV amplitude into two MHV amplitudes, given that the number of index arguments
for each of the MHV amplitudes is more than two. Under this restriction, the CSW rules
for the NMHV amplitudes can be expressed as
Â
(r
−
s
−
t
−
)
NMHV (u) =
∑
(i,j)
Â
(i+···r−···s−···j+k+)
MHV (u)
δkl
q2ij
Â
(l
−
(j+1)+···t−···(i−1)+)
MHV (u) (84)
where the sum is taken over all possible choices for (i, j) that satisfy the ordering i < r <
s < j < t. The momentum transfer qij is given by
qij = pi + pi+1 + · · ·+ pr + · · ·+ ps + · · ·+ pj (85)
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where p’s denote four-momenta of gluons as before.
A generating functional for the NMHV amplitudes (84) is then expressed as
F
[
a(h)c
]
= Ŵ FMHV
[
a(h)c
]
(86)
Ŵ = exp
[∫
d4xd4y
δkl
q2
δ
δa
(+)
k (x)
⊗ δ
δa
(−)
l (y)
]
(87)
FMHV
[
a(h)c
]
= exp
[
i
g2
∫
d4xd8θ ΘR,γ(u; x, θ)
]
(88)
where we rewrite FMHV for convenience. By use of F in (86), we can generate the NMHV
amplitudes as
δ
δa
(+)c1
1 (x1)
⊗ · · · ⊗ δ
δa
(−)cr
r (xr)
⊗ · · · ⊗ δ
δa
(−)cs
s (xs)
⊗ · · ·
· · · ⊗ δ
δa
(−)ct
t (xt)
⊗ · · · ⊗ δ
δa
(+)cn
n (xn)
F
[
a(h)c
]∣∣∣∣∣
a(h)c(x)=0
= ign−2Â
(r
−
s
−
t
−
)
NMHV (u) (89)
Notice that the sum over (i, j) in (84) is automatically realized by the functional derivatives
acting on F and by the Grassmann integrals executed in F . This explains that the mo-
mentum transfer is denoted by q without the (i, j) indices in (87). It is interesting that, in
these expressions, there is no appearance of dµ(q), or an integration measure for the off-shell
momentum. Thus, we need no auxiliary fields to describe the non-MHV amplitudes with the
apparent off-shell propagators; we simply need the physical operators a
(hi)
i (x) = t
cia
(hi)ci
i (x)
for gluons (which by definition include Nair measures) in order to describe physical quan-
tities generated by F . Another important point is that the color structure of Â(r−s−t−)NMHV (u)
is properly written as Tr(tc1tcσ2 tcσ3 · · · tcσn ) with permutation over σ =
(
2 3 · · ·n
σ2σ3 · · ·σn
)
as
shown in (63). This is guaranteed by Kronecker’s delta δkl and by the fact that t
ck or tcl
can be considered as a U(1) direction which can be attached to the color degrees of freedom.
This U(1) symmetry is related to the phase invariance for spinor momenta in (3). This is also
related to the cyclic invariance for the trace of color structure, or the so-called Chan-Paton
factor of Yang-Mills theory.
Non-MHV amplitudes
We now consider the generalization to other non-MHV amplitudes which are usually
referred to as the NmMHV amplitudes (m = 1, 2, · · · , n−4), with m+2 being the number of
negative-helicity gluons. For the maximal case (m = n− 4), the amplitudes become the so-
called googly MHV amplitudes. From our construction, we find that they can be obtained by
taking conjugates of the MHV amplitudes. We notice that generalization of the expression
(89) to the NmMHV amplitudes is straightforward since the Wick-like operator (87) can be
used for the arbitrary number of contractions acting on FMHV . Therefore, the functional F
in (86) can also be used as an S-matrix functional for the non-MHV amplitudes in general.
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An explicit expression can be written as
δ
δa
(h1)c1
1 (x1)
⊗ δ
δa
(h2)c2
2 (x2)
⊗ · · · ⊗ δ
δa
(hn)cn
n (xn)
F
[
a(h)c
]∣∣∣∣∣
a(h)c(x)=0
= ign−2Â(1h12h2 ···nhn )(u) (90)
where a set of hi = ± (i = 1, 2, · · · , n) gives an arbitrary helicity configuration. A similar
expression is also obtained in [44].
To recapitulate the results of this section, we find that the S-matrix functional for the
gluon amplitudes in general is given by
F
[
a(h)c
]
= Ŵ FMHV
[
a(h)c
]
= exp
[∫
x,y
δkl
q2
δ
δa
(+)
k (x)
⊗ δ
δa
(−)
l (y)
]
exp
[
i
g2
∫
x,θ
ΘR,γ(u; x, θ)
]
(91)
where ΘR,γ(u; x, θ) is the supersymmetric holonomy operator of gauge fields in twistor space
that we have defined in the previous sections. This expression gives a succinct realization
of the CSW rules in terms of functional derivatives. As discussed earlier, the symbols R
and γ denote the representation of the gauge group and a loop on the physical configuration
space C = Cn/Sn, respectively. The introduction of contraction operator in the definition
of the S-matrix functional may seem artificial but it is a price that we have to pay for the
MHV-based supersymmetric description of gluon amplitudes. This would also be related to
our choice of “path ordering” in the definition of the holonomy operator in (48).
6 Concluding remarks
In the present paper, we introduce a notion of holonomies for gauge fields in twistor space.
This notion arises from an attempt to understand Nair’s observation of the MHV gluon
amplitudes in a more universal point of view. Nair has shown that the MHV amplitudes
can be interpreted as a current correlator of a Wess-Zumino-Witten (WZW) model defined
in a CP1 fiber of supertwistor space [1]. A correlator of a WZW model generally obeys the
KZ equation. It is known that a monodromy representation of the KZ equation is given by
a linear representation of a braid group. We take advantage of this mathematical fact to
define a holonomy operator ΘR,γ(u) in twistor space as shown in (48)-(51).
The KZ equation has a bialgebraic structure, which naturally leads to a bialgebraic
property in what we call the comprehensive gauge field A; we have constructed a holonomy
operator of this gauge field. In a conventional field theory, where a gauge field operator
is described by creation and annihilation operators of a single particle, we need to make a
different treatment for a multi-particle systems with different number of particles. In the case
of pure Yang-Mills theory, however, the notion of number is not as distinctive as in theories
with matter fields; notice that gauge fields represent an interaction and, needless to say, its
strength is not determined by the number of fields but by the value of a coupling constant.
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Thus, an appropriate physical operator for gauge fields may be constructed by summing
over possible numbers of particles involved in any physical process, such that physics with
arbitrary number of particles can be described comprehensively. This is one of the reasons
for the appearance of A in the description of gluons.
Another important factor in A is that of the logarithmic one-form ωij = d log(uiuj), where
ui and uj are spinor momenta of the i-th and j-th gluons (1 ≤ i < j ≤ n), respectively. This
one-form is suitable not only because the scale invariance of u’s is automatic but also because
it supports a postulate of ours that in the spinor-momenta formalism any physical observables
can be described by combinations of the Lorentz invariant scalar products (uiuj) and [u¯iu¯j]
defined in (5); notice that if the observables are purely holomorphic, we solely need the
holomorphic products (uiuj). This means that the formalism is manifestly Lorentz invariant,
and hence, we can even consider this condition as a principle rather than a postulate.
As remarked earlier, the holonomy operator ΘR,γ(u) has an explicit Yangian symmetry,
while this symmetry is usually hidden in many approaches to Yang-Mills theory. Here, the
Yangian symmetry in ΘR,γ(u) is mathematically transparent if we use the Kohno-Drinfel’d
monodromy theorem. The theorem states that the monodromy representation of the KZ
equation as a linear representation of a braid group is equivalent to a representation of
the quantum Yang-Baxter equation [50]. The comprehensive gauge one-form A, which is
essentially equivalent to the so-called KZ connection in mathematics, satisfies the flatness
condition (39). Thus the holonomy operator of A gives the linear representation of a braid
group Bn on the physical Hilbert space V ⊗n, i.e.,
ΘR,γ(u) : Bn → GL(V ⊗n) (92)
Therefore, by use of Kohno-Drinfel’d monodromy theorem, we can easily find that ΘR,γ(u)
has the Yangian symmetry.
The braid relations in (22) are closely related to the Yangian symmetry. In fact, the only
difference is the existence of the so-called spectral parameter for the latter. As discussed
earlier, in terms of spectral parameters τi (0 ≤ τi ≤ 1) for the index i (i = 1, 2, · · · , n), the
“path ordering” of ΘR,γ(u) can be expressed as 0 ≤ τ1 ≤ τ2 ≤ · · · ≤ τn ≤ 1. In a conventional
field theory, path ordering can be translated into time ordering. So we may interpret a set
of τi’s as a parameter for (proper) time. On the other hand, in the construction of S-matrix
functionals for gluon amplitudes in terms of ΘR,γ(u), we find that the path-ordering factor
of ΘR,γ(u) is somehow related to the use of supersymmetry (although we do not have clear
interpretation of this relation at the present). In this sense, we can consider that the notion
of time is indirectly related to the requirement of supersymmetry.
We now consider some mathematical aspects of the holonomy formalism besides what
has been mentioned. An ordinary notion of self-duality is not appropriate in the present
formalism because the holonomy operator is defined in differential manifolds of arbitrary
dimension, not just four, with four-dimensional spacetime arising form an imposition of the
supertwistor-space condition (52). This suggests that we do not have instantons as solutions
to physical configurations of a single gluon. If we denote a configuration space of a single
gluon by C1, then the existence of instantons is mathematically related to the fact that the
fundamental homotopy group of C1 is given by integer, i.e., Π1(C1) = Z, for SU(n) gauge
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groups. (For a clear explanation of this fact, one may refer to [54].) In the present formalism,
we do not consider a single-particle configuration but a multi-particle configuration, which
we have denoted as C = Cn/Sn, and we should emphasize that this satisfies
Π1(C) = Bn (93)
Thus it is reasonable to say that we do not have instantons in our formalism but a general-
ization of them encoded with a braid group.
A crucial mathematical notion in the construction of holonomy operator is the flatness
or integrability of A; DA = dA−A∧A = 0. As discussed before, this is the very reason why
we can define the holonomy operator itself. A main objective of this paper is to express an S-
matrix functional for gluon amplitudes in terms of this holonomy operator. An explicit form
of the S-matrix functional is culminated in (91). This S-matrix functional naturally leads to
the WZW correlator structure for the gluon MHV amplitudes as initially observed by Nair
[1] and also gives an alternative perspective to Witten’s generalization of Nair’s observation
[4]. Although the concentration has been on the gluon amplitudes in the present paper, the
holonomy operator itself is of universal nature. We may in fact postulate that any four-
dimensional integrable models with general covariance can be generated by variants of the
holonomy operator ΘR,γ(u), possibly furnished with supersymmetry and nontrivial Chan-
Paton factors. It is also interesting to notice that many topics in mathematics and physics,
such as conformal invariance, Lorentz invariance, supersymmetry and Yangian symmetry,
are knit together by the holonomy operator in twistor space.
The argument on the gluon amplitudes has been limited to the classical level but quantum
descriptions seem to be straightforward since, throughout the present paper, we consider
operators that act on the quantum Hilbert space V ⊗n. The S-matrix functional (91) is
expressed in terms of these operators and there is nothing that prevents it form producing
loop amplitudes. Therefore, it is possible to extend our formula to loop diagrams without
any modifications, although confirmation of this statement is beyond the scope of the present
paper.
For non-supersymmetric descriptions of gluon amplitudes, we need to define physical
operators in terms of appropriate polarization vectors such that the degrees of homogeneity
in spinor momenta are in accord with helicities of particles. In the holonomy formalism,
conformal invariance plays an essential role. Thus the non-supersymmetric description may
be possible only for the Abelian case. For non-Abelian cases, supersymmetry is necessary
in this respect. Supersymmetry also has a positive or economical aspect in regard with the
issue of renormalization.
Lastly, we would like to remark that the N dependence of the coupling constant can be
written as g = 1
1+N
for SU(N) gauge groups as discussed in (82). This relation shows a
nonperturbative aspect of the holonomy formalism.
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