In this paper, We firstly present an algorithm for the problem of distribution-free junta testing for Boolean functions with one-sided error, the query complexity of which isÕ(k/ǫ). This closes the gap between upper bound and lower bound of the query complexity. Further, we present a simpler algorithm with the same query complexity.
Introduction
The problem of junta testing under uniform distribution setting was firstly introduced by [7] . [5] gave an algorithm that uses poly(k)/ǫ queries. Later, [1] improved the query complexity upper bound toÕ(k/ǫ). An Ω(log(k)) lower bound was shown by [4] , which implies that the algorithm for junta testing under uniform distribution has achieved near-optimal query complexity.
Distribution-free property testing is also attractive since it allows an unknown and arbitrary environment. [6] firstly investigated junta testing under an arbitrary and unknown distribution, they provided an adaptive algorithm for junta testing with one-sided error. [3] presented an adaptive algorithm with two-sided error for distribution-free junta testing.
When it comes to distribution-free junta testing, one might conjecture that the lower bound of query complexity is exponential instead of polynomial. Surprisingly, [6] showed that a polynomial algorithm exists for this setting. The query complexity of the algorithm introduced in [6] isÕ(k 2 /ǫ). This advancement results in a natural problem: Could the query complexity be as low as O(k/ǫ)?
For the setting when the distance is measured in terms of the uniform distribution, [2] gave an optimal algorithm with query complexityÕ(k/ǫ). In this paper, their analysis mainly depends on Fourier analysis. However, Fourier analysis is not applicable in the distribution-free setting. Another proof approach relies on the sub-additivity of influence function and the property of intersecting family. However, the sub-additivity of influence function no longer holds in distribution-free setting. Our work overcomes these challenges, and provides two algorithms that both have near-optimal query complexity.
Preliminaries
We focus on the property of Boolean function f : {0, 1} n → {0, 1}. We firstly introduce some basic definitions. For a subset A ⊂ [n], denote byĀ the complement of A, i.e.,Ā = [n]\A. Distance:
n , satisfying that f (x) = f (y), and xī = yī, then i is referred to as a relevant variable. Relevant block: If there exist x, y ∈ {0, 1} n , satisfying that f (x) = f (y), and xĀ = yĀ, then A is referred to as a relevant block. Special block and special literal: The block that contains at least one relevant variable and is ǫ-close to a literal, this block is called special block, and the corresponding literal is referred to as special literal. One-sided error: If f is k-junta, then the algorithm returns accept; If f is ǫ-far from k-junta, then the algorithm returns reject with probability larger than 2/3. Two-sided error: If f is k-junta, then the algorithm returns accept with probability at least 2/3; If f is ǫ-far from k-junta, then the algorithm returns reject with probability larger than 2/3.
The Algorithm
The algorithm maintains that in the beginning of round t, there are t−1 relevant blocks, and all the relevant blocks are γ-close to a literal. The following key operations are performed at each round: (1) randomly sample x, and randomly partition the newly generated block and identify which part the literal lies in, in order to construct y based on x and the already found relevant blocks; (2) identify whether f (x) equals to f (y).
At each iteration, the algorithm needs to identify whether the function value of x and y are equal or not. In order to construct y based on x and the relevant blocks, the algorithm needs to randomly partition the newly generated blocks into two parts at each iteration, and identify which part the literal lies in. Then the algorithm identifies whether the constructed x and y correspond to distinct values.
The algorithm continues to find new relevant block instead of relevant bit. Once a new relevant block is found, the algorithm tests whether this block is γ-close to literal. Suppose m relevant blocks have been found, and these blocks divide [n] into m + 1 parts, if the block is tested to be γ-close to 1-literal under uniform distribution, then for x sampled from distribution D, the algorithm constructs y ensuring that
The specific construction approach is as follows: the algorithm constructs y by reversing the randomly generated subset of each part formed by the identified relevant blocks of x, ensuring that the parts that m − 1 literals lies in remain identical, then the expected number of queries required for the algorithm to find a more relevant block is O (1/ǫ) ; If the block is tested to be γ-far from literal, then the algorithm divides the relevant block into two parts, each block is a relevant block, and the total number of relevant blocks is added by 1. use Literal to test whether the newly generated relevant block is γ-close to literal under distribution U
5:
if Literal returns true then
for each of 6 log(k)/ǫ iterations do 7: randomly partition this block into two parts, and use LiteralOrientation to find the block that contains the special literal
if LiteralOrientation returns fail then 9:
return accept 10:
construct y by reversing a subset of x, this subset is randomly sampled from the complement of the special blocks, and find a more relevant block 12:
end if
the size of relevant block is increased by 1, and jump to line 3 
which could also be interpreted as
The construction of y = x (R) ensures that one literal in each relevant block is fixed, and the values of the other variables are uniformly sampled from {0, 1}.
The string x I wĪ means that the algorithm should keep |I| variables the same as x. Each variable is equal to x i with probability 1/2, and is equal tox i with probability 1/2. That is, each variable is equal to 1 with probability 1/2, and is equal to 0 with probability 1/2. Therefore, if f is ǫ-far from k-junta under distribution D, and the size of the special blocks does not exceed k, then with probability larger than ǫ/2, the algorithm could find a block which contains at least one relevant variable.
Remark: Initially, there does not exist any relevant block. The algorithm just regard the relevant block as an empty set, and Literal returns true, the algorithm goes to line 6. This procedure is equivalent to the following operation: randomly select a subset from [n], and then construct y by reversing this subset of x.
Testing Literal
In this section, we will introduce the detailed preparation for constructing y. Two main operations are required. One is to test whether f is γ-close to literal under uniform distribution. This operation is conducted according to the algorithm IsLiteral which was introduced in detail in the paper [6] . The key difference is that here γ is set as a constant instead of a function of k. The other operation is to identify the part that the literal lies in when the newly generated block is tested to be γ-close to literal under uniform distribution. This operation is conducted according to the algorithm LiteralOrientation which will be illustrated in this section.
Lemma 2.
If a block is γ-close to literal, then we have that with probability at least 1 − 1/(12k), the algorithm could return the subset that contains the literal, where γ = 1/8.
Proof. Suppose that f is γ-close to literal l in the block. The algorithm then randomly divide this block into two parts. Let L represent the block that contains literal l. Let
The block L that contains literal r could be regarded as the block with expected credibility larger than 1 − 2γ. Similarly, let
The block N that does not contain literal r could be regarded as the block with expected credibility less than 2γ. At each round t, with probability at least 1 − 2/(kt 3 ), we have that
N , and r t = log(1/δ t )/(2t). By union bound over all the rounds, with probability at least 1 − 1/k, we have that µ L ≥μ (1) − 2r t . Therefore, with probability at least 1 − δ, the algorithm will not return the subset that does not contain the literal. Assume the algorithm continues to sample for L and N until one block is returned. We want to show the following claim: If the algorithm returns L at round t ′ , then for any t that is prior to t ′ , we have that µ L − µ N < 4r t with probability at least 1 − δ. Suppose for contradiction µ L − µ N ≥ 4r t . If block L is returned at round t ′ , then at any round t that is prior to t ′ , we have that
With probability at least 1 − δ, we have that,
Then,μ
which leads to a contradiction. Therefore, µ L − µ N < 4r t ′ −1 . Thus, we have that the algorithm could return L with probability at least 1 − 1/(12k).
Algorithm 2 LiteralOrientation
sample for block L
5:
sample for block N 6:
else ifμ N ≥μ L + 2 log(1/δ t )/(2t) then t ← t + 1 13: end for 14: return fail
Correctness Analysis of the Algorithm
Lemma 3. If f is ǫ-far from k-junta under distribution D, then the algorithm returns reject with probability at least 2/3.
Proof. We want to prove that, if f is ǫ-far from k-junta under distribution D, then with probability at least 2/3, the algorithm could identify at least k + 1 relevant blocks. If the size of relevant blocks does not exceed k, and there exist some blocks that are ǫ-far from 1-literal, then the size of relevant blocks will continue to increase; If the size of relevant blocks exceeds k, then the algorithm returns reject. Next we consider the case when the size of the relevant blocks is smaller than or equal to k, and all the relevant blocks found are ǫ-close to 1-literal. If f is γ-far from literal under uniform distribution, then the algorithm Literal could reject with probability at least 2/3. Using union bound, we have that with probability at least 1 − k * (1/3) log(k) , the algorithm could ensure that, k blocks are all γ-close to literal. With probability at least 1 − 1/(12k), the algorithm could identify correctly which section the literal lies in. Using union bound over k blocks, with probability at least 11/12, all the blocks containing literals could be identified correctly. According to Lemma 1, with probability at least 5/6, the algorithm could find one more relevant block in O(1/ǫ) number of queries. By iterating log(k) times, the probability that the algorithm fails to find one more relevant block at each time is at most (1/6) log(k) . Using union bound, with probability at least 2/3, the algorithm could find k + 1 relevant block in O(k/ǫ) number of queries. In conclusion, the algorithm returns reject with probability at least 2/3. Z Lemma 4. If f is k-junta, then the algorithm returns accept.
Proof. If f is k-junta, then the algorithm could not find more than k blocks each containing at least one relevant variable. According to the algorithm, it returns accept. 
Query Complexity Analysis of the Algorithm
Proof. Suppose at the beginning of round t, there are t − 1 relevant blocks, and all the relevant blocks are γ-close to a literal. The algorithm needs to perform the following key operations: (1) randomly sample x, and randomly partition the newly generated block and identify which part the literal lies in, in order to construct y based on x and the already found relevant blocks; (2) Identify whether f (x) equals to f (y). According to Lemma 1, if f is ǫ-far from k-junta under distribution D, and the size of special blocks does not exceed k, then with probability larger than ǫ/2, the algorithm could continue to find one more relevant block. At each iteration, the algorithm needs to identify whether the function value of x and y are equal or not. In order to construct y based on x and the relevant blocks, the algorithm needs to randomly partition the newly generated blocks into two parts at each iteration, and identify which part the literal lies in, which requires O(log(k)) number of queries. Then the algorithm identifies whether the constructed x and y correspond to distinct values. Therefore, the total query complexity isÕ(k/ǫ). for each of 6 log(k)/ǫ iterations do 5: randomly partition this block into two parts, and use block binary search to find the relevant block construct y by reversing a subset of x, this subset is randomly sampled from the complement of the relevant blocks, and find a more relevant block
A Simpler Algorithm
the size of relevant block is added by 1, and jump to line 3 We propose another algorithm for junta testing in distribution-free setting. This algorithm does not need to identify whether f is ǫ-close to a literal or not. Note that in Lemma 1, I is any fixed subset. This implies that, if we select I as a random subset of [n], then Eq. (2) and Eq. (3) still hold. Inspired by this observation, we provide a simpler algorithm.
With probability at least 2/3, in O(log(k)/ǫ) number of queries, the size of the relevant blocks will increase by 1, and meanwhile two new relevant blocks will be generated. Then the algorithm randomly partitions each of the newly generated relevant blocks into two blocks, and uses block binary search to identify one relevant block separately. Denote by the complement of the identified relevant blocks G, the random subset of G is represented as G r . Then, according to Lemma 1, we have that
Therefore, a distinguish pair could be found from G r in O(log(K)/ǫ) queries with probability at least 1 − (1/3) log(k) . Consequently, if f is ǫ-far from k-junta, then with probability at least 2/3, the algorithm returns reject. If f is k-junta, then the algorithm could not find k +1 relevant blocks. Therefore, the algorithm returns accept.
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