We consider the discretization and approximate solutions of equations describing timeharmonic qP polarized waves in 3D inhomogeneous anisotropic media. The anisotropy comprises general (tilted) TI symmetries. We are concerned with solving these equations on a large domain, for a large number of different sources. We consider higher (fourth) order partial differential equations and variable order finite difference schemes, to accommodate anisotropy on the one hand and allow higher order accuracy -to control sampling rates for relatively high frequencies -on the other hand. We make use of a nested dissection based domain decomposition in a massively parallel multifrontal solver combined with Hierarchically SemiSeparable (HSS) matrix compression techniques. The higher order 1 partial differential operators, and the variable order finite difference schemes, require the introduction of separators with variable thickness in the nested dissection; the development
partial differential operators, and the variable order finite difference schemes, require the introduction of separators with variable thickness in the nested dissection; the development of these and their integration with the multifrontal solver is the main topic of this paper.
The algorithm presented here is a powerful tool for (anisotropic) full waveform inversion.
INTRODUCTION
We consider the discretization and approximate solutions of equations describing timeharmonic qP polarized waves in 3D inhomogeneous TTI media. These equations arise upon (microlocally) operator diagonalizing the system of equations describing elastic waves -assuming it is of principal type -thus decoupling the polarizations (see, for example, Stolk and De Hoop (2002) ), and then considering time-harmonic solutions. We extract the 'Helmholtz' equation for qP polarized constituents. In general, the 'Helmholtz' equations are pseudodifferential equations of second order, but in the isotropic case they reduce to the Helmholtz equations proper. The symbols of the pseudodifferential operators can be expanded to yield (low-rank) separated representations. Instead of developing such representations, here, we consider the re-coupling of qSV and qP polarizations yielding fourth-order partial differential equations in TI media; we then take the 'incomplete acoustic' limit along the symmetry axis introduced by Alkhalifah (2000) to emphasize the propagation of qP -polarized waves.
(The limit is naturally 'complete' in the case of elliptic media, in which the mentioned recoupling can be avoided to begin with.)
We invoke the finite difference method. We are concerned with solving the resulting algebraic equations on a large subsurface domain, for a large number of different (surface or subsurface) sources in the context of modeling seismic wave propagation with applications in so-called (local optimization based) full waveform inversion (FWI) in mind. The key result of this paper is the development of a massively parallel structured direct solver allowing the use of essentially general finite-difference stencils accommodating anisotropy and relatively high frequencies.
The direct method of choice for solving this problem is the multifrontal factorization algorithm (see Liu (1992) ). The central idea of the multifrontal algorithm (see also MUMPS, Agullo et al. (2008) ) is to reorganize the sparse factorization of the discretized operator into a series of dense local factorizations. The algorithm is used together with the method of nested dissection (see George (1973) ) to obtain a nested hierarchical structure and generate a LU factorization from the bottom up to minimize fill-ins.
In nested dissection, separators are exploited to recursively divide the mesh into two disjoint subdomains of smaller size. Each separator consists of a small set of mesh points.
The nested partitioning leads to a sequence of separators at different levels, which forms a binary tree. This tree is used in the multifrontal method to manage the factorization from the bottom up, level by level. The thickness of separators is determined by the pattern of the finite difference stencil ensuring a complete partitioning of the upper level domain into two disjoint lower level subdomains. The development of nested dissection with separators of variable thickness and the integration with the multifrontal solver, generalizing the original work of Wang et al. (2010 Wang et al. ( , 2011 , is the main topic of this paper. We follow the approach developed by Xia et al. (2009 Xia et al. ( , 2010 of integrating the multifrontal method with structured matrices. Indeed, the fill-in blocks of the factorization appear to be highly compressible using the framework of Hierarchically SemiSeparable (HSS) matrices. The key issue, here, is the memory needed for the algorithm, while the accuracy of the solution is controlled and can be limited in the applications considered.
In 3D, we specifically consider a general 125-point finite-difference stencil for discretizing the relevant operator on a regular mesh. We invoke PML boundaries. We note that the resulting matrix is non-Hermitian, indefinite, relatively poorly conditioned, but has a symmetric pattern which we use in the nested dissection. We exploit the regularity of the mesh to arrive at a complete binary assembly tree. The 125-point finite-difference stencil allows us to solve the various equations proposed to propagate qP -polarized waves.
In the case of VTI symmetry, the Alkhalifah's 'incomplete' acoustic limit yields a scalar fourth-order partial differential equation which can be discretized with a 27-point finitedifference stencil (as in the isotropic case) admitting a separator thickness of 1. The structure of this equation no longer yields the 27-point stencil in the case of general TTI symmetry. Due to the underlying re-coupling, it generates, erroneous, quasi-shear waves, unless the medium is elliptic. The natural strategy is to embed the source in a (small) ball where the medium is elliptic, and, hence, the erroneous shear waves are not excited. If the coefficients are smooth, conversions from qP to shear are relatively weak.
Time-domain strategies rely on the construction of coupled pairs of partial differential equations which are second-order in time and are equivalent to the fourth-order equation.
As pointed out by Duveneck and Bakker (2011) , these can be obtained directly from the original system of equations generating elastic waves, restricting the stiffness tensor to TI symmetry and then taking Alkhalifah's limit. In fact, Duveneck and Bakker (2011) started from the (first-order) constitutive equations and equations of motion to derive such a system. We adapt our solver also to this system transformed to the frequency domain and test its efficiency. Other coupled pairs of equations which are second-order in time following ad hoc constructions, for VTI, can be found in Grechka et al. (2004) and in Zhou et al. (2006) . The analogous construction for TTI can be found in Duveneck et al. (2008); Fletcher et al. (2009) . The propagator approach (in time) has been implemented by Crawley et al. Crawley et al. (2010) . In the frequency domain, considered here, there is no need for the introduction of coupled systems of partial differential equations to lower the order in time. The complication arises in the spatial part of the relevant operator which, in our algorithm, is addressed by introducing separators of variable thickness. We derive complexity and interprocessor communication estimates of our algorithm. In particular, we compare these for separator thickness 2 with the ones for separator thickness 1, and verify the estimates by numerical experiments. The estimates aid in exploiting the trade-off between the order of finite-difference approximation and matrix size for a given frequency and subsurface domain.
GENERAL EQUATIONS

Fourth-order partial differential equations
We consider the following scalar fourth-order partial differential equation,
to describe the propagation of qP -polarized waves; here, u(x, ω) is a time-harmonic field excited by the forcing term f (x, ω), and Alkhalifah (2000) and is discussed in the next section.
Throughout this paper, the density of mass is assumed to be constant. How to incorporate variable density of mass is touched upon in the next section as well.
We introduce a Perfectly Matched Layer (PML) (Berenger (1994) ) contained in the
Then the damping function S 1 is defined as
in which i = √ −1, and 0 < L 11 < L 1 . Similar definitions hold for S 2 = S 2 (x 2 , ω) and
Here, σ 0 is an appropriately chosen constant and has the same unit as the angular frequency ω (see, for example, Operto et al. (2007) 
General algebraic equations
We introduce a regular mesh and lattice,
with h 1 , h 2 , h 3 ≈ h. We implement a basic centered finite-difference approach leading to a 125-point stencil. More sophisticated designs are possible which yield such a stencil. Each term in the Helmholtz operator needs to be treated separately.
yielding second-order accuracy. The D µ m 1 m 2 m 3 (i, j, k) are constructed from discretizing the first to fourth order derivatives; taking the x 1 direction for example:
, and 1
where
, and
±2, ±1, 0, based on the formula above.
Matrix equation. We apply the usual conversion from subscripts to a linear index,
; in a similar fashion we obtain f (ω) from f (., ., ., ω). The vectors u(ω) and f (ω) are of size N 1 N 2 N 3 . We cast the discretized equation in corresponding matrix form:
Naturally, the sparse matrix 
TRANVERSE ISOTROPY; MULTI-FREQUENCY -PROPAGATING WAVES
The propagation of singularities by the solution operator of equation (1) is governed by the solutions to the dispersion relation,
if we write ξ = ωp, in which ξ denotes the wave vector and p the slowness vector, we find the equation defining the slowness surface, Γ (x, ip, 1) = 1. This equation is quartic in the components of p, and typically generates two sheets. Now, we discuss the choice of coefficients in Γ (x, ∂ x , ω).
The polarized 'Helmholtz' equations
We revisit the original general polarized wave equations. The polarized (pseudodifferential)
'Helmholtz' equations are of the form (Stolk and De Hoop (2002) )
We will restrict the discussion in this section to the principal (leading-order) parts, A prin (x, ξ), of the symbols of A(x, −i∂ x ). It is straightforward to extend the calculations to the subprincipal symbols involving derivatives of the stiffness tensor components; density variations can be incorporated then as well.
In the case of VTI symmetry, in the (1, 3)-plane (n = 2), we have
Here, the c ij are the stiffness moduli divided by density. (E 2 is directly related to the anisotropic parameter η introduced by Alkhalifah and Tsvankin (1995) .) Both symbols lead to the symbol of a standard Helmholtz operator if E 2 = 0, the elliptic case.
Extension to n = 3, TTI parametrization by rotation. We replace ξ 1 in the expression presented in the previous subsection by ξ 2 1 + ξ 2 2 . We then introduce the rotation matrix
where θ = θ(x) is the local tilt angle and ϕ = ϕ(x) is the local azimuth. The direction of the symmetry axis is given by the third column of R θ,ϕ . We then generate
In view of the changing multiplicity of the qS waves, we cannot globally extract a qSV equation in 3D (see ?).
TTI scalar partial differential equation
The TTI scalar partial differential equation is obtained by the re-coupling of qSV and qP polarizations, upon forming
or (up to principal parts)
and taking the limit of vanishing SV velocity along the symmetry axis, v sz ↓ 0; see also Fletcher et al. (2008 Fletcher et al. ( , 2009 
We have made the substitutions
where = (x) and δ = δ(x) denote Thomsen's (1986) parameters, and v pz = v pz (x) denotes the P -wave velocity along the symmetry axis. In the mentioned limit, c 55 = 0 and c 13 = v 2 pz √ 1 + 2δ; one obtains the so-called acoustic equation associated with TTI media, which is of the form (1) with
The limit v sz ↓ 0 mimics the proper limit from an elastic to an acoustic equation, which holds up to the elliptic case. It does remove the qSH -polarized constituents in the general (TI) case (c 66 = v 2 sz (1 + 2γ) ↓ 0, γ denoting another Thomsen's parameter).
The slowness surface associated with eq.(8) consists of a qP and a qSV sheet, and is illustrated in Figure ( ??) left; in Figure ( ??) right, we illustrate the limit v sz ↓ 0 and identify the asymptotes appearing in the rational approximation. The slowness sheet for qSV is significantly deformed in view of the mentioned limit (reflecting that it is incomplete), however, the qP sheet remains intact; this observation was already made by Alkhalifah (1998) and Grechka et al. (2004) .
It is straightforward to circumvent the excitation of the erroneous qSV waves: One embeds the source in a ball within which (x) = δ(x) in which case the equation becomes a second-order equation for qP polarized waves. If the coefficients, , δ, v pz are smooth, the conversion will be weak. (An anaologous argument and construction can be applied to equation (8) using a pseudodifferential projection operator associated with the qP polarization without taking the mentioned limit.) To mitigate numerical instability, we smoothly adapt the coefficients near the boundary, such that the medium is elliptic in the PML.
TTI coupled system of second-order partial differential equations
As discussed in the previous subsection, the incomplete acoustic limit does remove the qSH -polarized constituents. In the complete acoustic limit, the shear stress vanishes and the stress tensor becomes isotropic; one considers the pressure obtained from the diagonal of the stress matrix to obtain a scalar equation. In the incomplete acoustic limit, again, the shear stress vanishes; now, in the remaining normal stress one distinguishes the 'horizontal' components, σ h , in the symmetry plane, and the 'vertical' component, σ v , along the symmetry axis. These components satisfy a coupled system of two (second-order) partial differential equations, describing coupled qP-qSV polarized waves. The analysis was carried out by Duveneck and Bakker (2011) . In the TTI case, up to principal parts,
The result is naturally consistent with the previous approach: one can (microlocally) operator diagonalize the system and apply the re-coupling procedure to recover (10).
NESTED DISSECTION AND THE MULTIFRONTAL METHOD
In this section, we discuss a structured multifrontal solver together with a 3D nested dissection ordering. The basic ideas are similar to those in Wang et al. (2010 Wang et al. ( , 2011 ), but we use separators of variable thickness. Thus, the massively parallel multifrontal factorization and solution methods in Wang et al. (2010 Wang et al. ( , 2011 are used here also, and we only need to focus on the situation of separators with variable thickness.
To reduce the fill-in of a direct solver, the matrix A(ω) in eq. (4) generally needs to be reordered prior to the factorization stage. The nested dissection reordering (see George (1973); Liu (1992) ), which in principle can be regarded as hierarchical domain decompositions, has been proven the optimal reordering strategy which minimizes the fillin under certain circumstances. In the process of nested dissection, one divides the mesh into subdomains and separators. A separator can be precisely defined as a set of grid points the removal of which divides the mesh into two disjoint subdomains. Since we use finite difference discretizations and regular meshes, each separator consists of t straight lines or t planes in the mesh, where t is called the thickness of the separator. In Wang et al. (2010 Wang et al. ( , 2011 , t = 1, because the FD stencil was 27-point compact. In the case of a 125-point FD stencil, t = 2 is used, because two subdomains can be fully disconnected provided that there are at least two layers of grid points on the separator. We can generalize our discussion into the following formula:
The number of grid points in the 3D compact stencil is (2t + 1) 3 .
We note that t is determined by the order of the partial differential operator and by the order of the accuracy of the FD stencil. The variable t plays a vital role in the parallel multifrontal solver, especially in the data communication stage. The larger t is, the larger the intermediate dense matrices are, and the more expensive the method is. See the detailed count in the next section.
We show the pattern of matrix A(ω), for a 27-point stencil and a 125-point stencil, in Figure 3 , for a 20 × 20 × 20 mesh. We note that t = 1 (27-point stencil) yields a block-tridiagonal system, while t = 2 (125-point stencil) yields a block-penta-diagonal system.
At the nested dissection level one, a z direction separator of thickness t divides the entire 3D mesh into two subdomains and the separator itself. The grid points associated with the subdomains are reordered prior to the ones associated with the separator. Figure   ? ? top illustrates the first level nested dissection. Figures ?? row two left and row two right display the reordered matrix patterns for t = 1 and t = 2, respectively. We note that the size of the submatrix associated with the separator (lower right corner) in the t = 2 case is twice as large as the size of the submatrix in the t = 1 case.
Then, each subdomain is recursively partitioned following the same rule. At the second level of the nested dissection, figure ? ? middle illustrates that two y direction separators are introduced. The further reordered matrix patterns are displayed in figure ? ? row three. Figure ? ? bottom together with figure ? ? row four display the nested dissection at level three, when four x direction separators are introduced.
After the nested dissection with a preset total number of levels l max , which is chosen to allow sufficient levels of domain decomposition and is determined by the mesh size N 1 , N 2 and N 3 , the matrix A(ω) in equation (4) is reordered into the pattern as illustrated by Figure ? ?(left). At the same time, an assembly tree which is a postordered binary tree defining the order of the Gaussian elimination is also formed. Figure ? ?(right) displays this assembly tree.
The parallel multifrontal solver together with HSS approximation introduced in Wang et al. (2010 Wang et al. ( , 2011 ) is based on the traversal of the assembly tree, provided that the neighboring information is determined before carrying out any factorization. Such neighboring information is used to form the frontal matrices. Deciding the precise neighboring information can help minimize the factorization and solution cost.
We note that after the nested dissection, each separator is associated with one node on the assembly tree depicted in Figure ? ?(right). Additionally, each separator i is uniquely determined by the three coordinates of its two end points on the diagonal. We denote them Figure ? ? uses dots to illustrate the head and tail points representation of that piece of the mesh. We will use the x direction as an example to explain how to determine neighbors at each direction. We denote i as the current node whose neighbors are to be determined, and p as its possible neighbors. We point out that all the possible neighbors of i should be among its ancestors in the assembly tree. The condition for p to be a neighbor of i is
tail , which implies that there will be no x direction points reordering if we calculate the overlapping range between i and p. However, if t > 1, then X p head < X p tail , which implies that the separator is no longer a perfect 2D plane, but a 3D block with thickness t in the x direction. Hence, there will be an additional x direction reordering if we calculate the overlapping range between i and p. This makes the calculation more expensive when we have larger t. Furthermore, when we calculate the higher level neighbors, the separator i together with lower level calculated neighboring information should be projected onto higher levels (see figure ?? ). If t = 1, then the corner region should be either a line or a point. However when t > 1, the corner regions are all 3D blocks. These regions may be shared by several separators, and the positions in each separator should be carefully identified.
PERFORMANCE
With the nested dissection ordering, the exact factorization of the matrix A(ω) in 3D
requires O(n 2 ) flops and O(n 4/3 ) storage (see Xia (2010) ; Wang et al. (2011) ), where n =
The counts are improved with the incorporation of HSS matrix structures.
In the following, we will simplify the expressions by assuming that
Costs: VTI versus TTI
Here, we address the complexities for solving different problems, namely VTI and TTI, using variable t and with the same order of accuracy. We note that the size of each frontal matrix for the TTI case (in the case of the 125-point stencil, t = 2) is t times larger than the one for the VTI or isotropic case (in the case of a 27-point stencil, t = 1), which is illustrated by Figure ? ?. Thus the storage for TTI is t 2 times larger than the storage for VTI. With the exact LU factorization of each frontal matrix during the process of the multifrontal solver, the complexity for TTI is t 3 times larger than the complexity for VTI, due to the fact that the complexity for the exact LU factorization is O(m 3 ) in which m is the size of each dense frontal matrix. Xia et al. (2010) conclude that the complexities associated with the HSS construction and factorization are O(rm 2 ) and O(rm), respectively, in which r is the largest off-diagonal rank of the HSS matrix. Therefore, with the HSS construction and factorization of each frontal matrix, the complexity for TTI is t 2 rather than t 3 times larger than the complexity for VTI. Because our structured multifrontal solver is a hybrid of both exact LU and HSS factorizations (see Wang et al. (2011) ), the entire complexity associated with TTI is hence between t 2 and t 3 times larger than the complexity associated with VTI.
We present the strong scaling (variable number of processors for a fixed problem) for a fixed 3D 128 × 128 × 128 mesh, for both the isotropic/VTI (t = 1) and TTI (t = 2) cases.
The CPU wall time is collected in table ?? with the number of processors varying from 32 to 512. We note that the wall time associated with the TTI case is around five times larger than the wall time associated with the VTI case for a fixed 3D problem using the same number of processors, which is consistent with the analysis we carried out. Figure ? ? (a) shows the strong scaling curve and figure ? ?(b) displays the parallel efficiency. We note that both t = 1 and t = 2 scale much the same, and that we achieve high parallel efficiency, above 70%, while the parallel efficiency for t = 2 is slightly higher than for t = 1.
Coupled system of second-order equations. We point out that two formulations of the TTI system in the frequency domain (equations (1), (10) and (11)) are computationally equivalent. Although (11) is of second order rather than of fourth order, as (1), (10), the number of unknowns for equation (11) is 2N 1 N 2 N 3 rather than N 1 N 2 N 3 as for (1), (10), which balances out the computational cost. We further observe that both equations yield dense frontal matrices of exactly the same size, and hence they have the same computational cost using the structured multifrontal solver. However, we gain accuracy with formulation (11) for the same complexity; for the stencils considered, (11) yields fourth-order accuracy while (1), (10) is accurate only to second order.
Cost: order versus sampling rate
Here, we address the complexities for solving a problem while increasing accuracy, by increasing order or sampling rate. We first revisit the cost of the multifrontal method with HSS structures, which can be roughly analyzed as follows (see Xia et al. (2009) ). First, we count the costs for t = 1, and then generalize the results to a variable t. The costs associated with the separators are listed in Table , where the counts in Xia (2010) are used.
traditional factorizations structured factorizations Thus, we have the total cost for our algorithm
That is,
In this situation, we have
Similarly, we can show that the solution cost is
and that the storage requirement is
For a separator with variable thickness, or with t layers of single planes, the number of mesh points in a separator increases by a factor of t. We can simply replace N in the above by tN , and have
For example, if t = 2, then C t fact ≈ 16C 1 fact , S t mem ≈ 8S 1 mem .
In our method, the error is proportional to N −r , if r is the order of the scheme. Since
is small when N is large, it is preferrable to increase r so as to increase the accuracy, which leads to the increase of t. This is because, if otherwise we increase the sampling rate so that the mesh dimension becomes tN , then the number of mesh points in a separator increases by a factor of roughly t 2 . Thus, we can similarly show that the factorization cost and the storage become t 8 C 1 fact and t 6 S 1 mem . These are much higher than the counts in (13), especially when t is large.
NUMERICAL EXPERIMENTS
In the first example, we show the 3D time-harmonic wavefields in VTI and TTI homogeneous media using both the coupled system (11) and the fourth-order scalar equation (1), (10), computed on a 151 × 151 × 151 mesh with the step size h 1 = h 2 = h 3 = 30m. The P -wave velocity along the symmetry axis is 3000 m/s, = 0.25, δ = 0.1, θ = 45 • and ω/2π = 10
Hz. That is, we use a sampling rate of about 10 points per wave length. The explosive point source is located at the center of the domain. The homogeneous medium is smoothly tapered to be elliptic ( = δ) in the PML region (see figure ?? ) to avoid the PML instability for the TTI case (see also Operto et al. (2009) ). We set the total level of the nested dissection to l max = 15, and the HSS compression is of four-digit accuracy which we preserve for all the following numerical examples. Figures (??a) and (??b) show the fields computed in the VTI and TTI medium respectively, using (11). Figure ( ??c) and (??d) show the fields computed in the VTI and TTI medium respectively, using (1), (10). Figure for solving the coupled TTI system is 1249s using 512 cores, while the wall time for solving the scalar TTI equation is 1235s also using 512 cores. However, we could have reduced the sampling rate in the case of the coupled TTI system to about 5 points per wave length and thus have reduced the matrix size by about a factor 2 3 and the wall time accordingly.
We compare the relative accuracy of the TTI and VTI simulations in Figure ? ?, by rotating the TTI result −45 • to the orientation of the symmetry axis of the VTI medium. figure ? ? (b) . We show the amplitude difference between these extracted 2D slices in figure ? ?(c). The amplitude of the green dashed line in figure ? ? (a) and (b) is plotted in figure ? ?(d). We note that our simulation is at least three digits accurate for both VTI and TTI simulations in the frequency domain.
We test the relative efficiency between separator thicknesses using the BP2007 TTI model. We generate an isotropic counterpart, BP2007 ISO, of this model by using the Pwave velocity along the symmetry axis. Figure ? ? (top) displays the P -wave velocity along the symmetry axis; − δ is shown in Figure ? ? (middle). Figure ( ??) (bottom) displays the angle of the symmetry axis measured away from the vertical direction. The step size is h 3 = h 1 = 12.5m. As an example we take a frequency of 5 Hz, and a 1801 × 12596 mesh, with l max = 19. We compute the fields on 64 cores; the computation for the ISO case is 68s
while the computation time for the TTI case is 243s. We confirm the estimates given in the previous section. We also show the results on a 1801 × 5097 mesh, in Figure ? ? (top) for the ISO case and in Figure ? ? (bottom) for the TTI case. The explosive point source is located at (2.5, 18)km. We note that the PML and the strategy to suppress erroneous qSV waves work satisfactorily, even in regions with large variations in − δ. Figure ? ? top displays the Thomsen's parameter ; Figure ? ? bottom displays the Thomsen's parameter δ. The tilt angle θ and the azimuth angle ϕ are shown in Figure ? ? top and bottom respectively. Figure ? ? top displays the P -wave velocity along the symmetry axis. We carry out three types of time-harmonic simulations. Figure ? ? bottom displays a 10 Hz time-harmonic wavefield computed on the isotropic model using only the P -wave velocity along the symmetry axis, with the explosive point source location at (0, 0, 1.25)km. Figure ? ? top shows a 10 Hz time-harmonic wavefield computed on the VTI model using the P -wave velocity, and δ. Figure ? ? bottom displays a 10 Hz time-harmonic wavefield computed on the TTI model using all the model parameters. We note the uplift of the wavefront in the TTI simulation due to the rotation of the symmetry axis in 3D. We used 512 cores on hopper.nersc.gov to carry out the isotropic and VTI simulations, with wall time 1792s, and 1024 cores to carry out the TTI simulation, with wall time 7314s.
DISCUSSION
We developed a massively parallel structured direct solver for fourth-order partial equations describing time-harmonic qP -polarized waves in TTI media. We invoke the finite-difference method. The re-ordering of the relevant matrix follows a nested dissection based domain decomposition. The order of the equations necessitates the introduction of separators of variable thickness. The construction and implementation of these, integrated with our massively parallel structured direct solver, comprise the main results of this paper. In numerical examples in 3D, we find that with our choice of finite difference scheme, the computational complexity associated with the TTI case is about five times larger than the one associated with the VTI or isotropic case. We note that, with our algorithm, it is possible to exploit the tradeoff between matrix size and separator thickness in the framework of higher-order finite difference schemes for a given accuracy. 
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