A global partial likelihood method, in contrast to the local partial likelihood method of Tibshirani and Hastie (1987) and Fan, Gijbels and King (1997) , is proposed to estimate the covariate effect in a nonparametric proportional hazards model, λ(t|x) = exp{ψ(x)}λ 0 (t). The estimatorψ(·) reduces to the Cox partial likelihood estimator if the covariate is discrete. The estimator is shown to be consistent and semiparametrically efficient for linear functionals of ψ(·). Moreover, the Breslow-type estimation of the cumulative baseline hazard function, using the proposed estimatorψ(·), is proved to be efficient. Under regularity conditions, the asymptotic bias and variance are derived. The computation of the estimator involves an iterative but simple algorithm.
INTRODUCTION
The Cox proportional hazards model (Cox, 1972) is widely used in the analysis of time-to-failure data in biomedical, economic and social studies. The covariate effect in the Cox model is usually assumed to be log-linear, i.e., the logarithm of the hazard function is a linear function of the covariate. The regression parameter retains interpretability and can be easily estimated through the partial likelihood method.
However, the assumption of log-linearity may not hold in practice.
A nonparametric proportional hazards model, in which the form of the covariate effect is unspecified, provides a useful variant. Specifically, let T be the survival time and X a one-dimensional covariate. The nonparametric proportional hazards model assumes that the conditional hazard of T given X = x takes the form λ(t|x) = exp{ψ(x)}λ 0 (t),
where λ 0 (·) is an unspecified baseline hazard function and ψ(·) is an unknown smooth function. Several statistical methods involving smoothing techniques, such as nearest neighbor, spline and local polynomial smoothing methods have been developed for this model; see Tibshirani and Hastie (1987) , O'Sullivan (1988) , Hastie and Tibshirani (1990) , Gentleman and Crowley (1991) , Kooperberg, Stone and Truong (1995) , Fan, Gijbels and King (1997) , Chen and Zhou (2007) , among others. In particular, Tibshirani and Hastie (1987) and Fan, Gijbels and King (1997) applied nearest neighbor and local polynomial smoothing methods, respectively, and developed a local partial likelihood approach. The main idea of this approach is quite insightful and nontrivial. The local partial likelihood is used to estimate the derivative of the link function ψ(·), and an estimate of ψ(·) is obtained by integrating the estimated derivative. The reason for estimating the derivative first is that the link function can only be identified up to an additive constant, so only the derivative can be identified. An extra condition, such as ψ(0) = 0, is needed to identify the link function. In essence, the local partial likelihood approach corresponds to a particular smoothing method, but it resembles and inherits the major advantages of the partial likelihood approach. Applications of local polynomial smoothing are developed in Fan, Gijbels and King (1997) , along with asymptotic theory. This approach enjoys the advantages of the local polynomial smoothing method (Fan and Gijbels, 1996) , such as numerical simplicity and design-adaptivity. However, it is not efficient as we demonstrate in this paper. Recently, Chen and Zhou (2007) developed an elegant approach by considering local partial likelihood at two points, x and x 0 , whence one obtains an estimator for the difference, ψ(x) − ψ(x 0 ). Aiming at the difference has the advantage that the target is identifiable and this approach may gain efficiency over the local partial likelihood method. Nevertheless, this approach is still local and overall similar to previous local partial likelihood methods.
Motivated by the deficiency of all local partial likelihood methods, we propose a global version of partial likelihood. Specifically, this means that in order to estimate ψ at x, all observations are used, in contrast to previous approaches, which only use observations with covariate in the neighborhood of x and/or another point x 0 . This global approach leads to an efficient estimatorψ of the link function ψ in the sense that
φ(x)ψ(x)dx is a semiparametric efficient estimator of φ(x)ψ(x)dx for any function
φ with φ(x)dx = 0. In addition, we prove that the Breslow-type estimator of the cumulative baseline hazard function, using the proposed estimatorψ, is semiparametric efficient. The efficiency gain seems unusual at first as local smoothing yields optimal procedures for nonparametric regression functions. The situation is however quite different for a hazard based model such as the proportional hazards model. To see this, consider first the conventional Cox partial likelihood method for a parametric regression with a known link function, but unknown regression parameter β. The partial likelihood function for the regression parameter contributed by each observation involves all subjects that are at risk. In our setting with unknown link function and a single covariate, the counterpart for the regression parameter is the link function ψ.
Therefore, one would expect an efficient estimate for ψ to utilize global information rather than to be locally constrained.
The paper is organized as follows. In section 2, we introduce local and global partial likelihood and present an iterative algorithm to compute the proposed estimates. The main idea is to derive estimating functions directly from the partial likelihood, rather than from the local partial likelihood. In contrast to the local partial likelihood method, this approach reduces to the partial likelihood approach when the covariate has a discrete distribution. With this new approach, the targeted link function ψ and its derivatives are estimated directly and simultaneously, similar to a standard local linear smoothing approach for nonparametric regression. The computation of the estimates is rather simple, with a built-in practical and feasible iterative algorithm. A proof of the convergence of the algorithm is provided for a special case in Appendix B.
Asymptotic properties and semiparametric efficiency of the estimates are presented in Section 3. The optimal bandwidth is found to be of the order n
, which is the same as for standard local linear smoothing in nonparametric regression. Section 4 contains simulation results, evaluating the finite sample properties of the new method and comparing the global procedure with two local procedures by Fan, Gijbels and King (1997) and Chen and Zhou (2007) . An analysis of the Stanford heart transplant data and of the PBC data with the global procedure is described in Section 5. A brief discussion is given in Section 6. All proofs are relegated to the Appendix.
LOCAL AND GLOBAL PARTIAL LIKELIHOOD
In the presence of censoring, let C be the censoring variable, and assume that T and C are conditionally independent given X, however the distribution of C may depend on X. LetT = min(T, C) be the event time and δ = I(T ≤ C) be the
and Y i (t) = I(T i ≥ t). The (global) partial likelihood, due to Cox (1972) , is
Using local linear approximation of ψ, Tibshirani and Hastie (1987) suggested a local partial likelihood near a value x ∈ R, given by
where α = ψ(x), β = ψ (x) and B n (x) is a neighborhood around x. This is essentially the partial likelihood (2), restricted to observations for which the covariates are near
x. Note that the local partial likelihood is actually free of α, since α cancels out in the ratio in (3). This is in accordance with the identifiability of ψ up to a shift. As a result, ψ(·) is not directly estimable from the local partial likelihood, but the derivative ψ (·) can be estimated by maximizing (3). Tibshirani and Hastie (1987) suggested a trapezoidal rule as an ad hoc version of integration to obtain an estimate of ψ(·), but no theory is available for this estimate.
A much refined version of local partial likelihood estimation through local polynomial smoothing was proposed and studied in Fan, Gijbels and King (1997) . Let h be a bandwidth, K(·) a kernel function with support on [−1, 1], and
With a local polynomial smoother of order p, the logarithm of the local partial likelihood in Fan, Gijbels and King (1997) is given by
where
is the k-th derivative of ψ(x). Note that (3) is a special case of (4) for p = 1 and the uniform kernel, if B n (x) corresponds to the interval [x − h, x + h] . Similar to (3), the logarithm of the local partial likelihood in (4) is also free of α, so maximizing (4) leads to estimates of the derivatives of ψ. Fan, Gijbels and King (1997) A comprehensive theoretical justification of this method and closed form expressions for asymptotic bias and variance of the derivative estimates were also provided by Fan, Gijbels and King (1997) . Chen and Zhou (2007) took an alternative approach, aiming directly at the differences ψ(x) − ψ(x 0 ), by employing a local partial likelihood in the neighborhood of both x and x 0 . A two-step algorithm was proposed in Chen and Zhou (2007) , requiring the choice of a bandwidth for the estimates of ψ (x) and ψ (x 0 ) in a first step, and then of another bandwidth for estimating ψ(x) − ψ(x 0 ) in a second step.
Asymptotic properties were derived including asymptotic bias and variance. As this procedure still utilizes a local partial likelihood, improvement is possible by employing a global partial likelihood method instead, as we demonstrate in the following.
The global approach is motivated as follows. Given an x, if we know ψ(·) except in a neighborhood of x, we can estimate
This is a crude nearest neighbor (global) partial likelihood, analogous to (3). Since the true ψ is unknown, (5) is not directly useable, but it motivates an iterative approach.
With a slight variant of local linear smoothing for computational convenience, we propose the following iterative algorithm.
Let ψ (m) denote the m-th iteration and fix ψ (m) (X n ) = 0, for all m ≥ 0.
Initialization (m = 0). Choose initial values for ψ (0) (x) at x = X 1 , ..., X n−1 .
Iteration
Step from m − 1 to m. For every given x = X 1 , ..., X n−1 , solve the following equations for α and β:
Letα(x) andβ(x) be the solutions of α and β. Then ψ (m) (X i ) =α(X i ) for i = 1, ..., n − 1. This iteration is continued until convergence.
Finally, for every x, the estimates of ψ(x) and ψ (x), denoted asψ(x) andψ (x), are obtained as the solutions of α and β for equations (6) and (7) at convergence. 
As a result, (7) is always satisfied, and the limit of (6) reduces to
for k = 1, ..., K −1, and α K = 0, where α k = ψ(a k ). This is exactly the same as the Cox partial likelihood estimating equation, and therefore the solution of α k is the partial likelihood estimator of ψ(a k ). This observation lends support to the optimality of the proposed global method of estimation. We note that the estimates of Tibshirani and Hastie (1987) , Fan, Gijbels and King (1997) and Chen and Zhou (2007) do not reduce to the Cox partial likelihood estimates in this case.
Remark 3. The convergence of the algorithm is shown in Appendix B for the case of local constant fitting, i.e. when p = 0 in (4) or equivalently when β = 0 in the estimating equation (6). Although we do not have a general proof for arbitrary p, the algorithm always converged when we used a local linear polynomial, which corresponds to p = 1 in (4), in the simulation studies reported in Section 4.
ASYMPTOTIC THEORY
In this section, we assume that the random variable X is bounded with compact at each fixed point x ∈ (0, 1). Let f (·) denote the density of the random variable X and ψ (·) be the second derivative of ψ(·). 
where the o p term depends on the point x and ξ n (x) converges to the normal distribution with mean zero and variance
Remark 4. Let A be the linear operator satisfying A(H)(x) = 1 0 Φ(u|x)H(u)du for any function H(·), and I be the identity operator. Then (9) can be written as
which means that the order of the asymptotic bias of (
If nh 5 is bounded, which is a regular condition for bandwidths in standard nonparametric function estimation, then it follows from (10) that the optimal bandwidth for
Next, we show the asymptotic expression ofψ(x) − ψ(x) for a boundary point x.
Such an investigation is necessary since it is not obvious that the estimatorψ has the same asymptotic behavior at the boundary as in the interior of the support. In the setting of nonparametric regression, Fan (1992) showed that a boundary modification is not required for a local linear smoother. Proposition 1 below confirms that the same holds true for our global partial likelihood estimate when a local linear smoother is employed.
Proposition 1. Under the regularity conditions (C1)-(C7) stated in the Appendix
and for
where ξ n converges to the normal distribution with mean zero and variance Let Λ 0 (t) = t 0 λ 0 (s)ds be the cumulative baseline hazard function. Using the global likelihood estimateψ(·), we can estimate Λ 0 (t) by the so-called Breslow estimator:
The following theorem gives the efficiency forΛ 0 (t), which means that using our estimator ψ(·) should produce efficient estimation for Λ 0 (t), while using others like Fan, Gijbles and King (1997) or Chen and Zhou (2007) will not.
Theorem 4. Suppose the regularity conditions (C1)-(C6) stated in the Appendix are satisfied. Assume that nh
4 → 0 and nh 2 /(log n) 2 → ∞ as n → ∞. Then, for any bounded measurable function b(·), τ 0 b(t)dΛ 0 (t) is a semiparametric efficient estimator of τ 0 b(t)dΛ 0 (t). In particular,Λ 0 (t) is a semiparametric efficient estimator of Λ 0 (t) for any t ∈ [0, τ ].
NUMERICAL STUDIES
In this section, we report simulation studies regarding the finite sample performance of the global partial likelihood method (hereafter GPL). We compare the performance of our method to the local partial likelihood methods of Fan, Gijbels and King (1997) (hereafter FGK) and Chen and Zhou (2007) 
(hereafter CZ).
In the numerical examples that follow, Weibull baseline hazard functions of the form λ 0 (t) = 3λt 2 are used, and the censoring time C is distributed uniformly in [0, a(x)] given the covariate X = x, where a( Next, we describe how to compute the estimators based on various methods with the same constraintψ(0) = 0. For GPL, we first calculate the curve estimatesψ(·) based on (6) and (7) with constraints n i=1ψ (X i ) = 0, and then replaceψ(·) byψ(·) −ψ(0). For FGK, we obtain the estimates throughψ(·) = · 0ψ (t)dt. For CZ, as suggested in Chen and Zhou (2007) , we employed a two-step procedure to first calculate estimates for ψ (·) as in FGK using a bandwidth h 0 . We then calculated the estimates of ψ(·) − ψ(x 0 ) at the second step using another bandwidth h, where x 0 is a prespecified point, and obtained the final estimates byψ(·) −ψ(0). We chose x 0 = 0 for CZ in Models 1, 3, 5 and 6 and x 0 = −0.6 in Models 2 and 4. The choices of the initial bandwidth are prespecified at h 0 = 0.7, 0.88, 1.0, respectively, in Table 1 -3, as these choices provide good estimates forψ . In the second step, we adopted a different bandwidth h, as specified in the first columns of Table 1 -3, to obtain the final estimate of ψ(·) − ψ(x 0 ).
A different suggestion to use h 0 = 1.25h was proposed in Chen and Zhou (2007) , and we include their suggestion for comparison purposes.
The performance of the various estimatorsψ(·) is assessed via the weighted mean integrated squared error (WMISE):
where w(·) is taken as the density function of X. To avoid boundary effects, we choose a = 1.0 in Models 1-4 and a = 2.0 in Models 5-6.
Tables 1-3 summarize the results for the WMISE of Models 1-6 under various bandwidth choices, where WMISE is reported as an average over the 500 replications. As can be seen from the tables, the minimum WMISE of GPL is smaller than that of FGK and CZ, except for model 6 (where the minimum WMISE of CZ is slightly smaller than that of GPL). This confirms the benefit of the global partial likelihood approach in comparison with local approaches. We also observe that GPL performs better when the covariate x has a uniform distribution than when it has a normal mixture distribution. When ψ(x) = x as in Table 1 , we should choose a big bandwidth to estimate the link function and GPL and FGK both attained their minimum WMISEs at the largest bandwidth h = 1.0. However, the optimal bandwidth h for CZ depends on the choice of the prespecified bandwidth h 0 . We also see from Table 3 that the optimal bandwidth for GPL is smaller than those for FGK and CZ. This is likely due to the fact that the local methods need to enlarge the included range of data to compensate for the fact of using less data information than the global procedure. For Models 5-6, we also tried x 0 = −1 and 1 for CZ, but the results were not as good as those in Table   3 and are not included. The performance of CZ depends heavily on the bandwidth choice; the values given in parenthesis in Table 3 reflect this variation. The results in Tables 1-3 show that our bandwidth choices generally lead to better performance for CZ than the previous suggested choice of h 0 = 1.25h (reported in parenthesis).
Figures 1-6 show the biases of the different estimates based on the optimal bandwidths of Tables 1-6. It can be seen from these figures that all methods are asymptotically unbiased and comparable when optimal bandwidths were used.
In summary, FGK is usually less efficient than CZ, which requires the choice of prespecified h 0 and x 0 ; different choices may yield very different final estimates. In contrast, GPL does not require such prespecified choices and is generally more stable and efficient than CZ. Therefore, the simulation results clearly demonstrate the advantages of the GPL method and also support the theoretical findings of its efficiency.
APPLICATIONS
We now illustrate the proposed method with two historical data sets. More details about this data and some related work in the literature can be found in Crowley and Hu (1977) and Miller and Halpern (1982) . Previous analyses have included quadratic functions of age (in years) at transplantation. Instead of speculating which order of polynomials or other parametric functions would work for the data, a nonparametric link function on age, such as the one proposed in this paper, is a good way to explore the data structure. Fan and Gijbels (1994) and Cai (2003) also reanalyzed the data using nonparametric regression.
Following the common literature, we limit our analysis to the 157 patients who had completed tissue typing. Among the 152 patients with complete records and survival time exceeding 10 days, 55 were censored, constituting a censoring proportion of 36%.
The estimates of ψ(·) with the GPL method and bandwidths h = 7 and 10 are presented in Figure 7 . These estimates suggest that the risk decreases with age at transplantation for younger patients (age less than 20), remain constant (nearly zero) in the middle age range (20-40), and then increases with age for older patients (older than 40). While further tests are needed to confirm these effects, a quadratic function of age is not suitable to model the age effects. Instead, a piecewise linear function with breakpoints at age 20 and 40 (the breakpoints could be estimated as well, but we have not done so) and zero risks between the breakpoints might be a better alternative parametric model.
The solid curve in Figure 7 , based on such a piecewise linear fit for the ψ-function, supports this speculation and that the risk associated with the age at transplantation is relevant only for younger and older patients.
Example 2: Primary Biliary Cirrhosis (PBC) data.
PBC is a rare, chronic and fatal liver disease. This data was collected by the Mayo Clinic between January 1974 and May 1984. There were 312 patients in the randomized trial, of which 125 died with only 11 deaths not attributable to PBC. The data was analyzed in Fleming and Harrington (1991) , Kooperberg, Stone and Truong, (1995) and Fan and Gijbels (1994) , among others.
There were many covariates in the original PBC data. In order to check which covariate may have a nonlinear effect on log hazards, we select just one covariate at a time. This is suitable at initial data analysis for exploratory purpose. We select the most significant covariate, Bilirubin, which is a waste product that accumulates when liver function is poor and is responsible for jaundice when its level is high. Following common practice, we take the logarithm of bilirubin as the covariate X. The estimate of ψ(·) is presented in Figure 8 , choosing bandwidth h = 0.3. It can be seen from the result that bilirubin has a nonlinear effect on survival time. Specifically, the effect of log(bilirubin) decreases linearly when it is less than -0.5, and then increases thereafter.
Our results are in agreement with those presented in Fan and Gijbels (1994) and Cai (2003) . This is not surprising, as all three procedures assume nonparametric link functions. Since their procedures are local, we expect our procedure to be more efficient as demonstrated in both theory and simulations.
CONCLUDING REMARKS
We propose a global partial likelihood method to estimate the covariate effect in the nonparametric proportional hazards model. The estimation procedure uses all of the data, and the proposed estimates are consistent and semiparametrically efficient in the sense described in Theorem 3. The proposed algorithm involves iteration but is easy to implement, and converges toward a solution of the score equations. The estimation procedure reduces to the Cox partial likelihood approach when the covariate is discrete, and the simulation results show that the proposed methods work well for the situations considered. For the Stanford Heart Transplant data, our approach leads to interesting findings that shed new light on these data.
So far, we have focused on estimating the link function ψ(·). However, if it is of interest to estimate the derivative of ψ(·), we recommend to use a local polynomial of higher order rather than local linear fitting. The method developed here for local linear fitting is applicable to general local polynomial fitting, although some modifications are needed (e.g., Fan and Gijbels, 1996) .
In most applications, there will be more than one covariate. Although the procedure and theory developed in this paper can be readily extended to the case of a nonparametric multivariate ψ function, such a completely nonparametric approach is subject to the curse of dimensionality. A more practical way to accommodate high dimensional covariates is to include dimension reduction features in the model; partial linear or additive models are common dimension reduction approaches. Both can be embedded into a larger model called "partial linear additive models". For the proportional survival model this corresponds to:
where Z is a p-dimensional covariate with unknown regression parameters β, x = (x 1 , · · · , x k ) is a k-dimensional covariate with nonparametric link functions ψ i (x i ) for each x i , and λ 0 (·) is an unspecified baseline hazard function. A backfitting algorithm can be added to our procedure to iteratively estimate each ψ i (·), and the regression parameter can be estimated through a profile approach similar to the approach of partial linear models studied in Speckman (1988) . Thus, it is fairly straightforward to extend our algorithm to accommodate multiple covariates under the partial linear additive proportional hazards model. The challenge is on the theoretical front and beyond the scope of this paper. This is certainly a worthy direction to pursue. We conjecture a similar efficiency result for the nonparametric estimators of ψ i (·) and semiparametric efficiency for the estimator of β for this case. Related semiparametric efficiency results for the estimation of β were obtained in Huang (1999) , who studied the maximum partial likelihood estimator using polynomial splines for the nonparametric components but did not pursue the efficiency of the nonparametric components. The proposed method is also potentially useful in order to deal with other semiparametric and nonparametric models, such as the transformation model with varying covariate effects.
One important issue that we have not conclusively addressed in this paper is the choice of the bandwidth for the nonparametric estimate of ψ(·). This is a difficult question for hazard based regression models and one that has eluded many researchers who have studied nonparametric Cox models. Some model selection procedures are suggested in Tibshrani and Hastie (1987) , and another possibility is to minimize asymp-totic mean integrated square error. The former is an ad hoc approach and the latter requires explicit expressions for the asymptotic bias and variance of the estimator and may not work well in practice due to the need to truncate certain boundary regions.
One promising direction is to develop a cross-validation approach based on the global partial likelihood, but this would be a separate project for future investigation. For the moment, we rely on a subjective method to visually inspect the right amount of smoothness as illustrated in the two data examples.
APPENDIX: PROOFS

A.1. Regularity conditions and Lemmas
We first state the following regularity conditions. 
Then, (ψ, hψ ) is the solution to the equation U (η, γ; x) = 0, where
exp(αu)uK(u)du and
the first entries of U (η, γ; x) and u(η, γ; x), respectively, and U 2 (η, γ; x) and u 2 (η, γ; x) are the corresponding second entries.
For the proofs of Theorems 1 and 2, we need the following lemmas. (ii). There exist positive constants σ 1 and σ 2 which depend only on K(·) such that (ii). Consider
Choose 0 < σ 1 < 1 such that
In a similar fashion, −ξ 2 (x, α)/ξ 1 (x, α) ≥ σ 1 σ 2 [1 − exp(−2σ 0 σ 1 )], for α ≤ −σ 0 < 0 and
The details are omitted. 
Lemma 2. Suppose conditions (C2)-(C6) hold. Let
K(η)(x) = ψ(x) − log τ 0 s 0 (t; ψ) s 0 (t; η) P (t|x)λ 0 (t)dt + log{Γ(x)}, x ∈ [0, 1]. Then, K(η)(·) = η(·) has exactly one solution η(·) = ψ(·) in C 0 . Proof. Recall that Γ(x) = τ 0 P (t|x)λ 0 (t)dt.
It is easy to check that K(ψ)(·) = ψ(·). It suffices to prove that ψ(·) is the unique solution. To this end, let K η (h)(·) be the Gateaux derivative of K(η)(·) at the point η(·). A straightforward calculation gives
K η (h)(x) = 1 0 h(u) τ 0 a(u|t; η)b(t|x; η)dt du, where h(·) ∈ C 0 , a(u|t; η) = f (u) exp{η(u)}P (t|u)/s 0 (t; η) and b(t|x; η) = P (t|x)s 0 (t; ψ)λ 0 (t) s 0 (t; η) τ 0 P (t|x)s 0 (t; ψ)λ 0 (t) s 0 (t; η) dt −1 .
Suppose there exist two functions η(·) and η(·)
where D 0 is given in Section 3, C 0 is defined in (A.4), Λ g (x) = τ 0ḡ (t)P (t|x)λ 0 (t)dt, and g(t) = E[P (t|X) exp{ψ(X)}g(X)]/s 0 (t). Moreover, if F 0 ⊂ D 0 is uniformly bounded, then the correspondingF 0 is also uniformly bounded, whereF 0 = {g(·) : g(·) ∈ C 0 , g(·) satisfies (A.7) and φ(·) ∈ F 0 }. It remains to show thatF 0 is uniformly bounded. It is checked from conditions (C2)-
Since F 0 is uniformly bounded, there exists a positive constant M such that
uniformly over φ(·) ∈ F 0 . Therefore, it follows from (A.9) and (A.10) that
Note that g(0) = 0. This shows thatF 0 is uniformly bounded.
Lemma 4. Suppose conditions (C1)-(C7) hold and g(x, y, z) is any continuous
function. Then,
where c n (x, t) = n
. Proof. The proof follows directly from Theorem 2.37 and Example 38 in Chapter 2 of Pollard (1984) . The details are omitted.
Lemma 5. Suppose conditions (C1)-(C7) hold. Then, (i) sup
and (ii) sup
where g(x, y) = (Γ(x))
To prove (i), it suffices to show that (a) sup
), and (c) sup
Thus, (c) is equivalent to show that
We give a proof of part (a). Parts (b) and (d) follow from similar arguments.
Denote F = {g(·, y), y ∈ [0, 1]}. Note that there exists one positive constant r such that sup x∈ [0, 1] A.11) where N (ε, F, || · || ∞ ) is the covering number with the norm || · || ∞ of the class F, i.e., the minimal number of balls of || · || ∞ -radius ε needed to cover F. Write
, which implies
By Theorem 2.2.4 of van der Vaart and Wellner (1996) and (A.11)-(A.13), we obtain
which implies (a).
The proof of (ii) is analogous and is omitted.
A.2. Proof of Theorem 1
Setγ(x) = hψ (x). The proof is presented in four steps.
Step (i). Show that (ψ, 0) is the unique root to the equation u(η, γ; ·) = 0, where
Lemma 1(i) shows that γ(·) ≡ 0 is sufficient and necessary for u 2 (η, γ; ·) = 0.
Substituting γ(·) ≡ 0 into u 1 (η, γ; x), we obtain
Lemma 2 shows that there exists one unique solution ψ(·) to u 1 (η, 0; ·) = 0 in C 0 .
Step (ii). Show that, for fixed continuous functions η(·) and γ(·),
Lemma 4 implies 
It follows from the uniform law of large numbers (Pollard,1990, p. 41 .17) and sup
dN (t). Hence, (A.14)
follows from (A.15)-(A.18).
Step (iii) . Show that n sufficiently large, V is an ε-net for B n . As a result, A.20) where N (ε, B n , || · || ∞ ) is the covering number with respect to the norm || · || ∞ of the class B n . Hence (A.19) follows from the uniform law of large numbers (Pollard, 1990, p. 39) , (A.14) and (A.20).
Step (iv). Show that
We first show that
It follows from (A.1) that
Lemma 4 implies that the left hand side of (A.23) is O p (b n ). Similarly, we also have 2, (A.24) where [σ m , σ M ] is bounded and ξ k (x, α) is given by (A.2). Then, Lemma 1 (ii) ensures that for any σ 0 > 0, the right hand side of (A.23) does not converge to 0 in probability on the set A n = {sup x∈ [0, 1] |γ(x)| ≥ σ 0 > 0}. Since the left hand side of (A.23) is O p (b n ), it follows that P (A n ) → 0 as n → ∞, which implies sup x∈ [0, 1] |γ(x)| = o p (1). By the Taylor expansion, it is seen that sup x∈ [0, 1] Observe that U 1 (ψ,γ;
, which implies S n0 (t;ψ) is strictly positive for all sufficiently large n. It follows from
dN (t), and
uniformly over x ∈ [0, 1]. By the Taylor expansion, we have
uniformly over x ∈ [0, 1] and t ∈ [0, τ ]. Analogous to (A.26), .27) uniformly over x ∈ [0, 1] and t ∈ [0, τ ]. It can also be shown that there exist some positive constants c 1 , c 2 and c 3 such that .27 ) and the mean value theorem ensure ) in probability with
It follows from (A.19) and U (ψ,γ ; 
A.3. Proof of Theorem 2
For convenience of notation, denote
|hψ (x) − hψ (x)|, and
, and s 0 (t) = E{P (t|X) exp{ψ(X)}}.
This proof is divided into the four steps.
Step 1. Show that uniformly over x ∈ [0, 1],
. Using a Taylor expansion and the consistency of (ψ, hψ ), we have, uniformly over x ∈ [0, 1] and t ∈ [0, τ ],
It follows from the second component in (A.31)-(A.35) that
Furthermore, it is seen that
Consequently, (A.29) follows from (A.36) and the first component in (A.30)-(A.35).
Step 2. Show that
). (A.37)
both sides of (A.29), and taking sum over i = 1, · · · , n, we have
On the other hand, changing x into u, multiplying [
exp{ψ(u)}f (u) on both sides of (A.29), and integrating from 0 to 1, we obtain
Applying the inequality (7.10) of Pollard (1990) , we have
Subtracting (A.38) by (A.39), it follows from (A.40) that
Lemma 5 shows that the first two terms on the right hand side of (A.41) are o p (n
Therefore, (A.37) holds.
Step 3. Show that
Combining (A.29) with (A.37), we havê
Observe that F 0 ⊂ D 0 . Lemma 3 implies that there existsF 0 such thatF 0 = {g(·) :
both sides of (A.43) and integrating from 0 to 1, we get
uniformly over g(·) ∈F 0 . Hence we have 
It can be shown from (A.43), together with the identifiability conditionψ (0) 
), (A.46) uniformly over x ∈ [0, 1]. Again by (A.34), (A.45) and (A.46) , it is seen that c n =
), which implies c n = O p (e n ) and (A.42).
Step 4. Show that (9) in Section 3 holds for each fixed point x ∈ (0, 1).
We find from (A.42) and (A.43) that
) by condition (C7).
To establish (9), we need to derive the asymptotic expansion of U 1 (ψ, hψ ; x). To this end, let S n1 (t; x) and s 1 (t; x) be the first entries of S n1 (t; ψ, hψ , x) and s 1 (t; ψ, 0, x), re-
The martingale central limit theorem implies that (A.49) which is asymptotically normal with mean zero and variance
On the other hand, it follows from a Taylor expansion that, for
Thus,
(A.51)
From (A.50)-(A.51), we find that for fixed x ∈ (0, 1) and all large n,
Therefore, (9) follows.
A.4. Proof of Proposition 1
The proof follows the same lines as that of Theorem 2. The key difference is the calculation of σ 2 0 (x) and B n (x) in (A.50) and (A.51) when x = x n . Let .52) where
Therefore, (11) 
).
Note that nh 4 → 0. Applying the martingale central limit theorem, we have
whereḡ(t) = E{P (t|X) exp{ψ(X)}g(X)}/s 0 (t) and 
Thus, it follows from (A.57)-(A.58) that 
A.6. Proof of Theorem 4
Recall the definitions of s 0 (t) = E(exp{ψ(X)}Y (t)) and
Let g be the solution of (A.7), which can be re-expressed as
To show the asymptotic normality of
where the last equality is due to (A.53)-(A.54). As a result,
where the third equality is by the orthogonality of 
whose variance is σ 2 , as shown above. And the maximum likelihood estimator of θ,
The definitions of a(t) and σ
. In summary, the asymptotic variance of τ 0 b(t)dΛ 0 (t), which is also σ 2 , achieves the asymptotic variance of the efficient estimator in a parametric submodel. Therefore, the estimator is semiparametric efficient. The proof of Theorem 4 is complete.
Appendix B: Convergence of the iterative algorithm
We prove the convergence of the iterative algorithm for the case of local constant fitting (i.e., when p = 0 in (4) and β ≡ 0 in the estimating equation (6)) under conditions (C2)-(C4) and (C7). In addition, we assume that given the censoring time C, the density function of X is continuous and positive on [0, 1] . Without loss of generality, we assume thatT 1 < ... <T n and that the observed failure times arẽ
where L is the number of the observed failure times. It can be checked that the solution of α(x) is determined by the solutions of α(X 1 ), ..., α(X n ). Thus, we just consider the solutions of α(X 1 ), ..., α(X n ), which satisfy the following estimating equations under local constant fitting:
(X j )} for j = 1, ..., n and m = 1, 2, .... For convenience and identifiability, we assume that i∈D α (m) i = 1 in any iteration step m, which is equivalent to the identifiability condition in the proposed algorithm, where
Using (B.1) and the proposed iterative procedure, we have that α
Let M be the integer part of 2/h. Take x k = kh/2, k = 0, 1, ..., M, and x M +1 = 1. For
where ξ * k lies between x k − h/2 and x k + h/2. In the sequel, let c > 0 denote a generic constant, which may be different at different places. Note that for n large enough, Similarly to (B.3), we have, for some large c, which yields that r Figure 1 . Biases of the estimators in Model 1. We take h GP L = h F GK = h CZ = 1.0 (h 0 = 1.25). The solid curve is the true function ψ(x), the dashed curve is based on GPL, the dotted curve is based on FGK, and the dash-dotted line is based on CZ. Figure 2 . Biases of the estimators in Model 2. We take h GP L = h F GK = h CZ = 1.0 (h 0 = 1.25). The solid curve is the true function ψ(x), the dashed curve is based on GPL, the dotted curve is based on FGK, and the dash-dotted line is based on CZ. Figure 4 . Biases of the estimators in Model 4. We take h GP L = h F GK = 0.70, h CZ = 0.60 (h 0 = 0.8). The solid curve is the true function ψ(x), the dashed curve is based on GPL, the dotted curve is based on FGK, and the dash-dotted line is based on CZ. Figure 7 . Estimates of ψ(·) for the Stanford Heart Transplant Data (the dashed curves is based on GPL with bandwith h=7, the dashed-dotted curve is based on GPL with bandwith h=10, and the solid curve is based on partial likelihood with a piecewise linear function joined at age 20 and 40 and set to be zero in between 20 and 40). 
