In this paper we discuss the analysis of multi-phase, or multi-stage, case-control studies and present an efficient semiparametric maximum-likelihood approach that unifies and extends earlier work, including the seminal case-control paper by Prentice & Pyke (1979) as well as work by Breslow & Cain (1988) , Scott & Wild (1997) , Breslow & Holubkov (1997) , and others. The theoretical derivations apply to arbitrary binary regression models but we present results for logistic regression and show that the approach can be implemented by including additional intercept terms in the logistic model and then making some simple corrections to the score and information equations from the prospective loglikelihood.
Introduction
In a two-phase, or stratified, case-control study, a prospective cohort is stratified according to some variables known for the whole cohort. Separate random samples of cases, i.e. units with some characteristic of interest, and controls, i.e. units without the characteristic, are then drawn from each stratum and values of other covariates are obtained for each of the sampled units. In a three-phase study, some of the more expensive, invasive or difficult covariates are not measured on all the units sampled at the second phase, but only on a subsample drawn from them. This can result in considerable savings. Chatterjee & Chen (2007) point to the increasing importance of such sampling designs in genetic epidemiology, where they can reduce the cost of studies by limiting expensive ascertainments of genetic and environmental exposure to an efficiently selected subsample of the main study.
The process can be continued indefinitely. Whittemore & Halpern (1997) discuss several studies with three or more phases of sampling. For example, in a study to investigate the relationship of prostrate cancer risk to diet and other lifestyle characteristics, the cases were men with a history of prostrate cancer and controls were men without such a history. Case-control status was identified in the initial phase. Then, at the second phase, all the cases and a sample of controls were asked whether or not they had a father or brother with the disease. This information was then used to draw the third phase sample in which more detailed information on family size and structure, age at prostrate cancer occurrence or censoring, and place and date of prostrate cancer diagnosis was collected. Subjects who had three or more family members with prostrate cancer were asked to participate in phase four, in which family members provided blood and/or tissue samples for DNA analysis.
Multi-phase designs have other uses besides reducing the cost of sampling expensive covariates. For example, adding an extra phase of sampling can provide an efficient way of making an after-the-fact adjustment for a confounder that was overlooked and not measured in the original study. In fact, this was the motivation for White (1982) when she introduced the idea of twophase sampling. Similarly, if we have administrative or other population information available on some variables for all individuals in the finite population from which the study data has been sampled, then efficiency can often be increased by considering the finite-population data as the first phase and the study data as coming from one or more subsequent phases. The methods of this paper may also be useful in some missing-data situations when, under missing-at-random assumptions, the observed/missing mechanism can be thought of as corresponding to an additional phase of sampling. The missing data example of Arbogast et al. (2002) , for example, has exactly the same structure as a three-phase case-control sample.
What we are calling multi-phase studies have been more commonly called multi-stage studies in the biostatistics literature; see Whittemore & Halpern (1997) , for example. Multi-phase sampling is the term used in the survey sampling literature where multi-stage sampling already has another well-established meaning; see Cochran (1977) , for example. We follow Breslow & Holubkov (1997) in using the survey terminology. We note in passing that the "two-phase" designs of Breslow & Holubkov, in which the initial phase is a case-control sample, are actually three-phase designs in our terminology.
In this paper we present an efficient semiparametric maximum-likelihood solution for multiphase population-based case-control studies that unifies and extends previous work by Prentice & Pyke (1979) , Breslow & Cain (1988) , Scott & Wild (1997) , Breslow & Holubkov (1997) , and others. In the main body of the paper we present the results in a way that is intended to give the reader an appreciation of the nature of the problem, the nature of the solution and how it can be implemented. We will see that for logistic regression the approach can be implemented by including additional intercept terms in the logistic model and then making some simple corrections to the score and information equations from the prospective loglikelihood. The theoretical derivations and justifications are given in the Appendices.
Results

Review of two-phase results
Suppose that we have a binary response variable, Y , with units with Y = 1 being the cases and units with Y = 0 being the controls, and a vector of potential explanatory variables, X. We want to fit a logistic regression model with
for the probability that a unit with covariate values X = x is a case and p 0 (x; β) = 1 − p 1 (x; β) for the probability of a control. We start with a prospectively drawn cohort of N units. In the first phase, we measure the case-control status, Y , and the values of variables X
(1) , some or all of which may be included in X, for all units in the cohort. We assume that all components of X (1) have finite support, with X
(1) having possible values {x
I }. Let N hi be the number of units in the cohort with Y = h and X
(1) = x
(1) i for h = 0, 1 and i = 1, . . . , I. In the second phase, we draw a simple random sample of n hi of these N hi units and measure the remaining components of X, resulting in sample values {x hij for h = 0, 1; i = 1, . . . , I; and j = 1, . . . , n hi }. Components measured at the final stage may be discrete or continuous. The full likelihood,
depends not only on β, the parameter of interest, but also on the conditional distribution of X given X (1) = x (1) i for i = 1, . . . , I. We are not interested in these distributions for their own sake, and we are certainly not interested in modelling them in situations of any complexity, so we want methods for making inferences about β that avoid the need for even thinking about them.
The conditional maximum likelihood approach developed by Breslow & Cain (1988) and the semiparametric profile likelihood approach developed by Scott & Wild (1997) are both closely related to a simple prospective scheme in which units are examined sequentially, retained in the sample with known probability r hi if (Y = h, X
(1) i ) and otherwise discarded. Under this scheme, the probability that
i , X = x) and that the unit is selected, would be
Writing α i = log (r 1i /r 0i ) and using (1), we can express pr
This is the original logistic regression model (1) modified by the inclusion of stratum-specific offsets. If our data had been generated by this slightly modified scheme, the log-likelihood function would be
where p * 0i = 1−p * 1i , and estimation would proceed straightforwardly using an ordinary prospective logistic regression program by fitting model (1) with the α i = log (r 1i /r 0i ) values included as offsets.
Conditional maximum likelihood:
To adapt these ideas to actual two-phase case-control sampling, suppose that we estimate the retention probability r hi by the sampling fraction n hi /N hi , (i = 1, 0) and thus α i by
the log of the relative sampling fractions. The conditional maximum likelihood estimator is obtained if we maximize (4), with α i replaced by α i,CML , with respect to β. In this context (4) is only a pseudo-likelihood. The parameter estimates can still be obtained from an ordinary logistic regression program by fitting model (1) with the α i,CML values included as offsets. However, additional computation is usually required to obtain valid standard errors.
Profile likelihood:
If the α i s in the modified model (3) are treated as free parameters, then (3) can be thought of as the original logistic model (1) augmented by a set of unknown stratum-specific intercepts. By adapting the results of Scott & Wild (1997) , the profile likelihood estimator, β, can be obtained as follows. Take the likelihood that would be appropriate for fitting the augmented logistic model (3) prospectively, add forcing terms c i (
and then solve the resulting score equations for φ = ( α, β). The forcing terms, presented in equation (13) in Section 2.3, have the effect of pushing the unknown α i towards α i,CML . Inference using (6), including variance estimation and hypothesis testing, is very simple because we can treat * 2 (φ) almost like an ordinary log-likelihood. We can obtain β by solving the pseudo-likelihood equations, ∂ * 2 /∂φ = 0, we can estimate cov( β) using the appropriate submatrix of J *
( φ)
−1 , where J * 2 (φ) is the observed pseudo-information matrix, and we can treat the appropriate differences in −2 * 2 as chi-squared random variables to test hypotheses about β. The profile likelihood itself, P (β), is obtained by maximizing the full likelihood over the unknown conditional distributions of X given
i , i = 1, . . . , I treated nonparametrically. The connection with * 2 (α, β) is that P (β) = * 2 {α(β), β} with α(β) defined as the solution of ∂ * 2 (α, β)/∂α = 0. The proviso that * 2 (φ) can be treated "almost like an ordinary log-likelihood" is needed because φ can correspond to a saddlepoint of * 2 rather than a maximum so that we cannot obtain β by maximizing * 2 (φ) in general. The profile likelihood estimator can be shown to have full semi-parametric efficiency so that it is more efficient than conditional maximum likelihood; see Breslow, McNeney & Wellner (2003) , Lee & Hirose (2009) . The difference in efficiency is often small but there are situations when it is appreciable; see Scott & Wild (1991) , Lawless et al. (1999) , for example.
Results for three phases
Now suppose that only a subset of the remaining components of X, say X (2) , are measured at the second phase of sampling. We assume that X (2) also has finite support, with possible values {x
J } say. Let N hij be the number of second-phase sample units taking values
Note that N hi+ = n hi . Then, at the third phase of sampling, we draw a simple random sample of n hij of these N hij units and measure the remaining components of X. This results in sample data {x hijk for h = 0, 1, i = 1, . . . , I, j = 1, . . . , J, and k = 1, . . . , n hij } collected at phase three and a likelihood of the form
As with two-phase sampling, this contains the joint distribution of X as a nuisance parameter and we want methods that avoid any need to model this joint distribution. We can extend the profile likelihood method of the previous section directly. Again it is based on a related prospective scheme, now with
as in model (3) but now with an additional intercept term for every cell of the
stratification used to classify the Phase 2 data. The extension of the conditional maximum likelihood method is to estimate β by fitting model (1) by prospective logistic regression with stratum-specific offsets
We obtain the profile likelihood estimator essentially by expanding (6) to include an additional set of forcing terms stemming from the phase three subsampling to form *
with p * 0ij = 1 − p * 1ij , and solving the resulting score equations as before. Expressions for the forcing terms c t (α t ) are given in equation (13). We will show that their derivatives, dc t /dα t , increase monotonely from −n 1t to n 0t crossing zero at α t,CM L . Thus the effect of the added terms is to pull the α t -component of the solution of the pseudo-score equation towards α t,CM L . Here, and in much of what follows, we have adopted the notational device of using t to represent an arbitrary cell either in the one-way classification defined by values of X
(1) or in the twoway X
(1) × X (2) classification.This notation also allows for extensions to further phases where needed.
Although * 3 (φ) is not itself a true likelihood, we show in Appendix 1 that the profile likelihood P (β) is equal to * 3 {β, α(β)} where α(β) is the solution to ∂ * 3 /∂α = 0. A consequence of this equivalence is that, just as in two phase sampling, we can largely act as if the pseudologlikelihood * 3 (φ) is the true log-likelihood for making inferences about β. Specifically, we can obtain β by solving the pseudo-score equations obtained by setting the derivatives of (9) to zero, we can estimate cov( β) with the appropriate submatrix of J *
( φ)
−1 , where J * 3 (φ) is the observed pseudo-information matrix, and we can treat the appropriate differences in −2 * 3 as chi-squared random variables to test hypotheses about β.
To implement this, we need the first and second derivatives of * 3 with respect to the φ. Let us rewrite model (8) in the form
where the first T = (I +IJ) elements of z indicate the presence or absence of the corresponding components of α, i.e. the first element of z hijk , corresponding to α 1 , is equal to 1 if i=1 and 0 otherwise, and so on. The final elements of z are made up of the elements of x. Then we can write
and
with γ representing a T -dimensional vector with components γ t , A representing a T -dimensional vector with components A t , and y hijk = h. The quantities γ t and A t are defined below in (12) and (14). Equations (10) and (11) are just the usual score and information expressions for logistic regression except for adjustments to the components corresponding to elements of α made by γ and the A t s. It remains to define the elements of γ and A t . If a cell is fully subsampled, i.e. n 1t = N 1t and n 0t = N 0t , then α t ≡ 0, c t (α t ) ≡ 0, γ t = 0 and A t = 0. For cells that are not fully subsampled, it is convenient to express c t and related quantities in terms of γ t (α t ), defined as the unique solution of
This corresponds to the γ 0 -parameters used in Scott & Wild (1997, pp 60, 65, 68) where γ 0 was shown to equal N 0 − N 0 , the difference between the number of controls in the population and the number predicted by the fitted model. Working with this parameterization, rather than other possibilities such as those used in Scott & Wild (2001) , proved to be critical in obtaining the results of this paper. It is shown in Appendix A1 that
with γ t = γ t (α t ). Differentiating the expressions in equations (12) and (13) 
Setting dc t /dα t = 0 leads to
Computationally, we solve the pseudo-likelihood equations above using the Newton-Rhapson method starting from the conditional maximum likelihood solution and J * 3 ( φ) is obtained as a byproduct. The conditional maximum likelihood solution is obtained by performing an ordinary logistic regression on the data from the fully observed units, i.e. those observed at Phase 3, but including the appropriate offsets. To cater for the cases where there are fully subsampled cells, we need to work with a reduced set of parametersφ = (α, β). Here,α contains just the α tvalues for cells that are not fully subsampled. We can writeφ = Bφ. Then,
. Some care is needed in handling the data structures. A software implementation, in the form of an R function, R Development Core Team (2008) , is available from Chris Wild.
Extensions
It is straightforward to extend these results to more phases of sampling and to other binary regression models besides the logistic.
To handle S phases of sampling, we simply have to augment the model in equation (8) with an additional constant term, α t , and add a corresponding term, c t (α t ), defined by equation (13), to the pseudo log-likelihood in equation (9) for every cell of the
classification, assuming that X (s) has finite support (s = 1, . . . , S − 1). For example, with four phase sampling, our pseudo model would have the form
and the pseudo log-likelihood would be *
We can then use * S (φ) to make inferences about β just as with two or three phases. To adapt (10) and (11), the sums are taken over all individuals observed in the final phase of sampling and γ and A are lengthened in the obvious way.
The extension to non-logistic binary regression models is also simple. Suppose that pr(Y = h | x) = p h (x; β). Then we just replace x T β in the definition of pr * ht (x; φ) by logit{p 1 (x; β)} and proceed exactly as with the logistic. Thus, in four phase sampling, (15) would be replaced by logit{p * 1ijk (α, β)} = logit{p 1 (x; β)} + α i + α ij + α ijk . All the results for the logistic case, apart from the simplification discussed in the next section that results when the model contains appropriate dummy variables, then apply immediately. Prentice & Pyke (1979) , following earlier work by Anderson (1972) , showed that for the twophase case-control studies (S = 2) where the logistic model has a separate intercept β 0i for every level of X (1) , maximum likelihood inferences about all the coefficients except the intercepts can be obtained by running the sample data through a standard logistic regression program without any modification. Semiparametric efficiency follows from Breslow, McNeney & Wellner (2003) and Lee & Hirose (2009) . If terms α i = log{(n 1i /N 1i )/(n 0i /N 0i )} are added as fixed offsets, then estimates of the β 0i s are also valid and the variances can be corrected by subtracting n
Special cases
0i from the estimated variance of β 0i from the logistic program. The situation where the first phase of a three-phase study is a simple (unstratified) casecontrol sample and our model (1) includes an intercept, β 0 say, is another special case of interest. Here I = 1 and Breslow & Holubkov (1997) noted that for making inferences about all coefficients except β 0 , we can act as if we had an two-phase study with a prospective first phase. This was explored further in Lee, Scott & Wild (2007) .
We now consider three-phase sampling more generally. Setting β * 0i = β 0i + α i and α * = (α 11 , α 12 , . . . , α IJ ) T , we can write the model in expression (8) in the form
where t ranges over all possible values of (i, j) for i = 1, . . . , I and j = 1, . . . , J. In other words, the three-phase model (8) can be rewritten in the form of the two-phase model (3) with X (1) replaced by X * (1) = (X (1) , X (2) ) taking I * = IJ possible values. Then the three-phase pseudo log-likelihood (9) can be written in the form *
with φ * = (α * , β * ) and * 2 as in equation (6). It follows that the pseudo-score equations,
∂φ * = 0 and
and the pseudo-information matrix becomes
where J *
∂φ * ∂φ * T and D 0 is an I × I diagonal matrix. Thus, to make inferences about components of β * , and hence about all the components of β apart from the constant terms, we can treat * 2 (φ * ) as a two-phase pseudo-loglikelihood. This can be useful as it does not require knowledge of the N hi s. If we want to estimate β 0i , and we do know the N hi s, then we need to
0i from the variance of β * 0i estimated from the two-phase program exactly as in the simpler case above.
More generally, it can be shown that where the model has a separate intercept for every level of X
(1) × . . . × X (s) for some s < S, then the analysis can be reduced to that for (S − s) phases with offsets and variance adjustments needed where estimation of the intercepts is of interest.
Example
We use the Wilm's tumor data described in Kulich & Lin (2004) to illustrate the method. The studies from which the data originated were performed by the US National Wilms Tumor Study Group (DAngio et al., 1989; Green et al., 1998) . Wilms tumor is a rare kidney cancer occurring in young children. The data relates to 3,915 children who had been treated for Wilms tumor. We take as our binary response variable "relapse within 3 years". The explanatory variables available were histological type of the tumor, classified as favorable versus unfavorable, stage (I − IV), age at diagnosis, and tumor diameter. Breslow & Chatterjee (1999) worked with a slight superset of this data set, but without the age and tumor diameter variables, to construct two-phase data.
Quoting from Kulich & Lin (2004) , "Histological type was assessed in two ways. Pathologists at the individual sites analyzed a tumor sample and determined a preliminary local histological type. Each sample was then sent to a central facility, where an experienced pathologist reevaluated it. This reevaluation was an expensive and time-consuming process. The central assessment can be considered the 'true' histological type, and the local assessment can be considered an imprecise surrogate." Although central histology was obtained for all patients in the study, Breslow & Chatterjee (1999) and Kulich & Lin (2004) , performed analyses on two-phase data sets obtained post-hoc by subsampling and only using the central histology of subsampled patients in their analysis. They did this to show how well you could do with a cheaper two-phase study that only obtained the expensive measure, central histology, for a subset of patients.
We do the same thing here. We will use tumor diameter to play the role of a variable, e.g. genetic, that is even more expensive than central Histology and will only be obtained at Phase 3.
Unfavourable histologies are coded "1" and favourable are coded as "0". We set up 24 Phase-1 strata defined by Institutional histology (Inst), Stage and 3 levels of Age (Age ≤ 1, 1 < Age ≤ 4 and Age > 4. The numbers of controls and cases falling into these strata are given in the N 0i and N 1i columns of Table 1 . This is the Phase 1 information. There were 3312 controls and 603 cases at Phase 1. At Phase 2, n 0i controls (i = 1, . . . , 24) and all cases were taken and the value of central Histology obtained. We sampled n 0i = 100 units from any cell with N 0i ≥ 100 and retained all units in cells with N 0i ≤ 100. This resulted in 1248 controls and 603 cases being observed at Phase 2. Crossing the new variable, central Histology, with the original set of 24 strata now produces 48 strata. Of those sampled at Phase 2, the numbers falling into each of these 48 strata are given in the N 0i0 , N 0i1 columns of Table 1 for controls and the corresponding N 1i0 , N 1i1 columns for cases. At Phase 3, we sampled n 0i1 controls with unfavourable (central) Histology and n 0i0 controls with favourable Histology. We subsampled 25 units in cells of more than 25 and took all units in smaller cells. Cases with favourable histology were subsampled in the same way. The new variable observed at Phase 3 was Tumor diameter.
Below we present comparative results for a model that fits the full data quite well. The standard errors presented for 3-phase sampling are averages over 1,000 replications of the process of drawing second and third phase samples. We have to expect some loss of information because values of our "most expensive" variable are only collected for a 25% subsample. If we had analysed a random 25% subsample of the full data we would expect, on average, a doubling of the standard errors. We are doing a lot better than that for many of the variables fitted. Even for Tumor diameter, which was only collected at Phase 3, and its interaction with Stage, there is only a 40% increase in standard error. We have almost full efficiency for some of the variables collected at Phase 1 or even central Histology which was only collected at Phase 2. Of course institutional histology, collected at Phase 1, is a very good surrogate for central histology which was collected at Phase 2.
Discussion
Multi-phase sampling has a considerable potential for delivering efficiency gains for casecontrol studies. This paper unifies and extends the methodology for special cases of multiphase case-control studies given by Prentice and Pyke (1979) , Scott and Wild (1997) , Breslow and Holubkov (1997) , Lawless et al. (1999) and Lee et al (2007) to provide a general semiparametric-efficient solution to the problem of analyzing multi-phase case-control studies that collect discrete or continuous covariate information at the last stage of sampling and discrete covariate information at previous phases. The methods are relatively easy to implement, particularly in the case of logistic regression where we have shown how to make relatively minor modifications to the score vector and information matrix for ordinary prospective logistic regression. The need for covariate data used in all but the last phase to be discrete is an important limitation.
All of our asymptotics are carried out under the assumption that the model to be true. As a referee has pointed out, however, it would be beneficial to investigate whether the asymptotic methods of Newey (1994), which allow for fairly general model misspecifications, can be generalized to multiphase case-control studies. As as shown in Scott and Wild (2002) , the parameter estimated by semiparametric maximum likelihood from a case-control study will not generally Intercept  -4·08 0·390 -10·4  4·02 0·538 7·5 1·38  Histology  1·30 0·125 10·4  1·33 0·133 10·0 1·06  Stage  0·81 0·149  5·5  0·86 0·204 4·2 
[3-phase results are means from 1,000 subsamples] be the same as the parameter estimated from from complete-cohort data when there is model misspecification. Using the broader form of asymptotics would, for example, facilitate investigating asymptotic efficiencies in a way that penalises departures from the complete-cohort limit. The issues are subtle, however, and our earlier work casts some doubt on whether this is always the relevant comparison. We hope to explore this in the future.
Appendix 1 Derivation of the estimating equation
All derivations are for an arbitrary regression function of the form
) T ) and assume first that X (3) has finite support, taking on values
k . Let N hijk denote the number of times the value x (3) k appears in the hij stratum and let
We parameterize the loglikelihood in terms of the basic parameters g ijk = pr(
It is convenient to introduce the notation
Then from equation (7) in Section 2.2 and recalling that N hi+ = n hi , the log-likelihood is
We want to maximize (β, ζ, ξ, g ) with respect to ζ, ξ and g to obtain the profile likelihood of β. We see that terms involving β, which is the quantity of interest, cannot be factored out from the nuisance parameters ξ and the g ijk 's, which are of little or no interest in their own right. However, the parameter ζ is orthogonal to the other parameters, and can be ignored in what follows. Accordingly we drop the last term from the log-likelihood and write (β, ξ, g). We introduce Lagrange multipliers η i and η ij to take care of the constraints j ξ ij = 1 and k g ijk = 1. Differentiating (16) with respect to ξ ij and setting the result equal to η i leads to
Multiplying (17) through by ξ ij and summing over j gives η i = N +i so that the maximizing values of ξ ij satisfy
where
Similarly, differentiating (16) with respect to g ijk and setting the result equal to η ij leads to
Multiplying (19) through by g ijk , summing over k and applying (17) then gives η ij = N +i ξ ij . Thus the maximizing values of g ijk satisfy the equations
Substituting the expressions (18) and (20) for ξ ij and g ijk into (16), we obtain the profile likelihood
Note that (21) and the fact that ψ +ij = 1 imply that
is a function of the π's. These parameters are not free, but rather satisfy the equations
which come from substituting the expressions from (18) and (20) into the definitions of π ij and ψ ijk . We have reparameterized our profile log-likelihood in terms of the π's, which must satisfy the equations (23). Since π +i = π +ij = 1 there are I + IJ free parameters. Next, we introduce a further parameterization corresponding to that used by Scott & Wild (1997) in the two-phase case. Put γ i = N +i π 1i −N 1i and γ ij = N +ij π 1ij −N 1ij . Then μ 1i = n 1i +γ i and μ 1ij = n 1ij +γ ij , and the profile log-likelihood can be written in terms of these new parameters as
where α t is defined as a function of γ t by (12) 
Now consider the function * 3 defined by (9), where the α t 's are regarded as free parameters. We have shown that
where the elements α t of α(β) are given by (12), and the γ t 's satisfy equations (24).
Finally, we show that the equations (23) are implied by the derivative conditions ∂ * 3 /∂α t = 0. We have ∂ * 3 /∂α ij = n 1ij+ − k n +ijk p * 1ijk + γ ij , so that ∂ * 3 /∂α ij = 0 implies the first part of (24). Similarly, ∂ * 3
Thus, adding the equations ∂ * 3 /∂α ij = 0 over j gives n 1i++ = jk n +ijk p * 1ijk + γ i+ so that ∂ * 3 /∂α i = 0 and ∂ * 3 /∂α ij = 0 imply equations (24). It follows thatβ = argmax P (β)argmax * 3 (β, α(β)) is found by solving the estimating equation
3. (Phase 3). For h = 0, 1 and i = 1, . . . , I, j = 1, . . . , J, we take a sample of n hij individuals, independently of what happens at Phase 2, from the conditional distribution of
where g ij is the conditional density of
. We denote conditional expectation with respect to
This sampling scheme has the same likelihood, and hence the same asymptotics, as the one considered previously. Thus, if an estimator is efficient under the new sampling scheme, it will be efficient under the old. For a proof of this for two-phase sampling, see Lee (2007) . The general case for arbitrary S is essentially identical.
We work with this new scheme for the remainder of this section. We consider asymptotics where N/N T → w, n hi /N T → w hi and n hij /N T → w hij . Corresponding to the fact that N hi ≥ n hi and N hij ≥ n hij in the original scheme, we will assume that wΔ
hij ≥ w hij . Here, we are using the additional superscript 0 to denote the true value of the corresponding parameter. We also let π (0) hi denote the true value of the conditional probability
i ). Under the new scheme, and applying the law of large numbers directly to N T −1 ∂ 2 * 3 ∂φ∂φ T , where * 3 is given by (equation10) , we obtain 
we finally obtain
A general result
We first describe a general result that shows how an efficiency bound can be calculated. Suppose that we have independent observations z of J different types, with respective densities f j (z, β, γ) for j = 1, . . . , J where β is a finite dimensional parameter and γ can be infinitedimensional. Then if β is a regular asymptotically linear semi-parametric estimate of β, the covariance matrix of β must satisfy var( β) ≥ B where B is the semi-parametric efficiency bound. The matrix B may be found as follows. Consider the "expected population log likelihood"
where E j denotes expectation with respect to the true density f j (z, β (0) , γ (0) ), and the weights are the limiting proportions of the different types of observations. For fixed β, let γ(β) be the maximizer of (27). This is called the "least favourable distribution" for the problem. The "efficient scores" S * j are given by
∂β
, j = 1, . . . , J and the efficiency bound is given by
Thus, to establish the efficiency of our procedure, we need only show that the asymptotic variance of our estimate coincides with B. This approach to semi-parametric efficiency is described in Tsiatis (2006) in the case of a single population, and extended to more than one population in Lee & Hirose (2009) . The characterization of the least favourable distribution as the maximizer of an "expected log-likelihood" was first considered by Newey (1994). Newey's formulation is more general than the one considered here, in that it makes no assumption that the parametric part of the model is correctly specified, as is the case in the Tsiatis formulation.
Application to three-phase sampling
Now we apply the theory sketched above to regression models for data obtained by the modified three-phase sampling scheme described in the previous section. The results obtained also apply to the original three-phase sampling scheme.
First, we parameterize the distributions in phases 1 to 3 of our sampling scheme in terms of the conditional densities g ij (x 
j , the conditional probability ξ ij = pr(X (2) = x
i ) and the unconditional probability ζ i = pr(X (1) = x
(1) i ). The first phase distribution is
For the second phase, the distributions are
where Finding the least favourable distribution To find the least favourable distribution, we must maximize (28) over the g ij 's and the ξ ij 's for fixed β. Recall that p hij (x, β) depends on x only through x (3) . As in A1, the parameter ζ i can be ignored in what follows. From Appendix 3, the maximizing values satisfy the equationŝ
where The quantities γ t satisfy the equations
The proof of these assertions is almost the same as that given in A1. Note that the γ t 's, and hence the α t 's, are functions of β, although this is suppressed in the notation. When β = β (0) , then γ t = 0 is a solution of equations (31).
For the first distribution, the efficient scores are
An argument based on the Kullback-Leibler information inequality shows that
ij (x (3) ) dx (3) > w hij log ψ 
