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ALGORITHMS FOR COMPUTING MULTIPLIER IDEALS
TAKAFUMI SHIBUTA
Abstract. We give algorithms for computing multiplier ideals using Gro¨bner
bases in Weyl algebras. The algorithms are based on a newly introduced notion
which is a variant of Budur–Mustat¸aˇ–Saito’s (generalized) Bernstein–Sato poly-
nomial. We present several examples computed by our algorithms.
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1. Introduction
Multiplier ideals are an important tool in higher-dimensional algebraic geometry,
and one can view them as measuring singularities. They are defined as follows: let
X be a smooth complex variety and a ⊆ OX be an ideal sheaf of X . Suppose that
π : X˜ → X is a log resolution of a, that is, π is a proper birational morphism, X˜ is
smooth and π−1V (a) = F is a divisor with simple normal crossing support. If KX˜/X
is the relative canonical divisor of π, then the multiplier ideal of a with exponent
c ∈ R≥0 is
J (ac) = J (c · a) = π∗OX˜(KX˜/X − ⌊cF ⌋) ⊆ OX .
A positive rational number c is called a jumping coefficient if J (ac−ε) 6= J (ac) for
all ε > 0, and the minimal jumping coefficient is called the log-canonical threshold
of a and denoted by lct(a). Since multiplier ideals are defined via log resolutions, it
is difficult to compute them in general (when the ideal a is a monomial ideal or a
principal ideal generated by a non-degenerate polynomial, there is a combinatorial
description of the multiplier ideals J (ac). See [4] and [5]). In this paper, we will
give algorithms for computing multiplier ideals using the theory of D-modules.
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The Bernstein-Sato polynomial (or b-function) is one of the main objects in the
theory of D-modules. It has turned out that jumping coefficients are deeply re-
lated to Bernstein-Sato polynomials. For a given polynomial f ∈ C[x1, . . . , xn],
the Bernstein-Sato polynomial bf (s) of f is the monic polynomial in one variable
b(s) ∈ C[s] of minimal degree having the property that there exists a linear dif-
ferential operator P (x, s) such that b(s)f s = P (x, s)f s+1. Kolla´r [7] proved that
the log canonical threshold of f is the minimal root of bf (−s). Furthermore, Ein–
Lazarsfeld–Smith–Varolin [3] extended Kolla´r’s result to higher jumping coefficients:
they proved that all jumping coefficients in the interval (0, 1] are roots of bf(−s).
Recently Budur–Mustat¸aˇ–Saito introduced the notion of Bernstein-Sato polynomi-
als of arbitrary ideal sheaves using the theory of V -filtrations of Kashiwara [6] and
Malgrange [9]. They then gave a criterion for membership of multiplier ideals in
terms of their Bernstein-Sato polynomials, and proved that all jumping coefficients
of a ⊂ OX in the interval (lct(a), lct(a) + 1] are roots of the Bernstein-Sato polyno-
mial of a up to sign.
It is difficult to compute Bernstein-Sato polynomials in general, but Oaku [11],
[12], [13] gave algorithms for computing Bernstein-Sato polynomials bf (s) using
Gro¨bner bases in Weyl algebras (algorithms for computing Gro¨bner bases in Weyl
algebras are implemented in some computer systems, such as Kan/Sm1 [20] and
Risa/Asir [10]). In this paper, we give algorithms for computing Budur–Mustat¸aˇ–
Saito’s Bernstein-Sato polynomials (Theorems 3.4, 3.5 and 3.7). Our algorithms are
natural generalizations of Oaku’s algorithm.
The other ingredient of this paper is algorithms for computing multiplier ideals.
The algorithm for computing generalized Bernstein-Sato polynomials enables us to
solve the membership problem for multiplier ideals, but does not give a system of
generators of multiplier ideals. We modify the definition of Budur–Mustat¸aˇ–Saito’s
Bernstein-Sato polynomials to determine a system of generators of the multiplier
ideals of a given ideal (Definition 4.1). Then we obtain algorithms for comput-
ing our Bernstein-Sato polynomials and algorithms for computing multiplier ideals
(Theorem 4.4, Theorem 4.5). Our algorithms are based on the theory of Gro¨bner
bases in Weyl algebras (see [14] and [18] for a review of Gro¨bner bases in Weyl alge-
bras and their applications). We conclude the paper by presenting several examples
computed by our algorithms.
Acknowledgments. The author thanks Shunsuke Takagi for useful comments and dis-
cussions. He also would like to thank Naoyuki Shinohara and Kazuhiro Yokoyama
for warm encouragement and support.
2. Preliminaries
2.1. Gro¨bner bases in Weyl algebras. We denote by C the complex number
field. When we use a computer algebra system, we may work with a computable
field Q(z1, . . . , zl) ⊂ C which is sufficient to express objects that appear in the com-
putations. LetX be the affine space Cd with the coordinate system x = (x1, . . . , xd),
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and C[x] = C[x1, . . . , xd] a polynomial ring over C which is the coordinate ring of X .
We denote by ∂x = (∂x1 , . . . , ∂xd) the partial differential operators where ∂xi =
∂
∂xi
.
We set
DX = C〈x, ∂x〉 = C〈x1, . . . , xd, ∂x1 , . . . , ∂xd〉,
the rings of differential operators of X , and call it the Weyl algebra (in d variables).
This ring is non-commutative C-algebra with the commutation rules
xixj = xjxi, ∂xi∂xj = ∂xj∂xi , ∂xixj = xj∂xi for i 6= j, and ∂xixi = xi∂xi + 1.
We write 〈P1, . . . , Pr〉 for the left ideal of DX generated by P1, . . . , Pr ∈ DX . We
use the notation xµ =
∏d
i=1 x
µi
i , and ∂x
ν =
∏d
i=1 ∂
νi
xi
for µ = (µ1, . . . , µd), ν =
(ν1, . . . , νd) ∈ Z
d
≥0. We denote by |µ| := µ1 + · · ·+ µd the side of µ. We call a real
vector (v,w) = (v1, . . . , vd, w1, . . . , wd) ∈ R
d × Rd a weight vector if
vi + wi ≥ 0 for i = 1, 2, . . . , d.
We define the ascending filtration · · · ⊂ F
(v,w)
0 DX ⊂ F
(v,w)
1 DX ⊂ · · · on DX with
respect to the weight vector (v,w) by
F (v,w)m DX = {
∑
v·µ+w·ν≤m
aµνx
µ∂x
ν | aµν ∈ C} ⊂ DX
where v · µ =
∑
viµi is the usual inner product of v and µ. Then we have
F (v,w)m1 DX · F
(v,w)
m2
DX ⊂ F
(v,w)
m1+m2DX
for all m1, m2 ∈ Z by the conditions vi + wi ≥ 0 and the commutation rules of
DX . In particular, F
(v,w)
0 DX is a sub-ring of DX , and F
(v,w)
m DX ’s are F
(v,w)
0 DX-
submodules of DX . We can define the associated graded ring of DX with respect to
the filtration
Gr(v,w)DX =
⊕
m∈Z
F (v,w)m DX/F
(v,w)
m−1 DX .
Definition 2.1. The order of P ∈ DX is defined by
ord(v,w)(P ) = min{m | P ∈ F
(v,w)
m DX}.
For a non-zero P ∈ DX with ord(v,w)(P ) = m, the initial form in(v,w)(P ) of P is
the image of P in Gr(v,w)m DX := F
(v,w)
m DX/F
(v,w)
m−1 DX . For a left ideal I ⊂ DX ,
the initial ideal in(v,w)(I) of I is the left ideal of Gr
(v,w)DX generated by all initial
forms of elements in I. A finite subset G of DX is called Gro¨bner basis of I with
respect to (v,w) if I is generated by G and in(v,w)(I) is generated by initial forms
of elements in G.
It is known that there is an algorithm for computing Gro¨bner bases ([18] Algorithm
1.2.6). We can compute the restriction of ideals to sub-algebras using Gro¨bner bases
as in the commutative case.
Lemma 2.2. Let Z be a subsystem of (x, ∂x), and C〈Z〉 a sub-algebra of DX gen-
erated by Z over C. Let (v,w) be a weight vector such that vi > 0 (resp. wj > 0) if
xi (resp. ∂xj) is not a member of Z, and vi = 0 (resp. wj = 0) otherwise. Let I be
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a left ideal of DX and G a Gro¨bner basis of with respect to (v,w), then G ∩ C〈Z〉
is a system of generators of the left ideal I ∩ C〈Z〉.
We can also compute the intersection of ideals using elimination of variables as
in the commutative case.
Lemma 2.3. Let I and J be left ideals of DX . Then
I ∩ J = DX [u](uI + (1− u)J) ∩DX .
Proof. If P ∈ I ∩ J , then P = uP + (1 − u)P ∈ DX [u](uI + (1 − u)J) ∩ DX . Let
P ∈ DX [u](uI + (1− u)J) ∩DX . By substituting 1 and 0 to u, we have P ∈ I and
P ∈ J . 
Note that substituting some p ∈ DX to the variable u makes sense only when p
is in the center of DX , that is, p ∈ C. In this case, the left ideal of DX [u] generated
by u− p is a two-side ideal.
From now on, we assume that the weight vector (v,w) satisfies
vi + wi = 0 for i = 1, 2, . . . , d.
Then DX has a structure of a graded algebra: We set
[DX ]
(v,w)
m := {
∑
v·µ+w·ν=m
aµνx
µ∂x
ν | aµν ∈ C} ⊂ DX .
Then F
(v,w)
m DX =
⊕
k≤m[DX ]
(v,w)
k and Gr
(v,w)
m DX
∼= [DX ]
(v,w)
m since the commu-
tation rules of DX are homogeneous of weight 0. Hence DX is a graded algebra
DX =
⊕
m∈Z[DX ]
(v,w)
m and isomorphic to Gr
(v,w)DX . In particular [DX ]
(v,w)
0 is a
sub-ring of DX . We call an element in [DX ]
(v,w)
m a homogeneous element of degree m.
A left ideal J of DX is called a homogeneous ideal if J is generated by homogeneous
elements.
Definition 2.4. For P =
∑
Pm ∈ DX with Pm ∈ [DX ]
(v,w)
m and m0 = ord(v,w)(P ),
we define the homogenization of P with homogenizing variable u1 to be
P h =
∑
Pmu
m0−m
1 ∈ DX [u1].
where For a left ideal J of DX , we define the homogenization of J to be the left
ideal of DX [u1]
Jh = 〈P h | P ∈ J〉.
Definition 2.5. For a left ideal J of DX , we set
J∗ = Jh ∩DX =
⊕
m∈Z
(J ∩ [DX ]
(v,w)
m ),
the ideal of DX generated by all homogeneous elements in J .
Lemma 2.6. Let J = 〈P1, . . . , Pr〉 be a left ideal of DX . Then
J∗ = DX [u1, u2]〈P
h
1 , . . . , P
h
r , u1u2 − 1〉 ∩DX .
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Proof. It is easy to see that
Jh = (DX [u1, u
−1
1 ]〈P
h
1 , . . . , P
h
r 〉) ∩DX [u1] = 〈P
h
1 , . . . , P
h
r , u1u2 − 1〉 ∩DX [u1].
Since J∗ = Jh ∩DX , we obtain the assertion. 
2.2. Bernstein-Sato polynomials. Budur–Mustat¸a˘–Saito introduced generalized
Bernstein-Sato polynomials (or b-function) of arbitrary varieties in [2] and proved
relations between generalized Bernstein-Sato polynomials and multiplier ideals using
the theory of the V -filtration of Kashiwara and Malgralge.
Let X be the affine space Cn with the coordinate ring C[x] = C[x1, . . . , xn], and
fix an ideal a of C[x] with a system of generators f = (f1, . . . , fr). Let Y = X ×C
r
be the affine space Cn+r with the coordinate system (x, t) = (x1, . . . , xn, t1, . . . , tr).
Then X × {0} = V (t1, . . . , tr) ∼= X is a linear subspace of Y with the defining ideal
IX×{0} = 〈t1, . . . , tr〉. We denote the rings of differential operators of X and Y by
DX = C〈x, ∂x〉 = C〈x1, . . . , xn, ∂x1, . . . , ∂xn〉,
DY = C〈x, t, ∂x, ∂t〉 = C〈x1, . . . , xn, t1, . . . , tr, ∂x1 , . . . , ∂xn , ∂t1 , . . . , ∂tr〉.
We use the notation xµ1 =
∏n
i=1 x
µ1i
i , t
µ2 =
∏r
j=1 t
µ2i
j , ∂x
ν1 =
∏n
i=1 ∂
ν1i
xi
, and ∂t
ν2 =∏r
j=1 ∂
ν2j
tj for µ1 = (µ11, . . . , µ1n), ν1 = (ν11, . . . , ν1n) ∈ Z
n
≥0 and µ2 = (µ21, . . . , µ2r),
ν2 = (ν21, . . . , ν2r) ∈ Z
r
≥0. The C[x]-module Nf := C[x][
∏
i f
−1
i , s1, . . . , sr]
∏
i f
si
i ,
where si’s are independent variables and
∏
i f
si
i is a symbol, has a DX -module
structure as follows: The action of C[x] on Nf is given by the canonical one, and
the action of ∂xi are given by
∂xj (h
∏
i
f sii ) =
(
∂xj (h) + h
r∑
k=1
sj
∂xj (fk)
fk
)∏
i
f sii .
for h ∈ C[x][
∏
i f
−1
i , s1, . . . , sr]. This action is defined formally, but it has an obvious
meaning when some integers are substituted for si’s. We define DX-linear actions
tj and ∂tj on Nf by
tj(h(x, s1, . . . , sr)
∏
i
f sii ) = h(x, s1, . . . , sj + 1, . . . , sr)fj
∏
i
f sii
and
∂tj (h(x, s1, . . . , sr)
∏
i
f sii ) = −sjh(x, s1, . . . , sj − 1, . . . , sr)f
−1
j
∏
i
f sii .
for h(x, s1, . . . , sr) ∈ C[x][
∏
i f
−1
i , s1, . . . , sr]. Then it follows that Nf is a DY -
module because the actions defined above respect the commutation rules of DY .
Note that −∂titi
∏
i f
si
i = si
∏
i f
si
i for all i.
Definition 2.7 ([2]). Let σ = −(
∑
i ∂titi), and let s be a new variable. Then the
global generalized Bernstein-Sato polynomial ba,g(s) ∈ C[s] of a = 〈f1, . . . , fr〉 and
g ∈ C[x] is defined to be the monic polynomial of minimal degree satisfying
b(σ)g
∏
i
f sii =
r∑
j=1
Pjgfj
∏
i
f sii (2.1)
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for some Pj ∈ DX〈−∂tj tk | 1 ≤ j, k ≤ r〉. We define ba(s) = ba,1(s).
For a prime ideal p of C[x], we define the local generalized Bernstein-Sato poly-
nomial bpa,g(s) at p to be the monic polynomial of minimal degree satisfying
b(σ)gh
∏
i
f sii =
r∑
j=1
Pjgfj
∏
i
f sii
for some Pj ∈ DX〈−∂tj tk | 1 ≤ j, k ≤ r〉 and h 6∈ p. We define b
p
a(s) = b
p
a,1(s).
Note that C[x]p ⊗C[x] DX is the ring of differential operators of SpecC[x]p. It
is proved in [2] that generalized Bernstein-Sato polynomials are well-defined, that
is, they do not depend on the choice of generators of a, and all their roots are
negative rational numbers. These facts follow from the theory of V -filtrations of
Kashiwara [6] and Malgrange [9]. When a is a principal ideal generated by f , then
ba(s) coincides with the classical Bernstein-Sato polynomial bf (s) of f .
2.3. V-filtrations. We will briefly recall the definition and some basic properties
of V -filtrations. See [9], [6], [15] and [2] for details.
We fix the weight vector (w,−w) ∈ Z2(n+r), w = ((0, . . . , 0), (1, . . . , 1)) ∈ Zn×Zr,
that is, we assign the weight 1 to ∂tj , −1 to tj, and 0 to xi and ∂xi . Then
F (w,−w)m DY = {
∑
−|µ2|+|ν2|≤m
aµ1µ2ν1ν2x
µ1tµ2∂x
ν1∂t
ν2 | aµ1µ2ν1ν2 ∈ C}
In this paper, we call the decreasing filtration V mDY := F
(w,−w)
−m DY on DY the
V-filtration of DY along X ×{0} (some author call the increasing filtration F
(w,−w)
the V -filtration). Note that
V mDY = {
∑
|µ2|−|ν2|≥m
aµ1µ2ν1ν2x
µ1tµ2∂x
ν1∂t
ν2 | aµ1µ2ν1ν2 ∈ C}
= {P ∈ DY | P (IX×{0})
j ⊂ (IX×{0})
j+m for any j ≥ 0},
with the convention IjX×{0} = C[x, t] for all j ≤ 0.
Definition 2.8. The V -filtration along X × {0} on a finitely generated left DY -
module M is an exhaustive decreasing filtration {V αM}α∈Q indexed by Q, such
that:
(i) V αM are finitely generated V 0DY -submodules of M .
(ii) {V αM}α is left-continuous and discrete, that is, V
αM =
⋂
α′<α V
α′M , and
every interval contains only finitely many α ∈ Q with GrαV M 6= 0. Here Gr
α
V M :=
V αM/(
⋃
α′>α V
α′M).
(iii) (V iDY )(V
αM) ⊂ V α+iM for any i ∈ Z, α ∈ Q.
(iv) (V iDY )(V
αM) = V α+iM for any i > 0 if α≫ 0.
(v) the action of σ + α is nilpotent on GrαV M .
Remark 2.9. (i) The filtration V is unique if it exists ([6]), and DY -submodule
DY
∏
i f
si
i
∼= DY /AnnDY
∏
i f
si
i of Nf has such a V -filtration (see [2]).
(ii) For α 6= z ∈ C, the action of σ+ z on GrαV M is invertible. Hence, if Gr
α
V M 6= 0,
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u 6∈ V α+εM and b(σ)u ∈ V α+εM for some b(s) ∈ C[s] and all sufficiently small
ε > 0, then s+ α is a factor of b(s).
Let ι : X → Y be the graph embedding x 7→ (x, f1(x), . . . , fr(x)) of f =
(f1, . . . , fr), andMf = ι+C[x], where ι+ denotes the direct image for leftD-modules.
There is a natural isomorphismMf ∼= C[x]⊗CC[∂t1 , . . . , ∂tr ] (see [1]), and the action
of C[x] and ∂t1 , . . . , ∂tr on Mf is given by the canonical one, and the action of a
vector field ξ on X and tj are given by
ξ(g ⊗ ∂t
ν) = ξg ⊗ ∂t
ν −
∑
j
(ξfj)g ⊗ ∂tj∂t
ν ,
tj(g ⊗ ∂t
ν) = fjg ⊗ ∂t
ν − νjg ⊗ ∂t
ν−1j .
where 1j is the element of Z
r whose i-th component is 1 if i = j and 0 otherwise.
Definition 2.10 ([2]). Let M be a DY -module with V -filtration. For u ∈ M , the
Bernstein-Sato polynomial bu(s) of u is the monic minimal polynomial of the action
of σ on V 0DY u/V
1DY u.
By the properties of V -filtration in Definition 2.8, the induced filtration V on
(V 0DY )u/(V
1DY )u is finite (see [2] Section 2.1) This guarantees the existence of
bu(s). If u ∈ V
αM , than V 0DY u ⊂ V
αM and V 1DY u ⊂ V
α+1M . Hence, if we set
α0 = max{α | u ∈ V
αM}, then u 6∈ V α0+εM and bu(σ)u ∈ V
1DY u ⊂ V
α0+1M ⊂
V α0+εM for sufficiently small ε > 0. Hence
max{α | u ∈ V αM} = min{α | GrαV ((V
0DY )u) 6= 0}min{α | bu(−α) = 0}.
Therefore we conclude the next proposition.
Proposition 2.11 ([15]). Let M be a DY -module with V -filtration. Then
V αM = {u ∈M | α ≤ α′ if bu(−α
′) = 0}.
Since we have a canonical injection Mf → Nf = C[x][
∏
i f
−1
i , s1, . . . , sr]
∏
i f
si
i
that sends g ⊗ ∂t
ν to g∂t
ν∏
i f
si
i , the generalized Bernstein-Sato polynomial ba,g(s)
coincides with bu(s) where u = g⊗1 ∈ Mf (see Observation 3.1 in the next section).
2.4. Multiplier ideals. We will recall the relations between generalized Bernstein-
Sato polynomials and multiplier ideals following [2]. The reader is referred to [8]
for general properties of multiplier ideals. For a positive rational number c, the
multiplier ideal J (ac) is defined via a log resolution of a. Let π : X˜ → X = SpecC[x]
be a log resolution of a, namely, π is a proper birational morphism, X˜ is smooth, and
there exists an effective divisor F on X˜ such that aOX˜ = OX˜(−F ) and the union of
the support of F and the exceptional divisor of π has simple normal crossings. For
a given real number c ≥ 0, the multiplier ideal J (ac) associated to c is defined to
be the ideal
J (ac) = H0(X˜,OX˜(KX˜/X − ⌊cF ⌋))
where KX˜/X = KX˜ − π
∗KX is the relative canonical divisor of π. This definition
is independent of the choice of a log resolution π : X˜ → X . The reader is referred
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to [8] for general properties of multiplier ideals. By the definition, if c < c′, then
J (ac) ⊃ J (ac
′
) and J (ac) is right-continuous in c, that is, J (ac) = J (ac+ε) for
sufficiently small ε > 0. The multiplier ideals give a decreasing filtration on OX ,
and there are rational numbers 0 = c0 < c1 < c2 < · · · such that J (a
cj) = J (ac) 6=
J (acj+1) for cj ≤ c < cj+1. These cj for j > 0 are called the jumping coefficients,
and the minimal jumping coefficient c1 is called the log-canonical threshold of a and
denoted by lct(a). By the definition, it follows that multiplier ideals are integrally
closed, and the multiplier ideal associated to the log canonical threshold is radical.
It is known that J (ac) = aJ (ac−1) for c ≥ λ(a) where λ(a) is the analytic spread
of a. Recall that analytic spread of a is the minimal number of elements needed to
generate a up to integral closure, and thus µ(a) ≥ λ(a) where µ(a) is the minimal
number of generators of a. In particular, if a is a principal ideal generated by f ,
then J (f c) = fJ (f c−1) for c ≥ 1.
Budur–Mustat¸a˘–Saito proved that the V -filtration on C[x] is essentially equivalent
to the filtration by multiplier ideals using the theory of mixed Hodge modules ([16],
[17]), and gave a description of multiplier ideals in terms of generalized Bernstein-
Sato polynomials.
Theorem 2.12 ([2]). We denote by V the filtration on C[x] ∼= C[x]⊗ 1 induced by
the V -filtration on ι+C[x]. Then J (a
c) = V c+εC[x] and V αC[x] = J (aα−ε) for any
α ∈ Q and 0 < ε≪ 1. Therefore the following hold:
(i) For a given rational number c ≥ 0 and a prime ideal p ⊂ C[x],
J (ac) = {g ∈ C[x] | c < c′ if ba,g(−c
′) = 0},
J (ac)p ∩ C[x] = {g ∈ C[x] | c < c
′ if bpa,g(−c
′) = 0}.
In particular, the log canonical threshold lct(a) of a = 〈f1, . . . , fr〉 is the minimal
root of ba(−s).
(ii) All jumping coefficients of a in [lct(a), lct(a) + 1) are roots of ba(−s).
Therefore an algorithm for computing generalized Bernstein-Sato polynomials in-
duces an algorithm for solving membership problem for multiplier ideals, and in
particular, an algorithm for computing log canonical thresholds.
3. Algorithms for computing generalized Bernstein-Sato
polynomials
In this section, we obtain an algorithm for computing generalized Bernstein-Sato
polynomials of arbitrary ideals. The algorithms for computing classical Bernstein-
Sato polynomials are given by Oaku (see [11], [12], [13]). We will generalize Oaku’s
algorithm to arbitrary n and g.
Let C[x] = C[x1, . . . , xn] be a polynomial ring over C, and a an ideal with a system
of generators f = (f1, . . . , fr), and we fix the weight vector (w,−w) ∈ Z
n+r×Zn+r,
w = ((0, . . . , 0), (1, . . . , 1)) ∈ Zn × Zr.
Observation 3.1. We rewrite the definition of generalized Bernstein-Sato polyno-
mials in several ways.
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Recall that ba,g(s) is the monic polynomial of minimal degree satisfying
b(σ)g
∏
i
f sii =
r∑
j=1
Pjgfj
∏
i
f sii
for some Pj ∈ DX〈−∂tj tk | 1 ≤ j, k ≤ r〉 (Definition 2.7 (2.1)) Since
[DY ]
(w,−w)
0 = {
∑
|ν2|−|µ2|=0
aµ1µ2ν1ν2x
µ1tµ2∂x
ν1∂t
ν2 | aµ1µ2ν1ν2 ∈ C}
= DX〈−∂tj tk | 1 ≤ j, k ≤ r〉,
and σ = −
∑
∂titi is a homogeneous element of degree 0, the condition (2.1) is
equivalent to saying that
(b(σ)g −
r∑
j=1
Pjgfj)
∏
i
f sii = 0 for
∃Pj ∈ [DY ]
(w,−w)
0
⇐⇒ b(σ)g −
r∑
j=1
Pjgfj ∈ Ann[DY ](w,−w)0
∏
i
f sii for
∃Pj ∈ [DY ]
(w,−w)
0
⇐⇒ b(σ)g ∈ Ann
[DY ]
(w,−w)
0
∏
i
f sii + [DY ]
(w,−w)
0 ga.
Since (I+J)∩ [DY ]
(w,−w)
0 = I ∩ [DY ]
(w,−w)
0 +J ∩ [DY ]
(w,−w)
0 for homogeneous ideals
I and J , we have
Ann
[DY ]
(w,−w)
0
∏
i
f sii + [DY ]
(w,−w)
0 ga
= (AnnDY
∏
i
f sii )
∗ ∩ [DY ]
(w,−w)
0 + (DY ga) ∩ [DY ]
(w,−w)
0
= ((Ann[DY ]
∏
i
f sii )
∗ +DY ga) ∩ [DY ]
(w,−w)
0 .
Hence the condition (2.1) is equivalent to saying that
b(σ)g ∈ (AnnDY
∏
i
f sii )
∗ +DY ga. (3.1)
Since tj
∏
i f
si
i = fj
∏
i f
si
i , the condition (2.1) is also equivalent to saying that
b(σ)g
∏
i
f sii ∈ (V
1DY )g
∏
i
f sii = (F
(w,−w)
−1 DY )g
∏
i
f sii (3.2)
⇐⇒ b(σ) ∈ in(−w,w)(AnnDY g
∏
i
f sii ) (3.3)
⇐⇒ b(σ)g ∈ in(−w,w)((AnnDY
∏
i
f sii ) ∩DY g). (3.4)
By the expression (3.2), the generalized Bernstein-Sato polynomial ba,g(s) coincides
with bu(s) where u = g ⊗ 1 ∈Mf .
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By (3.3), the polynomial ba,g(−s−r) coincides with the b-function for AnnDY g
∏
i f
si
i
with the weight vector (w,−w) in [18], p.194. In the case g = 1, one can compute
ba(s) using loc. cit., p.196, Algorithm 5.1.6 by the next lemma.
Lemma 3.2.
AnnDY
∏
i
f sii = 〈ti − fi | 1 ≤ i ≤ r〉+ 〈∂xj +
r∑
i=1
∂xj (fi)∂ti | 1 ≤ j ≤ n〉.
Proof. One can prove the assertion similarly to the case n = 1. See [18] Lemma
5.3.3. 
By this lemma and Lemma 2.6, the homogeneous left ideals
(AnnDY
∏
i
f sii )
∗ +DY ga, and in(−w,w)((AnnDY
∏
i
f sii ) ∩DY g),
in (3.1) and (3.4) are computable. Therefore we can calculate generalized Bernstein-
Sato polynomials if we obtain an algorithm for computing the ideal {b(x, s) ∈
C[x, s] | b(x, σ) ∈ J} ∼= J ∩ C[x, σ] for a given homogeneous ideal J ⊂ DY . One
can compute this in the same way as [18] Algorithm 5.1.6. The algorithm calcu-
lates J ′ = J ∩ C[x, σ1, . . . , σr] first where σi = −∂titi, then computes J
′ ∩ C[x, σ].
This algorithm requires 2r new variables. We will give an algorithm for computing
J ∩ C[x, σ] without computing J ′.
Lemma 3.3. Let J be a homogeneous left ideal of DY . The following hold:
(i) σ is in the center of [DY ]
(w,−w)
0 .
(ii) DY [s](J + 〈s− σ〉) ∩ [DY ]
(w,−w)
0 = J ∩ [DY ]
(w,−w)
0 .
(iii) {b(x, s) ∈ C[x, s] | b(x, σ) ∈ J} = DY [s](J + 〈s− σ〉) ∩ C[x, s].
Proof. (i) Since the ring [DY ]
(w,−w)
0 is generated by ∂tj tk, 1 ≤ j, k ≤ r, over DX , and
σ commutes with any element of DX , it is enough to show that σ(∂tj tk) = (∂tj tk)σ
for all 1 ≤ j, k ≤ r.
In the case j 6= k, we obtain
(∂tj tk)(∂tj tj) = ∂
2
tj
tjtk, (∂tj tj)(∂tj tk) = ∂
2
tj
tjtk − ∂tj tk,
(∂tj tk)(∂tktk) = ∂tj∂tk t
2
k − ∂tj tk, (∂tktk)(∂tj tk) = ∂tj∂tk t
2
k,
thus (∂tj tk)(∂tj tj + ∂tktk) = (∂tj tj + ∂tktk)(∂tj tk). Hence
(∂tj tk)σ = −(∂tj tk)(∂tj tj + ∂tk tk +
∑
ℓ 6=j,k
∂tjℓtℓ)
= −(∂tj tj + ∂tktk)(∂tj tk)− (
∑
ℓ 6=j,k
∂tjℓtℓ)(∂tj tk) = σ(∂tj tk).
In the case j = k, it is obvious that (∂tj tj)σ = σ(∂tj tj). Therefore σ is in the center
of [DY ]
(w,−w)
0 .
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(ii) The inclusion DY [s](J + 〈s − σ〉) ∩ [DY ]
(w,−w)
0 ⊃ J ∩ [DY ]
(w,−w)
0 is trivial. We
will show the converse inclusion. Let
h =
∑
Pℓs
ℓ +Q(s)(s− σ) ∈ DY [s](J + 〈s− σ〉) ∩ [DY ]
(w,−w)
0
where Pℓ ∈ J and Q(s) ∈ DY [s]. Taking the degree zero part, we may assume Pℓ ∈
J∩ [DY ]
(w,−w)
0 and Q[s] ∈ [DY ]
(w,−w)
0 [s]. As
∑
Pℓs
ℓ−
∑
Pℓσ
ℓ ∈ [DY ]
(w,−w)
0 [s](s−σ),
there exists Q
′
(s) ∈ [DY ]
(w,−w)
0 [s] such that h =
∑
Pℓσ
ℓ+Q
′
(s)(s−σ). Since h ∈ DY ,
we have Q
′
(s) = 0. Therefore h =
∑
Pℓσ
ℓ =
∑
σℓPℓ ∈ J ∩ [DY ]
(w,−w)
0 .
(iii) Let b(x, σ) ∈ J . Since b(x, s)− b(x, σ) ∈ 〈s− σ〉, we have
b(x, s) = b(x, σ) + (b(x, s)− b(x, σ)) ∈ DY [s](J + 〈s− σ〉).
Conversely, if b(x, s) ∈ DY [s](J + 〈s− σ〉) ∩ C[x, s], then
b(x, σ) = b(x, s)− (b(x, s)− b(x, σ)) ∈ DY [s](J + 〈s− σ〉).
Since b(x, σ) ∈ [DY ]
(w,−w)
0 , and by (ii) , we conclude
b(x, σ) ∈ DY [s](J + 〈s− σ〉) ∩ [DY ]
(w,−w)
0 = J ∩ [DY ]
(w,−w)
0 ⊂ J.

Theorem 3.4 (Algorithm for global generalized Bernstein-Sato polynomials 1). Let
If = 〈tiu1 − fi | 1 ≤ i ≤ r〉+ 〈u1∂xj +
r∑
i=1
∂xj (fi)∂ti | 1 ≤ j ≤ d〉+ 〈u1u2 − 1〉
be a left ideal of DY [u1, u2]. Then compute the following ideals;
1. If ,1 = If ∩DY ,
2. I(f ;g),2 = DY [s](If ,1 + ga+ 〈s− σ〉) ∩ C[x, s],
3. I(f ;g),3 = I(f ;g),2 : g = (I(f ;g),2 ∩ 〈g〉) · g
−1,
4. I(f ;g),4 = I(f ;g),3 ∩ C[s].
Then ba,g(s) is the generator of I(f ;g),4.
Proof. By Lemma 3.2 and Lemma 2.6, If ,1 = (AnnDY
∏
i f
si
i )
∗. As If ,1 +DY ga is a
homogeneous ideal, we have
I(f ;g),2 = {b(x, s) ∈ C[x, s] | b(x, σ) ∈ (AnnDY
∏
i
f sii )
∗ +DY ga}
by Lemma 3.3. Since ba,g(s) is the minimal generator of the ideal
{b(s) ∈ C[s] | b(σ)g(x) ∈ (AnnDY
∏
i
f sii )
∗ +DY ga},
it follows that I(f ;g),4 = (I(f ;g),2 : g) ∩ C[s] = 〈ba,g(s)〉. 
Theorem 3.5 (Algorithm for global generalized Bernstein-Sato polynomials 2). Let
I˜f = 〈ti − fi | 1 ≤ i ≤ r〉+ 〈∂xj +
r∑
i=1
∂xj (fi)∂ti | 1 ≤ j ≤ d〉 ⊂ DY ,
and compute the following ideals;
0. I˜(f ;g),0 = I˜f ∩DY g = DY [u](uI˜f + (1− u)g) ∩DY ,
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1. I˜(f ;g),1 = in(w,−w)(I˜(f ;g),0),
2. I˜(f ;g),2 = (I˜(f ;g),1 + 〈s− σ〉) ∩ C[x, s],
3. I˜(f ;g),3 = I˜(f ;g),2 : g = I˜(f ;g),2 · g
−1,
4. I˜(f ;g),4 = I˜(f ;g),3 ∩ C[s].
Then ba,g(s) is the generator of I˜(f ;g),4.
Proof. By Lemma 3.2 and Lemma 2.3, I˜(f ;g),0 = (AnnDY
∏
i f
si
i ) ∩ DY g. As I˜(f ;g),1
is a homogeneous ideal, we have
I˜(f ;g),2 = {b(x, s) ∈ C[x, s] | b(x, σ) ∈ in(w,−w)((AnnDY
∏
i
f sii ) ∩DY g)}
by Lemma 3.3. Since I˜(f ;g),0 ⊂ DY g, we have I˜(f ;g),1 ⊂ in(w,−w)(DY g) = DY g. Hence
I˜(f ;g),2 ⊂ (DY g + 〈s− σ〉) ∩ C[x, s] = C[x, s]g, and I˜(f ;g),2 : g = I˜(f ;g),2 · g
−1. Since
ba,g(s) is the minimal generator of the ideal
{b(s) ∈ C[s] | b(σ)g(x) ∈ (AnnDY
∏
i
f sii )
∗ +DY ga},
it follows that I˜(f ;g),4 = (I˜(f ;g),2 : g) ∩ C[s] = 〈ba,g(s)〉. 
Remark 3.6. Note that
I(f ;g),3 = I˜(f ;g),3 = {b(x, s) ∈ C[s] | b(x, σ)g(x)
∏
i
f sii ∈ (V
1DY )g(x)
∏
i
f sii },
and in the case g = 1, it follows that
I(f ;1),2 = I˜(f ;1),2 = {b(x, s) ∈ C[x, s] | b(x, σ)
∏
i
f sii ∈ (V
1DY )
∏
i
f sii }.
We can compute local generalized Bernstein-Sato polynomials similarly to the
classical case using primary decompositions (see [11], [12], and [13]).
Theorem 3.7 (Algorithm for local generalized Bernstein-Sato polynomials). Let
I(f ;g),3 = I˜(f ;g),3 be the ideals in Theorem 3.4 and Theorem 3.5 with primary decom-
positions I(f ;g),3 = ∩
ℓ
i=1qi. Then b
p
a,g(s) is the generator of the ideal⋂
qi∩C[x]⊂p
qi ∩ C[s].
Proof. We set R = C[x]. By the definition, bpa,g(s) is the generator of the ideal
{b(s) ∈ C[s] | b(σ)g(x)h(x) ∈ (AnnDY
∏
i
f sii )
∗ +DY ga for
∃h 6∈ p}.
This ideal equals to
{b(s) ∈ C[s] | b(s)g(x)h(x) ∈ I(f ;g),2 for
∃h 6∈ p}
= {b(s) ∈ C[s] | b(s)h(x) ∈ I(f ;g),3 for
∃h 6∈ p}
= (I(f ;g),3 ⊗R Rp) ∩ C[s].
Since I(f ;g),3⊗RRp =
⋂
qi∩R⊂p
qi⊗RRp, and qi⊗RRp = Rp[s] if and only if qi∩R ⊂ p,
it follows that bpa,g(s) is the generator of the ideal (
⋂
qi∩R⊂p
qi) ∩ C[s]. 
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The algorithm for computing generalized Bernstein-Sato polynomials enables us
to solve the membership problem for multiplier ideals, but does not give a system
of generators of multiplier ideals. We have to compute ba,g(s) for infinitely many g
to obtain a system of generators.
4. Algorithms for computing multiplier ideals
The purpose of this section is to obtain algorithms for computing the system
of generators of multiplier ideals. To do this, we modify the definition of Budur–
Mustat¸aˇ–Saito’s Bernstein-Sato polynomial.
As in the previous section, let C[x] = C[x1, . . . , xn] be a polynomial ring over
C, and a an ideal with a system of generators f = (f1, . . . , fr), and fix the weight
vector (w,−w) ∈ Zn+r × Zn+r, w = ((0, . . . , 0), (1, . . . , 1)) ∈ Zn × Zr. We set
δ = 1 ⊗ 1 ∈ Mf = ι+C[x] and M
(m)
f = (V
0DY )δ/(V
mDY )δ. The induced filtration
V on the M
(m)
f is finite by the definition of the V -filtration (Definition 2.8) as in the
case m = 1. For g ∈ C[x], we denote by g ⊗ 1 the image of g ⊗ 1 = gδ in M
(m)
f .
Definition 4.1. We define b
(m)
a,g (s) to be the monic minimal polynomial of the action
of σ on (V 0DY )g ⊗ 1 ⊂M
(m)
f . We define b
(m)
a = b
(m)
a,1 .
The existence of b
(m)
a,g (s) follows from the finiteness of the filtration V on M
(m)
f ,
and the rationality of its roots follows from the rationality of the V -filtration. Note
that b
(m)
a,g (s) = 1 if and only if g ⊗ 1 ∈ (V mDY )δ.
Observation 4.2. Since the ring V 0DY is generated by t = t1, . . . , tr over [DY ]
(w,−w)
0 ,
σ is in the center of [DY ]
(w,−w)
0 , and ti · g ⊗ 1 = fi · g ⊗ 1, it follows that b
(m)
a,g (s)
is the monic polynomial b(s) of minimal degree satisfying b(σ)g ⊗ 1 = 0. This is
equivalent to saying
b(s)g
∏
i
f sii ∈ V
mDY
∏
i
f sii .
Since V mDY is generated by all monomials in t = t1, . . . , tr of degree m as V
0DY -
module, and tj
∏
i f
si
i = fj
∏
i f
si
i , our Bernstein-Sato polynomial b
(m)
a,g (s) is the
monic polynomial b(s) of minimal degree satisfying
b(s)g
∏
i
f sii =
∑
j
Pjhj
∏
i
f sii for
∃Pj ∈ [DY ]
(w,−w)
0 ,
∃hj ∈ a
m. (4.1)
Hence if g, h ∈ C[x] are polynomials such that g divides h, then b
(m)
a,h (s) is a factor
of b
(m)
a,g (s). In particular, b
(m)
a,g (s) is a factor of b
(m)
a (s) for all g ∈ C[x].
We obtain a description of multiplier ideals in terms of our Bernstein-Sato poly-
nomials similarly to Theorem 2.12.
Theorem 4.3. (i) For a given rational number c < m+ lct(a),
J (ac) = {g ∈ C[x] | c < c′ if b(m)a,g (−c
′) = 0}.
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In particular, the log canonical threshold lct(a) of a = 〈f1, . . . , fr〉 is the minimal
root of b
(m)
1 (−s).
(ii) All jumping coefficients of a in [lct(a), lct(a) +m) are roots of b
(m)
a (−s).
Proof. First note that we have J (ac) = V c+εC[x] for 0 < ε ≪ 1 by Theorem 2.12.
Since lct(a) = max{c | δ ∈ V cMf}, we have (V
mDY )δ ⊂ V
m+lct(a)Mf .
If ∈ C[x] is a polynomial with b
(m)
a,g (s) = 1, then g⊗1 ∈ (V
mDY )δ ⊂ V
m+lct(a)Mf .
Thus g ∈ J (ac) for all c < m+ lct(a).
If g 6∈ J (am+lct(a)), then g ⊗ 1 6∈ V m+lct(a)Mf . Hence we obtain
max{c | g ⊗ 1 ∈ V cM} = min{c | b(m)a,g (−c) = 0}
by Remark 2.9. If g is a polynomial with b
(m)
a,g (−s) = 1, then g ⊗ 1 ∈ (V mDY )δ ⊂
V m+lct(a)Mf . Hence g ∈ V
m+lct(a)C[x].
Therefore, for c < m+ lct(a), we have
V cC[x] = {g ∈ C[x] | c ≤ c′ if b(m)a,g (−c
′) = 0}.
Thus
V c+εC[x] = {g ∈ C[x] | c < c′ if b(m)a,g (−c
′) = 0}
for 0 < ε≪ 1. This proves the assertion. 
Our Bernstein-Sato polynomials do not tell us any information about multiplier
ideals J (ac) for c ≥ m+ lct(a). Our definition, however, has the advantage in that
we need just one module M
(m)
f to compute Bernstein-Sato polynomials b
(m)
a,g (s) for
all g. This fact enables us to compute multiplier ideals.
Theorem 4.4 (Algorithm for multiplier ideals 1). Let
If = 〈tiu1 − fi | 1 ≤ i ≤ r〉+ 〈u1∂xj +
r∑
i=1
∂xj (fi)∂ti | 1 ≤ j ≤ d〉+ 〈u1u2 − 1〉
be a left ideal of DY [u1, u2]. Then compute the following ideals;
1. If ,1 = If ∩DY ,
2. Jf (m) = DY [s](If ,1 + a
m + 〈s− σ〉) ∩ C[x, s].
Then the following hold:
(i) b
(m)
a,g (s) is the generator of (Jf (m) : g) ∩ C[s].
(ii) Let Jf (m) = ∩
ℓ
i=1qi be a primary decomposition of Jf (m). Then, for 1 ≤ i ≤ ℓ,
there exists c(i), a root of b
(m)
a (−s), such that the generator of qi ∩ C[s] is some
power of s+ c(i), and
{c(i) | 1 ≤ i ≤ ℓ} = {c′ | b(m)a (−c
′) = 0}.
(iii) For c < lct(a) +m,
J (ac) =
⋂
i∈{j|c(j)≤c}
qi ∩ C[x].
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Proof. (i) As we already see in Observation 4.2 4.1, b
(m)
a,g (s) is the monic polynomial
b(s) of minimal degree satisfying
b(s)g
∏
i
f sii =
∑
j
Pjhj
∏
i
f sii
for some Pj ∈ [DY ]
(w,−w)
0 and hj ∈ a
m. This is equivalent to
(b(σ)g −
∑
j
Pjhj)
∏
i
f sii = 0 for
∃Pj ∈ [DY ]
(w,−w)
0 ,
∃hj ∈ a
m
⇐⇒ b(σ)g −
∑
j
Pjhj ∈ Ann[DY ](w,−w)0
∏
i
f sii for
∃Pj ∈ [DY ]
(w,−w)
0 ,
∃hj ∈ a
m
⇐⇒ b(σ)g ∈ Ann
[DY ]
(w,−w)
0
∏
i
f sii + [DY ]
(w,−w)
0 a
m
= (AnnDY
∏
i
f sii )
∗ ∩ [DY ]
(w,−w)
0 + (DY a
m) ∩ [DY ]
(w,−w)
0
= ((Ann[DY ]
∏
i
f sii )
∗ +DY a
m) ∩ [DY ]
(w,−w)
0
⇐⇒ b(σ)g ∈ (AnnDY
∏
i
f sii )
∗ +DY a
m.
Hence b
(m)
a,g (s) is the generator of the ideal
{b(s) ∈ C[s] | b(σ)g(x) ∈ (AnnDY
∏
i
f sii )
∗ +DY a
m}.
On the other hand, we have If ,1 = (AnnDY
∏
i f
si
i )
∗ by Lemma 3.2 and Lemma 2.6.
Since (AnnDY
∏
i f
si
i )
∗ +DY a
m is a homogeneous ideal, we obtain
Jf (m) = {b(x, s) ∈ C[x, s] | b(x, σ) ∈ (AnnDY
∏
i
f sii )
∗ +DY a
m},
by Lemma 3.3. Therefore b
(m)
a,g (s) is the generator of (Jf (m) : g) ∩ C[s].
(ii) Since b
(m)
a (s) is the generator of Jf (m) ∩ C[s], and
⋂
qi ∩ C[s] is a primary
decomposition of Jf(m) ∩ C[s], we conclude (ii). Note that
⋂
qi ∩ C[s] is not an
irredundant primary decomposition of Jf (m) ∩ C[s] in general even if ∩
ℓ
i=1qi is
irredundant, and it may happen that c(i) = c(j) for i 6= j.
(iii) Let Jc be the ideal on the right-hand side of the equality. If g ∈ J (a
c), then
b
(m)
a,g (s)g ∈ Jf(m) and all the roots of b
(m)
a,g (−s) are strictly larger than c. Suppose
that qi satisfies c(i) ≤ c. Since b
(m)
a,g (s)g ∈ Jf(m) ⊂ qi, and any power of b
(m)
a,g (s) is
not in qi, we have g ∈ qi. Hence we conclude g ∈ Jc.
For the converse inclusion, let g ∈ Jc. If c(i) ≤ c, then g ∈ qi, and thus qi : g =
C[x, s]. Since Jf(m) : g = ∩
ℓ
i=1(qi : g) and by (i), all the roots of b
(m)
a,g (−s) are also
strictly larger than c. Therefore we have g ∈ J (ac) by Theorem 4.3 (i). 
Theorem 4.5 (Algorithm for multiplier ideals 2). Let the notation be as in Theorem
4.4. Compute b
(m)
a (s), the generator of Jf (m)∩C[s], and let c1, . . . , cℓ, ci < ci+1, be
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all the roots of b
(m)
a (−s). Then, for c < lct(a) +m,
J (ac) = (Jf (m) : (
∏
c<ci
(s+ ci))
∞) ∩ C[x].
Proof. Let g ∈ J (ac). Then b
(m)
a,g (s)g ∈ Jf(m) and all the roots of b
(m)
a,g (−s) are
strictly larger than c. Since b
(m)
a,g (s) is a factor of b
(m)
a (s), it follows that g is in the
ideal on the right hand side. Hence J (ac) ⊂ (Jf (m) : (
∏
c<ci
(s+ ci))
∞) ∩ C[x].
For the converse inclusion, let g ∈ (Jf(m) : (
∏
c<ci
(s+ ci))
∞) ∩ C[x]. Then there
exists a polynomial b(s) such that b(s)g ∈ Jf (m) and the set of roots of b(−s) is
in {ci | c < ci}. Since b(s) ∈ (Jf (m) : g) ∩ C[s] = 〈b
(m)
a,g (s)〉, b
(m)
a,g (s) is a factor of
b(s). Hence all the roots of b
(m)
a,g (−s) are strictly larger than c. Therefore we have
g ∈ J (ac) by Theorem 4.3 (i). 
Remark 4.6. (i) In the case m = 1, Jf (1) coincides with I(f ;1),2 in Theorem 3.4
and ba(s) = b
(1)
a (s). Since I(f ;1),2 = I˜(f ;1),2 by Remark 3.6, one can obtain another
algorithm in this case.
(ii) Since J (ac) = aJ (ac−1) for c ≥ λ(a), it is enough to compute Jf(m) for m
satisfying m ≥ λ(a) − lct(a) to obtain all multiplier ideals. In particular, if a is a
principal ideal, it is enough to compute Jf(1).
5. Examples
The computations were made using Kan/sm1 [20] and Risa/Asir [10].
Example 5.1. (i) ([19]) Let M = (xij)ij be the n × n general matrix, and f =
detM ∈ C[xij | 1 ≤ i, j ≤ r]. Then bf (s) =
∏r
i=1(s + i), and bf (σ)f
s = f(∂x)f
s+1.
Here, we use the notation h(∂x) to mean
∑
aµ∂x
µ for h(x) =
∑
aµx
µ.
(ii) Let a = I2
(
x1 x2 x3
x4 x5 x6
)
⊂ C[x1, . . . , x6] with a system of generators (f1, f2, f3) =
(x1x5 − x2x4, x2x6 − x3x5, x3x4 − x1x6). Then
ba(s) = (s+ 2)(s+ 3),
and
(σ+2)(σ+3)f s11 f
s2
2 f
s3
3 = f1(∂x)f
s1+1
1 f
s2
2 f
s3
3 +f2(∂x)f
s1
1 f
s2+1
2 f
s3
3 +f3(∂x)f
s1
1 f
s2
2 f
s3+1
3 .
Example 5.2. (i) Let f = x2 + y3 ∈ C[x, y]. Then
bf (s) =
(
s+
5
6
)(
s+ 1
)(
s+
7
6
)
,
bf,x(s) =
(
s+ 1
)(
s+
11
6
)(
s+
13
6
)
,
bf,y(s) =
(
s+ 1
)(
s+
7
6
)(
s+
11
6
)
.
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(ii) Let a = 〈x2, y3〉 ⊂ C[x, y]. Then
ba(s) =
(
s+
5
6
)(
s+
7
6
)(
s+
4
3
)(
s+
3
2
)(
s+
5
3
)(
s+ 2
)
,
ba,x(s) =
(
s+
4
3
)(
s+
5
3
)(
s+
11
6
)(
s+ 2
)(
s+
13
6
)(
s+
5
2
)
,
ba,y(s) =
(
s+
7
6
)(
s+
3
2
)(
s+
5
3
)(
s+
11
6
)(
s+ 2
)(
s+
7
3
)
.
(iii) Let f = x3x
2 + x4y
3 ∈ C[x, y, x3, x4]. Then
bf (s) =
(
s+
5
6
)(
s+ 1
)(
s+
7
6
)(
s+
4
3
)(
s+
3
2
)(
s+
5
3
)(
s + 2
)
,
bf,x(s) =
(
s+ 1
)(
s+
4
3
)(
s+
5
3
)(
s+
11
6
)(
s+ 2
)(
s+
13
6
)(
s+
5
2
)
,
bf,y(s) =
(
s+ 1
)(
s+
7
6
)(
s+
3
2
)(
s+
5
3
)(
s+
11
6
)(
s+ 2
)(
s+
7
3
)
.
Example 5.3. Let f = (x+ y)2 − (x− y)5 ∈ C[x, y] which is not a non-degenerate
polynomial. Then
bf (s) =
(
s +
7
10
)(
s+
9
10
)(
s+ 1
)(
s +
11
10
)(
s+
13
10
)
,
bf,x(s) = bf,y(s) =
(
s +
9
10
)(
s+ 1
)(
s+
11
10
)(
s +
13
10
)(
s+
17
10
)
,
bf,x+y(s) =
(
s + 1
)(
s+
17
10
)(
s+
19
10
)(
s +
21
10
)(
s+
23
10
)
,
bf,xy(s) =
(
s + 1
)(
s+
11
10
)(
s+
13
10
)(
s +
17
10
)(
s+
19
10
)
,
and the multiplier ideals are
J (f c) =


C[x, y] 0 ≤ c < 7
10
,
〈x, y〉 = 〈x+ y, x− y〉 7
10
≤ c < 9
10
,
〈x+ y, xy〉 = 〈x+ y, (x− y)2〉 9
10
≤ c < 1,
and J (f c) = fJ (f c−1) for c ≥ 1.
Example 5.4. Let f = xy(x+ y)(x+ 2y)〉 ⊂ C[x, y]. Then
bf(s) =
(
s+
1
2
)(
s+
3
4
)(
s+ 1
)2(
s+
5
4
)(
s+
3
2
)
,
b
(2)
f (s) =
(
s+
1
2
)(
s+
3
4
)(
s+ 1
)2(
s+
5
4
)(
s+
3
2
)(
s+
7
4
)(
s+ 2
)2
(
s+
9
4
)(
s+
5
2
)
,
bf,x(s) = bf,y(s) =
(
s+
3
4
)(
s+ 1
)2(
s+
5
4
)(
s+
3
2
)(
s+
7
4
)(
s+ 2
)
,
bf,x2(s) = bf,y2(s) =
(
s+ 1
)2(
s +
5
4
)(
s+
3
2
)(
s+
7
4
)(
s+ 2)
(
s+ 3
)
,
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and the multiplier ideals are
J (f c) =


C[x, y] 0 ≤ c < 1
2
,
〈x, y〉 1
2
≤ c < 3
4
,
〈x, y〉2 3
4
≤ c < 1,
and J (f c) = fJ (f c−1) for c ≥ 1. Note that 5
4
and 9
4
are roots of b
(2)
f (−s) which are
not jumping coefficients.
Example 5.5. Let a ⊂ C[x1, x2, x3] be the defining ideal of the space monomial
curve SpecC[T 4, T 5, T 6] ⊂ C3 with a system of generators f = (x22 − x1x3, x
3
1 − x
2
3).
Then generalized Bernstein-Sato polynomials are
ba(s) =
(
s+
17
12
)(
s +
3
2
)(
s+
19
12
)(
s+
7
4
)(
s+
11
6
)(
s+
23
12
)(
s + 2
)(
s+
25
12
)
(
s+
13
6
)(
s +
9
4
)
,
ba,x1(s) =
(
s+
7
4
)(
s+
23
12
)(
s+ 2
)(
s+
25
12
)(
s+
13
6
)(
s+
9
4
)(
s+
29
12
)(
s+
5
2
)
(
s+
31
12
)(
s +
17
6
)
,
ba,x2(s) =
(
s+
11
6
)(
s + 2
)(
s+
13
6
)(
s+
9
4
)(
s+
29
12
)(
s+
5
2
)(
s+
31
12
)(
s+
11
4
)
(
s+
35
12
)(
s +
37
12
)
,
ba,x3(s) =
(
s+
23
12
)(
s + 2
)(
s+
25
12
)(
s+
9
4
)(
s+
29
12
)(
s+
5
2
)(
s+
31
12
)(
s+
11
4
)
(
s+
17
6
)(
s +
19
6
)
,
and
ba,x21(s) =
(
s+ 2
)(
s+
25
12
)(
s+
9
4
)(
s+
29
12
)(
s+
5
2
)(
s+
31
12
)(
s+
11
4
)(
s+
17
6
)
(
s+
35
12
)(
s +
19
6
)
,
ba,x22(s) =
(
s+ 2
)(
s+
9
4
)(
s+
29
12
)(
s+
5
2
)(
s+
31
12
)(
s+
11
4
)(
s+
17
6
)(
s+
35
12
)
(
s+
37
12
)(
s +
19
6
)
.
The ideal Jf (1) has a primary decomposition ∩
10
i=1qi where
q1 = 〈12s+ 17, x1, x2, x3〉, q2 = 〈2s+ 3, x1, x2, x3〉,
q3 = 〈12s+ 19, x1, x2, x3〉, q4 = 〈4s+ 7, x
2
1, x2, x3〉,
q5 = 〈6s+ 11, x1, x
2
2, x3〉, q6 = 〈12s+ 23, x
2
1, x1x3, x2, x
2
3〉,
q7 = 〈s+ 2, x
2
2 − x3x1, x
3
1 − x
2
3〉, q8 = 〈12s+ 25, x
3
1, x1x3, x2, x
2
3〉,
q9 = 〈6s+ 13, x
2
1, x
2
2, x3〉, q10 = 〈4s+ 9, x
3
1, x
2
1x3, x1x2, x1x3 − x
2
2, x2x3, x
2
3〉,
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hence the multiplier ideals are
J (ac) =


C[x1, x2, x3] 0 ≤ c <
17
12
,
〈x1, x2, x3〉
17
12
≤ c < 7
4
,
〈x21, x2, x3〉
7
4
≤ c < 11
6
,
〈x21, x1x2, x
2
2, x3〉
11
6
≤ c < 23
12
,
〈x1, x2, x3〉
2 23
12
≤ c < 2,
and J (ac) = aJ (ac−1) for c ≥ 2 as µ(a) = 2. Note that 17
12
, 7
4
, 11
6
, 23
12
, 2 are all
jumping coefficients in (0, 2], and 3
2
, 19
12
, 25
12
, 13
6
, and 9
4
are roots of ba(−s) not coming
from the jumping coefficients.
Example 5.6. Let a = 〈x31−x
2
2, x
3
2−x
2
3〉 ⊂ C[x1, x2, x3] be the defining ideal of the
space monomial curve SpecC[T 4, T 6, T 9] ⊂ C3. Then
ba(s) =
(
s+
4
3
)(
s+
25
18
)(
s+
29
18
)(
s+
5
3
)(
s+
31
18
)(
s+
11
6
)(
s+
35
18
)(
s+ 2
)
(
s+
37
18
)(
s+
13
6
)(
s+
41
18
)
,
ba,x1(s) =
(
s+
29
18
)(
s+
5
3
)(
s+
11
6
)(
s+
35
18
)(
s+ 2
)(
s+
37
18
)(
s+
13
6
)(
s+
41
18
)
(
s+
7
3
)(
s+
43
18
)(
s+
49
18
)(
s+
17
6
)
,
ba,x2(s) =
(
s+
31
18
)(
s+
35
18
)(
s+ 2
)(
s+
37
18
)(
s+
13
6
)(
s+
41
18
)(
s+
7
3
)(
s+
43
18
)
(
s+
47
18
)(
s+
8
3
)(
s+
17
6
)(
s+
19
6
)
,
and the multiplier ideals are
J (ac) =


C[x1, x2, x3] 0 ≤ c <
4
3
,
〈x1, x2, x3〉
4
3
≤ c < 29
18
,
〈x21, x2, x3〉
29
18
≤ c < 31
18
,
〈x21, x1x2, x
2
2, x3〉
31
18
≤ c < 11
6
,
〈x31, x1x2, x
2
2, x1x3, x2x3, x
2
3〉
11
6
≤ c < 35
18
,
〈x31, x
2
1x2, x
2
2, x1x3, x2x3, x
2
3〉
35
18
≤ c < 2,
and J (ac) = aJ (ac−1) for c ≥ 2.
Example 5.7. Let a = 〈x31 − x
2
2, x
2
3 − x
2
1x2〉 ⊂ C[x1, x2, x3] be the defining ideal of
the space monomial curve SpecC[T 4, T 6, T 7] ⊂ C3. Then
ba(s) =
(
s+
4
3
)(
s+
19
14
)(
s+
23
14
)(
s+
5
3
)(
s+
25
14
)(
s+
11
6
)(
s +
27
14
)(
s+ 2
)
(
s+
29
14
)(
s+
13
6
)(
s +
31
14
)
,
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and the multiplier ideals are
J (ac) =


C[x1, x2, x3] 0 ≤ c <
4
3
,
〈x1, x2, x3〉
4
3
≤ c < 23
14
,
〈x21, x2, x3〉
23
14
≤ c < 25
14
,
〈x21, x1x2, x
2
2, x3〉
25
14
≤ c < 11
6
,
〈x1, x2, x3〉
2 11
6
≤ c < 27
14
,
〈x31, x1x2, x1x3, x
2
2, x2x3, x
2
3〉
27
14
≤ c < 2,
and J (ac) = aJ (ac−1) for c ≥ 2.
Example 5.8. Let a = 〈x41 − x
3
2, x
2
3 − x1x
2
2〉 ⊂ C[x1, x2, x3] be the defining ideal of
the space monomial curve SpecC[T 6, T 8, T 11] ⊂ C3. Then
ba(s) =
(
s+
9
8
)2(
s+
29
24
)(
s+
31
24
)(
s+
11
8
)2(
s+
35
24
)(
s+
3
2
)(
s+
37
24
)(
s+
19
12
)
(
s+
13
8
)2(
s+
41
24
)(
s+
43
24
)(
s+
11
6
)(
s+
15
8
)2(
s+
23
12
)(
s+
47
24
)(
s+ 2
)
(
s+
49
24
)(
s+
25
12
)(
s+
13
6
)(
s+
29
12
)
,
and the multiplier ideals are
J (ac) =


C[x1, x2, x3] 0 ≤ c <
9
8
,
〈x1, x2, x3〉
9
8
≤ c < 11
8
,
〈x21, x2, x3〉
11
8
≤ c < 35
24
,
〈x21, x1x2, x
2
2, x3〉
35
24
≤ c < 19
12
,
〈x21, x1x2, x
2
2, x1x3, x2x3, x
2
3〉
19
12
≤ c < 13
8
,
〈x31, x1x2, x
2
2, x1x3, x2x3, x
2
3〉
13
8
≤ c < 41
24
,
〈x31, x
2
1x2, x
2
2, x1x3, x2x3, x
2
3〉
41
24
≤ c < 43
24
,
〈x31, x
2
1x2, x1x
2
2, x
3
2, x1x3, x2x3, x
2
3〉
43
24
≤ c < 11
6
,
〈x31, x
2
1x2, x1x
2
2, x
3
2, x
2
1x3, x2x3, x
2
3〉
11
6
≤ c < 15
8
,
〈x41, x
2
1x2, x1x
2
2, x
3
2, x
2
1x3, x2x3, x
2
3〉
15
8
≤ c < 23
12
,
〈x41, x
2
1x2, x1x
2
2, x
3
2, x
2
1x3, x1x2x3, x
2
2x3, x
2
3〉
23
12
≤ c < 47
24
,
〈x41, x
3
1x2, x1x
2
2, x
3
2, x
2
1x3, x1x2x3, x
2
2x3, x
2
3〉
47
24
≤ c < 2,
and J (ac) = aJ (ac−1) for c ≥ 2.
Example 5.9. Let a = 〈x21 − x2x3, x
2
2 − x1x3, x
2
3 − x1x2〉 = I2
(
x1 x2 x3
x3 x1 x2
)
⊂
C[x1, x2, x3]. Then
ba(s) =
(
s+
3
2
)(
s+ 2
)2
,
b(2)a (s) =
(
s+
3
2
)(
s+ 2
)2
(s+
5
2
)(
s+ 3
)2
,
ba,xi(s) =
(
s+ 2
)2(
s+
5
2
)
,
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and the multiplier ideals are
J(f c) =


C[x1, x2, x3] 0 ≤ c <
3
2
,
〈x1, x2, x3〉
3
2
≤ c < 2,
a 2 ≤ c < 5
2
,
〈x1, x2, x3〉a
5
2
≤ c < 3,
and J (ac) = aJ (ac−1) for c ≥ 3.
Example 5.10. Let a = 〈x31 − x2x3, x
2
2 − x1x3, x
2
3 − x
2
1x2〉 ⊂ C[x1, x2, x3] be the
defining ideal of the space monomial curve SpecC[T 3, T 4, T 5] ⊂ C3. Then
ba(s) =
(
s+
13
9
)(
s+
3
2
)(
s+
14
9
)(
s+
16
9
)(
s +
17
9
)(
s+ 2
)2(
s+
19
9
)(
s+
20
9
)
,
and
J (ac) =


C[x1, x2, x3] 0 ≤ c <
13
9
,
〈x1, x2, x3〉
13
9
≤ c < 16
9
,
〈x21, x2, x3〉
16
9
≤ c < 17
9
,
〈x21, x1x2, x
2
2, x3〉
17
9
≤ c < 2.
a 2 ≤ c < 22
9
.
We must compute the ideal Jf (2) in Theorem 4.4 to obtain multiplier ideals J (a
c)
for c ≥ 22
9
, and to determine whether 22
9
is a jumping coefficient or not. It is,
however, a really hard computation.
Example 5.11. Let f = x3z3 + y3z2 + y2 ∈ C[x, y, z] and a = 〈f〉. Then bf (s) =(
s+ 5
6
)2
(s+ 1)
(
s+ 7
6
)2(
s+ 3
2
)
, and ba,x(s) =
(
s+ 5
6
)
(s+ 1)
(
s+ 7
6
)2(
s+ 3
2
)(
s+ 11
6
)
.
The ideal Jf(1) = I(f ;1),2 has a primary decomposition ∩
8
i=1qi where
q1 = 〈f, s+ 1〉,
q2 = 〈x, y, 6s+ 5〉, q3 = 〈x
2, y, 6s+ 7〉,
q4 = 〈y, z, 6s+ 5〉, q5 = 〈y, z
2, 6s+ 7〉,
q6 = 〈x
3, y, z3, xz, (6s+ 5)z, (6s+ 5)x, (6s+ 5)2〉, q7 = 〈x
3, y, z3, 2s+ 3〉,
q8 = 〈x
3, y, z3, x2z2, (6s+ 7)z2, (6s+ 7)x2, (6s+ 7)2〉.
The ideal I(f ;x),2 has primary decomposition ∩
7
i=1q
′
i where
q
′
1 = 〈f, s+ 1〉,
q
′
2 = 〈x, y, 6s+ 7〉, q
′
3 = 〈x
3, y, 6s+ 11〉,
q
′
4 = 〈y, z, 6s+ 5〉, q
′
5 = 〈y, z
2, 6s+ 7〉,
q
′
6 = 〈x
3, y, z3, xz2, (6s+ 7)2, (6s+ 7)x, (6s+ 7)z2〉, q′7 = 〈x
2, y, z3, 2s+ 3〉.
Let p1 = 〈x, y〉 and p2 = 〈y, z〉 be prime ideals of C[x, y, z], and let m0 = 〈x, y, z〉 be
the maximal ideal at the origin. Then we obtain local generalized Bernstein-Sato
polynomials
baf(s) = s + 1, b
p1
f (s) = b
p2
f (s) =
(
s+
5
6
)
(s+ 1)
(
s+
7
6
)
, bm0f (s) = bf (s),
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bmf (s) =
(
s + 5
6
)
(s + 1)
(
s + 7
6
)
for m ∈ V (p1) ∪ V (p2)\{m0}, b
p
f (s) = s + 1 for
p ∈ V (a)\(V (p1) ∪ V (p2)), and b
p
f (s) = 1 for p 6∈ V (a), and b
a
a,x(s) = s+ 1,
bp1a,x(s) = (s+ 1)
(
s +
7
6
)(
s+
11
6
)
, bp2a,x(s) =
(
s+
5
6
)
(s+ 1)
(
s+
7
6
)
,
bm0a,x(s) = ba,x(s), b
m
a,x(s) = b
pi
a,x for m ∈ V (pi)\{m0}, b
p
a,x(s) = s + 1 for p ∈
V (a)\(V (p1) ∪ V (p2)), and b
p
a,x(s) = 1 for p 6∈ V (a).
Example 5.12. Let a be a ideal of C[x, y, z] with a system of generators f =
(x3 − y2z, x2 + y2 + z2 − 1). Then ba(s) =
(
s + 11
6
)
(s + 2)
(
s + 13
6
)
. The ideal
Jf (1) = I(f ;1),2 is
〈a, ba(s), (s+ 2)y, (s+ 2)(6s+ 13)x, (s+ 2)(z + 1)(z − 1)〉,
and its primary decomposition is q1 ∩ q2 ∩ q3 ∩ q4 ∩ q5 where
q1 = 〈a, s+ 2〉,
q2 = 〈x, y, z − 1, 6s+ 11〉, q3 = 〈x, y, z − 1, 6s+ 13〉,
q4 = 〈x, y, z + 1, 6s+ 11〉, q5 = 〈x, y, z + 1, 6s+ 13〉.
Thus
J (ac) =
{
C[x, y, z] 0 ≤ c < 11
6
,
〈x, y, z2 − 1〉 11
6
≤ c < 2.
Let m1 = 〈x, y, z − 1〉 and m2 = 〈x, y, z + 1〉 be maximal ideals of C[x, y, z]. Then
we obtain local generalized Bernstein-Sato polynomials
baa(s) = s+ 2, b
m1
a (s) = b
m2
a (s) =
(
s+
11
6
)
(s+ 2)
(
s +
13
6
)
,
bma (s) = s+ 2 for m ∈ V (a)\{m1,m2}, and b
p
a(s) = 1 for p 6∈ V (a).
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