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1.1 研究背景
脳活動情報は身体運動を介することなく得ることができるため，様々な分野で注目され
ている．脳コンピュータインターフェイス (Brain–Computer Interface: BCI) は脳活動を
使用してコンピュータなどを操作するシステムであり，筋萎縮性側索硬化症 (Amyotrophic
lateral Sclerosis: ALS)，脳卒中，脳または脊髄の損傷，脳性麻痺，筋ジストロフィー，多発
性硬化症など様々な要因によって身体運動の困難やコミュニケーションが行えなくなってし
まった患者に対する新しいコミュニケーション手段として注目されている [1]．
脳活動情報の計測手法には様々な種類が存在し，侵襲式と非侵襲式が存在する．侵襲
式には皮質内電位 (Single Unit Activity: SUA, Multi Unit Activity: MUA, Local Field
Potential: LFP) と硬膜下電位 (Electrocorticography: ECoG) が存在するが，皮質内電位
は針状の電極を皮質に刺す必要があり，感染症リスクや被検体への負担から通常人体に対し
て使用することはない．ECoGについては硬膜下にシート状の電極を置くことで，皮質を傷
つけることなく比較的安全なことから，難治性てんかんの治療などに使用されている．これ
らの手法は脳に近い位置から電気的情報を得るため，ノイズが小さく，空間分解能及び時間
応答性が比較的高いという長所が存在するが，両者ともに開頭手術の必要があるため患者の
負担や病院設備などの問題から簡単に測定を行うことはできない．非侵襲的手法では近赤外
分光法 (Near Infrared Spectroscopy: NIRS)，機能的核磁気共鳴画像 (functional Magnetic
Resonance Imaging: fMRI)，脳磁図 (Magnetoencephalography: MEG)，陽電子放出断層
撮影 (Positron Emission Tomography: PET)などが存在する．これらの手法は非侵襲のた
め比較的安全であるが，NIRSを除き多くの手法では，計測装置が大きく高価であり導入コス
トが大きい．また，NIRS，fMRIについては脳血流量を測定するため，反応から計測まで時
間がかかる欠点がある．
脳活動情報を得る手法にはこれらの手法の他に，脳波 (Electroencephalography: EEG)が
存在する．脳波の特徴として電極を頭皮上に設置するだけであり測定が可能なことから，前
述の手法と比べて容易に測定が可能である．また測定器が小型で安価であるため機器の導入
が容易である．脳波はその長所から広く活用がされており，医療や研究にとどまらず，コン
シューマでも使用されている．
脳波はニューロンの活動電位を頭皮上で観測したもので ±10µV 程度の小さな電位であ
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る．そのため脳波は大きなノイズとともに観測され，信号ノイズ比が低く，信号とノイズの
分離は一般に容易ではない．この欠点を克服するためこの分野では信号とノイズの分離は大
きな課題としてこれまで研究がされてきた．ノイズには生体由来のものと環境由来のものが
存在する [2]．生体由来のノイズは瞬きや筋電，脈拍に由来し，独立成分分析 (Independent
Component Analysis: ICA)によって低減することができる [3]．環境由来のノイズは電源や
コモンモードによるものであり，バンドパスフィルタや適切なインピーダンスを保つ Active
電極によって低減することができる．
脳波は自発電位と事象関連電位 (Event Related Potentials: ERP)からなる．ERPは、内
的または外的刺激によって引き起こされ，BCIでは視覚誘発電位 (Visual Evoked Potentials:
VEP)や聴覚誘発電位 (Auditory Evoked Potentials: AEP)が広く利用されている．刺激に
よって誘発された ERP 波形を観測するためには加算平均が用いられる．これはノイズのエ
ルゴード性を利用して，ノイズの電力を減少させる方法である．しかしながら BCIはコマン
ドをより速く入力する必要があり，1回または数回の試行から ERPを抽出する必要がある．
したがって所望の脳波の特徴を強調し，ノイズを減少させることで，単一または少数の試行
を用いて特徴を抽出する多くの方法が提案されている．例えば，xDAWNや ESSP (Sparse
Spatio-Spectral Patterns for Event-Related Potentials)は，ERPを強調するフィルタとし
て使用されている [4][5]．CSP (common spatial pattern)は µリズムなど自発電位を強調す
るフィルタとして使われる [6]．定常状態視覚誘発電位 (Steady State Visual Evoked Poten-
tials: SSVEP) を強調するフィルタとして正準相関分析 (Canonical Correlation Analysis:
CCA) が使われる [7]．他にも信号対雑音比 (Signal-to-Noise Ratio: SNR) を改善するため
に Laplacianフィルタ, 主成分分析 (Principal Component Analysis: PCA), 独立成分分析,
Wiener filter などが使用されている．
脳波を得るための電極には湿式と乾式の 2種類がある．湿式電極では電極と頭皮の間に導
電性ゲルを注入する．これによって電極と頭皮の接触インピーダンスを下げ，比較的高い信
号品質を得ることができる．しかしながら，ゲルを注入する際に接触インピーダンスの確認
などでセットアップに時間がかかる欠点がある．また，電極の使用後にはゲルを洗い流すた
めに頭皮の洗浄が必要である．他にもゲルが乾燥してしまうと接触インピーダンスが増加し
測定ができなくなってしまう問題もある．乾式電極では導電性ゲルは必要とせず，電極を直
接頭皮に接触させ，接触圧のみによって接続する．したがって被験者は電極を装着するだけ
でよく，セットアップは簡単であり時間もかからない．しかしながら，湿式電極と比較して
接触インピーダンスは高いため，比較的低い信号品質である．
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1.2 研究目的
1.1 節で述べたフィルタはこれまでの多くの研究では湿式電極を用いて議論されてきてお
り，乾式電極に注目したフィルタの議論は未だにほとんど存在しない．これは湿式電極の方
が乾式電極と比べよい信号品質であり，信号品質を主点にすると使いやすいからであると考
えられる．しかし脳波の測定に使用する湿式電極はジェルの注入や頭皮の洗浄が必要なため
被験者の負担が大きい．また，湿式電極にはジェルが乾いてしまうと測定できなくなるとい
う欠点があるため長時間の測定は出来ない．乾燥電極は着脱が容易であることから，湿式電
極の置き換えが期待される．
これらを踏まえ本論文では，乾式電極脳波信号の品質を改善する方法を提案する．本目的
を達成するために，乾式電極で得た脳波を湿式電極で得た信号と同等になるように復元する．
具体的には予め湿式電極と乾式電極を装着し，時間的に同一な脳波を取得する．次にここで
得た湿式電極 EEG を元にして乾式電極から湿式電極 EEG に近い脳波に復元するフィルタ
を設計する．復元フィルタの作成手法は，ディープニューラルネットワークと畳込みニュー
ラルネットワークを使用し，古典的なWiener Filterと比較検討を行った．この復元により，
湿式電極に近い信号品質で長時間の測定を可能にすることや，湿式ベースで議論されたフィ
ルタを乾式に適用することを期待する．
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第 2章 従来手法
2.1 脳波 (Electroencephalography)
脳波はニューロンの活動電位を頭皮上で観測したものであり，ニューロンの活動電位が畳
み込まれたものが観測される．脳波は頭皮表面で観測を行うことから，ニューロンの活動
電位が頭蓋を通るときに高周波成分が減衰してしまう．そのため脳波の測定できる範囲は
0.5-40Hzほどまでである．
2.1.1 計測
脳波は小さな電位であるため，外来ノイズの影響を大きく受ける．外来ノイズの影響を最
小限にするために，計測には作動増幅を用いる．作動増幅は測定点と基準点の差分をとって
増幅する．これにより信号路でのノイズの影響を小さくすることができる．脳波の測定での
電極配置は一般的に国際 10-20法または拡張国際 10-20法を使用する (図 2.1参照)．
図 2.1 拡張国際 10-20 法 [8] 引用
国際 10-20法では鼻根と後頭結節間の中心と耳朶間の中心との交点にを電極配置の中心に
設定し Czと呼ぶ．Czを中心としてそれぞれの直線の長さを 10%づつに分けて電極を設置
している．基準電極は一般的に耳たぶなど，脳波が観測されにくく，かつ計測部位に近い箇所
に設置する．多くの場合，実際に電極を配置する際には電極位置を実測して配置するのでは
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なく，汎用的なサイズのネットに予め電極を設置し，それをかぶることで電極の設置とする．
2.1.2 事象関連電位 (event related potential)
事象関連電位とは外因もしくは内因の刺激によって発生する脳波の一種である．事象関連
電位には様々な種類が存在し，代表的なものを以下に例示する．
• N100 · · · 外因刺激によって誘発される．刺激後およそ 100ms 後に負の電位が発生
する．
• P300 · · · 内因刺激によって誘発される．刺激後およそ 300ms 後に正の電位が発生
する．
• N400 · · · 言語における意味の逸脱に関連してみられる．
• P600 · · · 文章における統合的逸脱に関連してみられる．
• ErrP (Error Related Potentials) · · · エラー関連電位と呼ばれる．ミスを認知したり，
違和感を感じた際に発生する．
ERPは背景雑音に比べ非常に小さい信号であるため，その形状を観測するには多くの場合加
算平均が使用される．
2.1.3 加算平均
脳波には雑音が大きく含まれており，これを低減する手法として古くから加算平均が用い
られてきた．例えば ERP は刺激タイミングを基準として発生する信号であるが，ノイズは
平均ゼロのガウス分布に基づいてランダムに発生すると仮定する事ができる．そのため基準
を揃えた上で加算平均を行うことで，ノイズのエルゴード性から SNRを向上することができ
る．加算平均はノイズを減らすことができるが十分にノイズを減らすには多くの試行回数を
使用する必要があり，BCIのシステム応答速度を大きく下げてしまう問題がある．BCIの応
答速度は操作性に大きく関わることから，加算平均回数を減らすことで応答速度を上げる試
みが広く行われている．
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2.2 Wiener Filter
Wiener Filter は目標値と入力信号の二乗誤差を最小化するフィルタである．Wiener
Filter は線形手法であり，FIR (Finite Impulse Response) フィルタの一種とみなすことが
できる．
フィルタ入力を x[n], n = 0, . . . , N − 1 とすると，フィルタ出力は yˆ[n] は以下で与えら
れる．
yˆ[n] =
M−1∑
m=0
h[m]x[n−m], (n =M − 1,M, . . . , N − 1) (2.2-1)
ここで，h[m], m = 0, . . . ,M − 1はフィルタ係数である．yˆ[n]と目標信号 y[n]の平均二乗
誤差を最小化する．誤差を e[n] = y[n]− yˆ[n]とすると目的関数は以下のように表せる．
min
h[·]
ϵ = E{e2[n]}, (2.2-2)
ϵを最小化する h[·]をウィナーフィルタと呼ぶ．期待値を標本平均に置き換えると，フィルタ
係数は以下の式で求められる．
min
h
‖y −Xh‖2, (2.2-3)
ここで，
X =

x[M − 1] x[M − 2] · · · x[0]
x[M ] x[M − 1] ...
...
. . .
...
x[N − 1] · · · · · · x[N −M ]
 (2.2-4)
y =
[
y[M − 1] y[M ] · · · y[N − 1] ]T (2.2-5)
h =
[
h[0] h[1] · · · h[M − 1] ]T . (2.2-6)
である．l2 正則化を導入すると最適化問題の解は以下の式で与えられる．
h = (XTX + λI)−1XTy, (2.2-7)
ここで λは正則化係数であり，正の小さな値を設定する．
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2.3 ニューラルネットワーク (Neural Network)
ニューラルネットワークは非線形モデルの一つであり，近年画像解析や音声解析の分野で
注目を浴びている．ニューラルネットワークの起源としては，1940年代にニューロンを数学
的モデルとしたパーセプトロンが考案され [9]，これを使用した単純パーセプトロンが開発さ
れたことに始まる [10]．当時これは活発に研究がされたが，1969年，Minskiによって線形非
分離な問題が解くことができないことを指摘され [11]，一旦研究は下火になった．1980年代
後半に誤差逆伝播法 (back propagation)が開発された．これによりパーセプトロンを組み合
わせて層にしてもデータからパラメータの学習が行えるようになり，研究が再び活発化した．
しかし当時はコンピュータの性能が現代と比べて遥かに低く，パラメータの計算に膨大な時
間がかかってしまうことなどからこのブームは 1990 年代後半にはまた下火になった．また
この時点ではネットワークが 2層以上になると勾配消失などによって学習ができなくなって
しまう問題があった．この問題は制約ボルツマンマシンによるオートエンコーダを使用した
事前学習を行い，ネットワークの初期値を調整することで解決した [12]．それ以降も活性化
関数や最適化手法に改良が加えられ続け，近年はビッグデータや CPU の計算能力の向上，
GPGPUなどの計算リソースのクラスタリングに後押しされ，非常に広い分野において研究，
利用がされている．音声信号処理の分野では順伝播型ニューラルネットワークがデノイジン
グや特徴強調で使用されており，画像処理などの分野においては畳み込みニューラルネット
ワークがデノイジングやクラス分類などの分野で高い性能を示している．また近年では時系
列データについて特化したリカレントニューラルネットワークが音声の分析や，文章での単
語の予測などで用いられている．
2.3.1 単純パーセプトロン
単純パーセプトロンは複数の入力にそれぞれ重みをかけて加算し，その値が閾値を超える
と発火する．入力ベクトルを x = [x1, . . . , xM ]T，重みベクトルをw = [w1, . . . , wM ]とする
と出力 y は
y =
{
0 (wx ≤ θ)
1 (wx > θ)
(2.3-1)
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である．ここで，θ はしきい値である．ニューラルネットワークはニューロンを数学的モデ
ルとしたパーセプトロンを多数結合したものである．ニューラルネットワークで使用するユ
ニットはこのパーセプトロンを基本にしている．
2.3.2 順伝播型ニューラルネットワーク (Feedforward Neural Network)
順伝播型ニューラルネットワークはパーセプトロンを元としたユニットを層状に並べ，ユ
ニットが隣接層間でのみ結合した構造を持ち，入力された情報が出力へと一方向へと進む．
u z
x1
x2
xM
... z
図 2.2 ユニットの入出力
ユニットへの入力 uは
u = w1x1 + w2x2 + · · ·+ wMxM + b (2.3-2)
で与えられる．ここで b はバイアスである．ここで入力ベクトルを改め x =
[x0, x1, . . . , xM ]
T とし，重みベクトルを改め w = [w0, w1, . . . , wM ], x0 = 1 とする
と，b = w0 とすることができるためユニットへの入力 uは
u = wx (2.3-3)
とできる．ユニットの出力 z は，入力に活性化関数 f(·)を適用し，
z = f(u) (2.3-4)
と求まる．
L層を持つ多層のネットワークについて考える．入力から出力にかけて各層を l = 1, . . . , L
で表す．なお，l = 1を入力層，l = Lを出力層と呼び，それ以外の層を中間層と呼ぶ．各層
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ごとのユニット入出力を u(l) や z(l) と示す．l + 1層のユニット出力 z(l+1) はひとつ前であ
る l層のユニット出力から
u(l+1) =W (l+1)z(l) + b(l+1) (2.3-5)
z(l+1) = f(u(l+1)) (2.3-6)
で計算される．ここで，W (l+1) は w(l+1)ji を要素とした重み行列であり，w(l+1)ji は l 層のユ
ニットのインデックスを i = 0, . . . , I，l + 1層のユニットのインデックスを j = 0, . . . , J と
したときの l 層 i 番目のユニットから l + 1 層 j 番目へのユニットの重みである．b(l+1) は
b
(l+1)
j を要素としたバイアスベクトルである．ネットワークの最終的な出力を
y ≡ z(L) (2.3-7)
と表記する．
ニューラルネットワークでは，与えられた目標値 tn, n = 1, . . . , N とネットワーク出力 yn
の誤差が最小になるようにパラメータ w を最適化する．ここで，w はネットワークのパラ
メータW (l) と b(l) すべてを成分に持つベクトルである．誤差関数を二乗誤差とすると次の
ように表せる．
E(w) =
1
2
N∑
n=1
‖tn − y(xn;w)‖2 (2.3-8)
この誤差関数を最小にする wを求めるには様々な手法が存在するが，最も基本的なものとし
て勾配降下法 (gradient descent method)が用いられる．ここで勾配は，
∇E ≡
[
∂E
∂w1
, . . . ,
∂E
∂wM
]T
(2.3-9)
と定義される．ここでM は w の成分数である．勾配降下法では次式で更新を繰り返して重
みを求める．
w(t+1) = w(t) − α∇E (2.3-10)
ここで αは学習率である．
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x1
x2
xM
...
x3 ...
... ...
l = 1 l = 2 l = L
y1
yn
W(1) 
図 2.3 フィードフォワードネットワークの構造
2.3.3 畳み込みニューラルネットワーク (Convolutional Neural Network)
畳み込みニューラルネットワークは画像処理のために開発されたニューラルネットワーク
であり，画像や動画など二次元データについて頻繁に使用されている．順伝播型ニューラル
ネットワークでは，隣接する層のユニットが全結合しているのが特徴であったが，畳み込み
ニューラルネットワークでは隣接する層の特定のユニットが結合する畳み込み層を持つ．こ
れは生物の脳の視覚野をモデルとしたものであり，入力情報のズレなどに堅牢性をもたせる
ことを目的とする．畳み込み層は画像解析分野でのフィルタリングによる特徴抽出に相当す
る処理を行う．畳み込みニューラルネットワークではこの畳み込み層とプーリング層がある．
入力のサイズを W ×W ×K とし，l 層の畳み込み層での処理を考える．(l − 1) 層から
K チャンネルの入力 z(l−1)ijk , (k = 0, . . . ,K − 1)についてM 種類のフィルタ hpqkm, (M =
0, . . . ,M − 1)を適用する．
uijm =
K−1∑
k=0
H−1∑
p=0
H−1∑
q=0
zi+p,j+q,khpqkm + bijm (2.3-11)
出力はここで得た uijm に活性化関数を適用し，
zijm = f(uijm) (2.3-12)
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となる．ここでの結合の重みは hpqkm が相当する．この重みは出力層の同一チャンネルの全
ユニットにおいて共用であり，重み共有と呼ばれる．畳み込み層によって入力画像から特定
の輪郭の抽出を行ったりすることができる．
プーリング層は通常畳み込み層の後段に挿入され，ダウンサンプリングに相当する処理を
行う．これにより，入力された画像のズレなどについて汎化性能をもたせることを期待して
いる．要素 (i, j)を中心としたH ×H の領域に含まれる要素の集合を Pij とする．最大プー
リングでは，特定の入力を中心とした集合 Pij から最大のものを取り出し，次の層へ伝える．
uijk = max
(p,q)∈Pij
zpqk (2.3-13)
また，平均プーリングでは，Pij の平均を求め次の層へ伝える．
uijk =
1
H2
∑
(p,q)∈Pij
(zpqk) (2.3-14)
2.3.4 活性化関数
活性化関数には様々な種類が存在し，用途によって使い分ける必要がある．以下に代表的
なものを挙げる．
• 線形活性
線形活性は恒等写像であり入力からなんの変化もせず出力し，回帰問題の出力層に使
用される．ニューラルネットワークが非線形モデルであるのは活性化関数が非線形で
あるからであり，線形活性は出力層以外で用いられることはない．
f(u) = u (2.3-15)
• ロジスティクシグモイド関数 (logistic sigmoid function)
ロジスティクスシグモイド関数は値域が (0, 1)であり，中間層での活性に古くから使
用されており，二値分類問題での出力層に使用される．
f(u) =
1
1 + e−u
(2.3-16)
• 双曲線正接関数
双曲線正接関数値域が (−1, 1) であること以外，ロジスティクシグモイド関数とほぼ
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同様であり用途も同様である．ロジスティクシグモイド関数や双曲線正接関数のよう
に入力の絶対値が大きくなるに従って出力が連続に変化し次第に一定値になる関数を
一般にシグモイド関数 (sigmoid function)と呼ぶ．
f(u) = tanh(u) =
eu − e−u
eu + e−u
(2.3-17)
• 正規化線形関数 (rectified linear function)
正規化線形関数は ReLU(Rectified Linear Unit)関数とも呼ばれる．ReLU関数は微
分の形が単純なため計算量が小さく，学習がより早く進む．sigmoid 関数に比べ勾
配消失が起こりにくく，より良い結果が得られやすい特徴があることから近年 Deep
Neural Networkの中間層での活性によく使われる
f(u) = max(u, 0) (2.3-18)
• ソフトマックス関数 (softmax function)
ソフトマックス関数は多クラス分類の出力層で使用される．出力層の k 番目のユニッ
トの出力 yk は次式で表される．
yk =
exp(uk)∑K
j=1 exp(uj)
(2.3-19)
ここで，出力の総和は∑k yk = 1であることに注意する．ここで K クラス分類問題
を考えると，ソフトマックス関数を使用した出力層のユニット出力 yk は入力 xがク
ラス Ck に属する確率と解釈することができる．
P (Ck|x) = yk = z(L)k (2.3-20)
2.3.5 過学習 (overfitting)
ネットワークの学習において，訓練データについては誤差が小さくなっていても，テスト
データについて正しい推定が行えなくなってしまっている状態のことを過学習と呼ぶ．これ
はネットワークのパラメータ数が過剰であったり，訓練データが十分にない場合に見られる．
過学習が起きると，ネットワークの訓練時，訓練誤差については学習毎に一般的に単調減少
するが，テストデータに対する誤差が増加してしまう．理想的には訓練誤差，テスト誤差が
ともに最小になるモデルを選択するべきであり，過学習をどのようにして防ぐかはニューラ
ルネットワークの学習において重要な課題である．以下に代表的な方策を挙げる．
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• 早期終了 (early stopping)
早期終了はネットワークの訓練時に検証用のデータセットで誤差を監視し，検証用
データでの誤差が上昇を始めた段階でネットワークの訓練を終了する手法である．
• ネットワークの縮小
ネットワークの自由度が解く問題に対して過剰に大きい場合，ネットワークは訓練
データに過剰に適合してしまいテスト誤差を大きくしてしまう．この場合ネットワー
クのユニットや層の数を減らし，自由度の数を適切に設定する必要がある．
• データ拡張
訓練データが非常に少ない場合，ネットワークが十分に訓練できず，少ない事例にし
か対応できない．最も理想的なのはデータを拡充することであるが，それが難しい場
合，すでにあるデータについて何らかの加工を施し量を水増しすることをデータ拡張
(data augmentation)と呼ぶ．画像を例に取ると，画像を平行移動や回転，虚像反転，
変形，ランダムノイズの付加などが古くから行われてきた．
• 正則化 (regularization)
ネットワークの自由度はハイパーパラメータであり，これの適切な設定は難しい．ネッ
トワークの自由度を下げる方法の一つとしてユニットの数を変更する以外に，重みの
自由度を成約する方法がある．単純な方法として誤差関数に重みの二乗ノルムを加算
し，これを最小化する方法がある．
Et(w) ≡ 1
Nt
∑
n∈Dt
En(w) +
λ
2
‖w‖2 (2.3-21)
λ は正則化の強さを制御するパラメータで，通常 λ = 0.00001 ∼ 0.01 程度の値を選
ぶ．これにより勾配法での更新式は
w(t+1) = w(t) − α
(
1
Nt
∑
∇En + λw(t)
)
(2.3-22)
となる．この方法の正則化は重み減衰 (weight decay)と呼ばれ，通常ネットワークの
重みのみに適用し，バイアスには適用しない．
• ドロップアウト (dropout)
ドロップアウトは学習中に入力層または中間層のユニットをランダムに消去する手法
である．学習時には入力層と中間層のユニットを予め設定した確率 pで選び，それ以
外のユニットを消去した上で最適化を行う．このユニットの消去はパラメータの更新
毎に行われる．学習したネットワークを使用して推論する際は，すべてのユニットを
15
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使用して順伝搬を行うが，消去されたユニットの存在する層については出力を p倍に
する．これは学習時と比べ推論時のユニット数が 1/pであることを補償している．
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3.1 Wiener Filter
線形手法としてWiener Filterを考える．Wiener Filterは 2つの信号間の平均二乗誤差を
最小にするフィルタである．ここでは入力を乾式電極 EEGとして，湿式電極 EEGとの誤差
が最小になるフィルタを設計する．図 3.1 はWiener Filter の概念図である．ここで，x[n]
x[n] h[･] ŷ[n]
y[n]
- e[n]
図 3.1 Wiener Filter の設計
は乾式電極 EEG，y[n]は湿式電極 EEG，h[·]がWiener Filter，yˆ[n]はフィルタによって復
元した EEG，e[n]が誤差である．
3.1.1 Temporal Wiener Filter
Temporal Wiener Filterでは乾式電極一つを使用して湿式電極一つに対しての誤差を最小
化するフィルタを設計する．このフィルタでは一つの乾式電極で取得した一定の時間長の信
号 x[·]について重み付き平均を取ることで，対応した一つの湿式電極で得た信号 y[·]に近い
信号 yˆ[·]へと復元を行う．このようなフィルタを時間フィルタと呼ぶ．フィルタ係数を h[m],
m = 0, . . . ,M − 1とすると yˆ[·]は以下の式で与えられる．
yˆ[n] =
M−1∑
m=0
h[m]x[n−m], (n =M − 1,M, . . . , N − 1) (3.1-1)
l2 正則化を導入するとフィルタ係数 hについて最適化問題の解は以下の式で与えられる．
h = (XTX + λI)−1XTy, (3.1-2)
ここで λ = 0.001と設定した．X を乾式電極，Y を湿式電極としてフィルタを求めた．
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3.1.2 Spatio-temporal Wiener Filter
Spatio-temporal Wiener Filterでは乾式電極を複数使用して湿式電極一つに対しての誤差
を最小化するフィルタを設計する．Temporal Wiener Filterでは一つの乾式電極について一
定の時間長で重み付き平均を取ったが，Spatio-temporal Wiener Filter では複数の電極に
またがって一定の時間長で重み付き平均を取る．このようなフィルタを，時空間フィルタと
呼ぶ．
Wiener Filterを時空間フィルタとして扱う場合，入力X を式 (2.2-4)から，フィルタ係数
hを式 (2.2-6)を使用して以下のように表せる．
X =
[
XT1 X
T
2 · · · XTSdry
]T
(3.1-3)
h =
[
hT1 h
T
2 · · · hTSdry
]T
, (3.1-4)
ここで，Sdry はフィルタ作成に使用する乾式電極の総数である．X,hを式 (3.1-3)(3.1-4)で
与えることで，式 (3.1-2)によって時空間フィルタを作成することができる．
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3.2 ニューラルネットワーク (Neural Network)
ニューラルネットワークはクラス分類問題や，回帰問題に使用され，音声信号処理の分野
ではデノイジングに使用される研究が多く存在する．ニューラルネットワークはその汎化性
能から周波数に依存しない非定常ノイズやホワイトノイズの除去において高い性能を示して
いる．
3.2.1 ディープニューラルネットワーク (Deep Neural Network)
本手法では，乾式電極を入力，湿式電極を出力としてディープニューラルネットワークを線
形回帰で学習した．図 3.2は今回使用したディープニューラルネットワークのモデルである．
x0
x1
xn­1
...
x2 ...
yn­1
Unit Num : N Unit Num : M 
図 3.2 設計したディープニューラルネットワーク
入力層と中間層の活性化関数には ReLU関数 (2.3-18)を用いた．最適化には Adamを用い
た．学習率などのパラメータは提案論文に従った [13]．活性化関数に ReLU関数を使用する
ユニットの重みについての初期化には He の一様分布を用いた．He の一様分布は ±
√
2
unit
の範囲の一様分布で与えられる．ここで unitは前段のユニットの数である．出力層の線形活
性を使用するユニットの重みについての初期化は ±0.05の範囲の一様分布を使用した．過学
習を避けるために学習データの 20%を検証に使用し，検証データの誤差が上昇を始めたとこ
ろで学習を停止した．
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3.2.2 畳み込みニューラルネットワーク (Convolutional Neural Network)
ディープニューラルネットワークでは入力と出力が乾式電極と湿式電極一つづつの一対一
の関係であったが，複数の乾式電極から一つの湿式電極に近似することを考える．畳み込み
ニューラルネットワークは画像処理に応用されることが多いが，ここでは複数チャンネルの
信号を入力に使用する．つまり画像を畳み込みニューラルネットワークに入力する際，入力
データは (pixel×pixel)であるが，ここでは (signal×channel)となる．
畳み込みニューラルネットワークでは変更可能なパラメータとして入力長と中間層の他に，
畳み込み層の数などがある．ここではディープニューラルネットワーク同様入力長と中間層
の探索に加え，畳み込み層が 1層のものと 2層のものを設計し探索を行った．畳み込み層の
フィルタサイズは入力電極が協調することを狙い (3×乾式電極数)とし，ストライドは 1と
した．プーリング層の入力はチャンネル方向では畳み込み層ですべて畳み込まれているので
1となる．そのためここではプールサイズを (1× 3)とし，ストライドは 3とした．図 3.3と
図 3.4は今回設計した畳み込みニューラルネットワークのモデルである． 畳み込みニューラ
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図 3.3 畳み込み層 1 層の畳み込みニューラルネットワーク
ルネットワークでもディープニューラルネットワークと同様に，活性化関数には ReLU関数
(2.3-18)を用いた．最適化手法と重みの初期化はディープニューラルネットワークと同様に
設定した．過学習を避けるために学習データの 20%を検証に使用し，検証データの誤差が上
昇を始めたところで学習を停止した．
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図 3.4 畳み込み層 2 層の畳み込みニューラルネットワーク
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第 4章 実験と結果
4.1 実験方法
被験者は 22-23 歳の男性 3 名である．実験タスクとしてオドボールタスクを行った．図
4.1は実験タスクの概要図である．オドボールタスクでは，1kHzと 2kHzの音を 4:1の比率
図 4.1 実験課題概要
で流し，2kHzの音がなったとき声に出さずカウントさせた．提示時間は 0.2秒であり，刺激
間隔は 0.8-1.3秒でランダムに決定した．合計 250回の刺激を 1 sectionとし，1 sectionは
約 7分間である．4 section繰り返し，各 sectionの間 3分間の休憩を挟んだ．
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4.2 脳波記録
時間的に同一な脳波を得るために，被験者には乾式電極と湿式電極を同時に取り付けた．
図 4.2 は取り付け位置の模式図である．取り付け位置は国際 10-20 法に従い，乾式電極を
Wet Electrode
Dry Electrode
Front
CP1
C1
P1
CPz
Cz
Pz
A1 A2
FPz
FP1
図 4.2 電極配置図
Cz,CPz,Pz に配置し，湿式電極を C1,CP1,P1 に配置した．Fp1 を乾式電極の GND とし，
FPzを湿式電極の GNDとした．また両耳たぶをそれぞれの Reference電極とした．湿式電
極とアンプには g.tec 社の g.GAMMA を使用し，乾式電極とアンプには同じく g.tec 社の
g.SAHARAを使用した．
湿式電極と乾式電極は異なるタイプの電極であるが，両者ともに良質な信号を得るために
はそれぞれ適切な接触圧で電極を頭皮に接触させる必要がある．しかしながら通常，異なる
タイプの電極を同時に付けることは想定されていない．本実験で使用した電極は，図 4.3の
ように乾式と湿式で形状が大きく異なるため，この状態で湿式電極と乾式電極を同時に使用
をすると湿式電極が頭皮に接触せず完全に浮いてしまう．この問題を解決するため，湿式電
極の高さを調整するスペーサを 3DCADにて作成した．設計したスペーサの概観を図 4.4に
示す．三面図は A.1章に示す． 湿式電極は導電性ゲルを注入するため多少頭皮から浮いてし
まっても問題ないが，乾式電極は接触圧のみで接触インピーダンスを下げるため確実に頭皮
と接触をする必要がある．そのためスペーサーの高さは乾式電極が少し高くなるように設定
した．湿式電極とスペーサーの固定は簡易に行えるようにするためスナップフィットを採用
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図 4.3 乾式電極 (左) と湿式電極 (右)．乾式電極はスナップの位置で固定されるが，湿式
電極は底面の溝の位置で固定されるため，取り付け位置が大きく異なる．
図 4.4 3DCAD にて設計したスペーサー
した．図 4.6にスペーサーを装着した湿式電極と乾式電極を示す．
得られた脳波に 0.5-100Hzの bandpassフィルタを適用し，16bit, 512Hzで記録した．解
析では目視で大きなアーティファクトが無いことを確認し，45-55Hzの bandstopフィルタ
と 1-45Hzの bandpassフィルタを適用後，平均 0分散 1に標準化した．
解析には主に Intel® Distribution for Python* 3.6.3 を使用し，パッケージに numpy
1.15.0, scipy 1.1.0, Keras 2.2.0, tensorflow 1.6.0, tensorflow-gpu 1.6.0を使用した．
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図 4.5 3D プリンタにより作成されたスペーサー
図 4.6 乾式電極 (左) とスペーサーを取り付けた湿式電極 (右)．スペーサーを取り付けた
ことにより，湿式電極の固定位置は上部の括れの位置になり，乾式電極と同じ高さで固定
をすることができる．
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4.3 Temporal Wiener Filter
乾式電極 EEGから湿式電極 EEGへの復元性能を式 (4.3-1)で評価した．
E =
‖Xˆ − Y ‖2F
‖X − Y ‖2F
(4.3-1)
ここでX は乾式電極 EEG，Y は湿式電極 EEG，Xˆ は復元された EEGである．
湿式電極 CPzを乾式電極 CP1から復元するフィルタを作成した．ここで変更可能なパラ
メータとして，入力長を比較した．フィルタの作成は各被験者ごとに行い，3sectionをフィ
ルタの作成に使用し，残りを評価に使用した．これを被験者ごとにすべての組み合わせで行
い，4分割交差検定とした．表 4.1は各被験者，sectionでの平均値を示している．各被験者，
section ごとの結果は表 B.1 に示す．これよりWiener Filter での最適な入力長は 512 (1s)
表 4.1 Wiener Filter 復元誤差
Input Size 32 64 128 256 512
Mean 0.9062 0.9031 0.9020 0.9009 0.8984
Std 0.0137 0.0129 0.0124 0.0125 0.0134
であった．表 4.1 から，入力長が長くなるほど復元信号と湿式電極 EEG との誤差が小さく
なっていることがわかる．
図 4.7は被験者 1で作成したフィルタの振幅特性である．振幅応答について見ると，電源
周波数の 50Hzについて増幅していることがわかる．これは乾式電極では測定器のフィルタ
によって 50Hzはほぼ乗らなかったのに対して，湿式電極では 50Hzも観測されていたためと
考えられる．また，電源周波数の高調波とみられる 100,150,200Hzについては逆に減衰した．
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図 4.7 Wiener Filter 振幅応答 (入力長 512)
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4.4 Spatio-temporal Wiener Filter
湿式電極 CP1を乾式電極 (Cz,CPz,Pz)から復元するフィルタを作成した．4.3節と同様に
式 (4.3-1)で湿式電極 EEGとの二乗誤差を計算し評価した．フィルタの作成と評価は前節と
同様に各被験者ごとに行い，3 sectionをフィルタの作成に使用し，残りを評価に使用した．
これを被験者ごとにすべての組み合わせで行い，4分割交差検定とした．表 4.2は各被験者，
section での平均値を示している．各被験者，section ごとの結果は表 B.2 に示す．ここで，
表 4.2 Spatio-temporal Wiener Filter 復元誤差
Input Size 1 32 64 128 256 512
Mean 0.8590 0.8192 0.8151 0.8133 0.8121 0.8101
Std 0.0575 0.0448 0.0427 0.0421 0.0415 0.0410
入力長が 1の時はチャンネル方向のみの重み付けをする Spatio Wiener Filterである．これ
よりWiener Filterでの最適な入力長は 512 (1s)であった．こちらも 4.3節と同様にフィル
タ長が長くなるほど復元信号と湿式電極 EEGの誤差が小さくなっていることがわかる．ま
た，全体を通して 4.3節よりも誤差が小さいことがわかる．
図 4.8は被験者 1で作成したフィルタの振幅特性である．振幅特性についても 4.3節と似
た結果が得られた．
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図 4.8 Spatio-Temporal Wiener Filter 振幅応答 (入力長 512)
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4.5 ディープニューラルネットワーク
湿式電極 CP1の信号を乾式電極 CPzから復元するよう学習した．ここで変更可能なパラ
メータとして，入力層のユニット数 N と中間層のユニット数M がある．これらのパラメー
タを検討するために，グリッドサーチによる探索を行った．変更可能なパラメータとしてユ
ニット数の他に層の数もあるが，これはユニットの数を増やすことで近似できるため今回は
中間層を 1 層としてユニット数を変化させ比較した．4.3 節と同様に式 (4.3-1)で評価した．
フィルタの作成と評価は前節と同様に各被験者ごとに行い，3 section をフィルタの作成に
使用し，残りを評価に使用した．これを被験者ごとにすべての組み合わせで行い，4 分割交
差検定とした．表 4.3に各被験者，sectionでの平均値を示す．各被験者，section，入力長，
中間層ユニット数ごとの結果は B.3節に示す．表 4.3の各行は入力のユニット数を示し，各
列は入力ユニット数に対する中間層のユニット数の割合である．表 4.3より最適な入力長は
表 4.3 DNN での入力層と中間層のユニット数と復元誤差
入力層 \中間層 25% 50% 100% 200% 400%
32, Mean 0.8981 0.8934 0.8946 0.8939 0.8941
32, Std 0.0168 0.0204 0.0210 0.0235 0.0239
64, Mean 0.8891 0.8873 0.8889 0.8930 0.8947
64, Std 0.0224 0.0269 0.0274 0.0273 0.0264
128, Mean 0.8880 0.8937 0.9003 0.9118 0.9206
128, Std 0.0292 0.0294 0.0275 0.0233 0.0195
256, Mean 0.9122 0.9226 0.9334 0.9618 0.9673
256, Std 0.0207 0.0191 0.0225 0.0254 0.0343
512, Mean 0.9500 0.9622 0.9688 0.9796 0.9951
512, Std 0.0217 0.0236 0.0214 0.0300 0.0263
64 (125ms) であり，中間層のユニット数は 32 であることがわかる．図 4.9 に結果をまと
める．前節までの結果と比較すると，Temporal Wiener Filterよりは誤差が小さいものの，
Spatio-temporal Wiener Filterよりも誤差が大きいことがわかる．
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図 4.9 DNN での入力層と中間層のユニット数と復元誤差の比較
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4.6 畳み込みニューラルネットワーク
湿式電極 CP1 を乾式電極 (Cz,CPz,Pz) から復元するよう学習した．4.3 節と同様に式
(4.3-1)で評価した．フィルタの作成と評価は前節と同様に各被験者ごとに行い，3 sectionを
フィルタの作成に使用し，残りを評価に使用した．これを被験者ごとにすべての組み合わせ
で行い，4分割交差検定とした．表 4.4に畳み込み層 1層，フィルタ数 32のときの各被験者，
sectionでの平均値を示す．表 4.4の各行は入力のユニット数を示し，各列は入力ユニット数
に対する中間層のユニット数の割合である．各被験者，section，入力長，中間層ユニット数
ごとの結果は B.4.1節に示す．図 4.10に結果をまとめる．
表 4.4 畳み込み層 1 層，フィルタ数 32 のユニット数と復元誤差
入力層 \中間層 25% 50% 100% 200% 400%
32, Mean 0.8891 0.8873 0.8889 0.8930 0.8947
32, Std 0.0224 0.0269 0.0274 0.0273 0.0264
64, Mean 0.8349 0.8391 0.8419 0.8446 0.8494
64, Std 0.0470 0.0475 0.0449 0.0419 0.0415
128, Mean 0.8200 0.8218 0.8221 0.8269 0.8291
128, Std 0.0462 0.0461 0.0470 0.0494 0.0464
256, Mean 0.8719 0.8903 0.9019 0.8929 0.8856
256, Std 0.0505 0.0537 0.0777 0.0479 0.0360
512, Mean 0.8362 0.8376 0.8359 0.8336 0.8380
512, Std 0.0463 0.0567 0.0525 0.0439 0.0540
表 4.5 に畳み込み層 2 層，フィルタ数 32 のときの各被験者，section での平均値を示す．
各被験者，section，入力長，中間層ユニット数ごとの結果は B.4.3節に示す．図 4.11に結果
をまとめる．
表 4.6 に畳み込み層 1 層，フィルタ数 16 のときの各被験者，section での平均値を示す．
各被験者，section，入力長，中間層ユニット数ごとの結果は B.4.2節に示す．図 4.12に結果
をまとめる．
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図 4.10 畳み込み層 1 層，フィルタ数 32 での入力層と中間層のユニット数と復元誤差の比較
表 4.5 畳み込み層 2 層，フィルタ数 32 のユニット数と復元誤差
25 50 100 200 400
32, Mean 0.9760 0.9744 0.9753 0.9792 0.9844
32, Std 0.0501 0.0485 0.0477 0.0493 0.0488
64, Mean 0.8402 0.8434 0.8441 0.8501 0.8542
64, Std 0.0496 0.0483 0.0485 0.0450 0.0433
128, Mean 0.8739 0.8798 0.8881 0.9008 0.9088
128, Std 0.0502 0.0430 0.0429 0.0395 0.0380
256, Mean 0.9802 1.0064 1.0243 1.0556 1.0945
256, Std 0.0476 0.0504 0.0644 0.0729 0.0832
512, Mean 0.8447 0.8467 0.8509 0.8581 0.8625
512, Std 0.0517 0.0512 0.0513 0.0538 0.0501
これらの結果より，畳み込みニューラルネットワークでは畳み込み層は 1層，フィルタ数
16で，入力長は 32 (62.5ms)，中間層のユニット数は 8が適していることがわかった．誤差の
値について見ると，フィードフォワードネットワークよりも誤差が小さく，Spatio-temporal
Wiener Filterと近い値であることがわかる．
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図 4.11 畳み込み層 2 層，フィルタ数 32 での入力層と中間層のユニット数と復元誤差の比較
表 4.6 畳み込み層 1 層，フィルタ数 16 のユニット数と復元誤差
25 50 100 200 400
32, Mean 0.8140 0.8181 0.8169 0.8190 0.8204
32, Std 0.0480 0.0485 0.0471 0.0471 0.0467
64, Mean 0.8345 0.8381 0.8432 0.8456 0.8520
64, Std 0.0498 0.0479 0.0454 0.0427 0.0419
128, Mean 0.8206 0.8218 0.8285 0.8279 0.8329
128, Std 0.0467 0.0474 0.0487 0.0455 0.0476
256, Mean 0.8733 0.8809 0.9177 0.9409 0.9256
256, Std 0.0518 0.0491 0.0629 0.0766 0.0751
512, Mean 0.8396 0.8408 0.8390 0.8393 0.8432
512, Std 0.0487 0.0533 0.0476 0.0462 0.0456
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図 4.12 畳み込み層 1 層，フィルタ数 16 での入力層と中間層のユニット数と復元誤差の比較
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4.7 Event Related Potentials
これまで作成した 4つの復元フィルタが ERPにどのような影響を及ぼすのか調べた．図
4.13は被験者 1で 40回の加算平均を行った ERP波形である．これよりフィルタによる復元
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図 4.13 フィルタによる復元後の P300 波形
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を行っても ERP 波形が崩れることは無いことが確認できた．また，それぞれのフィルタに
より湿式電極 EEGでの ERP波形に近づけていることがわかった．
湿式電極で取得した ERP 波形について 40 回の加算平均を行ったものを正しい ERP 波
形としたとき，それぞれの ERP が何回の加算平均を行うことで近づくか検討を行った．図
4.14は湿式電極での 40回の加算平均 ERPと，各手法での各回数の加算平均波形との相関係
数である．表 4.7は相関係数が 0.8を超えた時点での各手法の加算平均回数を示す．数字が
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図 4.14 湿式電極 ERP40 回平均を基準とした相関係数
小さいほど，より少ない回数の加算平均回数で湿式電極で取得した ERP に近づけたことを
示す．これより，ERP波形の復元には畳み込みニューラルネットワークが最も適しているこ
とがわかった．またここから線形モデルより非線形モデルが適しており，単一チャンネルの
フィルタより複数チャンネル使用した空間フィルタが有効であることがわかった．
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表 4.7 相関係数 0.8 を超えたときの加算回数
復元手法 加算平均回数
wet electrode 7.58
CNN 9.88
Spatio-temporal Wiener Filter 10.62
dry electrode 11.57
DNN 11.77
Temporal Wiener Filter 11.99
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4.8 事前学習を用いたERPの識別
畳み込みニューラルネットワークによる信号復元を事前学習として利用し，P300の識別性
能を向上させる検証を行った．P300を識別するために 0.5s (入力長:256)の信号を入力する．
ERPの分類では入力が P300 を含むターゲット刺激の場合教師信号は 1，P300 を含まない
非ターゲット刺激の場合教師信号を 0として出力層のユニットをロジスティックシグモイド
関数を用いて学習を行った．事前学習では入力を乾式電極 EEGとし，出力を入力と同じ長
さの湿式電極 EEGとして線形回帰で学習を行うことで，ネットワークの重みを初期化する．
事前学習を行うときのネットワークの構造を図 4.15に示す．これを事前学習せずに Heの一
x0 
x1 
x2 
. 
. 
. 
xn­1 
Convolution Layer
Max Pooling Layer
Flatten
Fully Connected Layer
y0 
y1 
y2 
. 
. 
. 
yn­1 
図 4.15 事前学習
様分布で初期化したものから学習したものと比較を行った．出力の sigmoid関数に対する重
みについては Xavierの一様分布で初期化をした．Xavierの一様分布の範囲は ±
√
1
unit で与
える．ここで unitは前段のユニットの数である．また事前学習の際の出力層の重みの初期化
は ±0.05の範囲の一様分布で初期化をした．ネットワークの構造は畳み込みニューラルネッ
トワークでのものを使用した．P300の識別に使用したネットワークの構造を図 4.16に示す．
学習に使用したデータは，3 sectionに含まれるターゲット刺激 150回と非ターゲット刺激
150 回分の合計 300 データであり，テストに使用したデータは残りの 1 section に含まれる
ターゲット刺激 50回と非ターゲット刺激 50回の合計 100データであった．過学習を避ける
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図 4.16 P300 識別器
ために学習データの 20%を検証に使用し，検証データの誤差が上昇を始めたところで学習を
停止した．
事前学習を行った場合と行わなかった場合の比較を表 4.8に示す．この結果より，事前学習
表 4.8 P300 テストデータ識別率
事前学習あり 事前学習なし
sub.1 sub.2 sub.3 sub.1 sub.2 sub.3
sess.1 0.67 0.64 0.75 0.75 0.69 0.63
sess.2 0.70 0.79 0.67 0.66 0.82 0.71
sess.3 0.80 0.72 0.72 0.71 0.65 0.67
sess.4 0.68 0.74 0.66 0.68 0.80 0.62
Mean 0.71±0.05 0.70±0.06
を行ったほうが僅差であるが良い性能となっていることがわかった．識別率について事前学
習を行った場合と行ってない場合で対応ありの片側 t検定を行ったところ，テストデータに
対する識別率については有意差がなく (p = 0.19)，教師データに対する識別率は事前学習を
行ったことで有意に上昇した (p = 0.01)．図 4.17と図 4.18に代表的な被験者での学習曲線
を示す．ここで，青い線は教師データに対する誤差，オレンジの線は評価データに対する誤差
である．これらの誤差の増加から，事前学習を行ったほうが学習時に過学習しにくいことが
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図 4.17 事前学習をしなかった学習曲線
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図 4.18 事前学習後の学習曲線
わかった．表 4.9はテストデータ識別時の誤差の値である．誤差について事前学習を行った
表 4.9 P300 テストデータに対する二乗誤差
事前学習あり 事前学習なし
sub.1 sub.2 sub.3 sub.1 sub.2 sub.3
sess.1 0.6189 0.7268 0.5700 0.7446 0.6629 0.7282
sess.2 0.5748 0.4636 0.6472 1.1195 0.4613 0.7989
sess.3 0.5086 0.5749 0.5530 0.5357 0.8008 0.7246
sess.4 0.6493 0.6799 0.6881 0.5889 0.4976 0.8724
Mean 0.6046±0.0743 0.7113±0.1747
場合と行ってない場合で対応ありの片側 t検定を行ったところ，テストデータに対して誤差は
有意に減少し (p = 0.04)，教師データについても誤差が有意に減少した (p = 7× 10−5)．誤
差の値からも，事前学習を行ったほうがよりよい性能の識別器ができていることがわかった．
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4.9 まとめ
図 4.19はそれぞれの復元手法について結果をまとめたものである．ただしニューラルネッ
トワークについてはそれぞれの入力長で最もよい性能であったモデルでの結果を示している．
まずWiener Filterについて見ると，時空間フィルタが最も良い性能であり，次いで空間フィ
0.70
0.75
0.80
0.85
0.90
0.95
1.00
temporal spatio spatio-temporal DNN CNN
誤
差
復元⼿法と⼊⼒⻑
1 32 (62.5ms) 64 (125ms) 128 (250ms) 256 (0.5s) 512 (1s)
図 4.19 各復元手法と入力長による比較
ルタ，最後に時間フィルタであった．ここで Spatio Wiener Filterとは，入力に対してチャ
ンネル方向のみの重み付き平均を取ったものであり，Spatio-temporal Wiener Filterで入力
長が 1なものである．次に Neural Networkについて見ると，こちらも空間拡張された CNN
がもっとも良い性能であることがわかる．また，Wiener Filterとニューラルネットワークを
比較すると，同等の性能か，ニューラルネットワークが良い性能であることがわかる．
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5.1 考察
線形モデルと，非線形モデルの両方で空間拡張が乾式電極 EEGの復元において良い性能
を示した．これは乾式電極での主なノイズソースは，電極が頭皮上で物理的にずれることに
よる突発的なノイズであるからであると考えられる．複数チャンネルを使用した空間フィル
タでは，どれか一つの電極がずれたことによって SNRが下がってしまっても，他の電極で補
完することができるため，復元が容易であったと考えられる．
復元信号と湿式電極 EEGの誤差では，線形モデルであるWiener Filterと非線形モデルで
あるニューラルネットワークでほぼ同等の性能を示した．これについて，ニューラルネット
ワークでのパラメータサーチの結果を見ると，総パラメータ数が少ないほうが良い結果を示
していることがわかる．このことから，ニューラルネットワークを使用した信号復元を行う
には学習データが足りないことが示唆される．これは事前学習を用いた P300の識別の結果
でも見られ，ディープニューラルネットワークを使用するために脳波データを十分量集める
ことが重要であるとわかる．
また畳み込みニューラルネットワークを使用した信号復元は，Spatio-temporal Wiener
Filterとほぼ同等の性能を示し，ERPの復元能力では良い性能を示した．さらに信号復元で
は線形モデルに比べ短い入力長で十分に復元が可能であることがわかる．このことから畳み
込みニューラルネットワークは乾式電極 EEGの信号復元に有用であることが示唆された．
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5.2 結論
本論文では乾式電極に着目したフィルタが存在しないことを指摘し，乾式電極脳波の信号
品質を改善することを目的とした．本目的を達成するために乾式電極と湿式電極を使用して
同時に脳波を取得し，乾式電極脳波から湿式電極脳波を復元するフィルタを設計した．フィ
ルタの設計手法にはディープニューラルネットワークと畳み込みニューラルネットワークを
使用し，古典的なWiener Filterと比較した．実験の結果，複数の乾式電極から復元をする時
空間フィルタが有効であることが示され，非線形モデルであるニューラルネットワークは線
形モデルであるWiener Filterより同等か良い性能であった．ERPの復元について見ると，
畳み込みニューラルネットワークが最も良い性能であり，次いで Spatio-temporal Wiener
Filterが良い性能であった．本復元手法の有用性を確認するため，畳み込みニューラルネッ
トワークによる復元を事前学習として使用し，ERPの分類問題に適用したところ，誤差が有
意に低下したことから，事前学習を用いない場合と比較してより良いモデルが構築できてい
ることが確認できた．ニューラルネットワークのモデルについて検討したところ，小さいモ
デルが適していたことから，教示に使用したデータが不足している可能性が示唆された．
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5.3 今後の展望
本研究の実験では，実験機器の都合であまり多くの電極を使用することができなかった．
脳波を取得するには電極位置は重要であり，また復元のための電極配置についても同様に重
要である．そのため今後は電極を増やしてさらなる検証をする必要がある．本実験において
脳波電極は医療，研究グレードのものを使用した．乾式電極についてコンシューマ向けの簡
易なものを使用しても同様に復元が可能であるか検証する必要がある．
本結果よりディープニューラルネットワークを使用するには多くの脳波データが必要であ
ることが示唆された．脳波の取得には被験者の集中力の関係からも一時間程度が限界であり，
同条件のデータを大量に得るのは難しい．そこで今後は，異なる日時にとった脳波で適用で
きるか，異なる人で適用できるかといったことを調べる必要がある．これが可能なら脳波
データを増やすことができ，更に大規模なデータでネットワークを学習し，検証することが
できる．
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付録B 結果
B.1 Temporal Wiener Filter
表 B.1 Temporal Wiener Filter での各被験者，セクションの結果
Input Size 32 64 128 256 512
sub.1 sess.1 0.9011 0.8978 0.8971 0.8972 0.8970
sub.1 sess.2 0.9111 0.9070 0.9062 0.9058 0.9061
sub.1 sess.3 0.9162 0.9118 0.9108 0.9112 0.9115
sub.1 sess.4 0.9111 0.9081 0.9072 0.9075 0.9080
sub.2 sess.1 0.9075 0.9075 0.9066 0.9067 0.9046
sub.2 sess.2 0.8989 0.8985 0.8986 0.8994 0.8938
sub.2 sess.3 0.9207 0.9200 0.9182 0.9173 0.9120
sub.2 sess.4 0.8982 0.8982 0.8972 0.8970 0.8953
sub.3 sess.1 0.9042 0.8982 0.8964 0.8915 0.8887
sub.3 sess.2 0.8824 0.8819 0.8818 0.8796 0.8738
sub.3 sess.3 0.9350 0.9266 0.9233 0.9193 0.9156
sub.3 sess.4 0.8879 0.8812 0.8802 0.8786 0.8746
Mean 0.9062 0.9031 0.9020 0.9009 0.8984
Std 0.0137 0.0129 0.0124 0.0125 0.0134
付録 B 結果
B.2 Spatio-temporal Wiener Filter
表 B.2 Spatio-temporal Wiener Filter での各被験者，セクションの結果
Input Size 32 64 128 256 512
sub.1 sess.1 0.7754 0.7724 0.7711 0.7712 0.7696
sub.1 sess.2 0.7692 0.7660 0.7636 0.7624 0.7603
sub.1 sess.3 0.7726 0.7685 0.7670 0.7658 0.7644
sub.1 sess.4 0.7690 0.7666 0.7646 0.7641 0.7637
sub.2 sess.1 0.8074 0.8067 0.8062 0.8071 0.8052
sub.2 sess.2 0.8311 0.8306 0.8306 0.8304 0.8286
sub.2 sess.3 0.8420 0.8414 0.8404 0.8399 0.8389
sub.2 sess.4 0.7872 0.7861 0.7857 0.7852 0.7842
sub.3 sess.1 0.8941 0.8846 0.8809 0.8780 0.8769
sub.3 sess.2 0.8614 0.8576 0.8569 0.8556 0.8513
sub.3 sess.3 0.8946 0.8830 0.8780 0.8753 0.8716
sub.3 sess.4 0.8264 0.8173 0.8142 0.8107 0.8070
Mean 0.8192 0.8151 0.8133 0.8121 0.8101
Std 0.0448 0.0427 0.0421 0.0415 0.0410
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B.3 Deep Neural Network
表 B.3 DNN での各被験者，セクションの結果 (入力長 32)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8705 0.8687 0.8757 0.8627 0.8771
sub.1 sess.2 0.9029 0.8837 0.9059 0.8972 0.8882
sub.1 sess.3 0.8913 0.8814 0.8714 0.8733 0.8671
sub.1 sess.4 0.8848 0.8793 0.8728 0.8683 0.8690
sub.2 sess.1 0.9103 0.9172 0.9164 0.9316 0.9350
sub.2 sess.2 0.9015 0.8988 0.9012 0.9005 0.9009
sub.2 sess.3 0.9205 0.9212 0.9230 0.9227 0.9231
sub.2 sess.4 0.9033 0.9009 0.8998 0.9011 0.9032
sub.3 sess.1 0.8998 0.8971 0.8978 0.8991 0.8974
sub.3 sess.2 0.8729 0.8568 0.8557 0.8570 0.8546
sub.3 sess.3 0.9292 0.9269 0.9246 0.9225 0.9248
sub.3 sess.4 0.8897 0.8885 0.8908 0.8908 0.8893
Mean 0.8981 0.8934 0.8946 0.8939 0.8941
Std 0.0168 0.0204 0.0210 0.0235 0.0239
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表 B.4 DNN での各被験者，セクションの結果 (入力長 64)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8586 0.8536 0.8544 0.8613 0.8579
sub.1 sess.2 0.8792 0.8861 0.8733 0.8804 0.8906
sub.1 sess.3 0.8747 0.8510 0.8576 0.8600 0.8632
sub.1 sess.4 0.8646 0.8587 0.8559 0.8666 0.8640
sub.2 sess.1 0.9128 0.9161 0.9166 0.9339 0.9224
sub.2 sess.2 0.9005 0.9043 0.9060 0.9051 0.9083
sub.2 sess.3 0.9217 0.9235 0.9281 0.9292 0.9298
sub.2 sess.4 0.9038 0.9045 0.9069 0.9083 0.9117
sub.3 sess.1 0.8940 0.8938 0.8969 0.8986 0.9010
sub.3 sess.2 0.8541 0.8477 0.8543 0.8526 0.8585
sub.3 sess.3 0.9202 0.9201 0.9252 0.9239 0.9301
sub.3 sess.4 0.8853 0.8881 0.8914 0.8964 0.8987
Mean 0.8891 0.8873 0.8889 0.8930 0.8947
Std 0.0224 0.0269 0.0274 0.0273 0.0264
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表 B.5 DNN での各被験者，セクションの結果 (入力長 128)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8616 0.8523 0.8640 0.8837 0.9006
sub.1 sess.2 0.8575 0.8692 0.8810 0.8867 0.9137
sub.1 sess.3 0.8457 0.8599 0.8684 0.8835 0.9154
sub.1 sess.4 0.8542 0.8581 0.8683 0.8974 0.9044
sub.2 sess.1 0.9193 0.9254 0.9342 0.9371 0.9431
sub.2 sess.2 0.9082 0.9150 0.9118 0.9207 0.9227
sub.2 sess.3 0.9284 0.9337 0.9403 0.9450 0.9523
sub.2 sess.4 0.9063 0.9107 0.9145 0.9154 0.9210
sub.3 sess.1 0.8961 0.9052 0.9092 0.9206 0.9236
sub.3 sess.2 0.8563 0.8661 0.8687 0.8879 0.8807
sub.3 sess.3 0.9214 0.9304 0.9329 0.9518 0.9470
sub.3 sess.4 0.9008 0.8990 0.9107 0.9114 0.9233
Mean 0.8880 0.8937 0.9003 0.9118 0.9206
Std 0.0292 0.0294 0.0275 0.0233 0.0195
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表 B.6 DNN での各被験者，セクションの結果 (入力長 256)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8890 0.9036 0.9289 0.9463 0.9628
sub.1 sess.2 0.8968 0.8912 0.9057 0.9480 0.9290
sub.1 sess.3 0.8958 0.9146 0.9281 0.9400 0.9525
sub.1 sess.4 0.8907 0.9240 0.9181 0.9638 0.9761
sub.2 sess.1 0.9304 0.9278 0.9436 0.9824 0.9759
sub.2 sess.2 0.9167 0.9218 0.9413 0.9727 0.9830
sub.2 sess.3 0.9520 0.9560 0.9630 0.9855 0.9973
sub.2 sess.4 0.9182 0.9289 0.9266 0.9259 0.9267
sub.3 sess.1 0.9100 0.9295 0.9314 0.9418 0.9467
sub.3 sess.2 0.8865 0.8954 0.8929 0.9355 0.9162
sub.3 sess.3 0.9438 0.9537 0.9805 1.0145 1.0025
sub.3 sess.4 0.9164 0.9249 0.9412 0.9852 1.0395
Mean 0.9122 0.9226 0.9334 0.9618 0.9673
Std 0.0207 0.0191 0.0225 0.0254 0.0343
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表 B.7 DNN での各被験者，セクションの結果 (入力長 512)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.9373 0.9484 0.9614 0.9479 0.9786
sub.1 sess.2 0.9194 0.9299 0.9489 0.9443 0.9727
sub.1 sess.3 0.9464 0.9686 0.9585 0.9856 0.9790
sub.1 sess.4 0.9452 0.9663 0.9724 0.9928 1.0058
sub.2 sess.1 0.9658 0.9759 0.9864 0.9913 1.0123
sub.2 sess.2 0.9387 0.9521 0.9669 0.9570 0.9891
sub.2 sess.3 0.9713 0.9784 0.9912 1.0263 1.0201
sub.2 sess.4 0.9348 0.9439 0.9545 0.9647 0.9683
sub.3 sess.1 0.9546 0.9541 0.9766 0.9890 0.9851
sub.3 sess.2 0.9228 0.9272 0.9210 0.9309 0.9579
sub.3 sess.3 1.0003 1.0121 1.0056 1.0307 1.0184
sub.3 sess.4 0.9633 0.9896 0.9823 0.9945 1.0539
Mean 0.9500 0.9622 0.9688 0.9796 0.9951
Std 0.0217 0.0236 0.0214 0.0300 0.0263
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B.4 Convolutional Neural Network
B.4.1 畳み込み層 1層，フィルタ数 32
表 B.8 畳み込み層 1 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 32)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8586 0.8536 0.8544 0.8613 0.8579
sub.1 sess.2 0.8792 0.8861 0.8733 0.8804 0.8906
sub.1 sess.3 0.8747 0.8510 0.8576 0.8600 0.8632
sub.1 sess.4 0.8646 0.8587 0.8559 0.8666 0.8640
sub.2 sess.1 0.9128 0.9161 0.9166 0.9339 0.9224
sub.2 sess.2 0.9005 0.9043 0.9060 0.9051 0.9083
sub.2 sess.3 0.9217 0.9235 0.9281 0.9292 0.9298
sub.2 sess.4 0.9038 0.9045 0.9069 0.9083 0.9117
sub.3 sess.1 0.8940 0.8938 0.8969 0.8986 0.9010
sub.3 sess.2 0.8541 0.8477 0.8543 0.8526 0.8585
sub.3 sess.3 0.9202 0.9201 0.9252 0.9239 0.930
sub.3 sess.4 0.8853 0.8881 0.8914 0.8964 0.8987
Mean 0.8891 0.8873 0.8889 0.8930 0.8947
Std 0.0224 0.0269 0.0274 0.0273 0.0264
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表 B.9 畳み込み層 1 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 64)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7833 0.7880 0.7937 0.7949 0.8009
sub.1 sess.2 0.7765 0.7804 0.7908 0.7983 0.8048
sub.1 sess.3 0.7830 0.7871 0.7973 0.8069 0.8097
sub.1 sess.4 0.7825 0.7865 0.7949 0.8085 0.8124
sub.2 sess.1 0.8441 0.8492 0.8495 0.8535 0.8556
sub.2 sess.2 0.8573 0.8640 0.8575 0.8556 0.8600
sub.2 sess.3 0.8671 0.8752 0.8727 0.8726 0.8765
sub.2 sess.4 0.7995 0.8016 0.8027 0.8018 0.8096
sub.3 sess.1 0.9027 0.9007 0.9049 0.9080 0.9116
sub.3 sess.2 0.8515 0.8562 0.8509 0.8541 0.8560
sub.3 sess.3 0.9183 0.9273 0.9313 0.9267 0.9321
sub.3 sess.4 0.8534 0.8533 0.8569 0.8543 0.8633
Mean 0.8349 0.8391 0.8419 0.8446 0.8494
Std 0.0470 0.0475 0.0449 0.0419 0.0415
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表 B.10 畳み込み層 1 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 128)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7687 0.7700 0.7727 0.7735 0.7809
sub.1 sess.2 0.7621 0.7684 0.7667 0.7702 0.7751
sub.1 sess.3 0.7660 0.7696 0.7696 0.7764 0.7740
sub.1 sess.4 0.7706 0.7698 0.7708 0.7728 0.7756
sub.2 sess.1 0.8158 0.8220 0.8162 0.8186 0.8272
sub.2 sess.2 0.8418 0.8428 0.8426 0.8465 0.8712
sub.2 sess.3 0.8586 0.8559 0.8581 0.8733 0.8648
sub.2 sess.4 0.7910 0.7872 0.7859 0.7871 0.7918
sub.3 sess.1 0.8923 0.8887 0.8916 0.8966 0.8921
sub.3 sess.2 0.8462 0.8436 0.8501 0.8606 0.8533
sub.3 sess.3 0.8930 0.9016 0.9038 0.9133 0.9040
sub.3 sess.4 0.8336 0.8421 0.8374 0.8343 0.8395
Mean 0.8200 0.8218 0.8221 0.8269 0.8291
Std 0.0462 0.0461 0.0470 0.0494 0.0464
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表 B.11 畳み込み層 1 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 256)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7687 0.7700 0.7727 0.7735 0.7809
sub.1 sess.2 0.7621 0.7684 0.7667 0.7702 0.7751
sub.1 sess.3 0.7660 0.7696 0.7696 0.7764 0.7740
sub.1 sess.4 0.7706 0.7698 0.7708 0.7728 0.7756
sub.2 sess.1 0.8158 0.8220 0.8162 0.8186 0.8272
sub.2 sess.2 0.8418 0.8428 0.8426 0.8465 0.8712
sub.2 sess.3 0.8586 0.8559 0.8581 0.8733 0.8648
sub.2 sess.4 0.7910 0.7872 0.7859 0.7871 0.7918
sub.3 sess.1 0.8923 0.8887 0.8916 0.8966 0.8921
sub.3 sess.2 0.8462 0.8436 0.8501 0.8606 0.8533
sub.3 sess.3 0.8930 0.9016 0.9038 0.9133 0.9040
sub.3 sess.4 0.8336 0.8421 0.8374 0.8343 0.8395
Mean 0.8200 0.8218 0.8221 0.8269 0.8291
Std 0.0505 0.0537 0.0777 0.0479 0.0360
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表 B.12 畳み込み層 1 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 512)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7822 0.7765 0.7873 0.7809 0.7788
sub.1 sess.2 0.7666 0.7745 0.7723 0.7700 0.7782
sub.1 sess.3 0.7794 0.7896 0.7770 0.7917 0.7769
sub.1 sess.4 0.8033 0.7735 0.7799 0.7904 0.7796
sub.2 sess.1 0.8877 0.8266 0.8195 0.8433 0.8395
sub.2 sess.2 0.8587 0.8430 0.9086 0.8486 0.8417
sub.2 sess.3 0.8597 0.9164 0.8788 0.8709 0.9067
sub.2 sess.4 0.7938 0.7986 0.7934 0.8016 0.8065
sub.3 sess.1 0.8941 0.9165 0.8945 0.8989 0.9156
sub.3 sess.2 0.8582 0.8447 0.8498 0.8537 0.8478
sub.3 sess.3 0.9006 0.9375 0.9198 0.9046 0.9310
sub.3 sess.4 0.8508 0.8540 0.8500 0.8485 0.8537
Mean 0.8362 0.8376 0.8359 0.8336 0.8380
Std 0.0463 0.0567 0.0525 0.0439 0.0540
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B.4.2 畳み込み層 1層，フィルタ数 16
表 B.13 畳み込み層 1 層，フィルタ数 16 の CNN での各被験者，セクションの結果 (入力長 32)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7627 0.7650 0.7665 0.7708 0.7705
sub.1 sess.2 0.7584 0.7599 0.7606 0.7627 0.7656
sub.1 sess.3 0.7604 0.7649 0.7662 0.7680 0.7680
sub.1 sess.4 0.7570 0.7592 0.7617 0.7627 0.7628
sub.2 sess.1 0.8069 0.8170 0.8137 0.8121 0.8139
sub.2 sess.2 0.8383 0.8510 0.8351 0.8408 0.8383
sub.2 sess.3 0.8460 0.8516 0.8513 0.8542 0.8540
sub.2 sess.4 0.7791 0.7786 0.7784 0.7797 0.7885
sub.3 sess.1 0.8777 0.8790 0.8761 0.8777 0.8795
sub.3 sess.2 0.8511 0.8534 0.8546 0.8531 0.8615
sub.3 sess.3 0.8983 0.8988 0.8999 0.9013 0.9009
sub.3 sess.4 0.8321 0.8383 0.8387 0.8443 0.8416
Mean 0.8140 0.8181 0.8169 0.8190 0.8204
Std 0.0480 0.0485 0.0471 0.0471 0.0467
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表 B.14 畳み込み層 1 層，フィルタ数 16 の CNN での各被験者，セクションの結果 (入力長 64)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7825 0.7873 0.7926 0.7988 0.8148
sub.1 sess.2 0.7764 0.7816 0.7889 0.7961 0.8030
sub.1 sess.3 0.7796 0.7872 0.7957 0.8046 0.8209
sub.1 sess.4 0.7773 0.7826 0.7915 0.8035 0.8103
sub.2 sess.1 0.8454 0.8470 0.8578 0.8542 0.8614
sub.2 sess.2 0.8625 0.8522 0.8569 0.8599 0.8570
sub.2 sess.3 0.8672 0.8750 0.8753 0.8787 0.8828
sub.2 sess.4 0.7938 0.8030 0.8081 0.8049 0.8093
sub.3 sess.1 0.9128 0.9088 0.8995 0.8995 0.9088
sub.3 sess.2 0.8457 0.8491 0.8583 0.8561 0.8537
sub.3 sess.3 0.9194 0.9258 0.9325 0.9324 0.9435
sub.3 sess.4 0.8514 0.8574 0.8608 0.8584 0.8584
Mean 0.8345 0.8381 0.8432 0.8456 0.8520
Std 0.0498 0.0479 0.0454 0.0427 0.0419
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表 B.15 畳み込み層 1 層，フィルタ数 16 の CNN での各被験者，セクションの結果 (入力長 128)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7696 0.7718 0.7746 0.7729 0.7858
sub.1 sess.2 0.7639 0.7631 0.7714 0.7748 0.7726
sub.1 sess.3 0.7684 0.7694 0.7720 0.7782 0.7883
sub.1 sess.4 0.7668 0.7664 0.7739 0.7764 0.7747
sub.2 sess.1 0.8194 0.8199 0.8249 0.8233 0.8304
sub.2 sess.2 0.8519 0.8447 0.8506 0.8580 0.8536
sub.2 sess.3 0.8557 0.8637 0.8684 0.8655 0.8720
sub.2 sess.4 0.7839 0.7849 0.7903 0.7955 0.7937
sub.3 sess.1 0.8870 0.8890 0.8987 0.8862 0.8983
sub.3 sess.2 0.8505 0.8522 0.8543 0.8511 0.8449
sub.3 sess.3 0.8963 0.8981 0.9078 0.9071 0.9174
sub.3 sess.4 0.8334 0.8385 0.8557 0.8458 0.8626
Mean 0.8206 0.8218 0.8285 0.8279 0.8329
Std 0.0467 0.0474 0.0487 0.0455 0.0476
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表 B.16 畳み込み層 1 層，フィルタ数 16 の CNN での各被験者，セクションの結果 (入力長 256)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8158 0.8335 0.8545 0.8452 0.8468
sub.1 sess.2 0.8109 0.8496 0.8694 0.8816 0.8639
sub.1 sess.3 0.8323 0.8374 0.8591 0.8706 0.8400
sub.1 sess.4 0.8226 0.8344 0.8795 0.9293 0.9474
sub.2 sess.1 0.9035 0.8710 0.9533 0.9188 0.9001
sub.2 sess.2 0.8851 0.8729 0.8718 1.0094 0.9561
sub.2 sess.3 0.8906 0.9329 0.9148 1.0868 0.9903
sub.2 sess.4 0.8281 0.8691 0.8562 0.8462 0.8372
sub.3 sess.1 0.9821 0.9175 1.0285 0.9238 0.9588
sub.3 sess.2 0.8802 0.8565 0.9072 0.9362 0.9323
sub.3 sess.3 0.9466 1.0100 1.0108 1.0660 1.1131
sub.3 sess.4 0.8817 0.8853 1.0070 0.9763 0.9217
Mean 0.8733 0.8809 0.9177 0.9409 0.9256
Std 0.0518 0.0491 0.0629 0.0766 0.0751
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表 B.17 畳み込み層 1 層，フィルタ数 16 の CNN での各被験者，セクションの結果 (入力長 512)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7896 0.7788 0.7891 0.7891 0.7962
sub.1 sess.2 0.7775 0.7826 0.7831 0.7899 0.7820
sub.1 sess.3 0.7837 0.7887 0.7851 0.7866 0.7973
sub.1 sess.4 0.7822 0.7790 0.7917 0.7912 0.7979
sub.2 sess.1 0.8317 0.8521 0.8312 0.8310 0.8432
sub.2 sess.2 0.8588 0.8475 0.8501 0.8490 0.8604
sub.2 sess.3 0.8727 0.8751 0.8735 0.8725 0.8847
sub.2 sess.4 0.8316 0.8000 0.8015 0.8025 0.8018
sub.3 sess.1 0.9004 0.9117 0.9109 0.8990 0.9024
sub.3 sess.2 0.8515 0.8595 0.8529 0.8607 0.8516
sub.3 sess.3 0.9394 0.9463 0.9218 0.9272 0.9227
sub.3 sess.4 0.8560 0.8685 0.8776 0.8732 0.8784
Mean 0.8396 0.8408 0.8390 0.8393 0.8432
Std 0.0487 0.0533 0.0476 0.0462 0.0456
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B.4.3 畳み込み層 2層，フィルタ数 32
表 B.18 畳み込み層 2 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 32)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.9643 0.9630 0.9670 0.9637 0.9704
sub.1 sess.2 0.9788 0.9741 0.9774 0.9752 0.9798
sub.1 sess.3 1.0098 1.0106 1.0097 1.0129 1.0119
sub.1 sess.4 1.0286 1.0211 1.0216 1.0283 1.0288
sub.2 sess.1 0.9783 0.9855 0.9890 0.9892 1.0003
sub.2 sess.2 0.9195 0.9216 0.9249 0.9398 0.9496
sub.2 sess.3 0.9660 0.9618 0.9634 0.9660 0.9699
sub.2 sess.4 0.8959 0.8944 0.8968 0.8985 0.9020
sub.3 sess.1 0.9935 0.9965 0.9970 1.0070 1.0199
sub.3 sess.2 0.9103 0.9059 0.9068 0.9032 0.9048
sub.3 sess.3 1.0842 1.0735 1.0737 1.0814 1.0820
sub.3 sess.4 0.9826 0.9849 0.9762 0.9851 0.9928
Mean 0.9760 0.9744 0.9753 0.9792 0.9844
Std 0.0501 0.0485 0.0477 0.0493 0.0488
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表 B.19 畳み込み層 2 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 64)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7878 0.7885 0.7906 0.7949 0.8012
sub.1 sess.2 0.7827 0.7854 0.7882 0.7990 0.8112
sub.1 sess.3 0.7933 0.7917 0.7919 0.8068 0.8107
sub.1 sess.4 0.7871 0.7937 0.7943 0.8049 0.8153
sub.2 sess.1 0.8552 0.8630 0.8619 0.8634 0.8729
sub.2 sess.2 0.8512 0.8533 0.8524 0.8666 0.8605
sub.2 sess.3 0.8723 0.8768 0.8727 0.8746 0.8790
sub.2 sess.4 0.7986 0.8076 0.8117 0.8118 0.8149
sub.3 sess.1 0.9211 0.9160 0.9172 0.9046 0.9211
sub.3 sess.2 0.8459 0.8469 0.8461 0.8606 0.8546
sub.3 sess.3 0.9324 0.9321 0.9391 0.9431 0.9391
sub.3 sess.4 0.8549 0.8654 0.8628 0.8714 0.8699
Mean 0.8402 0.8434 0.8441 0.8501 0.8542
Std 0.0496 0.0483 0.0485 0.0450 0.0433
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表 B.20 畳み込み層 2 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 128)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8205 0.8381 0.8414 0.8573 0.8697
sub.1 sess.2 0.8125 0.8260 0.8336 0.8632 0.8775
sub.1 sess.3 0.8290 0.8493 0.8641 0.8658 0.8986
sub.1 sess.4 0.8367 0.8396 0.8648 0.8944 0.9125
sub.2 sess.1 0.9017 0.8989 0.9179 0.9153 0.9232
sub.2 sess.2 0.8700 0.8815 0.8885 0.8892 0.9034
sub.2 sess.3 0.8943 0.9077 0.9130 0.9252 0.9238
sub.2 sess.4 0.8392 0.8407 0.8399 0.8505 0.8515
sub.3 sess.1 0.9665 0.9397 0.9536 0.9622 0.9594
sub.3 sess.2 0.8564 0.8659 0.8696 0.8836 0.8734
sub.3 sess.3 0.9659 0.9700 0.9729 0.9790 0.9923
sub.3 sess.4 0.8944 0.8999 0.8978 0.9234 0.9201
Mean 0.8739 0.8798 0.8881 0.9008 0.9088
Std 0.0502 0.0430 0.0429 0.0395 0.0380
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表 B.21 畳み込み層 2 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 256)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.9263 0.9763 0.9890 1.0814 1.0009
sub.1 sess.2 0.9473 0.9773 1.0193 1.0141 1.0786
sub.1 sess.3 1.0061 1.0573 1.0792 1.1316 1.0951
sub.1 sess.4 0.9930 1.0489 1.0985 1.1114 1.1863
sub.2 sess.1 1.0158 1.0433 1.0731 1.0859 1.0892
sub.2 sess.2 0.9497 0.9913 0.9935 0.9847 1.1193
sub.2 sess.3 0.9829 1.0336 1.0271 1.1519 1.1993
sub.2 sess.4 0.9357 0.9216 0.9294 0.9408 0.9817
sub.3 sess.1 1.0082 1.0356 1.0433 1.0460 1.1185
sub.3 sess.2 0.9039 0.9059 0.8955 0.9297 0.9722
sub.3 sess.3 1.0836 1.0676 1.1271 1.1453 1.2472
sub.3 sess.4 1.0097 1.0180 1.0166 1.0449 1.0459
Mean 0.9802 1.0064 1.0243 1.0556 1.0945
Std 0.0505 0.0537 0.0777 0.0479 0.0360
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表 B.22 畳み込み層 2 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 512)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7817 0.7871 0.7944 0.7948 0.8120
sub.1 sess.2 0.7817 0.7862 0.7959 0.8075 0.8075
sub.1 sess.3 0.7998 0.7917 0.7934 0.8028 0.8089
sub.1 sess.4 0.7953 0.7865 0.7934 0.7920 0.7983
sub.2 sess.1 0.8459 0.8426 0.8817 0.8801 0.9112
sub.2 sess.2 0.8545 0.8667 0.8658 0.8653 0.8527
sub.2 sess.3 0.8852 0.8799 0.8941 0.8942 0.9145
sub.2 sess.4 0.7981 0.8288 0.8056 0.8097 0.8300
sub.3 sess.1 0.9146 0.9104 0.9104 0.9376 0.9255
sub.3 sess.2 0.8516 0.8567 0.8518 0.8698 0.8664
sub.3 sess.3 0.9379 0.9508 0.9485 0.9532 0.9474
sub.3 sess.4 0.8905 0.8731 0.8754 0.8900 0.8750
Mean 0.8447 0.8467 0.8509 0.8581 0.8625
Std 0.0517 0.0512 0.0513 0.0538 0.0501
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