The radiometer or energy detector is useful in detecting target signals about which little is known. A practical radiometer is described and analyzed for the AWGN and Rayleigh channels with and without diversity combining. The practical implications of bandwidth, the number of samples processed, and imperfect noise-power estimation are examined. The radiometer has been criticized because of its alleged sensitivity to imperfect noise-power estimates. Conditions under which the noise-power estimation error is small are discussed. It is shown that the effects of this error on the probability of detection of the target signal can be kept small.
I. INTRODUCTION
A radiometer or energy detector is a device that uses energy measurements to determine the presence of unknown signals
The radiometer is notable for its extreme simplicity and its meagre requirement of virtually no information about a target signal other than its rough spectral location. The radiometer has applications as a sensing method in cognitive radio systems [5] , a detector in ultra-wideband systems [6] , and a detector of spread-spectrum signals [7] . This paper considers the detection of realistic deterministic signals of finite duration and energy. The effects on the radiometer of hypothetical stochastic signals of infinite duration are analyzed in [8] , and hence the results and implications are somewhat different and less reliable. Theoretically superior devices require much more information about the target signals than does the radiometer (cf. [7] for spread-spectrum signals) and have other practical limitations. Improved performance by a detector with a generalized power law is theoretically possible only if the false-alarm probability, the detection probability, or the average signal-to-noise ratio is known and the signal approximates a Gaussian process [9] . Algorithms that do not need any target-signal, channel, or noise-power information have been proposed [10] , [11] , [12] . However, these algorithms have greatly increased computational complexity compared with the radiometer, and they provide an improved performance primarily when the noise-estimation errors of the radiometer are substantial. As discussed subsequently, appropriate methods will keep these errors and their impact small.
Section II presents a performance analysis of a practical radiometer in the presence of additive white Gaussian noise and Rayleigh fading. Practical issues concerning the accurate estimation of the noise power in a radiometer are discussed in Section III. Other implementation issues are addressed in Section IV. 
II. PERFORMANCE ANALYSIS OF PRACTICAL RADIOMETER
An ideal radiometer has the form shown in Figure 1 . The input signal . 0 is filtered, squared, and integrated to produce an output that is compared to a threshold. The receiver decides that the target signal has been detected if and only if the threshold is exceeded. Since accurate analog integrators are difficult to implement and very power consuming, a much more practical radiometer uses bandpass sampling and has the form shown in Figure 2 . A practical radiometer with baseband sampling is shown in Figure 3 . The mathematical analyses of all three forms of the radiometer lead to the same performance equations, but the analyses of the two practical radiometers entail significantly fewer approximations and, hence, provide more reliable results. Only the ideal radiometer has been previously analyzed in the literature
The analysis of the radiometer of Figure 2 , which is the most frequently implemented radiometer, is provided subsequently.
The bandpass filter in Figure 2 is assumed to approximate an ideal rectangular filter that passes the target signal s 0 with negligible distortion while eliminating interference and limiting the noise. If the target signal has an unknown arrival time, the observation interval during which samples are taken is a sliding window with the oldest sample discarded as soon as a new sample is taken. The filter has center frequency ' , bandwidth " , and produces the output
where -0 is bandlimited white Gaussian noise with a twosided power spectral density equal to . A bandlimited deterministic signal can be represented as
Since the spectrum of / 0 is confined within the filter passband, / 0 and / 0 have frequency components confined to the band ' " . The Gaussian noise emerging from the bandpass filter can be represented in terms of quadrature components as [13] 
where the power spectral densities of -0 and -0 are
The associated autocorrelation functions are
where " is the noise power and /)-$ 3 /)-3 3.
Let denote the number of samples collected by the radiometer of Figure 2 . At sampling rate " , the duration of the observation interval of the target signal is . Substituting (2) and (3) into (1), squaring, and sampling at rate " , we obtain the output
where
) " , and / ) ' ) " . This output provides a test statistic that is compared with a threshold.
If and ' " , the fluctuations of $ ) and / ) cause the final two summations in (6) to be negligible compared with the first summation. Equation (5) indicates that the zeromean random variable -) " is statically independent of the zero-mean random variable -* " for all integers ) and * such that ) *. Similarly, the zero-mean random variables -) " and -* " are statistically independent if ) *. Since -0 is a zero-mean Gaussian process and has a power spectral density that is symmetrical about ' -0 and -0 are zero-mean, independent Gaussian processes [13] , and hence -) " is statically independent of -* " Therefore, for the additive white Gaussian noise (AWGN) channel in which / ) and / ) are deterministic, the test statistic may be expressed as ! (7) where the and the are statistically independent Gaussian random variables with unit variances and means
The random variable ! has a noncentral chi-squared ( ) distribution [13] with degrees of freedom and a noncentral parameter
where is the energy of the target signal, and the first approximation is obtained by dividing the integration interval into parts, each of duration 1/W. Let denote the energy-tonoise-density ratio From the noncentral distribution, the probability density function of ! is determined:
(11) where 1 3 3 , and 1 3 , 3 and is the modified Bessel function of the first kind and order -defined by
Substituting (12) into (11) and setting , we obtain the probability density function in the absence of a signal:
(13) The direct application of and the statistics of Gaussian variables to (7) yields
2#. !
Let ! denote the threshold such that if ! ! , the receiver decides that the target signal is present. Therefore, a false alarm occurs if ! ! when the target signal is absent. The incomplete gamma function is defined as
and the gamma function # # is defined as
When # -is a positive integer, the integration of -3 by partstimes yields
and --. Integration of (13) over ! , a change of variables, and the application of (16) to (18) gives the falsealarm probability
The threshold ! is usually set to a value that ensures a specified . Thus, if the estimate of is , then
where is the inverse function of ! . Since the series in (19) is finite, this inverse can be numerically computed by applying Newton's method. If the exact value of the noise power is known, then in (20). The generalized Marcum Q-function is defined as
(21) where , is a nonnegative integer, and and are nonnegative real numbers. The target signal is detected if ! ! when the target signal is present during the observation interval. The integration of (12) and a change of variables yields the detection probability !
for the AWGN channel. For , the generalized Marcum Q-function in (22) is difficult to compute and to invert. If , the central limit theorem for the sum of independent random variables with finite means and bounded variances indicates that the distribution of ! is approximately Gaussian. Using (14) and (15) and the Gaussian distribution, we obtain
where the Q-function is defined as . In most applications, there is a required false-alarm rate , which is the expected number of false alarms per unit time. If successive observation intervals do not overlap each other except possibly at end points, then the required probability of false alarm is Figure 4 depicts versus the energy-to-noise-density ratio for a radiometer operating over the AWGN channel with and . Equation (20) is used to calculate ! . Equation (22) is used to calculate for and . For , (23) is used to calculate . The figure illustrates that the signal energy required to achieve a desired increases as increases because additional energy is needed to overcome the noise in each additional sample. However, since the average signal power is equal to the average signal power required decreases as increases If the coherence time of Rayleigh fading exceeds the observation interval, then the energy of a target signal in Rayleigh fading is a random variable with an exponential distribution [13] and average value . Thus, the average probability of detection is
where and is given by (22). The substitution of and (12) into (22), the interchange of the summation and integration, a change of variables, and the evaluation of the integral using (16) gives
The substitution of this series into (26), the interchange of the summation and integration, a change of variables, the evaluation of the integral using (17), and the substitution of (18) yields
Dividing the inner series into two series, using and rearranging the remaining two series, we obtain ! + ! (29) Evaluation of the inner geometric series, use of the series for the exponential function to express the remaining infinite series for as an exponential minus a finite series, and the application of (16) yields
This expression is slightly simpler than the ones obtained in references [4] and [3] , but all the expressions can be shown to be equal. The latter references give equations for in the presence of Nakagami-m and Rician fading. The outputs of radiometers, each processing samples, can be combined to provide diversity reception for fading channels. In a selection-combining diversity scheme, the largest radiometer output is compared with the threshold ! to determine the presence of the target signal. Thus, if each radiometer processes independent noise, the probability of false alarm is (31) where is the noise power of radiometer ) and is given by the right-hand side of (19) with . Let denote an estimated noise power that is known to exceed )
, with high probability. Using this estimate for each and solving (31) for ! , we ensure that a specified is almost always achieved. We obtain !
which indicates that ! must be increased with increases in , the amount of diversity, if a specified is to be achieved. If each radiometer receives a target signal that experiences independent Rayleigh fading, then the average probability of detection is (33) where is the expected value of in radiometer ) and ) is given by the right-hand side of (28) with and . Equation reduces to (30) when and there is no selection diversity. Figure 5 shows versus the average energy-to-noisedensity ratio for , , and and . A comparison of this figure with the preceding one indicates that the impact of the fading is pronounced at high values of When , the required signal energy to achieve a specified over the Rayleigh channel is increased by roughly 8 dB or more relative to the required signal energy over the AWGN channel. When selection diversity with is used, this increase is reduced to roughly 3 dB or more. However, further increases in produce only minor and diminishing gains. An alternative diversity scheme is square-law combining, which is analyzed in [4] . and provides a performance similar to that of selection combining.
III. ESTIMATION OF NOISE POWER
The greatest obstacle to the implementation and efficient operation of the radiometer is its extreme sensitivity to imperfect knowledge of the noise power. The sensitivity is due to the typical extensive overlapping of the probability densities under the two hypotheses of presence or absence of the target signal, which causes a small change in the threshold due to the imperfect estimation of the noise power to have a large impact on the probabilities of false alarm and detection.
To ensure that the threshold is large enough that the required is achieved regardless of true value of noise power , the estimate of the power must be set to the upper end of the measurement uncertainty interval. If measurements indicate that the noise power is between a lower bound and an upper bound then the threshold should be calculated using as the power estimate . It is important that the error factor ( is as close to unity as possible to avoid degrading or , particularly when is large. In principle, one can estimate the noise power by measuring the output ! of a radiometer over a sufficiently large observation interval when no target signals are received. The estimate of the noise power is ! and (14) and (15) indicate that its mean is and its standard deviation is
Since it is highly unlikely that the measurement error exceeds five standard deviations, the range is power estimates in between and Thus, ( makes it highly likely that the specified is achieved, and the error factor ( can be made arbitrarily small by using a sufficiently large observation interval. For example, if " MHz and s, then and ( . The noise power is nonstationary primarily because of temperature variations, vibrations, ageing, and nonstationary environmental noise. Laboratory measurements indicate that the noise power can change by in a few minutes [14] . Thus, if accurate measurements can be made shortly before the radiometer is used to detect a target signal, the estimated noise power is upper bounded by , and the noise power can change by no more than , then using to calculate the threshold will ensure a specified with high probability and limit the degradation to or caused by the fact that An auxiliary radiometer operating over an adjacent spectral region potentially can be used to estimate the noise power in parallel with a radiometer detecting a target signal. An advantage of this method is that time-dependent fluctuations in the noise power are generally negligible over a practical observation interval. The main requirements are that there is negligible target-signal power in the auxiliary radiometer and that the ratio of the two noise powers is an approximately known constant during the observation interval.
The impact of the imperfect estimation of the noise power is illustrated in Figures  for and various values of the error factor. Figure 6 depicts versus for a radiometer and the AWGN channel. As observed in this figure, the required signal energy for a specified and increases with (. If and ( , the increase is less than 0.90 dB. The increase in required signal energy when ( is partially offset by the decrease in the actual below the specified because the threshold is increased by approximately the factor ( as observed from (25). Figures 7 and 8 depict versus for a radiometer and the Rayleigh fading channel. In Figure 7 , ; in Figure 8 , ( , and . The effects of ( and are similar in Figures  . As increases, the frequency and accuracy of the noise-power estimates must increase if the performance degradation is to be kept small.
IV. OTHER IMPLEMENTATION ISSUES
To avoid processing noise outside the spectral region occupied by the target signal, the bandpass filter should have as small a bandwidth as possible. If it is known that a target signal occupies a small subband somewhere within the larger passband of the bandpass filter, then one can isolate the target signal in its subband by inserting a fast Fourier transformer after the sampler in Figure 2 . Parallel outputs of the transformer can be applied to separate radiometers, each one processing a distinct subband defined by the transformer. With this architecture, multiple signals can be simultaneously detected over a number of subbands.
Wideband signals, such as direct-sequence and ultrawideband signals, can be detected by a radiometer, but both the sampling rate and the noise power increase with the bandwidth of the radiometer. The radiometer can serve as a basic component of a channelized radiometer for the detection of frequency-hopping signals [15] , [16] , [7] .
It is desirable for the observation interval to be large enough to collect the energy of not only the main target signal but also its significant multipath components, which provide diversity. Thus, the extent of the observation interval or, equivalently, the number of samples is largely determined by the delay power spectrum or intensity profile of the multipath to the degree that it is known. A sample at the end of the interval should only be added if the increase in processed signal energy exceeds the potential increase in noise variance in the radiometer output.
The required value of to achieve specified values of and over the AWGN channel may be obtained by inverting (22), which is computationally difficult but can be closely approximated by inverting (23) if . We assume that ! which is always satisfied in a practical system with Using (23), we obtain the required value:
As increases, the significance of the third term in (34) decreases, while that of the second term increases if ( . Figure 9 shows the required energy-to-noise-density ratio versus for and various values of (.
To increase the probability of detection, it is desirable to continue collecting additional samples if the increase in which is proportional to the required signal energy, is less than the increase in which is proportional to the signal energy that is processed by the radiometer. If we approximate the integer by treating it as a continuous variable, then collecting additional samples beyond samples already collected is potentially useful if
The derivative can be determined from the curves of Figure 9 or by using (34). The derivative can be calculated from knowledge of the waveform of the target signal or from the intensity profile of the target signal's multipath if the latter is known. As an example, suppose that and are required when the radiometer operates over the AWGN channel, ( , and Then Figure 9 indicates that % and Therefore, Suppose that the target signal has constant power over a time interval exceeding the observation interval of the radiometer so that Then collecting more samples is useful if or % . If % then already exceeds its required value if and collecting more samples increases further. If % % then collecting sufficiently more samples will potentially allow and to be achieved.
A different perspective is gained by examining the required value of the signal-to-noise ratio (SNR) to achieve specified values of and over the AWGN channel. The required SNR, defined as (38) may be computed by using (34) and is shown in Figure 10 for the AWGN channel, and various values of (. It is observed that if % and ( , then the required number of samples increases by a factor of roughly 3 or less relative to the required number for ( . Equations and (34) indicates that (
The significance of this limit is that if the SNR of the target signal is below ( then specified values of and cannot be achieved no matter how many samples are collected. Although derived here for deterministic target signals of finite duration, this limiting value is analogous to the "SNR wall" that was found for unrealistic stochastic signals of infinite duration [8] . As an example, suppose that the SNR of the target signal is approximately dB over a long observation interval when it is present, and that and are desired when the radiometer operates over the AWGN channel. Figure  10 indicates that the desired and can not be achieved if ( However, if the noise-power estimation is timely and accurate enough that ( , then the desired and can be achieved with the collection of or fewer samples; only or fewer are needed if ( .
V. CONCLUSIONS
The radiometer is a practical and reliable device for detecting a target signal about which little is known except its rough spectral occupancy. The noise power at the radiometer output can be measured quite accurately if the measurement interval is sufficiently long, but the noise power is typically stationary for only a few minutes. Thus, if the performance degradation due to inaccurate noise-power estimates is to be kept small, the noise-power estimates must be made periodically. Optimization of the number of samples that are processed by the radiometer depends on knowledge of the duration of the signal and the intensity profile of its multipath components.
