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Abstract. We study higher form Proca equations on Einstein manifolds with bound-
ary data along conformal infinity. We solve these Laplace-type boundary problems
formally, and to all orders, by constructing an operator which projects arbitrary forms
to solutions. We also develop a product formula for solving these asymptotic prob-
lems in general. The central tools of our approach are (i) the conformal geometry of
differential forms and the associated exterior tractor calculus, and (ii) a generalised
notion of scale which encodes the connection between the underlying geometry and
its boundary. The latter also controls the breaking of conformal invariance in a very
strict way by coupling conformally invariant equations to the scale tractor associated
with the generalised scale. From this, we obtain a map from existing solutions to
new ones that exchanges Dirichlet and Neumann boundary conditions. Together, the
scale tractor and exterior structure extend the solution generating algebra of [31] to a
conformally invariant, Poincaré–Einstein calculus on (tractor) differential forms. This
calculus leads to explicit holographic formulæ for all the higher order conformal op-
erators on weighted differential forms, differential complexes, and Q-operators of [9].
This complements the results of Aubry and Guillarmou [3] where associated conformal
harmonic spaces parametrise smooth solutions.
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1. Introduction
The Poincaré model realises hyperbolic (n + 1)-space Hn+1 as the interior of a unit
Euclidean ball, but equipped with a metric conformally related to the Euclidean metric
in a way that places the boundary n-sphere Sn at infinity. This provides a concrete
setting for identifying the isometry group of Hn+1 with the conformal group of Sn and
so a geometric foundation for Poisson transforms linking representations of G = SO(n+
1, 1), as induced by its maximal parabolic, to those induced by its maximal compact
subgroup [40]. We develop here new tools for this programme, however our main focus
is its curved generalisation and our constructions are based in this setting. Such curved
analogues of this “flat model” underlie striking new developments in mathematics and
physics.
Let M be a d := n + 1-dimensional, compact manifold with boundary Σ = ∂M
(all geometric structures assumed smooth). A pseudo-Riemannian metric go on the
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interior M+ of M is said to be conformally compact if it extends to Σ by
g = r2go ,
where g is non-degenerate up to the boundary, and r is a defining function for the bound-
ary (i.e. Σ is the zero locus of r, and dr is non-vanishing along Σ). Assuming that Σ
does not contain null directions, the restriction of g to TΣ in TM |Σ determines a confor-
mal structure, and this is independent of the choice of defining function r; Σ with this
conformal structure is termed the conformal infinity of M+. In the case of Riemannian
signature, if in addition
|dr|2g = 1
along Σ, then sectional curvatures approach −1 asymptotically and so the structure
is said to be asymptotically hyperbolic (AH) [49]. On the other hand, if the interior is
negative Einstein (without loss of generality the Ricci curvature satisfying Ricg
o
= −ngo),
then the structure is said to be Poincaré-Einstein (PE); PE restricts the asymptotic
sectional curvatures and in the Riemannian case implies AH.
These structures provide a framework for relating conformal geometry and associated
field theories of the boundary to the far field phenomena of the interior (pseudo-)Riem-
annian geometry of one higher dimension; the latter often termed the bulk. Such problems
may be viewed as analogues of the Poisson transform on the hyperbolic model structure.
For the construction of local conformal invariants, a highly influential approach to PE
structures was developed by Fefferman-Graham in [18]; this was partly inspired by related
ideas from physics and general relativity [46]. On the global side critical aspects of the
spectral theory for (Riemannian signature) conformally compact manifolds was developed
by Mazzeo and Mazzeo-Melrose [49, 50, 51]. The local and global directions were brought
together in [35] which develops a scattering matrix approach to PE structures.
In physics, there is a general notion of holography which strives to capture field/string
theories and their geometries in terms of corresponding structures on a space of lower
dimension [61, 59]; a hologram provides a visual analogue of this principle. Much of
the mathematics of conformally compact structures may be viewed as a concrete reali-
sation of this idea, and indeed these geometries are used as prototypes for holography
and related renormalization ideas. In this Article, we shall use the term holography in
reference to this programme in the setting of Poincaré-Einstein manifolds. Aside from
the mathematics revealed, we view our work as contributing to the investigation of Mal-
dacena’s conjectural AdS/CFT correspondence within quantum theory. This proposes to
relate string theory on the bulk to a boundary conformal field theory, and has been the
stimulus for much of the recent intense interest in the described directions [48, 1, 39, 45].
In a nutshell the current work is concerned with developing a comprehensive holo-
graphic treatment of differential forms, and conformally weighted differential forms; we
study both bulk field equations and conformally invariant differential operators intrinsic
to the boundary. Our approach uses heavily some new ideas surrounding a generalised
notion of scale introduced in [25, 24, 26], that is closely linked to conformal tractor cal-
culus [4, 11, 28]. Building on [31] we develop the new theory and calculus required to
apply this to differential form problems.
The results we obtain draw together three recent developments. In [9] it is shown that
differential forms host a particularly rich conformal theory. New conformal (detour) com-
plexes and related gauge fixing operators found there lead to corresponding conformal
cohomologies, a notion of conformal harmonics, as well as invariants and invariant oper-
ators that generalise Branson’s Q-curvature [6]. In a study of harmonic k-forms on PE
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manifolds, Aubry and Guillarmou found a “holographic” meaning of these objects [3]; for
example, each space of conformal harmonics as defined in [9], for the conformal infinity,
is seen to fit into an exact sequence involving the spaces of harmonics and L2-harmonics
of the bulk. On the other hand, in what might at first appear to be an unrelated develop-
ment, it was found in [30, 37] that massive, massless and partially massive particle theo-
ries [14, 15] are described simultaneously via a (tractor calculus mediated)-interaction of
scale with conformal differential operators (this also underlies the recent “shadow field”
approach of [53]). In fact, by design, the tools developed in [30] are entirely compati-
ble with the boundary calculus of [31]. An extension of that machinery is used here to
formulate a class of Proca systems for higher forms. We show that these are compatible
with the forms problem treated in [3]. Here we solve formally Dirichlet and Neumann
Proca problems, see Problem 5.9 and 5.17. We obtain explicit formulæ for complete
solutions: in the massless case, we recover the conformal harmonic space from [9] as a
condition for compatibility with smoothness of solutions, consistent with results of [3].
An important feature of this approach is that it provides explicit holographic formulæ for
the detour and gauge operators defining these spaces. Here and throughout the Article,
a holographic formula for an operator on the conformal infinity is a canonically obtained
bulk operator which recovers the given boundary operator by restriction.
The scattering programme of [35] and others [38, 44, 43, 52, 63] surrounds natural
boundary problems on conformally compact manifolds, see also the related Dirichlet
problems [2, 58]; this programme is particularly rich for Poincaré-Einstein structures.
In [31] it is shown quite generally that the asymptotics of such boundary problems can
be solved to all orders using an algebra of geometric operators; there the problems treated
include not only scalars but general twistings of such by tractor bundles; this laid the
universal route to handling general tensor problems. A key point of that approach is that
it is not only algebraically efficient, but it is also geometrically conceptual. A conformally
compact manifold is the same as a (compact) conformal manifold with boundary equipped
with a certain density (which should be interpreted as a generalised scale, termed later
a defining scale) the zero locus of which defines the boundary. The point in [31] is that
this structure canonically determines an sl(2)-generating triple of differential operators
which not only yield the natural boundary problems (including those previously studied
in the literature), but also a solution generating algebra which solves these. Here we
develop a calculus of scale for differential forms which extends this idea in a way that
solves higher form Proca systems.
Consider broadly the “holographic problem” for differential forms. Since the bulk has
higher dimension than the bounding conformal infinity, we expect that freely specified
boundary forms correspond to differential forms on the interior satisfying constraining
equations. We investigate this idea on PE manifolds, and where the interior equation is
the higher form Proca system
(1.1) δdA−m2A = 0, δA = 0,
for a (differential) k-form A. Here d is the exterior derivative, δ the negative of its
formal adjoint, and the parameter m2 is a constant over the manifold. Even though it
will be seen that m2 is quadratic in a natural spectral parameter, it can be negative;
the historical notation is used because m2 recovers the square of the rest mass in certain
settings. Note also that δdA−m2A = 0 implies the divergence/transversality condition
δA = 0, unless m2 = 0 in which case δA = 0 is known as the Feynman gauge fixing
relation. It implies that ∆A = m2A, which for m2 =
(
n
2 −k+`
)(
n
2 −k−`
)
is the interior
equation considered in [3] (for suitable integers `).
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Let us summarise our main results:
• We show how to write the Proca system (1.1) using the tractor calculus machin-
ery. In fact we obtain much more: We show that the Proca system (1.1) arises
canonically from the PE structure, and the mass term is determined (quadrati-
cally) by the conformal weight. It is given by an obvious coupling of conformally
invariant (or in physics terminology—Weyl invariant) tractor equations to the
defining scale tractor, see Proposition 5.4.
• In contrast to (1.1), the tractor system of Proposition 5.4 is well-defined up
to the boundary and so it is seen, via this use of conformal geometry and the
tractor interpretation of a PE structure, that the interior system (1.1) canonically
determines two compatible boundary problems and these are given in Problem 5.9
and the expression (5.18). Solutions of these problems are called, respectively,
(Proca) solutions of the first type, and (Proca) solutions of the second type.
• Following [31, Proposition 5.10], we show that any solution of the Proca sys-
tem 1.1 may be coupled with the defining scale of the PE structure to yield
another solution, see e.g. Theorem 5.20; at the level of formal solutions this maps
solutions of the first type to solutions of the second type, see Theorem 5.18 and
Corollary 5.19. For solutions to the global boundary problem this scale dual-
ity map gives a new solution of the same interior equation with the rôles of the
Dirichlet and Neumann data exchanged, see Remark 5.21.
• The Proca Boundary Problem 5.9 is solved formally to all orders in Theorem 5.16.
See also Proposition 5.31 in Section 5.2 which shows that even when written
directly in terms of (weighted) differential form boundary data, remarkably simple
explicit formulæ are available for the solution. The solution to Problem 5.17
then follows by scale duality, and this is the content of Corollary 5.19. Other
cases require log terms in the solutions. Within this context Problem 5.22 is
generic and is solved in Theorem 5.23. The remaining exceptional weights are
the important cases of true forms and their weight duals. These are the subject
of Problem 5.25 and Problem 5.27 and are solved in, respectively, Theorem 5.26
and Theorem 5.28.
• In Section 2.8 we give a product form for these solutions expressed as a certain
product of second order differential operators that projects arbitrary bulk forms
to solutions. This provides an alternative solution to the tractor extension prob-
lem of [31] and was inspired by the Fefferman–Hirachi product solution [20] for
an ambient, scalar, Goursat-type problem.
• In Section 6.3 we obtain holographic constructions and formulæ for the higher
order, differential, Branson–Gover (BG) operators on forms from [9]. These yield
holographic formulæ for the natural conformally invariant boundary operators L`k.
In particular we obtain the detour operators Lk, and we also find holographic
formulæ for gauge fixing operators Gk, the Q-operators Qk, the factorisations
Lk = δQk+1d ,
and hence differential detour complexes (see Theorem 6.12). These are seen
to arise both from tangential operators along the boundary Σ as well as the
obstruction to smooth solutions to the Proca systems for true forms. The former
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uses surprising holographic identities for powers of the Laplace–Robin operator
(see Theorem 6.13).
The technique for solving all these problems is to construct a universal operator that
projects arbitrary bulk forms to (formal) solutions. This is a composition of a projector
which solves the problem of inserting forms in tractors (see Section 4.4) and a modifica-
tion of the solution generating operator on tractors constructed in [31] which acts as a
projector onto formal power series solutions. This extends the idea of curved translation,
initiated in [17], which constructs new invariant differential operators from existing ones.
Here we use a similar idea to obtain solutions of the Proca problem from solutions of a
related universal tractor problem. Concretely this yields the following remarkably simple
expression for solutions to the Proca system (1.1)
A = q∗:K: qWA0 ;
see Theorem 6.1. (This formula holds avoiding one family of distinguished weights in-
dexed by form degree and requiring a separate treatment.) In the above, the differential
form A0 is an arbitrary smooth extension to the interior of Dirichlet boundary data
along Σ and the operator qW is a differential splitting operator mapping forms to trac-
tors along the lines of [9] and developed in detail in Section 3.2; the bundle map q∗ is a
left inverse for this. The operator :K: is a specially constructed variant of the solution
generating operator of [31] adapted to forms and tuned to the Proca system1.
It is central to our approach to construct and solve the tractor version of the Proca
system. Therefore we first develop a direct approach to exterior tractor calculus on
general conformal structures. This avoids using the Fefferman–Graham ambient metric,
yields explicit formulæ, and recovers and extends the identities found in [9]. Also, a
complete algebra of differential splitting operators is obtained using this exterior tractor
calculus (see Sections 3.1 and 3.2). In Section 3.3 classical conformally invariant equations
on forms are surveyed and their origins from the cohomology of the nilpotent exterior
Thomas D-operator are explained.
To describe the Proca system, it essential to couple tractor forms to the PE defining
scale. This draws additional canonical operators into the tractor exterior calculus and
determines natural boundary conditions for a canonical and universal class of extension
problems that we call the tractor Proca equations:
• The solution generating algebra of [31] for the forms analog of the Laplace–Robin
operator I·D of [23, 24] is extended to include exterior and interior multiplication
by the scale tractor I. This is the basis for an exterior calculus of scale described
in Section 4, and along the boundary gives an extrinsic and conformally invariant
Robin-type operator δR on forms.
• On PE structures, the Laplace–Robin operator has natural “square roots”
I ?D +DI ? = I· /D = I D? +D?I .
This supersymmetry is described in Section 4.1 and plays a critical rôle in the
tractor description of the Proca system of Section 5.
• We develop tangential versions of bulk tractor operators that allow us to follow
the tractor Proca equations to the boundary in order to capture the required
boundary conditions, see Sections 4.2 and 4.3.
1It has recently come to our attention that, in the context of completions of the enveloping algebra
U(sl(2)), the operator :K: is an extremal projector [47, 62]. These are projections P such that Peα =
0 = e−αP for all positive roots α labeling Lie algebra generators e•.
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• Solutions to the tractor Proca system are developed in Section 5.1. This relies
on a holographic formula Π for an operator that commutes with the solution
generating operator :K: and extends to the interior a projector onto boundary
tractor sections with image isomorphic to boundary forms. Moreover, the oper-
ator Π ensures the tractor analog of the Proca transversality condition δA = 0
and is compatible with the boundary conditions. The composition of Π and :K:
projects arbitrary tractor forms A0 onto formal solutions to the generic tractor
Proca problem:
A = Π :K:A0 ,
see Theorem 5.16.
A.W. thanks Eugene Skvortsov for a very useful discussion of the extremal projector
method. A.G. gratefully acknowledges support from the Royal Society of New Zealand
via Marsden Grant 10-UOA-113; E.L. and A.W. wish to thank the University of Auckland
for hospitality during the preparation of this work.
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2. Bulk conformal geometry and extension problems
Here we lay out our conventions and some basic facts about conformal geometry (see
Sections 2.1 and 2.2) before stating in Section 2.4 the general formulation of the exten-
sion problems solved in this Article. In Section 2.4, we solve a generalised divergence
extension problem which is required later to handle the transversality condition of the
Proca system. To solve the full Proca problem, tractor calculus plays an central rôle;
the basic ingredients are stated in Section 2.5. In Section 2.6 we review the calculus of
defining scales and construct the Laplace–Robin operator which controls the dynamics of
the systems we solve. In Section 2.7 we give the solution generating algebra of [31]. This
part of the Article is completed in Section 2.8 by giving a novel product form for the
solution generating operator of [31]. For details and background on conformal geometry
relied on here see [11, 28].
2.1. Riemannian conventions. The main background and notations in this Article
are mostly those of [31]. Here we briefly highlight some main points. Throughout we
focus on manifolds M of dimension d := n + 1 at least three equipped with a metric,
or a conformal equivalence class of Riemannian metrics. All structures will be assumed
smooth. For a given metric with Levi-Civita connection∇, the Riemann curvature tensor
R is given by
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,
where X, Y , and Z are arbitrary vector fields. In an index notation R is denoted by
Rab
c
d, and R(X,Y )Z is XaY bZdRabcd. This can be decomposed into the totally trace-
free Weyl curvature Cabcd and the symmetric Schouten tensor Pab according to
(2.1) Rabcd = Cabcd + 2gc[aPb]d + 2gd[bPa]c,
where [· · · ] indicates antisymmetrisation over the enclosed indices. Thus Pab is a trace
modification of the Ricci tensor Ricab = Rcacb:
Ricab = (n− 2)Pab + Jgab, J := P aa.
2.2. Conformal and almost Riemannian geometry. Recall that a conformal geom-
etry (M, c) is a d-manifold M equipped with an equivalence class of metrics c such that
g, ĝ ∈ c obey
ĝ = Ω2 g , Ω := eω ,
for some ω ∈ C∞(M). Observe that a conformal structure can be viewed as a smooth
ray subbundle G ⊂ S2T ∗M whose fibre at a point x ∈ M consists of the values of gx
for all metrics g ∈ c. The principal bundle G has structure group R+ whose irreducible
representations R+ 3 t 7→ t−w/2 ∈ End(C), are labeled by weights w ∈ C. These induce
“conformal density” line bundles EM [w]. A section τ ∈ ΓEM [w] is equivalent to a smooth
function τ of G that satisfies the homogeneity property
τ(x,Ω2g) = Ωwτ(x, g) .
Each metric g ∈ c determines a canonical, positive, section τ ∈ ΓE+M [1], viz. the
section with the property that τ(p, g) = 1 for all p ∈M . (The conformal density bundles
are oriented, and a subscript plus indicates the R+-ray subbundle.) It follows that there is
a tautological section of S2T ∗M ⊗EM [2] that is termed the conformal metric, denoted g
with the property that any nowhere zero section τ ∈ ΓEM [1] determines a metric g ∈ c
via g := τ−2g. Henceforth the conformal metric g is the default object that will be used
to identify TM with T ∗M [2] ∼= T ∗M ⊗ EM [2] (rather than a metric from the conformal
class) and to form metric traces.
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A Riemannian manifold can be treated as a conformal manifold (M, c) equipped with a
nowhere zero density σ ∈ ΓEM [1], since the metric is recovered by σ−2g. Following [26],
we formulate an obvious generalised notion of this.
Definition 2.1. A defining scale is a section σ ∈ ΓEM [1] that is nowhere vanishing on
an open dense subset of M . A conformal manifold (M, c) equipped with a defining scale
σ ∈ ΓEM [1] is called an almost Riemannian structure (M, c, σ); where σ is non-zero,
σ−2g defines a Riemannian metric.
In the case that σ is nowhere zero this is a true scale, so that σ−2g is a metric
everywhere.
This notion of almost Riemannian structures arises naturally in the context of defining
densities: Consider a smooth, oriented hypersurface Σ given as the zero locus of some
smooth (at least in a neighbourhood of Σ) defining function s, with ds 6= 0 along Σ.
Generally, to optimally employ the conformal structure c, we will replace the defining
function s by a defining density σ which is the unique conformal density σ ∈ ΓEM [1] that
yields the defining function s in the trivialisation of EM [1] determined by some g ∈ c.
A preferred defining density is a special example of a defining scale.
This notion is especially natural and useful for conformally compact manifolds. A con-
formally compact manifold is an almost Riemmanian manifold with boundary such that
the zero locus Z(σ) = ∂M . Thus, in the notation of the Introduction go = r−2g = σ−2g
and r is the component function representing σ in the scale g. In particular this applies
to special case of PE structures where go is negative Einstein.
Since each g ∈ c determines a trivialisation of EM [w], it also defines a corresponding
Levi-Civita connection ∇ (see e.g. [11]). Moreover, a metric g ∈ c canonically determines
a true scale τ ∈ ΓEM [1] by the requirement τ(x, g) = 1. We will write ∇τ for the
connection corresponding to this scale. Almost Riemannian structures (M, c, σ) come
equipped with the canonical Levi–Civita connection ∇σ := ∇o away from the zero locus
Z(σ) of σ. In the scale τ , acting on a density µ ∈ ΓEM [w], on M \ Z(σ)
∇oµ = (∇τ − wσ−1n)µ , n := ∇τσ .
The operator
∇ := σ∇τ − wn
extends σ∇o to Z(σ). In the case where Z(σ) = Σ for some hypersurface Σ, this
reduces to wn|Σµ|Σ along Σ. Thus, the Levi–Civita connection off Σ and (when w 6= 0)
the normal to the hypersurface are smoothly and canonically incorporated in a single
operator. Moreover, the Levi–Civita connection has the following important yet obvious
property.
Proposition 2.2. Let µ ∈ ΓE•M [w], where E•M [w] indicates any weight w tensor
bundle. Then
∇σµ = σ∇µ .
2.3. Extension problems. Our core extension problems are formulated as below.
Problem 2.3. Let y : ΓF → ΓF ′ be a given operator acting on sections of some vector
bundle F over M with codomain the section space of another vector bundle over M .
Then, for fixed “boundary data” f |Σ ∈ ΓF|Σ, where Σ ⊂ M is a hypersurface in M (or
Σ = ∂M), find f ∈ ΓF such that the extension f of f |Σ obeys
yf = 0 .
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For the class of extension operators y studied here we are interested in explicit asymp-
totic solutions. Assuming that σ is a defining density for Σ = Z(σ) the zero locus of σ,
these can be treated by an expansion in the density σ [31]. In the case that we view σ as a
defining scale, so that it gives a preferred defining density, we obtain canonical coordinate
independent expansions f (`) satisfying
yf (`) = σ`f` ,
for some smooth f` ∈ Γ(F ′ ⊗ EM [−`]). We will often abbreviate the right hand side of
the above display by O(σ`). In many cases we are able to find asymptotic solutions for
arbitrarily high integers `.
To begin with, we consider an asymptotic solution to a simple model problem com-
ing from the transversality condition for massive form fields; this is an integrability
condition of Proca’s equations. In the massless limit, this condition reduces to the
Coulomb/Feynmann gauge condition for Maxwell’s equations.
2.4. The generalised divergence extension problem. Throughout, we will denote
the tensor product ΛkM ⊗ EM [w] =: EkM [w] and refer to sections thereof as weighted
forms, or simply forms. Sections of ΛkM will be called true forms with section space
denoted ΩkM = EkM [0]. In a true scale τ , we will write d for the exterior action
of the Levi-Civita connection dτ := ε(∇τ ) : ΓEkM [w] → ΓEk+1M [w]. Similarly, for
the codifferential, δ will denote δτ := ι(∇τ ) : ΓEkM [w] → ΓEk−1M [w − 2]. For almost
Riemannian structures, the canonical Levi–Civita connection ∇o determines exterior and
interior operators acting on ΓEkM [w]
(2.2) do := d− wσ−1ε(n) , δo := δ − (d+ w − 2k)σ−1ι(n) .
Here ε( . ) and ι( . ) denote, respectively, exterior and interior products. We note the
following obvious but highly useful identities.
Lemma 2.4. The operators
do : ΓEkM [w] −→ ΓEk+1M [w] , δo : ΓEkM [w] −→ ΓEk−1M [w − 2]
and
δodo + doδo =: ∆o : ΓEkM [w] −→ ΓEkM [w − 2] ,
defined away from Σ, obey (
do
)2
= 0 =
(
δo
)2
,
[∆o,do] = 0 = [δo,∆o] ,
[do, σ] = 0 = [σ, δo] .
Proof. All these results follow from standard ones for the exterior derivative, codiffer-
ential and form Laplacian calculating in the preferred interior choice of scale go ∈ c
determined by σ. They can also be obtained by explicit computation based on the
following elementary commutator and anticommutator operator identities
(2.3)
[d, σ] = ε(n) , [δ, σ] = ι(n) ,
{d, ε(n)} = 0 , {δ, ι(n)} = 0 .

More importantly, from do and δo we can define operators that extend to the bound-
ary Σ.
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Definition 2.5. Let A ∈ ΓEkM [w]. The operators
ε˜ : ΓEkM [w] −→ ΓEk+1M [w + 1] and ι˜ : ΓEkM [w] −→ ΓEk−1M [w − 1]
defined, for some g ∈ c by
ε˜ A :=
[
wε(n)− σd]A and ι˜ A := [(d+ w − 2k)ι(n)− σδ]A ,
respectively extend ε˜ = −σdo and ι˜ = −σδo to Σ.
Remark 2.6. The operators ε˜ and ι˜ play a double rôle (see the discussion of ∇o above):
Away from Σ in the preferred interior scale go ∈ c, they yield minus the codifferential
−d and exterior derivative −δ. Along Σ and avoiding weights w = 0 and w = 2k − d,
respectively, they give interior and exterior multiplication by the normal covector n. In
reference to this, we will often call them the holographic exterior and interior normals.
From Lemma 2.4 (and smoothness), we immediately deduce the algebra of the opera-
tors ε˜ and ι˜.
Corollary 2.7. The holographic exterior normal ε˜ and holographic interior normal ι˜
acting on weighted forms obey the relations
{ι˜, ε˜} = σ2∆o ,
ε˜ 2 = 0 = ι˜ 2 ,
[∆o, ε˜ ] = 0 = [ ι˜,∆o] ,
[ε˜, σ] = 0 = [σ, ι˜ ] .
To place our approach in a familiar context, we propose a (naïve) version of the
extension Problem 2.3 for the case f = A ∈ EkM [w + k] and y = −ι˜. The weight w + k
is chosen for easier comparison with the tractor calculus analog of this problem.
Problem 2.8. Given A|Σ ∈ ΓEkM [w + k]|Σ and an arbitrary extension A0 of this, find
Ai ∈ ΓEkM [w + k − i], i = 1, 2, . . ., so that
A(`) = A0 + σA1 + σ
2A2 + · · ·+ σ`′A`′+O(σ`′+1)
solves
(2.4) ι˜ A(`) = O(σ`) ,
off Σ, for some integers `′ and ` ∈ N ∪∞ as high as possible.
Remark 2.9. Away from Σ, −ι˜ = σδo (see Definition 2.5). So, in the preferred scale σ
off Σ, the above Problem yields the divergence condition
(2.5) δA = 0 ,
often referred to as the Coulomb or, in a relativistic context, Feynmann gauge choice for
massless fields. For the Proca equation, this is a necessary integrability condition. The
point is that equation (2.4) naturally extends the condition (2.5) to Σ. Therefore we
term the equation ι˜A = 0 a generalised divergence condition.
An elementary approach to treating Problem 2.8, is to write out Equation (2.4) in
some choice of scale g ∈ c and solve iteratively: Using the first relation of (2.3), one
immediately finds the recursion relation
(2.6) (i− d− w + k)ι(n)Ai + δAi−1 = 0 , i = 0, 1, . . . , A−1 := 0 .
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When d+ w − k 6= 0, the base case i = 0 gives the condition
(2.7) ι(n)A0 = O(σ) .
Note that we write O(σ) on the right hand side because this and higher order terms in σ
can be removed by appropriately shifting A1, A2, . . . in the ansatz.
Off Σ, equation (2.7) is a harmless algebraic condition on the choice of extension A0
of A|Σ. However, by the obvious isomorphism (used henceforth without comment) be-
tween T ∗Σ and the annihilator of the normal in T ∗M |Σ, the condition ι(n)A0|Σ = 0 says
that A0|Σ is a differential form on Σ. This shows that the problem cannot be solved in
general, and we must make the restriction
A|Σ = A0|Σ = AΣ for some AΣ ∈ ΓEkΣ[w + k] .
Upon making this restriction on the data A|Σ, the algebraic recursion clearly has solutions
to all orders so long as the coefficient i − d − w + k 6= 0. When this does vanish the
problem is potentially obstructed by δAi−1 (modulo O(σ)) where Ai−1 ∈ ΓEkM [2k−n].
Observe, interestingly enough, the boundary codifferential δΣ is conformally invariant
acting on ΓEkΣ[2k−n]. We will see shortly that these obstructions are mostly avoidable,
while the remaining exceptional cases fit into an rich and interesting picture, see Section 6.
We have by now established the following result.
Proposition 2.10. For d + w − k /∈ Z≥1 and A|Σ ∈ ΓEkΣ[w + k], Problem 2.8 can be
solved to order ` =∞. When d+ w − k = 0, the restriction on A|Σ can be relaxed. For
d+ w − k = m ∈ Z≥1, a solution exists to the order ` = m.
When the structure (M, c, σ) is AH, the defining scale σ obeys (for g ∈ c)
(2.8) |∇σ|2g := |n|2g = 1 +O(σ) ,
so that ng is a unit conormal for any g ∈ c. This condition is effectively no restriction;
for any almost Riemannian structure (M, g, σ) obeying |n|2g > 0 along Σ, we can find a
new scale σ′ such that (M, g, σ′) is AH in an obvious way. For AH structures a simple
product-type solution to Problem 2.8 is available.
Proposition 2.11. Let (M, c, σ) be an AH structure. Then, for any w 6= −k, k−n, and
A|Σ ∈ ΓEkΣ[w + k], Problem 2.8 can be solved to order ` =∞ by
(2.9) A = 1(w+k)(n+w−k) ι˜ ε˜ A0 .
Proof. Note ι˜A = 0 identically by virtue of ι˜ 2 = 0 as established in Corollary 2.7. It
remains to show that
(
1
(w+k)(n+w−k) ι˜ ε˜ A0
)∣∣
Σ
= A|Σ. Computing along Σ we have
1
(w+k)(n+w−k) ι˜ ε˜ A0 = ι(n)ε(n)A0 .
Then, using that n is a unit conormal to Σ we note that ι(n)ε(n) is a projector onto the
subbundle EkΣ[w + k] of EkM [w + k]|Σ. But since A0|Σ = A|Σ ∈ ΓEkΣ[w + k] we have
ι(n)A0 = 0 along Σ. Thus, (using that {ι(n), ε(n)} = n2) along Σ the above display
equals A|Σ. 
Remark 2.12. Observe that the right hand side of (2.9) actually provides a global solution
to the ι˜A = 0 problem with the given boundary data. The Proposition is an example
of a more general holographic boundary projector technique that we shall develop in
Section 4.4. There, this terminology is used to refer to a bulk operator that acts as
a projector along Σ and solves a set of prescribed bulk equations (such as the one in
Problem 2.8).
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Remark 2.13. The series solution determined by (2.6) and the holographic boundary
projector solution (2.9) are easily verified to be compatible, indeed the latter yields a
series solution that terminates at O(σ2) because the “coefficient” at that order is coclosed.
Together, Propositions 2.10 and 2.11 give an order ` = ∞ solution to Problem 2.8 for
any weight save w subject to n + w − k = 0 or w = −k ∈ −{0, 1, . . . , bd−12 c}. These
exceptional weights will be discussed in detail when we consider boundary conditions for
higher form Proca systems in Section 4.3.
2.5. Conformal tractor calculus. For a conformal d-manifold (M, c), a key tool will
be the standard tractor bundle TM and associated tractor calculus [4] for building con-
formally invariant differential operators. The tractor bundle is a rank d+2 vector bundle
equipped with a canonical tractor connection∇T (or simply∇ when the context is clear).
A given metric g ∈ c determines the isomorphism
TM
g∼= EM [1]⊕ T ∗M [1]⊕ EM [−1] .
We will often employ this isomorphism to express sections T ∈ ΓTM as
T
g
=
 νµa
ρ
 =: TA .
Here, and throughout, we frequently employ an abstract index notation (cf. [54]) to
denote sections of the various vector bundles encountered.
In the obvious way, the notation g= indicates calculations in a scale determined by
g ∈ c. We will use this notation for emphasis if the scale is not clear by context. In terms
of the above splitting, the tractor connection is given by
(2.10) ∇Ta
 σµb
ρ
 :=
 ∇aν − µa∇aµb + gabρ+ Pab ν
∇aρ− Pacµc
 .
Changing to a conformally related metric ĝ = e2ωg gives a different isomorphism, which
is related to the previous one by the transformation formula
(2.11)
̂ νµb
ρ
 =
 νµb + νΥb
ρ− gcdΥcµd − 12νgcdΥcΥd
 ,
where Υa is the one-form dω. It is straightforward to verify that the right-hand-side
of (2.11) also transforms in this way and this verifies the conformal invariance of ∇T .
In the above formulæ, we have denoted by gab the conformal metric introduced in
Section 2.2. From this, we can build the conformally invariant tractor metric h on TM
given (as a quadratic form on TA as above) byνµ
ρ
 7−→ g−1(µ, µ) + 2σρ =: h(T, T ) = hABTATB ;
it is preserved by the connection. We shall often write T ·T or T 2 as a shorthand for the
right hand side of this display. Note that this has signature (p+ 1, q+ 1) on a conformal
manifold (M, c) of signature (p, q). The tractor metric hAB and its inverse hAB are used
to identify TM with its dual in the obvious way.
Tensor powers of the standard tractor bundle TM , and tensor products thereof, are
vector bundles that are also termed tractor bundles. We shall denote an arbitrary tractor
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bundle by T ΦM and write T ΦM [w] to mean T ΦM ⊗ EM [w]; w is then said to be the
weight of T Φ[w]. In the obvious way, we may introduce a weight operator w on sections
of weighted tractor bundles T ΦM [w] 3 f by
(2.12) wf = wf .
Whereas the tractor connection maps sections of a weight 0 tractor bundle T Φ to
sections of T ∗M ⊗ T Φ, there is a conformally invariant operator which maps between
sections of weighted tractor bundles. This is the Thomas D- (or tractor D-) operator
DA : ΓT ΦM [w] 7→ Γ(T AM ⊗ T ΦM [w − 1]),
given in a scale g by
(2.13) DAV g=
 (d+ 2w − 2)wV(d+ 2w − 2)∇aV
−(∆ + Jw)V
 ,
where ∆ = gab∇a∇b, V ∈ ΓT ΦM [w] and ∇ is the coupled Levi-Civita-tractor connec-
tion [4, 60].
A key point to emphasise here is that the Thomas D-operator is a fundamental object
in conformal geometry. On a conformal manifold the tractor bundle is “as natural” as
the tangent bundle. Moreover the Thomas D-operator acting on densities in ΓEM [1]
basically defines the tractor bundle, see [10].
We will also make frequent use of the canonical conformally invariant operator
XA : ΓT ΦM [w] 7→ Γ(T AM ⊗ T ΦM [w + 1]),
defined by multiplication by the canonical tractor XA. This derives from the canonical
invariant map EM [−1]→ TM where ρ 7→ XAρ. In a choice of splitting g ∈ c
XA
g
=
00
1
 .
We may also view XA as a canonical, null section of T AM [1].
2.6. The calculus of scale. Almost Riemannian manifolds are equipped with a splitting
of geometry into “conformal” and “scale” parts. This melds perfectly with the conformal
tractor calculus. Together these yield a powerful calculus of scale [26, 24, 31] that we
will further develop and exploit in the following Sections. Central to this is the object
we now define.
Definition 2.14. Let σ be a defining scale for an almost Riemmanian structure (M, g, σ).
Then
(2.14) IA :=
1
d
DAσ ,
is called the scale tractor. Note that σ = XAIA.
In the metric go = σ−2g, I2 = −2Jd . Hence we use the terminology almost scalar
constant [26] if an almost Riemannian geometry (M, c, σ) obeys
I2 = constant .
Putting together the scale tractor and Thomas D-operator gives a canonical degenerate
Laplace operator
I·D := IADA : ΓT Φ[w] −→ T Φ[w − 1] .
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Recall we denote the zero locus Z(σ) by Σ (which could possibly be empty). If we
calculate in the metric go = σ−2g away from Σ, and trivialise density bundles accordingly,
we have
I·D g
o
= −
(
∆g
o
+
2w(d+ w − 1)
d
Jg
o
)
,
where again ∆ = gab∇a∇b for the coupled Levi-Civita-tractor connection ∇. This allows
a study of Laplacian eigen-equations.
If σ also satisfies the almost scalar constant condition with I2 = 1, then along its zero
locus
I·D = (d+ 2w − 2) δn ,
where δn
g
= na∇ga−wHg is the first order (tractor-twisted) conformal Robin operator [12,
8]. Here na is a unit normal and Hg is the mean curvature measured in the metric g.
Thus, on conformally compact manifolds, the operator I·D unifies both the interior
Laplace problem with boundary dynamics and hence we generally dub it the Laplace–
Robin operator.
2.7. The Laplace–Robin solution generating algebra. Here and until further no-
tice we work on an almost Riemannian geometry. In that setting the Laplace–Robin
operator provides a distinguished choice for the extension operator y. Moreover, to-
gether with the defining scale, it generates an algebra that facilitates the solution of
extension problems [31]. To display this, we first define a triplet of canonical operators.
Definition 2.15. Let σ ∈ ΓEM [1] be a defining scale with vanishing locus Σ and nowhere
vanishing I2. Then we define the triplet of operators {x, h, y}
x : ΓT ΦM [w] −→ ΓT ΦM [w + 1]
∈ ∈
f 7−→ σf
h : ΓT ΦM [w] −→ ΓT ΦM [w]
∈ ∈
f 7−→ (d+ 2w)f
y : ΓT ΦM [w] −→ ΓT ΦM [w − 1]
∈ ∈
f 7−→ − 1
I2
I·Df
Following [31, Proposition 3.4] the following result holds.
Proposition 2.16. The operators {x, h, y} obey the g := sl(2) algebra
(2.15) [h, x] = 2x , [x, y] = h , [h, y] = −2y .
This operator algebra was called a solution generating algebra in [31] for reasons that
will rapidly become apparent.
Remark 2.17. As proven in [31] the above solution generating algebra holds for any
defining scale σ such that its scale tractor I is nowhere null. Even in the case I2 = 0, a
contraction of the above algebra holds [31]. In the latter half of this Article we will draw
further operators into the above algebra that act on tractor forms. That system has a
proclivity towards almost Einstein structures.
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In what follows we will often employ the quadratic Casimir
c := xy +
1
4
h(h− 2) ,
which commutes with x, y and h.
Our results rely heavily on identities in the enveloping algebra U(g), in particular, for
any k ∈ Z≥0
[y, xk] = −k xk−1 (h+ k − 1) ,(2.16)
[yk, x] = −k yk−1 (h− k + 1) .(2.17)
It will also be highly advantageous to extend the enveloping algebra by the operator xα,
for any α ∈ C, where
xα : ΓT ΦM [w] −→ ΓT ΦM [w + α]
∈ ∈
f 7−→ σαf .
A straightforward calculation [31] shows that the identity (2.16) can be extended to
arbitrary values of the exponent α ∈ C of x
(2.18) [y, xα] = −αxα−1 (h+ α− 1) .
In Section 5.1.2, we will also need to draw log x into our operator algebra. In [31] it
was shown that
(2.19) [h, log x] = 2 , [y, log x] = −x−1(h− 1) .
Moreover, if µ ∈ ΓE+[w] is any positive weighted conformal density, then logµ is a
weighted log density, viz. a section of FM [w0], the log density bundle induced from the
log representations of R+ [31]. It obeys
[h, logµ] = 2w0 ,
read as an operator relation acting on any section of a weighted tractor bundle. The
relations in (2.19) hold on arbitrary sections of weighted tractor bundles as well as on
log densities or tensor products of these with conformal densities, or more generally on
a log density bundle in tensor product with any weighted tractor bundle.
2.8. Product solutions. In this Section we develop various operator identities valid in
the universal enveloping algebra U(g) and completions thereof corresponding to power
series in the generator x. These are quite general in their validity and are intimately
related to the theory of extremal projectors (see [62]). It is convenient to use x as a
series variable in this algebraic context. Later, when we apply these results in a geometric
setting, the Lie algebra generator x will be represented by the scale σ.
2.8.1. The first solution. In [31], the following problem was posed and solved in terms
of a certain solution generating operator based on a normal ordered representation for
elements of U(g).
Problem 2.18. Given f |Σ, and an arbitrary extension f0 of this to T ΦM [w0] overM , find
fi ∈ EΦ[w0 − i] (over M), i = 1, 2, · · · , `, so that
f (`) := f0 + xf1 + x
2f2 + · · ·+ x`f` +O(x`+1)
solves
yf = O(x`) ,
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off Σ, for ` ∈ N ∪∞ as high as possible.
Lemma 2.19. If f (`) solves Problem 2.18 and ` 6= d+ 2w0 − 2 to O(x`), then
f (`+1) =
1
(`+ 1)(d+ 2w0 − 2− `)
[
xy + (`+ 1)(h− `− 2)] f (`)
is a solution to O(x`+1).
Proof. The proof relies on a direct computation utilizing the algebra (2.15) and (2.16).
For brevity, we call h0 := d + 2w0 and in addition use that yf (`) = O(x`) means that
yf (`) = x`g` for some g`:
y
[
xy + (`+ 1)(h− `− 2)] f (`) = [xy + `(h− `− 1)]yf (`)
=
[
xy + `(h− `− 1)]x`g`
= x`+1yg` = O(x
`+1) .
The normalization factor
[
(` + 1)(h0 − `− 2)
]−1 ensures that f (`+1) is again a series of
the form f0 + xf1 + · · · . 
The above Lemma, suggests a solution to Problem 2.18 in terms of products of oper-
ators acting on the initial data f0 on Σ. A key insight is to express elements in U(g) in
terms of the Casimir c and Cartan generator h. In particular, the operator appearing in
Lemma 2.19 is one of a sequence of operators defined for any j ∈ Z
cj := c− 1
4
(h− 2j)(h− 2j − 2) .
Simple algebra shows that
(2.20) cj = xy + j(h− j − 1) ;
Lemma 2.19 utilises c`+1. Moreover (and this fact will feature prominently in the follow-
ing)
c0 = xy .
Since yc = cy and yh = (h+ 2)y, it follows immediately that
y cj = cj−1 y .
In turn we have
y c1c2 · · · c` = c0c1 · · · c`−1 y
= xy c1c2 · · · c`−1 y
= x c0c1 · · · c`−2 y2
...
= x`y`+1 .(2.21)
Hence we already see that
(2.22) F := c1c2 · · · c`f0
obeys yF = O(x`). To solve Problem 2.18, we still need to relate this product to a series
expansion in x. To that end we recall the following identity from [31] (which also can be
derived directly from equation (2.16))
(2.23) y xjyj = j(j − 1)xj−1yj − jxj−1yj(h− 2) + xjyj+1 , j ∈ Z≥0 .
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It is very convenient to elevate this relation to one for formal power series of elements
in U(g) of the form
:K(z): =
∑
j
:zj:αj(h) , K(z) ∈ C[[z]] .
When we allow the coefficients αj to be polynomials in the Cartan generator h, these
are always ordered to the right. Moreover, for z := xy the normal ordering : • : defines
the operators
:zj: := xjyj , :xmzj: := xm+jyj , :zjym: := xjyj+m .
Then equation (2.23) can be restated as
(2.24) y :K(z): = :
(
zK ′′(z) +K(z)
)
y:− :K ′(z)y: (h− 2) .
The following technical Lemma establishes the relationship between solutions in the
product form (2.22) and the formal series solutions of [31].
Lemma 2.20. The product c1c2 · · · c` equals the following polynomial in x
(2.25) c1c2 . . . c` =
∑`
j=0
`!
j!
xjyj(h− j − 2)`−j =: :K(`)(z): ,
where the Pochhammer symbol denotes the product(
h− j − 2)
`−j := (h− j − 2)(h− j − 3) · · · (h− `− 1) ,
(subject to (m)0 := 1).
Proof. We proceed by induction. The base case ` = 1 holds by definition of c1
:K(1)(z): = c1 = (h− 2) + xy .
The induction step requires us to demonstrate that
c`+1
∑`
j=0
`!
j!
xjyj(h− j − 2)`−j =
`+1∑
j=0
(`+ 1)!
j!
xjyj(h− j − 2)`−j+1 .
Computing the left hand side using (2.24) and the fact that x:K(z)y: = :zK(z): yields
:
[
z2
d2K(l)(z)
dz2
+ zK(l)(z)
]
:− :z dK
(l)(z)
dz
: (h− 2) + (`+ 1) :K(l)(z): (h− `− 2) .
By inspection, the last term reproduces all terms in the expression for :K(`+1)(z): save
for the last, j = ` + 1, term in the sum on the right hand side of the induction step
requirement above, namely x`+1y`+1. The remaining terms produce exactly this missing
term essentially because K(`)(z) solves equation (2.24) to O(z`+1). This is also easily
explicitly verified by direct computation: Calling E := z ddz , we have
:
[
z2
d2K(l)(z)
dz2
+ zK(l)(z)
]
:− :z dK
(l)(z)
dz
: (h− 2)
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= :
[
E(E − 1) + z]K(l)(z):− :EK(l)(z):(h− 2)
= −
∑`
j=0
`!
j!
xjyj(h− j − 2)`−j j(h− j − 1) +
∑`
j=0
`!
j!
xj+1yj+1(h− j − 2)`−j
= −
∑`
j=1
`!
(j − 1)! x
jyj(h− j − 1)`−j+1 +
`+1∑
j=1
`!
(j − 1)! x
jyj(h− j − 1)`−j+1
= x`+1y`+1 .

Now, returning to the Problem 2.18, taking f0 to have definite weight w0, so that
hf0 = h0f0 with h0 := d+ 2w0, then the above Lemma implies
F = c1c2 · · · c`f0 =
∑`
j=0
`!
j!
xjyj(h0 − j − 2)`−jf0
= `!(h0 − 2)` :
[
1 +
z
h0 − 2 +
z2
2!(h0 − 2)(h0 − 3) + · · ·+
z`
`!(h0 − 2)`
]
: f0 .(2.26)
Therefore we see that, away from values h0 ∈ Z≥2, F
/
(`!(h0 − 2)`) solves Problem 2.18
and thus have established the following result.
Proposition 2.21. The solution to Problem 2.18 for any ` ∈ Z≥1, when h0 /∈ Z≥2, is
(2.27) f (`) =
[ ∏`
j=1
cj
j(h0 − j − 1)
]
f0 .
Remark 2.22. In the limit `→∞, the polynomial in z in the squared brackets on the right
hand side of display (2.26) for the non-normalised solution, gives the series expansion of
the Bessel function of the first kind
(2.28) Kh0(z) := z
h0−1
2 Γ(2− h0) J1−h0
(
2
√
z
)
.
Once the Cartan generators h in the cj of the product solution(2.27) are replaced by
their eigenvalues h0 when they act on f0, then the infinite product from the `→∞ limit
can also be formally evaluated; use of the computer package Maple yields
∞∏
j=1
c− 14(h0 − 2j)(h0 − 2j − 2)
j(h0 − j − 1) =
−(c− 14h0(h0 − 2))−1 Γ(2− h0)
Γ
(
4−h0
2 −
√
c+ 14
)
Γ
(
4−h0
2 +
√
c+ 14
) .
Note that this ratio of gamma functions can be encoded by a single beta function and
the left hand side can also be expressed in terms of xy so
∞∏
j=1
xy + j(h0 − j − 1)
j(h0 − j − 1) = −
[
xy β
(
4− h0
2
−
√
c+
1
4
,
4− h0
2
+
√
c+
1
4
)]−1
.
Remark 2.23. The formal square root of the Casimir
√
c+ 14 appeared in [41, 42] where
it was employed to extend the algebra U(g) by an operator whose eigenvalues gave the
so-called “depth” of states. In the language used here, this amounts to supposing that f
is a simultaneous eigenfunction of the Casimir c and Cartan generator h and obeys
yjf 6= 0 = yj+1f . The integer j is the depth.
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Lemma 2.24.
c1c2 . . . c` x = x
`+1y` .
Proof. The proof is identical to the derivation of the identity (2.21) for y acting from the
left on a product of ci’s save that one now uses the readily verified identity
cj x = x cj−1 .

Remark 2.25. Lemma 2.24 shows that the solution (2.27) does not depend on how fΣ is
extended off Σ to f0 ∈ ΓT ΦM [w0] since shifting f0 → f0+xf1 for any f1 ∈ ΓT ΦM [w0−1]
we have c1c2 . . . c` xf1 = O(x`+1).
Remark 2.26. The poles at h0 = 2, 3, . . . in the solution given in Proposition 2.21 suggest
that the simple product formula must be adjusted at these values. Indeed, observe that
if h0 ∈ Z≥2 and f (h0−2) is an O(xh0−2) solution to Problem 2.18, then Lemma 2.19 fails
to provide a O(xh0−1) solution because
ch0−1f
(h0−2) = c0f (h0−2) = xyf (h0−2)
and therefore vanishes along Σ.
Even when h0 ∈ Z≥2, we may still evaluate products of the form (2.22) for ` > h0 − 1
F = c1c2 . . . c`f0 = c1 . . . ch0−2xych0 . . . c`f0
= xh0−1yh0−1ch0 . . . c`f0
= xh0−1c1 . . . c`−h0+1f0 , where f0 = y
h0−1f0 .
Clearly yF = O(xh0−1+`) but the behaviour of F near Σ is no longer of the Dirichlet
type stipulated in Problem 2.18. In fact, this is an example of a solution of the second
kind.
2.8.2. The second solution. Since the equation yf = 0 corresponds to a second order
differential equation for a normal ordered solution generating operator as in (2.24), we
expect to find a second independent solution. In [31], by extending the algebra U(g)
by xα for α ∈ C, this was shown to be the case with precisely determined boundary
behaviour encapsulated by the following.
Problem 2.27. Given f0|Σ ∈ ΓT ΦM [−d−w0 + 1]|Σ and an arbitrary extension f0 of this
to ΓT ΦM [−d−w0 + 1] over M , find f i ∈ ΓT ΦM [−d−w0 + 1− i], i = 1, 2, · · · , so that
(2.29) f (`) := xh0−1
(
f0 + x f1 + x
2 f2 + · · ·+O(x`+1)
)
, h0 := d+ 2w0 ,
solves yf = O(xh0−1+`), off Σ, for ` ∈ N ∪∞ as high as possible.
Remark 2.28. If the leading behaviour of f is relaxed to f = xα
(
f0 + x f1 + · · ·
)
, one
quickly learns (see [31], Section 5.3) that the value α = h0 − 1 is forced. An easy way to
understand this is to note that for any g ∈ ΓT ΦM [−d−w0 + 1], by virtue of (2.18), the
following holds
y xh0−1g = xh0−1y g .
This underlies a scale duality map on solutions which is implicit in the solution below
and discussed in more detail in Section 5.1.1.
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We now seek a product type solution of Problem 2.27. The above remark immediately
shows us how to proceed. Since the operator y effectively commutes through the lead-
ing xh0−1 behaviour, we are left with a version of the original Problem 2.18, but now at
the weight −d− w0 + 1. This establishes the following result.
Proposition 2.29. The solution to Problem 2.27 for ` arbitrarily high and any h0 /∈ Z≤0
is
(2.30) f (`) = xh0−1
[ ∏`
j=1
cj
j(1− j − h0)
]
f0 .
Remark 2.30. Again, we have a product form for the solution generating operator, defined
independently of how f |Σ is extended off Σ. Performing the infinite product, this is
formally encoded by the operator
− xh0−1 (c− 14h0(h0 − 2))−1 Γ(h0)
Γ
(
h0+2
2 −
√
c+ 14
)
Γ
(
h0+2
2 +
√
c+ 14
) : ΓT ΦM [−d− w0 + 1]|Σ −→ ΓT ΦM [w0] .
In addition, composing the above with the operator
yh0−1 : ΓT ΦM [w0]→ ΓT ΦM [−d− w0 + 1] ,
yields
− xh0−1 (c− 14h0(h0 − 2))−1 Γ(h0) yh0−1
Γ
(
h0+2
2 −
√
c+ 14
)
Γ
(
h0+2
2 +
√
c+ 14
) : ΓT ΦM [w0]|Σ −→ ΓT ΦM [w0] .
The image of both the above formal maps is in the kernel of the operator y : ΓT ΦM [w0]→
ΓT ΦM [w0].
Notice that for any h0−1 ∈ Z>0 (respectively Z<0), the ` =∞ power series solutions of
the first (respectively second) kind are obstructed. Moreover, when h0 = 1, the solutions
of the first and second kind coincide. As explained in Section 5.4 of [31] this presages
the appearance of solutions with log terms. We will return to these in Section 5.1.2.
3. Tractor exterior calculus
Form bundles, by virtue of their exterior calculus, play a distinguished rôle among
tensor bundles; the same holds for so-called tractor form bundles. This is perhaps not
surprising on the basis of the close relationship between these and form bundles in the
Fefferman–Graham ambient space. In fact, the latter connection is exploited heavily in
the exposition on tractor forms given in [9]. Here we mainly eschew an ambient approach,
and construct the main elements of a tractor exterior calculus directly from the viewpoint
of the underlying conformal manifold (M, c).
The natural tractor analog of a one-form belongs to the weight −1, rank d+ 2 tractor
bundle T AM [−1] which for a given g ∈ c enjoys the isomorphism
T AM [−1]
g∼= EM [0]⊕ Λ1M ⊕ EM [−2] .
The k-fold exterior product of this bundle yields a tractor bundle of weight −k which we
denote T kM [−k]. It is isomorphic for a choice g ∈ c to the direct sum
T kM [−k]
g∼= Λk−1M ⊕ ΛkM ⊕ Ek−2M [−2]⊕ Ek−1M [−2] .
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(Recall that EkM [w] denotes the bundle ΛkM ⊗ EM [w].) Tensoring with the weighted
conformal density bundle EM [w + k] we obtain a weight w bundle which we term the
exterior (or form) tractor bundle T kM [w]. For g ∈ c this obeys
T kM [w] g= Ek−1M [w + k]⊕ EkM [w + k]⊕ Ek−2M [w + k − 2]⊕ Ek−1M [w + k − 2] .
We may employ this isomorphism to express sections F ∈ ΓT kM [w] as
F g=

F+
F
F+−
F−
 .
For ease of discourse, we will often refer to the various components of this splitting as
the “northern”, “western”, “eastern” and “southern” slots, respectively, for the weighted
forms F+, F , F+− and F−. This terminology was devised in the presentation of [9] to
reflect the composition series structure of the tractor form bundle. On the other hand,
here we use a representation that makes operator compositions compatible with matrix
multiplication.
Invariant sections of T kM [w] corresponding to conformally related choices of metric
ĝ = e2ωg, are related by the transformation formula
(3.1)
̂
F+
F
F+−
F−
 =

1 0 0 0
ε(Υ) 1 0 0
−ι(Υ) 0 1 0
1
2
(
ε(Υ)ι(Υ)− ι(Υ)ε(Υ)) −ι(Υ) −ε(Υ) 1


F+
F
F+−
F−
 .
(As usual we denote Υ := dω and ι, ε are the standard exterior and interior products on
forms.) Moreover, in terms of the above splitting, the tractor connection is given by
∇Tv

F+
F
F+−
F−
 =

∇v −ι(v) ε(v) 0
ε(Pv) ∇v 0 ε(v)
−ι(Pv) 0 ∇v ι(v)
0 −ι(Pv) −ε(Pv) ∇v


F+
F
F+−
F−
 ,
where v is an arbitrary section of TM and P denotes the canonical endomorphism TM →
TM obtained from the Schouten tensor (in an index notation, Pv := (P ab v
b)). It is easy
to check that this formula enjoys the transformation property in (3.1). In what follows,
we will often assume some choice of splitting and represent various operators on tractor
forms by a 4× 4 matrix of operators as in the example above.
For completeness we record the exterior algebra and tractor Hodge star operator of [9]
in the splitting notations above. The wedge product maps sections F and G of T kM [w]
and T k′M [w′], respectively, to a section F∧G of T k+k′ [w+w′] given in the above splitting
as
F ∧ G g=

F+
F
F+−
F−
∧

G+
G
G+−
G−
 =

F+ ∧G+ (−1)kF ∧G+
F ∧G
F+−∧G+ (−1)k
[
F− ∧G+ − F+ ∧G−
]
+ F ∧G+−
F− ∧G+ (−1)kF ∧G−
 .
The conformal Hodge star operator ∗ : EkM [w] ∼=→ Ed−kM [d+w− 2k]. We shall denote
the degree operator on forms by N , so that for A ∈ ΓEkM [w],
NA = k A .
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In these terms we have ∗∗ = (−1)N(d−N)+q (where (−1)q is the sign of the metric
determinant in the metric signature (p, q) and is unity for Riemannian metrics). From
the conformal Hodge star we can build the tractor Hodge star
? : T kM [w] ∼=→ T d+2−kM [w] ,
defined in a given splitting by
?F g=

∗(−1)N 0 0 0
0 0 ∗ 0
0 ∗ (−1) 0 0
0 0 0 ∗(−1)N−1


F+
F
F+−
F−
 .
We call the degree operator on tractor forms N so that for F ∈ ΓT kM [w],
(3.2) N F = kF .
It follows directly that
? ? = (−1)N (d+2−N )+q+1 ,
in concordance with the relationship between tractor forms and forms in the Fefferman–
Graham ambient space [9].
The standard inner product on ΩkM provides an inner product on ΓT kM[d2] as fol-
lows. Firstly, ΓT d+2M [−d] is canonically isomorphic to ΩdM and not only are elements
of the latter conformally invariant, but they can be integrated over M (oriented). For
B ∈ ΓT d+2M [−d] we shall write ∫M B assuming this above isomorphism. Since the trac-
tor Hodge star ? : ΓT kM[ − d2] → ΓT d+2−kM[ − d2], given A,A′ ∈ ΓT kM[ − d2], we
define the conformally invariant inner product (A,A′) = ∫M A ∧ ? A′. Moreover, at
arbitrary weights A,A′ ∈ ΓT kM[w]
〈A,A′〉 := sgn
(∫
M
A ∧ ?A′
)
∈ {±1, 0} ,
is conformally invariant. This pairing is useful for developing orthogonal decompositions.
3.1. Algebra of invariant operators. We now develop a conformally invariant exterior
calculus of tractor forms. This efficiently compresses a large class of operators and
accompanying identities.
The utility of differential forms relies on the exterior derivative operator
d : ΩkM → Ωk+1M , d2 = 0 ,
its Hodge dual (−1)N ∗−1d ∗, viz. the codifferential
δ : ΩkM → Ωk−1M , δ2 = 0 ,
and the supersymmetry algebra formed by these and the form Laplacian
∆ = δd+ dδ =: {δ,d} , [d,∆] = 0 = [∆, δ] .
An examination of the Thomas D-operator in (2.13), suggests there ought exist a confor-
mally invariant operator on form tractors that unifies the exterior derivative, codifferen-
tial and form Laplacian. A natural candidate for such an operator would simply be the
exterior, or skew, action of the Thomas D-operator DA. Although partially true, this
expectation is not fulfilled, essentially because what appears in the bottom slot of (2.13)
is the Bochner–Laplacian, rather than its form counterpart. The solution to this prob-
lem was given in [9]; just as the difference between form and Bochner Laplacians is given
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by a natural action of the curvature tensor, a similar modification /DA of the Thomas
D-operator exists such that its exterior action on tractor forms is nilpotent.
It is straightforward to compute the exterior derivative-type operator ε( /D) of [9] in
the 4× 4 matrix notation for a given splitting as introduced above. We shall denote this
operator by
D : ΓT kM [w] −→ ΓT k+1M [w − 1] ,
and refer to it as the exterior tractor D-operator. Our result for this computation is
(3.3)
D
g
=

−(d+ 2w − 2)d (w +N)(d+ 2w − 2) 0 0
0 (d+ 2w − 2)d 0 0
∆ + (w +N − 1)(J− 2P) −2δ (d+ 2w)d (w +N − 1)(d+ 2w)
[J− 2P,d] −∆− (w +N)(J− 2P) 0 −(d+ 2w)d
 .
Here we have canonically extended P by linearity to act on forms of degree k. Nilpotency
D2 = 0 ,
of D follows from [9], but can also be readily verified by a simple matrix composition
based on the above display.
The tractor analog of the codifferential is also given in [9] as the interior action of
ι( /D) = (−1)N −1 ?−1 D ?. We will denote this operator by
D? : ΓT kM [w] −→ ΓT k−1M [w − 1] ,
and dub it the interior tractor D-operator. It acts in a given splitting according to
(3.4)
D?
g
=

−(d+ 2w − 2)δ 0 −(d+ 2w − 2)(d+ w −N) 0
−∆ + (d+ w −N − 1)(J− 2P) (d+ 2w)δ −2d (d+ 2w)(d+ w −N − 1)
0 0 (d+ 2w − 2)δ 0
[J− 2P, δ] 0 −∆ + (d+ w −N)(J− 2P) −(d+ 2w)δ
 .
Per [9], it is also nilpotent
D?2 = 0 ,
and anticommutes with the exterior derivative
D?D +D D? = 0 .
Altogether, including the weight operator h := d + 2w (see (2.12)) and tractor form
degree N (as in (3.2)) we have established the beginnings of an exterior tractor algebra
{D ,D?} = 0 , D2 = 0 = D?2,
[N ,D ] = D , [N ,D?] = −D?,
[h,D ] = −2D , [h,D?] = −2D?.
We now augment these identities with exterior and interior multiplication by the
canonical tractor XA: Let us denote exterior multiplication by this with ε(X), which we
term the exterior canonical tractor
X : T kM [w]→ T k+1M [w + 1] .
In a choice of splitting this is represented by
(3.5) X g=

0 0 0 0
0 0 0 0
−1 0 0 0
0 1 0 0
 .
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For later use, it is worth noting that this operator moves the northern and western slots,
respectively, to the eastern and southern slot. Its adjoint, the interior canonical tractor
ι(X) = (−1)N −1 ?−1 X ? will be denoted
(3.6) X ? : T kM [w]→ T k−1M [w + 1] .
In a choice of splitting this is represented by
(3.7) X ? g=

0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0
 ,
which moves the northern slot to the west and the eastern slot to the south.
Therefore, we may now add to our exterior tractor algebra the relations
{X ,X ?} = 0 , X 2 = 0 =X ?2,
[N ,X ] =X , [N ,X ?] = −X ?,
[h,X ] = 2X , [h,X ?] = 2X ?.
To compute an algebra for products of the interior and exterior Thomas D- and canon-
ical tractor operators amongst one another we rely on the following:
Lemma 3.1. Let hAB denote the tractor metric and h := d+ 2w. Then the Thomas D-
and canonical tractor operators obey the identity
(3.8) hXADB − (h− 2)DBXA − 2XBDA + h(h− 2)hAB = 0 .
The simplest proof of the above employs the ambient techniques of [28, 11], although
this relation also follows from known tractor identities, see for example [21, 22]. Proofs
of this and other results relying on an ambient formulation are collected in Appendix A.
Remark 3.2. Suppose W is any weight −2 tractor tensor in Γ(⊗k End(TM)) and let ]
denote the natural tensorial action of endomorphisms on tractor sections (to the right)
so, for example, for k = 1 and acting on a rank one tractor TA
W]TA := TBWBA .
Moreover, let us suppose that W is orthogonal to the canonical tractor XA, i.e., the
contraction of XA with any index of W vanishes. Hence
[W
k times︷ ︸︸ ︷
] · · · ],XA] = 0 .
It follows immediately that Lemma (3.1) still holds upon the replacement of the Thomas
D-operator by
DA 7−→ DA −XAW]···] .
Now recall the definition of /DA := DA − XAΩ]] of [9]. Here Ω ∈ Γ( ⊗2 End(TM))
equals 1/(d − 4) times the W -tractor of [21] in dimensions other than 4, and is per-
pendicular to the canonical tractor XA. It follows immediately from Lemma (3.1) and
Remark (3.2) that
(3.9) hXA /DB − (h− 2) /DBXA − 2XB /DA + h(h− 2)hAB = 0 ,
in dimensions d 6= 4.
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Remark 3.3. As it stands, /D is not defined in four dimensions. This restriction is incon-
sequential for our purposes. The first point is that the exterior version of the operator D
given in (3.3) is well-defined in all dimensions d ≥ 3, see [9]. (A quick way to see this is to
observe X Ω]] is well defined in any dimension.) On the other hand, beyond the exterior
setting the above formula is useful for efficiently proving several results. In practice for
the problems solved here, we may use the above formula in all dimensions because in
the presence of an Einstein scale a version of it holds in four dimensions: It is possible
to construct an invariant tractor W˜/(d − 4) that equals W/(d − 4) in dimensions other
than four and is well defined when d = 4, although in that dimension (and only then)
W˜/(d − 4) depends on the scale [23, Section 4]; see also the proof of Proposition 4.5
below.
Proposition 3.4. The exterior and interior Thomas D- and canonical tractor operators
D , D?, X and X ?, satisfy
(h− 2)DX + (h+ 2)X D = 0 = (h− 2)D?X ? + (h+ 2)X ?D? ,
hX D? + (h− 2)D?X + 2X ?D −
(
d+h
2 −N + 2
)
h(h− 2) = 0 ,
hX ?D + (h− 2)DX ? + 2X D? +
(
d−h
2 −N
)
h(h− 2) = 0 .
Proof. The proof amounts to acting with the left hand side of the identity (3.9) on an
arbitrary tractor form and then taking appropriate irreducible parts. 
At the weight w = −d/2, the operators D , D? are the zero maps on kerX , kerX ?,
respectively. We can, however, define a nontrivial analog of D and D? at this weight on
these spaces by considering the residues of (d+ 2w)−1D and (d+ 2w)−1D? at w = −d2 .
This motivates the following definitions.
Definition 3.5. Acting on T kM [w] with w 6= −d2 , define the composition of operators
D̂ := D
1
h
, D̂? := D?
1
h
.
For w = −d2 define conformally invariant operators
D̂ : kerX ⊂ ΓT kM [−d2 ] −→ kerX ⊂ ΓT k+1M [−1− d2 ]
and
D̂? : kerX ? ⊂ ΓT kM [−d2 ] −→ kerX ? ⊂ ΓT k−1M [−1− d2 ]
via their expressions for some g ∈ c acting on A ∈ kerX ⊂ ΓT kM [−d2 ]
D̂A g= D̂

0
0
B
φ
 :=

0
0
dB + (k − d2 − 2)φ−dφ

and on A ∈ kerX ? ⊂ ΓT kM [−d2 ]
D̂?A g= D̂?

0
A
0
φ
 :=

0
δA− (k − d2)φ
0
−δφ
 .
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Remark 3.6. The notation 1h above makes sense because we can always work with weight
eigenspaces.
The operators of the above Definition are intimately related to the exterior and interior
actions of the first order differential operator DAB := XBD˜A−XAD˜B termed the double
D-operator [21, 22]. In particular, the operators D̂ X and D̂?X ? are given, for some
g ∈ c, by
(3.10)
D[2] :=D̂X
g
=

0 0 0 0
0 0 0 0
−d w +N 0 0
0 −d 0 0
 and D?[2] := D̂?X ? g=

0 0 0 0
δ 0 d+ w −N 0
0 0 0 0
0 0 −δ 0
 .
An important fact is that both the above, nilpotent, Grassmann even, first order op-
erators obey the Leibnitz rule acting on products of tractor forms. We shall term D[2]
and D?[2] the exterior, and interior double D-operators, respectively.
It is also useful to introduce a version of Definition 3.5 tailored to the cokernels of
the operators X and X ?. For a choice of g ∈ c, the cokernel of X is defined by the
equivalence relation 
ψ
A
B
φ
 ∼

ψ
A
B + b
φ + f
 ∈ cokerX ,
(an analogous formula holds for cokerX ?) so we will employ the notations
cokerX 3

ψ
A
∗
∗
 and

ψ
∗
B
∗
 ∈ cokerX ? ,
for elements of cokerX and cokerX ?, respectively.
Definition 3.7. Acting on T kM [w] with w 6= 1− d2 , define the composition of operators
D˜ :=
1
h
D , D˜? :=
1
h
D? .
For w = 1− d2 define
D˜ : coker
(
X ,ΓT kM [1− d2 ]
) −→ coker (X ,ΓT k+1M [−d2 ])
and
D˜? : coker
(
X ?,ΓT kM [1− d2 ]
) −→ coker (X ?,ΓT k−1M [−d2 ])
via their expressions acting on A ∈ coker (X ,ΓT kM [1− d2 ]) for some g ∈ c
D˜A g= D˜

ψ
A
∗
∗
 :=

−dψ + (k − d2 + 1)A
dA
∗
∗

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and on A ∈ coker (X ?,ΓT kM [1− d2 ])
D˜?A g= D˜?

ψ
∗
B
∗
 :=

−δψ + (k − d2 − 3)B∗
δB
∗
 .
Observe that the operatorsX D˜ andX ?D˜? are well-defined acting on T kM [w] at any
weight. It is easy to relate them to the exterior and interior double D-operators using
the first line of Proposition 3.4. The result of that computation is the following.
Proposition 3.8. On weighted tractor forms
D̂X +X D˜ = 0 = D̂?X ? +X ?D˜? .
To conclude this Section, we draw the exterior double D-operators into our algebra.
Proposition 3.9. On weighted tractor forms
[D[2],X
?] = −(h−d2 +N − 2)X , [D?[2],D ] = (h−d2 +N )D?,
[D[2],D
?] =
(
h+d
2 −N + 2
)
D , [D?[2],X ] = −
(
h+d
2 −N
)
X ?.
Proof. The most direct proof is a straightforward application of the matrix expressions
for the exterior tractor operators as given in Equations (3.3), (3.4), (3.5), (3.7) and (3.10).

3.2. Algebra of differential splitting operators. For many applications one begins
with a differential form A ∈ Ω•M , or perhaps more generally a form density A ∈ ΓE•[ . ]
which one wishes to handle using the tractor machinery. Given a choice of g ∈ c and the
form A, there in fact exists a quartet of differential insertion operators (qN, qE, qS, qW)
which invariantly insert the form into a uniquely determined tractor form, respectively,
whose northern, eastern, southern or western slot is given by A. We describe these in
this Section.
Firstly, we have an isomorphism and its formal adjoint [9]
q : ΓEkM [w + k] ∼=→ coker (X ,ΓT kM [w]) and q∗ : kerX ? ⊂ ΓT kM [w] ∼=→ ΓEkM [w + k]
via, for some g ∈ c
A 7−→

0
A
∗
∗
 and

0
A
0
φ
 7−→ A .
The following differential splitting operators have proved to be important [9, 16]. The
first of these is in fact algebraic.
Lemma 3.10 (South). We have the isomorphism
qS : ΓEk−1M [w + k − 2]
∼=−→ ker(X ,X ?) ⊂ ΓT kM [w]
via
A
g7−→

0
0
0
A
 .
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qN
ker(D ,D?)
qW ker(D
?,X ?) ker(D ,X ) qE
ker(X ,X ?)
qS
Figure 1. The insertion operators summarised by the points of a compass.
Remark 3.11. We will often refer to a tractor form in ker(X ,X ?) as a southern tractor,
and employ the corresponding language for each of the insertion Lemmas below.
Proof. The proof follows immediately by computing the kernels ofX andX ? by inspect-
ing their matrix expressions in a given g ∈ c as displayed in equations (3.5) and (3.7). 
Corollary 3.12. Let B ∈ ker(X ,X ?) ⊂ ΓT kM [w] and w 6= −k + 2, k − d. Then
B = − 1
(w + k − 2)(d+ w − k)X
?X D˜ D̂? B ,
and when w = −k+2, k−d, X ?X D˜ D̂?B = 0 and the singularities there are removable.
In this Article we make heavy use of the western insertion operator that invariantly
inserts a (weighted) degree k-form in a degree k-tractor form. It is described by the
following result.
Lemma 3.13 (West). When w 6= k − d there is an isomorphism
qW : ΓEkM [w + k]
∼=−→ ker(D̂?,X ?) ⊂ ΓT kM [w]
via
A
g7−→

0
A
0
− 1d+w−k δA
 .
At the critical weight w = k − d, at any fixed scale g ∈ c, there is a related isomorphism
that we also denote qW
(3.11)
ker(δ, δ) ⊂ (ΓEkM [2k − d]⊕ ΓEk−1M [2k − d− 2]) ∼=−→ ker(D̂?,X ?) ⊂ ΓT kM [k − d]
via
(A, φ)
g7−→

0
A
0
φ
 .
Proof. The proof proceeds as in the previous Lemma, but in addition requires a compu-
tation of the kernel of the interior tractor D-operator based on the display (3.4). 
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Remark 3.14. In Equation (3.11) it is natural to identify the domain objects (A, φ) with
the components of the invariant tractor on the right in a scale g ∈ c. Therefore, for
some other gˆ ∈ c, this pair is determined by Equation (3.1) to be (Aˆ, φˆ) with Aˆ = A,
φˆ = φ− ι(Υ)A and Υ defined as in Section 2.5. These are coclosed for any g ∈ c.
Remark 3.15. The maps q and q∗ are intimately related to qW and q
−1
W . Indeed, one has
the operator identities
X qW =X q and q−1W X
? = q∗X ? .
Obvious analogs of these relations also hold for the north and east insertion operators
introduced below. The algebraic operators corresponding to q and q∗ for those cases—
defined on appropriate cokernel and kernels—will be denoted q(E), q(N) and q∗(E), q
∗
(N).
For consistency one should write q(W ) for q, but we shall use this operator so often that
the latter notation is preferred.
The eastern insertion operator is related to its western counterpart by (tractor) Hodge
duality. It is given by the following Lemma.
Lemma 3.16 (East). For w 6= −k + 2
qE : ΓEk−2M [w + k − 2]
∼=−→ ker(D̂ ,X ) ⊂ ΓT kM [w]
by
A
g7−→

0
0
A
− 1w+k−2 dA
 .
Remark 3.17. When w = −k + 2 and at any fixed scale g ∈ c we have the isomorphism
ker(d,d) ⊂ (Ωk−2M ⊕ Ωk−1M) ∼=−→ ker(D ,X ) ⊂ ΓT kM [−k + 2]
with
(A,F )
g7−→

0
0
A
F
 .
For the northern insertion operator there are four classes of special weights to account
for:
w =

1− d2 ,
−d2 ,
−k , } k ∈ {0, 1, . . . , d+ 2} .−d− 2 + k ,
Lemma 3.18 (North). For w 6= −d2 ,−k,−d− 2 + k
qN : ΓEk−1M [w + k] −→ ker(D ,D?) ⊂ ΓT kM [w]
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by
A
g7−→

A
1
w+k dA
− 1d+w−k+2 δA
− 1d+2w
(
1
w+k δd− 1d+w−k+2 dδ + J− 2P
)
A
 .
Moreover, the map qN is an isomorphism whenever w 6= 1− d2 .
Although technically more involved, the proof uses exactly the same techniques as in the
other insertion Lemmas.
Corollary 3.19. Let F ∈ ker(D ,D?) ⊂ ΓT kM [w] and w 6= 1 − d2 ,−d2 ,−k, k − d − 2,
then
F = − 1
(d+ 2w)(w + k)(d+ w − k + 2) D
?D̂ X X ?F .
Proof. An elementary proof is to use the above explicit expression for ker(D ,D?) and
then calculate along the same lines as previously. Alternatively, Proposition 3.4 can be
used to move the operators D and D? to the right where they annihilate F . 
Remark 3.20. Note that at w = 1 − d2 the display of the above Lemma gives a solution
to DF = 0 = D?F , but not the most general one.
Remark 3.21. It is clear how to project onto each slot and move from slot to slot. Starting
from a weight w, degree k northern tractor, and ignoring for this discussion distinguished
weights, we have the projector
F = − 1
(d+ 2w)(w + k)(d+ w − k + 2) D
?D̂X X ?F .
Calling A˜ = − 1(d+2w)(w+k)(d+w−k+2) D̂X X ?F gives F = D?A˜ with A˜ ∈ ker(D̂ ,X ) so
A˜ is a weight w + 1, degree k + 1, eastern tractor with corresponding projector
A˜ = − 1
(w + k)(d+ w − k + 2) D̂X X
?D˜?A˜ .
To reach the west, write F = DA with A = 1(d+2w)(w+k)(d+w−k+2) D̂?XX ?F so that
A = 1
(w + k)(d+ w − k + 2) D̂
?XX ?D˜A ,
which is the projector for weight w+1, degree k−1, western tractors. The same procedure
holds for the south where F = DD̂?B and B = − 1(d+2w)(w+k)(d+w−k+2) X ?X F and the
projector is given in Corollary 3.12.
The projector onto western tractors described in the above Remark is the one most
often required in later developments. Hence we record it in the following.
Proposition 3.22. The operator ΠW : ΓT kM [w] −→ ΓT kM [w], w 6= −k, k−d, defined
by
ΠW :=
1
(w+k)(d+w−k) D
?
[2]D[2] ,
obeys Π2W = ΠW . Moreover, if A ∈ ker(D̂?,X ?) ⊂ ΓT kM [w], then ΠWA = A.
We close this Section with a useful technical result which follows immediately from
the machinery given in this Section.
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Proposition 3.23. Let A ∈ ker(D̂?,X ?) ⊂ ΓT kM [w]. Then
X ?D˜A = (w + k)A , D̂?X A = (d+ w − k)A .
Proof. For the second identity, observe that since X ?A = 0, we may write A = X ?B
for some B. Thus the left hand side is well defined for any weight w. The result then
follows by simple application of the algebra of Proposition 3.4. The first identity can
be established the same way when w 6= 1 − d2 , k − d. The first weight is a simple
removable singularity, as can be seen from Lemma 3.13. At the weight w = k − d there
is no singularity but one needs to use Equation (3.11) of Lemma 3.13 to establish the
result. 
3.3. Conformally invariant equations and the cohomology of the Thomas D
operator. For later developments, we need to understand the conformal differential
operators on forms and their origins in the tractor calculus. At low orders, these follow
from the basic equation
DF = 0 ,
and various refinements thereof.
The simplest conformally invariant differential equation for a differential form is the
closure condition
dA = 0 ,
which is conformally invariant for any A ∈ ΩkM with 0 ≤ k ≤ d. For physical models,
the form A can either be interpreted as a field strength or potential. In the former case,
it is traditional to use the symbol F . Imposing as well a divergence condition, we have
the curvature version of the (higher form) Maxwell’s equations
dF = 0 = δF .
The divergence equation is conformally invariant in even dimensions when F ∈ Ω d2M .
The potential version of the higher form Maxwell’s equations are obtained by taking
a divergence of the closure condition
δdA = 0 .
This equation enjoys a gauge invariance
A ∼ A+ dα ,
for A ∈ ΩkM and α ∈ Ωk−1M which is already evident from the conformally invariant
de Rham complex
d−→ Ω•M d−→ .
The potential form of Maxwell’s equations is conformally invariant in even dimensions
for A ∈ Ω d2−1M .
Once weighted forms are considered, there are further conformally invariant equations:
The higher form Branson–Deser–Nepomechie equationBDNA := ( 1
k − d2 + 1
δd+
1
k − d2 − 1
dδ + J− 2P
)
A = 0 ,
is conformally invariant for A ∈ ΓEkM [k − d2 + 1] where the conformally invariant
Branson–Deser–Nepomechie operator is a map ΓEk[k− d2 + 1]→ ΓEk[k− d2 −1]. (When
it is unclear which degree forms BDN acts on, we will write (k)BDN .) This conformally
invariant generalization of both Maxwell’s equations and the Yamabe equation seems
to have been first uncovered in [5] and was then independently uncovered in a physical
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context in [14]: The Yamabe equation appears at degree k = 0. The residues of the
poles at k = d2 ± 1 (d ∈ 2N) give the higher form Maxwell’s equations in their standard
potential form, or expressed in terms of a Hodge dual potential, respectively.
Finally, in even dimensions, Maxwell’s equations in their curvature form can be coupled
conformally to a Proca-type equation to yield the conformally invariant coupled Proca–
Maxwell system of equations
∗ δF = (∆ + 2(J− 2P))A , dF = 0 = δA ,
where A ∈ ΓE1+ d2M [2] and ∗F ∈ Ω d2M . Of course, all of the above systems of equa-
tions enjoy a dual formulation obtained by applying the isomorphism ∗ : EkM [w] ∼=→
Ed−kM [d+ w − 2k].
It is not difficult to write the curvature Maxwell, Branson–Deser–Nepomechie and
coupled Proca–Maxwell systems as simple equations for tractor forms. We record that
result in the Proposition below. Before doing so, for completeness we record the basic
DF = 0 equation for a definite choice of splitting g ∈ c of F ∈ T kM [w]
(3.12)
0 = (d+ 2w − 2)(dF+ − (w + k)F ) ,
0 = (d+ 2w − 2)dF ,
0 =
(
∆ + (w + k − 2)(J− 2P))F+ − 2δF + (d+ 2w)(dF+−+ (w + k − 2)F−) ,
0 = [J− 2P,d]F+ − (∆ + (w + k)(J− 2P))F − (d+ 2w)dF− .
Proposition 3.24. Let F ∈ T kM . Then the system of equations
DF = 0 = D?F =X ?F
describes
(i) the Branson–Deser–Nepomechie equation when w = 1− d2 , k 6= 1 + d2 ,
(ii) the coupled Proca–Maxwell system when w = 1− d2 , k = 1 + d2 and d ∈ 2N.
The system of equations
DF = D?F =X F =X ?F = 0
describes the curvature version of the higher form Maxwell’s equations when w = 1− d2 ,
k = 1 + d2 (d ∈ 2N).
Proof. Given the expressions for the exterior and interior tractor D- and canonical trac-
tor operators for a choice of g ∈ c explicated in Section 3.1, the proof is elementary.
For expedience, note that the kernels of X ? and D? are spelled out in Lemma 3.13.
To complete the isomorphism between the tractor equations and their differential form
counterparts, note that we have called the western slot A. Also, for the Proca–Maxwell
system, the Maxwell curvature F is the Hodge dual of the southern slot. 
Remark 3.25. For the case k = 1, the above characterization of the Branson–Deser–
Nepomechie equation is exactly that given in [30].
It now remains only to explain the origin of the conformally invariant potential version
of Maxwell’s equations. The key point here is the gauge invariance which generates a
new solution A+dα from any given solution A. Since d is nilpotent, this really amounts
to a certain cohomology problem. Indeed, the system of equations (3.12) are also gauge
invariant under
F ∼ F +DA .
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Hence the relevant problem is the cohomology of D with ΓT •[ . ] as the space of chains.
This problem will also play an important rôle in our study of Proca equations in Section 5.
Our first result establishes that for generic weights this cohomology is in fact trivial.
Proposition 3.26. The cohomology of the differential complex
· · · D−→ ΓT k−1M [w + 1] D−→ ΓT kM [w] D−→ ΓT k+1M [w − 1] D−→ · · · ,
denoted HkM [w] at ΓT kM [w], is trivial whenever w 6= −d2 , 1− d2 ,−1− d2 ,−k,−k + 2.
Proof. Consider
1
(d+ 2w)(w + k)
DX ?
(
1− 2
(d+ 2w + 2)(w + k − 2)X D˜
?
)
F .
We claim that if DF = 0, the above quantity identically equals F . The claim is easily
verified using Proposition 3.4 to push D to the right (assuming w 6= 1 − d2) where it
annihilates F . Therefore DF = 0 ⇒ F = DA for some A. 
To analyze further the cohomology of the exterior Thomas D-operator, observe that
acting with D we move on the (w, k) plane along lines w + k = constant as shown in
Figure 2. Similarly, the interior tractor D-operatorD? moves along lines w−k = constant.
In what follows we will not analyze the D? cohomology because it can easily be obtained
from that of D by Hodge duality.
Proposition 3.26 reveals that we may expect non-trivial cohomology only along the
lines w+k = 0, 2 or when a w+k line meets the weights w = 1− d2 ,−d2 ,−1− d2 . This can
also be seen by examining the system of equations (3.12) which one has to solve for D to
be closed, as well as considering the same system after replacing w → w + 1, k → k − 1
in order to analyze when a D-closed tractor form is D-exact. First we give a result for
general weights.
Proposition 3.27. When w + k 6= 0, 2 the cohomology HkM [w] of the operator D can
only be non-empty for w = 1− d2 ,−d2 ,−1− d2 . Moreover:
(i) HkM [1− d2 ] ∼= ker(k)BDN ,
(ii) Hk+1M [−d2 ] ∼= ker(k)BDN ⊕ coker(k)BDN ,
(iii) Hk+2M [−1− d2 ] ∼= coker(k)BDN .
Proof. The method of proof for this and the other Proposition 3.28 for the cohomology
ofD is the same: One examines the system of equations 3.12 first at the weight and degree
(w, k) of interest in order to study the closure condition, and then again at (w+ 1, k−1)
to control exactness. The general pattern for the closure conditions is that the first and
third of these equations allow the western and southern slots F and F− to be determined
in terms of their northern and eastern counterparts, F+, F+−, unless the weight and
degree conspire to give them a zero coefficient. For exactness, at (w+ 1, k− 1) the right
hand sides of the system of equations 3.12 show that the northern and eastern slots
of F ∈ kerD are algebraically cohomologous to zero, again up to conspiracies between
weights and degrees.
For the case at hand there are three conspiracies: (i) For Hk[1− d2], the northern and
eastern slots are still cohomologous to zero, but only the southern slot can be eliminated
by the closure condition. (ii) At Hk+1[ − d2] only the eastern slot is cohomologous to
zero and only the western slot can be eliminated by the closure condition. (iii) For
Hk+2[−1− d2] the northern slot is again cohomologous to zero and both the western and
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Figure 2. In this picture we represent the complex for the exterior and
interior tractor D-operators; the lower and upper diagonal line of arrows
describe the complexes along w+k = 0 and w+k = 2 of Proposition 3.28
which have non-empty cohomology. The central diagonal line corresponds
to the case of generic values of w + k of Proposition 3.27, which only
has non-trivial cohomology if the three red horizontal lines at the values
w = 1− d2 ,−d2 ,−1− d2 are traversed.
southern slots are removed by the closure requirement. Schematically then, a complex
0 → W → (N,S) → E → 0 results. It is not difficult to compute the differentials; the
result is depicted below
ΓEkM[k − d2 + 1]
(
0BDN
)
−−−−−−→ ΓEkM[k − d2 + 1]⊕ ΓEkM [k − d2 − 1]
(BDN 0)−−−−−−−→ ΓEkM[k − d2 − 1]

This leaves the cases w+k = 0, 2 which are closely related to both de Rham cohomology
HkM and the detour complexes that will appear later in the Article in a holographic
context.
Proposition 3.28. When w + k = 0, 2 but w 6= 1− d2 ,−d2 ,−1− d2{
HkM [−k] ∼= Hk−1M ⊕HkM , w = −k ,
HkM [2− k] ∼= Hk−2M ⊕Hk−1M , w = 2− k .
Moreover, the differential complexes
D−→ ΓT d2−1M[1− d
2
] D−→ ΓT d2M[− d
2
] D−→ ΓT d2 +1M[− 1− d
2
] D−→ ,
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and
D−→ ΓT d2 +1M[1− d
2
] D−→ ΓT d2 +2M[2− d
2
] D−→ ΓT d2 +3M[− 1− d
2
] D−→ ,
corresponding to w = 1− d2 ,−d2 ,−1− d2 and w + k = 0, 2, respectively, are equivalent to
the following differential complexes
(−2d 0
0 2d
)
−−−−−→ Ω d2−2M ⊕ Ω d2−1M
 0 00 0
∆− 2(J− 2P) δ
d
−−−−−−−−−→ Ω d2−1M ⊕ Ω d2M ⊕ ΓE d2−1M [−2]
 2d 0 00 −2d 0
∆− 2(J− 2P) δ 0

−−−−−−−−−−−→ Ω d2M ⊕ Ω d2 +1M ⊕ ΓE d2−1M [−2]
(
4d 0 0
0 −4d 0
)
−−−−−−→ ,
and  0 04d 0
0 −4d

−−−−−→ ΓE d2 +1M [2]⊕ Ω d2−1M ⊕ Ω d2M
 0 0 0δ 2d 0
∆ + 2(J− 2P) 0 −2d

−−−−−−−−−−−→ ΓE d2 +1M [2]⊕ Ω d2M ⊕ Ω d2 +1M
d
(
δ 0 0
∆ + 2(J− 2P) 0 0
)
−−−−−−−−−−→ Ω d2 +1M ⊕ Ω d2 +2M
(−2d 0
0 2d
)
−−−−−→ .
Proof. Here the proof follows exactly the same methodology as for Proposition 3.27. 
Remark 3.29. Although the above differential complexes appear novel, they are closely
related to the systems studied already. For example, the second differential in the first
diagram is a prolongation of the Maxwell operator δd. The third differential is equivalent
to the coupled Proca–Maxwell system (upon Hodge dualizing A).
To relate the cohomology of the exterior tractor D-operator D to the conformally
invariant Maxwell operator and its associated detour complex, we need to refine the
space of chains. This is achieved via the following simple observation.
Lemma 3.30. There are well-defined maps
ker(D?,X ?) ⊂ ΓT kM [−k] −→ ker(D?,X ?) ⊂ ΓT k+1M [−k − 1] , k 6= 1− d2 ,−d2 ,
ker(D?,X ?) ⊂ ΓT d2−1M[1− d2] −→ ker(X ,X ?) ⊂ ΓT d2M[− d2] , d ∈ 2N ,
ker(X ,X ?) ⊂ ΓT d2M [−d2 ] −→ ker(D?,X ?) ⊂ ΓT
d
2
+1M
[− 1− d2] , d ∈ 2N ,
given by
F 7−→ DF .
Proof. To verify that at the weight w = −k 6= −d2 elements of the kernel of (D?,X ?)
are mapped by D again to ker(D?,X ?), it suffices to examine the third identity of
Proposition 3.4. At w = −k = 1 − d2 the kerD? condition on the image of the map D
turns out to be an empty requirement but is augmented by kerX which follows from
the first line of Proposition 3.4. To see that at w = −k = −d2 , the map D has image
contained in kerX ? one uses the second line of Proposition 3.4 along with the fact that
the domain is then taken to be ker(X ,X ?). 
Remark 3.31. By the western Lemma 3.13, ker(D?,X ?) ⊂ ΓT kM [−k] ∼= ΩkM so long
as k 6= d2 . Hence, D induces a map ΩkM → Ωk+1M when k 6= d2 − 1, d2 . From the
display (3.3), it follows that this map is the exterior derivative d.
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Proposition 3.32. Let d ∈ 2N. Then the differential complex
· · · D−→ ker(D?,X ?) ⊂ ΓT d2−2M[2− d2]
D−→ ker(D?,X ?) ⊂ ΓT d2−1M[1− d2] D−→ ker(X ,X ?) ⊂ ΓT d2M[− d2]
D−→ ker(D?,X ?) ⊂ ΓT d2 +1M[− 1− d2] D−→ ker(D?,X ?) ⊂ ΓT d2 +2M[− 2− d2] D−→ · · ·
is equivalent to
d−→ Ω d2−2M d−→ Ω d2−1M δd−−−→ ΓE d2−1M [−2] 0−→ Ω d2 +1M d−→ Ω d2 +2M d−→
Remark 3.33. In odd dimensions, the “detour” at w = −k = 1 − d2 is avoided and
one simply has an equivalence between the cohomology of D acting on ker(D?,X ?) for
w + k = 0
· · · D−→ ker(D?,X ?) ⊂ ΓT kM [−k] D−→ · · ·
and de Rham cohomology
d−→ ΩkM d−→ .
Proof. This follows directly from Lemma 3.30, its accompanying Remark 3.31 and a
computation of D at weights w = −k = 1− d2 ,−d2 for some g ∈ c using (3.3). 
Rather than connecting the de Rham complex via the detour operator δd followed
by the zero map to the de Rham complex again, as in Proposition 3.32, a canonical
manœuvre is to continue on with the dual de Rham complex. Pictorially this gives the
Maxwell detour complex
(3.13) d−→ Ω•M d−→ · · · d−→ Ω d2−1M δd−−−→ ΓE d2−1M [−2] δ−→ · · · δ−→ ΓE•M [ . ] δ−→ ,
(where the chains in the outgoing dual de Rham complex belong to ΓEkM [2k−d]). This
is an important but simplest case of a family of conformally invariant differential detour
complexes [7, 9, 3] whose study we take up again in Section 6.
We complete this Section by showing how the Maxwell detour complex arises in the
current setting. First we rely on a Corollary of Proposition 3.30 and the southern and
eastern Lemmas 3.10, 3.16.
Corollary 3.34. Let d ∈ 2N. Then there is a well-defined, conformally invariant, canon-
ical “detour” map
ker(D?,X ?) ⊂ ΓT d2−1M[1− d
2
] −→ ker(D ,X ) ⊂ ΓT d2 +1M[− 1− d
2
]
,
given by the composition of maps
qE ◦ q−1S ◦D .
Moreover,
D? ◦ qE ◦ q−1S ◦D = 0 .
Proof. Only the statement that the composition of the interior tractor D-operator and
the detour map vanishes requires further elaboration: The range of the differential δd in
Proposition 3.32 at Ω
d
2M is mapped to the eastern slot of a section of T d2 +1M[−1− d2].
Then the eastern Lemma 3.16 implies that a dual version of Remark 3.31 holds: the
action of D? on ker(D ,X ) ⊂ ΓT kM [−d− 2 + k] induces the map
δ : ΓEkM [2k − d]→ ΓEk−1M [2k − d− 2] ,
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Figure 3. The Maxwell detour complex from exterior and interior
Thomas-D cohomologies is schematically
· · · D−−→W D−−→W qE q
−1
S D−−−−−→ E D
?
−−→ E D
?
−−→ · · ·
for degrees and weights as depicted above.
so long as k 6= d2 + 2 (this is the point in the (w, k)-plane dual to the one where the
map qE q
−1
S was needed to replace the D operator). The proof is now complete since
δ2 = 0. 
Remark 3.35. Acting on weight −d2 , degree d2 southern tractors (in even dimensions),
the composition of operators qE ◦ q−1S = −2 D̂ , as can be easily verified by a direct
computation.
We have therefore by now established the following result (depicted schematically in
Figure 3)
Proposition 3.36. Let d ∈ 2N. Then the differential complex
· · · D−→ ker(D?,X ?) ⊂ ΓT d2−2M[2− d2]
D−→ ker(D?,X ?) ⊂ ΓT d2−1M[1− d2] qEq−1S D−−−−−→ ker(D ,X ) ⊂ ΓT d2 +1M[− 1− d2]
D?−−→ ker(D ,X ) ⊂ ΓT d2M[− 2− d2] D?−−→ ker(D ,X ) ⊂ ΓT d2−1M[− 3− d2] D?−−→ · · ·
is equivalent to the Maxwell detour complex (of Equation (3.13)).
Holography for Forms 39
4. The exterior calculus of scale
We now come to a central point of our development, namely that there is a canonical
way to introduce a (generalized) scale into the conformal calculus and algebra. Most of
the structure is available in the general almost Riemmanian setting, so we treat this first
before refining to Poincaré–Einstein structures.
Let (M, c, σ) be an almost Riemannian structure. The scale tractor defines canonical
maps on ΓT •M [ . ] by exterior and interior multiplication
I := ε(I) : ΓT kM [w]→ T k+1M [w] , I ? := ι(I) : ΓT kM [w]→ T k−1M [w] .
We may explicate these operators for a choice of g ∈ c by
(4.1) I g=

−ε(n) σ 0 0
0 ε(n) 0 0
−ρ 0 ε(n) σ
0 ρ 0 −ε(n)
 , I ? g=

−ι(n) 0 −σ 0
ρ ι(n) 0 σ
0 0 ι(n) 0
0 0 ρ −ι(n)
 ,
where IA
g
:= (ρ, n, σ). From equations (2.13) and (2.14) we have
n = ∇σ , ρ = −1
d
(
∆g + J
)
σ .
The following identities result trivially from standard properties of interior and exterior
multiplication as well as the definition of the maps I and I ?
{I ,X } = 0 = {I ?,X ?} ,
{I ?,X } = σ = {I ,X ?} ,
[N ,I ] = I , [h,I ] = 0 = [h,I ?] , [N ,I ?] = −I ? .
As always, we denote by x the map ΓT kM [w]→ ΓT kM [w−1] obtained by multiplying
by the scale σ; thus x = {I ?,X } = {I ,X ?} .
Finally we give identities that include the exterior and interior Thomas D-operators
in our calculus.
Proposition 4.1. Let IA be a scale tractor for an almost Riemannian conformal struc-
ture (M, c, σ), and define the operator y := −IA /DA that maps ΓT kM [w]→ ΓT kM [w−1].
Then, for d 6= 4, the following operator identities hold.
[h, x] = 2x , [x, y] = h , [h, y] = −2 y ,
(h− 2)D?x− h xD? = 2X ?y + h(h− 2)I ?,
(h− 2)Dx− h xD = 2X y + h(h− 2)I ,
(h− 2) yX − hX y = 2xD − h(h− 2)I ,
(h− 2) yX ? − hX ?y = 2xD? − h(h− 2)I ?.
When d = 4, the above identities hold for any almost Einstein structure.
Proof. The first three identities were proven already in [31]. The remaining identities
are obtained contracting equation (3.9) with the scale tractor on one of its indices and
then performing either exterior or interior multiplication with the other. For the d = 4
almost Einstein case, the same proof applies using also Remark 3.3 and the proof of
Proposition 4.5. 
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4.1. Poincaré–Einstein structures. We now specialise to Poincaré–Einstein struc-
tures. For concreteness, we recall some basic definitions. A Riemannian metric go on the
interiorM+ of a compact manifoldM with boundary Σ := ∂M is said to be conformally
compact if it extends to Σ by g = r2go, with g non-degenerate up to Σ equaling the zero
locus of a defining function r; that is Σ is the zero locus Z(r) and dr|Σ 6= 0. If the normal
to Σ is nowhere null, then g determines a conformal structure cΣ . In this case (Σ, cΣ) is
called the conformal infinity of M+. If the defining function obeys
|dr|2g = 1 ,
along Σ, the sectional curvatures of go tend to −1 at infinity and the structure is said to
be asymptotically hyperbolic (AH) [49].
Tractor calculus enables a treatment of any conformally compact structure [26]. A
very strong indication that conformal geometries and their tractor treatment is fruitful
for the study of physical models, is their strong predilection for Einstein metrics [56], as
partly captured by the following result [27].
Theorem 4.2. On a conformal manifold (M, c) there is a 1-1 correspondence between
conformal scales σ ∈ ΓEM [1], such that gσ = σ−2g is Einstein, and parallel standard
tractors I ∈ ΓTM with the property that XAIA is nowhere vanishing. The mapping
from Einstein scales to parallel tractors is given by σ 7→ 1dDAσ while the inverse is
IA 7→ XAIA.
In the above, XA ∈ T AM [1] is the canonical tractor–a distinguished invariant tractor;
see Section 3.1 for further details. The statement of the Theorem is easily verified
using (2.11), or may be viewed as an easy consequence of the definition of the tractor
connection from [4].
For concreteness and later use, we explicate in tensor terms the parallel conditions
∇T IA = 0
for the scale tractor for some g ∈ c:
(4.2)

∇aσ = na ,
∇anb = −σPab − ρgab ,
∇aρ = Pabnb .
In light of the above Theorem and in line with [24], we will say that a conformal
manifold (M, c), is almost Einstein if it is equipped with a non-zero parallel standard
tractor I. This notion slightly enlarges the standard Einstein condition. Indeed, from the
Theorem above it follows that the defining scale σ is non-zero on an open dense set [27].
Moreover, if non-empty, the zero locus of the defining scale σ is a conformal infinity. I.e.,
the almost Einstein condition extends the standard Einstein one to describe manifolds
with a conformal infinity. This boundary structure is precisely the one required to study
a wide range of physical applications. Let us spell out some pertinent details:
Recall that an AH manifold which is Einstein in its interior is called Poincaré–Einstein.
Following [25] and [24], this fits precisely in the almost Einstein picture and provides the
first exterior identity specialized to this setting.
Proposition 4.3. A Poincaré–Einstein manifold is an almost Einstein manifold (M, c, σ)
with boundary Σ equaling the zero locus of σ such that I2 := IAIA = 1; thus
{I ?,I } = 1 .
In view of this observation, it makes sense to treat the almost Einstein setting generally.
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4.1.1. Exterior calculus of almost Einstein scales. Here we develop exterior identities
extending the solution generating algebra (2.15) to the almost Einstein setting.
Using that I is parallel we come to the next exterior identities.
Proposition 4.4. If (M, c, σ) is almost Einstein, then
{I ,D} = 0 = {I ?,D?} .
Proof. This can easily be directly verified by anticommuting the matrix expressions for
the exterior and interior Thomas D-operators of Section 3.1 with those for the exterior
and interior scale tractors I and I ? in Equation (4.1), employing the almost Einstein
identities (4.2). A slicker argument is to note that since I is parallel
[DA, IB] = 0 ,
it immediately follows that {I , ε(D)} = 0 = {I ?, ι(D)} so it only remains to verify that
I andI ? anticommute withX Ω]] andX ? Ω]], respectively. Away from dimension four,
this holds trivially since for almost Einstein structures theW -tractor obeys IAWABCD =
0. In dimension four, I and I ? still commute with the operator 1d−4W˜
]] of [23, Section
4] which is also discussed in the proof of Proposition 4.5 below. From this /DA can still
be defined, as commented upon in Remark 3.3, and we again obtain the result. 
Next we consider anticommutators of I ? and D (or I and D?).
Proposition 4.5. The map
y : ΓT kM [w]→ ΓT kM [w − 1] where y := −IA /DA
obeys
{I ?,D} = −y = {I ,D?} .
Moreover
[D , y] = [I , y] = 0 = [I ?, y] = [D?, y] .
Proof. As usual, a rudimentary proof is to evaluate the matrix expression for each of
the three operators for a given g ∈ c. The result agrees for each of these, and since the
operator y is a central player in this Article, we record the explicit result:
−y g= (d+ 2w − 2)δR − σ
(
Y +
J
2
(d+ 2w − 2)1
)
,
where 1 is the identity (matrix), and along Σ, δR is a conformal Robin-type operator for
forms. It is given in general by
(4.3) δR :=

∇n + wρ −ι(n) ε(n) 0
ε(∇ρ) ∇n + wρ 0 ε(n)
−ι(∇ρ) 0 ∇n + wρ ι(n)
0 −ι(∇ρ) −ε(∇ρ) ∇n + wρ
 .
At weight w = 1− d/2, Y is a conformally invariant Yamabe-type operator for forms.
It is given at general weights by
Y :=

∆+(N − d2)(J− 2P) −2δ 2d 2N − d
−[J− 2P,d] ∆+ (N − d2 + 1)(J− 2P) 0 2d
−[J− 2P, δ] 0 ∆+(N − d2 − 1)(J− 2P) 2δ
−P baP ab + 2 End(P.P ) + 2σ /B −[J− 2P, δ] [J− 2P,d] ∆+(N − d2)(J− 2P)
 .
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In this formula the slashed Bach endomorphism /B is defined in any dimension in terms
of the Cotton tensor by
(
nc(∇cP ba −∇aP bc )
)
. In dimensions not equal to four, on almost
Einstein structures, it is related to the standard Bach tensor by
/B =
σB
d− 4 .
Indeed, in dimensions other than four, the W -tractor divided by d− 4—from which one
builds /DA—is a sum of Weyl and Cotton tensor terms, plus the Bach tensor over d− 4.
Replacing the Bach over d−4 contribution by /B/σ, yields the tensor W˜/(d−4). It equals
the standard W/(d − 4) in any dimension not equal to four, but is also a well-defined
tractor on four dimensional conformally Einstein manifolds [23]. In this way we have
defined and computed the third expression −I· /D in arbitrary dimensions.
An alternative proof is to define /DA in this way, and then use that [IA, /DB] = 0.
Thus the equalities {I ?,D} = {I ,D?} = I· /D, follow immediately from the properties
of exterior and interior multiplication. The remaining commutation relations quoted are
also trivial, for example
[D , y] = [{D ,I ?},D ] = (I ?D +DI ?)D −D(I ?D +DI ?) = DI ?D −DI ?D = 0 ,
because D is nilpotent. 
4.2. Boundary tractors. Let us first recall some general facts concerning hypersurface
tractors [4, 36, 26, 24] before specializing to Poincaré–Einstein structures and tractor
forms in order to develop natural boundary conditions for the extension problems studied
in the next Section. Assume, therefore, that Σ is a boundary component of (M, c) and
the conformal structure extends smoothly to a collar neighborhood of Σ.
Assume Σ is smooth and is the zero locus of a defining density σ (see Section 2.2)
which is also a defining scale for our structure. Let na ∈ Ea[1] be a unit conormal so
that, along Σ
gabnanb = 1 .
In a scale g ∈ c, the mean curvature of Σ is
Hg =
1
d− 1 ∇
T
a n
a , ∇T := ∇− n∇n .
From this data, we can build the normal tractor N ∈ ΓTM |Σ of [4]
NA
g
=
 0na
−Hg
 .
The normal tractor satisfies NANA = 1 and is linked to the scale tractor when (M, c, σ)
is an almost scalar constant structure. By observing
I|Σ g=
 0∇aσ
−1d∆σ
 ,
and using I2 = 1 we have the following result [26, Proposition 3.5].
Lemma 4.6. If (M, c) is an almost scalar constant structure with defining scale singu-
larity set Σ and scale tractor I, then the normal tractor of Σ satisfies
N = I|Σ .
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The intrinsic tractor bundle T Σ of (Σ, cΣ), where the conformal structure cΣ is the
one induced by c, is related to the standard tractor bundle TM along Σ (i.e. TM |Σ) [8].
Indeed, there is a canonical, conformally invariant isomorphism between the canonical,
rank d + 1 subbundle N⊥ of TM |Σ orthogonal (with respect to the tractor metric) to
the normal tractor N , and the intrinsic boundary tractor bundle
N⊥ ∼= T Σ .
We shall use this isomorphism to identify these spaces. The map between their respective
section spaces, calculated in a scale g ∈ c (and therefore gΣ = g|Σ) is [36, 24, 57] νµa
ρ
 7→
 1 0 0−Hg na 1 0
−12(Hg)2 Hg nb 1
 νµb
ρ
 ,
where naµa = Hgν because the left hand side is a section of N⊥.
This boundary splitting isomorphism can be extended to tractor tensor bundles, in
particular for tractor forms the section space map from the subbundle of T •M [ . ]|Σ
orthogonal to M to T •Σ[ . ] is
(4.4)

F+
F
F+−
F−
 g7−→

1 0 0 0
−Hg ε(n) 1 0 0
Hg ι(n) 0 1 0
(Hg)2
2 [ε(n), ι(n)] H
g ι(n) Hg ε(n) 1


F+
F
F+−
F−
 ,
where here the orthogonal condition says (along Σ) that
ι(n)F+ = 0 = ι(n)F −Hg F+ = ι(n)F+− = ι(n)F− +Hg F+− .
In invariant terms, this can be expressed as ι(N)F = 0 for F ∈ ΓT •M [ . ]|Σ.
Recall that for Riemannian geometries, the Gauß formula relates the interior and
boundary covariant derivatives. In particular, if u, v ∈ ΓTM are local extensions of
uΣ , vΣ ∈ ΓTΣ, then the Levi–Civita connection ∇ with respect to g on M and the Levi–
Civita connection ∇Σ on Σ with respect to the metric gΣ induced by g agree, in the
sense (∇uv)T |Σ = ∇Σu
Σ
vΣ .
Here we denote the tangential component of v ∈ Tx∈ΣM by vT . Moving to the almost
scalar constant setting, choosing a g ∈ c and setting n := ∇σ, in the above formula
we can replace the connection ∇ by ∇T = ∇ − n∇n. In this way the independence on
the left hand side from the choice of local extension is manifest because of the operator
statement
∇Tσ = O(σ) .
There exists a natural and canonical tangential operator related to the Thomas D-
operator that we shall only need in the Poincaré–Einstein setting. In fact, a main point
we wish to emphasise here is that in that setting this operator is holographic formula for
the boundary Thomas D-operator.
Definition 4.7. Let (M, c, σ) be a Poincaré–Einstein manifold. Then we define the
tangential Thomas D-operator defined acting on tractors in ΓT ΦM [w] with w 6= 1 −
d
2 , 1− n2 by
DTA := DA − IAI·D +
1
(h− 1)(h− 2) XA
(
I·D)2 .
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Remark 4.8. Along Σ, the tangential Thomas D-operator may be viewed as a tractor
analog of the Gauß formula.
Definition 4.9. Suppose σ is a defining density for a hypersurface Σ. Let P be a
differential operator acting on the section space of a vector bundle F . We say P acts
tangentially along Σ (or informally “P is tangential”) if
P ◦ σ = σ ◦ P˜ ,
for P˜ some smooth linear operator acting on Γ(F⊗EM [−1]) in the same neighbourhood.
Remark 4.10. It is straightforward to verify that DTA is tangential by employing the
identity
(h− 2)DAσ = hσDA − 2XAI·D + h(h− 2)IA ,
which follows, for Poincaré–Einstein structures, directly from equation (3.8).
Remark 4.11. It is useful to define ΓF∣∣∣∣
Σ
the space of equivalence classes of sections
(4.5) A ∼ A+O(x) , A ∈ ΓF .
The space ΓF∣∣∣∣
Σ
is naturally isomorphic to ΓF∣∣
Σ
. Note that tangential operators P :
ΓF → ΓF ′ act canonically on ΓF∣∣∣∣
Σ
by
ΓF∣∣∣∣
Σ
3 [A] 7−→ [PA] ∈ ΓF ′∣∣∣∣
Σ
.
The tangential Thomas D-operator and the (boundary) Thomas D-operator on the
intrinsic tractor bundle of (Σ, cΣ) are related as follows.
Proposition 4.12. Let (M, c) be Poincaré–Einstein with defining scale singularity set Σ
and let U, V be local extensions of UΣ ∈ ΓT Σ, VΣ ∈ ΓT Σ[w] with w 6= 1 − d2 , 2 − d2 and
subject to I·U = 0 = I·V . Then
(4.6) DΣU
Σ
VΣ =
(
d+ 2w − 3
d+ 2w − 2 DUV +
1
(d+ 2w − 2)(d+ 2w − 4) X·U
(
I·D)2 V )∣∣∣∣
Σ
.
The proof of Proposition 4.12 is given in Appendix A. There we demonstrate that
DTA = h(h− 1)−1DΣA along Σ which suffices to establish the result. It can also be proven
by a tedious explicit computation for a given g ∈ c.
Remark 4.13. Let us clarify the meaning of the formula (4.6):
• Because I is (tractor) parallel, the right hand side of the above display is man-
ifestly an element of Γ
(
N⊥ ⊗ EM [w]) so equality is in the sense of the natural
extension of the isomorphism N⊥ ∼= T Σ (explained above) to weighted tractors.
We will often use this isomorphism without further comment where appropriate.
• Given any extension Û of UΣ , we can construct another extension U := Û−I· Û I
satisfying I·U = 0.
• So long as w 6= `− d2 , ` = 2, 3, 4, the tractor expression on the right hand side of
the display in Proposition 4.12 is
d+ 2w − 3
d+ 2w − 2 U ·D
TV .
• At the boundary Yamabe weight w = 32 − d2 = 1− n2 , the Proposition states
DΣU
Σ
VΣ = −X·U
(
I·D)2 V ∣∣
Σ
,
and so recovers the holographic formula for the Yamabe operator of [31].
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• At the (excluded) bulk Yamabe weight w = 1 − d2 there is a version of the
Proposition applying to the double D-operator DAB. We will develop this for
the specialization of the above Proposition to tractor forms below.
• At the excluded weight w = 2− d2 , the residue of the pole is the operator (I.D)2
which is σ2 times the bulk Paneitz operator [23], and therefore vanishes along Σ.
In fact acting on tractor forms, this singularity is removable as we shall also show
below.
For the purposes of this Article we need to develop a variant of Proposition 4.12 that
uses the exterior tractor D-operator. To that end, on Poincaré–Einstein structures we
introduce the tangential exterior tractor D-operator
(4.7) DT := D +I y + 1
(h− 1)(h− 2)X y
2 .
Here DT : T kM [w] → T k+1M [w − 1] and is defined whenever w 6= 32 − d2 , 2− d2 . When
w = 2− d2 we define
(4.8) DT := D +I y +
(
I ?X D˜ −X D˜I ?) y .
The tangential exterior tractor D-operator will play a central rôle in our later study of
detours and gauge operators thanks to the following result.
Theorem 4.14. Let (M, c, σ) be Poincaré–Einstein with defining scale singularity set Σ
and let A ∈ ΓT kM [w] be a local extension of AΣ ∈ ΓT kΣ[w], with w 6= 32 − d2 and subject
to I ?A = 0. Then (
DTA)∣∣
Σ
=
d+ 2w − 2
d+ 2w − 3 DΣAΣ ,
where DΣ is the exterior tractor D-operator of T kΣ[w]. When w = 32 − d2 and all other
preconditions as above hold, then(
X y2A)∣∣
Σ
= −DΣAΣ .
The proof of this Theorem is given in Appendix A.
Remark 4.15. Similar remarks apply as for Proposition 4.12:
• The equalities are in the sense of the isomorphism between the orthogonal com-
ponent of the bundle T •M [ . ] along Σ and T •Σ[ . ]. The condition I ?A = 0
along Σ implies ι(N)A|Σ = 0. Moreover, given any extension of A of AΣ , we can
always construct another extension in the kernel of I ? by multiplying by the
projector I ?I .
• The tangential exterior double D-operator is defined by
DT[2] := −X D˜T .
With the same conditions as the Theorem and defining the (Σ, cΣ) version of D˜Σ
also using Definition 3.7, we have(
DT[2]A
)∣∣
Σ
= −(X D˜TA)∣∣
Σ
= −XΣD˜ΣAΣ = DΣ[2]AΣ .
• The formula (4.8) for DT at the bulk Paneitz weight w = 2− d2 can be understood
by noting that away from w = 2− d2
DT := D +I y +
1
h− 1
(
I ?X D˜ −X D˜I ?) y − 1
(h− 1)(h− 2) xD y ,
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where the singularity has been removed by discarding the last term which vanishes
along Σ.
For later use, it is convenient to make the following definition.
Definition 4.16. Acting on ΓT kM [w], we define the operator
D :=
{
(h− 1)D˜T , w 6= 1− d2 , 1− n2
−X y2 , w = 1− n2 .
This is useful because
(
DA)∣∣
Σ
= DΣAΣ for A ∈ kerI ? an extension of AΣ ∈ ΓT kΣ[w].
4.3. Boundary conditions for tractor forms. An almost Einstein structure provides
a simple construction of natural boundary conditions for differential forms. These can
be classified by insertions of forms in tractors according to the analysis of Section 3.2.
Here we focus on the “western case” needed later in the Article.
Suppose AΣ ∈ ΓEkΣ[w+ k] is some boundary form which we shall view as the bound-
ary data for our problem. The aim is to canonically extend this to an interior tractor
A ∈ ΓT kM [w]. In Section 5.1 we will study an extension problem yA = 0 (see also
Problem 2.3) as far as possible uniquely determining an A in the space of canonical
extensions.
There are two obvious approaches to extending AΣ to a bulk form tractor: First
extend to an interior differential form and thereafter embed in a tractor form, or secondly
embed AΣ in a boundary tractor and then extend to an interior tractor form.
(4.9)
ΓEkΣ[w + k] ext−−−−−→ ΓEkM [w + k]
| |qΣW | | qW| |↓ ↓
ΓT kΣ[w] Ext−−−−−→ ΓT kM [w]
The key to writing tractor problems that precisely encode differential form problems
is constructing extensions so this diagram commutes. For encoding boundary conditions
we must find extensions so that this holds along Σ.
Proposition 4.17. Suppose w 6= k − d, k − n. Then any extensions ext and Ext
ext : ΓEkΣ[w + k] −→ ker ι˜ ⊂ ΓEkM [w + k]
and
Ext : ΓT kΣ[w] −→ ker(I ?, D̂?,X ?) ⊂ ΓT kM [w] ,
obey
r ◦ qW ◦ ext = r ◦ Ext ◦ qΣW ,
where r denotes restriction to Σ.
Proof. We begin by setting up the structures involved and start with ext. Since Λ•Σ is
naturally a subbundle of Λ•M |Σ, so too is EkΣ[w] of EkM [w]|Σ. Thus we choose any
smooth weighted form A ∈ ΓEkM [w + k] such that
A|Σ = AΣ .
Calculating in some choice of g ∈ c, this extension of AΣ obeys
(4.10) ι(n)A+ σφ = 0 ,
for some φ ∈ ΓEk−1M [w + k − 2], since necessarily (ι(n)A)∣∣
Σ
= 0. By continuity ι(n)φ
is zero everywhere.
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The normal component of A, i.e. ι(n)A, vanishes along Σ, but its normal derivative
does not and is encoded by φ along Σ as follows from (4.10):
(4.11) φΣ = −
(
∇n
[
ι(n)A
])∣∣∣
Σ
.
Looking ahead, we want to construct a west tractor. This suggests an ansatz for
A ∈ ΓT kM [w] by its expression in the scale g ∈ c
(4.12) A : g=

0
A
0
φ
 ,
which satisfies X ?A = 0. At weights w 6= k − d, φ can be tied to A by imposing
D̂?A = 0 .
The west Lemma 3.13 now applies so
A = qWA g=

0
A
0
− 1d+w−k δA
 , w 6= k − d ,
and indeed we must have φ = − 1d+w−k δA.
Compatibility of the above ansatz with the condition I ?A = 0, suggested by commu-
tativity of the diagram, yields (via Equation (4.10))
(4.13)
[
σδ − (d+ w − k)ι(n)]A = ι˜A = 0 .
We have arrived canonically at the generalised divergence equation of Problem 2.8 which
was solved (to some order) for arbitrary boundary data AΣ with weights w 6= k − n in
Section 2.4. The compatibility with that problem is critical to subsequent developments.
To summarise, extending AΣ ∈ ΓT kΣ[w + k] to A ∈ ΓT kM [w + k] subject to Equa-
tion (4.13) and then inserting this in a west tractor A = qWA ∈ ΓT kM [w] produces a
solution to
(4.14) I ?A = 0 = D̂?A =X ?A , (q∗A)∣∣
Σ
= AΣ .
To establish Proposition 4.17, it only remains to show equality of A|Σ and qΣWAΣ .
Along Σ Equation (4.13) implies A|Σ = AΣ ∈ ΓEkΣ[w + k] and so
0
A
0
− 1d+w−k δA

∣∣∣∣∣∣∣∣
Σ
=

0
AΣ
0
− 1n+w−k δΣAΣ
 ,
which is a consequence of Lemma 4.18, which follows. This completes the proof since
the inverse of the boundary splitting isomorphism, given in Equation (4.4), acts as the
identity on such sections.

Lemma 4.18. Let A ∈ ΓEkM [w + k] be an extension of AΣ ∈ ΓEkΣ[w + k], subject to
Equation (4.13). Then
(n+ w − k) (δA)∣∣
Σ
= (d+ w − k) δΣAΣ .
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Proof. When w = k − d, Equation (4.13) immediately says δA = 0, so we may assume
w 6= k − d. We perform a direct computation of δA along Σ(
δA
)∣∣
Σ
=
(
δ (ι(n)ε(n) + ε(n)ι(n))A
)∣∣
Σ
= δΣAΣ +
1
d+ w − k
(
ι(n)ε(n)δA
)∣∣
Σ
= δΣAΣ +
1
d+ w − k
(
1− ε(n)ι(n))δA∣∣
Σ
.
On the first line we inserted 1 = 2ρσ+ ι(n)ε(n) + ε(n)ι(n) and used that
(
ι(n)A
)∣∣
Σ
= 0.
To obtain the second line we used that ι(n)A = 1d+w−k δA as well as the relationship
between bulk and boundary codifferentials(
δ ι(n)ε(n)A
)∣∣
Σ
= δΣAΣ .
Finally, ι(n)δA = 0 as can be seen by acting upon Equation (4.13) with ι(n) which
completes the proof. 
Remark 4.19. The weight w = k−n corresponds to a special case of the west Lemma 3.13
along the boundary. Indeed the above Lemma then imposes the condition δΣAΣ = 0
which leads to a qualitatively different natural boundary problem.
Now we turn to distinguished weights. Consider first a tractor A satisfying (4.14) at
the value w = k − d. Then from Lemma 3.13, we have
ker(D̂?,X ?) ⊂ T kM [w] 3 A g:=

0
A
0
φ
 , such that δA = 0 = δφ .
Remarkably the above display reduces to a west tractor along Σ. To see this we need to
show φ|Σ = φΣ = δΣAΣ . This follows from a rapid computation using only I ?A = 0:
0 =
(
δA
)∣∣
Σ
=
(
δ (2ρσ + ι(n)ε(n) + ε(n)ι(n))A
)∣∣
Σ
= δΣAΣ −
(
δε(n)σφ
)∣∣
Σ
= δΣAΣ − φΣ .(4.15)
This result is encapsulated by the following version of Proposition 4.17.
Proposition 4.20. Given as data AΣ ∈ ΓEkΣ[2k − d], the following constructions of a
tractor along Σ agree:
(i) Take any coclosed extension of AΣ to A ∈ ΓEkM [2k− d] and pair it with a coclosed
form φ ∈ ΓEk−1M [2k − d − 2] by requiring A := qW (A, φ) ∈ kerI ?, which is
well-defined because
(A, φ) ∈ ker(δ, δ) ⊂ (ΓEkM [2k − d]⊕ ΓEk−1M [2k − d− 2]) .
Then take the restriction.
(ii) Map AΣ to AΣ ∈ ΓT kΣ[k − d] with the boundary insertion operator qΣW .
That is
A∣∣
Σ
= AΣ ∈ ker
(
D̂?
Σ
,X ?
Σ
)
.
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Next, observe that the case w = k − n is also distinguished because it corresponds
to a special case for the west Lemma along Σ. Again the details are interesting and
surprising. Suppose that A ∈ ker(D?,X ?,I ?) with w = k − n, then for g ∈ c
A g=

0
A
0
φ
 with φ = −δA and ι(n)A+ σφ = 0 = ι(n)φ .
Write AΣ := A|Σ and consider
δΣAΣ =
(
δ ι(n)ε(n)A
)∣∣
Σ
=
(
δ(−ε(n)ι(n) + 1− 2ρσ)A)∣∣
Σ
= 0 .
This implies we can no longer use the boundary form AΣ as Dirichlet data. Instead
the extension A of AΣ carries the independent Neumann data φΣ according to (4.11).
Moreover, φΣ is also coclosed along Σ because
δΣφΣ =
(
δ ι(n)ε(n)φ
)∣∣
Σ
=
(
δ(−ε(n)ι(n) + 1− 2ρσ)φ)∣∣
Σ
= 0 ,
(using δφ = −δ2A = 0). But exactly because w = k−n, by virtue of Lemma 3.13, the co-
closed boundary forms (AΣ , φΣ) are isomorphic to a boundary tractorAΣ ∈ ker(D̂?Σ ,X ?Σ ).
Thus for this case we have a modified version of Proposition 4.17 giving a Dirichlet
boundary condition for the pair of coclosed forms (AΣ , φΣ).
Proposition 4.21. Given the data
(AΣ , φΣ) ∈ ker(δΣ , δΣ) ⊂
(
ΓEkΣ[2k − n]⊕ ΓEk−1Σ[2k − n− 2]) ,
the following constructions of a tractor form along Σ agree:
(i) Take any extension of AΣ to A ∈ ΓEkM [2k − n], where AΣ = A|Σ is Dirichlet
data and φΣ = −
(∇n[ι(n)A])∣∣Σ is Neumann data, and such that A := qWA ∈
ΓT kM [k − n] satisfies I ?A = 0. Then take the restriction.
(ii) Map (AΣ , φΣ) to AΣ ∈ ΓT kΣ[k − n] with the boundary insertion operator qΣW .
That is
A∣∣
Σ
= AΣ ∈ ker
(
D̂?
Σ
,X ?
Σ
)
.
4.4. Holographic boundary projectors. Our aim at this stage is to construct pro-
jectors which solve the extension problem to be introduced in the next Section. A first
step is to construct holographic formulæ for projectors implementing the tractor bound-
ary conditions introduced above, while at the same time solving the scale-transversality
conditions. In equations, we seek a tractor A obeying
(4.16) I ?A = D̂?A =X ?A = 0
subject to
A∣∣
Σ
= AΣ ∈ ker
(
D̂?
Σ
,X ?
Σ
)
.
There are however three separate cases: w = k − n, w = −k and w generic. We begin
with the last case.
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4.4.1. Holographic projectors at generic weights. Recall from Section 3.2 the projector
ΓT kΣ[w]→ ker(D̂?
Σ
,X ?
Σ
) ⊂ ΓT kΣ[w] for w 6= −k, k − n given by
Π
Σ
W :=
1
(w+k)(n+w−k) D̂
?
Σ
X ?
Σ
D̂
Σ
X
Σ
, satisfying
(
Π
Σ
W
)2
= Π
Σ
W .
There is a holographic formula for this boundary western projector. First we develop
some new tools.
Definition 4.22. Let (M, c, σ) be an almost Riemannian structure. The holographic
interior and exterior triple D-operators are defined, respectively, by
D[3] := D̂ X I and D?[3] := D̂
?X ?I ? ,
where
D[3] : ΓT kM [w] −→ ΓT k+3M [w] and D?[3] : ΓT kM [w] −→ ΓT k−3M [w] .
For a choice of g ∈ c one has
(4.17)
D[3]
g
=

0 0 0 0
0 0 0 0
−ε(n)d ε˜ 0 0
0 ε(n)d 0 0
 and D?[3] g=

0 0 0 0
−δι(n) 0 ι˜ 0
0 0 0 0
0 0 δι(n) 0
 ,
where
ε˜ = ε(n)(w +N)− σd and ι˜ = ι(n)(d+ w −N)− σδ .
Remark 4.23. Like their double D ancestors, the holographic triple D-operators obey
a graded Leibnitz rule. Furthermore, we view these as holographic formulæ for the
boundary double and (extrinsic) triple D-operators because along Σ they restrict to
ε(N)D̂ΣXΣ and D̂
?
Σ
X ?
Σ
ι(N).
From their definitions, or the explicit expressions displayed for a choice of g ∈ c, we
immediately see that these operators are tangential because they commute with the scale
operator x = σ [
D[3], x
]
= 0 =
[
D?[3], x
]
.
Moreover ranD[3] ⊂ ker(D̂ ,X ) and ranD?[3] ⊂ ker(D̂?,X ?). On an almost Riemannian
structure we may write D[3] = I D̂X and D?[3] = I
?D̂?X ?. This is obvious for almost
Einstein structures, but is also easily verified in the more general almost Riemannian
setting. Thus
ranD[3] ⊆ ker(I , D̂ ,X ) and ranD?[3] ⊆ ker(I ?, D̂?,X ?) .
For most weights ⊆ may be replaced by equality, see Section 3.3.
Definition 4.24. Let w 6= −k, k−n. We define the holographic boundary (west) projector
Π : ΓT kM [w] −→ ker(I ?, D̂?,X ?) ⊂ ΓT kM [w] ,
by
Π := 1(w+k)(n+w−k) D
?
[3]D[3] .
Although we term Π the holographic boundary projector, it is only idempotent along Σ:
we view Π as a holographic formula for the boundary west projector ΠΣ . In Lemma 4.26
we shall show that bulk idempotence holds on the kernel of the extension operator
y = −I· /D.
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Proposition 4.25. On a conformally compact manifold, the holographic boundary oper-
ator Π obeys
(4.18) I ?Π = 0 = D̂?Π =X ?Π .
If A ∈ ker(I ?, D̂?,X ?) ⊂ ΓT kM [w], w 6= −k, k − n, then(
ΠA)∣∣
Σ
= AΣ .
Moreover Π is tangential and if A ∈ ΓT kM [w] with (I ?A)∣∣
Σ
= 0 then(
ΠA)∣∣
Σ
= ΠΣWAΣ , AΣ := A|Σ.
Proof. The first set of equalities are obvious using the discussion above the Proposition
and nilpotency of the operators (I ?, D̂?,X ?). Tangentiality follows by construction
because D?[3] and D[3] are separately tangential. The remaining two claims are verified
by choosing a scale g ∈ c and employing the explicit matrix expressions (3.10) and (4.17)
for the double and triple D-operators. The last display also follows immediately from
Remark 4.23 and the fact that the product ι(N) ε(N) is unity on boundary tractors. 
Later we will need finer information about the failure of the holographic boundary
projector to be a linear projection in the bulk.
Lemma 4.26. Let (M, c, σ) be almost Einstein. Then, acting on A ∈ ker(I ?, D̂?,X ?) ⊂
ΓT kM [w], w 6= −k, k − n, we have
ΠA =
(
1 +
1
(w + k)(n+ w − k) xy
)
A .
More generally, at any weight w
D?[3]D[3]A =
(
(w + k)(n+ w − k) + xy)A .
Proof. In order to prove the second identity one has to push all the interior operators to
the right where they annihilate A. First we write
D?[3]D[3]A = D?[2]I ?I D[2]A
=
[
D?[2],I
?I
]
D[2]A+I ?I (w + k)(d+ w − k)A
=
[
D?[2],I
?I
]
D[2]A+ (w + k)(d+ w − k)A ,
where the second line employed Proposition 3.22 while the third used that I ?IA = A.
We claim that the first term above equals (xy − (w + k))A. To demonstrate this we
first use the algebra of Proposition 4.1, acting on generically weighted tractors, to find
[D?[2],I
?I ] = I ?
(
D̂?x+ y
1
h
X ?
)
= I ?
(
xD̂? +
1
h
yX ?
)
.
Recall from Proposition 3.8 that the exterior double D-operator obeys D[2] = D̂X =
−X D˜ so that D̂?D[2] = −D̂D̂?X and X ?D[2] = XX ?D˜ . This allows us to use
Proposition 3.23, at generic weights w, to obtain D̂?D[2]A = −(d + w − k)D̂A and
X ?D[2]A = (w + k)X A. Thereafter using the obvious identities I ?DA = −yA,
I ?X A = xA and the fundamental identity [x, y] = h gives the result for generic weights.
We need the result for all weights. In the process of the above computation, there are
terms which could become singular. However, since the left hand side of the identity to
be proved is manifestly a natural formula with coefficients polynomial in the weight, any
singularities are removable. 
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Remark 4.27. It is interesting to explicate the holographic boundary projector Π for
some g ∈ c to see how it manages to solve the scale-transversality conditions I ?A =
D̂?A =X ?A = 0. (The latter two are no mystery, since they are the content of the west
Lemma 3.13.) Taking A ∈ ΓT kM [w] for g ∈ c to be
A g:=

ψ
A+ 1w+k dψ
B
φ
 ,
an explicit computation (valid away from w = −k, k − d, k − n) gives
(4.19) ΠA g=

0
A˜
0
− 1d+w−k δ A˜
 = qW (A˜ ) ∈ ker(I ?, D̂?,X ?) ,
where
(4.20) A˜ =
(
ι(n)− 1
n+ w − k σδ
)(
ε(n)− 1
w + k
σd
)
A .
The operator appearing above is exactly the holographic projector solution to the Coulomb
gauge extension problem given in Proposition 2.11.
4.4.2. True forms. When w = −k the holographic boundary projector Π can no longer
be used to solve the scale-transversality conditions. So instead we solve a weaker problem
that suffices for later purposes based around an operation we call Π̂.
(4.21) ΩkM 3 A Π̂7−→ − 1
n− 2k D
?
[3]IX q(N)A ∈ ΓT kM [−k] , k 6=
n
2
,
Here q(N) : Ek−1M [w + k]→ coker(X ?,X ; ΓT kM [w]) via (cf. Remark 3.15)
q(N)A
g
=

A
∗
∗
∗
 .
So the map (4.21) depends on the choice of a coset representative for the (X ?,X )
cokernel. However, upon composition with the canonical map
piΣ : ΓT kM [−k] −→ ΓT kM [−k]
∣∣∣∣
Σ
,
this determines a well defined map piΣ ◦ Π̂. (Recall that the notation •
∣∣∣∣
Σ
denotes equiva-
lence classes of sections as in (4.5).) To show this we calculate on A ∈ ΓEkM [−k], k 6= n2 ,
for some g ∈ c using the explicit expressions (4.17), (4.1) and (3.5) for the operators in Π̂,
and find
Π̂A
g
=

0
ι(n)ε(n)A
0
− 1n−2k δ ι(n)ε(n)A
 along Σ.
This is precisely qΣWAΣ with AΣ = A|Σ.
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On the other hand, given a choice of cokernel representative determining q(N)A,
then Π̂A gives a representative of ΓT kM [−k]∣∣∣∣
Σ
that obeys the analog of (4.18)
I ?Π̂A = 0 = D̂?Π̂A =X ?Π̂A .
So we have now established an analog of Proposition 4.25.
Proposition 4.28. Suppose k 6= n2 . Then
piΣ ◦ Π̂ : ΩkM −→ ΓT kM [−k]
∣∣∣∣
Σ
,
is a well defined map where
Π̂ := − 1n−2k D?[3]IX q(N) ,
obeys
I ?Π̂ = 0 = D̂?Π̂ =X ?Π̂ .
Moreover Π̂ is tangential and if A ∈ ΩkM with A|Σ =: AΣ ∈ ΩkΣ, then(
Π̂A
)∣∣
Σ
= qΣWAΣ .
Note that a true scale τ determines a map Π̂τ : ΩkM −→ ΓT kM [−k] with
(4.22) Π̂τ = − 1
n− 2k D
?
[3]IX q
τ
(N)
where
(4.23) q τ(N)A
τ
=

A
0
0
0
 .
The above Proposition applies to the map Π̂τ mutatis mutandis.
4.4.3. Dual weight true forms. The remaining problem weight is n+w− k = 0 which is
the special case of the west Lemma, see 3.13 as specialized to the boundary. Based on
Proposition 4.21, at this weight one must consider coclosed boundary data (AΣ , φΣ).
Locally along Σ we may write
AΣ = δΣBΣ and φΣ = δΣψΣ ,
where [BΣ ] ∈ coker
(
δΣ ,ΓEk+1Σ[2k − n + 2]
)
and [ψΣ ] ∈ coker
(
δΣ ,ΓEkΣ[2k − n]
)
. To
simplify the discussion, we will assume that this holds globally. So we take
(
[BΣ ], [ψΣ ]
)
as
our boundary data. We proceed by working with representatives (BΣ , ψΣ); our solutions
to the Proca system of the next Section will not depend on this choice. We then extend
these to bulk forms B ∈ ΓEk+1M [2k− n+ 2] and ψ ∈ ΓEkM [2k− n] and insert them in
a bulk tractor
B g= q(N)B + q(E)ψ ∈ ΓT k+2M [k − n] .
(In fact, in the above, we really view (BΣ , ψΣ) as components, in a scale gΣ ∈ cΣ , of a
representative section of coker
(
X ?
Σ
,ΓT k+2Σ[k−n]). Our final solutions will not depend
on this choice of scale.) Now let us compute the following using (4.17)
D?[3]IB
g
=

0
δ ι(n)ε(n)B
0
δ ι(n)ε(n)ψ
+O(σ) .
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Here we have used that, acting on ΓEk+1M [2k−n+ 1], the operator ι˜ = −σδ. Moreover
we have the identity δι(n)B = O(σ). The latter holds because B is a smooth extension
of BΣ , whence ι(n)B = σC for some C so δι(n)B = ι(n)C + O(σ), which vanishes
along Σ by continuity.
Along Σ, the operator δ ι(n)ε(n) = δΣ so the above display equals q
Σ
W (AΣ , φΣ) there.
Thus, we see that the above display, modulo O(σ), is also independent of our choice of
representatives (BΣ , φΣ). Hence we have established the following result.
Proposition 4.29. Let (AΣ , φΣ) ∈ ker(δΣ , δΣ) ⊂ ΓEkΣ[2k − n] ⊕ ΓEk−1Σ[2k − n − 2]
and A ∈ ΓT kM [k − n] be any extension of qΣW (AΣ , φΣ). Then
A = D?[3]IB +O(σ) ,
for some B ∈ ΓT k+2M [k − n]. Moreover, modulo σ, we may view B as an element of
cokerX ?.
5. Higher form Proca equations
The Proca equation [55]
δdA−m2A = 0 ,
for a one-form A, first arose in the 1930’s as a relativistic extension of Maxwell’s equations
to describe massive vector excitations. If the constant m 6= 0, then acting with the
codifferential δ immediately yields a constraint
δA = 0 .
Often it is convenient to consider, therefore, the equivalent system(
∆−m2)A = 0 = δA .
At m2 = 0 and in Lorentzian signature, these can be viewed as Maxwell’s equations in a
Feynman gauge choice.
These equations generalise immediately to the case where A is a form of arbitrary
degree. They do not enjoy a conformal invariance, apart from Maxwell systems (meaning
m2 = 0 and arbitrary degree) in even dimensions with form degree d2 −1. Remarkably, it
is possible to unify these systems using the conformal tractor calculus by coupling to scale
through the scale tractor. In [30], the authors considered a tractor vector V A ∈ T AM [w]
satisfying the equations
(5.1) IAFAB = 0 = DAV A ,
where FAB := DAV B−DBV A was called a tractor Maxwell field strength. Both equations
enjoy the gauge invariance
V A ∼ V A +DAα , α ∈ EM [w + 1] .
For generic weights and for Einstein structures, the above system of equations describes
massive Proca excitations with masses dictated by the tractor weight w. At w = 1 − d2
the Branson–Deser–Nepomechie equation arises while Maxwell’s equations appear at
w = −1, see the work [30].
Here we study the generalization of the system (5.1) to higher rank tractor forms on
an almost Einstein structure. We start with a tractor field strength formulation of the
higher form Proca systems by letting F ∈ T k+1M [w − 1]. The natural higher form
generalization of the field strength formulation of the vector model of [30] is
(5.2) D?F = 0 = DF .
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The coupling to scale is then achieved by generalizing the relation IAFAB = 0 to
(5.3) I ?F = 0 .
Since {I ?,D} = −y, an integrability condition follows.
Proposition 5.1. Equations (5.2) and (5.3) imply
yF = 0 .
By calculating away from distinguished weights, in the preferred interior scale with
metric go = σ−2g (away from Σ), we can easily characterise the above system, F ∈
ker(D ,D?,I ?), as a Proca one. We record this in the following.
Proposition 5.2. Let F ∈ T k+1M [w − 1] with w 6= 2− d2 ,−k, and (M, c, σ) be almost
Einstein. Then, away from Σ in the Einstein scale go, the equations
DF = D?F = I ?F = 0 ,
capture precisely the Proca equation δdA − m2A = 0 with δA = 0 when m = 0, A ∈
ΓEkM [w + k] and mass–Weyl weight relationship
m2 = −2J
d
(w + k)(n+ w − k) .
Proof. For the preferred interior scale go ∈ c, we have
I ?
go
=

0 0 −1 0
− Jd 0 0 1
0 0 0 0
0 0 − Jd 0
 .
Moreover, in the preferred scale the almost Einstein equations (4.2) tell us
P
go
=
J
d
N .
Thus, together with the result for ker(D ,D?) given in the northern Lemma 3.18 (and
calculating carefully the special cases not covered there) we find
δA = 0 ,
and (
∆ +
2J
d
(w + k)(n+ w − k)
)
A = 0 ,
which completes the proof. 
Remark 5.3. Since the independent field content of the above field strength tractor for-
mulation of the Proca system appears in the northern slot, we have depicted it and its
Hodge dual model obtained by replacing F → ?F , at the northern point of the compass
in Figure 4.
The main focus of the remainder of the Article is a potential formulation of the Equa-
tions of Proposition 5.2. Recall that the tractor Maxwell field strength F ∈ T k+1M [w−1]
is subject to DF = 0. Hence, by the cohomology result of Proposition 3.26, we can write
F = DA ,
for some A ∈ ΓT kM [w] so long as w 6= 1− d2 , 2− d2 ,−k,−k+ 2. Viewing the potential A
as the independent field content, our system of equations now becomes
D?DA = 0 = I ?DA .
56 Gover, Latini & Waldron
ker(D ,D?,I ?) ker(D ,D?,I )
? -ff





/
S
S
S
S
S
Sw
ker(D?D ,I ?D)
/
imD ker(DD?,ID?)
/
imD?





/
S
S
S
S
S
Sw
ker(I ?DD?)
/
im(D ,D?) ker(IDD?)
/
im(D ,D?)
? -ff
Figure 4. Proca models with independent field content classified by the
points of a compass.
Since D is nilpotent, solutions are only defined up to the gauge invariance
(5.4) A ∼ A+DB ,
for some B ∈ ΓT k−1M [w + 1]. Moreover, as the independent field content for the
system was shown in Proposition 5.2 to be described by a degree k differential form, this
information must now reside in the western slot of the potential A; see Figure 4. To
capture this precisely we firstly remove the gauge freedom (5.4) by requiring
X ?A = 0 .
For generic weights, there always exists a suitable B that achieves this, and the resultingA
is unique. Thus, for generic weights, the system DF = D?F = I ?F = 0 is equivalent to
(5.5) yA = I ?A = D̂?A =X ?A = 0 ,
which we shall term the tractor Proca equations. Note that the first of these is a Laplace–
Robin equation of the type solved for general tractors in [31] and Section 2.8. The latter
three equations
(5.6) I ?A = D̂?A =X ?A = 0 ,
are the scale-transversality conditions encountered in our study of boundary conditions
for tractor forms in Section 4.3. They underly the transversality condition δA = 0.
Further note that the conditions D̂?A = 0 = X ?A are exactly those of the western
Lemma 3.13. This reflects Remark 3.21 which shows that a northern tractor F can be
written as the exterior tractor D-operator acting on a western tractor. Also, observe
that D̂? is well defined at all weights acting on A ∈ kerX ?.
We omit the proof of the above equivalence, because on the one hand the details are
somewhat involved, and on the other we shall simply adopt (5.5) as the primary system
Holography for Forms 57
of interest. As we shall see, it uniformly recovers the (higher form) Proca system
(5.7)
(
∆−m2)A = 0 = δA , A ∈ ΓEkM [w + k] .
Thus the tractor Proca equations (5.5) will be the main focus of the latter part of
this Article where we study solutions and obstructions. This is because they uniformly
describe the Proca system (or its massless Maxwell limit), as we shall now chronicle.
Proposition 5.4. For A ∈ ΓT kM [w] and (M, c, σ) almost Einstein, away from Σ in
the Einstein scale go, the tractor Proca equations yA = D?A = X ?A = I ?A = 0 ,
precisely capture the Proca equations δdA−m2A = 0 = δA for A ∈ ΓEkM [w + k] with
a mass–Weyl weight relationship
(5.8) m2 = −2J
d
(w + k)(n+ w − k) .
Proof. The proof is identical in method to that of Proposition 5.2 except that the western
Lemma 3.13 is called upon instead of its northern counterpart. 
Remark 5.5. An important feature of the tractor Proca equations (5.5) is their conformal
invariance in the interior. The two equations yA = 0 = I ?A prescribe how the system
couples to the defining scale; these arise from a canonical conformally invariant pairing
of scale (mediated by the scale tractor) and derivatives of the fundamental fields. This
is striking, since the Proca system, being massive, is traditionally viewed as a non-
conformally invariant system.
Furthermore, the tractor system automatically includes massless and massive models:
When w = −k, Equation (5.8) gives m2 = 0 so ∆A = 0 = δA which is the potential
version of the higher form Maxwell system in a Feynman gauge choice.
Remark 5.6. Notice, that w = k−n also recovers the Maxwell system. This underlies an
important duality of the tractor approach that we will utilize when studying solutions.
Remark 5.7. Corollary 3.19 of the northern Lemma 3.18 shows that, for generic weights,
F ∈ ΓT k+1M [w − 1] subject to DF = 0 = D?F can be written as F = D?DB for some
B ∈ ΓT k+1M [w + 1]. Since I ?F = 0, we obtain the model depicted at the southern
compass point in Figure 4 with only a single equation of motion
I ?D?DB = 0 .
This model is strikingly similar to the model of (p, q) form Kähler electromagnetism
proposed in [13] where the Dolbeault operators (∂, ∂) play the rôle of D , D? and the
Kähler trace corresponds to I ?. Just as in that case, the model here has a pair of gauge
invariances
B ∼ B +DC +D?C′ ,
with C ∈ ΓT kM [w + 2] and C′ ∈ ΓT k+2M [w + 2]. The same Corollary also shows that
we may generically fix this invariance by choosing X B = 0 = X ?B. In that case the
equations of motion are
I ?D?DB =X ?B =X B = 0 .
Then, in the Einstein scale go and away from Σ, one recovers the Proca system with
mass–Weyl weight relationship (5.8).
Remark 5.8. To complete the classification of independent field content describing Proca
systems according to east side of the diagram in Figure 4, one applies tractor Hodge
duality.
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Having surveyed formulations of the model we now turn to detailed solutions which
are facilitated by the tractor Proca equations.
5.1. Solution generating operators for differential forms. We seek to solve the
following problem on a Poincaré–Einstein structure (M, c, σ).
Problem 5.9. Given A|Σ = AΣ ∈ ΓEkΣ[w0 + k], w0 6= k − n, and an arbitrary extension
A0 ∈ ΓEkM [w0 + k] find Ai ∈ ΓEkM [w0 + k − 1] such that
A(`) = A0 + σA1 + σ
2A2 + · · ·+O
(
σ`+1
)
solves asymptotically the Proca system
(5.9)
(
σ2 δodo − (w0 + k)(n+ w0 − k)
)
A = 0 = σδoA ,
off Σ, for ` ∈ N ∪∞ as high as possible.
Equation (5.9) is the higher form Proca system (5.7)
(5.10)
(
δd− (w0 + k)(n+ w0 − k)
)
A = 0 = δA ,
where δ and d are given in the Einstein scale. Moreover recall that δo and do are the
usual interior and exterior differential operators on form densities determined by the Levi-
Civita connection of the Poincaré–Einstein scale defined in (2.2). Although these recast
δ and d in terms of a scale that extends to the boundary, they are nevertheless singular
along Σ. However the operators ι˜ and ε˜ of Definition 2.5 are well-defined everywhere and
agree with −σδo and −σdo off Σ. Therefore, Equations (5.9) extend to Σ as
(5.11)
(
ι˜ ε˜− (w0 + k)(n+ w0 − k)
)
A = 0 = ι˜A .
In Lemma 5.30 these are proven to be equivalent to the tractor Proca equations (5.5).
Evaluated along Σ, these equations say
(5.12) (w0 + k)(n+ w0 − k)
[(
ι(n)ε(n)− 1)A]∣∣
Σ
= 0 = (d+ w0 − k)
[
ι(n)A
]∣∣
Σ
.
This is consistent with the requirement that A0, and therefore A(`), extends AΣ ∈
ΓEkΣ[w0 + k] to M .
The normal derivatives of A along Σ are also determined; understanding the details
is critical to linking Problem 5.9 to its equivalent tractor formulation in Problem 5.13
below.
Proposition 5.10. Solutions A ∈ ΓEkM [w0 + k] to Problem 5.9 satisfy
(5.13)
(
∇n
[
ι(n)A
])∣∣∣
Σ
=
1
n+ w0 − k δΣAΣ ,
and, when w0 6= 1− d2 ,
(5.14)
[(∇n − ε(n)∇n ι(n)− w0Hg)A]∣∣Σ = 0 .
Proof. In essence, equation (5.13) was already derived in Section 4.3; indeed at w0 = k−d
it follows by combining Equations (4.11) and (4.15). At all other weights w0 6= k−n, by
virtue of ι˜A = 0, we have(
∇n
[
ι(n)A
])∣∣∣
Σ
=
1
d+ w0 − k
(
δA
)∣∣
Σ
=
1
n+ w0 − k δΣAΣ ,
where the last equality used Lemma 4.18.
To derive equation (5.14), we first use that ι(n)A = −σφ, for some φ, to rewrite ι˜A = 0
as
δA = −(d+ w0 − k)φ .
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Then using these facts as well as (∇nσ)|Σ = 1, we act on the first equation of (5.9)
with ∇n and evaluate the result along Σ. Employing the operator identities
{δ, ε(n)} = ∇n − σ(P− J) + ρ(N − d) ,
{ι(n),d} = ∇n − σP− ρN ,
which are readily obtained from the parallel conditions (4.2), plus ρ|Σ = −Hg, allows
that equation to be written as
(5.15) (d+ 2w0 − 2)
[
(∇n − w0Hg)A+ ε(n)φ
]∣∣
Σ
= 0 .
In Section 4.3 we showed that φ|Σ was the southern slot of a boundary west tractor so
that
φ|Σ = − 1
n+ w0 − k δΣAΣ = −
1
n+ w0 − k
(
δ ι(n)ε(n)A
)∣∣
Σ
.
This allows us to compute the last term of Equation (5.15) as follows(
ε(n)δι(n)ε(n)A
)∣∣
Σ
=
(
ε(n)
[
δ−{δ, ε(n)}ι(n)]A)∣∣
Σ
=−(ε(n)[(d+w0−k)φ+∇nι(n)A])∣∣Σ .
The combination of the first operator identity above and Lemma 4.18 can be used to
show [
ε(n)δA0
]
Σ
= (d+ w0 − k)
[
ε(n)∇nι(n)A0
∣∣
Σ
.
In the first step we used {ι(n), ε(n)} = 1 − 2ρσ while for the second we used the first
operator identity above as well as the formula given for δA. Thereafter, elementary
algebra gives the quoted result for Equation (5.14). 
Remark 5.11. By construction ∇n− ε(n)∇n ι(n)−w0Hg as an operator on forms in the
kernel of ι(n) is conformally invariant along Σ so gives a differential forms generalisation
of the conformal Robin operator [12, 8]. Moreover, in the form given by Equation (5.15)
of the above proof, it can be written as
(d+ 2w0 − 2)δRA
∣∣
Σ
= −yA∣∣
Σ
= 0 ,
where A ∈ kerX ? ⊂ ΓT kM [w0] is a tractor given by the expression (4.12) and δR is the
Robin operator on tractor forms given in Equation (4.3). Note that the weight w0 = 1− d2
is the first in a series of exceptional weights that will be studied in detail.
Remark 5.12. In Equation (5.10) the parameterm2 is (w0+k)(n+w0−k). If we trivialise
the density bundles with respect to the Einstein scale so that A is a differential form,
then this interior system is unchanged under the replacement
w0 7→ −n− w0 .
This weight duality leaves the parameter m2 invariant.
Although weight duality is seen to be a symmetry of the interior equations, it acts
non-trivially on the boundary data. Shortly we will use this symmetry as a map between
solutions with distinct boundary behaviours.
The case w0 = k−n has been excluded from the statement of Problem 5.9 because the
boundary problem is canonically of mixed Dirichlet-Neumann type, see Proposition 4.21.
All weights are, however, handled uniformly in the tractor statement of our extension
problem, to follow.
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Problem 5.13. Given A|Σ isomorphic to AΣ ∈ ker(D̂?Σ ,X ?Σ ) ⊂ ΓT kΣM [w0] and an arbi-
trary extension A0 ∈ ΓT kM [w0] of this subject to
yA0 = I ?A0 = D̂?A0 =X ?A0 = O(σ) ,
find Ai ∈ ΓT kM [w0 − i] such that
A(`) := A0 + σA1 + σ2A2 + · · ·+O
(
σ`+1
)
solves the tractor Proca equations
yA = O(σ`) , I ?A = D̂?A =X ?A = 0 ,
off Σ, for ` ∈ N ∪∞ as high as possible.
Regarding the equivalence of Problems 5.9 and 5.13: recall that Proposition 5.4 showed
that the tractor Proca equations yield the Proca system uniformly for all weights in the
interior. Moreover, the tractor Proca equations extend to the boundary and therefore
determine boundary conditions naturally associated with the interior equations.
We are now well-positioned to solve these Equations because the first Proca equation,
yA = 0, is solved by the solution generating operator technique of [31] which is explained
in Section 2. Moreover, the final three scale-transversality equations I ?A = D̂?A =
X ?A = 0, are solved by the holographic projector Π of Proposition 4.25 for weights
w0 6= −k, k− n. It remains to show compatibility of these results and handle the special
weights. The latter encompass some of the most interesting features of the theory related
to obstructions to smoothness, see Section 6.
A critical ingredient, especially for establishing the abovementioned compatibility, is
the following result.
Lemma 5.14.
[x,D?[3]] = 0 = [y,D
?
[3]] ,
[x,D[3]] = 0 = [y,D[3]] .
Hence
yΠ = Π y .
Proof. As observed in Remark 4.23, the equalities on the left hand side hold, because the
exterior and interior double D-operators obey the Leibnitz rule and their commutators
with x are proportional to X ?I ? and IX , respectively.
The commutators on the right hand side only require a simple application of the
algebra of Proposition 4.1. For example,
yD?[3] = −yX ?D˜?I ? = −
h
h− 2X
?y D˜?I ?
= − 1
h− 2X
?yD?I ? = −X ?D˜?I ?y = D?[3]y .
The apparent singularities above for exceptional weights are all removable. 
Remark 5.15. The above Lemma is easily extended to demonstrate that the commutators
of the interior and exterior triple D-operators with xα (for any α ∈ C) and the log
density log x all vanish.
The above Lemma and pair of Remarks establish an all orders solution to the tractor
Proca equations for generic weights.
Holography for Forms 61
Theorem 5.16. For h0 := d + 2w0 /∈ Z≥2 and w0 6= −k, k − n, Problem 5.13 has an
order ` =∞ solution given by
(5.16) A = Π :Kh0(z): A0 .
5.1.1. Solutions of the second kind. The Proca equations, being second order, admit a
second homogeneous solution. We consider therefore a more general problem yA = 0
where A = σα(A0 +O(σ)) for some α ∈ C. Recall from Proposition 3.22 that
(5.17) [y, xα] = −αxα−1(h+ α− 1) ,
from which it follows, if A0 is of weight w0, that
α = 0 or α = h0 − 1 ,
in order that A0 is O(σ0). Since the case α = 0 was solved above in Theorem 5.16, this
brings us to the following Problem.
Problem 5.17. Given A0|Σ isomorphic to AΣ ∈ ker(D̂?Σ ,X ?Σ ) ⊂ ΓT kΣ[−w0 − n] and an
arbitrary extension A0 ∈ ΓT kM [−w0 − n] of this subject to
yA0 = I ?A0 = D̂?A0 =X ?A0 = O(σ) ,
find Ai ∈ ΓT kM [−w0 − n− i] such that
A(`) := σh0−1
(
A0 + σA1 + σ2A2 + · · ·+O
(
σ`+1
)) ∈ ΓT kM [w0]
solves the tractor Proca equations
yA = O(σ`+h0−1) , I ?A = D̂?A =X ?A = 0 ,
off Σ, for ` ∈ N ∪∞ as high as possible.
Problem 5.17 amounts to Problem 5.9 but instead with a solution of the form
(5.18) A(`) = σh0−1
(
A0 + σ A1 + σ
2A2 + · · ·+O
(
σ`+1
))
.
Solutions to this problem can be obtained from solutions to Problem 5.9 by what we
term the scale duality map, which is related to the weight symmetry alluded to above.
The scale duality map couples the defining scale σ with an existing solution to yield a
new solution of the same mass, as in the following result.
Theorem 5.18. [Scale Duality.] Suppose A ∈ ΓT kM [−w0 − n], w0 6= −k, k − n, solves
yA = O(σ`) , I ?A = D̂?A =X ?A = 0 .
Then
A = σh0−1ΠA
solves
yA = O(σ`+h0−1) , I ?A = D̂?A =X ?A = 0 .
Proof. Firstly from Equation (5.17), acting on ΠA, we have [y, σh0−1] = 0 and from
Lemma (5.14) yΠ = Π y and xΠ = Πx so
yA = σh0−1yΠA = σh0−1Π yA = σh0−1ΠO(σ`) = O(σ`+h0−1) .
Also we have A = Πσh0−1A, so automatically I ?A = D̂?A =X ?A = 0. 
Corollary 5.19. When w0 6= −k, k − n, there is a bijection between solutions of the
weight −w0 − n version of Problem 5.13 and solutions of Problem 5.17 given by
A 7−→ A = σh0−1ΠA .
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Proof. It only remains to establish that the boundary conditions are correctly mapped
from those of one Problem to the other. Observing that A0 = ΠA0 (because Πx = xΠ)
the conditions I ?A0 = D̂?A0 = X ?A0 = O(σ) hold. Similarly yA0 = yΠA0 =
Π yA0 = ΠO(σ) = O(σ).
Remembering that solutions are defined up to O(σ`), the inverse map is
A 7−→ A = σ1−h0ΠA ,
because
(5.19) σ1−h0 Π σh0−1 ΠA = Π2A =
(
1 +
1
(w + k)(w + k − n) xy
)2A = A+O(σ`+1) ,
where the second equality used Lemma 4.26. 
Although not strictly needed for our subsequent discussion, it is worth noting that a
strong global statement is available.
Theorem 5.20. [Global scale duality.] Given a global solution A to the tractor Proca
equations of weight w0 6= −k,−k − n, then a solution of weight −w0 − n is
A = σ1−h0A .
Proof. The equation yA = 0 is again obvious from Equation (5.17). Moreover, by virtue
of Lemma (4.26), ΠA = A on global solutions. Thus σ1−h0A = σ1−h0ΠA = Πσ1−h0A so
I ?A = D̂?A =X ?A = 0. 
Remark 5.21. Note the solutions A and A = σ1−h0A in the Theorem have the same
mass, in that they solve the Proca system (1.1) for the same fixed parameter value m2,
see Remark 5.12. It follows from the analysis in this work that on a Poincaré–Einstein
manifold, for genericm2 (and from the established theory for problems of this sort [51, 3]),
one expects global solutions of the form
Aglobal = A+ σh0−1A ,
where A|Σ may be viewed as the “Dirichlet data” and A|Σ the “Neumann data” of the
solution Aglobal. Thus the scale duality map takes the weight w0 solution Aglobal of the
Proca system (1.1) to the weight −w0 − n solution
A′global = σ1−h0Aglobal = A+ σ1−h0A,
and we see the that rôles of the Dirichlet and Neumann parts are swapped in the new
solution (of the same interior Proca system (1.1)).
Note that away from the boundary we may work in the defining scale go = σ−2g and
trivialise density bundles using σ. Then, in this trivialisation, σ is represented by the
constant function 1 and so in the interior the two solutions Aglobal and A′global (which are
sections of true form bundles) then appear indistinguishable. The solutions Aglobal and
A′global differ by their boundary behaviour, but this information is lost when we work on
the interior in the “σ = 1” scale.
5.1.2. Log solutions. To treat weights w0 such that h0 ∈ N we need to draw log-type
solutions into the picture. This is captured by the following Problem; see [31] for the
definition of the log densities log σ and log τ .
Problem 5.22. Let h0 = d+ 2w0 ∈ Z≥2 and w0 6= −k, k−n. Then, given A|Σ isomorphic
to AΣ ∈ ker(D̂?Σ ,X ?Σ ) ⊂ ΓT kΣ[w0] and an extension A0 ∈ ΓT kM [w0] of this satisfying
yA0 = I ?A0 = D̂?A0 =X ?A0 = O(σ) ,
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find Ai ∈ ΓT kM [w0 − i] and Ai ∈ ΓT kM [−n− w0 − i] such that
A(`) := (A0 + σA1 + σ2A2 + · · · )+ σh0−1(log σ − log τ)(A0 + σA1 + σ2A2 + · · · )
+ O
(
σ`+1
)
+ O
(
σ`+1 log(σ/τ)
)
solves the Proca equations
yA = O(σ`)+O(σ` log(σ/τ)) , I ?A = D̂?A =X ?A = 0 ,
off Σ, for ` ∈ N ∪∞ as high as possible.
When h0 = 1, we set A0 = 0 and take non-vanishing initial data A0|Σ.
A key aspect of this Problem is solved in [31], which explains the set up and its special
case h0 = 1. Recall from there (see also Equation (2.24)) that the function Kh0(z)
characterizing the solution generating operator :Kh0(z): can be obtained by solving the
ordinary differential equation
zK ′′ − (h0 − 2)K ′ +K = 0 ,
in a series expansion by the Frobenius method. However, for weights h0 = 2, 3, . . . the
power series solution breaks down. For h0 = 2, 4, . . . the obstruction to a power series
solution
[
yh0−1A0
]∣∣
Σ
vanishes for almost Einstein structures [31]. When h0 = 3, 5, . . .,
power series solutions are no longer possible, but solutions beyond the obstruction are
obtainable by introducing a second, nowhere vanishing, scale τ ∈ ΓEM [1] and including
terms σk(log σ − log τ) in the series expansion. Since τ is arbitrary, there is limited
control over its algebra with differential operators y,D ,D?. In [31], this difficulty was
circumvented by carefully ordering operators. The extension problem yA = 0 was solved
via
A = OA0 ,
where the new solution generating operator O is given by
O := :Fh0−2(z):−
:zh0 B(z):
(h0 − 1)!(h0 − 2)!
− x
h0−1 log x :Kh0(z): yh0−1 − xh0−1 :Kh0(z): (yh0−1 log τ)
W
(h0 − 1)!(h0 − 2)! .(5.20)
Explicit expressions for the order h0− 2 polynomial Fh0−2 and power series B(z) can be
found in [31]. The notation
( • )
W
denotes the Weyl ordering 12
{
yh0−1, log τ
}
. In [31] it
was shown that the above operator only depends on the log densities log σ and log τ in
the combination log σ − log τ = log(σ/τ) and σ/τ is a C∞ defining function for Σ. This
implies that the operator O maps smooth sections of T kM [w] to sections of T kM [w]
whose failure to be smooth is controlled by the term of order (σ/τ)h0−1 log(σ/τ).
The key feature of O is that keeping terms up to order in x` and x` log x, and denoting
this O(`), one has the operator statement
yO(`) = O(σ`) +O(σ` log σ) .
(Note the log term is only present for ` ≥ h0− 1.) This machinery can now be combined
with the tools developed above to handle log solutions for forms. We are first focussing
on the cases w0 6= −k, k − n so that a version of the holographic projector can still be
employed.
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Theorem 5.23. For weights w0 6= −k, k − n and h0 = 2, 3, 4, . . ., Problem 5.22 has an
` =∞ solution given by
A = 1(w+k)(n+w−k) D?[3]OD[3]A0 .
Proof. To show yA = O(σ`) +O(σ` log σ), we employ Lemma 5.14 to write
y D?[3]O(`)D[3]A0 = D?[3] yO(`) D[3]A0
= D?[3]
(
O(σ`) +O(σ` log σ)
)
= O(σ`) +O(σ` log σ) .
By construction A ∈ ker(I ?, D̂?,X ?) so it remains only to verify that A|Σ = A0|Σ.
This is clear from Lemma 5.14 along with the form of O in Equation (5.20). 
Remark 5.24. As shown in [31], when h0 = 2, 4, . . . and (M, c, σ) is almost Einstein (as
here), the coefficients of the log terms in O vanish. So the solutions are still of the type
given by (5.20) without the terms displayed on the second line.
A solution of the form A = ΠOA0 could also have been used in the above, but the
expression given adapts easily to the exceptional cases w0 = −k or w0 = k − n. These
solutions necessarily differ by some amount of a solution of the second kind which we
now consider: The point here is that at the dual weight −w0−n, we have dual h-weight
1−h0 which is necessarily negative. For those values, there is no obstruction to Dirichlet-
type solutions. I.e., Problem 5.13 admits an ` = ∞ solution at the dual weight. Hence
Theorem 5.18 applies and generates an ` =∞ solution of the second kind.
It remains to discuss the case of weights w0 such that h0 = 1. This value of h0
is invariant under the weight duality w0 → −n − w0. As found in [31], there are two
solutions. The one of the first kind has now as its leading behaviour log(σ/τ). Thus, there
is no interesting boundary operator appearing as an obstruction to smooth solutions.
The solution of the second kind now has leading behaviour σh0−1 = 1 here, so is in fact
Dirichlet. For the case of true forms w0 = −k, (and their duals at w0 = k − n) this
weight corresponds to middle boundary forms of degree −n/2 for n even.
5.1.3. True forms. We now treat the case where our Dirichlet boundary data is given
by a true form AΣ ∈ ΩkΣ = ΓEkΣ[0] so k ∈ {0, 1, . . . , n} which corresponds to a west
tractor of weight w0 = −k and h0 ∈ {n + 1, n, . . . , 1 − n}. Thus the cases where the
degree k ∈ {0, 1, . . . , ⌊d2⌋} potentially involve log terms. Since the boundary data is now
given in terms of a true form, we modify our problem slightly.
Problem 5.25. Let h0 = d + 2w0 ∈ Z≥2 and w0 = −k. Take AΣ := A|Σ ∈ ΩkΣ and an
extension A0 ∈ ΩkM of this. Find Ai ∈ ΓT kM [w0 − i] such that
A(`) := (A0 + σA1 + σ2A2 + · · · )+ σh0−1(log σ − log τ)(A0 + σA1 + σ2A2 + · · · )
+ O
(
σ`+1
)
+ O
(
σ`+1 log(σ/τ)
)
,
where along Σ
A0 = qΣW (AΣ) ,
and A(`) solves the tractor Proca equations
yA = O(σ`) +O(σ` log(σ/τ)) , I ?A = D̂?A =X ?A = 0 ,
off Σ, for ` ∈ N ∪∞ as high as possible.
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The main ingredients for solving this problem are again the solution generating opera-
tor O including log terms of above and the operator Π̂τ of Equation (4.22), the analog of
the holographic boundary projector at these weights. Combining these gives our result.
Theorem 5.26. For weights w0 = −k ∈ {0,−1, . . . ,−bn−12 c}, Problem 5.25 has an
` =∞ solution given by
A = − 1n−2k D?[3]OIX qτ(N)A0 .
Proof. Along Σ we have
A = Π̂τA0 ,
so by Proposition 4.28, A|Σ = qΣW (AΣ).
Given the formula for A, it only remains to check that yA = 0. Using Proposition 5.14
twice we have
yD?[3]O(`)IX qτ(N)A0 = D?[3] yO(`)IX qτ(N)A0
= D?[3]
(
O(σ`) +O
(
σ` log(σ/τ)
))
= O(σ`) +O
(
σ` log(σ/τ)
)
.
This shows that A solves the tractor Proca equations to any given order. 
For the remaining true form weights the argument simplifies considerably as there are no
log terms, we may use Propostition 4.28, so the solution is simply A = :Kh0(z): Π̂A0.
An important feature of the log solution is the appearance of the second solution
generating operator multiplied by yh0−1, see Equation (5.20). In Section 6 we shall
show that the operator yh0−1 yields a holographic formula for the BG operators of [9].
In particular, this means that
(
yh0−1A0
)∣∣
Σ
consists of a pair of boundary forms in the
range of the codifferential δΣ for any smooth western tractor A0.
5.1.4. Weight dual true forms. We now treat the case w0 = k − n, in which case we
take boundary data given by a pair of coclosed weighted forms (AΣ , φΣ) ∈ ker(δΣ , δΣ) ⊂(
ΓEkΣ[2k − n] ⊕ ΓEk−1Σ[2k − n − 2]). We focus on degrees k ∈ {0, 1, . . . , bn−12 c},
i.e., h0 = −n + 1,−n, . . . , 0, to avoid the log solutions. The latter can be obtained by
applying, in the obvious way, the weight/scale duality map to true form log solutions.
On the other hand, the same map, applied to the solutions we derive in this Section,
generates solutions of the second kind for the true form problem. The problem we solve
is thus stated as follows.
Problem 5.27. Given (AΣ , φΣ) ∈ ker(δΣ , δΣ) ⊂
(
ΓEkΣ[2k − n] ⊕ ΓEk−1Σ[2k − n − 2]),
k ∈ {0, 1, . . . , bn−12 c}, consider an extension of these A0 ∈ ΓEkM [2k − n], satisfying the
mixed Dirichlet–Neumann conditions
A0|Σ = AΣ and
[∇n(ι(n)A0)]∣∣Σ = −φΣ .
Let
A0 := qW (A0) ∈ ΓT kM [2k − n] .
Find Ai ∈ ΓT kM [k − n− i] such that
A(`) := A0 + σA1 + σ2A2 + · · ·+O
(
σ`+1
)
solves the tractor Proca equations
yA = O(σ`) , I ?A = D̂?A =X ?A = 0 ,
off Σ, for ` ∈ N ∪∞ as high as possible.
66 Gover, Latini & Waldron
Theorem 5.28. Problem 5.27 has an ` =∞ solution given by
(5.21) A = :Kh0(z): qWA0 .
where h0 = 2k − n+ 1.
Proof. Firstly we calculate the southern slot of qWA0 along Σ (see Lemma 3.13)
−δA =−δ(ι(n)ε(n)+ε(n)ι(n)+2ρσ)A0 Σ= −δΣAΣ +(δε(n)σφ)∣∣Σ = (ι(n)ε(n)φ)∣∣Σ = φΣ .
This establishes that
(
qWA0
)∣∣
Σ
= qΣW (AΣ , φΣ). Thus we may employ Proposition 4.29
from which we have A = :Kh0(z):D?[3]IB = D?[3] :Kh0(z):IB because :Kh0(z): anni-
hilates terms O(σ). (Lemma 5.14 was used for the last equality.) Thus, this expression
is annihilated by y,I ?,X ?,D?. Also by virtue of Proposition 4.29, along Σ we have
D?[3]IB = qΣW (AΣ , φΣ). This agrees with qWA0 thanks to Proposition 4.21. 
One might wonder how general the simple form of the solution (5.21) for w0 = −k −
n is. By construction, qWA0 ∈ ker(D̂?,X ?) (when w0 6= k − d) so let us consider
Equation (5.21) at generic weights. In fact, for A0 an extension of AΣ , we have qWA0 +
σC ∈ kerI ? for some smooth tractor C. Thus :Kh0(z): qWA0 = :Kh0(z): Π qWA0. So
our generic solution (5.16) amounts to A = :Kh0(z): qWA0. Hence, the solution to
Problem 5.9 is obtained by extracting the western slot of this expression
A = q∗ :Kh0(z): qWA0 ∈ ΓEkM [w0 + k] , w0 6= −k, k − d, h0 /∈ Z≥1 .
5.2. The product solution. In this Section, we show generically that there is a simple
and explicit formula for solutions of the Proca system which can be stated without
recourse to tractor formalism. Nevertheless, the tractor machinery plays the central rôle
in obtaining this. These solutions use the product formula for the solution generating
operator developed in Section 2.8 specialised to weighted tractor forms.
The main technical tool to translate between western tractors and weighted differential
forms is as follows. Recall from the west Lemma 3.13 that, for tractor weights w 6= k−d,
a solution A ∈ ΓT kM [w] to D̂?A = X ?A = 0 is isomorphic to a weighted differential
form A ∈ ΓEkM [w + k] via
A = qW (A) .
We now investigate how key operators between western tractors are intertwined by qW .
Let us assume tractor weights w0 6= −k, k − n so that the scale-transversality equations
I ?A = 0 = D̂?A =X ?A
are solved via
A = ΠA0 , A0 ∈ ΓT kM [w0] .
Now we consider A0 = qW (A) so that
A = Π qW (A) ,
for some A ∈ ΓEkM [w + k]. Putting together the result of Proposition 2.11 and the
computation given in Remark 4.27 gives the following result.
Proposition 5.29. Suppose w 6= −k, k − d, k − n and A ∈ ΓEkM [w + k], then
Π qW (A) =
1
(w+k)(n+w−k) qW (ι˜ ε˜A) .
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So the map
A 7→ 1(w+k)(n+w−k) ι˜ ε˜ A
solves the scale-transversality equations via the “intertwiner” qW .
It remains to solve the Laplace–Robin equation yA = 0. For that we use the following
result capturing y in terms of an operator on weighted forms, which also demonstrates the
equivalence of the tractor Proca equations (5.5) with the Proca system in Equations (5.9)
and (5.11).
Lemma 5.30. Let A ∈ ΓEk[w + k] with w 6= k − d and A = qW (ι˜ ε˜A). Then
xyA = qW
[(
ι˜ ε˜− (w + k)(n+ w − k))ι˜ ε˜A] .
Proof. Since I ?A = 0, it follows that yA = −I ?DA, so it is a simple matter of writing
out I ? and D explicitly for some g ∈ c to verify the above. An alternate proof is to
apply Lemma 4.26 to A = qW (A) and then use Proposition 5.29 above. 
Combining this result with the product solution of Proposition 2.21, we immediately
have a product solution to the tractor Proca equations on weighted forms.
Proposition 5.31. For w0 6= −k, k − d, k − n Problem 5.13 has a solution to order
` =
{ ∞ , h0 6= 2, 3, . . .
h0 − 2 , h0 = 2, 3, . . . ,
given by
A(`) = qW (A(`)) ,
with
(5.22) A(`) =
ι˜ ε˜
(w0 + k)(n+ w0 − k)
[ ∏`
j=1
ι˜ ε˜− (w0 + k − j)(n+ w0 − k − j)
j(n+ 2w0 − j)
]
A0 .
Thus we have the following Theorem.
Theorem 5.32. The solution to the higher form Proca system of Problem 5.9 with the
same weight and order conditions as in Proposition 5.31, is given by A(`) as in (5.22).
Proof. We give an alternative proof of this Theorem that does not rely on tractors,
and in particular without employing the intertwined version of the central relationship
[x, y] = h of Proposition 2.16. Instead, the key ingredient in the commutativity of σ
with the interior and exterior normals. This is as follows: Firstly we have an intertwined
formula for the operators ck of Equation 2.20
cj qW
(
ι˜ ε˜A0
)
= qW
(
cˆj ι˜ ε˜A0
)
,
where acting on ΓEkM [w] we have
cˆj := ι˜ ε˜− (w − j)(n+ w − j − 2k) .
Acting on ker ι˜, the operator cˆ0 is the intertwined version of xy and indeed, from Equa-
tion (5.12), cˆ0ι˜ ε˜A0 = 0 along Σ. Hence, on the kernel of ι˜, the operator
yˆ := σ−1cˆ0
extends smoothly to Σ.
Now, since σ commutes with both ι˜ and ε˜ (see Corollary 2.7) and σ has weight 1, we
immediately have the operator identity
σαcˆj = cˆj+ασ
α .
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This is in fact valid everywhere in the interior of M for any α ∈ C.
Since ι˜ 2 = 0, the second part of Equation (5.9) holds trivially. To complete the proof,
we need to establish Equation (2.21), namely yˆ cˆ1cˆ2 . . . cˆ` = σ`yˆ`+1; here and henceforth
we work on the kernel of ι˜. Using the above identity and calculating in the interior of M
we have
yˆ cˆ1cˆ2 . . . cˆ` = σ
−1cˆ0cˆ1cˆ2 . . . cˆ`
= σ−1cˆ1cˆ2 . . . cˆ`cˆ0
= cˆ0cˆ1 . . . cˆ`−1yˆ
= σyˆ cˆ1 . . . cˆ`−1yˆ
...
= σ`yˆ`+1 .
Acting with yˆ maps sections in ker ι˜ to sections in ker ι˜, so this identity extends to Σ. 
Let us end this Section with a rewriting of the product solution 5.22 which is useful
because it makes direct contact with the Laplace operator acting on true forms. Firstly
we need a pair of technical Lemmas.
Lemma 5.33. Let P (z) be any polynomial and call
ζ := ι˜ ε˜ and L := {ι˜, ε˜} .
Then we have the operator identity
ζ P (ζ) = ι˜ P (L) ε˜ .
Proof. It suffices to prove the statement for a monomial ζ ζ` for some integer `. Recalling
from Proposition 2.7 that ι˜ 2 = 0 we have, in parallel to the usual exterior calculus of δ
and d,
ι˜L` ε˜ = ι˜ (ι˜ ε˜+ ε˜ ι˜)L`−1 ε˜ = · · · = ι˜(ε˜ ι˜)`ε˜ = ζ ζ` .

Lemma 5.34. Let A ∈ ΓEkM [w]. Then, away from Σ, we have the following results.
First
ι˜ A = −σd+w−2k+1 δ σ2k−w−dA and ε˜ A = −σw+1 dσ−wA .
Moreover
LA := {ι˜, ε˜}A = σw L̂ σ−wA ,
so that for a polynomial P (z),
P (L)A = σw P (L̂ )σ−w A ,
where the operator L̂ : ΩkM → ΩkM is given by
(5.23) L̂ := σ2∆ + (2k − d) [σ£n + ε(n)ι(n)]+ 2σ [ε(n)δ + ι(n)d] .
Proof. The first two identities follow immediately from first two relations in Equa-
tion (2.3). Equation (5.23) follows by a slightly more intricate application of these as
well as Cartan’s magic formula for the Lie derivative
{d, ι(n)} = £n .

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Remark 5.35. In the formulæ above, the right hand sides are clearly not defined along Σ,
however, as is clear from Definition 2.5, the left hand sides are. When using expressions,
such as those on the right hand sides, to express objects defined everywhere on M we
will use the notation lim= .
Applying these two Lemmas to the solution displayed in Equation (5.22) gives the
following result.
Proposition 5.36. The solution to the higher form Proca system of Problem 5.9 with
the same weight and order conditions as in Proposition 5.31, is given by
(5.24) A(`) lim= σd+w0−k δ σ2k−d+2 P (`)
(L̂ )dσ−w0−k A0 ,
where the polynomial P (`) is given by
P (`)(z) =
1
(w0 + k)(n+ w0 − k)
[ ∏`
j=1
z − (w0 + k − j)(n+ w0 − k − j)
j(n+ 2w0 − j)
]
and L̂ is as displayed in Equation (5.23).
5.3. Solutions in Graham–Lee normal form. To make contact to a coordinate-based
approach, let us explicate the solution generating operator in its product form in a choice
of scale adapted to the Graham–Lee normal form for the interior metric go. The aim is
to present explicitly the operator of Lemma 2.19 that generates O(σ`+1) solutions from
O(σ`) solutions.
Let τ ∈ EM [1] be a scale that extends to the boundary which defines a metric g =
τ−2g ∈ c. Moreover, we take r = σ/τ to be the function that gives σ in the scale τ .
In that case go = g
r2
where r is the defining function of [34, 32]. Working in terms of
local coordinates in a collar neighbourhood [0, ] × Σ of the boundary with coordinate
r ∈ [0, ], g extends to Σ with form
(5.25) g = dr2 + h .
Here h is a family of metrics on Σ parameterized by r. In this choice of scale ε(n) = dr∧
so differential forms A ∈ ΓEkM [w] can be uniquely decomposed as
A = A⊥ + dr ∧A‖ , (A⊥, A‖) ∈ ker ι(n) .
We will write this choice of splitting using a column vector notation
A
g
=
(
A⊥
A‖
)
.
Tautologically then, in this splitting we have
ι(n)
g
=
(
0 1
0 0
)
, ε(n)
g
=
(
0 0
1 0
)
.
Defining
d⊥ := d− ε(n) ∂
∂r
, δ⊥ := δ − ι(n) ∂
∂r
,
the exterior derivative and codifferentials become
(5.26) d g=
(
d⊥ 0
∂
∂r −d⊥
)
, δ
g
=
(
δ⊥ ∂∂r +
1
2(H− 2H)
0 −δ⊥
)
,
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and the form Laplacian is the anticommutator of these. Along Σ, for A ∈ ker ι(n),(
d⊥A
)∣∣
Σ
= dΣAΣ ,
(
δ⊥A
)∣∣
Σ
= δΣAΣ .
The operator H is the natural endomorphism field on the subbundle of ker ι(n) ∈ ΓT ∗M
coming from h−1 ∂h∂r in the local coordinates and then extended in the usual way to an
endomorphism on forms in ker ι(n) ∈ Ω•M . We have denoted H := trh−1 ∂h∂r . Note the
relationship between bulk and boundary differentials and codifferentials(
ι(n)ε(n)dA
)∣∣
Σ
= dΣAΣ ,
(
δ ι(n)ε(n)A
)∣∣
Σ
= δΣAΣ ,
for any extension A of AΣ ∈ ΓEkΣ[w], is manifest in this splitting since
ι(n)ε(n)d
g
=
(
d⊥ 0
0 0
)
, δ ι(n)ε(n)
g
=
(
δ⊥ 0
0 0
)
.
Moreover, the Lie derivative along n is simply
£n = {d, ι(n)} =
(
∂
∂r 0
0 ∂∂r
)
.
Inserting equations (5.26), (5.23) and the choice of scale σ = r in the product solu-
tion (5.24) of Proposition 5.36 gives an explicit formula for solutions in the Graham–
Lee normal form for the interior metric. Moreover, we can combine these results with
Lemma 2.19 to obtain the operator that increases the order of a solution.
Theorem 5.37. Let A(`) ∈ ker ι˜ solve Problem 5.9 to order ` with w0 6= −k, k− d, k−n
and ` 6= d+ 2w0 − 2. Then an order `+ 1 solution is given, in the scale τ corresponding
to the normal form (5.25), by
A(`+1)
lim
=
LR− (w0 + k − `− 1)(n+ w0 − k − `− 1)1
(`+ 1)(d+ 2w0 − 2− `) A
(`) ,
where e := r ∂∂r ,
L :=
(
rδ⊥ e− n− w0 + k + r2(H− 2H)
0 −rδ⊥
)
, and R :=
(
rd⊥ 0
e− w0 − k −rd⊥
)
.
Proof. First from A(`) we construct the tractor A(`) = qW (A(`)). This obeys yA(`) =
O(σ`). Hence, by Lemma 2.19,
A(`+1) = 1(`+1)(d+2w0−2−`)
[
xy + (`+ 1)(d+ 2w0 − 2− `)
]A(`)
solves yA(`+1) = O(σ(`+1)). Next we apply q∗ to the above expression after re-expressing
the operator xy in terms of ι˜ ε˜ via Lemma 5.30 applied to A(`) in place of ι˜ ε˜A, which is
legal because A(`) ∈ ker ι˜. Then q∗A(`+1) ∝ (ι˜ ε˜−(w0 +k−`−1)(n+w0−k−`−1))A(`).
This expression obeys the first equation of (5.9) by construction. Moreover, by virtue of
the identity ι˜ 2 = 0, we have q∗A(`+1) ∈ ker ι˜, so the second of those equations also holds.
Thereafter we employ Lemma 5.34 to write the solution q∗A(`+1) compactly. The last
step is to use Equation (5.26) for the exterior derivative and codifferential in the scale
σ = r. 
Remark 5.38. The condition that the order ` solution solves the transversality condition
ι˜ A(`) = 0 to all orders is not an essential restriction since this can always be achieved
using the technology of Section 2.4.
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6. Obstructions, detours, gauge operators and Q-curvature
Continuing in the Poincaré–Einstein setting, we now consider obstructions to smooth-
ness of the solutions of Section 5. This is partly captured by the following result.
Theorem 6.1. Let (M, c, σ) be Poincaré–Einstein. Then for any weight w0 6= k − d the
tractor Proca equations (5.5) have a smooth solution
(6.1) A(`) = :K(`)(z): qW (A0) +O(σ`+1) ,
to order
` =
{ ∞ , h0 6= 3, 5, 7, . . .
h0 − 2 , h0 = 3, 5, 7, . . . .
Here A0 ∈ ΓEkM [w0+k] is an extension of AΣ ∈ ΓEkΣ[w0+k], and when h0 6= 2, 4, 6, . . .
the solution generating operator :K(`)(z): is determined by :Kh0(z): as in (2.28). For
the case h0 = 2, 4, 6, . . ., :K(`)(z): is determined by the solution generating operator
in (5.20), omitting the log terms on the second line of that display.
Remark 6.2. Going beyond the space of smooth asymptotic solutions, for weights h0 =
3, 5, 7, . . ., the remainder in the expression (6.1), as computed in Section 5.1.2, is O(σ`+1
log σ).
Proof. For weights w0 = k − n, this is just a restatement of Theorem 5.28. For the
other cases we use that the holographic triple D-operators D?[3] and D[3] commute with
the solution generating operator :K(`)(z):. Moreover, when w0 6= −k, k − n one has
D?[3]D[3]A0 = (w0+k)(n+w0−k) ΠA0. The latter can be written as qW (A0) for some A0
(see Equation (4.19)). For w0 = −k we have − 1n−2k D?[3]IX qτ(N)A0 = qW (A0) + O(σ)
which can be verified using the explicit expressions for D?[3] (see Equation (4.17)), q
τ
(N),
I and X (see Equation (4.23) and Sections 3.1, 3.2). Thus the remaining results follow
from Theorems 5.16, 5.23 and 5.26. 
Remark 6.3. The restriction w0 6= k− d in the above Theorem is an inessential one. For
that weight, the map qW is not defined in the bulk. Instead the boundary data AΣ is
mapped to a boundary tractor qΣW (AΣ) which can be subsequently extended to a bulk
tractor A0. Thus A(`) = :K(`)(z): ext◦qΣW (AΣ)+O(σ`+1) and the remainder of this case
and its proof follows mutatis mutandis.
Considering the cases h0 = 3, 5, 7, . . ., we could attempt to extend the above smooth
solution to higher orders: Using that D?[3] commutes with the operators x and y, it
would suffice to solve the yA = 0 problem to solve all four tractor Proca equations.
However, from [31], starting with any tractor boundary data A0 and attempting to
solve the corresponding yA = 0 extension problem at these weights, one encounters
the obstruction
(
yh0−1A0)
∣∣
Σ
; one succeeds in obtaining a formal smooth solution if and
only if this vanishes. In fact, again from [31], this is also the coefficient of the first
log term σh0−1 log σ in solution generating operator (5.20). Specialising this result, we
immediately have the following.
Proposition 6.4. For any weight w0 6= k−d such that h0 = 3, 5, 7, . . ., consider the trac-
tor Proca equations (5.5) with boundary data captured by A0 ∈ ΓT kM [w0 + k] satisfying(
ι(n)A0
)∣∣
Σ
= 0. The tractor field
(6.2) yh0−1qW (A0) ,
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is the coefficient of the first log term σh0−1 log σ in the solution generated by O in (5.20).
The vanishing of this obstruction along Σ is necessary and sufficient to obtain a smooth
formal solution.
We now study the obstruction to smoothness given in expression (6.2).
6.1. Detour and gauge operators. From essentially the same argument as in the proof
of Theorem 6.1, we see that the obstruction given in expression (6.2) is a west tractor
along Σ so consists of two pieces of weighted differential form data; the part residing in
the west slot is conformally invariant. It can be extracted along Σ using the operator q∗
of Section 3.2. To rewrite qW (A0) in a more convenient format, we need the following
result.
Lemma 6.5. Let A0 ∈ ΓEkM [w0 + k] be an extension of AΣ ∈ ΓEkΣ[w0 + k]. Then, if
w0 6= k − d, k − n,−1− n2 , along Σ
qW (A0) =
1
(n+2w0+2)(n+w0−k) D
?
X q(A0) .
Proof. Since A0 extends AΣ toM , it follows along Σ that ι(n)A0 = 0 and (by continuity)
ι(n)δA0 = 0. Thus, along Σ, we have I ?qW (A0) = 0. Now, focussing on the case
w0 6= −k, we can use Propositions 4.25 and 4.17 to write (along Σ)
qW (A0) = Π qW (A0) = Π
Σ
W
(
qW (A0)
)∣∣
Σ
= ΠΣW q
Σ
WAΣ = q
Σ
WAΣ .
The third equality uses that ΠΣW only sees the western slot of
(
qW (A0)
)∣∣
Σ
. Noting the
identity (again along Σ, using also Proposition 3.23)
qΣWAΣ =
1
(n+2w0+2)(n+w0−k) D
?
Σ
XΣq
Σ
WAΣ =
1
(n+2w0+2)(n+w0−k) D
?
X q(A0) ,
the result follows. For the case w0 = −k, the proof is almost identical except that one
replaces ΠqW (A0) with Π̂τ (A0) and then relies upon Proposition 4.28. 
Writing ` = h0−12 , this suggests the following definition.
Definition 6.6. We define L`k : ΓEkM [k + `− n2 ] −→ ΓT kM [−`− n2 ], ` = 1, 2, 3, . . . by
the composition of tangential operators
L`k := y
2`D
?
X q .
Along Σ, we define
L`k := q
∗L`k .
As follows from the discussion above and as will be established in Theorem 6.13, the
range of the map L`k lies in the range of X
? along Σ, hence the composition L`k is well
defined along Σ.
Proposition 6.7. The operator L`k defines a conformally invariant differential operator
L`k : ΓEkΣ[k + `−
n
2
] −→ ΓEkΣ[k − `− n
2
] ,
and a necessary condition for extending AΣ ∈ ΓEkM [k + `− n2 ] to a smooth solution to
the tractor Proca equations is
L`kAΣ = 0 .
Proof. Tangentiality of L`k has already been established and boundary forms canonically
embed in bulk forms restricted to the boundary. The remainder of the Theorem is estab-
lished by combining Lemma 6.5 and the expression Equation (6.2) for the obstruction
of [31]. 
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The operator L`k is well-defined in the bulk, and in fact holographically extends the
higher order conformally invariant operators on forms from [9].
Proposition 6.8. As an operator on boundary forms, the operator L`k is the same as
that defined in [9, Theorem 2.1].
Proof. First note that yh0−1 is the tractor form twisted GJMS operator as proved in [31].
On the other hand, D ? is a holographic formula for D?
Σ
and so along Σ, Definition 6.6
coincides with the construction of L`k given in [9]. 
Further to our observations, the importance of the L`k is that generically they com-
pletely control the obstructions to smoothly solving the Proca problem.
Theorem 6.9. The Dirichlet Proca Problem 5.9 with boundary data AΣ ∈ ΓEkΣ[w0 +k],
for w0 such that h0 = 3, 5, 7, . . . and w0 6= −k, k−n, admits a formal smooth solution to
all orders iff
L`kAΣ = 0 .
That is, for w0 6= −k, k−n, the space kerL`k uniquely parameterises the smooth solution
space of the Proca Problem 5.9 modulo the addition of second solutions.
Proof. Returning to display (6.2) we note that along Σ, qW (A0) = D?[3]B for some B and
so since y commutes with the holographic interior triple D-operator, yh0−1qW (A0) is a
weight −n−w0 boundary west tractor. Thus, provided −n−w0 6= k−n (i.e., w0 6= −k),
by the West Lemma 3.13 it is completely determined by its western slot.
Uniqueness of the parameterisation of the solution space follows by the iterative con-
struction of the solution given in [31]. 
To understand fully smoothness, it remains now to study true forms.
6.2. True forms. Here we focus on even boundary dimensions n and weights w0 =
−k ∈ {0,−1, . . . , 1 − n2 } such that h0 = 3, 5, 7, . . .. We return to the full obstruction
displayed in (6.2), which using Lemma 6.5 can be expressed as the restriction to ΩkΣ of
the tangential obstruction operator
(6.3) yh0−1D ?X q = L
n
2
−k
k =: Lk .
Along Σ, the range of this operator consists of two parts; its western slot
(6.4) q∗yh0−1D ?X q = L
n
2
−k
k =: Lk ,
dealt with above and its southern slot
(6.5) q∗Y ?yh0−1D ?X q =: Gk .
(The operator Y ? used here is defined in Equation (6.10) below.) We note that, in
contrast to the other cases, Gk is here not determined by Lk since the obstruction operator
displayed in (6.3) takes values in tractors of weight k − n (see Lemma 3.13 applied to
boundary tractors).
The operator Gk depends on a second true scale τ ∈ ΓEM [1] (through Y ?) and for
each such gives a canonical, tangential, linear differential operator, which upon restriction
to Σ is a map
(6.6) Gk : ΩkΣ −→ ΓEk−1Σ[2k − n− 2] .
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As an operator on boundary forms, the operator Gk of display (6.6) is the same as
that defined in [9, Expression (3)]. Agreement follows immediately from the proof of
Theorem 2.8 of [9].
By analogy with the proof of Theorem 6.9, we obtain the result characterising the
obstruction to smooth solutions for true forms.
Theorem 6.10. In even boundary dimension n, the Dirichlet Proca Problem 5.9 with
boundary data AΣ ∈ ΩkΣ with k ∈ {0, 1, . . . , n2 − 1} (so weights w0 = −k thus h0 ∈{3, 5, 7, . . .}) admits a formal smooth solution to all orders iff
LkAΣ = 0 = GkAΣ .
Remark 6.11. The differential operator Gk is a gauge companion/fixing operator for the
detour operator Lk, meaning that the pair (Lk, Gk) is graded injectively elliptic and HkL
is used to denote its kernel which is finite dimensional for compact boundary Σ (see [9]).
Thus, we have an analog for true forms of the last part of Theorem 6.9, in that HkL
uniquely parametrises, modulo second solutions, the formal smooth solutions to the gauge
fixed higher form Maxwell system given by the formal Proca problem 5.9 with w0 = −k.
For the global version of our problem, the second solutions are determined by the
Dirichlet problem modulo the addition of solutions that vanish along Σ. More precisely,
using results of [49], it was shown in [3] that the following sequence is exact
0 −→ Hk(M,Σ) i−→ Kk∞(M) r−→ HkL(Σ) −→ 0 .
Here, Hk(M,Σ) is the relative de Rham cohomology of M which was shown to be
isomorphic to kerL2 ∆ in [49]. The space Kk∞(M) =: ker ∆ is the space of smooth
harmonic forms on M . Also, i and r denote, respectively, inclusion and restriction.
Displays (6.4) and (6.5) give holographic formulæ for the conformally invariant (detour
operator, gauge companion) pair.
6.3. Fundamental holographic identities. A main aim of this Section is to show,
from its holographic formula above, that there exists a factorisation of the boundary
operator
(6.7) Lk = δΣQk+1 dΣ : Ω
kΣ −→ ΩkΣ ,
where
ΩkΣ := ΓEkΣ[2k − n] ,
and the boundary Q-operator Qk+1 of [9, Theorem 2.8] is the form analog of the Branson
Q-curvature [6]. Thus we have a holographic proof of a theorem of [9].
Theorem 6.12. On (Σ, c), for each 0 ≤ k ≤ n− 2, there is a detour complex as follows
(6.8)
Ω0Σ
d
Σ−−→ · · ·
d
Σ−−→ Ωk−1Σ
d
Σ−−→ ΩkΣ Lk−−−→ ΩkΣ
δ
Σ−−→ Ωk−1Σ
δ
Σ−−→ · · ·
δ
Σ−−→ Ω0Σ .
This will require some holographic identities which hold in greater generality than
strictly required for true forms. The first of these is the following.
Theorem 6.13. Let A be a tractor k-form of weight w0 and F a tractor k-form of weight
w0 − 1, with h0 = 3, 5, 7, . . .. Then along Σ the following identities hold.
X yh0−1A = −(h0 − 2)2 yh0−3DA , X ?yh0−1A = −(h0 − 2)2yh0−3D ?A ,
and
yh0−1X F = −(h0 − 2)2D yh0−3F , yh0−1X ?F = −(h0 − 2)2D ?yh0−3F .
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Before proving this Theorem we establish a Lemma.
Lemma 6.14. Acting on T kM [w0] for any ` ∈ Z≥1 and weights h0 6= 0, 2, 4, . . . , 2`,
X y` =
1
h+ 2`− 2
[
(h− 2) y`X + `((`− 1)(h− 2)− 2xy)y`−2D]+ `(h− 2)I y`−1 .
Proof. The proof is by induction. The base case is the identity on the fourth line of
Proposition 4.1. Thereafter only that identity, the solution generating algebra 2.15 and
the fact that [y,D ] = 0 from Proposition 4.5 is required to complete the induction. 
Armed with this Lemma we may prove Theorem 6.13.
Proof. The four identities are essentially equivalent. Since the algebra of D?,X ? and I ?
satisfy the same identities as their unstarred counterparts, it suffices to prove one identity
from each row as displayed. We will shortly prove the first of the four identities by simple
application of known identities. To obtain the fourth identity from the first, observe that
the operators above acting on A and F at quoted weights are all tangential. Moreover, so
are their separate pieces D , D ?, X , X ? and the given powers of y. Along the boundary
the corresponding identities are in fact the formal adjoints of one another. Of course,
one can also verify the fourth identity algebraically.
Turning to the first identity, note that from equation (4.7)
X y2 = (h− 1)(h− 2)(DT −D −I y) = (h− 2)(hD − (h− 1)(D +I y)) .
Therefore one writes X yh0−1 =X yh0−3y2 and firstly applies Lemma 6.14 at ` = h0−3.
The Theorem then follows by computing along Σ, using only [D , y] = 0 and elementary
algebra.

Let us sketch how the factorization (6.7) of the long operator arises. Consider F
satisfying the usual identities
(6.9) I ?F = 0 = D?F =X ?F ,
so it has entries in the west and southern slots, but otherwise is zero. Then F = X ?A
for some k + 1 form tractor A. Thus
yh0−1F = yh0−1X ?A .
We assume that h0 = 3, 5, 7, . . ., and using the Theorem 6.13 we see that this takes the
form
D
?
yh0−3A ,
where we have dropped a non-zero overall constant. Now using Theorem 6.13 we see
that the North slot of this vanishes (in fact it is annihilated by X ?). Then it follows
easily by inspecting the formula for D?
Σ
that, along Σ, the western slot takes the form
δΣN , for some N .
On the other hand the western slot of yh0−1F is moved to the southern slot by acting
with X . Thus we may study
X yh0−1F .
Using once again Theorem 6.13 and dropping the non-zero constant factor this becomes
yh0−3DF .
But now using that F has weight −k and satisfies the system (6.9), it follows at once
from the formula for D that this factors through dΣFΣ where FΣ =
[
q∗F
]∣∣∣
Σ
.
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To follow this through carefully and show that the Q operator arises as in (6.7) we
need some preliminaries. Of course the operator Qk+1 is not determined uniquely by the
formula (6.7) for Lk. Thus, we use a special choice of true scale τ ∈ ΓE+M [1] to pin
down a preferred version.
Let us write
(6.10) Y := 1d−2 D log τ ∈ ΓT 1M [−1] ,
where (
δRτ
)∣∣
Σ
= 0 .
Note that this condition is easily solved given any τ |Σ. Then
{X ?,Y } = 1 ,
and, along Σ,
{I ?,Y } = 0 .
Now note the following Lemma for commutators of the tangential double D-operator (see
Proposition 3.8 and Remark 4.15) with Y .
Lemma 6.15. Acting on ΓT kM [w] we have along Σ[
X D˜T ,Y
]
= 0 =
[
X ?D˜?T ,Y ?
]
.
Proof. The proof amounts to recalling that X D˜T = X (D˜ −I {I ?, D˜}). Along Σ the
right hand side of this is X D˜ − II ?X D˜ + IX D˜I ?. But the double D-operator
X D˜ is Leibnizian so obviously commutes with Y . Moreover, Y was chosen such that
{I ?,Y } = 0 along Σ. Note that IX D˜{I ?,Y } vanishes along Σ since an x produced
on the right by the anticommutator produces terms containing either a second I or X
when pushed through to the left. 
We shall also need the following which is obtained by an easy computation using the
tangential double D-operator version of Theorem 4.14 given in Remark 4.15.
Lemma 6.16. Acting on A ∈ ΩkM an extension of AΣ ∈ ΩkΣ we have[
X D˜T qA
]∣∣∣
Σ
=XΣqΣdΣAΣ .
Remark 6.17. There is an obvious adjoint version of the above Lemma,
q∗X ?
Σ
D˜?
Σ
= −δΣq∗X ?Σ .
We are now ready to give a holographic formula for the Q-operator in preparation for
our main Theorem.
Definition 6.18. Let n be even, fix a true scale τ ∈ ΓE+M [1] and denote by g ∈ c the
corresponding metric (i.e., g = τ−2g). For each k ∈ {0, . . . , n2 }. This determines the
boundary differential Q-operator
Q
g
Σ
k : Ω
kΣ −→ ΩkΣ ,
determined by restriction of a bulk holographic formula, called the holographic Q-operator
Qgk := q
∗Y ?X ?yn−2kX Y q ,
which acts on bulk true forms.
This enables a holographic proof of the following Theorem.
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Theorem 6.19. On (Σ, cΣ) of even dimension n ≥ 4 and given any choice of gΣ ∈ cΣ,
the conformally invariant detour operators
Lk : Ω
kΣ −→ ΩkΣ , 0 ≤ k ≤ n
2
− 1 ,
can be expressed as the composition
(6.11) Lk = γk δΣQ
g
Σ
k+1dΣ ,
where QgΣk+1 is the Q-operator from Definition 6.18 and
γk = −(n− 2k)(n− 2k + 2)(n− 2k − 1)2 .
Proof. From Equation (6.4), Lk is the composition of operators
Lk = q
∗yh0−1D ?X q ,
evaluated along Σ with h0 := d− 2k.
This operator is tangential and throughout we will calculate along Σ without further
comment. Now using that {X ,Y ∗} = 1 and that the composition q∗XX ? = 0 (recall
from Theorem 6.13 that yh0−1D ?X q can be written as a composition of X ? from the
left) we come to
Lk = q
∗Y ?X yh0−1D ?X q .
Now using Theorem 6.13 we have
Lk = −(h0 − 2)2q∗Y ?yh0−3D D ?X q .
Since along Σ we have D D ? = −D ?D (because {DΣ ,D?Σ} = 0 and yh0−3 acts tangen-
tially here), thus
Lk = (h0 − 2)2 q∗Y ?yh0−3D ?DX q
= −(h0 − 2)2 (h0 + 1) q∗Y ?yh0−3D ?X D˜T q .
In the last step we used that along Σ one has
(6.12) DX = DΣXΣ = −
hΣ + 2
hΣ − 2
XΣDΣ = −
h+ 1
h− 3X D = −(h+ 1)X D˜
T .
Note that the singularity at h0 = 3 in the fourth expression above is a removable one as
evidenced by the last equality.
We may now employ Lemma 6.16 to generate a boundary exterior derivative on the
right (along Σ, X and XΣ agree):
Lk = −(h0 − 2)2 (h0 + 1) q∗Y ?yh0−3D ?X q dΣ .
Using the second relation of Theorem 6.13 we then have
Lk = (h0 + 1) q
∗Y ?X ?yh0−1X q dΣ .
Now we use that 1 = {X ?,Y } and X Y X ?q = 0 to obtain
Lk = −(h0 + 1) q∗Y ?X ?yh0−1X ?X Y q dΣ .
Now the fourth relation in Theorem 6.13 gives
Lk = (h0 − 2)2 (h0 + 1) q∗Y ?X ?D ?yh0−3X Y q dΣ .
Now we use the second relation in Lemma 6.15 to move Y ? to the right (being careful
to replace D ? = (h− 1) D˜?T ).
Lk = −(h0 − 2)2 (h0 + 1)(h0 − 1) q∗X ?D˜?TY ? yh0−3X Y q dΣ .
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The final step is to employ the adjoint version of Lemma 6.16 to extract a boundary
codifferential on the left.
Lk = −(h0 − 2)2(h0 + 1)(h0 − 1) δΣq∗Y ?X ? yh0−3X Y q dΣ .

Remark 6.20. The way the above holographic proof employs the fundamental Theo-
rem 6.13 mirrors the original proof of [9, Theorem 2.8] based on the ambient Fefferman–
Graham metric. Similarly, consideration of QkdΣ , and holographic arguments parallel to
those in the proof above, recovers the conformal transformation formula of [9, Equation
(1)] for Qk as an operator on closed k-forms. On the other hand, using again parallel
arguments to above shows that δΣQk is proportional to Gk and recovers the conformal
transformation law for Gk found in [9].
Remark 6.21. We observed in Remark 6.11 that HkL parametrises the smooth, Dirichlet
solution space to the gauge fixed Maxwell system (which amounts in the preferred interior
scale to equations ∆A = 0 = δA) up to the addition of second solutions. As a special
case of this problem, one can begin with closed Dirichlet boundary data AΣ . It follows
that solutions are then parametrised by AΣ such that
AΣ ∈ ker(dΣ , Gk) =: Hk(Σ) .
This is exactly the conformal harmonic space for Σ defined in [9]. It is interesting
to understand what this special boundary data means in the bulk. This is answered
in [3, Theorem 1.3]: Essentially, this is captured by the space ker(d, δ) =: Zk(M), more
precisely it is there proven that there is an exact sequence
0 −→ Hk(M,Σ) −→ Zk(M) −→ Hk(Σ) −→ Hk+1(M,Σ) ,
where k < n2 and H
k(M,Σ) ∼= kerL2 ∆ is the relative cohomology of M .
Appendix A. The ambient manifold
A detailed analysis of tractor forms using an ambient manifold approach has been given
in [9]. We first sketch the ingredients needed to provide expedient proofs of Lemma 3.1,
Proposition 4.12 and Theorem 4.14.
A conformal structure is equivalent to the ray bundle pi : G → M of conformally
related metrics. Let us use ρ to denote the R+ action on G given by ρ(t)(x, gx) =
(x, t2gx). An ambient manifold is a smooth (d + 2)-manifold M˜ endowed with a free
R+–action ρ and an R+–equivariant embedding i : G → M˜ . We write X ∈ Γ(TM˜ ) for
the fundamental field generating the R+–action. That is, for f ∈ C∞(M˜ ) and u ∈ M˜ ,
we have Xf(u) = (d/ds)f(ρ(es)u)|s=0. For an ambient manifold M˜ , an ambient metric
is a pseudo–Riemannian metric h of signature (d+ 1, 1) on M˜ satisfying the conditions:
(i) LXh = 2h, where LX denotes the Lie derivative by X; (ii) for u = (x, gx) ∈ G
and ξ, η ∈ TuG, we have h(i∗ξ, i∗η) = gx(pi∗ξ, pi∗η). In [18, 19] Fefferman and Graham
considered formally the Gursat problem of obtaining Ric(h) = 0. They proved that, for
the case of d = 2 and d ≥ 3 odd, this may be achieved to all orders, while for d ≥ 4
even, the problem is obstructed at finite order by a natural 2-tensor conformal invariant
(this is the Bach tensor if d = 4, and is called the Fefferman–Graham obstruction tensor
in higher even dimensions); for d even one may obtain Ric(h) = 0 up to the addition
of terms vanishing to order d/2− 1. See [19] for statements concerning uniqueness. For
extracting results via tractors we do not need this, as discussed in e.g. [11, 28]. (In
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fact, to obtain a correspondence with the normal tractor connection which is all that
we require below, it suffices that the tangential components of Ricci vanish along G.)
We shall henceforth call any (approximately or otherwise) Ricci-flat metric on M˜ a
Fefferman–Graham metric. In the subsequent discussion of ambient metrics all results
can be assumed to hold formally to all orders.
In the following discussion we use bold symbols or tilded symbols for the objects on M˜ .
For example∇ denotes the Levi-Civita connection on M˜ . Familiarity with the treatment
of the Fefferman–Graham metric, as in e.g. [11, 29] or [9], will be assumed. In particular,
we shall use that suitably homogeneous tensor fields of M˜ |G correspond to tractor fields.
This correspondence is compatible with the Levi-Civita connection in that each weight
zero tractor field F on M is identified with (the restriction to G of) a homogenous
tensor field F on M˜ with the property that it is parallel in the vertical direction, that is
∇XF =: XA∇AF = 0 along G. The metric h and its Levi-Civita connection ∇ on M˜
determine a metric and connection on tractor bundles, and by [11, Theorem 2.5] this
agrees with the normal tractor metric and connection. We use abstract indices in an
obvious way on M˜ and these are lowered and raised using hAB and its inverse hAB.
We shall say F is homogeneous of weight w0 if ∇XF = w0F , and this corresponds
to a tractor field F of weight w0. We shall always take such fields to be extended
off G smoothly and also such that ∇XF = w0F on M˜ . The operator ∇X gives an
ambient realisation of the weight operator, as applied to tensor fields of well defined
weight along G.
In this picture the operator DA =
(
d+ 2w0−2
)∇A−XA∇2 on tensors homogeneous
of weight w0 corresponds to the tractor D-operator as applied to tractors of weight w0.
Thus we equivalently view this as a restriction of
DA = ∇A(d+ 2∇X − 2) +XA∇2.
Here ∇2 is the ambient Bochner Laplacian. The above operator acts tangentially along
the submanifold G in M˜ , [9] and [28].
This technology enables simple computations on M˜ of often complicated tractor quan-
tities on M . For example the proof of Lemma 3.1 is:
hXADB − (h− 2)DBXA − 2XBDA + h(h− 2)hAB
= hXA
(
h∇B −XB∇2) − (h− 2) (h∇B −XB∇2)XA
− 2XB(h∇A −XA∇2) + h(h− 2)hAB
= h(h− 2)XA∇B − hXAXB∇2
− h(h− 2) (XA∇B + hAB)+ (h− 2)XB(XA∇2 + 2∇A)
− 2(h− 2)XB∇A + 2XAXB∇2 + h(h− 2)hAB = 0 . 
We will employ the same notations as used onM for the natural operators on sections
of Λ•M˜ . Namely d for the ambient exterior derivative, δ the ambient codifferential
and ∆ = {d, δ} for the ambient form Laplacian. No confusion should arise from this
recycling of notation. As shown in [9], the ambient operator corresponding to the exterior
Thomas D-operator is D = (d+ 2w0−2)d− ε(X)∆ acting on ambient differential forms
homogeneous of weight w0. This, and its interior analog can both be equivalently viewed
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as restrictions of the operators
D = hd− ε(X)∆ , D∗ = hδ − ι(X)∆ ,
where
h := d+ 2∇X .
Given a defining scale σ ∈ ΓEM [1] on M , we shall write σ˜ for the corresponding
homogeneous weight 1 function on G with some homogeneous extension to M˜ . Then we
introduce
IA :=
1
d
DAσ˜
and, again, we can define the interior and exterior operators
I := ε(I) , I∗ := ι(I) ,
as well as
X := ε(X) , X ∗ := ι(X) .
We now restrict our attention to the ambient analog of a Poincaré–Einstein structure
with defining scale σ. For simplicity, we begin by taking the dimension d odd and so may
assume [26] that I = ∇σ˜ is parallel with respect to the ambient Levi–Civita connection
and has unit length I2 = 1. Then a restriction of the differential operator
−y := {I∗,D} = {I,D∗} = h∇I − σ˜∆
(on M˜ ) lifts the operator IA /DA on M , enabling calculations on M˜ . Note now that the
combination I∗I projects onto boundary objects, thus we call
dT := I∗I d and δT := δ I∗I .
We are ready now to prove Theorem 4.14; along Σ and acting on kerI∗ we find
DT = D + Iy + 1
(h− 1)(h− 2)Xy
2
= h (dT + I I∗d)−X (δ(I I∗ + I∗I)d+ (I I∗ + I∗I)dδ I∗I)
− I h∇I + 1
(h− 1)(h− 2)X h∇I
(
h∇I − σ˜∆
)
= hdT − h
h− 1X
(
∆T + δ I ∇I + I ∇I δ −∇2I
)
=
h
h− 1
(
(h− 1)dT −X∆T ) = h
h− 1DΣ .
In the second line we inserted 1 = {I,I∗} in order to produce the operators dT , δT and
∆T := {dT , δT } appearing in the third line. Also, to obtain the third line, we used, for
example, {I∗,d} = ∇I . To obtain fourth line, we used {δ,I} = ∇I as well as [∇I , δ] = 0
to cancel all terms with a ∇I in the third line. In the last step we evaluated our result
along the boundary using that dT |Σ = dΣ and ∆T |Σ = ∆Σ there.
Note that the special case of Paneitz weight where DT acts on ambient forms of
homogeneity w0 = 2 − d2 is not covered by the above computation. However, it is easy
to see how that case is proven from the above display: Focussing on the last term on the
third line, we see that the potentially singular factor h − 2 in the denominator cancels
because Xh = (h − 2)X . The definition of DT exactly removes the last singular term
on that line.
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Finally, the last special case of boundary Yamabe weight can be handled by multiplying
both sides of the above computation from the left by h − 1 and then specializing to
homogeneity w0 = 1− n2 .

The proof for the analogous formula for the Thomas D-operator acting on arbitrary
tractors required for Proposition 4.12 is very similar. Using I·D = h∇I − σ˜∇2 and
∇TA := ∇A − IA∇I , (∇T )2 = ∇2 −∇2I ,
we have, calculating along Σ
DTA = DA − IAI·D+
1
(h− 1)(h− 2)XA
(
I·D)2
= h(∇TA + IA∇I)−XA∇2 − IAh∇I +
1
(h− 1)(h− 2)XAh∇I
(
h∇I − σ˜∇2
)
= h∇TA −
h
h− 1XA(∇
T )2 =
h
h− 1 D
Σ
A . 
For d ≥ 4 even, the harmonic extension problem for σ˜ is potentially obstructed. However,
we may still obtain that 0 = ∆σ˜ = ∆2σ˜ = · · · = ∆d/2σ˜ along G (see [33, 26]). This
suffices for the above proofs of Theorem 4.14 and Proposition 4.12 to apply also in this
dimension parity.
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Appendix B. List of common symbols
d := n+ 1 dimM := dim ∂M + 1
Λ•M Exterior bundle on M
Ω•M Sections of Λ•M
d Exterior derivative
δ Codifferential
∗ Hodge star
∆ Form Laplacian
N Form degree
P Schouten endomorphism
ε Exterior multiplication
ι Interior product
ε˜ Holographic exterior normal
ι˜ Holographic interior normal
c Conformal structure
g Conformal metric
EM [ . ] Conformal density bundle on M
E•M [ . ] Exterior density bundle on M
ΓB Sections of bundle B
TM Standard tractor bundle on M
T ΦM [ . ] Tractor bundle
h(. , .), hAB Tractor metric
w Tractor weight operator
h d+ 2w
T •M Exterior tractor bundle on M
DA Thomas D-operator
] Tensorial endomorphism
D , ε( /D) Exterior tractor D-operator
D?, ι( /D) Interior tractor D-operator
? Tractor Hodge star
XA Canonical tractor
X , ε(X) Exterior canonical tractor
X ?, ι(X) Interior canonical tractor
N Tractor form degree
qN , qE , qS , qW Insertion operators
σ, x Scale
IA Scale tractor
I , ε(I) Exterior scale tractor
I ?, ι(I) Interior scale tractor
y Extension operator
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