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iRe´sume´
L’un des de´ﬁs majeurs de la the´orie des disques d’accre´tion en astrophysique est de pouvoir identi-
ﬁer des me´canismes eﬃcaces de transport de moment cine´tique au sein de ces objets. Le sce´nario le
plus cre´dible aujourd’hui est que ce transport est lie´ a` l’existence de turbulence magne´tohydrodynamique
(MHD), initie´e par une instabilite´ dite ”magne´torotationnelle” (MRI), ne´cessitant la pre´sence d’un champ
magne´tique. Ce proble`me soule`ve la question de l’origine et de l’entretien de ce champ au sein du disque.
Un me´canisme de dynamo sous-critique non-line´aire, s’appuyant sur la MRI, pourrait permettre d’expli-
quer conjointement l’entretien de la turbulence MHD et du champ magne´tique dans l’e´coulement cisaille´
ke´ple´rien. Des me´canismes similaires base´s sur d’autres instabilite´s MHD pourraient e´galement eˆtre a`
l’œuvre dans les inte´rieurs stellaires. Les conditions physiques d’excitation de cette dynamo sont cepen-
dant mal compris. Des travaux nume´riques ont sugge´re´ que celle-ci pourrait ne pas eˆtre entretenue a` petit
nombre de Prandtl magne´tique (ratio entre viscosite´ et diﬀusivite´ magne´tique), un re´gime assez commun
dans les disques d’accre´tion. Le but de cette the`se a e´te´ de mieux comprendre les conditions d’entretien
de cette dynamo et le roˆle joue´ par les eﬀets dissipatifs dans la transition vers une turbulence MHD
auto-entretenue. Pour cela, nous avons e´tudie´ en de´tail la nature de la transition et le roˆle particulier
des solutions pe´riodiques non-line´aires tridimensionnelles. Nous avons d’abord montre´ que l’e´mergence
d’activite´ chaotique associe´e a` cette dynamo e´tait due a` la pre´sence de bifurcations globales de tels cycles.
Nous avons ensuite tente´ d’e´lucider l’origine physique de la de´pendance en Pm de la transition. Graˆce
a` une analyse e´nerge´tique des cycles, nous avons mis en e´vidence qu’une forme de diﬀusion magne´tique
”turbulente” rend l’excitation de la dynamo plus diﬃcile a` petit Pm. Cet eﬀet tre`s ge´ne´rique pourrait
s’opposer a` l’activation de la dynamo dans les disques mais aussi limiter l’eﬃcacite´ du transport de
moment cine´tique associe´ a` la turbulence MRI a` bas Pm.
Mots-cle´s : disques d’accre´tion – dynamos – turbulence MHD – dynamique non-line´aire
Abstract
One of the main challenges of accretion disk theory in astrophysics is to identify eﬃcient angular mo-
mentum transport mechanisms in disks. The most popular scenario is that this transport is due to the
magnetohydrodynamic (MHD) turbulence triggered by the magnetorotational instability (MRI), which
requires the existence of a magnetic ﬁeld. This raises the question of the origin and sustainement of such
a ﬁeld in disks. A subcritical nonlinear dynamo process, involving the MRI, may be responsible for the
joint excitation of MHD turbulence and magnetic ﬁelds in Keplerian shear ﬂow. Similar dynamos driven
by other MHD instabilities may also be active in stellar interiors. However, the detailed mechanisms
underlying the excitation of the MRI dynamo are not well understood. Numerical results suggest that
this mechanism may not be sustained at low magnetic Prandtl number (ratio between viscosity and mag-
netic diﬀusivity), a common dissipation regime in accretion disks. The purpose of this thesis has been to
understand the physical conditions of excitation of this dynamo and the role of dissipative eﬀects on the
transition to self-sustained MHD turbulence. For this purpose, we investigated in detail the nature of the
transition and the role of tridimensional nonlinear periodic solutions in this problem. First, we showed
that the emergence of chaotic dynamo action is primarily associated with global bifurcations involving
such cycles. We then attempted to elucidate the physical origin of the Pm dependence of the transition.
Using a detailed energy analysis of several dynamo cycles, we found that ”turbulent” diﬀusion makes the
excitation of the dynamo increasingly diﬃcult for decreasing Pm. This very generic eﬀect could be an
important determinant of MRI dynamo excitation in disks, and may also limit the eﬃciency of angular
momentum transport by MRI turbulence at low Pm.
Keywords: accretion disks – dynamos – MHD turbulence – nonlinear dynamics
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Introduction ge´ne´rale
Avec la de´tection toujours plus nombreuses d’exoplane`tes, notre syste`me Solaire apparait au-
jourd’hui comme le fruit d’un processus astrophysique commun dont la compre´hension a lar-
gement e´volue´ depuis les premie`res e´bauches de Kant (1755) et de Laplace (1796). Bien qu’il
nous e´chappe encore partiellement, il ne fait en eﬀet plus aucun doute que la formation des
syste`mes stellaires re´sulte de l’accre´tion d’un disque de gaz et de poussie`res pre´sent au moment
de la naissance de l’e´toile centrale et pouvant abriter de jeunes plane`tes. Les observations de ces
dernie`res de´cennies ont re´ve´le´ que ces disques posse´daient une dynamique tre`s riche allant de la
chute de matie`re sur l’e´toile centrale, a` de puissants jets magne´tiques expulsant la matie`re tre`s
loin du disque. L’inte´reˆt porte´ a` ces phe´nome`nes s’e´tend a` d’autres objets astrophysiques plus
exotiques comme les disques de binaires, ou l’accre´tion autour de trous noirs galactiques, qui
comptent parmi les re´servoirs e´nerge´tiques les plus importants de l’Univers.
La compre´hension de la dynamique des disques d’accre´tion est essentielle car elle nous ren-
seigne sur des proble`mes astrophysiques de premier plan tels que l’e´volution des syste`mes stel-
laires, plane´taires, binaires ou des galaxies. Elle permet en paralle`le de faire progresser nos
connaissances de processus physiques fondamentaux comme la turbulence en me´canique des
ﬂuides, la dynamique du champ magne´tique, et les processus thermiques, radiatifs ou physico-
chimiques rencontre´s dans l’Univers. Aujourd’hui de nombreuses questions fondamentales rela-
tives a` la dynamique des disques se posent encore aux astrophysiciens. Parmi celles-ci, nous en
formulerons deux qui ont e´te´ au cœur du travail de cette the`se :
• Tout d’abord, comment les processus d’accre´tion ope`rent t-ils a` l’e´chelle locale et globale ?
Comment en quelques millions ou dizaines de millions d’anne´es, la quasi-totalite´ de la
matie`re des disques est t-elle accre´te´e ?
• Quelle est l’origine du champ magne´tique dans les disques, donnant lieu aux phe´nome`nes
puissants observe´s, comme les jets ou l’accre´tion ? Comment se maintient t-il tout le long
de la vie du disque ?
En re´alite´ ces questions sont tre`s lie´es. Dans les anne´es 1990, est en eﬀet apparue l’ide´e que
l’accre´tion dans les disques serait lie´e a` une instabilite´ dite ”instabilite´ magne´torotationnelle”
(MRI) (Balbus et Hawley, 1991) reposant sur l’existence d’un champ magne´tique. Celle-ci per-
mettrait le de´veloppement de turbulence magne´tohydrodynamique (MHD) au sein des disques,
et dont la proprie´te´ principale serait d’e´vacuer eﬃcacement le moment cine´tique du disque
(Balbus et Hawley, 1998), permettant ainsi la chute de matie`re sur l’astre central. L’e´jection
de matie`re observe´e dans les jets serait e´galement due a` la pre´sence d’un champ magne´tique.
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Comprendre l’origine de ce champ est par conse´quent crucial pour re´pondre a` ces diﬀe´rentes
proble´matiques. Notons que ces processus et les questions qu’ils soule`vent sont e´galement au
cœur des mode`les de syste`mes plane´taires ; en eﬀet, la combinaison du champ magne´tique et
du phe´nome`ne d’accre´tion a` l’e´chelle globale des disques protoplane´taires pourrait aﬀecter pro-
fonde´ment la formation et l’e´volution des jeunes plane`tes.
Cette the`se s’inscrit dans ce contexte et vise plus particulie`rement a` comprendre le lien e´troit
entre l’accre´tion, entretenue par la turbulence MHD associe´e a` la MRI, et la ge´ne´ration de champ
magne´tique dans les disques. Dans la continuite´ des travaux de Balbus et Hawley (1991), il est
apparu que cette instabilite´, combine´e au cisaillement, pourrait en fait permettre de ge´ne´rer
simultane´ment du champ magne´tique et de la turbulence MHD par un eﬀet non-line´aire appele´
”dynamo magne´torotationnelle”. Ce processus, plutoˆt original, pourrait en re´alite´ faire partie
d’une classe plus vaste de dynamos non-line´aires sous-critiques a` l’œuvre dans d’autres envi-
ronnements astrophysiques (e´toiles, galaxies), si bien que son e´tude est pertinente bien au-dela`
du contexte des disques d’accre´tion. Ce type de dynamos pourrait notamment eˆtre une alter-
native aux me´canismes de dynamos de champ moyen de type αΩ, invoque´s ge´ne´ralement pour
expliquer la ge´ne´ration de champ a` grande e´chelle dans les e´coulements turbulents et cisaille´s
en astrophysique. Cependant, la physique de cette dynamo MRI est loin d’eˆtre comprise. Les
simulations nume´riques de ces dernie`res anne´es ont notamment montre´ que son excitation, et la
turbulence qu’elle entretient, sont tre`s de´pendants du re´gime de dissipation au sein du ﬂuide.
Lorsque la viscosite´ est faible devant la diﬀusivite´ magne´tique, l’excitation de la dynamo MRI
s’ave`re tre`s diﬃcile voire impossible (Fromang et al., 2007). Ce re´sultat, plutoˆt contre-intuitif,
sugge`re qu’une transition vers un re´gime turbulent n’est possible que pour des valeurs de Prandtl
magne´tique (Pm), ratio entre viscosite´ et diﬀusivite´ magne´tique, supe´rieures a` 1. Cela pose un
proble`me astrophysique important dans la mesure ou` Pm  1 dans la plupart des disques
d’accre´tion, au moins dans certaines re´gions. Ce proble`me est en re´alite´ plus ge´ne´ral, puisque
les simulations de MRI montrent e´galement une de´pendance forte du transport turbulent de
moment cine´tique en Pm.
Notre objectif au cours de cette the`se a e´te´ de mieux comprendre les me´canismes non-
line´aires d’excitation de la dynamo magne´torotationnelle et en particulier les raisons, aujour-
d’hui inde´termine´es, de la transition observe´e nume´riquement autour de Pm = 1. Pour aborder
cette proble´matique, nous nous sommes inspire´s des travaux sur la transition hydrodynamique
a` la turbulence dans les e´coulements cisaille´s non-tournants, comme ceux de Couette plan ou
Poiseuille, qui partage de nombreuses caracte´ristiques avec celle de la dynamo MRI. Les re-
cherches dans ce domaine ont montre´ que l’excitation de la turbulence repose sur un processus
auto-entretenu non-line´aire, tre`s diﬀe´rent des me´canismes a` l’œuvre dans les proble`mes de tran-
sition super-critiques (comme celui de la convection thermique). Les briques e´le´mentaires de ce
processus transitionnel sont des structures cohe´rentes a` grande e´chelle pre´sentant une certaine
re´gularite´ dans le temps (point ﬁxes, cycles, ondes progressives). Ces solutions invariantes des
e´quations de Navier-Stokes ont e´te´ abondamment e´tudie´es expe´rimentalement, nume´riquement
et the´oriquement. Nous nous sommes alors appuye´s sur les travaux the´oriques re´cents (Rincon
et al., 2007b) pointant l’existence d’un processus auto-entretenu similaire dans le proble`me de
la dynamo MRI et sur la de´couverte de solutions non-line´aires pe´riodiques de dynamo (Herault
et al., 2011), aﬁn de comprendre les conditions d’excitation de cette dynamo et sa de´pendance
au re´gime de dissipation.
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Ce travail, base´ sur une approche fortement pluridisciplinaire, a meˆle´ des simulations nume´ri-
ques locales de MHD en e´coulement ke´ple´rien dans la ”shearing box” ainsi que le de´veloppement
et l’utilisation d’outils d’analyse non-line´aire, emprunte´s a` la the´orie du chaos et des syste`mes
dynamiques. Ces derniers ont permis en particulier d’e´tudier la dynamique tre`s riche des cycles
de dynamo MRI. Deux re´sultats principaux ont e´te´ obtenus :
• La transition vers un e´tat chaotique ”pre´-turbulent” de dynamo MRI peut eˆtre explique´e
par des bifurcations globales de cycles de dynamo.
• L’excitation de la dynamo a` Pm < 1 est rendue diﬃcile par un eﬀet de diﬀusion magne´tique
turbulente.
Tout au long de ce travail, nous nous sommes eﬀorce´s de ve´riﬁer le caracte`re ge´ne´rique des
re´sultats, en comparant diﬀe´rents rapports d’aspect des simulations, diﬀe´rentes conditions ini-
tiales, et diﬀe´rents cycles identiﬁe´s.
L’expose´ de cette the`se est divise´ en deux grandes parties : la premie`re est consacre´e a` la
pre´sentation du contexte astrophysique ge´ne´ral du travail (chapitre 1) et a` celle du proble`me
de l’excitation de la turbulence MHD et de la dynamo MRI dans les disques (chapitre 2). Un
chapitre entier est ensuite de´die´ a` la pre´sentation de la nature particulie`re du proble`me de la
transition a` la dynamo MRI (chapitre 3), dans lequel nous exposons notamment ses relations
e´troites avec celui de la transition a` la turbulence dans les e´coulements hydrodynamiques cisaille´s
non-tournants. Ce chapitre permet de bien comprendre les motivations qui nous ont pousse´ a`
regarder ce proble`me de la dynamo MRI sous un angle diﬀe´rent de celui couramment utilise´ dans
la communaute´ astrophysique. La deuxie`me partie est centre´e sur les re´sultats obtenus durant
la the`se. Dans un premier temps (chapitre 4), nous pre´sentons une e´tude phe´nome´nologique
et une exploration nume´rique de´taille´es de la transition, visant a` mettre en e´vidence ses ca-
racte´ristiques fondamentales et a` identiﬁer de nouvelles solutions pe´riodiques non-line´aires en
re´gime transitionnel. Puis, dans le chapitre 5, nous exposons les re´sultats d’une analyse beaucoup
plus technique visant a` e´clairer les me´canismes de bifurcations et le roˆle des cycles de dynamo
MRI dans la transition. Finalement, nous pre´sentons au chapitre 6 une e´tude parame´trique de ces
cycles en fonction du re´gime de dissipation, visant a` apporter un e´clairage nouveau sur l’origine
physique de la diﬃculte´ a` exciter une telle dynamo dans le re´gime de bas Pm. Les principales
conclusions du travail sont ﬁnalement re´sume´es et discute´es, puis mises en perspective a` la suite
de ce dernier chapitre de re´sultats.
4 Introduction ge´ne´rale
IProble´matique scientiﬁque

1Contexte astrophysique
1.1 Accre´tion et proble`me du transport de moment cine´tique
1.1.1 Ge´ne´ralite´s sur les disques d’accre´tion astrophysiques
Les disques d’accre´tion sont des structures astrophysiques forme´es d’un me´lange de gaz (ionise´
ou non) et de poussie`res en orbite autour d’un objet massif central, qui peut eˆtre une jeune
e´toile, une proto-e´toile, une naine blanche, une e´toile a` neutrons ou e´ventuellement un trou noir.
Au sein du disque, les particules ﬂuides sont approximativement en e´quilibre entre la gravite´
et la force centrifuge induite par la rotation. En re´alite´ la physique des disques est bien plus
complexe que ce simple e´quilibre puisque le disque accre`te : la matie`re ne reste pas e´ternellement
en orbite autour de l’objet central mais une large partie ﬁnit par tomber en ”spirale” au centre.
Le processus d’accre´tion est un me´canisme tre`s puissant qui convertit l’e´nergie gravitationnelle
en e´nergie thermique (ou rayonnante).
i) Les diﬀe´rents types de disques
Les disques d’accre´tion occupent une place importante dans la physique de l’e´volution de l’Uni-
vers et sont implique´s dans de nombreux proble`mes astrophysiques. On les se´pare ge´ne´ralement
en trois cate´gories :
• les disques proto-stellaires forme´s autour d’une e´toile jeune dont le stade d’e´volution ultime
est le disque protoplane´taire, berceau de nouvelles plane`tes.
• les disques de syste`me binaire, forme´s par le transfert de masse depuis une e´toile vers un
compagnon plus massif (qui peut eˆtre un objet compact)
• les disques d’AGN (Active Galactic Nuclei) associe´s aux trous noirs super massifs de
galaxies.
Les disques proto-stellaires sont associe´s a` la formation d’une jeune e´toile. Lors de sa contrac-
tion gravitationnelle, le nuage de gaz constituant la ne´buleuse primordiale peut voir sa taille se
re´duire d’un facteur χ de l’ordre de 103 a` 106 si bien que par conservation du moment cine´tique
globale, une faible rotation initiale du syste`me peut eˆtre ampliﬁe´e par un facteur χ2. Au cours de
la formation stellaire, le nuage peut alors prendre la forme d’un disque sous l’eﬀet de la rotation
(Laplace, 1796). Ce me´canisme a notamment e´te´ imagine´ par Lynden-Bell et Pringle (1974) pour
expliquer les proprie´te´s des T-Tauri, une classe de jeunes e´toiles peu massives. Plusieurs simula-
tions nume´riques ont conﬁrme´ qu’un disque pouvait eˆtre forme´ durant la phase d’eﬀondrement
gravitationnel (Terebey et al., 1984). Par ailleurs, les observations en infra-rouge ont permis de
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Figure 1.1 – Vue d’artiste d’un disque protoplane´taire
Figure 1.2 – A gauche : vue d’artiste d’un disque de binaire X autour d’un trou noir. A droite :
image composite de Centaurus A contenant un AGN. L’image montre les jets et les lobes qui
e´manent du centre de la galaxie (Credits : ESO).
de´tecter l’existence de bandes sombres masquant la visibilite´ de certaines proto-e´toiles, aujour-
d’hui interpre´te´es comme les cocons de poussie`res d’un disque accre´tant.
Les disques de binaires re´sultent de l’accre´tion de la matie`re d’une e´toile (dite secondaire)
par un objet compagnon massif (dit objet primaire). On distingue en particulier les binaires
X (forme´es d’un couple objet compact/e´toile) et les variables cataclysmiques (forme´es de deux
e´toiles, la primaire e´tant souvent une naine blanche). Ces syste`mes sont en ge´ne´ral tre`s variables,
avec de courtes pe´riodes. Pour qu’un transfert de masse soit possible, l’intersection des lobes
de Roche des deux objets doit eˆtre non-nulle, autrement dit la matie`re de l’e´toile secondaire
doit eˆtre lie´e gravitationnellement a` l’objet primaire. Les disques de binaires sont indirectement
de´tecte´s graˆce a` l’observation Doppler dans l’e´mission de Balmer et a` l’e´mission de rayons X,
signatures de l’accre´tion (Robinson, 1976). Dans certains cas, l’objet secondaire e´clipse le disque
en formation, rendant possible l’analyse des proprie´te´s locales de ce disque (Young et Schneider,
1981; Lin et Papaloizou, 1996).
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Enﬁn les AGN sont l’une des sources de radiations les plus lumineuses de l’Univers, de´passant
parfois la luminosite´ d’Eddington 1. Dans certains cas, le trou noir central peut atteindre une
masse de 1010 masses solaires avec une luminosite´ qui de´passe les 1041 erg/s (Pellegrini et al.,
2003; Narayan et Quataert, 2005). Ils forment des disques tre`s chauds, entie`rement ionise´s et
tre`s conducteurs. Le champ magne´tique joue un roˆle important dans leur dynamique. Jaﬀe et al.
(1993) ont e´te´ les premiers a` observer avec le te´le´scope Hubble une structure semblable a` un
disque d’accre´tion entourant le cœur de la galaxie NGC 4261. Le spectre e´lectromagne´tique de
ces objets est tre`s e´tale´, du fait de la diversite´ de phe´nome`nes physiques entrant en jeu dans leur
e´volution (Peterson, 1997). L’accre´tion du disque par le trou noir se traduit par une e´mission
dans l’ultraviolet et la lumie`re visible. Une couronne de mate´riaux chauds se forme ge´ne´ralement
au dessus du disque et peut eˆtre la source d’un rayonnement X et gamma, provoque´ par la
diﬀusion des e´lectrons sur les photons (diﬀusion Compton inverse). Les poussie`res et le gaz froid
se trouvant a` la pe´riphe´rie du disque absorbent le rayonnement du centre et le re´e´mettent sous
forme infrarouge.
ii) Structure
De nombreux disques d’accre´tion observe´s dans l’Univers sont aplatis et posse`dent une ge´ome´trie
cylindrique. Dans les syste`mes tournants, cette forme est engendre´e par la combinaison de la
force gravitationnelle (dirige´e dans la direction de l’objet central) et de la force centrifuge (or-
thogonale a` l’axe de rotation du gaz). Dans le cas des disques d’e´toiles jeunes (objets YSO de
classe I a` II), cette forme apparait quelques centaines de milliers d’anne´es apre`s la phase d’ef-
fondrement gravitationnel de la proto-e´toile (Hartmann et al., 1998; Alecian, 2013).
L’e´tat d’e´quilibre du gaz orbitant autour de l’objet central est obtenu graˆce aux solutions
stationnaires de l’e´quation de Navier Stokes (pour la vitesse) et de Poisson (pour le potentiel
gravitationnel). L’hypothe`se qui est ge´ne´ralement formule´e est que les trajectoires des particules
ﬂuides sont circulaires et que la masse du disque Macc est tre`s faible devant la masse M de
l’objet central (typiquement Macc < 0.1M) de telle sorte que l’on puisse ne´gliger le potentiel
gravitationnel propre du disque (Armitage, 2010). Les disques que nous e´tudions sont suppose´s
minces : leur e´paisseur caracte´ristique H est tre`s petite devant leur rayon R. Cela suppose que
les transferts radiatifs vers l’exte´rieur du disque sont suﬃsamment eﬃcaces pour refroidir rapi-
dement le gaz. Le gradient de pression est alors faible devant la gravite´ et la force centrifuge,
qui combine´es, ont tendance a` aplatir le disque. Notons que certains disques, e´pais et chauds
comme les disques ”RIAF” (Radiatively Ineﬃcient Accretion Flow) sont observe´s dans l’Univers
(Ichimaru, 1977; Rees et al., 1982; Narayan et Yi, 1994). Ces derniers ne sont pas a` l’e´quilibre
car la chaleur produite par l’accre´tion n’est pas eﬃcacement e´vacue´e sous forme de rayonne-
ment. Ils prennent la forme d’un tore autour de l’objet central et sont ge´ne´ralement associe´s
aux disques gravitant pre`s des trous noirs. Ce type de disques ne sera pas traite´ dans cette the`se.
Nous commencerons par de´crire la structure verticale des disques minces. La composante
verticale de la force gravitationnelle, exerce´e par l’astre attracteur de masse M, s’appliquant a`
un e´le´ment ﬂuide du disque de masse δm, situe´ a` un rayon r et une hauteur z par rapport au
1Luminosite´ limite the´orique au dela` duquel la pression de radiation d’un objet ce´leste de´passe la gravite´ a` sa
surface. Au dela` de cette limite, le corps peut alors perdre une grande partie de sa masse.
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Figure 1.3 – Coupe transversale d’un disque mince dont la hauteur h(r) caracte´ristique aug-
mente avec le rayon.
plan me´dian du disque, s’e´crit :
fg = − GMδmz
(r2 + z2)3/2
ez, (1.1)
ou` ez est le vecteur unitaire pointant dans la direction verticale (orthogonale au plan du disque,
voir Fig. 1.3). Cette force e´quilibre la force de pression qui s’exprime :
fp = −δm
ρ
dP
dz
ez, (1.2)
ou` ρ est la densite´ moyenne du gaz au rayon r et a` l’altitude z. Pour simpliﬁer l’analyse,
nous supposerons que le gaz est isotherme dans la direction verticale. Une des conditions (non
suﬃsante) pour faire cette approximation est que le disque est irradie´ de la meˆme fac¸on par
l’e´toile centrale sur ses deux faces. Les simulations globales de disques, incluant les transferts
radiatifs, tendent a` montrer que le proﬁl vertical de tempe´rature est isotherme (Flock et al.,
2013). En faisant e´galement l’hypothe`se du gaz parfait, la pression du gaz s’exprime P = ρc2s,
avec cs la vitesse du son, et l’e´quilibre vertical du disque donne :
c2s
dρ
dz
= − GMz
(r2 + z2)3/2
ρ = −GMz
r3
ρ+O(z2/r2). (1.3)
La solution de cette e´quation nous donne le proﬁl de densite´ du disque en fonction de r et de z :
ρ = ρ0 exp
(
−GMz
2
2r3c2s
)
, (1.4)
ou` ρ0 est la densite´ du gaz dans le plan du disque, fonction de r. A partir ce cette expression de
la densite´, on peut de´ﬁnir une hauteur caracte´ristique
H(r) =
√
r3c2s/GM (1.5)
de variation de la densite´ du disque. Cette hauteur, fonction de r, peut eˆtre conside´re´e comme
une limite verticale du disque. En supposant que la tempe´rature, directement proportionnelle
a` c2s, est en r
β avec β > −1, alors le rapport H/r est une fonction croissante du rayon, don-
nant au disque une forme e´vase´e en forme de bol (Fig. 1.3). Cette forme est tre`s importante
pour l’e´quilibre radiatif du disque car dans le cas d’un proﬁl e´vase´, les rayons de la source cen-
trale seront intercepte´s par la totalite´ du disque. Les mode`les radiatifs de disques pre´voient des
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tempe´ratures de surface avec un β pouvant e´voluer entre −3/4 et −1/2 selon la pre´cision du
mode`le (Frank et al., 2002), indiquant donc que les disques sont ge´ne´ralement e´vase´s.
On s’inte´resse de´sormais a` l’e´quilibre radial du disque dans le plan me´dian (z = 0). La
force de gravite´ s’exerc¸ant sur une particule ﬂuide de masse δm et situe´e a` un rayon r s’e´crit :
fg = −GMδm/r2er ou` er est le vecteur unitaire dans la direction radiale. Dans le re´fe´rentiel
tournant, la particule subit une force centrifuge e´gale a` fc = δmrΩ
2(r)er ou` Ω(r) est la vitesse
angulaire a` laquelle la particule tourne autour de l’objet central. A ces deux forces s’ajoutent
e´galement la force de pression radiale fp = −δm
ρ
dP
dr
er.
En supposant le gradient de pression de l’ordre de ρc2s/r, l’e´quilibre entre ces trois forces
permet de calculer le proﬁl de rotation du disque :
Ω2(r)  GM
r3
(
1− H(r)
r
)
. (1.6)
Si r  H(r) (disque mince), hypothe`se que nous retiendrons dans le cadre de cette the`se, le
proﬁl de rotation peut eˆtre conside´re´ comme ke´ple´rien avec
Ω(r) =
√
GM/r
3/2. (1.7)
On notera alors que H(r) = cs/Ω(r). La correction due a` la pression est ne´gligeable pour la
dynamique du gaz mais elle peut eˆtre tre`s importante pour le mouvement des poussie`res, qui
vont aller le´ge`rement plus vite que le gaz et donc ressentir une force ae´rodynamique de traine´e
(Armitage, 2010).
iii) E´volution et accre´tion d’un disque
Les disques d’accre´tion sont des structures dynamiques a` grandes comme a` petite e´chelle. Les
phe´nome`nes physiques qui s’y produisent sont ge´ne´ralement violents et ont des conse´quences
importantes sur leur stabilite´. Les observations de disques proto-stellaires de ces 50 dernie`res
anne´es s’appuient en particulier sur les exce`s infrarouges (Mendoza V., 1966) qui permettent
de mesurer la quantite´ de poussie`res au sein des disques et les e´missions UV ou Hα dont les
largeurs de bande mesure´es indiquent la signature de l’accre´tion du gaz sur l’objet central.
Autrement dit la matie`re qui s’y trouve ﬁnit par tomber ine´luctablement au centre. Des obser-
vations comple´mentaires dans les amas de jeunes e´toiles ont permis de montrer que les disques
d’accre´tion autour de ces e´toiles ont une dure´e de vie de l’ordre de 3 a` 10 millions d’anne´es,
tre`s faible en comparaison avec l’age de l’astre central (Strom et al., 1989; Haisch et al., 2001;
Armitage, 2010). Par ailleurs les e´missions X observe´es dans les e´toiles binaires (comme Sco
X-1) sont interpre´te´es comme l’accre´tion d’une e´toile sur une autre (Shklovsky, 1967). La chute
de matie`re sur le corps central est un processus dissipatif qui libe`re une tre`s grande quantite´
d’e´nergie par e´chauﬀement, expulse´e ensuite du disque par rayonnement (Zel’dovich, 1964). Le
the´ore`me du Viriel permet de relier simplement la luminosite´ du disque et son taux d’accre´tion
M˙ moyen :
L =
GM˙M
2R
, (1.8)
ou` R est le rayon du disque et M˙ est de´ﬁnie formellement comme la masse accre´te´e par unite´
de temps et moyenne´e sur le disque.
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Figure 1.4 – A gauche : images de disques proto-plane´taires observe´s en infrarouge par le
te´lescope Hubble (Credits : NASA). Les disques d’accre´tion forment des bandes sombres de
poussie`res autour de l’e´toile centrale et sont parfois accompagne´s de jets de matie`re. A droite :
observation COMICS du disque protoplane´taire HD142527 en 24.5 μm avec isocontours de la
luminance infrarouge (Fukagawa et al., 2006).
L’accre´tion re´git dans l’e´volution des disques. Depuis plusieurs de´cennies, d’importants moyens
de recherche, tant d’un point de vue the´orique qu’observationnel, sont employe´s pour comprendre
les me´canismes physiques a` l’origine de ce phe´nome`ne. La premie`re explication invoque´e pour
expliquer le transport radial de matie`re fut la friction entre les couches du disque, rendue pos-
sible par la rotation diﬀe´rentielle (Lynden-Bell et Pringle, 1974). Cependant, la seule viscosite´
mole´culaire du ﬂuide n’est pas suﬃsante pour expliquer les transferts observe´es, alimentant le
de´bat sur l’origine de cette friction. Les e´quations globales d’e´volution du disque, incluant l’ef-
fet d’une friction additionnelle dont l’origine physique sera discute´e en section 1.1.2 et 1.1.3,
permettent de rendre compte d’un transfert de matie`re vers le centre et de la redistribution
du moment cine´tique. L’eﬃcacite´ du transport (ou de la friction associe´e) est caracte´rise´ par
un coeﬃcient α variant entre 0 et 1, initialement introduit par Shakura et Sunyaev (1973) (cf
paragraphe 1.1.2 ii).
Les disques d’accre´tion peuvent e´galement eˆtre la source de jets tre`s puissants de matie`re.
Dans les disques protostellaires, les jets observe´s peuvent avoir des vitesses de 100 km/s et
une taille typique de l’ordre du parsec. Dans les disques de binaires, comme les microquasars,
des jets collimate´s par le champ magne´tique ont e´galement e´te´ de´tecte´s (Livio, 1999). Les jets
que l’on trouve dans les AGN sont beaucoup plus intenses et peuvent avoisiner la vitesse de la
lumie`re sur des distances de plusieurs millions de parsecs (Uchiyama et al., 2006). Ces jets sont
la plupart du temps oriente´s perpendiculairement au disque et sont issus du centre chaud. Des
observations ont sugge´re´ que jets et accre´tion puissent eˆtre intimement lie´s et notamment que le
taux d’accre´tion soit directement relie´ a` l’intensite´ des jets observe´s (Cabrit, 2002) . De meˆme,
des simulations nume´riques semblent indiquer que les jets participent activement au phe´nome`ne
d’accre´tion et qu’ils n’en sont pas la simples conse´quence (voir paragraphe 1.1.4).
L’accre´tion peut e´galement eˆtre he´te´roge`ne et sporadique, notamment dans les disques de
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binaires ou` la luminosite´ observe´e varie fortement, par ”bouﬀe´es”. De nombreux mode`les sont a`
l’e´tude pour tenter d’expliquer ces variations (Cannizzo, 1993; Latter et Balbus, 2012). Enﬁn, les
observations re´centes en imagerie directe montrent que la structure des disques protoplane´taires
peut eˆtre fortement impacte´e lors de leur e´volution. Des bras spiraux ou des grandes structures
en forme de bananes (voir Fig. 1.4) sont produites au terme d’e´ve`nements violents, comme la
rencontre avec une autre e´toile, ou l’action d’instabilite´s gravitationnelles fragmentant le disque
et conduisant potentiellement a` la formation de plane`tes.
iv) Contraintes observationnelles
Les observations, graˆce a` la photome´trie, a` la spectroscopie ou l’imagerie directe, ont permis de
mieux contraindre la physique et la structure des disques d’accre´tion. La puissance des te´lescopes
terrestres et spatiaux (comme Spitzer) a permis d’accroitre signiﬁcativement la sensibilite´ en
longueur d’onde dans les domaines infrarouges proche et moyen. Bientoˆt le re´seau de te´lescope
ALMA eﬀectuera des observations en interfe´rome´trie dans le domaine millime´trique pour mieux
sonder l’inte´rieur des disques protoplane´taires et les zones externes.
Les premie`res observations de disques, re´alise´es de fac¸on indirecte, en mesurant l’exce`s infra-
rouge au sein de la matie`re circum-stellaire (Mendoza, 1968) ont permis d’identiﬁer les gammes
de tempe´rature de la matie`re autour des e´toiles de type T-Tauri, de l’ordre de 100 a` quelques
milliers de K (Hartmann et al., 1998). Weintraub et al. (1989) et Kenyon et Hartmann (1989)
ont montre´ graˆce a` des observations a` haute re´solution spectrale et en analysant l’e´largissement
Doppler de certaines raies, que la matie`re e´tait en rotation ke´ple´rienne autour des T Tauri.
La mesure de la luminosite´ d’accre´tion et de la tempe´rature maximale du disque permet de
contraindre le rayon du disque observe´ et son produit MM˙ . La masse de l’objet central peut
eˆtre e´value´e graˆce a` des mesures de vitesse rotationnelle, ce qui permet de remonter au taux
d’accre´tion (Hartmann (2009),p 200-201).
Des contraintes sur les me´canismes d’accre´tion ont e´te´ e´galement apporte´es par des donne´es
observationnelles et par la the´orie. L’eﬃcacite´ α du transport (voir de´ﬁnition en section 1.1.2)
associe´ a` l’accre´tion ne peut pas eˆtre de´duite directement des spectres et les observateurs ont
alors recours a` des me´thodes indirectes reposant sur la variabilite´ des objets ou sur des principes
statistiques (King et al., 2007). Dans le cas des binaires cataclysmiques ou des AGN, une des
me´thodes est de mesurer le temps caracte´ristique des phe´nome`nes d’e´ruption (”outburst”) graˆce
a` l’analyse des e´missions ultraviolettes ou des rayons X. Ces temps caracte´ristiques peuvent en-
suite eˆtre relie´s physiquement a` l’eﬃcacite´ du transport. Dans le cas des disques circum-stellaires,
une me´thode propose´e par Hartmann et al. (1998) est d’e´valuer l’aˆge moyen des disques en me-
surant leurs occurrences autour d’e´toiles d’ages diﬀe´rents. Cette valeur de l’aˆge moyen permet
ensuite de contraindre les mode`les de disque.
Les processus magne´tiques pouvant eˆtre tre`s importants dans l’e´volution des disques (jets,
vents MHD, instabilite´s), la mesure de leur champ magne´tique donne de pre´cieux renseignements
sur la nature de ces processus. Les observations de champ magne´tique sont cependant tre`s
diﬃciles a` re´aliser et donc peu nombreuses. De grandes incertitudes sont encore pre´sentes sur
leur intensite´, leur structure et leur origine. Ces champs peuvent eˆtre notamment mesure´s a`
l’aide d’un spectro-polarime`tre, instrument compose´ d’un spectrographe et d’un polarime`tre
(l’un des instrument de ce type est NARVAL, installe´ sur le te´lescope Bernard Lyot au pic du
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Protoplane´taire Binaire cataclysmique AGN
Masse objet central (M) ∼ 0.1− 100 ∼ 0.1− 100 ∼ 106 - 109
Rayon du disque (m) 109 - 1013 107 - 108 1010 - 1018
Rapport d’aspect  1  1 ∼ 10−2 − 1
Gamme de tempe´rature (K) 102 - 103 103 - 105 102 - 107
Luminosite´ (Ledd)  1  1  1
Densite´ moyenne (m−3) ∼ 107 ∼ 109 ∼ 103
Taux d’accre´tion (kg/s) 109 - 1011 1012 - 1015 1015 - 1021
Eﬃcacite´ du transport (α) ∼ 0.1 0.1 - 0.4 0.01 - 0.03
Champ magne´tique maximal (Gauss) ∼ 104 ∼ 106 ∼ 1010
Table 1.1 – Grandeurs physiques caracte´risant les diﬀe´rents types de disques d’accre´tion. Note :
la forte intensite´ du champ magne´tique indique´e pour les AGN a e´te´ mesure´ par Zakharov et al.
(2003) dans la galaxie Seyfert MCG-6-30-15 et correspond a` une limite supe´rieure pre`s de l’orbite
marginale du trou noir. Elle ne reﬂe`te pas force´ment la grande varie´te´ d’intensite´ de champ
magne´tique mesure´e dans ces objets.
midi). La mesure de l’eﬀet Zeeman et de la polarisation de la lumie`re permettent the´oriquement
de remonter a` l’intensite´ du champ magne´tique le long de la ligne de vise´e, et a` sa topologie dans
certains cas. On citera en particulier les observations de Zakharov et al. (2003); Modjaz et al.
(2005) pour les disques d’AGN et celles de Hutawarakorn et Cohen (1999); Donati et al. (2005)
pour les disques de jeunes e´toiles. Les champs magne´tiques mesure´s s’e´talent sur une gamme
allant du ν Gauss au giga Gauss pre`s des orbites marginales de disques de trous noirs. Les
observations re´centes de Donati et al. (2005) dans le disque protostellaire FU Orionis semblent
attester de la pre´sence d’un champ magne´tique intrinse`que au disque. La ge´ome´trie du champ
semble eˆtre globalement axisyme´trique et toroidale. L’intensite´ du champ a` la surface du disque
et pre`s du centre atteindrait les 1kG, valeur proche de l’e´quipartition entre pression magne´tique
et pression thermique. De plus le champ pre´senterait une structure en ﬁlaments : les tubes de
champs baignent dans un plasma peu magne´tise´ qui occupe les 80% du disque.
Le tableau 1.1 re´capitule les principales grandeurs physiques tire´es des observations et de
la litte´rature (Hartmann, 2009; Frank et al., 2002), pour les trois types de disques pre´sente´s en
section 1.1.1.
1.1.2 Proble`me du transport de moment cine´tique
Nous avons vu dans la partie pre´ce´dente que la matie`re au sein des disques ne reste pas en
e´quilibre mais qu’elle ﬁnit par tomber au centre : c’est le phe´nome`ne d’accre´tion. Si une masse m
est accre´te´ vers le centre, son moment cine´tique L = mΩr2ez = mGMr1/2ez va alors diminuer.
Comme le disque est a` force centrale, le moment cine´tique global est conserve´ et par conse´quent
le moment perdu par m est ne´cessairement transfe´re´ vers une orbite plus haute. L’accre´tion
requiert donc un me´canisme capable de transporter le moment cine´tique vers l’exte´rieur du
disque.
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i) Proble`me de la viscosite´ mole´culaire
Comme nous l’avons montre´ dans la section 1.1.1, le disque est en rotation ke´ple´rienne, ce qui
implique que la vitesse angulaire de´pend du rayon. L’e´coulement au sein du disque est donc
cisaille´ (on parle aussi de rotation diﬀe´rentielle) et la friction associe´e a` la viscosite´ mole´culaire
ν exerce une force entre deux anneaux ﬂuides voisins en rotation diﬀe´rentielle. L’anneau qui
tourne le plus vite (sur l’orbite infe´rieure) est freine´ par l’anneau qui tourne plus lentement (sur
l’orbite supe´rieure), si bien que le moment cine´tique est transfe´re´ vers l’exte´rieur. La viscosite´
mole´culaire semble donc pouvoir en the´orie re´soudre simplement notre proble`me. Cependant,
les choses ne sont pas aussi simples car la viscosite´ ν dans les disques est en re´alite´ beaucoup
trop faible pour rendre compte du phe´nome`ne d’accre´tion. Le temps ne´cessaire pour transporter
toute la matie`re sur une distance R par friction visqueuse est donne´ par :
tν =
R2
ν
. (1.9)
La viscosite´ mole´culaire est en premie`re approximation le produit de la vitesse thermique vth
et du libre parcours moyen des mole´cules λ (Spitzer). Ce re´sultat est obtenu en calculant la
quantite´ de mouvement de´pose´e par les mole´cules par unite´ de surface sur une distance e´gale
au libre parcours moyen. La vitesse thermique d’une particule de masse m dans un milieu de
tempe´rature T est donne´e par 1/2mv2th = 3/2kBT . Pour des mole´cules d’hydroge`ne de masse
mH2 = 3.4× 10−27 kg et pour une gamme de tempe´rature de 100− 1000 K, typique d’un disque
protoplane´taire, on trouve une vitesse thermique de l’ordre de 1 km.s−1.
Le libre parcours moyen λ est de l’ordre de 1/(nH2σ) ou` nH2 est le nombre de mole´cules
d’hydroge`ne par unite´ de volume et σ = 3 × 10−16 cm2 la section eﬃcace entre les mole´cules.
La densite´ particulaire a` 1 U.A. d’un disque varie en moyenne de 1013 a` 1015 cm−3, ce qui nous
donne un libre parcours moyen λ compris entre quelques centime`tres et quelques me`tres.
En combinant les deux grandeurs, on obtient une viscosite´ de l’ordre de 10 a` 1000 m2.s−1. A
1 U.A. du centre, le temps caracte´ristique du transport par friction visqueuse est donc supe´rieur
a` 1011 anne´es, ce qui est largement supe´rieur a` la dure´e de vie de l’Univers. Il est par conse´quent
clair qu’un autre me´canisme, plus eﬃcace, doit exister pour pouvoir rendre compte des observa-
tions, qui estiment au maximum le temps typique d’accre´tion d’un disque, comme nous l’avons
vu, a` quelques dizaines de millions d’anne´es.
ii) Turbulence et mode`le de disque α (Shakura et Sunyaev, 1973)
L’un des processus de transport les plus e´tudie´s aujourd’hui est le transport turbulent. Shakura
et Sunyaev (1973) ont propose´ que la turbulence au sein du disque pouvait se comporter de
manie`re eﬀective comme un me´canisme de transport visqueux, la friction est engendre´e par le
contact des tourbillons turbulents dans le ﬂuide. En premie`re approximation la viscosite´ eﬀective
associe´e a` la turbulence peut s’e´crire
νt ∼ utlt, (1.10)
ou` ut et lt sont respectivement la vitesse et la taille typique des structures turbulentes. Les plus
grands tourbillons turbulents pouvant se de´velopper dans le disque ont une taille H (hauteur
moyenne du disque) et une vitesse maximale e´gale a` la vitesse du son cs  ΩH. La viscosite´
turbulente dans un e´coulement subsonique est donc e´gale au maximum a` νt = ΩH
2. L’ide´e de
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Shakura et Sunyaev (1973) a e´te´ d’introduire un parame`tre α, pouvant varier de 0 a` 1, de´pendant
uniquement des proprie´te´s moyennes de la turbulence, de telle sorte que
νt = αcsH ∼ αΩH2. (1.11)
Si la turbulence est suppose´e homoge`ne dans tout le disque, α est un parame`tre constant et
uniforme, ne de´pendant que des proprie´te´s locales de la turbulence. Ainsi le mode`le de Shakura-
Sunyaev, couple´ aux e´quations stationnaires de structure du disque, permet de calculer des lois
d’e´chelles pour certaines grandeurs physiques, telles que la tempe´rature, la densite´ et la hauteur
H en fonction du rayon, de la masse de l’objet central et du parame`tre α. Ces relations que
l’on peut trouver dans Frank et al. (2002) se de´rivent en re´solvant les e´quations hydrostatiques
(conservation du de´bit et du moment cine´tique), et en imposant l’e´quilibre radiatif, ce qui sup-
pose un disque mince.
Le parame`tre α est e´galement tre`s important pour contraindre les mode`les d’e´volution tempo-
relle des disques. La viscosite´ additionnelle apporte´e par la turbulence et de´pendant directement
de ce coeﬃcient, joue un roˆle de premier plan dans la redistribution du moment cine´tique et
l’e´volution de la densite´ de surface du disque. Ces mode`les permettent ainsi d’estimer pour une
valeur de α donne´e le taux d’accre´tion moyen et donc l’age d’un disque.
La question de l’origine de la turbulence dans les disques d’accre´tion reste a` l’heure ac-
tuelle un sujet de recherche tre`s actif. L’apparition d’instabilite´s pre´sentes dans le ﬂuide est
ge´ne´ralement associe´e a` celle de la turbulence. Celles-ci peuvent eˆtre divise´es en deux classes :
• les instabilite´s ”line´aires” qui se manifestent lorsque l’e´coulement d’e´quilibre a` grande
e´chelle n’est pas stable pour des perturbations d’amplitudes inﬁniment faibles. Ces dernie`res
sont alors ampliﬁe´es de fac¸on quasi-exponentielle a` partir de l’e´nergie disponible (cisaille-
ment, source de chaleur, courant e´lectrique).
• les instabilite´s non-line´aires qui ampliﬁent des perturbations initiales d’amplitudes ﬁnies
(a` partir d’un e´quilibre stable line´airement).
L’e´nergie injecte´e dans ces perturbations via ces instabilite´s cascade a` petite e´chelle, abou-
tissant a` un e´tat de turbulence. Cependant l’existence d’une instabilite´ ne permet pas d’e´valuer
directement l’eﬃcacite´ et notamment les proprie´te´s de transport de la turbulence associe´e. Il est
ne´cessaire d’e´tudier en de´tails la re´ponse non-line´aire du ﬂuide a` ces instabilite´s graˆce aux simu-
lations nume´riques ou aux expe´riences de laboratoires aﬁn de pouvoir conclure sur l’eﬃcacite´
du transport.
1.1.3 Me´canismes de transport turbulents
Nous allons de´tailler a` pre´sent les principales instabilite´s propose´es jusqu’a` ce jour pour expliquer
l’origine de la turbulence et du transport de moment cine´tique observe´ dans les disques.
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i) Instabilite´ sous critique hydrodynamique
L’e´coulement laminaire correspondant au proﬁl ke´ple´rien est stable line´airement vis a` vis de per-
turbations hydrodynamiques inﬁnite´simales : c’est le crite`re de Rayleigh (d lnΩ/d ln r > −2). Les
expe´riences re´alise´es en laboratoire ont cependant montre´ que certains e´coulements hydrodyna-
miques line´airement stables et non rotatifs, comme ceux de Couette plan ou les e´coulements dans
un tuyau (”pipe ﬂow”), peuvent devenir turbulent lorsque le nombre de Reynolds est suﬃsam-
ment grand. Dans ces e´coulements, la turbulence re´sulte en re´alite´ d’une instabilite´ non-line´aire
sous-critique, ne´cessitant l’introduction de perturbations d’amplitudes ﬁnies. Ces instabilite´s
sont le re´sultat d’un me´canisme complexe d’auto-entretien dont nous reparlerons au chapitre 3,
faisant intervenir le cisaillement, les eﬀets line´aires de croissance transitoire et des eﬀets non-
line´aires re´troactifs.
L’ide´e qu’une instabilite´ hydrodynamique non-line´aire puisse eˆtre e´galement active dans les
e´coulements en rotation ke´ple´rienne a e´te´ entre autres sugge´re´e par Richard et Zahn (1999) sur la
base de re´sultats expe´rimentaux. Cette ide´e a provoque´ un vif de´bat dans la communaute´ astro-
physique et hydrodynamique. Les re´sultats expe´rimentaux et nume´riques de ces dernie`res anne´es
tendent a` montrer que la turbulence purement hydrodynamique dans ce type d’e´coulement est
impossible a` entretenir. En particulier les simulations de Balbus et al. (1996); Hawley et al.
(1999); Balbus (2003); Lesur et Longaretti (2005); Ostilla Mo´nico et al. (2014) indiquent que
la turbulence a un temps de vie trop faible et qu’elle n’est pas eﬃcace pour transporter le
moment cine´tique, meˆme pour des re´gimes de grands Reynolds. Balbus et Hawley (2006); Shen
et al. (2006) ont e´tudie´ la dynamique des ondes non-axisyme´triques (de´pendant de la coordonne´e
azimutale) et ont montre´ qu’elles pouvaient eˆtre l’objet d’instabilite´s secondaires de type Kelvin-
Helmoltz, conduisant transitoirement a` un e´tat turbulent mais tre`s bref. Enﬁn une tentative de
continuer des solutions cohe´rentes non-line´aires obtenues dans le re´gime sans rotation vers le
re´gime anti-cyclonique ke´ple´rien s’est re´ve´le´e vaine (Rincon et al., 2007a).
Les expe´riences semblent e´galement conﬁrmer la stabilite´ non-line´aire hydrodynamique de
l’e´coulement ke´ple´rien (Ji et al., 2006; Schartman et al., 2012; Edlund et Ji, 2014), malgre´ le
re´sultat de Paoletti et al. (2012) observant un transport de moment signiﬁcatif et relanc¸ant le
de´bat sur le proble`me. Les phe´nome`nes de circulation d’ Ekman, cause´s par la taille ﬁnie des
syste`mes expe´rimentaux, pourraient notamment eˆtre a` l’origine du transport mesure´ dans cette
dernie`re expe´rience (Avila, 2012)
ii) Instabilite´ de convection thermique
Si l’on suppose qu’il existe une source de chauﬀage interne au sein du disque, il est possible
de donner naissance a` de la convection thermique verticale, qui pourrait e´galement contribuer
au transport radial de moment cine´tique (Lin et Papaloizou, 1980). L’e´tude de cette instabilite´
est notamment motive´e par l’existence des ”dead zones” au sein des disques, ou` l’instabilite´
magne´torotationelle aujourd’hui conside´re´e comme la plus eﬃcace pour l’accre´tion (voir ﬁn de
section et 2.4.2), n’est pas viable. Dans ce proble`me, on introduit un nombre sans dimension,
le nombre de Rayleigh Ra, qui traduit la vigueur de la convection. A bas nombre de Rayleigh,
le transport obtenu dans les simulations turbulentes convectives est dirige´e vers l’inte´rieur du
disque et donc incompatible avec l’accre´tion (Cabot, 1996; Stone et al., 1996). Les travaux re´cents
de Lesur et Ogilvie (2010) ont montre´ que l’augmentation de Ra permet d’obtenir un transport
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de moment cine´tique vers l’exte´rieur relativement faible (α ∼ 10−3) mais qui reste compatible
avec les observations. Cependant le transport de chaleur vertical associe´ a` la convection doit eˆtre
tre`s important pour obtenir un tel transport. Cela ne´cessite un me´canisme de chauﬀage externe
capable de maintenir le gradient de tempe´rature et la convection. Son origine est inconnue ; il
pourrait provenir des radiations ou des processus chimiques au sein du disque.
iii) Instabilite´ barocline
Un autre type d’instabilite´, appele´e ”instabilite´ barocline” pourrait eˆtre a` l’œuvre dans l’ac-
tivation de la turbulence et le transport de moment cine´tique au sein des disques stratiﬁe´s
radialement. Celle-ci se manifeste lorsque l’e´quation d’e´tat du gaz n’est pas barotropique, au-
trement dit si gradient de pression et gradient de densite´ ne sont pas aligne´s . Il apparait alors
dans l’e´quation de la vorticite´ (rotationnel de la vitesse) un terme source e´gal a`
Wbar =
1
ρ2
∇ρ×∇P. (1.12)
Ce terme, couple´ a` l’e´quation des ﬂuctuations de tempe´rature (ou de densite´), est sous
certaines conditions favorable a` une instabilite´. Elle a pour eﬀet de ge´ne´rer des tourbillons a`
grandes e´chelles dans le disque qui peuvent eˆtre a` l’origine d’un transport signiﬁcatif de moment
cine´tique (Johnson et Gammie, 2005). L’instabilite´ barocline dans les disques a e´te´ rede´couverte
nume´riquement par Klahr et Bodenheimer (2003); Klahr (2004) en utilisant une approche globale
puis en e´tudiant son comportement line´aire. Cependant seuls des eﬀets de croissance transitoires
ont e´te´ observe´s. Le proble`me non-line´aire a e´te´ par la suite e´tudie´ localement dans la shearing
box par Johnson et Gammie (2006). Leurs travaux ont re´ve´le´ que l’instabilite´ n’apparaissait
pas dans le cas d’un proﬁl ke´ple´rien et que celle-ci devait surement eˆtre une instabilite´ globale.
Petersen et al. (2007) ont par la suite montre´ graˆce a` des simulations globales et en utilisant
un nombre de Reynolds e´leve´ que des tourbillons pouvaient eˆtre maintenus sur un temps de
plusieurs centaines de rotation autour de l’objet central. Re´cemment, Lesur et Papaloizou (2010)
ont conclu que l’instabilite´ dans les simulations locales e´tait non-line´aire et sous-critique tandis
que les derniers re´sultats de Raettig et al. (2013) sugge`rent un transport assez faible pour les
disques (α ∼ 10−3).
iv) Instabilite´ gravitationnelle
Lorsque sa masse est suﬃsamment grande, le disque d’accre´tion peut eˆtre inﬂuence´ par son
propre champ gravitationnel. Lorsque le parame`tre de Toomre
Q =
csκ
πGΣ
∼ H
R
M
Macc
(1.13)
est plus petit que 1, une instabilite´ gravitationnelle se de´veloppe au sein du disque. Cette in-
stabilite´ est controˆle´e par la tempe´rature (via la vitesse du son cs), et la densite´ de surface
Σ. Un gaz froid et dense, souvent pre´sent dans les re´gions externes des jeunes disques, sera
propice a` l’instabilite´. Celle-ci peut e´voluer vers un e´tat dit de turbulence gravitationnelle ou
bien prendre la forme de bras spiraux qui fragmentent, pouvant potentiellement accueillir la
naissance de futures plane`tes. Lorsque le disque est dans un e´tat de gravito-turbulence, il est
possible d’obtenir une expresion analytique pour le transport de moment cine´tique (Gammie,
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2001), en supposant que le disque est a` l’e´quilibre thermique (la quantite´ de chaleur produite
par la turbulence compense exactement les pertes thermiques) :
α =
[
9
4
γg(γg − 1)Ωτc
]−1
, (1.14)
ou` γg est l’indice adiabatique et τc le temps typique de refroidissement, qui de´pend de la densite´,
de la tempe´rature ou encore de l’opacite´ du disque. L’e´valuation de τc dans les simulations
nume´riques est diﬃcile et de´pend fortement de la re´solution utilise´e. Si ce temps est suﬃsamment
petit (de l’ordre de Ω−1), le transport de moment cine´tique peut donc eˆtre eﬃcace. Cependant
les travaux de Paardekooper (2012) ont montre´ que le disque amorc¸ait sa fragmentation pour
des valeurs de τc infe´rieure a` 20Ω
−1, laissant supposer que la turbulence gravitationnelle ne dure
pas et ne peut ope´rer que sur des temps courts compare´s a` l’e´chelle de la vie d’un disque.
v) Instabilite´ magne´torotationnelle
Comme nous l’avons vu, la recherche d’instabilite´s purement hydrodynamiques n’a pas fourni
de re´sultats probants pour expliquer le transport de moment cine´tique de´duit des observations.
Au cours des dernie`res de´cennies, une proposition de solution plus convaincante a` ce proble`me
est apparue. Il s’agit de l’instabilite´ magne´torotationnelle (MRI). Celle-ci a e´te´ pour la premie`re
fois e´voque´e par Velikhov (1959) puis par Chandrasekhar (1960) dans un contexte purement
the´orique. Ce n’est qu’en 1991 que Balbus & Hawley ont rede´couvert cette instabilite´ dans
le cadre des disques astrophysiques. Elle se manifeste dans les disques suﬃsamment chauds et
ionise´s en interaction avec un champ magne´tique. Nous la pre´senterons en de´tail dans le chapitre
2. L’analyse line´aire montre que le proﬁl ke´ple´rien de vitesse est instable vis a` vis de la MRI.
Les simulations nume´riques indiquent que la turbulence ge´ne´re´e par cette instabilite´ e´vacue
naturellement du moment cine´tique vers l’exte´rieur du disque avec une eﬃcacite´ comparable
a` celle de´duite des observations. Elle posse`de donc a` priori toutes les qualite´s requises pour
expliquer le processus d’accre´tion. Nous verrons malgre´ tout que la turbulence associe´e a` cette
instabilite´ de´pend fortement des re´gimes de dissipation conside´re´s. A l’heure actuelle, des doutes
sont toujours e´mis quant a` son excitation et a` son eﬃcacite´ a` transporter le moment cine´tique
dans diﬀe´rents syste`mes accre´tants. Comme nous le verrons au chapitre 2, cette proble´matique
est au cœur des motivations qui ont conduits a` ce travail de the`se.
1.1.4 Me´canismes de transport non turbulents
i) Ondes globales
La dissipation d’ondes hydrodynamiques non-axisymetriques dans les disques d’accre´tion a e´te´
propose´e comme me´canisme de transport de moment cine´tique, dans les anne´es 70, notamment a`
travers les travaux de Papaloizou et Pringle (1977). Ces ondes peuvent eˆtre excite´es par les eﬀets
de mare´es (en particulier dans les disques de binaires). Lorsque ces ondes, initialement produites
dans les re´gions externes du disque atteignent les re´gions internes, elles tournent moins vite que
l’e´coulement de base et peuvent donc transfe´rer du moment cine´tique vers l’exte´rieur. La revue
de Balbus (2003) propose une e´tude de´taille´e de ces ondes et du transport de moment cine´tique
associe´. Ce processus semble eﬃcace mais ne´cessite une source de dissyme´trie et ne peut donc
pas eˆtre ge´ne´ralise´ a` tous les disques.
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Figure 1.5 – A gauche : sche´ma simpliﬁe´ de la structure magne´tique dans le mode`le
d’accre´tion/e´jection (Sheikhnezami et Fendt, 2012). A droite : simulation 3D d’un jet avec
le code FLASH (C. Zanni, Osservatoro Astroﬁsico di Torino, 2012). Les particules suivent les
lignes de champ (en bleu) qui s’enroulent sous l’eﬀet de la rotation diﬀe´rentielle.
ii) Vent magne´tohydrodynamique
Les jets puissants observe´s dans les structures de disques de type T-Tauri sont potentiellement
sources d’e´vacuation du moment cine´tique, par l’interme´diaire d’un champ magne´tique poloidal
ouvert. Ce processus initialement propose´ par Blandford et Payne (1982) ne´cessite une conﬁ-
guration magne´tique bien spe´ciﬁque. Les travaux de Ferreira et Pelletier (1995) ont permis de
de´crire ce processus de fac¸on globale dans le disque a` travers un mode`le d’accre´tion-e´jection.
L’eﬀet du champ magne´tique est similaire au freinage magne´tique de l’expe´rience de la roue de
Barlow : en s’opposant a` la rotation du disque, la force de Lorentz pre´le`ve au disque moment
cine´tique et e´nergie de rotation, permettant ainsi un mouvement d’accre´tion vers l’objet central.
Cependant la stabilite´ d’une telle structure magne´tique n’est pas simple a` obtenir car la
rotation diﬀe´rentielle au sein du disque a tendance a` enrouler et torsader les lignes de champ
(Fig. 1.1.4) et donc a` compromettre le me´canisme d’e´jection de base. En re´alite´ la turbulence lie´e
a` des instabilite´s MHD dans le disque introduit une re´sistivite´ additionnelle et apparait eˆtre une
condition ne´cessaire pour assurer la stabilite´ de l’ensemble. Casse et Ferreira (2000) ont montre´
que le couple ”visqueux” cre´e par cette turbulence devait eˆtre de l’ordre du couple magne´tique
engendre´ par le champ poloidal ouvert. Ces travaux sugge`rent donc que la turbulence joue un
roˆle central dans le processus d’accre´tion et d’e´jection des disques dans son ensemble. Une e´tude
re´cente combinant mode`les nume´riques et analytiques pointe e´galement le lien e´troit entre la
turbulence initie´e par la MRI et les vents MHD observe´s (Lesur et al., 2013).
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1.2 Ge´ne´ration de champ magne´tique en astrophysique et dans les
disques
Le champ magne´tique, a` travers l’instabilite´ magne´torotationnelle (MRI), semble jouer un roˆle
central dans l’e´volution des disques et en particulier dans le proble`me du transport et de
l’accre´tion. Celui-ci est e´galement implique´ dans de nombreux processus comme l’e´jection et
les vents magne´tohydrodynamiques. Il est donc particulie`rement important de comprendre com-
ment ce champ magne´tique est maintenu tout au long de la vie des disques (ou du moins
pendant la phase d’accre´tion turbulente). Le proble`me de l’origine et de la dynamique des
champ magne´tiques de´passe en re´alite´ le cadre des disques d’accre´tion et se pose dans de nom-
breux proble`mes astrophysiques et ge´ophysiques. L’e´tude des processus de dynamo non-line´aires
reposant sur des instabilite´s comme la MRI ou la ﬂottaison magne´tique pourrait notamment
permettre de mieux comprendre la ge´ne´ration de champ magne´tique a` grande e´chelle en milieu
stellaire mais aussi dans les disques ou`, comme nous l’expliquerons de manie`re de´taille´e au cha-
pitre 2, l’instabilite´ MRI et la turbulence pourraient eˆtre e´troitement lie´s a` l’entretien du champ
magne´tique.
1.2.1 The´ories de la dynamo
i) Dynamos en astrophysique
Dans un grand nombre d’objets astrophysiques (e´toiles, disques, galaxies, ...), l’un des me´canismes
possibles d’ampliﬁcation ou d’entretien du champ magne´tique est l’eﬀet dynamo. Cet eﬀet est la
proprie´te´ que posse`de certains e´coulements ﬂuides, conducteurs d’e´lectricite´ (comme les plasmas
ou les me´taux liquides), de ge´ne´rer un champ magne´tique, et d’entretenir ce champ contre la
dissipation ohmique, inde´pendamment de sources exte´rieures. C’est un eﬀet tridimensionnel, ce
qui signiﬁe par exemple que dans le cadre des ﬂuides tournants, un e´coulement axisyme´trique ne
peut pas ge´ne´rer de champ magne´tique axisyme´trique. Cette proprie´te´ bien connue aujourd’hui
a e´te´ e´nonce´e en 1934 par Thomas Cowling et constitue le premier the´ore`me anti-dynamo.
L’e´quation qui re´git l’e´volution du champ magne´tique est l’e´quation d’induction,
∂B
∂t
= ∇× (v ×B) + ηΔB. (1.15)
qui sera de´rive´e en section 2.1.3. Dans un ﬂuide conducteur d’e´lectricite´, on de´ﬁnit le terme de
force e´lectromotrice E = v × B ou` v et B sont le champ de vitesse et magne´tique du ﬂuide
conside´re´. Ce terme apparaissant dans l’e´volution temporelle du champ magne´tique est le seul a`
pouvoir ge´ne´rer et entretenir B sur des temps longs compare´s au temps typique de la dissipation
ohmique. Lorsque le champ de vitesse v est impose´ et ne de´pend pas de B, on parle de dynamo
cine´matique. Le processus dynamo dans ce re´gime est fondamentalement line´aire. Au contraire,
les re´gimes pour lesquels le champ de vitesse est explicitement couple´ au champ magne´tiqueB via
la force de Lorentz (∇×B)×B/(ρμ0) est qualiﬁe´ de non-cine´matique et non-line´aire (ou sature´).
Pour chacun de ces deux re´gimes, la dynamo est dite a` petite e´chelle (ou ”turbulente”) si
le champ magne´tique ge´ne´re´ est d’ e´chelle comparable a` celle de la turbulence cine´tique. Au
contraire si les lignes de champ s’e´tirent sur des distances comparables a` la taille du syste`me
astrophysique, on parle de dynamo a` grande e´chelle. Dans le cadre de la the´orie des disques
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d’accre´tion, les recherches se sont plutoˆt focalise´es sur ce dernier type de dynamo, qui pourrait
rendre compte d’un champ magne´tique a` grande e´chelle a` meˆme de faciliter le de´clenchement
de l’instabilite´ magne´torotationnelle (MRI) et des jets.
ii) Dynamo cine´matique et the´orie de champ moyen
La the´orie de champ moyen est une the´orie de dynamo, a` l’origine cine´matique, qui permet
dans de nombreux proble`mes de mode´liser simplement les me´canismes d’ampliﬁcation du champ
magne´tique a` grande e´chelle. Cette the´orie est ne´e en partie des tentatives de mode´lisation du
magne´tisme solaire. L’eﬀet ”Omega” est connu depuis longtemps comme un me´canisme per-
mettant de re´ge´ne´rer le champ magne´tique toro¨ıdal du Soleil. Celui-ci est cre´e´ par l’e´tirement
des lignes de champ poloidal sous l’action du cisaillement induit par la rotation diﬀe´rentielle.
Cependant il n’est pas suﬃsant pour de´crire le processus de dynamo dans son ensemble. En
eﬀet un autre me´canisme est ne´cessaire pour expliquer la cre´ation de champ poloidal a` partir
de champ toroidal, et ainsi fermer la boucle. Parker (1955); Steenbeck et Krause (1966) ont
propose´ l’eﬀet α qui est a` la base de la the´orie de champ moyen et de beaucoup de mode`les de
dynamo astrophysiques (a` clairement distinguer du parame`tre α caracte´risant le transport dans
les disques). Cet eﬀet repose sur l’hypothe`se que la turbulence au sein du ﬂuide, ge´ne´re´e par
des processus inde´pendants (comme les mouvements de convection dans le Soleil) ne posse`de
pas de syme´tries miroirs, autrement dit que les tourbillons qui la constituent tournent dans une
direction privile´gie´e (cyclonique ou anticyclonique). Dans le cadre du magne´tisme solaire, cela
n’est en re´alite´ possible qu’en pre´sence de la force de Coriolis, sous l’eﬀet de la rotation, et d’une
stratiﬁcation verticale. L’eﬀet statistique de ces tourbillons sur le champ magne´tique toroidal
est de cre´er une composante grande e´chelle poloidale. La combinaison de l’eﬀet Ω et de l’eﬀet α
a donne´ naissance au concept de dynamo αΩ dans les e´coulements en rotation diﬀe´rentielle (ou
α2Ω lorsque l’eﬀet α intervient aussi dans la re´ge´ne´ration du champ toro¨ıdal).
Les fondements the´oriques de l’eﬀet α ont e´te´ synthe´tise´s entre autres par Moﬀatt (1978).
L’ide´e est de de´composer le champ de vitesse et le champ magne´tique en une partie moyenne
grande e´chelle (note´e avec un barre) et une partie ﬂuctuante,
v = u+ u et B = B+ b, (1.16)
et d’e´crire l’e´quation d’induction pour le champ grande e´chelle B et les ﬂuctuations b :
∂B
dt
= ∇× (u× b− η∇B), (1.17)
∂b
dt
= ∇× (u×B+ u× b+G− η∇b) avec G = u×B− u×B. (1.18)
ou` η est la diﬀusivite´ magne´tique caracte´risant la diﬀusion ohmique du champ magne´tique.
Nous reviendrons sur ce processus dissipatif plus en de´tail dans le chapitre suivant. Si u n’a pas
de de´pendance en B, c’est a` dire si le champ magne´tique est suﬃsamment faible pour que la
force de Lorentz ne joue aucun roˆle, alors d’apre`s l’e´quation (1.18), l’e´volution des perturbations
magne´tiques est line´aire en B. Dans l’hypothe`se d’une turbulence isotrope, on de´veloppe la force
e´lectromotrice E = u× b dans l’e´quation (1.17) suivant :
E = αmB− βm∇×B. (1.19)
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Pour des conditions tre`s particulie`res (eﬀet re´sistif important, faible temps de corre´lation de la
turbulence, champ B variant lentement par rapport au temps caracte´ristique des structures
turbulentes τc, terme G ne´gligeable), il est possible de montrer que αm = −1/3τcu · ω et
βm = 1/3τcu2, ou` ω = ∇ × u est la vorticite´ de l’e´coulement. Le terme u · ω fait re´fe´rence
a` l’he´licite´ moyenne de l’e´coulement. Une he´licite´ non-nulle traduit le fait que la turbulence ne
posse`de pas de syme´tries miroirs, ce qui est une condition ne´cessaire a` l’eﬀet α dans les hy-
pothe`ses formule´es pre´ce´demment. Le deuxie`me terme βm qui constitue la force e´lectromotrice
agit comme une diﬀusion turbulente et s’ajoute a` la diﬀusion ohmique laminaire si βm > 0. Les
deux coeﬃcients αm et βm peuvent eˆtre ge´ne´ralise´s par des tenseurs plus complexes a` calculer
dans le cas d’une turbulence non-isotrope.
La the´orie de champ moyen a e´te´ e´tudie´e dans de nombreux proble`mes astrophysiques ou
ge´ophysiques (Steenbeck et Krause, 1969; Roberts et Stix, 1972; Stix, 1975; Radler, 1990; Schrin-
ner et al., 2005; Brandenburg et Subramanian, 2005). Certains travaux ont par ailleurs tente´
d’extraire des coeﬃcients de champ moyen a` partir des simulations nume´riques (Brandenburg
et al., 2008), d’autres se sont eﬀorce´s de reproduire les observations (i.e cycle solaire, ge´odynamo)
en utilisant ce formalisme. Cependant l’application de cette the´orie a ses limites et est conteste´e
(Cattaneo et Hughes, 1996; Hughes et Cattaneo, 2008; Tobias et al., 2011). Tout d’abord, les
coeﬃcients αm et βm sont parfois diﬃciles a` de´ﬁnir et a` de´terminer ”statistiquement” car ils
peuvent ﬂuctuer tre`s fortement dans le temps. De plus la the´orie de champ moyen ne donne
qu’une compre´hension partielle des me´canismes physiques a` l’œuvre dans les processus de dy-
namo. Les mode`les de champ moyen ne´cessitent e´galement ge´ne´ralement l’introduction de nom-
breux parame`tres pour reproduire les observations. Enﬁn la the´orie cine´matique dans sa forme
la plus simple n’est pas adapte´e a` la base pour rendre compte de la re´troaction du champ
magne´tique sur le champ de vitesse via la force de Lorentz. Des modiﬁcations de la the´orie ont
e´te´ apporte´es aﬁn de prendre en compte la saturation non-line´aire de la dynamo induite par la
force de Lorentz. L’e´volution de l’he´licite´ magne´tique est notamment suspecte´e de jouer un roˆle
important dans la saturation de l’eﬀet α (Blackman et Field, 2002; Brandenburg et Subrama-
nian, 2005; Hubbard et Brandenburg, 2012).
iii) Dynamos non-line´aires s’appuyant sur des instabilite´s MHD
Si la the´orie de champ moyen occupe aujourd’hui une place centrale dans la mode´lisation du
magne´tisme astrophysique a` grande e´chelle, une autre classe de dynamos, non-line´aires et non-
cine´matiques, pourrait eˆtre particulie`rement importante dans ce contexte. Les fondements de
ce type de dynamos sont a` priori tre`s diﬀe´rents de la the´orie de champ moyen et reposent en
particulier sur l’action d’instabilite´s MHD. L’ide´e de base de ces me´canismes de dynamo est
que ces instabilite´s ampliﬁent des perturbations non-axisyme´triques, qui sous certaines condi-
tions, produisent une force e´lectromotrice non-line´aire cohe´rente, capable d’entretenir le champ
magne´tique axisyme´trique sur des temps longs. Cette force, contrairement au cas de la the´orie
de champ moyen, n’a aucune raison d’e´voluer line´airement avec le champ magne´tique. De plus,
l’activation de la dynamo ne requiert pas la pre´sence d’une he´licite´ nette dans l’e´coulement. Un
exemple de ce type de dynamo est la ”dynamo magne´torotationnelle”, qui pourrait eˆtre active
dans certains disques d’accre´tion et qui est au cœur de ce travail de the`se. Elle s’appuie sur
l’instabilite´ MRI et a la particularite´ d’eˆtre sous-critique, c’est a` dire que l’entretien du champ
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Figure 1.6 – Figure adapte´e des sche´mas de Rothstein et Lovelace (2008), repre´sentant l’ad-
vection d’un champ poloidal ouvert par le ﬂux de matie`re accre´tant. Cette advection suﬃt a`
ampliﬁer le champ durant la phase d’accre´tion. La turbulence au sein du disque entretenue
par la MRI ajoute un eﬀet de diﬀusion magne´tique turbulente qui peut s’opposer au processus
d’advection mais qui est en meˆme temps essentiel a` la stabilite´ de la structure magne´tique.
magne´tique ne´cessite l’introduction de perturbations d’amplitudes ﬁnies (Rincon et al., 2007b).
Cette dynamo est donc non-cine´matique dans la mesure ou` la force de Lorentz y joue un roˆle
tre`s important (nous reviendrons de manie`re plus de´taille´e sur ce point dans le chapitre suivant).
Des formes de dynamos sous-critiques similaires, soutenues par d’autres instabilite´s MHD,
comme la ﬂottaison magne´tique (Cline et al., 2003) ou l’instabilite´ de Tayler (Spruit, 2002)
pourraient e´galement eˆtre a` l’œuvre dans les inte´rieurs stellaires. Ce type de dynamos suscite un
inte´reˆt grandissant en astrophysique car elles ge´ne`rent naturellement des champs magne´tiques
3D cohe´rents a` grande e´chelle dont la dynamique est chaotique, sans pour autant souﬀrir des
limitations de la the´orie de champ moyen.
1.2.2 Origine du champ magne´tique dans les disques
i) Champ re´siduel ou source externe
Plusieurs sce´narios sont envisageables pour expliquer l’origine du champ magne´tique dans les
disques. Nous commencerons par e´voquer ceux qui ne sont pas des me´canismes de dynamo a`
proprement parler. Dans le cas de disques proto-stellaires, il est possible qu’un champ re´siduel,
provenant de la ne´buleuse primordiale, ait e´te´ advecte´ et ampliﬁe´ pat l’eﬀet conjoint de la rota-
tion et de la contraction gravitationnelle du syste`me (voir Fig. 1.6), de sorte que son amplitude
soit suﬃsante pour inﬂuencer la dynamique du disque (Lovelace, 1976; Bisnovatyi-Kogan et
Ruzmaikin, 1976; Bisnovatyi-Kogan et Lovelace, 2007; Spruit et Uzdensky, 2005; Rothstein et
Lovelace, 2008). Ce type de champ a` grande e´chelle (dont la taille est grande devant la hauteur
caracte´ristique du disque) conserverait globalement un ﬂux vertical constant durant la phase
d’accre´tion et pourrait eˆtre a` l’origine des vents MHD accompagnant les structures d’accre´tion-
e´jection. Cependant ce mode`le d’ampliﬁcation par advection reste conteste´ car la turbulence au
sein du disque a tendance a` diﬀuser le champ ; la viscosite´ et la diﬀusion turbulente au sein
du disque contraignent donc fortement ce mode`le. Une autre possibilite´ est que l’objet central
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Figure 1.7 – Exemple de simulation globale de dynamo dans les disques par G. Bodo. Source :
INAF Astrophysical Observatory of Torino, Italy.
(l’e´toile par exemple) soit la source du champ magne´tique. C’est un sce´nario notamment envi-
sage´ dans le cas des disques de binaires.
Dans les deux cas que nous venons de de´crire, la source du champ magne´tique est exte´rieure
au disque. Cependant il est possible qu’aucune de ces sources ne soient pre´sentes, ou bien que le
champ re´siduel ait e´te´ rapidement diﬀuse´ par les eﬀets re´sistifs du plasma (diﬀusion ohmique).
Selon l’e´chelle que l’on conside`re et le degre´ d’ionisation du milieu, le temps caracte´ristique de la
dissipation ohmique peut eˆtre tre`s petit devant le temps caracte´ristique d’accre´tion du disque.
ii) Eﬀet dynamo au sein du disque
Une alternative a` ces sce´narios est que le champ magne´tique soit ge´ne´re´ au sein du disque lui
meˆme par un eﬀet dynamo (Pudritz, 1981; Balbus et Hawley, 1998). Certaines observations,
comme celles de Donati et al. (2005) (de´crites en section 1.1.1 iv), vont dans ce sens, meˆme si
leur porte´e est probablement limite´e et ne peut eˆtre ge´ne´ralise´e a` tous les disques.
Dans le cadre des disques astrophysiques, les deux formes de dynamos pre´sente´es pre´ce´demm-
ent ont e´te´ e´tudie´es activement. La ge´ne´ration d’un champ magne´tique, par un me´canisme de dy-
namo de champ moyen a e´te´ e´voque´e pour la premie`re fois par Pudritz (1981) dans ce contexte.
En utilisant la the´orie de champ moyen, et en supposant une turbulence isotrope alimente´e par
l’introduction ale´atoire d’ondes inertielles dans l’e´coulement, il a pu estimer les coeﬃcients αm
et βm a` prescrire pour ce type de dynamo. Il a e´galement montre´ que la the´orie de champ moyen
tend a` privile´gier les modes quadrupoˆles pour le champ magne´tique a` grande e´chelle, ce qui a
e´te´ plus tard conﬁrme´ par les simulations nume´riques des e´quations de champ moyen (Stepinski
et Levy, 1990). Campbell (1992), graˆce a` une me´thode aux valeurs propres puis Torkelsson et
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Brandenburg (1994) graˆce a` une me´thode d’inte´gration temporelle de ces meˆmes e´quations, ont
pu simuler l’eﬀet α2Ω en incluant les eﬀets de saturation non-line´aire dus a` la force de Lorentz
(mode´lise´e par un terme de quenching) et a` l’instabilite´ de ﬂottaison magne´tique. Leurs re´sultats
montrent que les eﬀets non-line´aires peuvent eˆtre tre`s importants pour la dynamo et qu’ils mo-
diﬁent la structure du champ a` grande e´chelle en introduisant une dynamique chaotique. Avec
la de´couverte de l’instabilite´ magne´torotationnelle, dont la proprie´te´ essentielle est de ge´ne´rer de
la turbulence en pre´sence d’un champ magne´tique, il est cependant devenu clair qu’un eﬀet dy-
namo dans les disques peut diﬃcilement eˆtre de´crit par un formalisme simple de champ moyen,
malgre´ les modiﬁcations apporte´es a` cette the´orie (Blackman et Field, 2002). Un me´canisme de
dynamo non-line´aire, s’appuyant sur les instabilite´s comme la MRI et la ﬂottaison magne´tique
semble plus approprie´.
Un premier mode`le physique simpliﬁe´ faisant appel a` ces divers instabilite´s est celui propose´
par Tout et Pringle (1992). Dans ce mode`le, le champ poloidal est re´ge´ne´re´ graˆce a` l’instabi-
lite´ magne´torotationelle (pour la composante radiale) et a` l’instabilite´ de ﬂottaison magne´tique
(pour la composante verticale). Le champ toro¨ıdal est quant a` lui ge´ne´re´ classiquement par
eﬀet Omega. Des solutions pseudo-cycliques de dynamo peuvent e´galement eˆtre obtenues avec
ce mode`le. Bien que novatrice, cette e´tude reste tre`s incomple`te, e´tant donne´ la simplicite´ du
mode`le et l’absence de toute de´pendance spatiale des champs. Plusieurs e´tudes ulte´rieures, dont
celle de Hawley et al. (1996), que nous de´taillerons dans le chapitre 2 et 3, ont mis en e´vidence le
roˆle clef de la MRI dans un tel processus. Le champ magne´tique a` grande e´chelle serait produit
graˆce a` la force e´lectromotrice, fruit de la corre´lation non-line´aire entre les perturbations de
vitesse et magne´tique, ampliﬁe´es par la MRI (Rincon et al., 2007b; Lesur et Ogilvie, 2008b,a).
Ce sce´nario est plutoˆt exotique, dans le sens ou` l’instabilite´ MRI permet l’entretien d’un champ
magne´tique a` grande e´chelle, qui assure lui meˆme que la MRI puisse eˆtre active.
En conclusion de cette deuxie`me section, les dynamos reposant sur des instabilite´s MHD
pourraient constituer une alternative cre´dible aux dynamos de champ moyen aﬁn d’expliquer
l’origine du champ magne´tique dans de nombreux syste`mes astrophysiques. En particulier,
l’e´tude de la dynamo magne´torotation- nelle pourrait permettre de mieux cerner les me´canismes
d’excitation de la turbulence MHD dans les disques, mais aussi d’ame´liorer notre connaissance
de ces dynamos non-line´aires.
Cette pre´sentation ge´ne´rale du contexte astrophysique acheve´e, nous allons a` pre´sent nous
inte´resser de manie`re de´taille´e a` la dynamique magne´torotationnelle et a` celle de la dynamo
associe´e dans le contexte des disques d’accre´tion.
2Instabilite´, turbulence et dynamo
magne´torotationnelles
L’instabilite´ magne´torotationnelle brie`vement introduite au chapitre pre´ce´dent est l’un des
me´canismes conside´re´ aujourd’hui comme le plus eﬃcace pour ge´ne´rer et entretenir la turbulence
susceptible de transporter le moment cine´tique dans les disques d’accre´tion. Cette instabilite´ est
au cœur de cette the`se et justiﬁe qu’un chapitre entier soit de´die´ a` sa pre´sentation. Comme
la MRI est une instabilite´ magne´tohydrodynamique, nous commencerons pas rappeler les hy-
pothe`ses et les fondements the´oriques de cette description de´crivant le couplage d’un ﬂuide
conducteur d’e´lectricite´ avec le champ magne´tique. Cette pre´sentation sera l’occasion de dis-
cuter des conditions d’application de la the´orie et en particulier des eﬀets non-ide´aux dans le
contexte des disques. Apre`s un bre`ve description des mode`les the´oriques et nume´riques utilise´s
pour e´tudier les e´coulements en rotation diﬀe´rentielle, nous nous attacherons a` re-de´river les
principales proprie´te´s de la MRI line´aire standard puis pre´senterons les principaux re´sultats
nume´riques connus sur l’e´volution non-line´aire de cette instabilite´ vers la turbulence dans les
e´coulements ke´ple´riens. Nous terminerons par pre´senter l’e´tat de nos connaissances sur la dy-
namo magne´torotationnelle, qui constitue le sujet d’e´tude principal de cette the`se. Les proble`mes
principaux pose´s par l’existence des eﬀets dissipatifs (visqueux et re´sistif) pour le sce´nario
d’accre´tion base´ sur cette dynamo seront notamment e´voque´s.
2.1 Magne´tohydrodynamique (MHD) dans les disques d’accre´tion
2.1.1 Approximation de la MHD
Le gaz contenu dans les disques d’accre´tion e´tant chauﬀe´ par l’astre central se retrouve sous la
forme d’un plasma, constitue´ d’un me´lange de mole´cules (ou atomes) neutres, et de particules
charge´es (e´lectrons, ions) couple´es aux champs e´lectromagne´tiques. Les plasmas que nous trai-
terons sont faiblement magne´tise´s au sens ou` la pression thermique est grande par rapport a` la
pression magne´tique (parame`tre plasma β > 1). Pour de´crire un ﬂuide conducteur d’e´lectricite´,
il est d’usage d’utiliser les e´quations de la magne´tohydrodynamique. Ces e´quations ne sont va-
lables que sous certaines conditions :
• Le plasma doit eˆtre collisionnel (distribution maxwellienne des particules) ce qui suppose
que les e´chelles spatiales du proble`me sont grandes devant le libre parcours moyen et les
e´chelles de temps grandes devant le temps caracte´ristique des collisions.
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Protoplane´taire Binaire cataclysmique AGN
Longueur de Debye (m) 10−7 - 10−6 10−7 - 10−6 10−6 - 10−3
Libre parcours moyen (m) 10−2 - 1 10−2 - 1 105 − 106
Fre´quence de collision (Hz) 103 - 105 104 - 106 10−3 - 10−1
Table 2.1 – Grandeurs caracte´ristiques du plasma
• Les e´chelles spatiales doivent eˆtre grandes par rapport a` la longueur de Debye pour assurer
l’e´lectro-neutralite´ du plasma. Si les ions sont des protons, cela implique que la densite´ des
e´lectrons ne est e´gale a` la densite´ des ions ni en tout point.
Le tableau 2.1 indique les ordres de grandeur typiques de ces e´chelles de longueur et de
temps dans les disques astrophysiques. Elles ont e´te´ calcule´es graˆce au donne´es du tableau 1.1.
Si l’objectif est d’e´tudier les mode`les globaux de disques, ces grandeurs sont a` comparer avec
l’e´paisseur typique H et le temps caracte´ristique d’accre´tion de ces disques. Si par contre une
e´tude locale de la turbulence est re´alise´e, il est plus judicieux de comparer ces grandeurs aux
e´chelles caracte´ristiques de la turbulence. Pour les disques proto-plane´taires ou de binaires, l’ap-
proximation MHD est largement ve´riﬁe´e. En revanche pour les disques d’AGN, cela de´pend de
la gamme de tempe´rature e´tudie´e et donc du rayon conside´re´. L’approximation ﬂuide n’y est
pas toujours approprie´e.
L’hypothe`se de plasma collisionnel permet de de´crire l’ensemble du plasma charge´, ions et
e´lectrons, comme un seul ﬂuide. Ce ﬂuide a une vitesse note´e v, dite vitesse du centre de masse,
qui correspond a` la vitesse des ions puisque la masse me des e´lectrons est faible devant la masse
mi des ions. L’e´quation du mouvement de ce ﬂuide ressemble fortement a` celle d’un ﬂuide non-
conducteur, a` la diﬀe´rence que celui-ci est soumis a` la force magne´tique de Lorentz par unite´ de
volume j×B ou` B le champ magne´tique et j, le courant, proportionnel au diﬀe´rentiel de vitesse
vd  v entre les ions et les e´lectrons.
2.1.2 E´quations de Maxwell
Comme nous venons de le voir, la force de Lorentz, centrale dans les e´coulements MHD, est
proportionnelle au produit vectoriel du courant et du champ magne´tique. Or ces deux grandeurs,
a` priori inconnues, sont en re´alite´ couple´es au champ de vitesse v car ce sont les mouvements
de charges au sein du ﬂuide qui ge´ne`rent les courants et le champ magne´tique. Pour de´crire
l’e´volution de j et B, on utilisera les e´quations de Maxwell dans un plasma neutre et non
relativiste :
∇ ·E = 0, ∇ ·B = 0, (2.1)
∇×E = −∂B
∂t
, (2.2)
∇×B = μ0j. (2.3)
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Protoplane´taire Binaire AGN
Rayon de Larmor des ions (m) 10−1 - 1 10−2 - 1 1 - 103
Fre´quence cyclotron des ions ωci (Hz) 10
2 - 103 103 - 105 1 - 102
Fre´quence plasma des e´lectrons ωpe (Hz) 10
3 103 10
Table 2.2 – Rayon de Larmor et fre´quences caracte´ristiques du plasma charge´ pour r = 1 U.A..
La force de Lorentz par unite´ de volume peut donc se re´e´crire (∇×B)×B/(μ0) tandis que
l’e´volution temporelle du champ magne´tique de´pend du rotationnel du champ e´lectrique E.
2.1.3 Loi d’Ohm et MHD non-ide´ale dans les disques
Le champ e´lectrique peut eˆtre exprime´ graˆce a` la loi d’Ohm ge´ne´ralise´e qui s’obtient en faisant
la diﬀe´rence entre l’e´quation du mouvement des ions et celle des e´lectrons :
E = −v ×B+ ηj+ j×B
nee
− (j×B)×B
γρnρi
− ∇ ·Pe
nee
+
me
e2ne
∂j
dt
, (2.4)
ou` e est la charge de l’e´lectron, η = meνc/(μ0nee
2) la diﬀusivite´ magne´tique, pour une certaine
fre´quence de collision νc), γ la constante de couplage de collisions entre les ions et les atomes
neutres, ρi et ρn la densite´ massique des ions et des atomes neutres. Nous voyons qu’un cer-
tain nombre de termes apparaissent dans l’e´volution du champ magne´tique. Le premier est le
terme ”ide´al” lie´ au mouvement des charges, le deuxie`me est le terme re´sistif duˆ aux collisions
des e´lectrons sur les autres espe`ces (et qui ralentissent donc le mouvement des e´lectrons), le
troisie`me de´crit l’eﬀet Hall, cause´ par la de´rive de vitesse entre ions et e´lectrons, qui donne lieu
a` un champ e´lectrique perpendiculaire a` B et a` j. Le quatrie`me est la diﬀusion ambipolaire, tra-
duisant les collisions ions/neutres. ∇ ·Pe/(nee) est connu sous le nom de pression e´lectronique.
Enﬁn le dernier est un terme lie´ a` l’inertie des e´lectrons et est parfois a` l’origine des oscillations
du plasma a` la fre´quence ωpe =
√
nee2/(0me).
Le calcul des grandeurs caracte´ristiques du plasma, comme la fre´quence cyclotron ωci =
Ze|B|/mi des ions et la fre´quence plasma ωpe des e´lectrons, permet d’e´valuer l’ordre de grandeur
de chacun de ces termes par rapport au terme principal |v×B|. Dans un plasma comple`tement
ionise´, on peut montrer que l’eﬀet Hall et la pression e´lectronique peuvent eˆtre ne´glige´s si ω−1ci
est tre`s petit devant le temps typique des phe´nome`nes e´tudie´s. De meˆme le terme d’inertie
e´lectronique peut eˆtre oublie´ si ω−1pe est tre`s petit devant ce temps typique. Le tableau 2.2 montre
qu’a` des distances de l’ordre de 1 U.A., ces trois termes sont donc ne´gligeables. Cependant, dans
un plasma peu ionise´, l’eﬀet Hall et la diﬀusion ambipolaire peuvent prendre de l’importance,
notamment dans les zones externes des disques protoplane´taires, a` partir de 1 U.A. (Armitage,
2011; Fromang, 2013). Remarquons que les grandeurs ici calcule´es ne´cessitent la connaissance de
l’intensite´ du champ magne´tique. Les valeurs renseigne´es en section iv) sont les valeurs maximales
du champ mesure´ soit pre`s du centre du disque, soit dans les jets. A une distance de 1 U.A. et
dans le plan me´dian, on peut supposer en premie`re approximation qu’il y a e´quipartition entre
l’e´nergie magne´tique et l’e´nergie cine´tique, de telle sorte que B  (2μ0ρc2s)1/2.
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Figure 2.1 – Repre´sentation d’un disque protoplane´taire et de sa ”dead zone”. Les re´gions
favorables a` l’instabilite´ MRI, caracte´rise´s par une faible re´sistivite´, sont localise´es pre`s de l’objet
central et sur une couche superﬁcielle a` plus d’1 U.A. Les re´gions externes (loin du centre)
sont domine´es par la photo-ionisation puis par la diﬀusion ambipolaire. Adapte´ des croquis de
Armitage (2011).
L’ordre de grandeur du terme ide´al par rapport au terme de re´sistivite´ ohmique est donne´e
par le nombre de Reynolds magne´tique :
Rm =
LV
η
, (2.5)
ou` L et V sont la longueur et la vitesse typique de l’e´coulement conside´re´. Dans un plasma
d’hydroge`ne comple`tement ionise´, la diﬀusivite´ magne´tique η (e´gale aussi a` 1/(μ0σ) ou` σ est la
conductivite´) est due aux interactions coulombiennes et est donne´e par :
η = 5.5.105 ln ΛeiT
−3/2 m2 s−1 (Balbus et Henri, 2008) (2.6)
ou` Λei est le parame`tre d’interaction de Coulomb entre les e´lectrons est les ions. Lorsque les
ions sont des protons et pour une tempe´rature de 1000 K a` 1 U.A., typique des disques proto-
plane´taires, on trouve η ∼ 108 m2 s−1. Pour un plasma faiblement ionise´, en revanche, la diﬀu-
sivite´ magne´tique est inversement proportionnelle a` la fraction e´lectronique du gaz xe = ρe/ρn
(Spitzer) :
η =
2.3× 10−4 T 1/2
xe
m2 s−1 (2.7)
xe est une grandeur diﬃcile a` calculer dans les disques car elle de´pend a` la fois de l’ionisation
thermique du milieu, de la photo-ionisation et de la recombinaison des e´lectrons avec les grains
de poussie`re ambiants. xe varie tre`s fortement avec la tempe´rature et la densite´ du milieu. Pour
une tempe´rature de 1000 K a` 1 U.A., typique des disques protoplane´taires, et en ne prenant
en compte que l’ionisation thermique, on peut montrer que xe ≈ 10−13 (Fromang, 2013). On
trouve alors une diﬀusivite´ magne´tique η de 1012 m2 s−1. En prenant L ≈ 1 U.A. et V la vitesse
ke´ple´rienne autour du Soleil a` 1 U.A., on obtient un Rm de l’ordre de 1000.
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Selon le degre´ d’ionisation du disque, on voit donc que η et donc Rm peut prendre des valeurs
assez diﬀe´rentes. Les ordres de grandeurs sont donne´es ici a` titre purement indicatif et ne rendent
pas compte de la grande varie´te´ de re´gimes dissipatifs possible dans les disques d’accre´tion. Ils
montrent cependant que la re´sistivite´ ohmique n’est pas du tout ne´gligeable pour la dynamique
du champ magne´tique dans certains disques. En particulier elle peut eˆtre importante dans les
re´gions externes (> 1 U.A.) ou les couches profondes du disque. Gammie (1996) a sugge´re´ que
ces re´gions, appele´es ”dead zones”, ne soit pas propices a` l’instabilite´ magne´torotationelle, tandis
qu’en superﬁcie des disques (ou` l’ionisation est domine´e par le rayonnement) ou pre`s de l’astre
central (ionisation d’origine thermique), la conductivite´ du plasma est suﬃsante pour activer
l’instabilite´ (Fig. 2.1).
Dans le cadre de cette the`se, nous ne´gligerons l’eﬀet Hall, la diﬀusion ambipolaire et la pres-
sion e´lectronique et ne garderons de l’e´quation (2.4) que le terme −v×B et le terme re´sistif ηj. A
partir de cette re´duction, il est possible de de´river les e´quations de la magne´tohydrodynamique
dite ”re´sistive” permettant de de´crire comple`tement l’e´tat du ﬂuide et du champ magne´tique a`
tout temps, pour une condition initiale donne´e.
2.1.4 Equations de la MHD re´sistive et incompressible dans un e´coulement en
rotation
La magne´tohydrodynamique dite re´sistive, dans le repe`re tournant associe´ a` la rotation diﬀe´rentielle
du syste`me, est re´gie par quatre e´quations fondamentales de´taille´es ci dessous. v et B de´signent
respectivement le champ de vitesse et le champ magne´tique.
Equation de conservation de la masse :
∂ρ
∂t
+∇.(ρv) = 0 (2.8)
Pour les re´sultats de cette the`se, nous ferons l’hypothe`se que l’e´coulement est incompressible
(nombres de Mach faibles) et homoge`ne (ρ = cte), ce qui implique
∇ · v = 0. (2.9)
Equation de conservation du ﬂux magne´tique :
∇ ·B = 0. (2.10)
Cette e´quation (connue sous le nom de Maxwell-Thomson) traduit le fait qu’il n’existe pas
de monopole magne´tique et que le ﬂux du champ magne´tique a` travers une surface ferme´e est nul.
Equation de Navier-Stokes :
∂v
∂t
+ v · ∇v + 2Ω× v = −1
ρ
∇
(
P +
B2
2μ0
)
+
1
ρμ0
B · ∇B+ νΔv. (2.11)
Cette e´quation de´crit le mouvement du ﬂuide dans le repe`re tournant soumis a` :
• la force de pression du ﬂuide qui se met sous la forme d’un gradient,
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• la force de Lorentz qui s’e´crit (∇×B)×B/(ρμ0) ; apre`s avoir de´veloppe´ son expression, on
montre qu’elle est compose´e d’un terme de pression magne´tique que l’on peut regrouper
dans le gradient avec la pression thermique, et d’un terme de tension magne´tique B ·
∇B/(ρμ0) qui a tendance a` s’opposer aux de´formations des lignes de champ ; dans la suite
la pression totale sera note´e Π,
• la force de friction visqueuse qui fait intervenir la viscosite´ cine´matique de l’e´coulement ν,
constante et uniforme.
Dans le membre de gauche, nous avons regroupe´ les termes d’inertie, a` savoir le terme d’advec-
tion et le terme de Coriolis 2Ω × v qui fait intervenir la vitesse de rotation de l’e´coulement au
point conside´re´.
Equation d’induction :
∂B
∂t
+ v · ∇B = B · ∇v + ηΔB. (2.12)
Elle re´git la dynamique du champ magne´tique ; elle peut eˆtre de´rive´e en combinant l’e´quation de
Maxwell-Faraday (2.2) et la loi d’Ohm (2.4). Le termeB·∇v correspond au processus d’induction
(cre´ation de champ magne´tique a` partir de l’e´coulement) et le terme v·∇B repre´sente le processus
d’advection du champB par l’e´coulement. La diﬀusion magne´tique ηΔB a tendance a` s’opposer a`
la cre´ation de champ magne´tique B. Les termes associe´s a` l’eﬀet Hall et a` la pression e´lectronique
ne sont pas pris en compte pour les raisons donne´es en 2.1.3. Une autre forme de l’e´quation fait
apparaˆıtre la force e´lectromotrice E = v ×B, et s’e´crit
∂B
∂t
= ∇× (v ×B) + ηΔB. (2.13)
2.1.5 Mode`le de la couche de cisaillement et cas ke´ple´rien
La MRI e´tant une instabilite´ locale, il n’est pas force´ment judicieux de de´river les e´quations de
la MHD dans une ge´ome´trie cylindrique. Dans la suite, on restreindra en re´alite´ l’e´tude a` un
mode`le carte´sien appele´ ”couche de cisaillement” (Goldreich et Lynden-Bell, 1965) dans lequel
les eﬀets de courbure sont ne´glige´s (Fig. 2.2). On notera x, y et z les coordonne´es carte´siennes,
associe´es respectivement a` la direction radiale, azimutale et verticale. Localement, en un point
de rayon r0, la vitesse v d’une particule se de´compose en trois composantes :
• une vitesse de rotation r0Ω(r0)ey, uniforme sur l’intervalle de longueur en x de la couche,
• un cisaillement line´aire duˆ a` la rotation diﬀe´rentielle qui s’exprime
us = −Sxey avec S = −r0dΩ
dr
∣∣∣∣
r=r0
, (2.14)
• des perturbations de vitesse u.
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Figure 2.2 – Mode`le local de la couche de cisaillement
Pour le cas d’une rotation ke´ple´rienne, on a S = 3/2Ω(r0). Dans ce formalisme, un champ
est dit axisyme´trique si il ne de´pend pas de y. Les e´quations qui re´gissent la dynamique des
perturbations u et du champ B s’e´crivent alors :
∇ · u = 0, ∇ ·B = 0, (2.15)
∂u
∂t
− Sx∂u
∂y
+ u · ∇u = 2Ωuyex − (2Ω− S)uxey − 1
ρ
∇Π+ 1
ρμ0
B · ∇B+ νΔu, (2.16)
∂B
∂t
− Sx∂B
∂y
+ u · ∇B = −SBxey +B · ∇u+ ηΔB. (2.17)
2.1.6 Transport de moment cine´tique
Le taux de transport local de moment cine´tique est une quantite´ fondamentale car elle caracte´rise
l’intensite´ de l’accre´tion au sein du disque. Il peut eˆtre de´rive´ a` partir de l’e´quation (2.16). En
r0, l’e´quation d’e´volution du moment cine´tique vertical Lz = ρr0(r0Ω + (2Ω − S)x + uy), par
unite´ de volume, s’e´crit :
∂Lz
∂t
− Sx∂Lz
∂y
+ r0∇ ·
[
ρuyu+ (2Ω− S)xu+Πey − ByB
μ0
− νρ∇uy
]
= 0. (2.18)
Cette e´quation traduit la conservation du moment cine´tique global. Le ﬂux radial de moment
cine´tique Tx est la projection en x du terme sous la divergence. En ne´gligeant le terme de
viscosite´ (cf conside´rations donne´es en 1.1.2i), ce ﬂux s’e´crit alors :
Tx = r0
[
ρux(uy + 2Ωx− Sx)− BxBy
μ0
]
. (2.19)
En prenant la moyenne sur les trois directions de l’espace, note´e 〈〉, et en conside´rant que la
moyenne des ﬂuctuations sur le domaine d’inte´gration est nulle, on obtient alors le coeﬃcient
de transport α eﬀectif (et la viscosite´ e´quivalente) :
α =
νt
ΩH2
=
Tx
Ω2H2ρr0
=
1
Ω2H2
〈
uxuy − BxBy
ρμ0
〉
. (2.20)
On note que le transport de moment cine´tique est proportionnel a` la diﬀe´rence entre les corre´lations
en x et en y des perturbations de vitesse et de champ magne´tique. Le premier terme correspond
au tenseur de Reynolds et le second au tenseur de Maxwell.
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2.2 Mode`le nume´rique de la ”shearing box”
La repre´sentation nume´rique du mode`le de la couche de cisaillement est la ”shearing box”. Depuis
le de´but des anne´es 90, celle-ci s’est ave´re´e tre`s populaire pour simuler localement l’e´coulement
au sein des disques d’accre´tion. Encore aujourd’hui elle est utilise´e dans la mode´lisation de
nombreux ﬂuides astrophysiques dont l’e´coulement de base est cisaille´. Pour la de´crire tre`s sim-
plement, la shearing box est une boite carte´sienne de dimensions (Lx, Ly, Lz), avec Lx et Lz
ge´ne´ralement tre`s petites devant le rayon du disque. On peut ainsi imaginer le disque entier
comme un pavage horizontal de plusieurs shearing box, dont les proprie´te´s statistiques sont
identiques. Cela suppose que l’e´chelle de la turbulence que l’on observe est plus petite que la
taille de la boite. Si l’on ne´glige les eﬀets de courbure et que l’on e´tudie des ondes en spirales non-
axisyme´triques, d’e´chelle azimutale comparable aux pe´rime`tre du disque en r0, alors Ly peut eˆtre
assimile´e a` ce pe´rime`tre. Les e´quations qui y sont de´veloppe´es sont celles pre´sente´es en section
2.1.4. Certains auteurs utilisent la formulation ”compressible” des e´quations de la MHD (qui
contient une e´quation d’e´volution pour l’e´nergie interne) et prennent e´galement en compte l’ef-
fet de la stratiﬁcation verticale en densite´ ρ(z), qui sera ulte´rieurement ne´glige´ dans notre e´tude.
L’inte´reˆt de la shearing box est de pouvoir simuler la turbulence localement sans se pre´occuper
de la ge´ome´trie du disque ni des conditions limites souvent diﬃciles a` de´terminer. Dans ce cadre,
les conditions aux bords sont ge´ne´ralement pe´riodiques dans la direction verticale et azimutale,
et ”shear” pe´riodique dans la direction radiale. Le cas radial est plus complexe a` traiter car les
solutions ne peuvent pas eˆtre strictement pe´riodiques en x dans le re´fe´rentiel tournant a` r0. Une
solution est de se placer dans le re´fe´rentiel ”lagrangien” qui suit le mouvement du cisaillement, ce
qui permet d’ imposer la pe´riodicite´ dans cette direction. La contrepartie de cette transformation,
de´ja remarque´e en section 2.3.2, est que le vecteur d’onde, dans une repre´sentation de Fourier,
de´pend explicitement du temps. Cette formulation de ”shear” pe´riodicite´ a e´te´ introduite dans
le cadre de la MRI et des e´coulements ke´ple´riens par Hawley et al. (1995). Brandenburg et al.
(1995) ont utilise´ un code base´ sur une me´thode de diﬀe´rence ﬁnie. D’autres imple´mentations
ont e´te´ de´veloppe´es au sein des codes ATHENA (Stone et al., 2008), PLUTO (Mignone et al.,
2007), NIRVANA-III (Ziegler, 2008), RAMSES (Fromang et al., 2006) ou SNOOPY (de´veloppe´
par Geoﬀroy Lesur). Certains d’entre eux, comme SNOOPY, utilisent une me´thode pseudo-
spectrale (de´composition en modes de Fourier) dont l’inte´reˆt est de controˆler de fac¸on pre´cise
les eﬀets dissipatifs. Ce code sera largement utilise´ au cours de cette the`se et est pre´sente´ en
annexe A.1.
2.3 Instabilite´ magne´torotationnelle line´aire
Nous allons a` pre´sent nous inte´resser a` l’instabilite´ MRI, active en particulier dans les e´coulements
magne´tise´s en rotation ke´ple´rienne. Cette instabilite´ line´aire, qui a la capacite´ d’ampliﬁer ex-
ponentiellement des perturbations d’amplitude initialement faible, est un me´canisme puissant
permettant de transporter le moment cine´tique. Nous commencerons par rappeler le principe
physique de l’instabilite´ puis nous e´tudierons en de´tails ses proprie´te´s line´aires, c’est a` dire la
manie`re dont les perturbations e´voluent lorsqu’elles restent faibles par rapport a` l’e´coulement
de base cisaille´ et au champ magne´tique support de l’instabilite´.
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2.3.1 Principe de l’instabilite´
Aﬁn d’expliquer le principe ge´ne´ral de la MRI, nous supposons un disque en rotation ke´ple´rien-
ne (telle que conside´re´ par Balbus et Hawley (1991)), en pre´sence d’un champ magne´tique axi-
syme´trique purement toro¨ıdal (dans la direction azimutale). En re´alite´ la MRI peut se de´velopper
pour une ge´ome´trie arbitraire, en particulier pour un champ polo¨ıdal (dans le plan perpendicu-
laire a` l’e´coulement). Conside´rons un e´tat initial ou` 2 particules de plasma, de meˆme moment
cine´tique, sont situe´es sur une ligne de champ commune en r = r0 (Fig. 2.3a). A la suite d’une
perturbation, la premie`re particule subit un de´placement δr1 > 0 (vers une orbite plus haute)
et la deuxie`me un de´placement δr2 < 0 (vers une orbite plus basse).
Bφ 
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Figure 2.3 – Principe de la MRI et de son eﬀet sur la ligne de champ toro¨ıdal. Remarque : ce
sche´ma est une repre´sentation de la MRI tre`s simpliﬁe´e et peu re´aliste dans un plasma ﬂuide.
En re´alite´ les eﬀets de pression interdisent un mouvement 2D tel que repre´sente´ ici.
Si le plasma est peu re´sistif, le champ reste attache´ aux deux particules (the´ore`me du
champ gele´) et a` cause de la rotation diﬀe´rentielle, la ligne de champ se retrouve de´forme´e
(Fig. 2.3b). La tension magne´tique associe´e a` cette de´formation ge´ne`re une force de rappel
(tension magne´tique) illustre´e par les ﬂe`ches violettes sur la ﬁgure 2.3c. La composante toro¨ıdale
de la tension magne´tique (en rouge) a tendance a` acce´le´rer la premie`re particule et a` freiner la
deuxie`me. Il en re´sulte que la premie`re va gagner encore plus de moment cine´tique et monter,
tandis que la deuxie`me va en perdre et va continuer a` descendre. Les deux particules vont eˆtre
de plus en plus e´loigne´es et la tension magne´tique entre les deux va eˆtre ampliﬁe´e. Le couple
magne´tique transfe`re le moment cine´tique de la seconde vers la premie`re particule, e´vacuant
ainsi globalement ce moment cine´tique vers l’exte´rieur du disque. L’instabilite´ n’est possible que
si la vitesse de rotation du ﬂuide de´croit avec le rayon, ce qui est le cas du proﬁl ke´ple´rien, car
dans le cas contraire, la composante toro¨ıdale de la tension magne´tique serait dirige´e dans le
sens oppose´ et n’aurait donc plus l’eﬀet de´stabilisant. On peut e´galement remarquer que si le
champ magne´tique est trop fort, la composante radiale de la force de tension magne´tique peut
avoir une action stabilisante en empeˆchant les particules de trop s’e´loigner et en les ramenant
a` leur position initiale. On voit donc que l’instabilite´ est le re´sultat de plusieurs ingre´dients qui
sont :
• la pre´sence d’un champ magne´tique grande e´chelle de magnitude assez faible ;
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• des perturbations de vitesse et de champ magne´tique de´formant les lignes de champ ;
• une rotation diﬀe´rentielle qui de´croˆıt avec le rayon.
2.3.2 Proprie´te´s de l’instabilite´ dans un champ magne´tique uniforme et constant
i) Line´arisation des e´quations
Aﬁn d’obtenir un crite`re de stabilite´ pour la MRI, nous allons e´tudier localement l’e´volution
d’une perturbation de champ magne´tique b et de vitesse u en line´arisant les e´quations de la
MHD dans le mode`le de la couche de cisaillement pre´sente´ en section 2.1.5. On suppose le champ
magne´tique de la forme :
B = B0 + b avec B0 = B0yey +B0zez
B0y et B0z sont les composantes toro¨ıdale et verticale a` grande e´chelle du champ magne´tique,
suppose´es uniformes et constantes dans le disque. La pre´sence d’une composante radiale n’est
pas indispensable ici pour de´crire l’instabilite´. L’eﬀet de la re´sistivite´ et de la viscosite´ sont pris
en compte. En ne´gligeant les termes non-line´aires, on obtient les e´quations line´arise´es suivantes :
∇ · u = 0, ∇ · b = 0, (2.21)
∂u
∂t
− Sx∂u
∂y
= −1
ρ
∇Π+ 2Ωuyex − (2Ω− S)uxey + 1
ρμ0
(
B0y
∂b
∂y
+B0z
∂b
∂z
)
+ νΔu, (2.22)
∂b
∂t
− Sx∂b
∂y
= −Sbxey +
(
B0y
∂u
∂y
+B0z
∂u
∂z
)
+ ηΔb. (2.23)
ii) Perturbations axisyme´triques
Dans un premier temps, nous restreignons l’e´tude au cas d’ondes axisyme´triques, c’est a` dire ne
de´pendant pas de y. On cherche a` de´composer les solutions sur des modes de Fourier orthogonaux
de la forme V (ω, k) exp i(k.r − ωt) avec ω la pulsation et k = (kx, 0, kz) le vecteur d’onde.
L’e´quation de dispersion est obtenue en injectant ces modes dans les e´quations line´arise´es. On
obtient un syste`me de 6 e´quations scalaires dont on peut calculer le de´terminant. L’annulation
de ce de´terminant permet d’obtenir la relation de dispersion suivante :
(ωνωη − ω2A)[ω2νω2η − 2ωνωηω2A − δ2κ2ω2η − ω2A(S2 − ω2A)] = 0, (2.24)
ou` ων et ωη sont de´ﬁnies par ων = ω− iνk2 et ωη = ω− iηk2. La pulsation d’Alfve´n ωA est relie´e
au champ B0 par la relation :
ωA =
(B0.k)√
ρμ0
= VA.k,
ou` VA = B0/
√
ρμ0 est la vitesse d’Alfve´n et κ
2 = 2Ω(2Ω − S) est la fre´quence e´picyclique
qui repre´sente la fre´quence hydrodynamique naturelle (sans champ magne´tique) a` laquelle un
e´le´ment de masse, en orbite dans le disque, oscille radialement. On a introduit e´galement le
facteur δ = kz/k.
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Figure 2.4 – Taux de croissance de la MRI axisyme´trique line´aire en fonction de ωA pour δ = 1,
ν = 0 et η = 0.
La relation de dispersion e´tant d’ordre e´leve´, il est diﬃcile de donner une solution analytique
simple. Dans un premier temps, nous e´tudions donc le crite`re d’instabilite´ de la MRI sans
dissipation, c’est-a`-dire en posant η = 0 et ν = 0. On remarque tout d’abord la branche de
solution Alfve´nique ω = ±ωA. Cette solution ne nous inte´resse pas car elle n’est pas instable, ω
e´tant re´el (le crite`re d’instabilite´ est ω2 < 0). Concentrons-nous donc sur le deuxie`me membre
de l’e´quation (2.24) qui est du second ordre en ω2 et dont nous pouvons donner les racines :
ω2 = ω2A +
κ2δ2
2
± 1
2
√
κ4δ4 + 16ω2AΩ
2δ2. (2.25)
Ce terme ne peut eˆtre ne´gatif qu’en prenant la solution avec le signe ne´gatif ; apre`s quelques
calculs, la condition d’instabilite´ ω2 < 0 s’e´crit alors ω2A < δ
2(4Ω2 − κ2) = 2δ2ΩS. On en de´duit
en particulier que dΩ/dr = −S/r0 < 0 est une condition ne´cessaire d’instabilite´. Dans le cas
ke´ple´rien on remarque que S = 3/2Ω et donc que κ = Ω, ce qui donne ﬁnalement :
0 < ω2A < 3Ω
2δ2. (2.26)
La premie`re conclusion que l’on peut tirer de cette e´tude est que la MRI n’existe que si le vecteur
d’onde a une composante non nulle dans la direction du champ magne´tique (ωA = k.VA = 0).
Ceci traduit le roˆle essentiel joue´ par la tension magne´tique. La deuxie`me est que la MRI est une
instabilite´ de champ faible, c’est-a`-dire que si la pulsation Alfve´nique (qui de´pend de l’intensite´
du champ et du vecteur d’onde) est trop grande, il n’y a pas de croissance des perturbations. La
limite est donne´e par la valeur ωA =
√
3Ωδ. En eﬀet un champ magne´tique trop fort conduit a`
une tension magne´tique rigidiﬁante qui rend impossible le de´veloppement de l’instabilite´. Les pe-
tites longueurs d’onde (k2 grand) sont aussi rapidement stabilise´es pour une intensite´ de champ
ﬁxe´e.
Nous avons trace´ le taux de croissance de l’instabilite´ γ = −iω en fonction de ωA (Fig. 2.4)
aﬁn d’e´tudier le comportement asymptotique de l’instabilite´ et de ses maximas dans le cas
ke´ple´rien. Pour le trace´ on a pris ici une valeur de δ =1 (kx = 0) et on a normalise´ le taux
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Figure 2.5 – A gauche : e´volution temporelle du vecteur d’onde non-axisyme´trique. A droite :
diagramme d’instabilite´ de la MRI non-axisyme´trique (Balbus et Hawley, 1992).
de croissance et ωA a` S. γ atteint un maximum, e´gal a` S/2 pour ωA =
√
5/12S. Ce taux de
croissance est de l’ordre de l’inverse de la pe´riode orbitale et est l’un des plus e´leve´s obtenu pour
une instabilite´ en pre´sence de cisaillement (Balbus et Hawley, 1992). Cela fait par conse´quent fait
de la MRI une instabilite´ incontournable dans l’e´tude de la dynamique des disques d’accre´tion.
iii) Cas d’un champ toroidal : perturbations non-axisyme´triques
Lorsque le champ est purement toroidal, les ondes ampliﬁe´es par la MRI sont ne´cessairement
non-axisyme´triques, c’est-a`-dire de´pendant de la variable y (ky = 0). En eﬀet, le vecteur d’onde
doit toujours avoir une composante coline´aire avec le champ support pour que la MRI puisse
eˆtre active. On parle alors d’ondes de cisaillement (en anglais ”shearing waves”), aussi connues
sous le nom d’ondes d’Orr-Kelvin (Lord Kelvin, 1887; Orr, 1907). Nous verrons par la suite que
l’excitation de telles ondes 3D par la MRI est tre`s importante pour exciter une dynamo dans les
disques. Il est inte´ressant de comprendre comment ces perturbations sont ampliﬁe´es par la MRI
par rapport au cas d’ondes axisyme´triques.
La grande diﬀe´rence avec les perturbations axisyme´triques est qu’elles ne se de´composent pas
en modes de Fourier classiques. En eﬀet il n’est pas possible de rendre pe´riodique la coordonne´e
carte´sienne x car le terme de cisaillement moyen −Sx∂u/∂y dans l’e´quation (2.22) de´pend
line´airement de x. Pour reme´dier a` ce proble`me, on peut en fait introduire un vecteur d’onde
qui de´pend explicitement du temps :
kx = kx(0) + Skyt, ky = ky(0), kz = kz(0). (2.27)
Cette ope´ration revient a` trouver des modes plans normaux dans un re´fe´rentiel lagrangien qui
suit le cisaillement et dans lequel −Sx∂u/∂y est absorbe´ dans la de´rive´e temporelle. On voit
que la composante en x du vecteur d’onde de´pend du temps, ce qui de´crit mathe´matiquement
l’enroulement d’ondes en spirale dans un e´coulement en rotation diﬀe´rentielle.
Le cisaillement fait tourner le front d’onde tout en e´tirant le vecteur k de fac¸on a` faire
diminuer progressivement la longueur d’onde radiale. Lorsque le vecteur k a une composante
radiale kx de signe oppose´ a` ky, on dit que l’onde est dans un mode ”leading”. La norme de
kx de´croit line´airement jusqu’au temps τsh = |kx(0)/Sky| ou` elle s’annule. Puis l’onde s’enroule
(kxky > 0), on dit alors qu’elle est dans un mode trailing. Au temps longs, |kx(t)| tend vers
l’inﬁni, ce qui correspond a` une structure spirale feuillete´e qui ﬁnit toujours par mourir sous
l’eﬀet combine´ du cisaillement et de la dissipation visqueuse et magne´tique.
Malgre´ leur comportement aux temps longs, ces modes non-axisyme´triques, sont ampliﬁe´s
par la MRI au moins de fac¸on transitoire. Dans les e´quations line´arise´es, la de´rive´e spatiale en x
2. Instabilite´, turbulence et dynamo magne´torotationnelles 39
va se traduire par un terme ikx = ikx(0)+ iSkyt de´pendant du temps ; la de´rive´e temporelle des
perturbations ne peut donc plus se mettre plus sous la forme −iω en raison de la de´pendance
explicite des e´quations par rapport au temps. Le calcul de la MRI non-axisyme´trique a e´te´ par-
tiellement re´alise´ par Balbus et Hawley (1992), avec prise en compte de la compressibilite´. Nous
nous limitons ici au cas d’un e´coulement incompressible. L’e´quation obtenue est une e´quation
quartique sur les perturbations de champ magne´tique radial :
1
γ2
[
d2
dt2
+ ω2A
]2
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2
[
d2
dt2
+
(
1− 4Ω
2
κ2
)
ω2A
]
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k2z
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[
d2
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]
dbx
dt
= 0. (2.28)
On retrouve bien le terme ωA de pulsation alfve´nique qui intervient dans le terme d’induc-
tion et de force de Lorentz ainsi que la pulsation e´picyclique κ. Remarquons tout d’abord que
l’annulation de ky dans l’expression ci-dessus nous rame`ne au cas axisyme´trique. Un terme de
plus contenant la composante kx dans le terme de droite caracte´rise l’e´volution des ondes on-
axisyme´triques ; selon la valeur de kx, l’e´quation (2.28) peut changer de nature. Par conse´quent
lorsque l’onde est suﬃsamment trailing (kx grand), la solution peut passer d’une exponentielle
croissante a` une fonction de´croissante ou oscillante. Sur la ﬁgure 2.5 (a` droite), on voit que la
re´gion d’instabilite´ est traverse´e lorsque l’onde passe de leading a` trailing. Lorsque l’onde est
cisaille´e et que k devient suﬃsamment grand, l’onde quitte la re´gion instable et ﬁnit par eˆtre
dissipe´e.
Aux temps courts, c’est a` dire lorsque kx = kx0 + Skyt reste infe´rieur a` kz et si ky  kz,
il est possible d’obtenir une solution approche´e de l’e´quation (2.28), qui reproduit la croissance
exponentielle transitoire de l’onde par la MRI. Cette solution est obtenue par une analyse WKB
sur le petit parame`tre ky/kz. Cette approche a e´te´ notamment utilise´e par Lesur et Ogilvie
(2008a) aﬁn de calculer les modes non-axisyme´triques MRI en champ non-uniforme, et donne
de bons re´sultats en comparaison avec les solutions line´aires obtenues nume´riquement.
2.3.3 Eﬀet de la dissipation sur l’instabilite´ line´aire
L’eﬀet de la viscosite´ ν et de la diﬀusivite´ magne´tique η est caracte´rise´ par deux nombres sans
dimension, les nombres de Reynolds (Re) et de Reynolds magne´tique (Rm), de´ﬁnis dans le cas
incompressible par :
Re =
SL2
ν
et Rm =
SL2
η
, (2.29)
ou` L est la longueur physique caracte´ristique du domaine e´tudie´ dans le mode`le de couche de
cisaillement. Le re´gime de bas Re (forte viscosite´) se traduit par une re´sistance de l’e´coulement
vis-a`-vis des forces entretenant sa dynamique. Si la viscosite´ est trop importante, la force de
Lorentz n’est pas suﬃsante pour de´stabiliser le ﬂuide. Le taux de croissance diminue avec Re
jusqu’a` s’annuler pour un certain Re critique. Un calcul re´alise´ par Lesur (2007) montre qu’en
re´alite´ pour n’importe quel Re il y a toujours possibilite´ de ge´ne´rer de la MRI pourvu que Rm
soit suﬃsamment grand. En dessous d’un certain Re (autour de 10-20), cette condition n’a plus
de sens physique car la plupart des disques d’accre´tion n’ont pas de Rm inﬁniment grands.
La re´sistivite´ magne´tique, quant a` elle, limite les eﬀets inductifs et autorise les lignes de
champ a` glisser dans l’e´coulement, diminuant l’eﬀet de la tension magne´tique. Lorsque le rappel
magne´tique devient trop faible pour compenser la force de Coriolis stabilisante, la MRI disparait.
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Figure 2.6 – Taux de croissance de la MRI axisyme´trique, normalise´ par rapport a` S, en fonction
de Re et Rm, pour diﬀe´rents ωA.
La limite d’instabilite´ est obtenue pour un Rm critique quand ces deux forces sont du meˆme
ordre de grandeur. Ce Rm critique de´pend du Re mais tend rapidement vers une valeur ﬁnie
quand Re  1. Cet eﬀet de re´sistivite´ peut poser des proble`mes dans les disques faiblement
ionise´s comme les disques d’e´toiles jeunes, nous y reviendrons en ﬁn de chapitre.
Analytiquement, les termes de dissipation ajoutent une de´pendance des modes de perturba-
tions en e−k2νt et e−k2ηt. Le calcul nume´rique pre´cis du taux de croissance γ axisyme´trique en
fonction de Re et Rm peut eˆtre eﬀectue´ en cherchant les ze´ros du polynoˆme d’ordre 4 associe´
a` l’e´quation de dispersion (2.24). La ﬁgure 2.6 montre que γ de´croit lorsque la dissipation est
plus forte. Ce comportement ne de´pend pas de l’intensite´ du champ magne´tique, bien que le Rm
critique pour lequel l’instabilite´ se de´clare (γ > 0) augmente lorsque ωA diminue. On notera que
le taux de croissance tend vers une valeur asymptotique quand Re et Rm tendent tous les deux
vers l’inﬁni. L’eﬀet de la dissipation sur les ondes non-axisyme´triques est un peu plus subtil. La
de´pendance du taux de croissance est globalement la meˆme que pour des ondes axisyme´triques
(autrement dit, l’onde e´volue de la meˆme manie`re au temps courts). En revanche aux temps
longs, les ondes non-axisyme´triques sont fortement cisaille´es, donc leur longueur d’onde radiale
devient de plus en plus petite avec le temps. Plus l’e´chelle des perturbations est petite, plus le
temps de diﬀusion diminue (tD ∝ 1/νk2 ou ∝ 1/ηk2). Comme kx augmente proportionnellement
a` t pour ces ondes, celles-ci de´croissent alors en exp(−νk2yS2t3) ou exp(−ηk2yS2t3). La dissipa-
tion a donc pour eﬀet de tuer tre`s eﬃcacement la MRI au temps longs, quelque soit la condition
initiale ou ωA.
2.4 Turbulence magne´torotationnelle en champ magne´tique impose´
a` ﬂux net
La the´orie line´aire de la MRI, que nous venons de pre´senter, n’est pas suﬃsante pour de´crire
l’eﬀet de l’instabilite´ dans son ensemble et en particulier les proprie´te´s de turbulence qui en
de´coule. Pour cela, il est essentiel d’e´tudier la phase non-line´aire de son e´volution. L’approche
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analytique est limite´e pour e´tudier cette phase et il est par conse´quent approprie´ d’utiliser les
simulations nume´riques dans le mode`le de la shearing box (voir section 2.2).
Dans cette section, nous pre´sentons les re´sultats des simulations de la MRI pour un champ
impose´ (impliquant que le ﬂux magne´tique total a` travers une section de la shearing box est
une constante non nulle). L’une des principales quantite´s mesure´e dans ces simulations est le
coeﬃcient α (de´ﬁni par l’e´quation 2.20) qui traduit l’eﬃcacite´ du transport turbulent.
2.4.1 E´volution non-line´aire et transition vers la turbulence
Les premie`res simulations de la MRI et de son comportement non-line´aire, dans cette conﬁgura-
tion ont e´te´ re´alise´es par Hawley et Balbus (1991) en 2D. Ils ont montre´ que les modes ampliﬁe´s
par la MRI prenaient la forme de ”chaines” dans leur phase non-line´aire. Ces modes e´tirent les
lignes de champ magne´tique dans la direction radiale, emportant le champ et la matie`re de part
et d’autre de leur orbite initiale. Leur e´tude sugge`re que ces structures transportent eﬃcacement
le moment cine´tique vers l’exte´rieur du disque. Lorsque la phase non-line´aire est suﬃsamment
avance´e, les lignes de champ magne´tique et de vitesse forment des plis de plus en plus resse´re´s,
produisant d’importants gradients (verticaux si le champ support de la MRI est dans la direction
z et horizontaux si celui-ci est toroidal). Goodman et Xu (1994) ont montre´ que ces structures
en forme de ”chaines” e´taient line´airement instables vis a` vis de deux types d’instabilite´s secon-
daires, la plus rapide s’apparentant a` une instabilite´ de Kelvin-Helmotz. Leur conclusion indique
que ces instabilite´s, dites ”parasites”, semblent pouvoir de´stabiliser l’e´coulement et l’amener, par
cascade, vers un e´tat de turbulence MHD. D’autres auteurs comme Latter et al. (2009) ont e´tudie´
le de´veloppement d’instabilite´s line´aires de type ”pinch” ou ”tearing”, prenant naissance sur les
courants importants qui se forment sur ces modes en chaines. Leur e´tude (en 3D) sugge`re ce-
pendant que le renouvellement et la destruction successives de ces modes, conduisant a` un e´tat
de turbulence de´veloppe´e, est lie´e a` la pre´sence d’un me´canisme non-line´aire, impliquant l’inter-
action de plusieurs modes MRI actifs.
Les simulations 3D de la MRI en ﬂux net, dans la shearing box, ont e´te´ initie´es par Hawley
et al. (1995). Dans un premier temps, ces simulations indiquent que l’e´volution non-line´aire de
la MRI conduit syste´matiquement a` un e´tat de turbulence MHD subsonique, initie´ par des in-
stabilite´s parasites de modes MRI non-axisyme´triques. Le transport radial de moment cine´tique
obtenu dans leur conﬁguration se fait vers l’exte´rieur du disque avec une eﬃcacite´ en accord avec
les observations (α variant de 10−3 a` 10−1). Le tenseur de Maxwell (voir eq. (2.20)), contribue
majoritairement a` ce transport. Ces travaux ont notamment montre´ que la turbulence initie´e par
la MRI se de´veloppe quelque soit la ge´ome´trie du champ support, qu’il soit vertical ou toroidal.
Le transport obtenu est cependant plus faible dans le cas d’un champ toroidal.
Les simulations 3D que nous avons pre´sente´es jusqu’ici n’incluent pas la stratiﬁcation ver-
ticale. Lorsque celle-ci est prise en compte, des diﬃculte´s apparaissent pour soutenir un e´tat
turbulent (Miller et Stone, 2000). Pour un champ initialement toroidal et uniforme, les modes
en chaines, ampliﬁe´s par la MRI, sont bien observe´s mais sont vite expulse´s du plan du disque a`
cause de la ﬂottaison magne´tique induite par la stratiﬁcation. Il se forme alors une couche tre`s
magne´tise´e et chaude dans les parties hautes du disque (z > 2H). La turbulence reste localise´e
au niveau du plan et n’atteint jamais un e´tat stationnaire (grande variabilite´ temporelle de
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Figure 2.7 – A gauche : e´volution non-line´aire des modes magne´tiques MRI, prenant la forme
de chaines au temps longs et transportant la matie`re dans la direction radiale. Le temps indique´
est exprime´ en Ω−1 (tire´ de Hawley et Balbus (1991)). A droite : simulation dans la shearing
box de turbulence MRI 3D avec le code SNOOPY (G. Lesur, P.Y. Longaretti).
l’e´coulement). De plus elle ne semble pas aussi eﬃcace que dans le cas d’une densite´ homoge`ne
(α < 2.10−2. Pour un champ initialement vertical, la croissance des modes en chaines induit
une pression magne´tique si forte qu’elle ﬁnit par briser la structure du disque. Le proble`me a
e´te´ revisite´ tre`s re´cemment par Lesur et al. (2013); Fromang (2013) qui ont sugge´re´ que des
jets ou des vents MHD e´taient associe´s a` la dynamique magne´torotationnelle dans les mode`les
de disques stratiﬁe´s. Nous verrons dans la section 2.5 que ces conclusions ne s’appliquent pas
force´ment lorsque le champ est a` ﬂux nul. Les proprie´te´s de la turbulence force´e par la MRI
de´pendent de la ge´ome´trie et la de´pendance spatiale du champ magne´tique.
2.4.2 Eﬀet de la dissipation et implications pour la physique des disques.
La plupart des simulations que nous avons e´voque´es pre´ce´demment n’incluaient pas explicite-
ment les eﬀets dissipatifs, a` savoir le frottement visqueux et la re´sistivite´ (caracte´rise´s par le
Re et le Rm). Mais si aucune dissipation d’origine physique apporte´e par ν et η n’est impose´e,
l’e´nergie introduite cascade a` l’e´chelle de la grille nume´rique et ﬁnit tout de meˆme par eˆtre
dissipe´e. La dissipation d’e´nergie dans ces simulations est donc comple`tement domine´e par des
eﬀets nume´riques. Ce proble`me a e´te´ initialement souleve´ dans ce contexte par Fromang et Pa-
paloizou (2007); Davis et al. (2010); Pessah et al. (2007) dans des conﬁgurations de champ a`
ﬂux nul ou` le transport mesure´ dans les simulations de´pendait de la re´solution nume´rique.
La dissipation visqueuse et ohmique ont en re´alite´ un impact majeur sur le de´veloppement
de la MRI et de la turbulence associe´e. Tout d’abord, nous avons vu en section 2.3.3 que la MRI
elle meˆme est inactive en dessous d’un certain Rm. Or les re´gions externes (r  1 U.A.) et les
couches profondes des disques protostellaires sont ge´ne´ralement froides et denses, avec un taux
d’ionisation assez faible (voir section2.1.3). La re´sistivite´ du plasma peut donc eˆtre tre`s forte
dans ces re´gions (Rm < 100). La pre´sence de ces ”dead zones”, pouvant occuper un volume
important du disque, a suscite´ un de´bat sur la question de l’eﬃcacite´ du transport induit par
la turbulence MRI. De nombreuses e´tudes ont depuis e´te´ mene´es pour comprendre les relations
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Figure 2.8 – A gauche : eﬃcacite´ du transport α en fonction de Pm, d’apre`s les simulations
de MRI en champ impose´ de Lesur et Longaretti (2007). A droite : e´valuation du Pm dans un
disque autour d’un trou noir de 108 masses solaires, et un α de 0.02 (Balbus et Henri, 2008). La
re´gion de Pm >1 occupe un volume faible dans le disque.
entre la couche superﬁcielle MRI-active et les dead zones dans le but de mieux cerner la dy-
namique de ces re´gions et contraindre le transport global dans les disques. Fleming et Stone
(2003) ont montre´ qu’un transport signiﬁcatif pouvait exister dans la zone morte, induit par la
propagation d’ondes de densite´ se formant a` partir de la zone active. Latter et Balbus (2012)
ont e´galement pointe´ l’existence d’une zone bistable e´tendue, comprise entre la zone active et la
zone morte, et pouvant osciller entre un e´tat turbulent a` un e´tat laminaire.
En plus de ce proble`me des ”dead zones”, les simulations nume´riques de la MRI en champ
impose´ (Lesur et Longaretti, 2007) ont montre´ que le coeﬃcient de transport turbulent α de´croit
rapidement lorsque le Prandtl magne´tique (Pm), de´ﬁni comme le rapport entre ν et η, tend vers 0
(voir Fig. 2.8 a` gauche). Ainsi meˆme dans des re´gimes de dissipation ou` la MRI est line´airement
active, il se peut que le transport turbulent soit tre`s faible. Cette de´pendance n’est toujours
pas comprise et son importance n’a e´te´ re´alise´e que re´cemment. Dans la section suivante, nous
montrerons que le proble`me du Prandt magne´tique se pose e´galement dans les simulations ou` le
champ magne´tique n’est pas impose´ (ﬂux nul), avec des conse´quences encore plus dramatiques.
Cette diminution du transport a` bas Pm peut poser des proble`mes dans le cas des disques froids
et faiblement ionise´s, ainsi que dans les disques chauds caracte´rise´s par Pm  1. Dans ce dernier
cas, Balbus et Henri (2008) ont montre´ que les zones de Pm  1 sont souvent de taille re´duite,
comme l’indique la ﬁgure 2.8 (droite). En re´sume´, bien que la MRI soit de toute e´vidence une
instabilite´ centrale dans le processus d’accre´tion, il semble que son action puisse eˆtre limite´e par
ces eﬀets diﬀusifs. D’autres me´canismes physiques, couple´s a` la MRI, comme les vents MHD,
sont donc e´galement e´tudie´s aujourd’hui pour rendre compte du transport de moment cine´tique
observe´.
2.5 Turbulence et dynamo magne´torotationnelles
Jusqu’a` pre´sent, nous nous sommes focalise´s uniquement sur des simulations ou` le champ support
de l’instabilite´ e´tait impose´ de manie`re externe. Mais comment ce champ magne´tique est-il
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ge´ne´re´ puis entretenu durant la phase d’accre´tion du disque ? Comme nous l’avons explique´
dans la section 1.2, il est possible qu’il trouve son origine dans un me´canisme de dynamo non-
cine´matique faisant intervenir l’instabilite´ magne´torotationnelle elle meˆme. L’objectif de cette
section est de donner un aperc¸u des re´sultats nume´riques obtenus a` ce sujet.
2.5.1 Simulations de l’instabilite´ MRI en ﬂux magne´tique nul
Aﬁn de savoir si un eﬀet dynamo dans les disques e´tait possible, plusieurs simulations locales de
turbulence MRI dans un e´coulement ke´ple´rien ont e´te´ re´alise´es dans la shearing box, laissant la
possibilite´ au champ grande e´chelle d’e´voluer dans le temps (Hawley et al., 1996; Brandenburg
et al., 1995; Stone et al., 1996). Le champ magne´tique dans ces simulations (excepte´ celles de
Brandenburg et al. (1995)) a un ”ﬂux nul”, a` travers la shearing box. Cette condition assure
que toute l’e´nergie magne´tique est dissipe´e par eﬀet Joule si aucun me´canisme dynamo n’est
actif. Cette conﬁguration s’oppose donc a` celle utilise´e dans les simulations de turbulence MRI
de´crites dans la section 2.4, pour lesquelles le champ magne´tique support de la MRI e´tait impose´
et ne pouvait pas de´croitre.
Figure 2.9 – A gauche : exemple de simulation de turbulence MRI 3D en ﬂux nul sans strati-
ﬁcation par Fromang et al. (2007). Les couleurs repre´sentent l’intensite´ du champ toroidal dans
le plan poloidal (x,z). A droite : diagramme ”papillon” illustrant les variations du champ axi-
syme´trique toroidal (moyenne´ en x et y) en fonction de z et du temps t dans une simulation de
dynamo stratiﬁe´e. Les zones situe´es a` haute altitude z ∼ 2 sont fortement magne´tise´es (Simon
et al., 2011).
Dans le cas d’une densite´ homoge`ne et pour des conditions de shear-pe´riodicite´, Hawley et al.
(1996) ont montre´ qu’une turbulence 3D dans le re´gime ke´ple´rien se maintenait sur des temps
longs et que le transport associe´ e´tait de l’ordre de α ∼ 10−2, certes plus faible que dans le
cas d’un champ moyen impose´, mais compatible avec les observations. Comme nous allons le
voir au chapitre 3, la dynamique est le re´sultat d’un processus auto-entretenu ou` la turbulence
et la ge´ne´ration du champ magne´tique sont intimement lie´s. L’un et l’autre ne peuvent exister
inde´pendamment : le champ magne´tique permet d’activer la turbulence, a` travers la MRI, qui
a` son tour re´troagit non-line´airement sur ce champ, lui permettant de rester en vie. Si un tel
couplage non-line´aire e´tait absent, la dissipation ohmique aurait pour eﬀet de tuer le champ
support de la MRI et donc la turbulence associe´e. Ce processus est ne´cessairement 3D et a la
proprie´te´ d’eˆtre sous-critique. Hawley et al. (1996) ont notamment mis en e´vidence que la tur-
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bulence de´croit rapidement si la force de Lorentz n’est pas active, ce qui montre que la the´orie
cine´matique est inade´quate pour rendre compte de la dynamo dans les disques d’accre´tion.
Dans le cas d’un disque ke´ple´rien stratiﬁe´, Brandenburg et al. (1995) et Stone et al. (1996)
ont mis en e´vidence une dynamo non-line´aire de meme nature, entretenant la turbulence sur
des temps longs. Le transport observe´ est sensiblement le meˆme que dans le cas d’une densite´
homoge`ne. Dans l’e´tude de Brandenburg et al. (1995), les conditions aux bords dans la direction
verticale ne sont pas pe´riodiques. Le ﬂux de vitesse a` travers la section haute et basse de la boite
est nul, contrairement a` la conﬁguration de Hawley et al. (1996). Ces deux travaux ont montre´
en particulier que l’e´coulement stratiﬁe´ e´tait compose´ de deux parties : une couche faiblement
magne´tise´e dans le plan me´dian du disque ou` la pression thermique domine et deux couches (de
part et d’autres du plan me´dian) fortement magne´tise´es ou` la pression magne´tique est compa-
rable a` la pression thermique. Cette structure, comme nous l’avons vu en section 2.4, est typique
des boites stratiﬁe´es et ne semble pas de´pendre de la conﬁguration magne´tique (ﬂux nul ou non).
Ces simulations re´ve`lent e´galement que le champ toroidal a` grande e´chelle varie fortement
dans la boite et que sa polarite´ s’inverse re´gulie`rement. Ce comportement pseudo-cyclique a e´te´
conﬁrme´ par des e´tudes plus re´centes (Davis et al., 2010; Simon et al., 2011). Dans le cas stra-
tiﬁe´, le champ magne´tique dans les couches coronales du disque pre´sente des structures re´gulie`res
dans le temps, rappelant les diagrammes papillons observe´s dans la dynamo solaire (Fig. 2.9).
La dynamo non-line´aire observe´e dans ces simulations semble tre`s diﬀe´rente d’une dynamo
αΩ. Dans certaines conﬁgurations, ne´anmoins, la the´orie de champ moyen pourrait reproduire
statistiquement l’e´volution du champ magne´tique sur des temps longs (Gressel, 2010; Simon
et al., 2011). Des liens pourraient exister entre les deux formes de dynamo en particulier dans
un re´gime de turbulence de´veloppe´e.
2.5.2 Inﬂuence du Prandtl magne´tique sur la transition dynamo
Si les simulations nume´riques pre´sente´es en section 2.5.1 sugge`rent qu’une dynamo MRI peut
eˆtre entretenue dans un e´coulement cisaille´ a` ﬂux magne´tique nul, elles ne donnent aucune in-
dication sur l’eﬀet de la dissipation visqueuse et ohmique sur ce processus. A l’origine, l’ide´e
d’introduire dans les simulations une viscosite´ ν et une diﬀusitivite´ magne´tique η ﬁnies fut pro-
pose´e en re´ponse aux proble`mes de convergences observe´s dans les simulations ou` ces coeﬃcients
ne sont pas explicitement introduits (voir section 2.4.2).
L’introduction de ces coeﬃcients dissipatifs a permis de limiter ces proble`mes de convergence
et de fac¸on inattendue, mettre en e´vidence que l’existence d’une dynamo MRI semble de´pendre
de manie`re critique des eﬀets lie´ a` la viscosite´ et a` la re´sistivite´. Les simulations en ﬂux nul de
Fromang et al. (2007) re´alise´es dans la shearing box (rapport d’aspect Ly/Lx = 4), dans une
conﬁguration compressible isotherme ont en eﬀet montre´ qu’il existe un re´gime de dissipation
pour lequel la dynamo MRI et donc la turbulence ne sont plus soutenus. La ﬁgure 2.10 tire´e
de cet article, montre comment e´volue la frontie`re se´parant le re´gime turbulent (ou` la dynamo
MRI est active) du re´gime laminaire (ou` elle est inactive) en fonction de Re et Rm. Cette courbe
indique qu’a` bas Re la turbulence MHD n’est observe´e qu’au dessus d’un certain Rm critique,
ce qui est attendu et se comprend simplement. A plus grand Re, cependant, elle ne se de´clare
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Figure 2.10 – A gauche : e´tat de l’e´coulement (turbulent ou non) pour un champ magne´tique
a` ﬂux nul dans le plan (Re,Rm) d’apre`s Fromang et al. (2007). La ligne pointille´e sur la courbe
de droite de´note la ligne Pm=1. A gauche : frontie`re de la transition turbulente dans le plan
(Re,Pm). L’existence d’une limite asymptotique autour de Pm = cte reste hypothe´tique.
que dans un re´gime ou` le Prandtl magne´tique Pm = ν/η est qualitativement supe´rieur a` 1.
Autrement dit, il semble exister un Re critique (qui croit avec le Rm) au dela` duquel la dynamo
n’est plus viable, ce qui est beaucoup plus surprenant.
L’observation d’une transition entre un e´tat turbulent et un e´tat laminaire (correspondant au
proﬁl de base ke´ple´rien) autour de Pm = 1 est un re´sultat plutoˆt robuste car il a e´te´ e´galement
remarque´ dans les simulations stratiﬁe´es verticalement (Simon et al., 2011). Par ailleurs, les si-
mulations conduites au cours de cette the`se indiquent qu’une transition similaire a lieu pour un
e´coulement incompressible et quelque soit le rapport d’aspect de la sheating box conside´re´ (voir
chapitre 4). Cependant aucune e´tude aujourd’hui ne permet de connaitre le comportement dans
les re´gimes de Re (ou Rm) plus e´leve´s, proches des conditions re´elles que l’on trouve dans les
disques astrophysiques. La frontie`re se´parant le re´gime laminaire du re´gime turbulent tend-elle
vers une valeur asymptotique proche de Pm = 1 a` grand Re et Rm?
Les re´sultats de Fromang et al. (2007) font e´cho aux simulations de la MRI en champ moyen
constant ou` le transport diminue fortement avec Pm (voir section 2.4.2), et n’est e´galement pas
sans rappeler les travaux eﬀectue´s sur la dynamo petite e´chelle, montant que le re´gime des pe-
tits Pm aﬀecte signiﬁcativement la ge´ne´ration de champ magne´tique (Schekochihin et al., 2004,
2007; Iskakov et al., 2007). Ne´anmoins, aucun lien e´vident n’a pour l’instant e´te´ de´montre´ entre
ces trois proble`mes, meˆme si certaines spe´culations existent a` ce sujet (Rincon et al., 2008).
En re´alite´ les raisons de ce comportement sont aujourd’hui inde´termine´es et restent de´battues,
l’e´tude de ce proble`me e´tant fortement parasite´e par les proble`mes de convergence nume´rique
(Bodo et al., 2011; Ka¨pyla¨ et Korpi, 2011; Oishi et Mac Low, 2011; Simon et al., 2011; Bodo
et al., 2014).
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2.6 Conclusions
La diﬃculte´ a` soutenir une dynamo non-line´aire ou a` exciter une turbulence MRI eﬃcace a`
bas Pm pourrait e´videmment avoir des implications importantes pour la dynamique des disques
d’accre´tion. En eﬀet, comme explique´ en section 2.4.2, le plasma de nombreux disques d’accre´tion
se situe dans le re´gime Pm  1. L’origine de cette transition et de fac¸on plus ge´ne´rale la
de´pendance en Pm des proprie´te´s turbulentes de la dynamo MRI sont aujourd’hui mal connues
et l’un des enjeux de ce travail est de comprendre les raisons physiques de cette de´pendance.
Dans le chapitre suivant, nous allons donc nous inte´resser de plus pre`s a` la nature de cette
transition, et notamment a` ses similarite´s avec la transition a` la turbulence dans le proble`me
purement hydrodynamique des e´coulements cisaille´s non-tournants.
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3La dynamo magne´torotationnelle,
une transition ﬂuide sous-critique
Nous avons vu dans les chapitres pre´ce´dents que la physique de l’accre´tion semble directement
relie´e au de´veloppement de l’instabilite´ magne´torotationnelle. Celle-ci, combine´e a` un processus
de dynamo non-line´aire, pourrait notamment ge´ne´rer simultane´ment du champ magne´tique et de
la turbulence dans un disque, ce qui repre´sente une proprie´te´ a` la fois exceptionnelle et intrigante
pour une instabilite´. Cependant nous avons vu que ce me´canisme pourrait ne plus exister a` petit
nombre de Prandtl magne´tique Pm, un re´gime important pour l’astrophysique des disques. Une
transition entre un e´tat turbulent et un e´tat laminaire semble s’ope´rer autour de Pm = 1. Pour
comprendre l’origine de ce comportement et ses implications possibles pour l’astrophysique des
disques, il est ne´cessaire d’e´tudier en de´tail les me´canismes physiques non-line´aires sous-jacents
a` l’excitation de ce type de dynamo. En re´alite´, la transition dans le proble`me de la dynamo
MRI partage de nombreux points communs avec la transition sous-critique a` la turbulence des
e´coulements hydrodynamiques cisaille´s non-tournants. L’objet de ce chapitre est de pre´senter
l’e´tat de nos connaissances de la dynamique non-line´aire dans ces deux types de proble`mes et
les similarite´s qui existent entre les deux. Ceci nous permettra par la suite de de´ﬁnir un angle
d’attaque pour comprendre la transition vers la dynamo MRI.
3.1 Transition dans les e´coulements hydrodynamiques cisaille´s non-
tournants
3.1.1 Introduction au proble`me
Le proble`me de la transition turbulente dans les e´coulements cisaille´s sans rotation intrigue
les scientiﬁques depuis plus d’un sie`cle. L’inte´reˆt pour ce proble`me a e´merge´ entre autres suite
aux expe´riences de Reynolds (1883), qui examina la nature des e´coulements de Hagen-Poiseuille
(e´coulements dans un tuyau cylindrique). Il montra expe´rimentalement que l’e´coulement peut
devenir turbulent lorsque la vitesse du ﬂuide a` l’inte´rieur du tube est supe´rieure a` une certaine
valeur critique. Cela revient a` dire qu’une transition entre un e´tat laminaire et un e´tat turbulent
apparait autour d’un certain nombre de Reynolds, e´value´ aujourd’hui entre 1700 et 2200 (Avila
et al., 2011).
Cette de´couverte restait a` l’e´poque myste´rieuse car l’e´coulement de Hagen-Poiseuille e´tait
connu pour eˆtre stable line´airement (ce qui a e´te´ conﬁrme´ plus tard nume´riquement par Sal-
wen et al. (1980); Meseguer et Trefethen (2003), meˆme si aucune preuve n’existe re´ellement).
Cependant, des expe´riences en laboratoires, comple´mentaires a` celles de Reynolds (Davies et
49
50 3.1. Transition dans les e´coulements hydrodynamiques cisaille´s non-tournants
Figure 3.1 – A gauche : expe´rience sur la transition turbulente dans les tubes (Reynolds, 1883)
. A droite : e´coulement d’eau observe´ dans un tube, tel que dessine´ par Reynolds
White, 1928; Patel et Head, 1969; Darbyshire et Mullin, 1995; Hof et al., 2003), ont re´ve´le´ que
l’e´coulement devenait instable pour des perturbations d’amplitude ﬁnie, soulignant le caracte`re
sous-critique de la transition a` la turbulence. Ils ont e´galement montre´ que le Reynolds critique
pour lequel on observe la turbulence de´pend fortement de l’amplitude et du type de perturba-
tions introduites.
L’e´coulement cisaille´ entre deux parois planes (autrement appele´ e´coulement de Couette
plan et repre´sente´ sur la ﬁgure 3.2) partage des caracte´ristiques similaires. Reichardt (1956)
ont montre´ expe´rimentalement qu’une transition a` la turbulence est sous-critique et pour un
Reynolds de l’ordre de 300-500 (Dauchot et Daviaud, 1995), malgre´ la stabilite´ line´aire de cet
e´coulement (Romanov, 1973).
De nombreux travaux ont e´te´ eﬀectue´s pour comprendre comment ces deux e´coulements
deviennent non-line´airement instables et turbulents. Trefethen et al. (1993) ont propose´ un
me´canisme dans lequel la croissance line´aire transitoire de perturbations non-axisyme´triques,
due a` la non-normalite´ des e´quations line´arise´es gouvernant ces deux e´coulements, serait res-
ponsable de la transition. Ces croissances transitoires pourraient permettre le de´clenchement
d’instabilite´s secondaires par un me´canisme ”by-pass”, mais ce sce´nario a tre`s vite e´te´ conteste´.
Waleﬀe (1995b) a notamment montre´ que la nature de la re´troaction non-line´aire de telles per-
turbations jouait un roˆle critique dans ce proble`me et de´terminait in ﬁne si l’excitation d’une
dynamique transitionnelle e´tait possible ou pas. L’ide´e, aujourd’hui accepte´e par une grande
majorite´ d’hydrodynamiciens, est que le maintien de la turbulence est lie´e a` l’existence de struc-
tures 3D non-line´aires, cohe´rentes, capables d’extraire l’e´nergie du cisaillement pour la transfe´rer
a` plus petite e´chelle. La dynamique de ces structures repose sur un processus hydrodynamique
d’auto-entretien (PAE ou SSP en anglais), propose´ par Waleﬀe (1995a) et qui sera pre´sente´ plus
en de´tails au cours de ce chapitre. Le roˆle de ces structures dans le de´clenchement de la turbu-
lence reste cependant encore mal compris. L’utilisation de la the´orie des syste`mes dynamiques
et des bifurcations a permis de commencer a` mieux cerner la place qu’elles occupent dans la
dynamique chaotique transitionnelle associe´e a` ces syste`mes.
3. La dynamo magne´torotationnelle, une transition ﬂuide sous-critique 51






Figure 3.2 – Sche´ma illustrant l’e´coulement cisaille´ de Couette-plan entre deux parois mobiles.
La direction de l’e´coulement est choisie suivant y, et non pas x comme l’usage le veut dans ce
proble`me, aﬁn de faciliter l’analogie avec la couche de cisaillement de´ﬁnie en section 2.1.5. La
paroi supe´rieure se de´place avec une vitesse positive Uy alors que la paroi infe´rieure se de´place
dans le sens inverse avec la meˆme vitesse. Le proﬁl de vitesse entre les 2 parois est illustre´ par
le segment rouge.
3.1.2 Caracte´ristiques de la frontie`re laminaire/turbulent
Nous commenc¸ons ici par rappeler les principaux re´sultats apporte´s par l’e´tude phe´nome´nolo-
gique de la transition dans ces e´coulements hydrodynamiques cisaille´s sans rotation. Une des
premie`res caracte´ristiques observe´es expe´rimentalement et nume´riquement est la nature transi-
toire des bouﬀe´es turbulentes (ou ”puﬀs” en anglais) dans les syste`mes de taille restreinte (Hof
et al., 2006; Schneider et al., 2010). Ces ”puﬀs”, induits pas une perturbation d’amplitude ﬁ-
nie, restent localise´s dans la direction y et ﬁnissent par revenir dans un e´tat laminaire au bout
d’un certain temps dans la limite des Re e´tudie´s. Notons que lorsque la taille en y (ou z) du
syste`me est suﬃsamment grande, ces ”puﬀs” turbulents peuvent se scinder et contaminer le reste
de l’e´coulement, si bien que la turbulence est entretenue inde´ﬁniment a` partir d’un certain Re
(Avila et al., 2011; Barkley, 2011). Nous ne traiterons pas le cas de ces syste`mes spatialement
e´tendus dans la suite, bien qu’ils soient aujourd’hui tre`s e´tudie´s dans le proble`me de la transition.
Les expe´riences de Darbyshire et Mullin (1995) dans l’e´coulement de Hagen-Poiseuille ont
permis de pointer la complexite´ de la transition a` la turbulence dans ce proble`me. Pour une
perturbation initiale de forme spatiale ﬁxe´e, ils ont pu mesurer le temps de vie de la turbulence
en fonction du nombre de Reynolds et de l’amplitude A de cette perturbation. Les re´sultats in-
diquent que la frontie`re entre un e´tat turbulent et laminaire est diﬃcile a` de´ﬁnir (ﬁgure 3.3). Si
pour un Re et une amplitude donne´s, la turbulence est maintenue sur un temps long, ce n’est pas
force´ment le cas pour un e´coulement initie´ au voisinage de ces parame`tres, aussi proche soit t-il.
Cela re´ve`le l’extreˆme sensibilite´ de l’e´tat turbulent aux parame`tres physiques. Les simulations
nume´riques de Schmiegel (1997); Faisst et Eckhardt (2004); Skufca et al. (2006) ont e´galement
mis en e´vidence une rapide variation du temps de vie de la turbulence en fonction de Re et de
A, et une grande sensibilite´ de ce temps a` la forme spatiale de la perturbation initiale choisie.
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Figure 3.3 – Expe´rience de transition de Darbyshire et Mullin (1995) dans l’e´coulement de
Poiseuille. Des perturbations sont introduites en entre´e du tube et sont mesure´es 50 cm apre`s.
L’expe´rience consiste a` regarder si les perturbations sont toujours pre´sentes a` cette distance, en
fonction de leur amplitude et du nombre de Reynolds.
La frontie`re dans l’espace des phases, se´parant les conditions initiales convergeant rapide-
ment vers un e´tat laminaire et celles qui transitent vers un e´tat turbulent (dont la dure´e est
ﬁnie mais tre`s grande devant le temps caracte´ristique du cisaillement) est en fait une surface
tre`s complique´e faisant apparaitre des motifs d’apparence fractale (Schmiegel, 1997). Ce com-
portement apparait e´galement dans des simulations de mode`le re´duit de Couette plan (Moehlis
et al., 2004a).
L’extreˆme sensibilite´ du proble`me a conduit les hydrodynamiciens a` e´tudier la distribution sta-
tistique des temps de vie de la turbulence et en particulier la probabilite´ P (t) qu’un e´coulement
reste turbulent au moins pendant une dure´e t. Dans le cas des e´coulements de Poiseuille,
l’expe´rience de Darbyshire et Mullin (1995) et les travaux de Hof et al. (2006); Schneider et
Eckhardt (2008) ont montre´ que P (t) est une fonction exponentielle de´croissante de t, dont le
temps caracte´ristique τ semble augmenter lui-meˆme exponentiellement avec Re. On parle de
comportement ”double exponentiel”. Une loi exponentielle sur P (t) indique que la probabilite´
de retomber vers un e´tat laminaire est inde´pendante du temps e´coule´. Cette proprie´te´ a e´te´
e´galement remarque´e dans le cas de Couette plan, que ce soit expe´rimentalement (Bottin et
Chate´, 1998) ou nume´riquement (Schneider et al., 2010).
La forte sensibilite´ aux conditions initiales, la ge´ome´trie fractale de la frontie`re de transition
et les proprie´te´s statistiques obtenues sur le temps de vie de la turbulence ont fortement appuye´
l’hypothe`se que la dynamique turbulente dans ces e´coulements cisaille´s hydrodynamiques est
baˆtie autour d’un re´pulseur chaotique, encore appele´ ”selle chaotique”, dont les proprie´te´s et les
conse´quences pour la dynamique seront e´tudie´es dans le paragraphe 3.1.5.
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Figure 3.4 – Frontie`re d’apparence fractale de la transition turbulente dans un mode`le re´duit de
l’e´coulement de Couette plan (a` 9 neuf modes de perturbations). Les couleurs correspondent aux
temps de vie de la turbulence en fonction de Re et de l’amplitude d’une perturbation initiale. Un
zoom sur la re´gion ”turbulente” de la carte de gauche fait apparaitre des motifs qui se re´pliquent
a` plus petite e´chelle. Les temps de vie dans la re´gion ”turbulente” ne sont pas connexes alors
qu’ils le sont dans la re´gion ”laminaire”. Tire´ de Moehlis et al. (2004a).
3.1.3 Processus d’auto-entretien (PAE)
Comment les premiers germes de turbulence apparaissent-t-ils dans ce type d’e´coulement ? Les
travaux expe´rimentaux sur l’e´coulement de Poiseuille et de Couette plan ont montre´ que la dy-
namique transitionnelle e´tait caracte´rise´e par des structures re´currentes et cohe´rentes, prenant
la forme de stries dans l’axe de l’e´coulement et de tourbillons dans le plan perpendiculaire. Sou-
vent observe´es pre`s des parois, elles semblent apparaitre de fac¸on ”ale´atoire” dans l’espace et
le temps, mais sont re´gulie`rement re´ge´ne´re´es. La ﬁgure 3.5 montre ce type de structures dans
les expe´riences de couches limites et dans les simulations nume´riques du proble`me de Couette.
Plusieurs travaux conduits dans les anne´es 90, ont indique´ que la dynamique de ces e´coulements
transitionnels e´tait domine´e par un processus non-line´aire auto-entretenu (Waleﬀe, 1995a, 1997).
Comment fonctionne ce processus ? Nous prendrons comme exemple l’e´coulement de Couette
plan, qui rappelons-le se de´compose en un cisaillement de baseUs = −Sxey et des perturbations
u. Ces perturbations peuvent eˆtre de´compose´es en un terme inde´pendant de la coordonne´e y,
note´ avec un barre (l’e´quivalent d’axisyme´trique dans le mode`le de couche de cisaillement des
disques) et d’un terme qui de´pend de y, note´ u′.
u = u+ u′. (3.1)
Les structures en forme de stries et de tourbillons, observe´es expe´rimentalement et nume´riqu-
ement sont associe´es au terme u car elles sont inde´pendantes de y. Leur dynamique est re´gie
par l’e´quation :
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Figure 3.5 – A gauche : observation de stries dans le plan (y,z) caracte´risant les e´coulements pre´-
turbulents dans une expe´rience de couche limite (Fransson et al., 2006). A droite : simulation
nume´rique d’un e´coulement pre´-turbulent de Couette plan avec le code Channelﬂow (Gibson
et al., 2008; Gibson, 2012), dans lequel les stries (dans le sens de l’e´coulement) et les tourbillons
perpendiculaires a` l’axe y sont parfaitement visibles.
Figure 3.6 – Sche´ma simpliﬁe´ du processus d’auto-entretien (PAE) des structures cohe´rentes
dans les e´coulements hydrodynamiques cisaille´s non-tournants (Hamilton et al., 1995).
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(∂t + up · ∇)u+ Suxey = νΔu−∇P − u′ · ∇u′, (3.2)
ou` up est le champ de vitesse tourbillonnaire dans le plan perpendiculaire a` ey. Le terme Suxey
est associe´ a` l’eﬀet lift-up. Il correspond a` l’advection du cisaillement par la composante ux
et produit une composante dans la direction de l’e´coulement. Le terme −u′ · ∇u′ est un terme
d’advection non-line´aire provenant de l’interaction entre les perturbations de´pendantes de y.
Le me´canisme d’auto-entretien de ces perturbations est illustre´ sur la ﬁgure 3.6. Initiale-
ment, l’e´coulement est domine´ par des tourbillons d’amplitude ﬁnie en O(1/Re), invariants en
y, dans le plan perpendiculaire a` ey. Ces derniers advectent l’e´coulement cisaille´ de base Us,
transportant la vitesse importante du bord des parois vers le centre (eﬀet lift-up). Il en re´sulte
une de´formation du proﬁl de cisaillement dans la direction x et z, correspondant aux ”stries”
invariantes en y. Cette de´formation d’amplitude O(1) induit un point d’inﬂexion dans le proﬁl
de cisaillement en z et d’apre`s le the´ore`me de Rayleigh (Drazin et Reid, 2004), l’e´coulement peut
devenir instable vis a` vis de l’instabilite´ Kelvin-Helmholtz. Cette instabilite´ dite ”secondaire”
(qui n’est pas cause´e directement par Us) est capable alors d’ampliﬁer des ondes module´es en y
(Waleﬀe, 1995a) 1. Lorsque ces ondes ont une amplitude suﬃsante, leur interaction non-line´aire
via le terme −u′ · ∇u′ permet alors de re´ge´ne´rer les tourbillons invariants en y dans le plan (x,z).
Cette interaction doit cependant avoir une forme spatiale bien corre´le´e avec la forme des tour-
billons initiaux. Elle est en particulier tre`s sensible a` la ge´ome´trie de l’e´coulement de base et a`
l’e´chelle des perturbations ampliﬁe´es par l’instabilite´ secondaire. Notons que le me´canisme global
ne peut pas eˆtre de´clenche´ avec des perturbations d’amplitudes inﬁniment faibles, et ne´cessite
l’introduction de tourbillons initiaux d’amplitude ﬁnie en O(1/Re), en premie`re approximation.
L’identiﬁcation de ce me´canisme a permis de mieux comprendre l’origine du Reynolds de
transition observe´ nume´riquement et expe´rimentalement dans le proble`me hydrodynamique ci-
saille´ sans rotation. En eﬀet si le Reynolds est trop faible, l’excitation de l’instabilite´ secondaire
peut eˆtre compromise et l’e´nergie apporte´ par la re´troaction non-line´aire est insuﬃsante pour
contrer la perte d’e´nergie des tourbillons poloidaux par friction visqueuse.
3.1.4 Structures invariantes
La de´couverte du PAE a permis d’identiﬁer et d’e´tudier une large classe de solutions dite ”in-
variantes”, comme des points ﬁxes (solutions staionnaires), des cycles ou des ondes progressives
dans les diﬀe´rents e´coulements pre´sente´s en section 3.1.1. Ces solutions se distinguent des solu-
tions turbulentes par leur re´gularite´ dans le temps et leur cohe´rence spatiale a` grande e´chelle.
Les premie`res structures invariantes de type points ﬁxes, englobe´es dans une dynamique
chaotique, ont e´te´ de´tecte´es nume´riquement dans le proble`me de Couette par Nagata (1990);
Clever et Busse (1992); Waleﬀe (1998, 2003); Viswanath (2007); Gibson et al. (2008, 2009). Ces
premie`res structures ont e´te´ historiquement de´couvertes par homotopie, c’est a` dire par conti-
nuation de solutions existantes dans des proble`mes voisins mais line´airement instables2. Ainsi,
le point ﬁxe obtenu par Nagata (1990) a e´te´ continue´ a` partir des solutions stationnaires du
1Notons que la nature de cette instabilite´ (line´aire ou sous-critique) est toujours discute´e (Cossu et al., 2011).
2Ces structures n’ont en re´alite´ pas e´te´ de´couvertes sur la base de la physique phe´nome´nologique du PAE.
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Figure 3.7 – Structures invariantes dans les e´coulements cisaille´s hydrodynamiques. A gauche,
instantane´ d’un cycle obtenu dans Couette plan avec le code Channelﬂow (Gibson et al., 2008;
Gibson, 2012), dans lequel les stries et les tourbillons sont parfaitement visibles. A droite, ondes
progressives dans Poiseuille obtenues expe´rimentalement (en haut) et nume´riquement (en bas).
Les stries (en rouge) se re´partissent au niveau du bord du tube et sont associe´es chacune a` une
paire de tourbillons visibles dans la section du tube (Faisst et Eckhardt, 2003).
proble`me de Taylor-Couette, en faisant tendre progressivement la rotation vers 0.
L’e´coulement de Poiseuille ayant une syme´trie miroir par rapport a` son axe ey, les solutions
stationnaires ne peuvent pas subsister et prennent la forme d’ondes progressives qui se de´placent
le long de l’axe de l’e´coulement (Ehrenstein et Koch, 1991; Waleﬀe, 2003). Capturer des struc-
tures invariantes dans ce proble`me est plus diﬃcile a` re´aliser car il ne peut pas eˆtre connecte´
directement a` une famille d’e´coulements line´airement instables. Une technique imagine´e par
Waleﬀe (1998), puis reprise par Wedin et Kerswell (2004), consiste a` introduire artiﬁciellement
un forc¸age F dans l’e´coulement aﬁn d’exciter des tourbillons dans le plan perpendiculaire a`
l’e´coulement et obtenir plus simplement les structures recherche´es. Une fois celles-ci converge´es,
il est possible de les continuer en faisant tendre progressivement F vers 0.
Depuis, des solutions cycliques ont e´galement e´te´ trouve´es dans le proble`me de Couette plan
(Hamilton et al., 1995; Kawahara et Kida, 2001; Viswanath, 2007). Des solutions pe´riodiques re-
latives (se de´plac¸ant le long de l’e´coulement) ont e´te´ de´tecte´es nume´riquement dans le proble`me
de Poiseuille (Duguet et al., 2008). Ces solutions sont pour la plupart des bifurcations de Hopf
de solutions stationnaires.
Tous ces points ﬁxes, ondes progressives ou cycles sont domine´s par des modes a` grande
e´chelle. La ﬁgure 3.7 montre la forme de ces structures cohe´rentes dans les deux types de
proble`mes. On voit que l’e´coulement cisaille´ de base est de´forme´ avec la formation de stries
(inde´pendantes de y), localise´es plutoˆt sur les bords du domaine ou` elles acce´le`rent le ﬂuide.
Dans le plan perpendiculaire a` l’e´coulement, le champ de vitesse prend la forme de tourbillons,
re´unis par paires, qui advectent le cisaillement de base, amenant la vitesse rapide dans les re´gions
de basse vitesse et la vitesse plus lente vers les zones de vitesse e´leve´e.
Ces solutions invariantes peuvent eˆtre suivies (ou recalcule´es) en fonction d’un parame`tre
comme le Reynolds, a` l’aide d’une proce´dure de continuation. Dans le cas de Poiseuille, les
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Figure 3.8 – Dessin sche´matisant la structure de la transition dans l’espace des phases. Le
point bleu correspond a` l’attracteur laminaire (l’e´coulement cisaille´ de base), la courbe noire
correspond a` une trajectoire chaotique turbulente dans la ”selle” chaotique. Au milieu se trouve
une structure invariante stationnaire (point vert). Une perturbation le long de ses directions
instables (ﬂe`ches noires) nous ame`nent soit vers l’attracteur laminaire, soit vers une orbite
chaotique. La courbe en pointille´ correspond a` sa varie´te´ stable et fait partie inte´grante de la
frontie`re entre la selle chaotique et le point ﬁxe laminaire.
continuations ont montre´ que les plus simples d’entre elles naissent de bifurcations de type
”noeud-col” (voir chapitre 5 pour la de´ﬁnition) autour de Re = 1250, tre`s proche de la gamme
de Re observe´e pour la transition globale de l’e´coulement vers la turbulence (Wedin et Kerswell,
2004).
3.1.5 Structures invariantes et re´pulseur chaotique
Le me´canisme d’auto-entretien et les structures invariantes ayant e´te´ introduites, nous allons voir
que ces dernie`res semblent jouer un roˆle important dans l’apparition d’un re´pulseur chaotique
et la transition vers le chaos spatio-temporel dans ces e´coulements lorsque Re augmente. Les
notions et le vocabulaire que nous allons employe´ dans cette partie peuvent eˆtre inhabituels
pour la communaute´ d’astrophysiciens, et sont par conse´quent introduits de fac¸on plus de´taille´e
en annexe B.
i) Le ”edge”
Nous avons vu que l’espace des e´tats, plus commune´ment appele´ ”espace des phases”, est divise´
en deux ensembles se´pare´s par une frontie`re complexe et de ge´ome´trie probablement fractale.
Le premier ensemble contient les conditions initiales qui convergent ”imme´diatement” vers la
solution laminaire. Dans l’espace des phases, il s’identiﬁe au bassin d’attraction du point ﬁxe
correspondant a` l’e´coulement laminaire. Le deuxie`me ensemble contient celles qui me`nent vers
une dynamique chaotique et turbulente (avant de de´croitre aux temps longs). Si la turbulence
e´tait maintenue inde´ﬁniment, il aurait la proprie´te´ d’un attracteur. Or nous avons vu que dans
un syste`me conﬁne´ spatialement (taille mode´re´e en y et z), les temps de vie turbulents sont
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ﬁnis, ce qui signiﬁe que les points de cet ensemble appartiennent d’une certaine manie`re au bas-
sin d’atraction laminaire. C’est pourquoi on parle plutoˆt de re´pulseur ou de ”selle chaotique”.
Ces objets ne sont en ge´ne´ral pas connexes car ils englobent un ensemble dense et discrets de
points qui convergent ”imme´diatement” vers l’e´tat laminaire. Une analogie qui permet de mieux
comprendre les proprie´te´s de selle chaotique est celle du trajet d’une particule dans une boite
avec parois incurve´es, perce´e en certains endroits (Ott, 1993). Le mouvement est de´crit comme
chaotique mais peut de fac¸on impre´visible s’arreˆter lorsque la particule sort de la boite.
La frontie`re entre ces deux comportement (en anglais le ”edge”) a suscite´ un inte´reˆt grandis-
sant ces dernie`res anne´es car elle occupe une place centrale dans ce proble`me de transition. Dans
la mesure ou` aucun bassin d’attraction chaotique ne peut eˆtre re´ellement de´ﬁni dans ce type de
proble`me, cette frontie`re n’apparait pas comme une surface bien lisse se´parant deux re´gions : elle
est de mesure nulle, de dimension non-entie`re (fractale) et est en partie incluse ge´ome´triquement
(et non au sens topologique) dans la selle chaotique. En re´alite´, les e´tats qui la constituent ne
convergent ni vers un e´tat laminaire, ni vers un e´tat de turbulence transitoire mais vers des
structures invariantes, telles que nous les avons de´crites dans la section pre´ce´dente (points ﬁxes,
cycles limites, ondes progressives, attracteur chaotique...) (Schneider et al., 2007). Ces structures
invariantes, dont le temps de vie est inﬁni, peuvent eˆtre obtenues en faisant varier l’amplitude
A de la perturbation initiale jusqu’a` obtenir un e´tat limite entre les solutions qui de´croissent
et celles qui deviennent chaotiques (me´thode de bissection). Les simulations nume´riques ainsi
que les travaux the´oriques (Skufca et al., 2006; Viswanath et Cvitanovic´, 2009) ont montre´ que
les structures composants cette frontie`re ont des directions instables et qu’elle ont donc des
connexions avec la selle chaotique et le bassin d’attraction laminaire. Un sche´ma simpliﬁe´ de la
structure de la transition dans l’espace des phases est repre´sente´ sur la ﬁgure 3.8.
ii) Roˆle des structures invariantes et des cycles dans la transition
Les structures invariantes observe´es pre`s de cette frontie`re semblent donc eˆtre un maillon in-
contournable pour comprendre comment s’ope`re la transition d’un e´tat re´gulier a` grande e´chelle
vers un e´tat chaotique ou ”pre´-turbulent ”. Plusieurs e´tudes ont re´ve´le´ le caracte`re instable de
telles solutions et ont tente´ de mieux comprendre leurs connexions avec la selle chaotique.
L’ide´e de base est que ces structures instables habitent de fac¸on ponctuelle et dense l’espace
des trajectoires chaotiques 3. Une trajectoire chaotique serait contrainte a` visiter le voisinage d’un
grand nombre de ces structures, passant de l’une a` l’autre, sans jamais y converger. Le chemin
qu’elle emprunte serait en re´alite´ totalement dicte´ par la dynamique locale de ces structures
cohe´rentes. Les recherches se sont donc focalise´es sur l’e´tude de la dynamique locale des points
ﬁxes, des ondes progressives ou des cycles, en s’appuyant notamment sur la the´orie des syste`mes
dynamiques. Chaque structure cohe´rente posse`de un ensemble de directions stables et instables.
Une perturbation le long d’une direction stable va avoir tendance a` ramener l’e´coulement vers la
structure. Au contraire une perturbation le long de la direction instable va en revanche l’e´loigner
de cette structure et l’amener vers un e´tat diﬀe´rent. Plusieurs e´tudes ont en particulier analyse´
le comportement des varie´te´s stables et instables, qui sont des sous-espaces invariants de la
3Ici le terme de trajectoire (ou ”orbite”) est e´tendu a` l’espace des phases (ensemble des e´tats du syste`me) et
ne fait pas re´fe´rence a` l’espace physique.
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Figure 3.9 – Projection dans l’espace des phases de trois points ﬁxes uLB, uNB et uUB du
proble`me de Couette plan et de leur varie´te´s instables (en bleu celle de uLB, en rouge et noir
celle de uNB, associe´e a` deux directions diﬀe´rentes, et en vert celle de uUB). uLM est la so-
lution laminaire. La varie´te´ de uNB semble pre´senter une trajectoire se´paratrice convergeant
directement vers uLB et indiquant la pre´sence d’une connexion he´te´rocline (Gibson et al., 2008).
dynamique associe´s a` ces directions et donc lie´s aux structures cohe´rentes (voir annexe B).
Une hypothe`se propose´e par Schmiegel (1997) est que la ge´ne´ration de chaos autour des
structures cohe´rentes pourrait provenir de l’existence de bifurcations globales de type ”homo-
cline” et ”he´te´rocline”, impliquant leurs varie´te´s stables et instables. Ce type de bifurcation, dont
nous donnons une description exhaustive en annexe B, a re´cemment e´te´ de´tecte´ indirectement
dans les e´coulements de Couette plan (Gibson et al., 2008; Halcrow et al., 2009; van Veen et
Kawahara, 2011). Ces bifurcations particulie`res, connectant les diﬀe´rentes structures invariantes
dans l’espace des phases, pourraient eˆtre a` l’origine d’une dynamique chaotique. Les travaux
comme ceux de Kreilos et Eckhardt (2012) ont montre´ plus explicitement dans l’e´coulement
de couette plan que le chaos e´tait la conse´quence de bifurcations globales similaires (de type
”crise”), couple´es a` des cascades sous-harmoniques.
Il est important de souligner a` ce stade que les bifurcations de structures invariantes (cycles,
points ﬁxes etc...) semblent jouer non seulement un roˆle cle´ dans le caracte`re chaotique et
transient de la dynamique turbulente mais apportent e´galement une meilleure compre´hension
de la nature fractale de la transition, observe´e nume´riquement et expe´rimentalement.
La the´orie des orbites pe´riodiques (Cvitanovic et al., 1992; Cvitanovic, 2004) a ﬁnalement
renforce´ l’inte´reˆt porte´ par les structures cycliques dans les e´coulements entie`rement turbu-
lents. Cette the´orie permet en principe de calculer des proprie´te´s statistiques de la turbulence
de´veloppe´e (a` grand Re) comme l’e´nergie rms ou la quantite´ de mouvement, a` partir des cycles
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Figure 3.10 – A gauche : Logarithme de la probabilite´ P pour que le temps de vie de la
dynamique entretenue par la dynamo MRI soit supe´rieur a` t, en fonction de t, pour diﬀe´rent
Rm (Rempel et al., 2010). A droite temps de vie de la dynamique en fonction de l’amplitude
initiale d’un mode magne´tique de perturbation (Herault, 2011, stage de M2).
pre´sents dans l’e´coulement (”formules traces”). Cette the´orie est pre´sente´e brie`vement en an-
nexe D. Son application reste cependant encore relativement spe´culative. Des tentatives re´centes
d’application a` l’e´coulement de Kolmogorov ont jusqu’a` pre´sent donne´ des re´sultats mitige´s
(Chandler et Kerswell, 2013).
3.2 Lien avec la transition dans le proble`me de la dynamo magne´to-
rotationnelle
La section pre´ce´dente nous a permis d’exposer les progre`s accomplis ces dernie`res anne´es pour
comprendre la transition sous-critique hydrodynamique des e´coulements cisaille´s sans rotation.
En particulier les e´tudes re´centes ont pointe´ le roˆle important des structures invariantes dans
la transition turbulente et des me´canismes non-line´aires associe´s. Meˆme si ce proble`me peut a`
priori sembler tre`s e´loigne´ de celui de la dynamo magne´torotationnelle, nous allons a` pre´sent
montrer qu’il existe une analogie forte entre les deux.
3.2.1 Une frontie`re de transition de ge´ome´trie fractale ?
La dynamo MRI est un processus sous-critique qui ne´cessite l’introduction de perturbations
d’amplitude ﬁnie (voir section 2.5). E´tant donne´ ce point de ressemblance avec le proble`me
hydrodynamique, la transition vers la dynamo MRI partage t-elle les meˆmes caracte´ristiques
que la transition dans Couette plan ou Poiseuille, a` savoir des temps de vies ﬁnis, sensibles
aux conditions initiales ? Retrouve t-on une frontie`re laminaire/turbulent fractale typique des
selles chaotiques ? Une e´tude re´alise´e par Rempel et al. (2010) montre que les temps de vie de
la turbulence MRI en champ a` ﬂux nul sont eﬀectivement ﬁnis. La ﬁgure 3.10, tire´e de leur
article, indique e´galement que la probabilite´ d’avoir un temps de vie de la turbulence ≥ t est
une fonction exponentielle de´croissante de t dont le temps typique de de´croissance augmente
exponentiellement avec Rm. On a donc e´galement aﬀaire ici a` un comportement ”double ex-
ponentiel” typique des transitions impliquant des selles chaotiques. Les travaux de stage de J.
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Herault (Stage 2009-2010) a` l’IRAP ont e´galement re´ve´le´ que les temps de vie de la turbulence
sont tre`s sensibles aux conditions initiales. Ces deux re´sultats sugge`rent donc que la transition
est construite autour d’une selle chaotique synonyme d’une frontie`re laminaire/turbulent de
ge´ome´trie fractale. Cependant la forme exacte de la transition et sa de´pendance vis a` vis des
parame`tres de controˆle de ce proble`me, a` savoir Re, Rm, ou les rapports d’aspect du domaine
d’e´tude, sont encore mal connues.
3.2.2 La dynamo MRI : un processus auto-entretenu non-line´aire
i) Me´canisme d’auto-entretien du champ axisyme´trique et des perturbations
La pre´sence d’un e´coulement cisaille´ et de perturbations non-axisyme´triques (3D) ampliﬁe´es par
une instabilite´ (la MRI) rappellent sans conteste les ingre´dients a` la base du processus auto-
entretenu des e´coulements hydrodynamiques de Couette et Poiseuille, pre´sente´ en section 3.1.3.
De plus, le caracte`re non-line´aire, transient et sous-critique de la dynamo MRI a permis d’e´tablir
un rapprochement entre les deux proble`mes. Un me´canisme d’auto-entretien de la dynamo MRI
similaire au PAE de Waleﬀe (2003) a e´te´ propose´ par Rincon et al. (2007b, 2008) dans le cadre
des e´coulements ke´ple´riens. Des pseudo-cycles de dynamo MRI ont par ailleurs e´te´ identiﬁe´es
dans de nombreuses simulations (Brandenburg et al., 1995; Stone et al., 1996; Lesur et Ogilvie,
2008b), sugge´rant la pre´sence d’un tel processus.
L’hypothe`se fondamentale est que l’entretien de la turbulence MHD dans le proble`me de la
dynamo MRI n’est possible que si le champ axisyme´trique a` ﬂux nul B(x, z, t), supportant la
MRI, est re´ge´ne´re´ en permanence. L’e´quation gouvernant son e´volution est :
∂B
∂t
= −SBxey +∇× E + ηΔB . (3.3)
La barre de´note la moyenne du champ magne´tique en y dans le mode`le de la couche de
cisaillement. −SBxey est l’eﬀet Ω qui de´crit l’e´tirement des lignes de champ par le cisaille-
ment. Cet eﬀet traduit simplement un transfert de la composante de champ poloidale vers la
composante toroidale. ∇× E est le terme non-line´aire de force e´lectromotrice et ηΔB est la
diﬀusion ohmique. Pour comprendre la nature de ce processus, imaginons que l’on parte de la
conﬁguration suivante :
• un champ radial Bx(x, z) axisyme´trique a` ﬂux nul, d’amplitude ﬁnie mais relativement
faible,
• des perturbations non-axisyme´triques de faibles amplitudes en champ magne´tique et en
vitesse, u et b.
Le processus global d’auto-entretien de la dynamo, illustre´ sur la ﬁgure 3.11, est le suivant
• tout d’abord le champ radial est cisaille´ et ge´ne`re du champ toroidal par eﬀet Ω.
• les perturbations non-axisyme´triques sont ampliﬁe´es par la MRI, supporte´e essentiellement
par le champ toroidal By.
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• au moment ou` la croissance des perturbations est maximale, le couplage non-line´aire entre
perturbations de champ magne´tique et de vitesse ge´ne`re une force e´lectromotrice posse´dant
une projection axisyme´trique (EMF), e´gale a` u× b. Si la re´troaction non-line´aire associe´e
a` l’EMF est favorable, le champ B peut eˆtre entretenu contre la dissipation ohmique.
• les perturbations non-axisyme´triques, apre`s la phase de re´troaction, sont rapidement ci-
saille´es puis dissipe´es. Un me´canisme non-line´aire impliquant une modulation radiale du
champ axisyme´trique permet de re´ge´ne´rer de nouvelles ondes non-axisyme´triques. Le
me´canisme global peut alors se re´pe´ter inde´ﬁniment.
Les diﬀe´rentes e´tapes de ce processus ont e´te´ re´cemment e´tudie´es en de´tail. La de´rivation
analytique de l’instabilite´ dans une conﬁguration de champ constant a` ﬂux nul et pour des per-
turbations non-axisyme´triques a e´te´ re´alise´e par Lesur et Ogilvie (2008a) graˆce a` une analyse
WKB, en supposant une se´paration d’e´chelle entre le champ B support de la MRI et les per-
turbations. Ce travail a notamment montre´ que le taux de croissance se comporte a` l’ordre 0
comme celui de la MRI classique axisyme´trique. Aux ordres supe´rieurs, les taux de croissance
maximaux sont localise´s sur les extremums en z du champ magne´tique axisyme´trique.
Enﬁn, la phase de re´troaction non-line´aire a e´te´ e´tudie´e entre autres par Lesur et Ogilvie
(2008b); Herault (Stage 2009-2010) graˆce a` des simulations dans la shearing box. Dans le cas
de conditions aux bords shear-pe´riodiques, ces travaux montrent que la re´troaction associe´e a`
l’EMF retourne le champ axisyme´trique en inversant ses polarite´s. Des solutions pseudo-cycliques
apparaissent, pour lesquelles le champ magne´tique se renverse pe´riodiquement. Cependant ces si-
mulations et les travaux analytiques associe´s indiquent que l’amplitude du champ axisyme´trique
initiale et le re´gime de dissipation contraignent le signe de la re´troaction. Cette dernie`re ne semble
favorable que pour le champ Bx, ce qui sugge`re que l’eﬀet Ω est indispensable a` la rege´ne´ration
de By. Notons e´galement qu’un formalisme de re´troaction quasiline´aire a e´te´ de´veloppe´ par Lesur
et Ogilvie (2008a), sur la base du de´veloppement WKB de´crit pre´ce´demment.
ii) Analogie avec le proble`me hydrodynamique
L’analyse de la ﬁgure 3.11 et la discussion pre´ce´dente montrent que le fonctionnement de ce
processus MHD est tre`s analogue au me´canisme d’auto-entretien des e´coulements turbulents
cisaille´s purement hydrodynamiques et sans rotation. Une e´quivalence existe entre le champ
axisyme´trique poloidal (ici Bx) et les paires de tourbillons des structures observe´es dans Couette
plan ou Poiseuille. De meˆme le champ toroidal By peut eˆtre compare´ au ”stries” observe´es dans
ces meˆmes structures. L’analogie est e´galement remarquable lorsque on compare l’e´quation de la
dynamo (3.3) et l’e´quation (3.2). Tout d’abord, un terme d’ampliﬁcation line´aire transitoire du
champ axisyme´trique (inde´pendant de y) apparait dans les deux cas : l’eﬀet Ω pour la dynamo
MRI, qui traduit l’e´tirement des lignes de champ toroidal, et l’eﬀet lift-up pour le proble`me
hydrodynamique. La pre´sence d’un terme de couplage non-line´aire entre perturbations non-
axisyme´triques permettant l’entretien de la dynamique (EMF pour la dynamo MRI et contrainte
de Reynolds pour le cas hydrodynamique) atteste e´galement de l’e´troite ressemblance entre les
deux proble`mes. Enﬁn ces deux e´quations sont dissipatives, l’une faisant intervenir la re´sistivite´,
proportionnelle a` 1/Rm et l’autre la viscosite´, proportionnelle a` 1/Re.
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Figure 3.11 – Sche´ma simpliﬁe´ du processus d’auto-entretien (PAE) du champ axisyme´trique
B dans la dynamo MRI, a` comparer a` la ﬁgure 3.6.
3.2.3 Recherche de structures cohe´rentes invariantes
La recherche de solutions invariantes (points ﬁxes, cycles) dans le proble`me de la dynamo MRI a
e´te´ largement motive´e par l’analogie avec les e´coulements hydrodynamiques de Couette et Poi-
seuille. Ce sont les structures les plus simples (re´gulie`res, a` grande e´chelle) de´crivant le processus
d’auto-entretien et peuvent e´galement eˆtre suivies facilement en fonction d’un parame`tre comme
le Re ou le Rm. D’un point de vue astrophysique, leur e´tude apparait notamment inte´ressante
pour mieux comprendre le comportement non-line´aire de la dynamo MRI et la transition ob-
serve´e autour de Pm = 1.
i) Les premie`res structures de´couvertes
Rincon et al. (2007b) ont e´te´ les premiers a` converger nume´riquement une solution stationnaire
de dynamo MRI pour un ﬂuide magne´tise´ cisaille´ et tournant, s’e´coulant entre 2 parois par-
faitement conductrices (Couette plan en rotation ke´ple´rienne). La technique utilise´e repose sur
l’introduction d’un forc¸age non-line´aire artiﬁciel F et est similaire a` celle employe´e par Waleﬀe
(2003) pour trouver des ondes progressives dans Poiseuille. Cette solution stationnaire (ou ”point
ﬁxe”) posse`de tous les ingre´dients du PAE de´crits en section 3.2.2. Cependant son existence est
limite´e a` faible Re et la pre´sence de parois aux bords du domaine peut eˆtre juge´e irre´aliste d’un
point de vue astrophysique. De nouvelles e´tudes ont donc e´te´ entreprises pour rechercher de
telles structures dans la shearing box avec des conditions aux bords de type ”shear-pe´riodique”,
plus couramment employe´es dans les simulations de dynamo MRI.
ii) Cycle limite de Herault et al. (2011)
Dans la conﬁguration ”shear pe´riodique”, les solutions stationnaires ne peuvent pas subsister car
l’ope´rateur associe´ a` la transformation de Fourier de´pend explicitement du temps. Des solutions
cycliques sont en revanche possibles. La premie`re d’entre elles a e´te´ de´couverte par Herault et al.
(2011) dans la shearing box incompressible de dimensions (Lx, Ly et Lz)=(0.7, 20, 2), pre`s du
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Figure 3.12 – Visualisation de la structure spatiale du cycle obtenu par Herault et al. (2011)
pour diﬀe´rentes fractions de la pe´riode T . Les isosurfaces du champB sont colore´es en fonction de
l’intensite´ de By. Le rouge de´note un champ positif et le bleu un champ ne´gatif. Les ﬂe`ches noires
repre´sentent le champ de vitesse dans le plan poloidal y = 0. Celui-ci a pour eﬀet d’advecter le
champ magne´tique support de la MRI, initialement domine´ par le mode axisyme´tique toroidal.
re´gime transitionnel (Re = 70 et Rm = 360), ou` Re et Rm ont e´te´ de´ﬁnis en section 2.3.3. Le
choix d’un rapport d’aspect Ly/Lx grand par rapport a` celui utilise´ dans les simulations plus
classiques de la dynamo MRI est motive´ par la volonte´ de simpliﬁer la dynamique autant que
possible (voir Herault et al. (2011) pour plus de de´tails) . La connaissance du PAE de la dynamo
MRI a permis de cibler des conditions initiales proches du cycle. Pour converger la solution, un
algorithme de Newton-Krylov, de´veloppe´ par F. Rincon, C. Cossu et G. Lesur, a e´te´ couple´ avec
le code MHD tridimensionnel SNOOPY (voir annexe A.2).
Ce cycle est une structure 3D MHD non-line´aire a` grande e´chelle, ou` coexistent un champ
axisyme´trique B, support de la MRI, dont la forme spatiale est domine´e par le premier mode
vertical dans la de´composition de Fourier,
B0 = Bˆ0 cos(kzz), (3.4)
et des perturbations non-axisyme´triques dont la ge´ome´trie reste relativement simple et grande
e´chelle. Ces perturbations MRI-actives, sont domine´es par un mode de Fourier trailing (kx(t) > 0,
ky > 0) dont les nombres d’ondes sont ky = ky0 = 2π/Ly, kz = kz0 = 2π/Lz pour la composante
de vitesse et ky = ky0 , kz = 0 pour la composante magne´tique. Comme la solution de´crite ici
est un cycle, il est ne´cessaire d’avoir kx(T ) = kx(0) + 2nπ/Lx avec n entier. Comme kx = ky0t
dans ce cas pre´cis, la pe´riode du cycle T doit donc eˆtre un multiple exact du rapport d’aspect
(T = 2Ly/Lx ∼ 57.14S−1). Notons qu’il est possible d’obtenir des solutions pe´riodiques de
pe´riode fractionnaire a` ce temps, si les modes non-axisyme´triques non nuls ve´riﬁent ky > ky0 .
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Figure 3.13 – Evolution temporelle des composantes axisymetriques et non-axisyme´triques du
cycle de Herault et al. (2011) pour Re = 60 et Rm = 352. De haut en bas : amplitude du champ
B0, de l’EMF axisyme´trique E0, des termes de l’e´quation d’induction axisyme´trique (eq. 3.3),
e´nergie des ondes non-axisyme´triques successives (ky = ky0) et amplitude du mode magne´tique
axisyme´trique me´diateur (kz = kz0 , kx = 2π/Lx) permettant de re´ge´ne´rer de nouvelles ondes
non-axisyme´triques. Une repre´sentation 3D du champ toroidal total By est donne´ a` droite de la
ﬁgure pour trois temps diﬀe´rents repe´re´s par les points noirs sur les courbes.
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Phase d’ampliﬁcation MRI et retournement de B0 : La ﬁgure 3.12 illustre l’e´volution spatio-
temporelle du cycle durant une pe´riode. A t = 0, la dynamique est domine´e par le champ azimutal
axisyme´trique a` ﬂux nulBy (voir eq.3.4). Ce champ sert de support a` la MRI qui ampliﬁe de fac¸on
quasi-exponentielle les perturbations non-axisyme´triques d’amplitude initialement faible. D’un
point de vue physique, la MRI a pour eﬀet de se´parer les particules radialement : si l’on se place
dans le plan me´dian du disque, celles qui sont situe´es en y = 0 migrent vers les x < 0 tandis que
celles au centre (y = Ly/2) migrent vers des x > 0 (vers l’exte´rieur du disque). Comme le champ
magne´tique est attache´ aux particules, celui-ci va eˆtre de´forme´ dans la direction radiale. Les
lignes de champ de polarite´ diﬀe´rentes sont transporte´es dans des directions radiales oppose´es.
Lorsque l’onde est suﬃsamment trailing, vers t = T/4, le champ de vitesse non-axisyme´trique,
sous l’eﬀet du cisaillement et de l’incompressibilite´, prend la forme de rouleaux contra-rotatifs
(dans le plan poloidal). La composante de vitesse verticale, issue de ces rouleaux poloidaux,
advecte alors le champ support de la MRI verticalement. Les lignes de champ de polarite´ posi-
tive sont amene´es en z = Lz/2 alors que celles de polarite´ ne´gatives sont transporte´es vers les
extre´mite´s en z = 0 et z = Lz. Au bout de t = T/2, les ondes non-axisyme´triques meurent sous
l’eﬀet du cisaillement et le champ magne´tique reprend sa conﬁguration initiale mais avec une
polarite´ inverse´e. Le retournement du champ est donc le re´sultat de la re´troaction non-line´aire
des modes MRI sur le champ support.
La ﬁgure 3.13 montre l’e´volution de certaines composantes du cycle durant 2 pe´riodes. On
voit que le changement de polarite´ du cycle intervient au moment ou` la force e´lectromotrice
(EMF) est maximale. Cette force e´lectromotrice non-line´aire est compose´e d’un terme d’induc-
tion et d’un terme d’advection. Dans le cas du cycle de (Herault et al., 2011), c’est l’advection
qui est a` l’origine du pic d’EMF et qui traduit le transport du champ magne´tique par le champ
de vitesse. Sur le troisie`me graphe, illustrant les diﬀe´rentes composantes de l’e´quation d’induc-
tion axisyme´trique, on voit que c’est l’EMF radiale qui domine instantane´ment la dynamique
toroidale et non l’eﬀet Ω. Comme l’ont indique´ Herault et al. (2011), ce cycle de dynamo MRI
ne pre´sente aucun des aspects d’une dynamo cine´matique de type champ moyen car la force
e´lectromotrice n’est jamais proportionnelle a` l’amplitude du champ grande e´chelle.
Rege´ne´ration des ondes non-axisyme´triques : Durant la deuxie`me demi-pe´riode, l’onde non-
axisyme´trique initiale meurt sous l’eﬀet du cisaillement et de la dissipation mais une nouvelle
onde est re´ge´ne´re´ puis ampliﬁe´e par la MRI. Cela entraine un deuxie`me retournement du champ
axisyme´trique et un retour vers l’e´tat initial. Si l’e´tat initial est exactement sur le cycle, ce
me´canisme se reproduit a` l’inﬁni. Mais comment les ondes non-axisyme´triques sont-elles exac-
tement rege´ne´re´s pe´riodiquement dans ce proble`me ?
Comme nous l’avons de´ja mentionne´, la rege´ne´ration de ces ondes l’introduction d’une modu-
lation radiale du champ axisyme´trique permet de re´ge´ne´rer les ondes non-axisyme´trique dans la
shearing box, lorsque ces dernie`res sont dissipe´es. Dans sa phase trailing, l’onde non-axisyme´tique
inte´ragit non-line´airement avec cette modulation et va cre´er une nouvelle onde leading de faible
amplitude, ampliﬁe´e a` son tour par la MRI.
Cette interaction peut eˆtre vue comme un e´change d’e´nergie entre un mode me´diateur (qui
traduit la de´pendance radiale du champ axisyme´trique), la nouvelle onde leading et l’onde trai-
ling mourante. La ﬁgure 3.14 montre cette interaction en triade. Au moment ou` l’onde trailing
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Figure 3.14 – Sche´ma repre´sentant l’interaction en triade entre le mode me´diateur, l’onde
leading naissante et l’onde trailing mourante.
est ampliﬁe´e par la MRI, une partie de son e´nergie est transfe´re´e vers l’onde leading, par l’action
du me´diateur. Une fois l’onde leading entrant dans sa phase de croissance, elle interagit a` son
tour avec l’onde mourante pour re´alimenter l’e´nergie du me´diateur. Dans cette interaction com-
plexe, on peut voir le mode me´diateur comme une paroi, porte´e par ex qui re´ﬂe´chirait une partie
de l’onde trailing. Le vecteur d’onde dirige´e vers les x positifs (si ky > 0) prend une direction
alors oppose´e, donnant naissance a` une onde leading.
Ce me´canisme permet ainsi de fermer la boucle de dynamo et de re´amorcer les deux phases
que nous avons vu pre´ce´demment (croissance MRI et re´troaction non-line´aire). A noter qu’un
tel mode me´diateur est d’ailleurs pre´sent dans le syste`me re´duit de Moehlis et al. (2004a) visant
a` de´crire l’e´coulement de Couette plan avec parois.
Instabilite´ : Herault et al. (2011) ont e´galement montre´ que le cycle est instable pour le re´gime
de Re et Rm conside´re´. Toute perturbation initie´e sur le cycle conduit a` une dynamique chaotique
ou a` une relaminarisation de l’e´coulement au bout de 2-3 pe´riodes. Cette proprie´te´ est tre`s
inte´ressante car elle sugge`re l’existence d’une dynamique tre`s riche autour du cycle (voir section
ii) sur la transition hydrodynamique), avec des connexions potentielles vers d’autres structures
plus chaotiques.
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Objectifs de´taille´s du travail de the`se
Nous avons vu aux chapitres pre´ce´dents que la dynamo magne´torotationnelle est un candidat po-
tentiel pour expliquer l’origine du champ magne´tique et de la turbulence MHD dans les disques
d’accre´tion. Cependant, les conditions requises pour exciter cette dynamo non-line´aire, le roˆle
de la dissipation ainsi que la dynamique du re´gime transitionnel sont tre`s mal comprises aujour-
d’hui. La de´pendance de la transition en Pm reste e´galement de´battue et son origine est toujours
inconnue. De plus les proprie´te´s de transport de la turbulence MHD lie´e a` la dynamo MRI ne
sont pas clairement de´termine´es. Ce travail de the`se s’est focalise´ essentiellement sur le proble`me
de la transition a` la dynamo MRI. L’objectif principal a e´te´ de mieux cerner les me´canismes
physiques caracte´risant la dynamique non-line´aire de cette dynamo aﬁn d’identiﬁer les causes
de la transition observe´e autour de Pm = 1. Ce travail a e´galement e´te´ re´alise´ dans l’optique
plus ge´ne´rale de mieux comprendre le fonctionnement des dynamos sous-critiques, base´es sur
des instabilite´s MHD. Aﬁn de re´pondre a` ces objectifs, nous avons suivi le plan d’e´tude de´taille´
suivant :
• Dans un premier temps, nous avons cherche´ a` comprendre la nature et la structure de la
frontie`re laminaire/turbulent dans ce proble`me. Ce travail purement nume´rique et consis-
tant a` cartographier les temps de vie turbulents dans l’espace des phases, s’est largement
inspire´ des travaux sur la transition dans les e´coulements hydrodynamiques cisaille´s. Une
premie`re question a` laquelle nous avons cherche´ a` re´pondre a e´te´ de savoir si l’on retrouvait
les caracte´ristiques d’une transition impliquant l’existence d’une selle chaotique, comme
celle observe´e par Moehlis et al. (2004a) dans un mode`le re´duit du proble`me de Couette
plan. Nous avons explore´ une large gamme de parame`tres et de conditions initiales pour y
re´pondre. Le second objectif de cette premie`re partie a e´te´ d’identiﬁer de nouvelles struc-
tures pe´riodiques, dans des simulations a` grand rapport d’aspect, similaires a` celles de
Herault et al. (2011), et d’apporter un e´clairage phe´nome´nologique sur leurs relations a` la
transition. Au cours de cette e´tude, nous avons e´galement cherche´ a` savoir si des solutions
pe´riodiques exactes similaires aux pseudo-cycles de Lesur et Ogilvie (2008b) existaient
dans les e´coulements a` petit rapport d’aspect. Ce travail est pre´sente´ au chapitre 4.
• Le deuxie`me objectif a e´te´ d’e´tablir le roˆle exact des cycles de dynamo MRI dans la tran-
sition a` la turbulence MHD. Comme nous l’avons vu au chapitre 3, la transition dans le
proble`me hydrodynamique de Couette plan pourrait eˆtre lie´e a` des bifurcations de struc-
tures invariantes comme les cycles. Plus ge´ne´ralement, ce type de bifurcations a e´te´ e´tudie´
activement dans de nombreux proble`mes physiques et est de´crit de fac¸on rigoureuse et
mathe´matique dans le cadre de la the´orie des syste`mes dynamiques. Nous avons donc
cherche´ a` identiﬁer pre´cise´ment les me´canismes de bifurcation a` l’œuvre dans l’e´mergence
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d’une activite´ chaotique de dynamo dans notre proble`me. Ce travail est pre´sente´ au cha-
pitre 5. Des me´thodes nume´riques spe´ciﬁques de´veloppe´es au cours de cette the`se pour
re´aliser ce travail sont pre´sente´es en annexe A.3.
• Enﬁn, ayant montre´ que les cycles sont eﬀectivement implique´s dans l’e´mergence du chaos
et de turbulence MHD dans le proble`me de la dynamo MRI, nous avons tente´ de nous
servir de ces objets physiques et mathe´matiques bien de´ﬁnis pour mieux cerner le compor-
tement de la transition vis a` vis du Pm. Pour cela, nous avons e´tudie´ la de´pendance de ces
cycles au re´gime de dissipation caracte´rise´ par Re et Rm. L’objectif pre´cis recherche´ e´tait
notamment de mettre en e´vidence un me´canisme physique ge´ne´rique susceptible d’expli-
quer la disparition de la dynamo a` bas Pm. Ce travail est pre´sente´ au chapitre 6.
Enﬁn nous avions e´galement en teˆte pour objectif au de´but de cette the`se d’aborder le
proble`me de l’eﬃcacite´ du transport de moment cine´tique par la turbulence MHD auto-entretenue
associe´ a` la dynamo MRI. L’ide´e que nous avions e´tait de tenter une application de la the´orie
des orbites pe´riodiques (voir chapitre 3). E´tant donne´ le temps investi dans la compre´hension
du proble`me de la transition, nous n’avons pas pu obtenir suﬃsamment de re´sultats pour en
faire un chapitre entier. Nous avons donc de´cide´ d’exposer le travail de ”de´frichage” accompli
en annexe D.
II
Re´sultats

4Exploration nume´rique de la
transition dynamo
Ce premier chapitre pre´sente l’ensemble des re´sultats d’une e´tude nume´rique eﬀectue´e au cours
de la premie`re anne´e de the`se et visant a` comprendre la ge´ome´trie et la structure de la transition
dynamo MRI. Cette exploration avait e´galement pour but d’identiﬁer de nouvelles structures
invariantes cycliques et d’apporter un e´clairage phe´nome´nologique sur leurs relations avec la
dynamique transitionnelle. Pour cela, nous nous sommes attache´s a` cartographier la frontie`re
laminaire/turbulent en sondant les temps de vie de la turbulence en fonction de certains pa-
rame`tres du proble`me, puis a` identiﬁer des solutions cycliques a` partir des cartes ge´ne´re´es.
4.1 Mode`le et me´thodes nume´riques
Les re´sultats que nous pre´sentons dans ce chapitre et les suivants ont e´te´ obtenus a` partir
des simulations des e´quations de la MHD incompressible (section 2.1.4) dans le mode`le de la
couche de cisaillement (section 2.1.5). Dans cette e´tude, le temps est mesure´ en S−1. Le champ
magne´tique B sera exprime´ comme une vitesse d’Alfve´n et aura donc la meˆme unite´ que le
champ de vitesse u. B et u sont tous les deux normalise´s par la vitesse de cisaillement SL. Les
nombres de Reynolds (Re) et Reynolds magne´tique (Rm) que nous utiliserons sont de´ﬁnis en
section 2.3.3.
Dans le mode`le de couche de cisaillement, des syme´tries spatiales peuvent eˆtre impose´es a`
l’e´coulement pour re´duire la dynamique a` un sous-espace invariant et ainsi faciliter son analyse.
Une des syme´tries, note´e A1 et pre´sente´e en annexe A.1, sera largement exploite´e dans les
re´sultats qui suivent. Une quantite´ importante dans ce proble`me est le champ axisyme´trique B,
de´ﬁni comme la moyenne de B en y. Dans la plupart des cas syme´triques e´tudie´s, ce champ est
domine´ par le premier mode de Fourier en z :
B0(z, t) = B0(t) cos(2πz/Lz),
ou` Lz est la dimension verticale du domaine d’e´tude. Ce champ est gouverne´ par l’e´quation de
dynamo 3.3. Nous utiliserons abusivement la notation B0 pour de´signer B0(t) et le terme d’
”amplitude” de B0 pour de´signer une valeur particulie`re de B0(t) a` un temps donne´ (comme un
maximum). Nous de´ﬁnissons de la meˆme manie`re E0 comme l’EMF axisyme´trique responsable
de l’e´volution de ce champ (et donc projete´e sur le premier mode de Fourier en z).
Les simulations de l’e´coulement ke´ple´rien dans le mode`le de couche de cisaillement ont e´te´
re´alise´es dans la shearing box (section 2.2) graˆce au code pseudo-spectral SNOOPY, de´veloppe´
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par Geoﬀroy Lesur (annexe A.1). Ce code est une imple´mentation nume´rique du mode`le de
la couche de cisaillement dans un domaine re´duit de taille (Lx, Ly, Lz) et pour une re´solution
nume´rique donne´e (Nx, Ny, Nz). Le calcul des cycles non-line´aires de dynamo MRI, a e´te´ pos-
sible graˆce au code PEANUTS, interface´ avec SNOOPY. L’ensemble des me´thodes nume´riques
associe´es a` ce code sont pre´sente´es en annexe A.2 et seront mentionne´es au cours de l’e´tude,
lorsque celles-ci seront utilise´es.
La plupart des re´sultats ont e´te´ obtenus dans la shearing box de dimensions (0.7, 20, 2),
a` grand rapport d’aspect Ly/Lx, utilise´e notamment par Herault et al. (2011). Cette conﬁgu-
ration permet d’e´tudier l’e´coulement dans des gammes de Re et Rm faibles, ou` la dynamique
dans le plan poloidal (x,z) est faiblement non-line´aire et encore simple a` analyser. Les boites
a` plus petit rapport d’aspect ne´cessitent en eﬀet un Re et Rm plus e´leve´s, puisque les ondes
non-axisyme´triques a` la base du processus d’auto-entretien de la dynamo y sont dissipe´es plus
rapidement. Ces Re et Rm plus grands ont pour conse´quence l’excitation d’un plus grand nombre
de petites e´chelles dans le plan poloidal, ce qui complexiﬁe l’analyse et requiert une plus grande
re´solution nume´rique pour simuler l’e´coulement. Nous pre´senterons cependant quelques re´sultats
dans les boites courtes aﬁn de montrer la porte´e ge´ne´rale des re´sultats obtenus.
4.2 Cartographie de la transition
4.2.1 Proce´dure de cartographie
La description comple`te de la transition ne´cessiterait de pouvoir sonder les temps de vie tur-
bulents pour toutes les conditions initiales de l’espace des phases et pour tous les parame`tres
physiques du proble`me. Cela n’est e´videmment pas re´alisable nume´riquement car le nombre de
degre´s de liberte´ de ce syste`me MHD 3D est de l’ordre de plusieurs dizaines de milliers. Nous
avons donc choisi une repre´sentation 2D, qui consiste a` cartographier les temps de vie en fonc-
tion de deux grandeurs physiques, caracte´ristiques de l’e´tat du syste`me (comme l’amplitude de
la condition initiale) ou du re´gime de dissipation (comme le Re ou le Rm). La proce´dure pour
cartographier la transition en fonction de ces parame`tres est la suivante : on ge´ne`re une forme
spatiale de condition initiale en introduisant une amplitude ale´atoire sur chaque mode de per-
turbations. Cela revient a` mettre du bruit blanc sur les composantes de Fourier du champ de
vitesse et du champ magne´tique. Si l’on souhaite restreindre l’e´tude de la dynamique dans un
sous-espace syme´trique de type A1, un ﬁltre est alors applique´, projetant l’e´tat dans cet espace
re´duit. Pour ﬁnir, on impose l’incompressibilite´ et on renormalise le re´sultat de telle sorte que la
densite´ totale d’e´nergie soit e´gale a` 1. On note cet e´tat initial normalise´ X0n . Celui-ci est ensuite
multiplie´ par une certaine amplitude A et sert de condition initiale X0 pour nos simulations.
X0 = AX0n , avec 〈X20n〉 = 1 et 〈·〉 =
1
LxLyLz
∫ ∫ ∫
V
·. (4.1)
Notons que la condition de ﬂux magne´tique nul est e´galement impose´e, c’est a` dire que le champ
ge´ne´re´ ne posse`de pas de mode (kx = 0, ky = 0, kz = 0). Une se´rie de simulations avec SNOOPY
est alors re´alise´e a` partir de la condition initiale, en faisant varier deux des trois parame`tres (que
sont A, Re et Rm) sur une grille pre´de´ﬁnie. La dure´e des simulations Tf est ﬁxe´e a` l’avance,
de l’ordre de plusieurs centaines de S−1. Le temps de vie de la turbulence (ou temps de vie
dynamique) est alors mesure´ pour chaque simulation et reporte´ sur une carte 2D en fonction
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des deux parame`tres choisis. Ce temps est de´ﬁni comme la dure´e pendant laquelle la densite´
moyenne d’e´nergie magne´tique reste supe´rieure a` une valeur seuil que nous avons ﬁxe´e a` 10−4,
dans les unite´s normalise´es. En dessous on conside`re qu’il n’y a plus de dynamique turbulente et
donc que l’e´coulement est devenu laminaire. Nous avons ve´riﬁe´ que l’aspect ge´ne´ral des cartes
obtenues ne de´pend pas trop de la valeur du seuil choisie, ni de l’observable conside´re´e (on aurait
pu prendre par exemple la densite´ d’e´nergie totale). Cette me´thode, par contre, peut pre´senter
un biais a` grand Rm car dans ce re´gime, la de´croissance du champ magne´tique axisyme´trique
est tre`s lente. Il est possible que l’e´nergie magne´tique soit encore importante meˆme apre`s que la
dynamique 3D turbulente ait e´te´ amortie. Dans ce cas particulier, notamment rencontre´ dans
les boites a` petit rapport d’aspect Ly/Lx, il est plus pertinent d’utiliser l’e´nergie cine´tique qui
traduit directement la vigueur des perturbations non-axisyme´triques, dissipe´es beaucoup plus
rapidement. Notons enﬁn que si le temps de vie dynamique est supe´rieur a` Tf , il sera aﬃche´
comme e´gal a` Tf .
4.2.2 Etude de la frontie`re en Pm
Les travaux de Fromang et al. (2007) ont montre´ que la transition entre un e´tat laminaire et un
e´tat turbulent MHD semblait se faire autour de Pm = 1. Cependant leur e´tude a e´te´ re´alise´e
pour un e´coulement compressible et pour un petit rapport d’aspect (Ly/Lx = π). Aucune e´tude
similaire n’est disponible pour des e´coulements incompressibles, tels que nous les conside´rons
dans cette the`se, et pour une shearing box de plus grand rapport d’aspect. Nous avons donc
re´alise´, dans un premier temps, des cartes de transition en fonction de Re et Rm, en suivant
la proce´dure de´taille´e en 4.2.1 pour une boite de dimensions (0.7, 20, 2). Aﬁn de s’assurer de la
ge´ne´ricite´ de nos re´sultats, trois conditions initiales X01 , X02 et X03 , de forme et d’amplitude
ale´atoires ont e´te´ conside´re´es, permettant la ge´ne´ration de trois cartes diﬀe´rentes. X01 et X02
ont une forme spatiale identique mais des amplitudes diﬀe´rentes (A = 2.5 pour la premie`re et
A = 5 pour la seconde). La troisie`me a une forme spatiale diﬀe´rente des deux premie`res et son
amplitude A est de 5. Les syme´tries A1 ont e´te´ applique´es pour chacune d’entre elles. Nous avons
e´tudie´ tout d’abord une gamme de Re et Rm allant de 100 a` 1000, pour une re´solution nume´rique
de 48 × 48 × 72. Les cartes ainsi obtenues sont illustre´es sur la ﬁgure 4.1 (a` gauche). On voit
que les re´gions ou` la turbulence est entretenue sur des temps longs (colore´es en rouge/fonce´)
semblent eˆtre localise´es au dessus de la ligne Pm = 1. A bas Re, la dynamique semble eˆtre
entretenue uniquement pour des Rm supe´rieurs a` une certaine valeur critique (∼ 500) tandis
qu’a` plus grand Re, la frontie`re laminaire/turbulent suit visuellement la ligne Pm ∼ 1. Aﬁn
d’observer le comportement de la frontie`re a` plus grand Re et Rm, nous avons re´alise´ trois
cartes supple´mentaires en partant des meˆmes conditions initiales X01 , X02 et X03 mais en faisant
varier Re et Rm entre 500 et 3000, avec une re´solution nume´rique de 96× 96× 128 (ﬁgures de
droite). Notons que pour ces grands Re et Rm, la grille de parame`tres est moins e´chantillonne´e
et par conse´quent l’interpre´tation des re´sultats est plus diﬃcile. Cependant on observe que la
turbulence n’est re´ellement active qu’au dessus d’une ligne Pm ∼ 1.
Nous avons ensuite refait le meˆme type de carte pour une boite de dimensions (0.5, 2, 1), de
rapport d’aspect interme´diaire Ly/Lx = 4. Cette conﬁguration a e´te´ entre autres utilise´e par
Lesur et Ogilvie (2008b) pour e´tudier les solutions pseudo-cycliques incompressibles de la dy-
namo MRI. Une seule condition initiale a e´te´ utilise´e dans ce cas. Comme l’e´chelle des structures
non-axisyme´triques en y est plus petite dans ce type de boite, le re´gime de transition se trouve
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Figure 4.1 – Cartes repre´sentant le temps de vie dynamique en fonction de Re et Rm, pour des
simulations eﬀectue´es dans la boite de dimensions (0.7, 20, 2). De haut en bas, les simulations
sont initialise´s avec la condition X01 , X02 et X03 . Les cartes de gauche ont e´te´ eﬀectue´es a` basse
re´solution 48× 48× 72 pour une gamme de Re et Rm allant de 100 a` 1000. Les cartes de droite
correspondent aux simulations re´alise´es a` plus grande re´solution 96× 96× 128 pour une gamme
plus large de Re et Rm. La ligne pointille´e correspond a` la droite Pm = 1.
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Figure 4.2 – Carte repre´sentant le temps de vie dynamique en fonction de Re et Rm, pour des
simulations eﬀectue´es dans la boite de dimensions (0.5, 2, 1). La forme de la condition initiale et
son amplitude A sont ﬁxe´es (A = 5). La re´solution nume´rique est de 64× 64× 128.
a` des Re et Rm bien plus grands que ceux obtenus pre´ce´demment1. Nos simulations indiquent
que pour Re < 800 (re´gime non repre´sente´ ici), aucune dynamique n’est excite´e, quelque soit
Rm. Cette limite infe´rieure en Re, qui correspond a` la limite de stabilite´ de la MRI, e´tait de
l’ordre de 30-50 pour la boite de Herault et al. (2011) et n’e´tait donc pas visible sur la ﬁgure
4.1. Les premie`res simulations turbulentes apparaissent pour Re ∼ 800 et uniquement au dessus
d’un certain Rmc (ici autour de 3000, alors qu’il e´tait proche de 500 pour la boite de dimen-
sions (0.7, 20, 2)). A plus grand Re, la carte de la ﬁgure 4.2 indique que la majorite´ des points
turbulents se situent e´galement au dessus d’une ligne Pm ∼ 1. Ce re´sultat est cependant moins
net que pour la boite a` plus grand rapport d’aspect.
Dans les deux cas pre´sente´s ci-dessus, le comportement de la frontie`re laminaire/turbulent
ressemble donc fortement a` celui de´crit par Fromang et al. (2007) dans la boite de dimen-
sions (1, π, 1). Notons que leur rapport d’aspect Ly/Lx = π, plus faible, implique une valeur
de Rmc encore plus grande, de l’ordre de 6000. La ﬁgure 4.3 re´capitule de fac¸on sche´matique
l’ensemble des re´sultats a` notre disposition, en plus de ceux de Fromang et al. (2007). Le rec-
tangle noir en pointille´ indique la grille en Re et Rm utilise´e pour les cartes de la ﬁgure 4.1.
L’ensemble de ces re´sultats indique que l’existence d’une transition autour de Pm = 1 est une ca-
racte´ristique ge´ne´rale des simulations actuellement re´alisables de dynamo MRI dans la shearing
box, inde´pendante des rapport d’aspect utilise´s. Notons que si l’on s’en tient a` une de´ﬁnition de
Re et Rm par rapport a` la longueur de re´fe´rence L (typiquement L ∼ Lx ∼ Lz dans toutes les
conﬁgurations pre´sente´es ici), la diminution du rapport d’aspect Ly/Lx a pour eﬀet de de´caler
les frontie`res de transition vers des Re et Rm plus grands. Il n’est pas force´ment pertinent de
comparer directement les Re et Rm critiques de ces courbes de´ﬁnis ainsi car la longueur de
re´fe´rence utilise´e n’est pas repre´sentative de l’e´chelle azimutale des ondes non-axisyme´triques,
qui sont au cœur du processus dynamique e´tudie´. Il s’ave`re cependant diﬃcile de trouver un
facteur d’e´chelle qui permettrait d’uniﬁer l’ensemble de ces courbes critiques car les tailles ca-
1si Re et Rm sont toujours de´ﬁnis par rapport a` la longueur de re´fe´rence L comme en section 2.3.3.
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Figure 4.3 – Sche´ma repre´sentant la forme des frontie`res laminaire/turbulent dans le proble`me
de la dynamo MRI pour diﬀe´rents rapport d’aspects et conﬁgurations nume´riques. Une dimi-
nution du rapport d’aspect Ly/Lx a pour eﬀet d’augmenter le Rmc et le Rec, pour lesquels un
re´gime turbulent apparait. Les re´sultats de Fromang et al. (2007) ne montrent pas explicitement
l’existence d’une limite infe´rieure en Re, meˆme si celle-ci existe obligatoirement. Dans chaque
cas, une transition est observe´e autour de Pm = 1. Le cadre noir en pointille´ indique la gamme
de Re et Rm ou` les simulations de la ﬁgure 4.1 ont e´te´ re´alise´es.
racte´ristiques du syste`me suivant les 3 directions spatiales sont importantes pour la physique du
proble`me.
4.2.3 Etude de la structure de la frontie`re de transition dans l’espace des phases
En plus de la de´pendance globale en Pm de la transition, les cartes de la ﬁgure 4.1 re´ve`lent la
sensibilite´ du temps de vie de la turbulence aux conditions initiales. Nous avons donc e´tudie´
plus en profondeur cette proprie´te´, aﬁn de mieux comprendre la forme de la transition et la
place des structures cohe´rentes (telles que les cycles) dans le proble`me de la dynamo MRI A la
manie`re de Moehlis et al. (2004a), nous avons cartographie´ la frontie`re laminaire/turbulent en
sondant les temps de vie en fonction de l’amplitude A d’une forme de condition initiale donne´e
et du Rm, en suivant a` nouveau la proce´dure de´crite au paragraphe 4.2.1. Re est ﬁxe´ dans un
premier temps a` 70 aﬁn de simpliﬁer la dynamique. Le parame`tre de controˆle le plus important
ici est Rm car il intervient directement dans l’e´quation (3.3) du champ axisyme´trique et a donc
un roˆle e´quivalent a` Re dans l’e´quation (3.2) du proble`me sous-critique hydrodynamique. Varier
A revient a` explorer l’espace des conditions initiales le long d’une ligne traversant la frontie`re
entre le bassin laminaire et la re´gion chaotique.
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Figure 4.4 – Carte de transition a` haute re´solution (δRm = 1, δA = 0.023) repre´sentant le
temps de vie dynamique en fonction de Rm et A pour une forme de condition initiale donne´e.
Aucune syme´trie spatiale n’est impose´e.
La ﬁgure 4.4 montre un exemple de carte de transition en (Rm, A) obtenue dans le proble`me
complet, sans syme´tries spatiales, ou` chaque pixel repre´sente une simulation. Le pas de grille
utilise´ est de δRm = 1, δA = 0.023 ; la re´alisation de cette carte a donc ne´cessite´ pre`s de 30000
simulations. La re´solution nume´rique est de (Nx, Ny, Nz) = (24, 12, 36) et le temps ﬁnal des
simulations Tf de 450 S
−1. Une carte similaire a e´te´ obtenue pour une dynamique restreinte au
sous-espace de syme´tries A1 (Fig. 4.5 a` gauche). Ces deux cartes indiquent la pre´sence d’une
re´gion a` bas Rm ou` les trajectoires dans l’espace des phases convergent rapidement (au bout de
quelques dizaines de S−1) vers la solution laminaire ke´ple´rienne et d’une autre a` plus grand Rm,
ou` la dynamique est turbulente sur plusieurs centaines de S−1. Dans cette re´gion, l’e´volution de
l’e´coulement est extreˆmement sensible aux conditions initiales et aux parame`tres de controˆle.
Une inﬁme perturbation en A ou en Rm induit un changement drastique du temps de vie de la
turbulence ou plus ge´ne´ralement des proprie´te´s turbulentes (comme le transport). L’ensemble
des conditions initiales convergeant vers un e´tat turbulent n’est pas connexe. En eﬀet, en plein
milieu des re´gions dite ”turbulentes”, on observe la pre´sence d’un certain nombre de points ou`
la dynamique est inactive. La frontie`re entre cet ensemble et le bassin laminaire semble donc
tre`s complexe et pre´sente une ge´ome´trie qui ressemble a` une fractale. Un zoom eﬀectue´ sur la
re´gion de´limite´e par le rectangle noir sur la carte de la ﬁgure 4.4 indique en eﬀet que les motifs
complexes associe´s a` la frontie`re turbulent/laminaire se re´pliquent a` plus petite e´chelle dans
l’espace des phases. La re´duction de la dynamique au sous espace syme´trique A1 ne semble pas
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Figure 4.5 – Carte de transition repre´sentant le temps de vie dynamique en fonction de Rm
et A pour une forme de condition initiale donne´e, dans l’espace de syme´tries A1. A gauche la
re´solution est de (δRm = 1, δA = 0.0115). La zone de´limite´e par le cadre noir a e´te´ recalcule´e
sur la ﬁgure de droite avec une re´solution plus grande (δRm = 0.2, δA = 0.0023).
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Figure 4.6 – Cartes de transition a` basse re´solution (δRm = 10, δA = 0.115) en fonction de A
et de Rm, pour 28 formes spatiales de condition initiales diﬀe´rentes.
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aﬀecter ce re´sultat. Par la suite, nous utiliserons cette re´duction aﬁn de simpliﬁer l’analyse du
proble`me.
Ces cartes sont-elles repre´sentatives de la dynamique globale de la transition ? En eﬀet, elles
n’ont e´te´ obtenues que pour une forme spatiale de condition initiale donne´e, correspondant a`
une direction bien de´termine´e dans l’espace des phases. Or la dimension de l’espace des phases
est de plusieurs milliers dans notre proble`me. Nous avons donc choisi de ge´ne´rer ale´atoirement
28 formes spatiales diﬀe´rentes, en espe´rant que l’ensemble des directions associe´es a` ces formes
couvrent une portion globalement repre´sentative de l’espace des phases. La ﬁgure 4.6 montre
les cartes de transition associe´es a` ces 28 formes de conditions initiales diﬀe´rentes. On constate
tout d’abord qu’une ge´ome´trie fractale semble se dessiner quelque soit l’e´tat initial conside´re´ et
semble donc eˆtre une proprie´te´ globale de la transition dans l’espace des phases. De plus, le Rm
critique au dela` duquel la dynamique devient turbulente de´pend de l’amplitude A et de la forme
spatiale de l’e´tat initial. Par exemple, la premie`re carte de la ﬁgure 4.6 nous indique que le Rm
critique est d’environ 250, tandis que pour la carte no 26 (nume´rote´e de gauche a` droite et de
haut en bas), il semble plutoˆt proche de 380.
Ces re´sultats, combine´s a` ceux de Rempel et al. (2010), sugge`rent que la transition dans
le proble`me de la dynamo MRI est lie´e a` l’existence d’une ”selle chaotique”, similaire a` celle
de´crite dans les sections 3.1.2 et 3.1.5 pour le proble`me sous-critique hydrodynamique. Il est
e´galement fort probable que les points dont le temps de vie dynamique est supe´rieur a` 700 S−1
(quasi ”inﬁni”) appartiennent a` un ensemble de mesure nulle, associe´ au ”edge” de la transition
et incluant des structures invariantes de la dynamo MRI. L’objet du paragraphe suivant est
d’e´tudier plus en de´tail la forme et les proprie´te´s de cet ensemble.
4.2.4 Ilots de turbulence et relation avec les solutions cycliques
L’analyse de´taille´e des cartes de transition, dont celle de la ﬁgure 4.5, a permis de mieux com-
prendre la structure du ”edge” et de mettre en e´vidence la pre´sence de structures invariantes.
La re´duction de la dynamique au sous-espace des syme´tries a facilite´ cette analyse. La ﬁgure
4.5 montre que les re´gions chaotiques prennent la forme d’ilots ou de pointes qui pe´ne`trent
le domaine laminaire. De meˆme des zones isole´es dans lesquelles la dynamique est rapidement
de´croissante sont encheveˆtre´es dans les re´gions chaotiques.
La majorite´ des simulations contenues dans ces ”ilots” ou ces ”pointes” pre´sentent une
dynamique re´currente caracte´rise´e par la pe´riode T0 = 2S
−1Ly/Lx (que nous appellerons pe´riode
fondamentale par la suite). La ﬁgure 4.7 montre trois exemples de simulations pre´-turbulentes,
tire´es des cartes au niveau de la frontie`re laminaire/turbulent. Les trajectoires sont globalement
complexes mais semblent attire´es de fac¸on transitoire par des structures cycliques, pour lesquelles
le champ axisyme´trique change de polarite´ tous les T0/2. Pour la deuxie`me simulation, on observe
que la trajectoire chaotique s’approche tre`s pre`s d’un cycle (orbite rouge), qui a pu eˆtre converge´
avec pre´cision et dont nous reparlerons dans la section 4.3.3.
Cette dynamique re´currente a e´te´ analyse´e quantitativement et statistiquement en calculant
la transforme´e de Fourier temporelle de B0y pour chaque simulation prise sur une carte (ici celle
de la ﬁgure 4.5). Le ratio entre l’e´nergie inte´gre´e sur un intervalle centre´ autour de la fre´quence
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Figure 4.7 – E´volution temporelle (a` gauche) et portrait de phase (a` droite) du champ axi-
syme´trique B0 pour trois simulations tire´es des cartes de transition. L’orbite rouge sur le
deuxie`me portrait de phase repre´sente une solution non-line´aire cyclique instable qui a pu eˆtre
converge´e par la me´thode de Newton.
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Figure 4.8 – Ratio entre l’e´nergie de B0y a` la fre´quence fondamentale f0 = 1/T0 et son e´nergie
totale, en fonction de Rm et de l’amplitude A de la perturbation initiale, pour les simulations
de la ﬁgure 4.5. Les zones rouges correspondent aux bassins d’attraction de cycles de dynamo
stables.
fondamentale f0 = 1/T0 et l’e´nergie totale du signal est illustre´ sur la ﬁgure 4.8. Il apparait
de fac¸on claire que pour les simulations contenues dans les re´gions chaotiques, plus de 50% de
l’e´nergie en moyenne est localise´e autour d’un pic de fre´quence f0. Si l’on regarde ces cartes plus
en de´tail, on voit apparaitre e´galement des re´gions, situe´es en pe´riphe´rie des zones chaotiques,
pour lesquelles le ratio de´ﬁni pre´ce´demment est supe´rieur a` 80%. Les simulations dans ces zones
convergent syste´matiquement vers des orbites pe´riodiques (cycles) ou bien vers des structures
ape´riodiques tre`s re´gulie`res. En eﬀet, la carte zoome´e de la ﬁgure 4.8 fait apparaitre en bor-
dure de la structure centrale (Rm ∼ 330, A ∼ 1.8) un croissant tre`s ﬁn colore´ en rouge, dans
lequel les simulations convergent vers une structure semblable au cycle de Herault et al. (2011),
mais plus e´nerge´tique. Des re´gions similaires, plus isole´es et restreintes (comme celle situe´e en
Rm ∼ 337, A ∼ 1.73), contiennent des cycles de plus grandes pe´riodes (4, 6, 7, 8 T0). Ces orbites
ressemblent fortement au cycle de Herault et al. (2011), avec une inversion des polarite´s du
champ axisyme´trique tous les T0/2. Cependant l’amplitude de ce champ est module´e au cours
du temps par une pe´riode plus grande que T0. Rappelons que la condition initiale utilise´e pour
ge´ne´rer ces cartes est totalement ale´atoire ; sa forme spatiale n’est donc en rien corre´le´e avec
celle des cycles identiﬁe´s.
Ce travail nous a donc permis de de´voiler la nature de la transition dynamo et de de´tecter une
partie (probablement tre`s restreinte) du ”edge” dans ce proble`me. Une multitude de structures
invariantes (cycles, orbites ape´riodiques), dont celle de Herault et al. (2011) ont e´te´ converge´es
a` cette occasion. Nous reviendrons ulte´rieurement sur ces structures (section 4.3) et sur leur
possible lien avec la transition (chapitre 5).
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Figure 4.9 – Cartes de transition en fonction de Rm et de l’amplitude A de la condition initiale,
pour diﬀe´rents Re. La forme de condition initiale est identique a` celle utilise´e pour ge´ne´rer les
cartes de la ﬁgure 4.5. La re´solution de grille est de (δRm = 2, δA = 0.04), excepte´ pour la
carte a` Re = 70 ou` la re´solution est double´e et la carte a` Re = 550 ou` δRm = 5. La re´solution
nume´rique est de (24× 12× 36) sauf pour la dernie`re carte ou` elle a e´te´ double´e.
4.2.5 Eﬀet du nombre de Reynolds et du rapport d’aspect
Avant d’e´tudier plus en de´tails les structures cycliques et leur roˆle dans la transition, nous nous
sommes demande´ si les conclusions obtenues pour la conﬁguration pre´ce´dente (bas Re = 70,
Pm > 1, boite a` grand rapport d’aspect ) e´taient ge´ne´riques, et si elles s’appliquaient a` d’autres
re´gimes de dissipation ou d’autres rapports d’aspect. En particulier comment se comportent
les cartes de transition lorsque on augmente Re et que l’on se rapproche du re´gime autour de
Pm = 1 ? Pour le savoir, nous avons re´alise´ six cartes de transition en (Rm, A), pour diﬀe´rents
Re allant de 70 a` 550, en reprenant la condition initiale ale´atoire utilise´e pour ge´ne´rer la carte
de la ﬁgure 4.5. La ﬁgure 4.9 montre qu’une augmentation de Re, jusqu’a` Re = 200 ne change
pas fondamentalement la structure de la frontie`re laminaire/turbulent dans l’espace des phases.
On distingue toujours une re´gion laminaire et un bassin fractal de selle chaotique ou` les temps
de vie sont extreˆmement sensibles a` l’amplitude de la condition initiale. Les zones chaotiques
font toujours apparaitre des formes complexes, en forme d’ilots et de pointes a` l’inte´rieur des-
quelles des structures re´currentes apparaissent. Cependant on voit que plus Re augmente, plus
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ces formes semblent se diluer. Les temps de vie de la turbulence sont e´galement sensiblement
re´duits. Pour Re = 550 (Pm ≤ 1), il devient clairement diﬃcile de distinguer une frontie`re nette
entre la zone laminaire et la zone chaotique. De plus la cohe´rence entre les trajectoires chaotiques
et les structures pe´riodiques est de moins en moins marque´e dans ce re´gime de plus grand Re,
signe qu’un changement dans la dynamique s’ope`re autour de Pm ∼ 1. On notera au passage
que pour Re = 550, les premiers points turbulents se manifestent autour de Rm ∼ 400, alors
qu’a` plus bas Re, ils apparaissaient autour de Rm ∼ 300, ce qui est cohe´rent avec les re´sultats
de la section 4.2.2. Il est diﬃcile cependant de conclure sur le comportement de ces cartes a`
tre`s grands Re et Rm, car nos capacite´s de calcul sont insuﬃsantes pour atteindre la re´solution
nume´rique ne´cessaire a` l’e´tude de tels re´gimes.
Enﬁn, nous avons e´tudie´ comment ces cartes se comportent pour des rapports d’aspect beau-
coup plus petits que celui utilise´ par Herault et al. (2011). Hormis les travaux de Rempel et al.
(2010) dans une boite de dimension (Lx, Ly, Lz)=(1, π, 1), la structure ﬁne de la transition est
assez mal connue dans ces re´gimes. Aﬁn de comple´ter leur e´tude, nous avons re´alise´ plusieurs
cartes de transition similaires a` celles obtenues en section 4.2.3, pour une boite de dimensions
(0.5, 2, 1), et donc de rapport d’aspect e´gal a` 4. Le re´sultat non pre´sente´ dans ce manuscrit
montre que les temps de vie turbulents sont la` aussi extreˆmement sensibles aux conditions ini-
tiales et que de nombreuses structures pe´riodiques sont e´galement excite´es pre`s du seuil de
transition. Les re´sultats de Munoz et Rempel, pre´sente´s a` la confe´rence Euromech a` Carge`se
(2014) et montrant des cartes de transition comparables a` celle de la ﬁgure 4.5 pour des rap-
ports d’aspect beaucoup plus petits, conﬁrment que cette transition dynamo est ge´ne´riquement
associe´e a` l’e´mergence d’une selle chaotique d’apparence fractale.
4.3 Nature du ”edge state” et cycles identiﬁe´s
Les cartes que nous avons pre´sente´es indiquent que les trajectoires chaotiques pre`s de la transition
portent l’empreinte d’une dynamique cyclique et re´gulie`re. Nous allons a` pre´sent donner un
aperc¸u des diﬀe´rentes structures cycliques identiﬁe´es aﬁn de mieux comprendre la nature du
”edge state” dans ce proble`me. Il sera particulie`rement inte´ressant de voir si d’autres cycles
similaires a` celui de Herault et al. (2011) existent et d’e´tudier la place qu’ils occupent dans
la transition. Diﬀe´rents rapports d’aspect et conﬁgurations de syme´tries ont e´te´ explore´s aﬁn
d’obtenir une ide´e globale des formes possibles de dynamique cyclique dans ce proble`me.
4.3.1 Me´thodes d’identiﬁcation
L’analyse des cartes de transition s’est ave´re´e eˆtre un moyen eﬃcace pour de´couvrir des cycles
de dynamo MRI. La me´thode est simple et syste´matique : les simulations avec un temps de vie
dynamique important sont trie´es puis analyse´es temporellement. Si une re´currence apparait dans
l’e´volution du champ magne´tique entre un temps t et un temps t+T (ce qui est souvent le cas),
une DNS est alors eﬀectue´e jusqu’au temps t. Puis un algorithme de Newton-Krylov est initie´
a` ce temps, aﬁn d’e´liminer l’erreur quadratique entre l’e´tat X(t) et l’e´tat X(t+ T ). Souvent, a`
la premie`re ite´ration de l’algorithme, cette erreur est de l’ordre de la norme de l’e´tat et il est
par conse´quent tre`s diﬃcile de converger vers la structure pe´riodique. Dans les cas favorables,
la convergence sur un cycle est obtenue apre`s plusieurs ite´rations de l’algorithme (ne´cessitant
une a` plusieurs centaines de simulations sur une pe´riode), avec une erreur quadratique relative
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infe´rieure a` 10−5. Un exemple d’une telle convergence est pre´sente´e en annexe A.2.
La plupart des cycles identiﬁe´s ont e´te´ obtenus par cette me´thode. Cependant certains d’entre
eux ont e´te´ de´tecte´s ou rede´couverts diﬀe´remment, notamment par l’analyse de la dynamique
locale d’autres cycles (me´thode par ”perturbations” ou par ”bifurcations”). Ces me´thodes seront
pre´cise´es le cas e´che´ant.
4.3.2 Le cycle de Herault et al. (2011) et sa ”upper branch”
Le cycle de Herault et al. (2011) a e´te´ de´tecte´ dans plusieurs simulations turbulentes, a` partir des
cartes de transition obtenues avec des conditions initiales ale´atoires. Cela prouve qu’il joue un
roˆle important dans la dynamique. Il apparait ge´ne´ralement lorsque l’intensite´ de la turbulence
est de´croissante ou au tout de´but des simulations (pre´curseur). C’est l’un des cycles de plus
faible amplitude identiﬁe´ jusqu’a` ce jour dans le proble`me de la dynamo MRI. D’apre`s l’analyse
des cartes, il semble vivre dans une re´gion assez e´tendue en Re et Rm.
Pour se faire une premie`re ide´e de sa nature et de son domaine d’existence, nous avons re´alise´
une continuation de ce cycle en Rm. Le principe est de recalculer le cycle avec l’algorithme de
Newton-Krylov pour des incre´ments successifs en Rm. La ﬁgure 4.10 montre l’e´volution de l’am-
plitude maximale (sur une pe´riode T0) de la composante toroidale de B0 en fonction de Rm. A
l’origine le cycle de Herault et al. (2011) a e´te´ converge´ pour un Re de 70 et un Rm de 360,
repre´sente´ par le point noir sur la branche du bas. On constate que cette branche se retourne
en Rm = 327.4 et donne naissance a` une deuxie`me branche pour laquelle l’amplitude du champ
axisyme´trique est plus forte.
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Figure 4.10 – Courbe de continuation en Rm du cycle de Herault et al. (2011) faisant apparaitre
une bifurcation de type nœud-col a` Rm = 328.
Ce type de courbe est caracte´ristique d’une bifurcation nœud-col ( ”saddle node” en anglais).
Pour un meˆme Re et Rm, deux solutions existent, une solution de ”lower branch” (LB1), cor-
respondant a` la branche du cycle de Herault et al. (2011), et une ”upper branch” (UB1) de plus
haute e´nergie. Cette paire de solutions non-line´aires sera note´e SN1. Notons que le cycle iden-
tiﬁe´ dans le croissant de la ﬁgure 4.5 correspond a` la solution de la branche UB1 a` Rm ∼ 330.
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Cette solution a e´te´ e´galement obtenue par perturbation de LB1 le long de sa direction instable
(unique pour Rm = 360). Nous ne rentrerons pas pour l’instant dans l’analyse de stabilite´ de
SN1 mais il apparait clairement que UB1 est stable une faible gamme de Rm (ou` son bassin
d’attraction est le croissant de la ﬁgure 4.5). L’e´volution sur une pe´riode de ces deux solutions
est pre´sente´e sur la ﬁgure 4.11 pour Re = 70 et Rm = 352. Le cycle UB1 ressemble fortement a`
LB1 mais avec une e´nergie plus grande. Le portrait de phase fait apparaitre UB1 en violet, avec
une amplitude de B0y de 1.5 et LB1 en bleu, avec une amplitude de 1.
4.3.3 Autres cycles de type nœud-col de pe´riode fondamentale T0 en boite longue
i) Dans l’espace des syme´tries A1
D’autres paires de cycles, semblables a` SN1 et pre´sentant les syme´tries A1 ont e´te´ converge´es,
pour la plupart a` partir des cartes de transition dans la boite de dimensions (0.7, 2, 20). A ce
jour, on compte au moins quatre autres paires de cycles, re´sultant d’une bifurcation de type
nœud-col, identiﬁe´es dans des re´gimes de dissipation similaires. Tout d’abord, SN2 constitue´e
de la paire LB2 et UB2 est une structure qui pre´sente les meˆmes caracte´ristiques physiques que
SN1, mais avec une e´nergie plus grande. Pour Re = 70 et Rm = 352, la ﬁgure 4.12 montre
que l’amplitude de B0y pour LB2 est de l’ordre de 2, alors qu’elle est de 2.6 pour UB2. L’EMF
axisyme´trique, associe´e au renversement du champ magne´tique axisyme´trique, pre´sente des os-
cillations assez importantes au moment ou` l’onde est dans sa phase trailing avance´e. Notons
que LB2 correspond au cycle repe´re´ dans la simulation de la ﬁgure 4.7 (marque´ par une orbite
rouge), autour duquel tournait la trajectoire chaotique.
Deux autres paires de cycles SN3 et SN4, issues d’une bifurcation nœud-col, ont e´te´ iden-
tiﬁe´es. La ﬁgure 4.13 montre l’e´volution de LB3 pour (Re, Rm)=(400, 513) et UB4 pour (Re,
Rm)=(70, 352). Les deux autres branches UB3 et LB4 ont e´galement e´te´ obtenues mais ne sont
pas repre´sente´es ici. La paire SN3 n’existe que pour Re > 200 et a e´te´ trouve´e a` partir des
cartes eﬀectue´es a` plus grand Re. Il n’est donc pas force´ment pertinent de comparer directement
son amplitude avec les autres structures. La paire SN4 a e´te´ identiﬁe´e dans le meˆme re´gime
que les autres, en particulier a` Re = 70. Son e´nergie est la plus grande de toutes les structures
que nous avons converge´es (le champ magne´tique toro¨ıdal B0y a une amplitude de l’ordre de
3.5 pour UB4). D’un point de vue dynamique, UB4 ressemble beaucoup a` UB2, avec une EMF
tre`s oscillante. En regardant la visualisation 3D de la ﬁgure 4.13, on remarque que les zones de
champ magne´tique positives (en rouge) basculent a` T0/4 dans le sens oppose´ a` celui observe´
pour les autres cycles (vers la gauche c’est a` dire vers les x < 0).
La dernie`re paire de cycles identiﬁe´e SN5 (non repre´sente´e) a e´te´ de´couverte dans un ilot
pre´-turbulent des cartes de transition situe´e a` tre`s bas Rm. Les continuations ont montre´ que ce
cycle nait au travers d’une bifurcation nœud-col mais ne vit que dans une re´gion tre`s limite´e en
Rm (entre 264 et 300) pour Re = 70. Cela sugge`re que cette paire de cycles intervient localement
dans la dynamique turbulente dans cet ilot. De nombreux ilots ont e´te´ identiﬁe´s a` partir des
cartes, ce qui laisse a` penser que de nombreuses autres structures similaires a` SN5 pourraient
exister. Ce cycle a la particularite´ d’avoir une forte amplitude, de l’ordre de celle de UB4.
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Figure 4.11 – En haut : e´volution temporelle de LB1 (a` gauche) et UB1 (a` droite) pour Re = 70
et Rm = 352. Les trois premiers graphes repre´sentent de haut en bas, le champ axisyme´trique
(B0x , B0y), l’EMF axisyme´trique (E0x , E0y) et l’e´nergie des ondes de cisaillement successives (sur
le mode ky = 2π/Ly) en fonction du temps. Le passage trait pointille´ / trait plein indique la
transition leading/trailing des ondes. Au centre : repre´sentation 3D des isosurfaces de By pour
les deux cycles, a` t = 0 et t = T0/4. En bas : portrait de phase des cycles repre´sentant le champ
B0y en fonction de E0x . Re´solution nume´rique : 24× 12× 36.
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Figure 4.12 – Evolution temporelle de LB2 (a` gauche) et UB2 (a` droite) pour Re = 70 et
Rm = 352. Voir le´gende de la ﬁgure 4.11 pour plus d’informations. Re´solution nume´rique :
24× 12× 36.
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Figure 4.13 – Evolution temporelle de LB3 (a` gauche) et UB4 (a` droite) pour (Re = 400,Rm =
511) et (Re = 70,Rm = 352) respectivement. Voir le´gende de la ﬁgure 4.11 pour plus d’infor-
mations. Re´solution nume´rique : 48× 24× 72.
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Figure 4.14 – En haut : iso surfaces du champ magne´tique total Bx dans le plan (y, z) pour
les cycles relatifs UB4r a` Re = 70 et Rm = 384 (a` gauche) et LB2r a` Re = 70 et Rm = 412 (a`
droite). La premie`re carte (en partant du haut) est repre´sente´e pour t = T0/4 et la seconde pour
t = T0/4 + T0. L’e´tat ﬁnal est translate´e en y par rapport a` l’e´tat initial. En bas : visualisation
3D des iso surfaces du champ magne´tique By. Re´solution nume´rique : 24× 12× 36.
ii) Sans les syme´tries
Lorsque les syme´tries A1 ne sont pas impose´es, les cycles de´crits pre´ce´demment existent toujours
mais ne sont pas force´ment les plus repre´sentatifs de la dynamique. En fait l’analyse des cartes
de transition dans le proble`me ge´ne´ral sans syme´trie fait apparaitre des cycles dits ”relatifs”
(”relative periodic orbits” ou ”RPO” en anglais). Ces solutions ne sont pas pe´riodiques au sens
strict du terme. L’e´tat ﬁnal, a` t = T0 est une version translate´e spatialement en y ou z de l’e´tat
initial a` t = 0. Les cycles relatifs n’existent pas dans le sous-espace des syme´tries A1 car la
translation le long d’un axe brise ces syme´tries.
Graˆce a` la carte de transition de la ﬁgure 4.4, nous avons identiﬁe´ et converge´ quatre cycles
relatifs de pe´riode T0. Deux vitesses de phase cy et cz ont e´te´ introduites dans l’algorithme
de Newton aﬁn de prendre en compte la translation de l’e´tat ﬁnal dans les directions y et z.
Les quatres paires, nomme´s respectivement SN1r, SN2r, SN3r et SN4r sont toutes issues d’une
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Figure 4.15 – Evolution temporelle du champ magne´tique axisyme´trique B0 pour 3 cycles de
pe´riodes diﬀe´rentes de T0 dans la boite de dimensions (0.7, 20, 2). Le premier (en partant du
haut) a e´te´ obtenu pour Re = 70 et Rm = 287. Le deuxie`me pour Re = 70 et Rm = 350, et
enﬁn le troisie`me pour Re = 227 et Rm = 310. La ligne horizontale verte pointille´e permet de
voir que le premier cycle est de pe´riode double. Re´solution nume´rique : 24× 12× 36 sauf pour
le dernier pour lequel Ny = 36.
bifurcation nœud-col et apparaissent pour diﬀe´rents Rm critiques, entre 350 et 400 (pour Re =
70). Huit cycles relatifs au total ont donc e´te´ trouve´s, en comptant les ”lower” et les ”upper”
branchs. Sur une pe´riode, ces cycles sont translate´s le long de l’axe y (axe de l’e´coulement).
La ﬁgure 4.14 montre une coupe dans le plan (y, z) du champ magne´tique radial pour deux
de ces cycles, UB4r et LB2r. Le premier est translate´ vers les y ne´gatifs d’un quart de Ly ;
le second est translate´ dans la meˆme direction d’environ 0.37 Ly. Notons e´galement que les
e´tat associe´s a` ces cycles ne sont pas syme´triques en z, ils posse`dent une certaine phase ψ par
rapport aux cycles du sous-espace syme´trique A1, qui pourrait eˆtre annule´e si on le souhaitait, le
proble`me e´tant pe´riodique en z. De telles structures ont e´galement e´te´ trouve´es dans le proble`me
hydrodynamique (Viswanath, 2007) et sont caracte´ristiques des syste`mes dynamiques avec des
syme´tries continues.
4.3.4 Cycles de pe´riodes diﬀe´rentes en boite longue
Nous n’avons jusque la` mentionne´ que l’existence de cycles de pe´riode fondamentale T0 =
2S−1Ly/Lx. Or comme nous l’avons vu dans les cartes, certaines trajectoires turbulentes sont
domine´es par des structures pour lesquelles le champ magne´tique varie toujours sur des e´chelles
de T0 mais avec une amplitude module´e sur des temps plus longs, supe´rieurs ou e´gaux a` 2T0.
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En analysant de plus pre`s ces simulations, nous avons de´couvert des cycles de pe´riodes longues,
comme la paire SN6, de pe´riode 2T0, dont l’e´volution temporelle de la LB1 est pre´sente´e sur
la ﬁgure 4.15. Cette paire de cycle nait a` partir d’une bifurcation nœud-col a` Rm = 285 pour
Re = 70. Elle n’est donc pas issue d’une bifurcation locale d’un autre cycle, de type double-
ment de pe´riode (bifurcations pre´sente´e en annexe B). Des orbites de pe´riode 3T0, 4T0 jusqu’a`
7T0 ont e´te´ converge´es ainsi que des structures plus complexes et tre`s asyme´triques en temps,
comme celle repre´sente´e au centre de la ﬁgure 4.15, de pe´riode 2T0. Nous n’avons pas re´ussi a`
la converger avec une erreur quadratique relative suﬃsamment faible mais nous la pre´sentons
ne´anmoins pour illustrer la grande diversite´ d’orbites pe´riodiques rencontre´es. D’autres cycles
avec une dynamique encore plus exotique, pre´sentant des ”bursts” de champ axisyme´trique, ont
e´te´ repe´re´s mais n’ont pas pu eˆtre calcule´s pre´cise´ment avec l’algorithme de Newton-Krylov.
Enﬁn des orbites de pe´riode fractionnaire a` T0 existent e´galement dans la shearing box. Leur
dynamique repose sur des ondes non-axisyme´triques caracte´rise´es par un nombre d’onde azimu-
tal ky = 2nπ/Ly avec n > 1. C’est le cas du dernier cycle de la ﬁgure 4.15, dont la pe´riode est
T0/3. La re´troaction non-line´aire (EMF) a` l’origine du basculement du champ B0 est cause´e par
l’ampliﬁcation du mode non-axisyme´trique de nombre d’onde ky = 3ky0 = 6π/Ly. Ce cycle n’a
pas e´te´ identiﬁe´ directement a` partir des cartes, bien que des structures tre`s similaires ont pu y
eˆtre de´tecte´es. La me´thode d’obtention est explique´e en annexe A.2.
4.3.5 Cycles dans des boites a` plus petit rapport d’aspect
Enﬁn, nous avons pu obtenir des cycles dans des boites a` plus petits rapport d’aspect. Les
me´canismes physiques re´gissant leur dynamique sont les meˆmes que ceux de´crits pour les boites
allonge´es. Cependant, le retournement du champ B0 pour ces cycles fait intervenir une suc-
cession d’ondes non-axisyme´triques, contrairement aux cycles pre´sente´es jusqu’a` pre´sent qui ne
faisait intervenir qu’une seule onde par retournement. Ces cycles ont la particularite´ de ne pas
eˆtre syme´triques en temps (le temps associe´ au premier retournement n’est pas force´ment le
meˆme que celui associe´ au second retournement) et de pre´senter une dynamique plus complexe,
base´e sur davantage de modes a` petite e´chelle. Nous pre´sentons sur la ﬁgure 4.16 deux cycles de
ce type, LB1m obtenu dans une boite de dimensions (0.7, 6, 2), et l’autre LB2m dans une boite
de dimensions (0.5, 2, 1). Les paires associe´es seront note´es SN1m et SN2m.
L’e´volution temporelle de LB1m est repre´sente´e a` gauche de la ﬁgure 4.16. Ce cycle a une
pe´riode longue de 51.43S−1 alors que T0 = 2S−1Ly/Lx = 17.14S−1. Le premier retournement
est cause´ par le passage de 3 ondes non-axisyme´triques successives (de bleu fonce´ a` bleu cyan sur
le graphe repre´sentant l’e´nergie des ondes), dont une seule est re´ellement ampliﬁe´e par la MRI.
Le deuxie`me retournement fait intervenir 3 ondes, d’amplitudes e´quivalentes (de couleur verte).
L’autre cycle LB2m a une pe´riode de 20S
−1. Le premier retournement de B0 fait intervenir
l’action de deux ondes de cisaillement (dont une seule est vraiment ampliﬁe´e), alors que le se-
cond fait intervenir 3 ondes (dont 2 sont re´ellement ampliﬁe´es). Pour ce cycle, les retournements
successifs de B0 ne se font donc par sur une demi-pe´riode.
Notons que l’eﬀet Ω semble dynamiquement plus important pour ces cycles que pour ceux
e´tudie´s en boite longue. L’e´volution des ondes de cisaillement au cours de leur phase d’ampli-
ﬁcation par la MRI est e´galement plus marque´e par les eﬀets non-line´aires. Ces cycles dans
les boites courtes posse`dent une dynamique tre`s similaire aux pseudo-cycles observe´s dans les
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simulations turbulentes de la dynamo MRI dans des boites de dimensions similaires (Lesur et
Ogilvie, 2008b), pour lesquels le basculement re´gulier du champ axisyme´trique est produit par
le passage de plusieurs ondes (ampliﬁe´es ou non) et re´sulte par conse´quent d’un eﬀet cumulatif.
Notons que ces cycles dans les boites a` petits rapports d’aspect pourraient eˆtre une cle´ pour
expliquer l’e´mergence de structures dynamo re´currentes et ”statistiques” de longues pe´riodes
comme les cycles ”papillons” de´crits par Simon et al. (2011).
4.4 Conclusions
Cette premie`re partie du travail a permis tout d’abord de montrer que la limite en Pm pour
la dynamo MRI rapporte´e par Fromang et al. (2007) semble se ge´ne´raliser a` diﬀe´rents rapports
d’aspect, pour les re´solutions nume´riques accessibles actuellement. Nous avons ensuite obtenu
des e´le´ments qualitatifs sugge´rant fortement que l’excitation de la dynamo, pre`s du re´gime
transitionnel, repose sur l’e´mergence d’une selle chaotique synonyme d’une frontie`re de transition
dans l’espace des phases de ge´ome´trie probablement fractale. Dans tous les cas, la dynamique
transitionnelle est domine´e par des solutions cycliques, identiﬁe´es puis converge´es pour diﬀe´rents
Re ou rapports d’aspects a` l’aide de l’algorithme de Newton-Krylov. Il semble donc que ces cycles
jouent un roˆle important dans la bifurcation du syste`me vers des e´tats turbulents, ce qui pourrait
en faire des objets d’e´tude de choix pour comprendre l’origine physique de la frontie`re en Pm.
La de´termination et la validation de ce roˆle a constitue´ l’objet du travail pre´sente´ au chapitre
suivant.
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Figure 4.16 – Evolution temporelle de LB1m (a` gauche) et LB2m (a` droite) pour (Re =
100,Rm = 900) et (Re = 908,Rm = 3033) respectivement. Voir le´gende de la ﬁgure 4.11
pour plus d’informations. Re´solution nume´rique : 48× 24× 72 pour LB1m et 48× 48× 72 pour
LB2m.
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5Lien entre transition et cycles de
dynamo
Comme nous l’avons vu au chapitre pre´ce´dent, la transition vers la dynamo MRI posse`de des
caracte´ristiques assez singulie`res si on la compare aux transitions ﬂuides supercritiques clas-
siques (comme la convection thermique ou la dynamo cine´matique). Dans la deuxie`me partie
de ce travail de the`se, nous avons cherche´ a` identiﬁer clairement les me´canismes de bifurcation
responsables de ce type de transition et tout particulie`rement le roˆle des cycles de dynamo MRI.
L’objectif de ce chapitre est de pre´senter les re´sultats de ce travail qui s’est largement base´ sur
les me´thodes de la the´orie des syste`mes dynamiques. L’application de ces me´thodes au proble`me
de la transition sous-critique des e´coulements hydrodynamiques cisaille´s a re´cemment re´ve´le´ que
des bifurcations locales et globales de structures invariantes cycliques sont eﬀectivement respon-
sables de la transition vers des e´tats chaotiques dans ce proble`me lorsque le nombre de Reynolds
est augmente´1. Observe t-on le meˆme type de bifurcations lorsque Rm augmente dans notre
proble`me et, si oui, quel est leur impact sur la dynamique ?
Ce chapitre e´tant assez technique, et par souci de clarte´ de la pre´sentation et de pe´dagogie,
nous pre´sentons en annexe B quelques e´le´ments de la the´orie des syste`mes dynamiques, indis-
pensables a` la compre´hension de´taille´e des re´sultats qui suivent.
5.1 Cadre de l’e´tude
La turbulence est souvent de´ﬁnie comme un e´tat chaotique spatio-temporel, c’est a` dire un e´tat
ou` le spectre des e´chelles spatiales et temporelles s’e´tale sur de nombreuses fre´quences et ou`
la sensibilite´ aux conditions initiales est grande. D’apre`s la the´orie des syste`mes dynamiques,
les structures invariantes, comme les solutions pe´riodiques, occupent une place centrale dans la
transition vers un tel e´tat. Ruelle et Takens (1971) ont sugge´re´, dans le cadre de transitions
super-critiques, qu’un nombre ﬁni de bifurcations, apparaissant sur des e´tats invariants (points
ﬁxes, cycles...) soient a` l’origine du chaos. Dans les anne´es 1970-80, des progre`s importants ont
e´te´ re´alise´s pour comprendre l’e´mergence du chaos temporel dans des syste`mes non-line´aires
simples et de dimensions re´duites, comme l’application logistique, la carte de He´non ou l’attrac-
teur de Lorenz (May, 1976; He´non, 1976; Sparrow, 1982). Le cadre de la the´orie des bifurcations
ne s’applique facilement que pour des re´gimes transitionnels, la` ou` la dynamique est encore
simple a` analyser et le nombre de degre´s de liberte´ actifs relativement faible. L’annexe B expose
1Nous faisons ici re´fe´rence aux travaux de Kreilos et Eckhardt (2012), qui ont e´te´ re´alise´s dans la meˆme pe´riode
que ce travail de the`se.
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les diﬀe´rents me´canismes de bifurcations et les principaux sce´narios de ”route vers le chaos”
dans les syste`mes dissipatifs comme celui caracte´risant notre proble`me.
Notre objectif a e´te´ d’e´tudier nume´riquement les diﬀe´rentes bifurcations de cycles de dynamo
MRI aﬁn de comprendre comment le chaos e´merge dans ce syste`me. L’e´tude s’est de´roule´e en
deux temps : tout d’abord, nous avons tente´ de voir si un sce´nario de cascade sous-harmonique
pouvait eˆtre a` l’origine du chaos. Pour cela, nous avons analyse´ de fac¸on de´taille´e la stabilite´
line´aire des cycles et leurs bifurcations locales. Puis nous nous sommes inte´resse´s a` un autre
sce´nario, reposant sur l’apparition de bifurcations globales impliquant les varie´te´s stables et in-
stables des cycles. Nous verrons au cours de ce chapitre que ce deuxie`me sce´nario semble eˆtre
plus convaincant pour expliquer l’e´mergence du chaos dans notre proble`me.
La dynamique est ici restreinte au sous-espace de syme´tries A1 aﬁn de re´duire le nombre
de structures invariantes du proble`me et d’e´liminer les cycles relatifs, dont la nature est fon-
damentalement identique a` celle des cycles pe´riodiques. De plus cela facilite la convergence du
solveur de Newton-Krylov. Nous restreignons e´galement l’e´tude a` la conﬁguration a` grand rap-
port d’aspect de dimensions (0.7, 20, 2), ce qui permet de simpliﬁer la dynamique non-line´aire
des cycles. Seules les deux paires de cycles SN1 et SN2, pre´sente´es en section 4.3.2 et 4.3.3
ont e´te´ conside´re´es dans cette e´tude. Leur simplicite´ et leur vaste domaine d’existence en Rm
font de ces structures des objets ide´aux a` analyser. La continuation de ces derniers est obtenue
en variant Rm dans une gamme allant de 327 a` 600, tandis que Re est ﬁxe´ a` 70. Ce re´gime
correspond a` un Pm assez e´leve´, de l’ordre de 5 a` 10, ou` la grande majorite´ des cycles ont
e´te´ de´couverts. La dynamique locale des cycles dans ce re´gime est alors simple a` analyser car
elle est baˆtie seulement autour d’une ou quelques directions instables. Toutes ces restrictions
ne devraient pas entacher la conclusion de cette e´tude. En eﬀet nous avons vu dans le chapitre
pre´ce´dent que la structure de la transition est la meˆme quelque soit les syme´tries impose´es, le Re
ou le rapport d’aspect conside´re´. Les meˆmes me´canismes de transition doivent donc se retrouver
a` priori dans toutes ces conﬁgurations.
5.2 Bifurcation locales de cycles de dynamo MRI
5.2.1 Diagramme de bifurcations de SN1
Nous commenc¸ons par e´tudier la paire de cycles SN1, dont de´rive la solution de Herault et al.
(2011). Comme nous l’avons montre´ en section 4.3.2, ce cycle nait d’une bifurcation de type
noeud-col a` Rm = 327.4, donnant naissance a` deux branches de solutions, LB1 et UB1 (Fig. 5.1).
La nature de la bifurcation noeud-col est conﬁrme´e en remarquant que le plus grand multipli-
cateur de Floquet Λ1, trace´ en bleu sur les deux graphes a` droite de la ﬁgure 5.1, passe par 1
au point d’intersection des deux branches.
Juste au dessus de ce point de bifurcation, entre Rm = 327.4 et Rm = 336.55, UB1 est
stable (si on limite l’analyse au sous-espace A1) car tous les multiplicateurs de Floquet sont
infe´rieurs a` 1. Cela explique la pre´sence du bassin d’attraction en forme de croissant observe´
dans la carte 4.8. Lorsque Rm augmente, les multiplicateurs de Floquet Λ2 (en trait rouge
interrompu) et Λ3 (courbe verte en trait pointille´), initialement complexes conjugue´s deviennent
re´els. Pour Rm = 336.55, l’un d’entre eux devient supe´rieur a` 1, faisant perdre sa stabilite´ a`
5. Lien entre transition et cycles de dynamo 99
350 400 450 500 550
Rm
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
2.4
M
ax
im
um
du
ch
am
p
to
ro
id
al
B
0y
LB1
UB1
UB1A1
LB1A1
320330340350360370380
Rm
10−1
100
101
|Λ| PKSN
320330340350360370380
Rm
10−1
100
101
|Λ| SN
PK
Figure 5.1 – Diagramme de bifurcation de SN1. A gauche : amplitude maximale de B0y sur
une pe´riode T0 en fonction de Rm. Un ligne pleine ou pointille´e correspond respectivement a` une
solution instable ou stable. La courbe bleu fonce´ repre´sente les branches LB1 et UB1 tandis que
les courbes bleues clair sont associe´es aux cycles asyme´triques en temps UB1A1 et LB1A1. Les
losanges rouges indiquent la position des bifurcations de doublement de pe´riode. A droite : norme
des trois plus grands multiplicateurs de Floquet en fonction de Rm (en haut ceux associe´s a` UB1
et en bas ceux associe´s a` LB1). La ligne horizontale bleue de´note la transition stable/instable.
Les multiplicateurs complexes conjugue´s sont superpose´s dans cette repre´sentation.
UB1 et donnant lieu a` une bifurcation de type ”pitchfork”. De cette bifurcation naissent deux
branches de solutions pe´riodiques, repre´sente´es en bleu clair sur la ﬁgure 5.1. Ces nouveaux cycles
ressemblent fortement a` UB1 mais ont la particularite´ d’eˆtre asyme´triques en temps. L’amplitude
de B0 sur la premie`re demi-pe´riode n’est pas la meˆme que sur la seconde demi-pe´riode. L’e´cart
entre ces deux amplitudes, initialement nul au point de bifurcation (Rm = 336.55) croit ensuite
avec le Rm. Les deux branches sont en re´alite´ une et meˆme solution physique, pre´sentant un
de´phasage temporel de T0/2 avec une inversion des polarite´s magne´tiques ; elle sera note´e dans
la suite UB1A1. La branche LB1, quant a` elle, est instable sur tout le domaine de Rm e´tudie´ car
Λ1 ≥ 1. Une bifurcation de type ”pitchfork” est e´galement observe´e pour Rm = 371.24, donnant
naissance a` une paire de solutions pe´riodiques asyme´triques note´e LB1A1 et de meˆme nature
que UB1A1.
L’apparition de telles structures asyme´triques au travers de bifurcations pitchfork est une
proprie´te´ bien connue des syste`mes posse´dant des syme´tries spatiales (Swift et Wiesenfeld, 1984).
Elle a notamment e´te´ remarque´e dans le proble`me de la convection doublement diﬀusive (Kno-
bloch et Weiss, 1981; Moore et al., 1983; Knobloch et R., 1986) et dans des mode`les simpliﬁe´s
de Couette plan (Moehlis et al., 2004b). En analysant la stabilite´ des branches asyme´triques, ces
travaux ont notamment re´ve´le´ l’existence de bifurcations de doublement de pe´riode, l’une des
routes possible menant au chaos. L’analyse de stabilite´ des branches asyme´triques dans notre
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Rm Type de bifurcation Branche Rm Type de bifurcation Branche
327.40 Noeud-col - 334.52 Noeud-col -
336.55 Pitchfork UB1 335.25 Rev. Pitchfork LB2
371.24 Pitchfork LB1 347.52 Pitchfork UB2
340.28 Doublement de P UB1A1 375.41 Pitchfork LB2
439.03 Tore ? UB1 364.67 P-doubling UB2A1
445.92 Doublement de P UB1A1 405.73 P-doubling LB2A1
508.12 Doublement de P LB1A1
∼634 Doublement de P LB1A1
Table 5.1 – Tableau de bifurcations associe´es a` SN1 (a` gauche) et SN2 (a` droite) et obtenues
en continuant ces deux paires de cycles en Rm. La valeur des multiplicateurs de Floquet associe´s
a` ces bifurcations est donne´e dans Riols et al. (2013).
proble`me montre que LB1A1 (instable initialement) subit une premie`re bifurcation de double-
ment de pe´riode en Rm = 508.1 , puis une deuxie`me en Rm = 634. Ces deux bifurcations sont
associe´es au passage d’un multiplicateur de Floquet par -1. et sont repe´re´es par un losange rouge
sur la ﬁgure 5.1. Elles donnent naissance a` un cycle de pe´riode 2T0 dont l’amplitude reste proche
de celle de LB1A1. De la meˆme fac¸on, pour UB1A1 (stable initialement sur un intervalle re´duit
en Rm), nous avons mis en e´vidence deux bifurcations de type ”doublement de pe´riode” ; la
premie`re a lieu pour Rm = 340.28 et re´sulte de la perte de stabilite´ de UB1A1, la deuxie`me
apparait pour Rm = 445.92.
Ce re´sultat sugge`re la possibilite´ d’une cascade de doublement de pe´riode pour la paire de
cycles SN1. Cependant, l’e´tude de stabilite´ des cycles de pe´riode double n’est pas e´vidente. En
continuant le premier cycle de pe´riode 2T0 identiﬁe´ en Rm, nous avons remarque´ qu’il subit
a` son tour une bifurcation de doublement de pe´riode mais nous n’avons pas pu converger le
cycle de pe´riode 4T0 associe´ a` cette bifurcation. La diﬃculte´ a` converger avec l’algorithme de
Newton pourrait eˆtre due a` l’apparition d’une cascade tre`s e´troite en Rm de bifurcations telle que
propose´e dans le sce´nario de Feigenbaum, a` l’instabilite´ accrue des cycles ou bien a` la complexite´
de la dynamique induite par des bifurcations globales (voir section 5.3).
5.2.2 Diagramme de bifurcations de SN2
Aﬁn de s’assurer que le diagramme de bifurcation observe´ pour SN1 est repre´sentatif, nous avons
e´tudie´ la stabilite´ de SN2, une des autre paires issues d’une bifurcation noeud-col pre´sente´e en
section 4.3.3. Sa continuation en Rm est illustre´e sur la ﬁgure 5.2. L’analyse des multiplica-
teurs de Floquet (ﬁgures de droite) conﬁrme bien la nature noeud-col de la bifurcation, avec
le changement de stabilite´ de Λ2 et son passage a` 1 pour Rm = 334.52. Contrairement a` SN1,
ce changement ne concerne pas la plus grande valeur propre Λ1 qui reste supe´rieure a` 1 autour
du point de bifurcation. Les deux branches LB2 et UB2 sont par conse´quent instables de`s leur
apparition.
Le sce´nario de bifurcations de LB2 et UB2 est globalement identique a` celui des deux branches
LB1 et UB1, mais le´ge`rement plus complique´ a` analyser. Tout pre`s de la bifurcation noeud-col,
en Rm = 335.25, Λ1 (en trait rouge interrompu) diminue drastiquement et devient stable. Une
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Figure 5.2 – Diagramme de bifurcation de SN2. Voir le´gende de la ﬁgure 5.1 pour plus d’infor-
mations. Le troisie`me plus grand multiplicateur de Floquet (en norme) n’est pas le meˆme pour
LB2 et UB2. Il est note´ respectivement Λ3 (en vert en haut a` droite) et Λ4 (en violet en bas a`
droite).
bifurcation inverse (mais toujours sous-critique) de type pitchfork apparait donc en ce point,
donnant naissance a` une paire de solutions asyme´triques en temps, note´e LB2A1, de meˆme na-
ture que celle observe´e pour SN1. Ces branches de solutions sont trace´es en bleu clair sur la ﬁgure
5.2. Une diﬀe´rence notable avec LB1A1 est que la branche asyme´trique LB2A1 n’existe pas a`
grand Rm et ﬁnit par se retourner a` Rm = 366.9 pour rejoindre ﬁnalement UB2 en Rm = 347.52.
Le calcul de stabilite´ de UB2 re´ve`le l’e´mergence d’une bifurcation pitchfork en ce point, cause´e
par le changement de stabilite´ d’un multiplicateur de Floquet (indique´ en violet pointille´ sur la
ﬁgure 5.2). Ainsi LB2A1 est connecte´ a` la fois a` LB2 et a` UB2, de sorte que LB2A1 ≡ UB2A1.
Enﬁn notons qu’une deuxie`me bifurcation de type pitchfork apparait a` Rm = 375.41 pour LB2,
donnant naissance a` une structure asyme´trique, note´ LB2A2 et de´connecte´e cette fois de UB2.
Les cycles asyme´triques LB2A1 ≡ UB2A1 et LB2A2 sont tous les deux sujets a` des bifurca-
tions de doublement de pe´riode. Ces bifurcations sont indique´es avec un losange rouge sur les
courbes de continuation. En revanche, la convergence des orbites de pe´riode 2 avec l’algorithme
de Newton n’a pas e´te´ possible pour SN2, pour des raisons probablement similaires a` celles
indique´es pour SN1.
5.2.3 Mise en de´faut d’une route purement sous-harmonique vers le chaos
L’analyse des bifurcations locales de cycles de dynamo MRI indique que des cascades sous
harmoniques, similaires a` celle de Feigenbaum, semblent eﬀectivement se produire dans la conﬁ-
guration e´tudie´e. Cependant ce sce´nario de cascade ne peut pas eˆtre a` lui seul responsable de
la transition vers le chaos temporel dans notre cas. En eﬀet, d’apre`s les cartes de la section
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4.2.3, les premie`res structures turbulentes apparaissent pour des Rm bien plus faibles que ceux
pour lesquels nous avons identiﬁe´ les premiers doublements de pe´riode. Un autre me´canisme de
bifurcation, intervenant a` plus bas Rm et proche des bifurcations nœud-col a donc e´te´ recherche´.
5.3 Bifurcations globales de cycles
Une autre route vers le chaos dans ce type de proble`me, sugge´re´e par Schmiegel (1997) pour
le proble`me hydrodynamique, est la bifurcation globale homocline ou he´te´rocline de solutions
non-line´aires invariantes. Ce type de bifurcation est de´crit en de´tail en annexe B et est associe´e
a` la collision dans l’espace des phases des varie´te´s stables et instables de ces solutions. La
de´tection de telles bifurcations est beaucoup plus diﬃcile que l’analyse des bifurcations locales
et n’a e´te´ entreprise que tre`s re´cemment pour des proble`mes ﬂuides 3D. Elle peut se faire graˆce a`
deux me´thodes. Comme explique´ en annexe, lors d’une bifurcation homocline, la varie´te´ instable
associe´e a` un cycle a la particularite´ de de´velopper une inﬁnite´ de plis dans l’espace des phases,
formant un treillis complexe autour du cycle. Une premie`re me´thode d’identiﬁcation de telles
bifurcations possible repose donc sur la visualisation directe des varie´te´s instables. De plus ces
bifurcations entrainent en the´orie une dynamique de type fer a` cheval (Smale, 1967), avec la
naissance d’orbites homoclines (ou he´te´roclines) et d’une inﬁnite´ de cycles stables de pe´riodes
arbitrairement longues au voisinage du treillis associe´ a` la bifurcation. La deuxie`me me´thode
consiste donc a` repe´rer la signature d’une telle dynamique et des orbites associe´es.
5.3.1 Technique de visualisation des varie´te´s
Plusieurs me´thodes peuvent eˆtre employe´es pour visualiser la varie´te´ instable d’un cycle. Nous
utiliserons ici une me´thode similaire a` celle de Gibson et al. (2008). Celle-ci e´tant pre´sente´e en
de´tail en annexe A.3, nous n’en donnerons que les grandes lignes. Tout d’abord, les conditions de
”shear” pe´riodicite´ rendent possible l’e´tude ”stroboscopique” de l’e´coulement dans la shearing
box, c’est a` dire en ne regardant l’e´tat que tous les T0. Le ﬂot Φ
t
λ, ou` λ = Rm, peut eˆtre re´duit a`
une application discre`te, dont l’ite´re´e d’ordre 1 (correspondant a` une inte´gration des e´quations
MHD sur une pe´riode T0) sera simplement note´e Φ (voir sche´ma ci dessous).
Plan de projection de 
la dynamique
Trajectoire dans 
l’espace des phases
Etat initial 
X0 = u0, B0 (t=0)
Etat à T0   
X= u, B (t=T0)
 Φ = intégration des équations 
de la MHD pour Re et Rm fixés 
pendant T0
Φ 
Etat à 
2T0   
etc…
X(t=T0) = Φ(X0)
  
X0 
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Cette projection stroboscopique, similaire a` une projection dans une section de Poincare´,
permet ainsi de visualiser plus simplement la dynamique instable autour de cycles de dynamo
MRI.
Comme la dimension du syste`me dynamique est tre`s grande dans notre proble`me, il est par
ailleurs ne´cessaire de projeter les e´tats sur un nombre re´duit de composantes pour visualiser la
dynamique dans l’espace des phases. Nous avons choisi une projection dans le plan (B0x , B0y),
e´tant donne´ que le champ B0 est un des modes les plus importants de la dynamique. Dans cette
repre´sentation 2D stroboscopique, un cycle sera vu comme un point, tandis que sa varie´te´ instable
apparaitra comme une ligne 1D (l’exercice a e´te´ restreint aux re´gimes de Re et Rm ou` les cycles
n’ont qu’une seule direction instable). Obtenir une ”image” d’une varie´te´ ne´cessite plusieurs
milliers de simulations, a` la re´solution de (Nx, Ny, Nz) = (24, 12, 36), ou` chaque simulation peut
durer plusieurs centaines de S−1.
5.3.2 Treillis homoclines et he´te´roclines identiﬁe´s
i) Treillis impliquant LB1
Dans un premier temps, nous avons e´tudie´ la ge´ome´trie de la varie´te´ instable de LB1, W
u(LB1),
entre Rm = 333 et Rm = 338.5. La ﬁgure 5.3 laisse clairement entrevoir la formation d’un treillis
he´te´rocline, entre W u(LB1) et la varie´te´ stable de UB1, W
s(UB1). Un zoom autour de UB1 a
e´te´ eﬀectue´ (ﬁgures du bas) aﬁn de mieux distinguer la ge´ome´trie complexe de W u(LB1). Pour
Rm = 333, W u(LB1) semble simplement converger vers l’orbite stable UB1. Lorsque UB1 est
sur le point de perdre sa stabilite´, pour Rm > 336.3, la varie´te´ instable s’approche de UB1 en
formant de nombreux plis avant de revenir vers LB1. Ce retour vers l’orbite d’origine sugge`re
l’apparition d’un second treillis homocline, moins e´vident a` visualiser. La pre´sence de ces deux
treillis a e´te´ conﬁrme´e par la convergence d’une orbite he´te´rocline entre LB1 et UB1 et d’une
orbite homocline propre a` LB1. Nous reviendrons sur leur calcul dans la section suivante.
ii) Treillis homoclines de UB1
Nous avons montre´ ensuite que ce type de treillis se manifeste aussi autour de UB1 lorsque
le cycle est instable. La ﬁgure 5.4 illustre la projection de la varie´te´ instable W u(UB1) dans
le plan (B0x , B0y) pour trois Rm, compris entre 337.5 et 339, juste apre`s la bifurcation pitch-
fork qui fait perdre a` UB1 sa stabilite´. Pour Rm = 337.5, W
u(UB1) s’approche et s’enroule
autour de la solution asyme´trique UB1A1. A ce Rm, UB1A1 est toujours stable (voir tableau
5.1) et apparait donc comme un attracteur local. Pour un Rm = 338.27 le´ge`rement supe´rieur,
un changement notable apparait dans le comportement de W u(UB1) autour de UB1A1. Des
dendrites se forment autour du point ﬁxe UB1A1 et semblent revenir dans la direction du point
ﬁxe initial UB1. Ces dendrites grandissent et sont e´tire´es le long de la direction instable de
UB1. Pour Rm = 339, W
u(UB1) pre´sente un grand nombre de plis, qui s’accumulent autour
de UB1. Cette conﬁguration re´ve`le manifestement l’existence d’un treillis homocline caracte´rise´
par une inﬁnite´ d’intersections entre la varie´te´ instable de UB1 et sa varie´te´ stable. Ce re´sultat
est renforce´ par la de´couverte d’orbites homoclines associe´es a` UB1 que nous pre´senterons dans
la section suivante. On notera que cette bifurcation globale fait intervenir un cycle asyme´trique
interme´diaire, ici UB1A1, qui permet a` W
u(UB1) d’eﬀectuer un premier pli et de revenir vers
UB1. L’expansion des dendrites est en partie rendu possible par le fait que UB1A1 perd sa
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Figure 5.3 – Projections de la varie´te´ instable de LB1 pour trois Rm diﬀe´rents. Les ﬁgures du
bas sont zoome´es autour de UB1 pour mieux distinguer le treillis he´te´rocline entre LB1 et UB1.
De nombreux plis de la varie´te´ autour de LB1 et UB1 sont observe´s a` partir de Rm = 336.3.
stabilite´ pour un Rm = 340.28 tre`s voisin. Dans le cas de LB1, la bifurcation he´te´rocline avec
UB1 apparaissait e´galement juste avant la perte de stabilite´ de UB1.
iii) Autres treillis he´te´roclines
Deux autres treillis he´te´roclines ont e´te´ de´tecte´s dans le re´gime transitionnel e´tudie´. Le premier
concerne la varie´te´ instable de UB1 et la varie´te´ stable de LB1. W
u(UB1) forme des plis de plus
en plus resserre´s autour de LB1 lorsque Rm ∼ 343. Le deuxie`me, plus inte´ressant, concerne une
connexion he´te´rocline entre deux cycles issus d’une bifurcation noeud-col diﬀe´rente. Ainsi pour
Rm ∼ 350, W u(UB1) approche LB2 et forme un treillis dans son voisinage.
5.3.3 Calcul d’orbites homoclines et he´te´roclines
Un treillis homocline (ou he´te´rocline), entraine l’apparition d’une inﬁnite´ d’orbites du meˆme
nom. Si l’on se re´fe`re au sche´ma du treillis homocline donne´ en annexe B (Fig. B.2), on voit
qu’une orbite homocline est forme´ par la suite (p, q, q′, q′′, ..., p) dans la repre´sentation strobosco-
pique de notre syste`me. Comme la varie´te´ instable de p recoupe sa varie´te´ stable au voisinage de
q (conse´quence du lemme de Palis-Takens), une inﬁnite´ d’orbites homoclines sont cre´e´es lorsque
qu’une bifurcation homocline se produit. Pour chaque treillis identiﬁe´ dans la section 5.3.2,
nous avons pu converger et continuer l’une de ces trajectoires en Rm, graˆce a` une me´thode
pre´sente´e en annexe A.3. Une orbite homocline associe´e a` LB1 est illustre´e sur la ﬁgure 5.5
(en haut a` gauche). La trajectoire part du cycle LB1, fait une excursion vers une dynamique
plus e´nerge´tique et chaotique pendant une dure´e d’environ 3T0 (appele´e temps de transition),
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Figure 5.4 – Projections de la varie´te´ instable de UB1 pour trois Rm diﬀe´rents. Un treillis
homocline est clairement identiﬁe´ pour Rm = 339.
puis revient sur LB1. Pour Rm = 338.62, l’excursion, de´ﬁnie comme la diﬀe´rence entre l’e´nergie
magne´tique du cycle et l’extremum d’e´nergie atteinte durant la phase de transition, est positive
et comparable a` l’e´nergie de LB1. Cette orbite a e´te´ continue´e entre Rm = 338.62 et Rm = 340.5
(courbe en haut a` droite). Elle nait d’une bifurcation de type nœud-col homocline, et pre´sente
donc deux branches de solutions, l’une posse´dant une excursion plus grande que l’autre. Cette
orbite a e´te´ e´galement suivie en Re, pour des valeurs de Re comprise entre 70 et 94, sugge´rant
ainsi que le treillis homocline existe dans une gamme de Re assez large. On notera que d’autres
orbites homoclines associe´es au meˆme treillis (relatif a` LB1) ont e´te´ trouve´es et pre´sentent des
excursions et des temps de transition diﬀe´rents. Le Rm critique correspondant a` la bifurcation
nœud-col homocline n’est pas force´ment le meˆme pour toutes ces orbites mais reste proche de
Rm = 338. Ces Rm sont dans tous les cas infe´rieurs au Rm pour lequel on observe le premier
doublement de pe´riode sur la branche associe´e a` LB1.
Une orbite homocline associe´e a` UB1 a e´te´ obtenue par une me´thode similaire. Elle est
repre´sente´e sur la ﬁgure 5.5 (bas). Celle-ci est e´galement issue d’une bifurcation de type nœud-
col homocline pour Rm = 338.72 et a e´te´ continue´e jusqu’a` Rm = 350. Son excursion est ne´gative
et augmente en valeur absolue lorsque Rm croit. Pour mieux comprendre la place qu’occupe cette
orbite dans la dynamique, sa projection dans une application de premier retour de Poincare´ est
illustre´ sur la ﬁgure 5.6. Le plan de projection n’est plus de´ﬁnie comme (B0x , B0y) mais comme
le plan (B
n
0y , B
n+1
0y ), ou` B
n+1
0y et B
n
0y sont respectivement le champ toroidal et son image associe´e
a` l’application de premier retour Φ (correspondant a` l’inte´gration des e´quations de la MHD pen-
dant T0). Le point vert, repre´sentant UB1 est notre point de de´part. Une petite perturbation
le long de sa direction instable nous ame`ne sur le point e´toile´ 1. Les images successives de ce
point sont de´note´es par les e´toiles violettes nume´rote´es. Au point 6, l’orbite est a` son excursion
maximale, puis elle converge progressivement vers UB1 en suivant les lignes de plus en plus
resserre´es de la varie´te´ instable.
Enﬁn trois orbites he´te´roclines associe´es aux trois treillis pre´sente´s en section 5.3.2 ont e´te´
converge´es grace a` un algorithme similaire a` celui utilise´ pour les orbites homoclines. La ﬁgure
5.7 montre l’e´volution temporelle de ces orbites et leur portrait de phase dans un plan (B0y , Em).
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Figure 5.5 – En haut a` gauche : e´volution temporelle de l’e´nergie magne´tique totale d’une
orbite homocline associe´e a` LB1 pour Rm = 338.8 et Rm = 340.5. En bas a` gauche, meˆme
repre´sentation pour une orbite homocline associe´e a` UB1, pour Rm = 338.7 et Rm = 349.9. Les
courbes de droite repre´sentent l’extremum (maxima ou minima) de B0y atteint durant la phase
de transition, en fonction de Rm.
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Figure 5.6 – Repre´sentation d’une orbite homocline (points e´toile´s) par application de pre-
mier retour de Poincare´. En bleu est repre´sente´e la varie´te´ W u(UB1), les points vert et rouge
de´notent respectivement le cycle UB1 et UB1A1. L’e´tat du syste`me est re´duit ici uniquement a`
la composante B0y .
Dans l’ordre, sont trace´es les trajectoires he´te´roclines entre LB1 et UB1 pour Rm = 339, entre
UB1 et LB1 pour Rm = 345 et entre UB1 et LB2 pour Rm = 352. Ces re´sultats attestent donc
de la pre´sence d’un grand nombre d’orbites homoclines et he´te´roclines pour des Rm tre`s proches
de la transition, apportant une preuve supple´mentaire de l’occurrence des bifurcations globales
de cycles dynamo.
5.4 Conse´quence des bifurcations globales sur la dynamique
5.4.1 Dynamique de type ”fer a` cheval”
Ces bifurcations globales sont-elles responsables de la dynamique chaotique transitionnelle ob-
serve´e dans ce proble`me ? Dans un premier temps, nous avons cherche´ a` ve´riﬁer qu’une dy-
namique de type ”fer a` cheval”, pre´dite par le the´ore`me de Smale-Birkhoﬀ (voir annexe B.3)
e´tait bien pre´sente autour de treillis de UB1. Rappelons que ce the´ore`me stipule qu’en pre´sence
d’un treillis homocline ou he´terocline associe´ a` un point ﬁxe, la dynamique autour de ce point
se comporte comme l’application discre`te en fer a` cheval est alors de nature chaotique. Si l’on
conside`re un sous-ensemble D de l’espace des phases aussi petit que l’on veut, contenant une
partie de W u(UB1), alors cela signiﬁe qu’il existe un certain N pour lequel l’ite´re´e Φ
N (D) a une
intersection non vide avec D. Cela sugge`re l’existence d’une orbite pe´riodique de pe´riode NT0.
De plus l’ensemble de´ﬁni comme l’intersection des ΦkN (D) avec k > 0 contient the´oriquement
une inﬁnite´ d’orbites de pe´riodes arbitrairement longues.
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Figure 5.7 – Trois orbites he´te´roclines associe´es au treillis de SN1. De haut en bas, LB1 → UB1
pour Rm = 341, UB1 → LB1 pour Rm = 345 et UB1 → LB2 pour Rm = 352. A gauche :
e´volution temporelle de l’e´nergie magne´tique totale Em ; a` droite : portrait de phase repre´sentant
Em en fonction de B0y . L’orbite initiale est colore´e en rouge et l’orbite vers laquelle on converge
en vert.
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Pour ve´riﬁer cette proprie´te´, nous avons cherche´ des orbites pe´riodiques de pe´riodes longues,
supe´rieures ou e´gales a` 2T0, au voisinage de UB1. Nous nous sommes ﬁxe´s un Rm = 339 et
nous avons re´alise´ le meˆme type de projections que pour la ﬁgure 5.6, en visualisant sur un plan
l’image Φj(S) d’un segment S de W u(UB1) en fonction de son i-e`me ite´re´e Φ
i(S). Si les e´tats
projete´s ne sont pas de´ge´ne´re´s (autrement dit si la valeur de B0y est suﬃsante pour identiﬁer
localement un point deW u(UB1)), alors les points ﬁxes dans cette repre´sentation sont des orbites
pe´riodiques de pe´riode (j − i)T0. De cette fac¸on, nous avons pu obtenir une orbite de pe´riode
4T0 en trac¸ant l’ite´re´e d’ordre 5 de W
u(UB1) en fonction de son ite´re´e d’ordre 1. L’algorithme
de Newton a e´te´ utilise´ pour aﬃner la condition initiale et converger vers la solution exacte.
Cette orbite de pe´riode 4 nous a servi d’exemple pour illustrer comment la dynamique de type
”fer a` cheval” e´merge dans notre syste`me. La ﬁgure 5.8 montre la position des diﬀe´rents points,
P0, P1, P2, and P3 de l’orbite de pe´riode 4 dans le plan (B0x , B0y). L’image P4 = Φ(P3) co¨ıncide
exactement avec P0. Conside´rons le point Pu le plus proche de P0 et situe´ sur le segment initial
utilise´ pour ge´ne´rer la varie´te´ W u(UB1). Autour de ce point, on ge´ne`re un petit rectangle R de
conditions initiales voisines ge´ne´re´es a` partir d’une perturbation de UB1 le long de sa direction
instable Xu et des ses deux premie`res directions stables Xs1 et Xs2 . R est donc l’ensemble
ve´riﬁant :
X(u, s1 , s2) = XUB1 + uXu + s1Xs1 + s2Xs2 (5.1)
avec u, s1 , s2 , trois parame`tres variant dans un intervalle de´termine´. u est choisi tre`s petit
devant s1 et s2 , de fac¸on a` obtenir un ensemble R allonge´ dans la direction stable de UB1
et recouvrant le point P0. Enﬁn le ratio s1/s2 est ﬁxe´ et permet d’orienter le rectangle dans
une direction voulue. Les e´tats sur le pe´rime`tre de R sont inte´gre´s nume´riquement sur plusieurs
T0 aﬁn de calculer les images successives par Φ de ce rectangle initial. L’application successive
de Φ a pour eﬀet d’e´tirer R le long de la varie´te´ instable W u(UB1) et de le contracter dans la
direction stable perpendiculaire a` W u(UB1). Apre`s quatre ite´rations, l’image Φ
4(R) recoupe le
rectangle initial R, donnant naissance a` l’orbite de pe´riode 4 T0. L’application Φ
4 ve´riﬁe donc
parfaitement les proprie´te´s d’une application en ”fer a` cheval”. Notons que l’intersection entre
R et Φ4(R) a lieu dans l’espace des phases complet et n’est pas restreint au plan (B0x , B0y).
En utilisant la meˆme technique utilise´e pour obtenir cette orbite de pe´riode 4 T0, nous avons
pu mettre la main sur de nombreuses autres orbites pe´riodiques de pe´riodes 3, 4, 5, 6, 7, 8 et 9
T0. Cette de´couverte indique clairement que l’on peut en fait construire une inﬁnite´ d’applica-
tions de type ”fer a` cheval” a` partir du treillis homocline associe´ a` UB1, chacune correspondant
a` un nombre diﬀe´rents d’ite´rations de Φ. L’e´volution temporelle de ces orbites est illustre´e sur
la ﬁgure 5.9. Certaines d’entre elles sont des cycles identiﬁe´s pre´ce´demment graˆce aux cartes de
transition de la section 4.2.4. Puisque ces cycles apparaissent dans le voisinage de UB1, l’e´nergie
magne´tique oscille tout les T0/2, a` des niveaux comparables a` celle de UB1. Cependant ces
oscillations sont module´es dans le temps avec une pe´riode plus longue. Pour des applications
2D dissipatives, comme la carte de He´non, il a e´te´ montre´ que les orbites de longues pe´riodes
associe´es aux treillis naissent de bifurcations nœud-col et que leur ”upper branch” est toujours
stable a` l’origine (Gavrilov et Shil’nikov, 1972; Newhouse, 1979; Robinson, 1983; Palis et Takens,
1993). Elles rencontrent ensuite the´oriquement une bifurcation de doublement de pe´riode (Yorke
et Alligood, 1983). Nous avons ve´riﬁe´ que ces proprie´te´s sont bien ve´riﬁe´es dans notre proble`me
a` plusieurs milliers de dimensions. Ces orbites de longues pe´riodes sont issues de bifurcations
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Figure 5.8 – Repre´sentation de la dynamique autour de la varie´te´ instable W u(UB1) dans
la projection (B0x , B0y). Les points ﬁxes UB1 et UB1A1 sont repre´sente´es avec des ronds
pleins colore´es. Un rectangle initial R intersectant W u(UB1) et ses images successifs par Φ sont
repre´sente´es par les surfaces bleu clair. Une intersection est visible entre R et Φ4(R), donnant
naissance a` une orbite de pe´riode 4T0 (points e´toile´s).
nœud-col distinctes a` des Rm le´ge`rement diﬀe´rents. L’analyse locale des cycles de type noeud-
col re´ve`le qu’ils sont stables sur un domaine limite´ en Rm, pre`s de la bifurcation nœud-col.
Cette stabilite´ a probablement contribue´ a` faciliter leur de´tection dans les cartes de transition.
Celles-ci ont des bassins d’attraction tre`s re´duits mais visibles sur la carte de la ﬁgure 4.8. Enﬁn
nous avons pu constater que pour des Rm le´ge`rement supe´rieurs au Rm ou` elles apparaissent,
ces orbites rencontrent des bifurcations de doublement de pe´riode, caracte´rise´es par le passage
a` -1 d’un des multiplicateurs de Floquet.
En re´sume´, cette e´tude nume´rique montre que tous les symptoˆmes d’une dynamique en fer a`
cheval sont re´unis et donc que le the´ore`me de Smale-Birkhoﬀ est bien ve´riﬁe´ dans notre proble`me.
La pre´sence d’une telle dynamique induit the´oriquement un comportement chaotique au voisi-
nage des cycles concerne´s, qui est e´videmment relie´ a` l’existence d’un nombre inﬁni d’orbites
pe´riodiques dans ce voisinage. Nous allons montrer dans le paragraphe suivant que la sensibilite´
aux conditions initiales, propre aux syste`mes chaotiques et observe´e dans notre proble`me (cha-
pitre 4), apparait bien lorsque le treillis est forme´.
5.4.2 E´mergence du chaos et lien avec les cartes de transition
Aﬁn d’e´tablir un lien direct entre l’e´mergence du chaos et la formation des treillis associe´s aux
bifurcations globales, nous avons teste´ la sensibilite´ du syste`me lorsque un ensemble de condi-
tions initiales approche et traverse le treillis forme´ par W u(UB1). Cet ensemble a e´te´ ge´ne´re´
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Figure 5.9 – Plusieurs orbites de longues pe´riodes (≥ 2T0) issues du treillis homocline a` UB1 et
prenant naissance dans des bifurcations nœud-cols distinctes. L’e´volution de l’e´nergie magne´tique
totale est repre´sente´e sur deux pe´riodes des cycles. Le cycle UB1 a e´te´ e´galement ajoute´ sur la
premie`re ﬁgure pour pouvoir le comparer aux autres cycles.
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de la meˆme fac¸on que le rectangle R de la section pre´ce´dente, en perturbant le cycle de base
UB1 le long de sa direction instable et de ses deux premie`res directions stables. Le triplet u,
s1 , s2 permet de de´ﬁnir un point dans cet ensemble. Pour le cas que nous pre´sentons ici, nous
conside´rerons une ligne d’e´tats initiaux transverse a` W u(UB1), repre´sente´e en pointille´ rouge
sur la ﬁgure 5.10 (gauche). u est donc ﬁxe´ et les deux autres parame`tres s1 et s2 sont choi-
sis suﬃsamment grands pour que les extre´mite´s de la ligne se trouvent en dehors du treillis
forme´ par W u(UB1). Une fois l’orientation de cette ligne choisie, chaque condition initiale la
constituant est inte´gre´e nume´riquement. Le temps de vie de la turbulence et l’amplitude de B0y
apre`s 7T0 sont alors mesure´s et reporte´s sur la la ﬁgure 5.10 (en bas). L’abscisse ici correspond
a` la coordonne´e curviligne le long de la ligne de conditions initiales. On voit clairement qu’une
dynamique chaotique est excite´e pour chaque condition initiale dans le treillis. Loin du treillis
en revanche aucune dynamique n’est excite´e. Cela sugge`re donc fortement que la bifurcation
homocline associe´e a` UB1 est responsable de l’e´mergence du chaos dans cette re´gion transition-
nelle de l’espace des phases.
L’analyse des bifurcations globales que nous venons d’eﬀectuer permet ﬁnalement de faire
un rapprochement entre les treillis observe´s et les cartes de transition du chapitre 4. Tout
d’abord, nous comprenons de´sormais que les structures complexes observe´es (ilots et pointes)
sont la manifestation de treillis associe´s a` un ou plusieurs cycles de dynamo. Une coupe a` Rm
ﬁxe´, amplitude A variable, donnerait une courbe de temps de vie tre`s similaire a` celle de la
ﬁgure 5.10 (en bas), avec une succession de zones chaotiques et de zones laminaires. Enﬁn la
dynamique de fer a` cheval, re´sultant des bifurcations homoclines et he´te´roclines, a des proprie´te´s
fractales, qui pourraient notamment expliquer la forme des cartes obtenues. En eﬀet pour un
ensemble D au voisinage de la varie´te´ instable d’un cycle, Φk(D) ∩ D tend vers un ensemble
de Cantor lorsque k tend vers l’inﬁni (Ott, 1993). Cet ensemble est non-connexe, de mesure
nulle et fractal, et posse`de donc toutes les caracte´ristiques des re´gions chaotiques observe´es sur
les cartes de transition. Cette ressemblance ne constitue cependant pas une preuve absolue, et
l’apparition de cascades sous-harmoniques ou d’autres crises, a` plus grand Rm, peut compliquer
la topologie de l’espace des phases, comme l’ont montre´ re´cemment Kreilos et Eckhardt (2012)
dans le proble`me de la transition hydrodynamique sous-critique de l’e´coulement de Couette plan.
5.5 Conclusions
Ce travail nume´riquement diﬃcile et technique, qui a ne´cessite´ la re´alisation de tre`s nombreuses
simulations, a permis de montrer que les cycles de dynamo MRI sont a` l’origine de bifurcations
globales dont e´mergent une dynamique chaotique pre´-turbulente dans ce syste`me. Les premie`res
bifurcations de ce type se manifestent pour des Rm tre`s proches des Rm des bifurcations nœud-
col dont sont issus ces cycles. Ce re´sultat est l’un des tous premiers de ce type a` avoir e´te´
obtenu pour un syste`me physique re´aliste en trois dimensions et pre´sentant plusieurs milliers
de degre´s de liberte´. Le comportement chaotique que nous avons de´crit n’est pas a` proprement
parler un e´tat turbulent car les e´coulements restent a` relativement grande e´chelle. Ne´anmoins,
ces bifurcations marquent une transition claire entre un e´tat laminaire et un e´tat ou` la dynamo
MRI est excite´e.
D’un point de vue astrophysique, la conclusion la plus importante de cette e´tude est que la
transition dynamo dans l’e´coulement ke´ple´rien repose sur l’existence de ces cycles. Ce re´sultat
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Figure 5.10 – En haut : ”segment” de conditions initiales projete´ dans le plan (B0x , B0y),
traversant le treillis associe´ a` UB1. En bas : temps de vie de la dynamique (en trait plein
bleu) et B0y(t = 7T0) (en trait pointille´ rouge), en fonction de la coordonne´e sur le segment de
condition initiales.
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a e´te´ exploite´ dans la dernie`re partie de cette the`se pour tenter de comprendre l’origine de la
de´pendance de la dynamo aux processus dissipatifs et en particulier la de´pendance en Pm de la
transition.
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de´pendance en Pm a` partir de cycles
Le travail pre´sente´ au chapitre pre´ce´dent a permis d’e´tablir le roˆle central joue´ par les cycles de
dynamo magne´torotationnelle dans la transition. Nous avons mis en e´vidence nume´riquement
qu’ils sont a` l’origine des premiers germes d’une dynamo chaotique dans l’e´coulement cisaille´
ke´ple´rien. Ces cycles constituant des objets mathe´matiques et nume´riques propres et bien de´ﬁnis,
cette conclusion nous a alors amene´ a` eﬀectuer une e´tude me´ticuleuse de leur dynamique en
fonction du re´gime de dissipation, aﬁn de comprendre les conditions physiques d’excitation de
la dynamo MRI et en particulier la de´pendance en Pm de la transition. Tout d’abord il nous a
semble´ pertinent de nous interroger sur le domaine d’existence de ces cycles dans l’espace des
parame`tres. Vivent t-ils a` Pm plus petit que 1 ? Dans un second temps, nous avons analyse´
comment la physique de ces cycles (a` ce stade uniquement connue a` Pm > 1) e´volue en fonction
de Re et Rm, en particulier lorsque on se rapproche de la frontie`re de transition a` plus petits
Pm. Dans ce chapitre nous pre´sentons l’ensemble de cette analyse et les conclusions physiques
principales concernant l’excitation de la dynamo.
6.1 Etude parame´trique des cycles en boite longue
La me´thode de continuation de´crite auparavant en section 4.3 permet de calculer les solutions
cycliques en fonction d’un parame`tre choisi, comme Re, Rm, ou les dimensions de la shearing box.
Cette me´thode est couˆteuse en temps de calcul car elle ne´cessite plusieurs milliers de simulations
pour caracte´riser une branche de solutions. Nous commencerons par illustrer l’ensemble des
continuations eﬀectue´es en Rm puis en Re pour les paires de cycles SNi identiﬁe´s dans la boite
de dimensions (0.7, 20, 2), juge´es importantes pour l’e´tude de la transition. Les continuations des
cycles asyme´triques, issus de bifurcations ”pitchfork” ne seront pas pre´sente´es ici. Par ailleurs,
peu de continuations ont pu eˆtre eﬀectue´es a` grand Rm, du fait de la forte instabilite´ des cycles.
6.1.1 Continuation en Re et Rm
Les courbes de continuation de SN1 en Rm sont pre´sente´es sur la ﬁgure 6.1 (a` gauche) pour
diﬀe´rents Re. L’observable conside´re´e ici est le maximum du champ B0y sur une pe´riode. Tout
d’abord, on remarque que SN1 est bien issu d’une bifurcation nœud-col quelque soit le nombre de
Reynolds conside´re´. Ce re´seau de courbes montre que le Rm critique Rmcl(Re) de la bifurcation
nœud-col diminue avec Re pour Re < 300 mais augmente pour des Re supe´rieurs. A bas Re,
l’amplitude du champ B0 (et plus ge´ne´ralement l’amplitude des composantes axisyme´triques)
augmente avec Rm, meˆme si un re´gime asymptotique semble se dessiner lorsque Rm → ∞. A
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Figure 6.1 – Courbes de continuation de SN1 en Rm (a` gauche) et en Re (a` droite).
plus grand Re, ces quantite´s e´voluent beaucoup plus lentement en Rm. Pre`s de la bifurcation,
on observe syste´matiquement une augmentation importante du champ B0 sur la lower branch.
Enﬁn notons qu’a` grand Re (ici ∼ 900), les courbes semblent se refermer a` partir d’un certain
Rm critique Rmcu(Re), sugge´rant que SN1 pourrait n’eˆtre pre´sent que dans une gamme de Rm
mode´re´. Cependant les proble`mes de convergence de l’algorithme de Newton dus a` l’instabilite´
croissante de SN1 en Rm nous ont empeˆche´ de le continuer au-dela` de Rm ∼ 600− 650.
Les courbes de continuation de SN1 en Re sont illustre´es sur la ﬁgure 6.1 (droite), pour
diﬀe´rents Rm. Au dela de Rm = 500, l’obtention de ces courbes est plus diﬃcile pour les raisons
de´ja indique´es pre´ce´demment (stabilite´, re´solution). Pour un Rm ﬁxe´, ces courbes prennent la
forme de ”bananes”, de´limite´es par deux Re critiques, Recl et Recu(Rm). Ces deux points cor-
respondent a` des bifurcations de type noeud-col (inverse´es pour la limite supe´rieure Recu). Le
premier, Recl, semble ne pas de´pendre de Rm et montre que le cycle existe uniquement pour
Re  60. Le second Recu limite l’existence du cycle a` grand Re et de´pend clairement du Rm,
si bien que le domaine d’existence de SN1 en Re s’e´largit lorsque Rm augmente. Sur les deux
branches, le champ B0y diminue fortement a` bas Re, puis semble tendre vers une valeur asymp-
totique autour de 0.5 a` plus grand Re.
Le meˆme travail a e´te´ eﬀectue´ pour la paire SN2. Les continuations ont e´te´ beaucoup plus dif-
ﬁcile a` re´aliser, e´tant donne´e l’instabilite´ plus forte de ces cycles. A grand Rm et pour Re  100,
une re´solution double (par rapport a` SN1) a e´te´ ne´cessaire car SN2 posse`de une dynamique non-
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line´aire plus riche, avec davantage de modes a` petite e´chelle excite´s. Les courbes de continuation
(non repre´sente´es ici) sont tre`s similaires a` celles de SN1. Dans une gamme de Rm comprise
entre 350 et 494, la courbe d’e´volution du champ toro¨ıdal en fonction de Re a e´galement une
forme caracte´ristique ”en banane”, avec un Re critique qui semble augmenter avec Rm. Cepen-
dant elle a la particularite´ d’eˆtre connecte´e avec la courbe de continuation de SN1. Les deux
paires de cycles entrent donc en collision pour un Rm compris entre 352 et 494, autour d’un Re
proche de 70. L’e´tude des deux paires de cycles SN3 et SN4 a e´te´ partiellement entreprise et
semble indiquer que ces cycles ont des courbes de continuations similaires.
6.1.2 Frontie`re d’existence des cycles
En reportant l’ensemble des valeurs critiques Rmcl, Rmcu, Recl et Recu pour lesquelles une
bifurcation nœud-col apparait, il est possible de tracer la frontie`re d’existence d’une paire de cycle
donne´e dans le plan (Re,Rm). Ces frontie`res sont illustre´es sur la ﬁgure 6.2 pour SN1, SN2 et
SN3. Pour les deux premiers, la frontie`re est quasi-verticale a` bas Re, car la dissipation visqueuse
empeˆche la croissance des ondes-non-axiyme´triques et donc l’existence d’une dynamique 3D auto-
entretenue en dessous d’un certain Re. A partir de Re ∼ 300, Recu est une fonction croissante
du Rm et la frontie`re semble alors suivre une ligne Pm ∼ cte. La paire SN3 quant a` elle n’existe
pas en dessous de Re = 200 et sa frontie`re a` grand Re semble suivre une ligne Pm ∼ 1. Pour
la gamme de Rm conside´re´e (ici entre 300 et 600), tous les cycles semblent disparaitre a` petit
Pm (Pm  0.5). Ce comportement fait clairement e´cho aux re´sultats de Fromang et al. (2007)
et a` l’exploration nume´rique similaire dans les boites a` grands rapports d’aspect pre´sente´e en
section 4.2.2. Ce re´sultat renforce l’ide´e que les cycles sont directement connecte´s a` la transition
dynamo dans son ensemble et nous a donc incite´s a` comprendre les raisons de leur disparition a`
petit Pm. En particulier nous nous sommes pose´s les deux questions suivantes :
• Pourquoi pour un Rm ﬁxe´, les cycles disparaissent-ils a` grand Re ?
• Pourquoi le Rm critique augmente t-il lorsque Re augmente ? (ou de fac¸on
e´quivalente pourquoi le Re critique augmente avec Rm?)
Comme nous l’avons de´ja mentionne´, les composantes axisyme´triques a` grande e´chelle (B0, E0)
et donc le taux de croissance de la MRI tendent vers une constante sur LB1 lorsque Re augmente.
Une the´orie asymptotique quasi-line´aire de la MRI non-axisyme´trique et de l’EMF associe´e ne
permet donc pas a` elle seule d’expliquer la disparition des cycles a` grand Re. Plusieurs pistes de
recherches ont e´te´ poursuivies pour re´pondre a` ces questions. La premie`re que nous pre´senterons
est base´e sur une approche e´nerge´tique des cycles et s’est re´ve´le´e la plus convaincante parmi
toutes les pistes e´tudie´es. La deuxie`me s’est appuye´ sur une analyse de la dynamique des ondes
non-axisyme´triques dans un champ variable dans le temps. Enﬁn, la dernie`re est base´e sur
une e´tude de l’instabilite´ principale des cycles, qui n’est pas directement implique´ dans leur
disparition a` grand Re, meˆme si elle pourrait eˆtre relie´e aux bifurcations globales responsables
de la transition vers le chaos.
118 6.1. Etude parame´trique des cycles en boite longue
0 200 400 600 800 1000
Re
300
350
400
450
500
550
600
R
m
Pm=1
Pm=0.5
SN1
SN2
SN3
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6.2 E´tude e´nerge´tique et roˆle des processus dissipatifs
En examinant des simulations initialise´es a` partir d’un meˆme e´tat proche de LB1, nous nous
sommes rendus compte que le champ axisyme´triqueB0 perdait une quantite´ importante d’e´nergie
au cours de son renversement lorsque Re augmentait. A grand Re, il peut perdre quasiment la
moitie´ de son e´nergie sur une demi-pe´riode T0/2. Or la dynamo MRI ne peut eˆtre entretenue
que si le champ support de la MRI est lui-meˆme maintenu pendant une longue pe´riode contre
la dissipation ohmique. Ce comportement nous a intrigue´ et nous a incite´ a` e´tudier le bilan
e´nerge´tique de´taille´ des cycles, aﬁn d’identiﬁer la raison de cette perte d’e´nergie et analyser
quantitativement comment ce bilan e´volue en Re et Rm. Nous restreignons pour l’instant cette
e´tude au cycle SN1 dans la boite de dimensions (0.7, 20, 2). Le cas des boites plus courtes sera
traite´ plus tard dans la section 6.4.2.
6.2.1 Bilan e´nerge´tique des cycles et roˆle de la diﬀusion turbulente
L’objectif de cette section est de comprendre comment l’e´nergie produite et dissipe´e e´volue en
fonction de Re pour l’une des paires de cycles les plus repre´sentatives, SN1.
Dans un premier temps, rappelons que la dynamique non-axisyme´trique des cycles repose
sur un nombre ﬁni de modes MRI actifs. Dans le cas des boites longues, et pour la paire SN1, un
seul mode MRI de´note´ (u˜1, b˜1) est actif, les autres (u˜j , b˜j), avec j ≥ 2, ne sont pas de´stabilise´s
par la MRI et sont quasiment entie`rement esclaves de la dynamique entretenue par B0 et le
mode actif. On peut alors de´composer le champ de vitesse et le champ magne´tique d’un cycle
comme
B = B0 + b˜1 +
∑
j2
b˜j and u = u˜1 +
∑
j2
u˜j , (6.1)
Dans le cas de SN1, u˜1 est le mode de vitesse non-axisyme´trique trailing de vecteur d’onde
(kx(t) = Skyt, ky = 2π/Ly, kz = 2π/Lz) et b˜1 est le mode magne´tique trailing avec les meˆmes
nombres d’ondes en x et y mais avec kz = 0. Tous les autres modes (j ≥ 2) sont des modes a`
plus petite e´chelle.
Aﬁn de re´aliser le bilan e´nerge´tique de SN1, nous avons tout d’abord inte´gre´ l’e´quation
d’induction (3.3) pour B0(z, t) = Bˆ0(t) cos(kzz) sur le volume de la boite et sur une demi-
pe´riode T0/2 = S
−1Ly/Lx. L’ope´ration d’inte´gration sera note´e 〈〉t. Comme l’amplitude du
champ axisyme´trique varie entre Bˆ0(0) et -Bˆ0(0) sur une demi-pe´riode pour un cycle, son e´nergie
est conserve´e et on obtient donc le bilan suivant :
Ω0 + I0 +A0 +D0 = 0, (6.2)
avec :
• Ω0 = −S〈B0yB0x〉tey, l’e´nergie produite par l’e´tirement des lignes de champ duˆe au ci-
saillement line´aire (eﬀet Ω),
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• I0 = 〈B0 ◦B · ∇u〉t, l’e´nergie e´change´e avec les ﬂuctuations de vitesses par induction non-
line´aire, ou` ◦ est le produit terme a` terme de 2 vecteurs (ou produit d’ Hadamard).
• D0 = −η k2z0〈B0 ◦B0〉t, l’e´nergie dissipe´e par eﬀet Joule,
• A0 = A01 + A02+ , l’e´nergie magne´tique e´change´e avec les autres modes par advection
non-line´aire. Elle se de´compose en 2 termes, l’un repre´sentant les e´changes avec le mode
actif MRI, note´ A01 et l’autre correspondant a` l’e´nergie transfe´re´e aux modes esclaves
(j ≥ 2), note´ A02+ . Ces deux termes s’e´crivent :
A01 = −〈B0 ◦ u1 · ∇b1〉t, A02+ = −〈B0 ◦ u · ∇B〉t −A01, (6.3)
La ﬁgure 6.3 (de gauche) montre comment chaque terme de ce bilan d’e´nergie e´volue en fonction
de Re pour LB1 (Rm ﬁxe´ e´gal a` 390). Nous avons projete´ le bilan sur la composante x (en
haut) et y (en bas). Notons que le comportement de´crit par la suite vaut e´galement pour UB1.
On remarque que la composante azimutale du champ support de la MRI, B0y , perd de l’e´nergie
par dissipation ohmique D0y , mais aussi par transfert advectif, a` travers le terme non-line´aire
A0y < 0. Cette part d’e´nergie A0y , est redistribue´e puis dissipe´e sur les petites e´chelles ; elle agit
comme une diﬀusion non-line´aire, ou dite ”turbulente” sur le champ B0y . L’eﬀet Ω est le seul
terme source pour By, permettant de contrer ces eﬀets dissipatifs. L’induction non-line´aire I0y
est ici ne´gligeable (nous verrons plus tard que cette proprie´te´ n’est pas ge´ne´ralisable a` toutes les
conﬁgurations de boites). Comme B0y soutient l’instabilite´ et que seul l’eﬀet Ω semble contribuer
de fac¸on signiﬁcative a` sa re´ge´ne´ration, on en de´duit que le maintien de B0x est primordial pour
la dynamo MRI dans son ensemble.
La ﬁgure 6.3 (en haut a` gauche) indique que B0x puise essentiellement son e´nergie du trans-
fert advectif non-line´aire A01x > 0, qui provient des correlations entre les modes de vitesse et
magne´tique MRI actifs, u˜1 et b˜1. L’e´nergie gagne´e est compense´e par les pertes par dissipation
ohmique directe, via le terme D0x et par advection non-line´aire, via le terme A02+x < 0. Ce
dernier repre´sente l’e´nergie transfe´re´e vers les modes esclaves a` petite e´chelle (de meˆme nature
que le terme A0y) et peut eˆtre e´galement interpre´te´e comme une diﬀusion turbulente pour le
champ B0x . Dans le cas de SN1 et pour le re´gime de parame`tres e´tudie´, la majeure partie de
cette e´nergie est donne´e au mode b˜2 de vecteur d’onde (ky = ky0 , kz = 2kz0), de sorte que
A02+  −A20 = −〈b˜2 ◦ u˜1 · ∇B0〉t. De la meˆme fac¸on que pour la composante y, l’induction
non-line´aire I0x peut eˆtre ne´glige´e si bien que A01x  |D0x + A02+x |. Pour SN1, le terme A02+x
est de l’ordre de 10 a` 15% de D0x .
Il apparait donc clairement que l’entretien de B0x sur des temps longs repose sur la quan-
tite´ d’e´nergie fournie par le mode MRI a` travers les corre´lations non-line´aires u˜1-b˜1. Aﬁn de
comprendre comment l’e´nergie est injecte´e dans le mode MRI et transfe´re´e sur B0x , nous avons
re´alise´ le meˆme type de bilan e´nerge´tique pour la composante magne´tique b˜1. Ce bilan s’e´crit :
Ω1 + I1 +A1 +D1 = 〈b˜1 ◦ ∂b˜1
∂t
〉t  0, (6.4)
avec :
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Figure 6.3 – Bilan d’e´nergie magne´tique en fonction de Re pour SN1. a) Projection en x du
bilan pour B0 (a` gauche) et pour le mode MRI actif b˜1 (a` droite) relative a` la branche de
solutions LB1 a` Rm = 390. b) Projections en y de ce meˆme bilan. c) Ratio entre la dissipation
Dtx et l’e´nergie injecte´e sur le champ actif I0x + I1x pour les deux branches.
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• Ω1 = −S〈b˜1y b˜1x〉tey, l’e´nergie produite par induction line´aire duˆe au cisaillement,
• I1 = I1L + I1NL , ou` I1L = 〈b˜1 ◦B0 · ∇u˜1〉t est l’e´nergie re´sultant de l’induction ”line´aire”
entre u˜1 et B0, processus central dans la MRI, et I1NL l’induction non-line´aire provenant
des modes de vitesse petites e´chelles j ≥ 2,
• D1 = −η 〈(kx(t)2 + k2y0)b˜1 ◦ b˜1〉t, l’e´nergie dissipe´e par eﬀet Joule,
• A1 = A10 +A12+ , l’e´nergie magne´tique e´change´e avec les autres modes a` travers l’advec-
tion non-line´aire. Elle se de´compose de nouveau en 2 termes, A10 = −A01 < 0 correspon-
dant a` l’e´nergie transfe´re´e vers B0, et A12+ l’e´nergie transfe´re´e vers les petites e´chelles
magne´tiques (j ≥ 2).
Notons que l’e´nergie des composantes non-axisyme´triques conside´re´es (kx = Skyt) n’est pas stric-
tement conserve´e au bout d’une demi-pe´riode. Initialement leur e´nergie est tre`s faible, proche
de 0 ; apre`s avoir e´te´ ampliﬁe´es par la MRI, leur e´nergie retombe a` une valeur proche de 0 du
fait de la dissipation. Les deux valeurs initiale a` t = 0 et ﬁnale a` t = T0/2, n’ont pas de raison
d’eˆtre identiques, mais leur valeur est tre`s faible par rapport a` l’e´nergie apporte´e durant la phase
d’ampliﬁcation (voir e´volution de l’e´nergie des ondes non-axisyme´triques sur la ﬁgure 4.11).
La ﬁgure 6.3 (a` droite) illustre le bilan d’e´nergie magne´tique de´crit par l’e´quation (6.4). On
remarque que l’e´nergie apporte´e sur les deux composantes x et y de b˜1 provient respectivement
des termes d’induction I1x et Ω1y . Pour la composante radiale b˜1x , une partie de l’e´nergie perdue
vient du terme de dissipation line´aire D1x , une autre du transfertA10x permettant d’alimenter le
champ B0x et le reste du transfert advectif non-line´aire A12+x vers les petites e´chelles. Ce dernier
terme est associe´ a` la diﬀusion turbulente du mode magne´tique MRI. L’e´nergie est en grande par-
tie transfe´re´e vers le mode trailing magne´tique de´note´ b˜3 de vecteur d’onde (ky = 2ky0 , kz = 0)
de sorte que A12+  −A31 = −〈b˜3 ◦ u˜1 · ∇ b˜1〉t. La dissipation associe´e a` A12+ sera d’autant
plus forte que les corre´lations u˜1 − b˜1 seront importantes et donc que la MRI sera forte.
En sommant les deux e´quations (6.2) et (6.4) pour e´liminer le terme de transfert A10x , on
obtient la relation projete´e sur x :
I0x + I1x  |D0x +D1x |+ |A02+x +A12+x |, (6.5)
Cette relation repre´sente la projection en x du bilan global d’e´nergie magne´tique des compo-
santes actives du champ, B0x + b˜1x pour SN1. Elle traduit le fait que l’excitation de la dynamo
MRI ne´cessite que l’e´nergie apporte´e par induction sur la composante radiale I0x + I1x soit suf-
ﬁsante pour contrer la somme de la dissipation laminaire D0x + D1x et de la dissipation dite
”turbulente”, Dtx = A02+x +A12+x .
Comment ce bilan global sur le champ B0x+ b˜1x e´volue t-il en fonction de Re pour la paire de
cycles SN1 ? La ﬁgure 6.3c) repre´sente le ratio entre la dissipation ”turbulente” |Dt| et l’e´nergie
total injecte´e dans le syste`me I0x + I1x (via la MRI essentiellement) en fonction de Re et pour
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deux valeurs diﬀe´rentes de Rm. Pour la upper branch UB1, ce ratio est nettement plus impor-
tant que pour LB1. La raison principale de cette diﬀe´rence vient du fait que l’amplitude de B0
sur UB1 est plus grande et donc que les modes b˜1 et u˜1 sont ampliﬁe´es plus fortement (la MRI
sur SN1 est toujours dans un re´gime de champ faible ou` le taux de croissance γ 
√
3kyB0y
est directement proportionnel a` B0y). En conse´quence les non-line´arite´s et en particulier le
terme A12+ sont plus forts sur UB1 que sur LB1. On voit que le ratio |Dt|/(I0x + I1x) diminue
tre`s le´ge`rement avec Re pour UB1. Aucune interpre´tation ne peut eˆtre re´ellement tire´e de cette
branche car l’amplitude du champ B0y varie trop fortement sur toute la gamme de Re conside´re´e.
L’eﬀet direct du Re sur le bilan d’e´nergie de UB1 ne peut donc pas eˆtre identiﬁe´ simplement.
En revanche sur LB1, les courbes de continuation de la ﬁgure 6.1 nous montrent que B0y et
globalement toutes les composantes axisyme´triques du cycle tendent vers une valeur asympto-
tique lorsque Re  400, ce qui sugge`re un re´gime asymptotique pour le taux de croissance et
l’injection d’e´nergie par la MRI. Le ratio |Dt|/(I0x+I1x) augmente d’environ 50% entre Re = 70
et Re = 550 (pour Rm = 390), ce qui sugge`re qu’une plus grande partie de l’e´nergie injecte´e sur
B0x+b˜1x est perdue sous forme de dissipation ”turbulente” lorsque Re augmente. Comme la MRI
est asymptotique a` grand Re, il semble que l’injection I1x ne puisse plus compenser cette dis-
sipation additionnelle au dela` d’un certain Re et la branche de solution LB1 cesse alors d’exister.
L’interpre´tation que l’on peut donner de ce re´sultat est que l’augmentation de Re a pour eﬀet
d’exciter des modes de vitesse plus vigoureux (et a` petite e´chelle), qui en advectant le champ
magne´tique actif, vont avoir tendance a` produire des petites e´chelles magne´tiques dissipe´es ef-
ﬁcacement. Cela re´sulte de manie`re eﬀective en une forme de diﬀusion magne´tique turbulente.
Une augmentation de Re entraine par ailleurs des oscillations e´picycliques du mode actif grand
e´chelle u˜1 dans les boites allonge´es (nous le verrons en section 6.5). Ces oscillations peuvent im-
pacter directement le terme d’e´change A10 et indirectement les termes de dissipation turbulente
A02+ et A12+ . Dans le cas de SN1, les courbes de la ﬁgure 6.3 indiquent que le transfert A10
n’est pas particulie`rement aﬀecte´ a` grand Re, ce qui sugge`re que ces oscillations ont un impact
tre`s limite´ sur le bilan e´nerge´tique, du moins dans la gamme de B0y assez faible caracte´risant le
cycle SN1 a` grand Re.
6.2.2 Extinction de la dynamo et de´pendance en Rm
Dans la section pre´ce´dente, nous avons montre´ que la disparition des cycles a` grand Re est
probablement lie´e a` une augmentation de la diﬀusion/dissipation turbulente aﬀectant le champ
magne´tique actif B0+ b˜1. Cependant cela n’explique pas comple`tement la de´pendance en Pm de
la transition et en particulier l’augmentation du Rm critique Rmcl avec Re, observe´ sur la ﬁgure
6.2. L’analyse du bilan e´nerge´tique des cycles en Rm s’est re´ve´le´e infructueuse pour comprendre
directement l’inﬂuence de ce parame`tre car les variations importantes de l’amplitude de B0 avec
Rm (voir ﬁgure 6.1) biaise 1 l’interpre´tation physique du ratio |Dt|/(I0x + I1x). L’ide´e a donc
e´te´ de comparer les bilans e´nerge´tiques de simulations un peu plus ge´ne´riques (mais proches
des cycles) en fonction de Re et Rm en controˆlant l’amplitude Bˆ0 du champ axisyme´trique.
Cette me´thode permet d’identiﬁer plus clairement l’eﬀet direct du Re, du Rm et de la quantite´
d’e´nergie initiale injecte´e, sur le bilan e´nerge´tique. Les simulations que nous avons re´alise´es sont
initialise´es de la meˆme manie`re, avec un champ B0 = Bˆ0(0.04ex + ey) cos(kzz) et des perturba-
1Toute modiﬁcation de B0 ayant e´galement pour conse´quence de modiﬁer le taux d’injection par la MRI en
raison de la de´pendance line´aire du taux de croissance MRI en B0.
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Figure 6.4 – Bilan d’e´nergie magne´tique pour des simulations initialise´es ale´atoirement (sauf
l’amplitude initiale du champ axisyme´trique Bˆ0 qui est controle´e). Le bilan est inte´gre´ sur une
demi-pe´riode T0/2 pour 3 valeurs diﬀe´rentes de Rm. A gauche : e´nergie nette ΔEm gagne´e par
B0x en fonction de Re et Bˆ0. L’iso-contour ΔEm = 0 est repre´sente´ par une courbe noire.
L’intersection entre cette courbe et la ligne Bˆ0 ∼ 0.52 est marque´e par 2 points noirs. A droite :
termes de dissipation et d’injection apparaissant dans l’e´quation (6.6), normalise´s par I0x + I1x ,
en fonction de Re, pour Bˆ0 ∼ 0.52.
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tions non-axisyme´triques, ge´ne´re´e a` partir d’un paquet de modes trailing (|ky| = ky0 , kx(0) = 0
et plusieurs kz) d’amplitudes ale´atoires et faibles. Le ratio B0x/B0y = 0.04 est repre´sentatif
de LB1 et assure que Ω0y est de l’ordre de D0y . Bien que les composantes non-axisyme´triques
initiales soient ge´ne´re´es de fac¸on ale´atoire, la structure de cette condition initiale reste proche
dans l’espace des phases de LB1.
Cet e´tat initial a e´te´ inte´gre´ a` l’aide de SNOOPY pour diﬀe´rentes valeurs de Re, Rm et
Bˆ0, pendant une demi-pe´riode. Pour chacune de ces simulations on observe un retournement du
champ magne´tique. Comme nous ne simulons pas un e´tat cyclique, la valeur ﬁnale de l’amplitude
de B0 n’est pas force´ment -Bˆ0 car le champ perd ou gagne une certaine quantite´ d’e´nergie durant
T0/2. Les cartes de la ﬁgure 6.4 (a` gauche) repre´sentent le diﬀe´rentiel d’e´nergie
ΔEm  I0x + I1x − |D0x +D1x +Dtx | (6.6)
gagne´ ou perdu par B0x , en fonction de Re et de l’amplitude initial Bˆ0, pour trois Rm diﬀe´rents
2.
Dans toutes les simulations re´alise´es ici, I0x reste toujours tre`s faible devant I1x . On remarque
que l’iso-contour ΔEm = 0 forme une courbe tre`s similaire aux courbes de continuation en Re
des cycles SN1, SN2 ou SN4. Dans tous les cas, il existe un intervalle de Re pour lequel B0x
gagne plus d’e´nergie qu’il n’en perd (ΔEm > 0) et cet intervalle s’e´largit a` mesure que Rm
augmente. Le Re critique pour lequel le champ axisyme´trique radial gagne de l’e´nergie sur une
demi-pe´riode passe de 420 pour Rm = 280 a` environ 2100 pour Rm = 400. Il semble donc que
l’expe´rience capture l’essentiel de la physique que nous cherchons a` e´tudier.
La ﬁgure 6.4 (a` droite) repre´sente l’e´volution en fonction de Re des diﬀe´rents termes du
bilan d’e´nergie (6.6), normalise´s par I0x + I1x , pour une valeur de Bˆ0  0.52 (ligne en pointille´
bleue). Pour Rm = 350 et Rm = 400, cette valeur de Bˆ0 correspond au niveau d’injection pour
lequel la dynamique est entretenue sur la plus large gamme en Re. Ces courbes nous indiquent
qu’a` Rm = 280, le syste`me perd plus d’e´nergie qu’il n’en gagne, quelque soit le Re conside´re´.
A plus grand Rm = 350, les deux points noirs de´limitent l’intervalle dans lequel B0x gagne de
l’e´nergie sur T0/2. Pour Re < 320, l’e´nergie induite par la MRI n’est pas suﬃsante car celle-ci
est aﬀaiblie par les eﬀets visqueux. A plus grand Re, le ratio |D0x +D1x |/(I0x + I1x) tend vers
une constante (la MRI atteint son re´gime asymptotique en Re). En revanche, et c’est le point e
plus important, le ratio |Dtx |/(I0x + I1x) continue d’augmenter. Nous avons ve´riﬁe´ que I0x + I1x
est en re´alite´ quasi-constant dans ce re´gime de Re et que c’est bien la dissipation turbulente qui
varie le plus fortement avec Re. Au dela` de Re = 1300, l’e´nergie magne´tique perdue via Dtx
devient trop grande et le champ axisyme´trique ne peut plus eˆtre maintenu au cours du temps.
A plus grand Rm = 400, (et toujours pour la valeur ﬁxe´e de Bˆ0  0.52) le meˆme sce´nario
semble se dessiner, mais le Re critique au dela` duquel la dynamique n’est plus soutenue est
clairement supe´rieur a` celui obtenu pour Rm = 350. Comment expliquer que ce Re critique
augmente avec Rm? On remarque que le ratio |D0x +D1x |/(I0x + I1x) (courbes oranges), tend
vers une valeur qui diminue lorsque Rm augmente (on passe successivement de 1, a` 0.8, puis
0.7 pour Rm = 280, 350 et 400). Si l’on regarde ces deux termes en de´tails, on remarque en
fait que l’induction I1x augmente avec Rm relativement a` |D1x + D0x |. En fait la MRI (sont
2il n’y a pas e´galite´ stricte entre ΔEm et I0x + I1x − |D0x +D1x +Dtx | car le diﬀe´rentiel d’e´nergie associe´ a`
b1x est formellement non-nul, meˆme si il reste tre`s faible en pratique (voir e´quation 6.4)
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aux de croissance) n’est vraisemblablement pas encore asymptotique vis a` vis de Rm dans le
re´gime transitionnel e´tudie´ et la part relative de dissipation ohmique laminaire dans le bilan
e´nerge´tique diminue lorsque Rm augmente. Cet eﬀet compense partiellement l’augmentation de
dissipation turbulente et de´cale la disparition de la dynamo vers des plus grands Re lorsque Rm
augmente. Notons que cela suppose que Dtx n’augmente pas trop en Rm (a` Re ﬁxe´), ce qui est
le cas d’apre`s nos simulations.
6.2.3 Conclusion interme´diaire
En se basant sur une analyse e´nerge´tique des cycles de dynamo MRI et de simulations plus
ge´ne´riques dans le re´gime transitionnel, nous avons pu montrer quantitativement que les trans-
ferts magne´tiques a` petite e´chelle, interpre´te´s comme une diﬀusion eﬀective du champ actif
grande e´chelle, augmentent de fac¸on importante a` grand Re. Une partie de l’e´nergie gagne´e a`
travers la MRI se retrouve perdue par ces transferts, agissant comme une dissipation ”turbu-
lente” faiblement non-line´aire. Nous mettons entre guillemets le terme turbulent car les transferts
observe´s pour les cycles de dynamo se font tout de meˆme entre des modes a` relativement grande
e´chelle et pour des champs de vitesse qu’on ne peut pas qualiﬁer de comple`tement turbulents. Il
est important de souligner que cette diﬀusion n’est pas a` strictement parler identique a` celle de la
the´orie de dynamo de champ moyen (se manifestant a` travers le terme −βm∇×B de l’e´quation
(1.19)). De plus dans notre cas, les ﬂuctuations du champ de vitesse, a` l’origine du terme de
diﬀusion de champ moyen, ne sont pas impose´es et sont excite´es indirectement par la MRI (via
la cascade turbulente). L’augmentation de Rm ne semble pas diminuer l’eﬀet de la dissipation
turbulente, mais permet une injection plus grande d’e´nergie et une dissipation laminaire plus
faible du champ actif. Cela permet de compenser la plus grande diﬀusion ”turbulente” de ce
champ, et par conse´quent de maintenir la dynamo a` plus grand Re (alternativement on peut voir
qu’une augmentation de Re ne´cessite d’aller a` plus grand Rm pour contrer cet eﬀet dissipatif,
expliquant ainsi l’augmentation du Rm critique avec Re).
La mise en e´vidence de cet eﬀet constitue le principal re´sultat de pertinence astrophysique
de ce travail. Nous verrons en section 6.4.2 qu’il semble pouvoir eˆtre ge´ne´ralise´ au cas des boites
courtes. Mais avant cela, nous pre´senterons deux autres pistes suivies durant cette the`se pour
expliquer la de´pendance de la transition au Pm.
6.3 Autres me´canismes physiques e´tudie´s en boite longue
6.3.1 Dynamique inertielle des ondes non-axisyme´triques
Nous pre´sentons dans cette section une autre piste suivie pour expliquer la disparition des cycles
a` petit Pm dans la boite allonge´e de dimensions (0.7, 20, 2). Celle-ci a e´te´ e´tudie´e, durant la
the`se, bien avant l’analyse e´nerge´tique de la section pre´ce´dente et s’appuie sur une analyse de la
dynamique des ondes non-axisye´mtriques, meˆme si des liens existent entre les deux approches.
Nous verrons cependant que cette e´tude posse`de un certain nombre de limites qui seront discute´es
a` la ﬁn de la section.
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Figure 6.5 – Evolution temporelle de B0y (courbe orange) et de E0x (courbe bleue) durant une
demi-pe´riode T0/2 de LB1. A gauche : simulation dont l’e´tat initial est celui de LB1 a` Re=60
et Rm=352. A droite : simulation initie´e a` partir du meˆme e´tat pour Re=400. Les ronds pleins
rouge et vert indiquent respectivement le pic primaire d’EMF responsable du retournement de
B0 et le pic secondaire le plus important associe´ aux oscillations.
i) Oscillations de la force e´lectromotrice a` grand Re
L’analyse de la dynamique des cycles en boite longue montre qu’une augmentation de Re
a tendance a` faire osciller temporellement la force e´lectromotrice (EMF) et les ondes non-
axisyme´triques associe´es, apre`s le retournement du champ B0. Pour le voir, une premie`re
expe´rience simple a consiste´ a` prendre une condition initiale sur le cycle LB1 pour un Re faible,
a` Rm = 352 ﬁxe´, et a` l’inte´grer pour un Re beaucoup plus grand. La ﬁgure 6.5 permet de compa-
rer l’e´volution temporelle de l’EMF axisyme´trique E0x (projection sur la premie`re composante
de Fourier en z) et du champ B0y entre la simulation du cycle a` Re = 60 et une simulation
partant du meˆme e´tat a` Re = 400. Dans les 2 cas, le champ B0y se retourne sous l’eﬀet de E0x ,
indiquant que le processus de re´troaction non-line´aire de la dynamo MRI ne semble pas aﬀecte´.
Cependant, dans le cas Re = 400, de fortes oscillations sont visibles a` la fois sur l’EMF et sur le
champ axisyme´trique. Ces oscillations apparaissent apre`s le retournement de B0y , dans la phase
trailing avance´e des ondes non-axisyme´triques (kx(t)  ky). Leur fre´quence est de l’ordre de la
fre´quence e´picyclique κ, e´gale a` 2/3 S dans le cas Ke´ple´rien. Nous avons e´galement observe´ ces
oscillations pour les paires de cycles SN2 et SN4, pour lesquelles l’amplitude des oscillations
peut atteindre jusqu’a` 20% (respectivement 30%) du pic d’EMF primaire, associe´ au retourne-
ment de B0. Dans le cas de SN1, celles-ci sont moins visibles mais une bosse secondaire d’EMF
apparait malgre´ tout lorsque Re augmente et peut atteindre 15% du pic primaire d ’EMF. Nous
avons pense´ que ces oscillations pourraient eˆtre nuisibles a` la dynamo pour 2 raisons :
• d’une part elles produisent des variations importantes du champ support de la MRI, B0y ,
sur des e´chelles de temps comparables a` celle de la MRI. Si la cohe´rence temporelle de ce
champ n’est plus assure´e, il est possible que les ondes non-axisyme´riques ne soient plus am-
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pliﬁe´es de fac¸on optimale par l’instabilite´. Dans l’expe´rience de´crite ci dessus a` Re = 400,
nous avons notamment observe´ que l’onde active associe´e a` la seconde demi-pe´riode n’est
pas (ou peu) ampliﬁe´e, ce qui se traduit par une de´croissance rapide du champ de dynamo
B0y . Il n’est cependant pas e´vident de prouver quantitativement que les oscillations de
B0y observe´es aﬀectent directement la croissance MRI de cette onde.
• d’autre part, on remarque que le champ B0y perd de l’e´nergie entre 0 et T0/2 pour la
simulation a` Re = 400 de la ﬁgure 6.5. Il se peut que les oscillations d’EMF soient lie´es en
partie a` cette perte d’e´nergie. Elles pourraient jouer un roˆle dans la dissipation ”turbulente”
mise en e´vidence dans la section pre´ce´dente. Elles impactent notamment la composante y
du transfert advectif A0y lorsque le champ B0 est d’amplitude suﬃsamment forte (ce qui
n’e´tait pas le cas pour SN1 ou` le champ axisyme´trique e´tait d’amplitude plutoˆt faible)
ii) Origine physique des oscillations d’EMF
L’e´tude de la physique de ces oscillations nous a semble´ inte´ressante pour deux raisons : tout
d’abord elle pourrait permettre de mieux comprendre la de´pendance de la dynamo au re´gime
de dissipation. D’autre part, elle pourrait oﬀrir une analyse de la dynamique des ondes non-
axisyme´triques lorsque le champ support de l’instabilite´ est non-uniforme et non-constant,
proble`me qui n’a jamais e´te´ e´tudie´ a` ce jour.
Notre analyse sera base´e sur l’e´tude de deux simulations. La premie`re a pour e´tat initial le
cycle LB2 a` Re = 163 et Rm = 352. La deuxie`me est initialise´e avec un B0 donne´ et un paquet
d’ondes non-axisyme´triques trailing (kx(0) = 0, ky = ky0 = 2π/Ly) d’amplitudes ale´atoires et
de kz diﬀe´rents, pour Re = 300 et Rm = 300. L’e´volution temporelle de ces deux simulations
est illustre´e sur la ﬁgure 6.6. La premie`re range´e de courbes en a) repre´sente l’e´volution de E0x
et de B0y sur une demi-pe´riode T0/2. Pour chacune des deux simulations, on voit clairement
apparaitre des oscillations de ces deux quantite´s apre`s le retournement de B0y . Pour la deuxie`me
simulation (initialise´e avec une condition ale´atoire), les bosses secondaires d’EMF les plus im-
portantes atteignent 80% du pic primaire associe´ au retournement.
Dans notre conﬁguration, la re´troaction non-line´aire ∂E0/∂z associe´e a` l’EMF axisyme´trique
est domine´e par le terme d’advection u˜ ·∇b˜, ou` u˜ et b˜ sont les composantes non-axisyme´triques
du champ de vitesse et magne´tique . Comme b˜z  b˜x et b˜z  b˜y (pour une dynamique dans le
sous-espace A1), l’EMF axisyme´trique s’e´crit donc :
E0x  −u˜z b˜y, et E0y  u˜z b˜x. (6.7)
Nous rappelons que E0x (respectivement E0y) aﬀecte directement B0y (respectivement B0x).
Dans les deux simulations pre´sente´es ici (et de fac¸on plus ge´ne´rale dans le re´gime de Re et Rm
conside´re´s ici), les modes non-axisyme´triques, du champ de vitesse et magne´tique, u˜1 et b˜1, de
vecteurs d’onde respectifs
kx(t) = Skyt, ky = 2π/Ly, kz = 2π/Lz,
et
kx(t) = Skyt, ky = 2π/Ly, kz = 0.
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Figure 6.6 – A gauche : simulation de LB2 pour Re = 163 et Rm = 352 ; a` droite : simulation
initialise´e avec un condition ale´atoire pour Re = 300 et Rm = 300. a) Evolution temporelle
de B0y , E0x , u˜1z et b˜1y sur une demi-pe´riode T0/2. b) Projections en x, y et z des termes de
l’e´quation de Navier-Stokes pour le mode de vitesse non-axisyme´trique dominant ky = 2π/Ly et
kz = 2π/Lz. c) Projections en x, y des termes de l’e´quation d’induction pour le mode magne´tique
non-axisyme´trique fondamental ky = 2π/Ly et kz = 0. Les ﬁgures incluses en bas des courbes
pour les composantes x et y repre´sentent l’e´volution de ces meˆmes quantite´s dans une e´chelle
logarithmique et pour les 10 premiers temps de cisaillement S−1.
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contribuent de fac¸on majoritaire a` l’EMF et sont les seuls a` eˆtre ampliﬁe´s par la MRI. La ﬁgure
6.6a) montre l’e´volution temporelle de u˜1z et b˜1y . Ces modes sont ampliﬁe´s quasi-exponentiellement
par la MRI durant un temps de ∼ 10 S−1 , atteignent un maximum et de´croissent ensuite en
oscillant. La pseudo-pe´riode associe´e aux oscillations est d’environ 10 S−1 mais semble en re´alite´
augmenter avec le temps.
Aﬁn de comprendre la dynamique de ces perturbations, nous avons repre´sente´ sur la ﬁgure
6.6b) les diﬀe´rents termes physiques des e´quations de la MHD intervenant dans l’e´volution de
u˜1x , u˜1y , u˜1z et b˜1x , b˜1y . Les e´quations de´volution pour ces perturbations correspondantes sont
donne´es en annexe C. Pour t < 10 S−1, on remarque que l’e´volution de ces composantes est
quasi exponentielle (voir ﬁgures en e´chelle logarithmique inse´re´es en bas a` gauche). La partie
line´aire de la tension magne´tique B0 · ∇b˜1 domine l’e´volution de u˜1y alors que u˜1x est domine´e
par le terme de Coriolis et le gradient de pression, qui sont de signes oppose´s. Lorsque la ten-
sion magne´tique azimutale est positive, u˜1x est aussi positif, indiquant que les particules ﬂuides,
acce´le´re´es, migrent vers des x plus grands (orbites plus hautes dans une repre´sentation cylin-
drique). La tension magne´tique radiale et verticale est tre`s faible en comparaison des autres
forces. Toujours pour t < 10 S−1, l’e´volution des composantes magne´tiques b˜1x et b˜1y est do-
mine´e respectivement par le terme d’induction et le terme de cisaillement −Sb˜1x . Tous les com-
portements que nous venons de de´crire sont la signature d’une phase de croissance MRI des
perturbations non-axisyme´triques.
Puis, au moment du retournement de B0, le champ de vitesse non-axisyme´trique, sous l’eﬀet du
cisaillement, prend la forme de tourbillons poloidaux qui advectent le champ support de la MRI
(voir ﬁgure 4 de Herault et al. (2011)). En raison de l’incompressibilite´, une grande partie de la
vitesse en x est transfe´re´e sur la composante z.
Pour t > 10S−1, la croissance exponentielle de ces perturbations s’arreˆte. La tension magne´-
tique azimutale, initialement de´stabilisante de´croit soudainement pour t  16 S−1 dans le cas
de la premie`re simulation et t  13 S−1 pour la seconde. Le signe de la tension magne´tique
change et devient identique a` celui de la force de Coriolis, ce qui contraste avec le phase de
croissance MRI. Comment expliquer cette de´croissance de la tension magne´tique ? Les courbes
de la ﬁgure 6.6c) montre que l’e´volution des perturbations magne´tiques b˜1x et b˜1y est domine´e
par le terme d’advection u˜z∂zB0. Ces perturbations deviennent donc esclaves de la dynamique
du champ axisyme´trique a` travers la relation
db˜1/dt  kz0 u˜1zB0, (6.8)
avec kz0 = 2π/Lz. Puisque B0 change de polarite´ et que u˜1z garde un signe constant, l’amplitude
de b˜1 est ne´cessairement de´croissante. La tension magne´tique azimutale proportionnelle a` b˜1y
se comporte alors de la meˆme manie`re. On voit donc que la dynamique non-line´aire du champ
support a pour premier eﬀet d’inhiber la MRI.
Lorsque la phase trailing de l’onde est bien avance´e (kx  ky), la tension azimutale devient
faible devant les termes inertiels et le champ de vitesse oscille. Pour les deux simulations, les
oscillations du champ de vitesse radial et azimutal sont dues au terme de Coriolis (combine´ au
cisaillement) et au terme non-line´aire u ·∇u. La domination des termes inertiels aux temps longs
peut eˆtre comprise en regardant l’e´volution de la pulsation d’Alfve´n instantane´e,
ωA(t) = kyB0y(t) + kx(t)B0x(t), (6.9)
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Figure 6.7 – Evolution temporelle de la pulsation d’Alfven associe´e aux ondes de cisaillement
u˜1 et b˜1. Les courbes rouge et vert pointille´es correspondent aux simulations de la ﬁgure 6.6.
Pour comparaison, la courbe pleine bleue correspond au cycle LB1 a` Re = 70 et Rm = 352. La
ﬁgure inse´re´e en haut repre´sente l’e´volution de kyB0y (ligne pleine) et kxB0x (ligne pointille´e).
associe´e a` l’onde non-axisyme´trique, au cours du temps. La ﬁgure 6.7 montre que ωA de´croit du-
rant la phase trailing, passant de 0.4 a` une valeur  0.1, bien infe´rieure a` la fre´quence e´picyclique
κ = 2/3. Cette de´croissance de ωA est due au fait que le champ B0 e´volue dynamiquement dans
ce proble`me3. Le mode propre instable de taux de croissance γ  √3ωA (puisque ωA < κ),
croit en fait tre`s lentement par rapport au mode propre stable oscillant. Ce mode fait osciller
l’e´coulement a` la fre´quence e´picyclique, meˆme si le mouvement, inﬂuence´ par le terme u · ∇u,
est en re´alite´ plus complexe a` analyser.
iii) De´pendance des oscillations a` la dissipation
Aﬁn de quantiﬁer l’eﬀet de ces oscillations inertielles sur la dynamique et mieux comprendre
leur de´pendance en Re et Rm, nous avons trace´, pour chaque couple (Re,Rm) ou` LB1 a e´te´
converge´, le ratio Rp entre l’amplitude maximale des pics secondaires, et l’amplitude du pic
primaire d’EMF associe´e au retournement de B0. La ﬁgure 6.8 montre clairement que Rp aug-
mente lorsque Re augmente. La variation de ce ratio en Rm est moins e´vidente a` percevoir, bien
que pour Re = 200, 300 et 400, la ﬁgure 6.8 sugge`re que Rp diminue lorsque Rm augmente.
Le gradient d’amplitude des oscillations de l’EMF semble donc eˆtre corre´le´ visuellement avec la
frontie`re d’existence de SN1. L’augmentation de l’amplitude des oscillations avec Re est aussi
observe´e pour le cycle SN2.
3Ce cas diﬀe`re du cas ou` un champ magne´tique toro¨ıdal support de l’instabilite´ est ge´ne´re´ par eﬀet Ω a` partir
d’un champ radial, et pour lequel la pulsation d’Alfve´n reste constante au cours du temps (Balbus et Hawley,
1992).
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Figure 6.8 – Ratio Rp entre l’amplitude maximale du pic secondaire d’EMF et celle du pic
primaire associe´ au retournement de B0, calcule´ pour LB1 en fonction de Re et Rm. La ligne
pointille´e rouge de´note la frontie`re d’existence de SN1 et les lignes pointille´es vertes corres-
pondent aux droites Pm = 1 et Pm = 0.5.
Pour explorer de fac¸on plus ge´ne´rique leur de´pendance a` la dissipation, nous avons re´alise´ une
se´rie de simulations, en partant d’une meˆme condition initiale (LB1 a` Re = 479 et Rm = 352) et
en variant Re et Rm sur une grille pre´de´ﬁnie. L’amplitude du champ initialB0 est donc ﬁxe´e dans
ces simulations. Le re´sultat, pre´sente´ sur la ﬁgure 6.9 montre que ces oscillations augmentent
avec Re, mais aussi avec Rm. Ce comportement en Rm, diﬀe´rent de celui observe´ sur la ﬁgure
6.8, est obtenu e´galement pour des simulations base´es sur des conditions initiales ale´atoires a`
champ B0 ﬁxe´. Enﬁn, nous pre´sentons en annexe C un mode`le quasi-line´aire de dynamo MRI
qui reproduit assez bien la dynamique des ondes non-axisyme´triques aux temps longs dans cette
conﬁguration de boite. Les simulations eﬀectue´s a` partir de ce mode`le montrent clairement que
l’amplitude des oscillations augmente avec Re et Rm, et qu’elles de´pendent fortement de la
valeur de B0y(t = 0) introduite dans les simulations.
iv) Conclusions
La principale conclusion de cette analyse est que l’e´volution non-line´aire de B0 modiﬁe en pro-
fondeur la dynamique des ondes non-axisyme´triques et est a` l’origine des oscillations d’EMF et
de B0 observe´es. Ces oscillations sont de nature inertielle, avec une fre´quence proche de κ, la
fre´quence e´picyclique. Une augmentation de Re favorise alors naturellement leur excitation et
a pour eﬀet d’augmenter leurs amplitudes et leur dure´e de vie. Cependant, si ces oscillations
semblent eˆtre importantes d’un point de vue dynamique a` grand Re, il n’est pas clair qu’elles
soient la cause directe ou unique de la disparition des cycles a` petit Pm. Plusieurs re´serves
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Figure 6.9 – Ratio Rp entre l’amplitude maximale du pic secondaire d’EMF et celle du pic
primaire en fonction de Re et Rm, pour un ensemble de simulations re´alise´es avec SOOPY,
partant d’une meˆme condition initiale et donc d’un meˆme champ B0 initial.
peuvent eˆtre formule´es en ce sens :
• tout d’abord, dans les re´gimes de faibles champs (B0y ∼ 0.4), l’amplitude des oscillations
reste relativement faible. C’est le cas notamment de SN1, ou` Rp ne de´passe pas les 13%.
Il est donc diﬃcile d’imaginer que ces oscillations puissent aﬀecter conside´rablement la
re´ge´ne´ration des ondes leading intervenant dans la deuxie`me demi-pe´riode. Nous avons
e´galement ve´riﬁe´ qu’elles n’aﬀectent pas conside´rablement le bilan e´nerge´tique du champ
actif pre´sente´ en section 6.2 pour SN1 lorsque Re  300 et plus ge´ne´ralement dans la
gamme de B0y faible caracte´risant ce cycle a` grand Re.
• De plus, leur de´pendance en Rm n’est pas clairement e´tablie. Bien que la ﬁgure 6.8 in-
dique que le ratio Rp semble augmenter pour LB1 lorsque Rm diminue (pour un Re ﬁxe´),
les simulations plus ge´ne´riques base´es sur une amplitude initiale de B0 ﬁxe´ montrent le
contraire. Il est probable que les variations de B0 avec Rm sur la branche LB1 des cycles
soit importante pour rendre compte de la de´pendance observe´e sur la ﬁgure 6.8.
• Enﬁn ces oscillations n’existent pas (ou sont tre`s faibles) dans le cas des boites plus courtes.
En eﬀet le temps associe´ au cisaillement des ondes S−1Ly/Lx est plus petit que le temps
associe´ aux mouvements inertiels, 2π/κ. L’ide´e que les oscillations soient responsables de
la transition a` petit Pm ne peut donc pas eˆtre ge´ne´ralise´e a` toutes les conﬁgurations de
boites.
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6.3.2 Instabilite´ des cycles
Les arguments physiques et e´nerge´tiques avance´s dans la section 6.2 ont permis de mieux com-
prendre pourquoi les structures les plus simples de la dynamique en boite longue, comme les
cycles de dynamo MRI, disparaissent a` petit Pm. Cependant nous avons vu au chapitre 5 que la
transition vers le chaos se faisait a` travers des bifurcations globales de ces cycles, impliquant leurs
varie´te´s instables. Meˆme dans un re´gime ou` les cycles existent, il est possible que ces varie´te´s,
associe´es a` la nature instable des cycles, changent de comportement a` grand Re et que l’existence
telles bifurcations en soit aﬀecte´es. En particulier la carte de la ﬁgure 4.9 montre qu’a` l’approche
de la frontie`re a` Pm ∼ 1, la structure de la transition semble eˆtre modiﬁe´e. Nous avons donc
cherche´, de manie`re comple´mentaire, a` analyser la nature physique des instabilite´s de ces cycles
et leur de´pendance a` la dissipation, pour comprendre si certaines d’entre elles pouvaient jouer
un roˆle dans ce proble`me.
i) Diﬀe´rentes sources d’instabilite´s secondaires ou ”parasites”
Le calcul des multiplicateurs de Floquet en section 5.2 a montre´ que les cycles de dynamo MRI,
de pe´riode fondamentale T0 comme SN1, sont des structures instables sur la quasi-totalite´ de
leur domaine d’existence. D’un point de vue physique, ce comportement instable est lie´ a` la
pre´sence d’instabilite´s secondaires, prenant naissance sur les champs associe´s aux cycles (ou sur
ses gradients) . Les gradients qui apparaissent dans ces structures MHD peuvent eˆtre le support
de deux types d’instabilite´s :
• Les instabilite´s dite de ”de´chirement” ou en anglais ”tearing” (TI) qui prennent naissance
a` partir des gradients magne´tiques. Pour une couche de courant 2D, le taux de croissance
γTI associe´ a` cette instabilite´ est tre`s faible devant la fre´quence d’Aﬂve´n, τ
−1
A = VA/L,
(Furth et al., 1963). Il est pre´vu dans un cadre purement the´orique un taux de croissance
γTI ∼ τ−1A L−3/5u avec Lu = LVA/η = (Us/VA)Rm, le nombre de Lundquist (Goldston et
Rutherford, 2010). Pour une vitesse typique de cisaillement de l’ordre de la vitesse d’Alfve´n
et τ−1A de l’ordre de S (ce qui est le cas dans nos simulations de dynamo MRI), le taux
de croissance est de l’ordre de Rm−3/5S−1, c’est a` dire ∼ 0.04 S−1 pour la gamme de Rm
e´tudie´e. Bien entendu, cette estimation est tre`s grossie`re et se veut purement indicative,
notre proble`me e´tant bien plus complexe qu’une simple couche de courant 2D.
• Les instabilite´s de cisaillement dont celle de Kelvin-Helmholtz (KH) qui prennent nais-
sance a` partir des gradients du champ de vitesse. Pour un e´coulement de Kolmogorov (ou`
le proﬁl du gradient de vitesse est en sinus), la the´orie line´aire montre que le taux de
croissance maximal est de l’ordre de 0.1 S−1 pour un e´coulement 2D (Meshalkin, 1961).
Ces deux instabilite´s sont assez bien comprises dans des ge´ome´tries simples et lorsque elles sont
traite´es se´pare´ment. Cependant lorsque les deux gradients sont pre´sents et qu’ils sont forme´s a`
partir de structures 3D de´pendante du temps, l’analyse de ces instabilite´s est plus diﬃcile. Dans
la limite de perturbations sub-alfve´niques (u  B) et pour un champ magne´tique oriente´ dans la
direction du cisaillement, des arguments the´oriques et nume´riques (Chandrasekhar, 1961; Chen
6. Recherche de l’origine physique de la de´pendance en Pm a` partir de cycles 135
0 20 40 60 80 100 120
Temps t (S−1)
10−11
10−10
10−9
10−8
10−7
10−6
10−5
10−4
10−3
10−2
Energie cine´tique 12〈u2u〉
Energie magne´tique 12〈B2u〉
−1.0 −0.5 0.0 0.5 1.0
2y/Ly
−1.0
−0.5
0.0
0.5
1.0
2z
/L
z
−0.0027 0.0000 0.0027
Buy
−1.0 −0.5 0.0 0.5 1.0
2x/Ly
−1.0
−0.5
0.0
0.5
1.0
2z
/L
z
−0.00297 0.00000 0.00297
Buy
Figure 6.10 – A gauche : iso-intensite´ du champ magne´tique total Buy du mode instable Xu(t)
dans une section (y, z) (en haut) et (x, z) (en bas) pour t = T0. A droite : e´volution temporelle de
la densite´ d’e´nergie cine´tique et magne´tique de ce mode instable. Les traits verticaux pointille´s
repre´sentent les lignes ou` le champ B0 de LB1 est maximal.
et al., 1997) indiquent que l’instabilite´ de KH est inhibe´e et seule l’instabilite´ ”tearing” est active.
On peut e´galement imaginer que la MRI soit source d’instabilite´ secondaire des cycles de
dynamo MRI. En eﬀet si on perturbe le´ge`rement le cycle en augmentant initialement l’ampli-
tude de la perturbation non-axisyme´trique, celle-ci va avoir une amplitude plus forte apre`s sa
phase de croissance MRI, augmentant en retour la re´troaction non-line´aire et donc l’amplitude
du champ B0 sur la deuxie`me demi-pe´riode. La deuxie`me onde va donc eˆtre davantage ampliﬁe´e
(si le cycle est dans un re´gime de champ faible) et le phe´nome`ne peut alors s’ampliﬁer pour les
ondes successives. L’e´coulement devient chaotique, ou relaminarise si le champ devient trop fort.
Dans ce cas la MRI dite ”parasite” se de´veloppe sur le champ magne´tique total du cycle.
ii) Etude d’un mode propre instable du cycle SN1
Aﬁn de mieux cerner la source d’instabilite´ des cycles de dynamo, nous avons e´tudie´ l’e´volution
d’un mode propre instable de LB1, pre`s de sa frontie`re d’existence, a` Re = 934 et Rm = 494.
La me´thode de calcul de l’e´volution temporelle d’un mode propre instable est la suivante : on
perturbe le cycle le long de sa direction la plus instable (associe´e a` un certain multiplicateur
Λu, e´gal ici −36.8 + 27.03i, qui a e´te´ calcule´ graˆce a` l’analyse de Floquet) et on calcule a`
tout temps la diﬀe´rence Xu(t) entre l’e´tat obtenu et le cycle. La ﬁgure 6.10 (a` droite) montre
comment l’e´nergie magne´tique et cine´tique de ce mode Xu(t) e´volue durant les deux premie`res
pe´riodes, correspondant a` la phase line´aire de l’instabilite´ secondaire. Ces deux quantite´s aug-
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mentent quasi-exponentiellement mais pre´sentent des paliers durant lesquels elles cessent de
croitre (voire diminuent). Les instants ou` l’ampliﬁcation du mode propre est maximale cor-
respondent en re´alite´ aux temps ou` le champ axisyme´trique B0 du cycle de base est maximal
(repe´re´s par les lignes verticales pointille´es de la ﬁgure 6.10). Le taux de croissance global mesure´
a` partir de ces courbes est sensiblement e´gal a` ln |Λu|/T0 ≈ 0.063, tout a` fait compatible avec
des instabilite´s de type TI ou KH dans la gamme de Re et Rm e´tudie´e. Cependant on remarque
que le taux de croissance instantane´, c’est a` dire celui que l’on mesurerait si les paliers n’exis-
taient pas, est proche du double de cette valeur (∼ 0.13 mesure´) et se rapproche plus du taux de
croissance de la MRI associe´ a` un mode fondamental ky = ky0 (γ ∼ ky0Bmax0y avec B
max
0y = 0.5
dans notre cas).
Une repre´sentation de ce mode dans le plan (y, z) et (x, z)(a` gauche de la ﬁgure 6.10) montre
que sa ge´ome´trie est complexe et qu’il est non-axisyme´trique avec un mode ky = ky0 dominant
a` t = T0. Sa forme change assez rapidement dans le temps, alternant entre des structures a`
grande et petite e´chelle. Comme cette solution est un mode propre, sa forme spatiale a` t = T0
est identique a` celle en t = 0, avec une amplitude plus grande et un signe oppose´ (car (Λu) < 0).
Pour aller plus loin dans l’analyse de ce mode, nous avons e´tudie´ nume´riquement la contribu-
tion e´nerge´tique des diﬀe´rents termes line´aires intervenant dans son e´volution. Si uc(t) et Bc(t)
de´notent les composantes du champ de vitesse et du champ magne´tique du cycle, les e´quations
line´aires associe´es a` l’e´volution du mode propre Xu(t) = (uu(t),Bu(t)) sont :
∂uu
∂t
−Sx∂uu
∂y
+uc ·∇uu+uu ·∇uc = FΩ− 1
ρ
∇Πu+ 1
ρμ0
(Bc ·∇Bu+Bu ·∇Bc)+νΔuu, (6.10)
∂Bu
∂t
− Sx∂Bu
∂y
+ uc · ∇Bu + uu · ∇Bc = Bc · ∇uu +Bu · ∇uc − SBuxey + ηΔBu. (6.11)
ou` FΩ est la force de Coriolis combine´e au terme de cisaillement −Suuxey. Pour chaque terme
Fi de l’e´quation (6.10), on de´ﬁnit sa contribution e´nerge´tique comme :
Γ(Fi)(t) = 〈uu ◦ Fi〉 (6.12)
avec ◦ le produit terme a` terme de deux vecteurs et 〈〉 la moyenne sur les trois directions de
l’espace (de´ja de´ﬁnie au de´but du chapitre 4). De meˆme la contribution e´nerge´tique d’un terme
de l’e´quation d’induction (6.11) s’e´crira Γ(Fi)(t) = 〈Bu ◦ Fi〉. Γ est un vecteur, ce qui signiﬁe
que le bilan e´nerge´tique est analyse´ sur les trois directions de l’espace physique x, y et z.
Les courbes de la ﬁgure 6.11 montrent les diﬀe´rentes contributions e´nerge´tiques Γ(Fi)(t) en
fonction du temps pour les composantes radiale et azimutale du champ uu et Bu. Les contri-
butions associe´es aux termes dissipatifs et a` la force de pression ne sont pas repre´sente´es sur
cette ﬁgure, car ces termes n’ont pas de roˆle direct sur l’instabilite´. De plus, la contribution
e´nerge´tique associe´ aux termes −Sx∂uu
∂y
et −Sx∂Bu
∂y
est ne´gligeable. La longueur des barres
bleues repre´sente la quantite´ d’e´nergie apporte´e par chaque terme Γ(Fi)(t), inte´gre´e sur la dure´e
de la simulation. Si la barre est oriente´e vers la gauche, cela signiﬁe que le terme correspondant
fait perdre de l’e´nergie au mode, si elle est oriente´e vers la droite, elle lui en fait gagner. On
remarque que le gain d’e´nergie cine´tique du mode propre provient essentiellement de la force
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Figure 6.11 – Contributions e´nerge´tiques des termes gouvernant l’e´volution du mode propre
instable Xu(t). Les cadres du haut correspondent aux projections en x et y de l’e´quation de
moment(6.10) et ceux du bas aux projections en x et y de l’e´quation d’induction (6.11). L’in-
terruption de certaines courbes indiquent le passage par des valeurs ne´gatives. Les barres bleus
repre´sentent la quantite´ d’e´nergie inte´gre´e sur 120S−1 et normalise´e pour chaque terme. Une
barre oriente´e vers la droite indique une contribution e´nerge´tique positive pour Xu(t).
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de Coriolis (combine´e au cisaillement) pour la composante uux et du terme de force de Lorentz
Bc · ∇Bu pour la composante uux . Ces deux forces sont clairement associe´es a` une instabilite´
MRI. Une contribution non ne´gligeable est e´galement apporte´e par le terme Bu · ∇Bc qui fait
intervenir les gradients magne´tiques du cycle. Ce terme est une source probable d’instabilite´
de type TI (ou autres instabilite´s de courant), meˆme si la majeure partie de l’e´nergie provient
des termes associe´s a` la MRI. Enﬁn la contribution du terme de gradient de vitesse, plus faible
encore, montre que les instabilite´s de type KH ne sont pas dominantes dans notre cas. L’augmen-
tation de l’e´nergie magne´tique, quant a` elle, est essentiellement due a` la composante inductive
sur x et en partie au cisaillement sur y. On remarque que la composante advective uu · ∇Bc
est e´galement une source d’e´nergie importante pour la composante Buy . Celle-ci semble eˆtre de
meˆme nature que la composante A1y de la ﬁgure 6.3 qui alimentait le champ toro¨ıdal associe´e
au mode actif MRI du cycle SN1.
Cette e´tude sugge`re fortement que l’instabilite´ des cycles de dynamo MRI est due en grande
partie a` une instabilite´ MRI secondaire. Nous resterons cependant prudent sur cette conclusion
e´tant donne´ qu’un seul cycle pour un re´gime bien particulier a e´te´ analyse´. Ne´anmoins nous pen-
sons que la compre´hension physique des bifurcations globales reposant sur les varie´te´s instables
des cycles, pourrait eˆtre renforce´e par l’e´tude plus comple`te des ces instabilite´s secondaires.
iii) De´pendance a` la dissipation
Aﬁn d’e´tudier la de´pendance de l’instabilite´ des cycles a` la dissipation visqueuse et ohmique,
nous avons calcule´ le taux de croissance du mode le plus instable de LB1 pour l’ensemble des
valeurs de Re et Rm ou` ce cycle a e´te´ continue´. La ﬁgure 6.12 montre que ce taux augmente
assez fortement avec Rm, mais en revanche n’e´volue pas du tout avec Re. Cette forte insta-
bilite´ a` grand Rm est compatible avec l’hypothe`se que l’instabilite´ des cycles est de nature
magne´torotationnelle. En eﬀet dans cette conﬁguration de boite et pour Rm  1000, le taux de
croissance de la MRI de´pend fortement de Rm mais sature tre`s vite en Re.
iv) Conclusions
Il est clair que la disparition des cycles et donc de la dynamique a` grand Re est d’une manie`re
ou d’une autre explicable par une analyse de stabilite´, puisque les cycles identiﬁe´s disparaissent
dans une bifurcation nœud-col inverse a` grand Re. La relation entre cette analyse mathe´matique
et la nature du phe´nome`ne physique responsable de la disparition des cycles (voir section 6.2)
est cependant diﬃcile a` e´tablir et a` interpre´ter. Dans cette e´tude, nous avons simplement montre´
que le mode d’instabilite´ principale des cycles ne semble pas aﬀecter la dynamique des varie´te´s
instables et des bifurcations lorsque Re augmente. Notons ﬁnalement que l’augmentation du
taux de croissance de ce mode avec Rm est tre`s probablement responsable des proble`mes de
convergence des cycles rencontre´s avec la me´thode de Newton-Krylov a` grand Rm.
6.4 Extension de l’e´tude a` des rapports d’aspect plus petits
Les re´sultats principaux relatifs a` l’e´tude parame´trique et e´nerge´tique des cycles que nous
avons pre´sente´s pre´ce´demment ont e´te´ obtenus pour une boite a` grand rapport d’aspect. Bien
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Figure 6.12 – Valeur de l’exposant de Floquet de LB1 correspondant a` son mode le plus instable,
en fonction de Re et Rm.
e´videmment, nous avons cherche´ a` savoir si ils pouvaient eˆtre ge´ne´ralise´s aux boites a` plus pe-
tits rapports d’aspect, plus couramment utilise´es pour les simulations de ce proble`me. Nous
pre´sentons donc ici les re´sultats de continuations de cycles dans ce type de boites, puis une
analyse e´nerge´tique identique a` celle de la section 6.2.
6.4.1 Continuations et frontie`res d’existence
Aﬁn de sonder les domaines d’existence des cycles dans des boites de rapport d’aspect plus
petits, nous avons employe´ deux me´thodes : la premie`re me´thode consiste a` continuer les cycles
comme SN1, obtenu dans la boite (0.7, 20, 2), en fonction de Ly (Lx, Lz ﬁxe´s), aﬁn de diminuer
progressivement le rapport d’aspect de ces solutions, puis de les e´tudier en fonction de Re et Rm.
La seconde consiste a` continuer directement les cycles identiﬁe´s dans les boites courtes (comme
ceux pre´sente´s en section 4.3.5). La continuation de ces cycles est cependant techniquement tre`s
diﬃcile et reste incomple`te meˆme si quelques tendances ont pu eˆtre mises en e´vidence.
i) Continuations de SN1 a` plus petits Ly
Nous avons d’abord recalcule´ la solution LB1 pour Re = 115 et Rm = 356, en changeant pro-
gressivement la longueur de boite Ly. Le re´sultat de cette continuation montre que SN1 vit
dans une gamme assez large en Ly, comprise entre Lyc = 8.35 et Lyc = 23.6 pour le Re et Rm
conside´re´. La ﬁgure 6.13 (a` gauche) montre comment e´voluent ces deux Ly critiques en fonction
de Rm (ou de fac¸on e´quivalente le Rm critique en fonction de Ly) pour Re ﬁxe´. On remarque
que la limite infe´rieure en Ly est quasi verticale et ne de´pend donc pas de Rm. L’origine de
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Figure 6.13 – A gauche : frontie`re d’existence de SN1 dans un plan (Ly,Rm), pour Re = 115.6
ﬁxe´. A droite : frontie`re d’existence de SN1 dans un plan (Re, Rm) pour deux valeurs diﬀe´rentes
de Ly (en bleu, Ly = 10 et en rouge Ly = 5.1).
cette barrie`re est identique a` celle observe´e a` bas Re sur la ﬁgure 6.2 ; si Ly est trop petit, la
dissipation visqueuse aﬀectant les ondes non-axisyme´triques l’emporte sur l’e´nergie fournie par
la MRI et le cycle cesse d’exister. Nous avons alors ve´riﬁe´ qu’une augmentation de Re a pour
eﬀet de diminuer la limite infe´rieure en Ly. En ﬁxant la valeur de Rm a` 350 et en partant de
Ly = 8.4, nous avons pu continuer LB1 jusqu’a` Re = 920 et repousser cette limite infe´rieure a`
Lyc = 5.1. Notons que sur la ﬁgure de gauche, entre Ly = 10 et Ly = 20, le Rm critique diminue
lorsque Ly diminue. Ce re´sultat, plutoˆt contre-intuitif, semble lie´ a` la hausse rapide observe´e
du champ B0 lorsque Ly diminue. Cette hausse correspond a` une augmentation du taux de
croissance de la MRI (∝ B0y/Ly), permettant de compenser l’augmentation de la dissipation
ohmique des ondes non-axisyme´triques ∝ 1/(L2yRm).
Nous avons ﬁnalement re´alise´ une se´rie de continuations pour deux valeurs diﬀe´rentes de Ly
(10 et 5.1), aﬁn d’obtenir la frontie`re d’existence de SN1 dans le plan (Re, Rm). La ﬁgure 6.13
(a` droite) montre que pour Ly = 10, la frontie`re a le meˆme comportement que celui de´crit dans
la section 6.1.2 pour Ly = 20, meˆme si SN1 survit a` plus petits Pm. La courbe frontie`re pour
Ly = 5.1 est tre`s incomple`te mais montre que SN1 vit dans une gamme e´troite en Re, dont la
borne infe´rieure est nettement de´cale´e vers la droite (Recl ∼ 900). Le Rm critique global est plus
e´leve´ que pour le cas Ly = 10 mais la borne supe´rieure en Re semble toujours croitre avec Rm.
Les ondes cisaille´es acquie`rent des e´chelles radiales de plus en plus petites lorsque Ly diminue
(kx ∝ t/Ly) et l’existence des cycles est ne´cessairement de´cale´e vers des plus grands Re et Rm.
L’obtention des frontie`res d’existence pour des Lyc infe´rieurs a` 5 est donc beaucoup plus diﬃcile
car les Re et Rm critiques augmentent tre`s rapidement et la re´solution nume´rique requise de-
vient par conse´quent trop grande. Des moyens de calculs plus importants sont ne´cessaires pour
connaitre le comportement asymptotique de SN1 quand Ly → 0.
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Ces frontie`res nous renseignent e´galement sur les proprie´te´s de cycles d’e´chelles spatiales plus
petites existant dans la boite initiale de dimensions (0.7, 20, 2), comme celui repre´sente´ sur la
ﬁgure 4.15. En eﬀet en empilant 2 boites 4 de dimension Ly = 10 dans la direction y, il est
possible d’obtenir une solution pe´riodique exacte des e´quations (2.1.4) dans la boite Ly = 20.
Le cycle obtenu est de pe´riode T0/2 et le mode de perturbation non-axisyme´trique permettant
l’entretien de la dynamo a pour nombre d’onde ky = 4π/Ly = 2ky0 . Une solution similaire de
pe´riode T0/4 est obtenue en superposant 4 fois la solution SN1 a` partir de la boite Ly = 5. Ces
deux cycles construits de toutes pie`ces ont exactement la meˆme frontie`re d’existence en (Re, Rm)
que celle de la ﬁgure 6.13. Notons qu’il est possible de construire de cette manie`re des cycles
de pe´riode T0/n reposant sur des harmoniques ky = 2πn/Ly. Cela montre qu’une multitude
de structures cohe´rentes a` plus petite e´chelle existent dans la boite de dimensions (0.7, 20, 2)
pour une gamme de Re et Rm assez large et que leur frontie`re d’existence a un comportement
similaire a` celle de SN1. Celle-ci se de´cale progressivement a` grand Re et Rm lorsque l’e´chelle
dominante des modes non-axisyme´triques est re´duite. Cela montre e´galement qu’une dynamique
temporelle multi-e´chelle, caracte´ristique de la turbulence de´veloppe´e, est possible a` partir de ces
cycles lorsque les deux parame`tres dissipatifs deviennent grands.
ii) Continuations de SN2m dans la boite de dimensions (0.5, 2, 1)
La paire de cycles SN2m (section 4.3.5), dont la dynamique repose sur le passage de plusieurs
ondes cisaille´es successives, est la seule structure que nous avons pu converger dans une boite
ou` Ly est de l’ordre de Lx et Lz. Bien qu’il ne soit pas certain que ce cycle soit repre´sentatif
de la dynamique dans cette boite, nous l’avons continue´ pour connaitre sa de´pendance en Re
et Rm. Sa continuation ayant ne´cessite´ une re´solution nume´rique de 48 × 48 × 72 (16 fois plus
de points que pour le cycle de Herault et al. (2011)), le domaine sonde´ en Re et Rm est assez
restreint. La gamme de Rm e´tudie´e s’e´tend entre 2850 et 3450. Nous avons ve´riﬁe´ que les
solutions cycliques obtenues sont bien re´solues nume´riquement. Nos re´sultats, illustre´s sur la
ﬁgure 6.14, sugge`rent la` encore que SN2m disparait au dela` d’un certain Re (a` Rm ﬁxe´) et
que le Re critique correspondant augmente avec Rm, dans la gamme restreinte de parame`tres
e´tudie´e. Notons que ce cycle semble vivre dans une gamme assez e´troite en Re et pour des Pm
bien supe´rieurs a` l’unite´ (ici Pm  3). Les courbes de continuation repre´sentant l’amplitude
du champ radial en fonction de Re sont assez diﬀe´rentes des ”bananes” observe´es pour SN1 ;
aucune baisse importante du champ B0 lorsque Re augmente n’a e´te´ remarque´e pour ce cycle.
6.4.2 Etude e´nerge´tique des simulations a` plus petits rapports d’aspect
Aﬁn de savoir si les conclusions de la section 6.2, relatives au eﬀets de la diﬀusion turbulente
sur l’excitation de la dynamo, s’appliquent aussi dans les boites a` plus petit rapport d’aspect,
nous avons analyse´ les bilans d’e´nergie magne´tique pour le cycle SN2m dans la gamme de Re et
Rm ou` il a e´te´ continue´. Cette e´tude est loin d’eˆtre exhaustive mais apporte une compre´hension
pre´liminaire au proble`me dans le cas des boites courtes. Elle pointe e´galement les diﬃculte´s
techniques rencontre´es, associe´es a` la plus grande complexite´ des structures dans ces boites.
4Cette ide´e a e´te´ sugge´re´e par John Papaloizou.
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Figure 6.14 – A gauche : courbes de continuation du cycle SN2m en Rm (en haut) et en Re
(en bas). La quantite´ trace´e ici est le champ radial B0x a` t = 0. A droite : frontie`re d’existence
de ce cycle dans la gamme de Re et Rm e´tudie´e. Les ronds pleins bleus correspondent aux
diﬀe´rents Re critique et Rm critiques obtenus. Remarque : l’analyse des spectres d’e´nergie en
fonction de k indiquent que les cycles obtenus sont converge´s avec la re´solution nume´rique utilise´e
(48× 48× 72).
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Figure 6.15 – Bilan d’e´nergie du champ axisyme´trique B0 sur la pe´riode T = 20S
−1 du cycle
SN2m, repre´sentant les diﬀe´rentes composantes de l’e´quation (6.2) en fonction de Re (Rm =
3030). La branche partant de Re = 908 est la lower branch. Ce bilan est projete´ sur la composante
x (a` gauche) et y (a` droite).
i) Bilan sur le champ B0
Contrairement au cas de SN1, le cycle SN2m n’est pas syme´trique en temps (voir section
4.3.5) et il est donc ne´cessaire d’e´tudier le bilan d’e´nergie inte´gre´ sur une pe´riode comple`te,
ici Tp = 5S
−1Ly/Lx. Nous commenc¸ons par analyser le bilan d’e´nergie sur la composante axi-
syme´trique fondamentale B0. La ﬁgure 6.15 illustre les diﬀe´rents termes de l’e´quation (6.2),
toujours ve´riﬁe´e dans ce cas, en fonction de Re, pour Rm = 3030. Le champ B0y (a` droite),
puise son e´nergie de l’eﬀet Ω et la dissipe essentiellement a` petite e´chelle par transfert advectif.
La dissipation ohmique D0y est faible dans ce bilan, contrairement au cas des boites allonge´es.
Dans cette conﬁguration, il est une fois de plus ne´cessaire de pouvoir re´ge´ne´rer la composante
B0x pour assurer la pe´rennite´ du processus de dynamo MRI. La ﬁgure de gauche montre que
cette composante radiale puisse son e´nergie a` la fois de l’induction non-line´aire I0x et de l’advec-
tion non-line´aire A0x , et perd son e´nergie via la dissipation ohmique. Ce bilan diﬀe`re de celui de
SN1 e´tant donne´ que I0x est ici comparable a` A0x (il e´tait ne´gligeable sur la ﬁgure 6.3). Lorsque
Re augmente, on remarque que la composante inductive a tendance a` diminuer tandis que la
composante advective tend a` augmenter. L’origine de I0x ne sera pas traite´e dans la suite de
notre e´tude, bien qu’elle contribue de fac¸on importante a` la re´ge´ne´ration du champ de dynamo.
A0x se de´compose en une somme de terme d’e´change entre B0 et les autres modes magne´tiques.
Une grande partie de cette e´nergie est fournie par les diﬀe´rentes ondes successives ampliﬁe´es par
la MRI. Dans les paragraphes suivants, nous allons analyser comment cette e´nergie est produite
et transmise sur B0 puis montrer comment un bilan similaire a` l’e´quation (6.5) peut eˆtre e´tabli.
ii) Multiplicite´ des ondes
Une premie`re diﬃculte´ par rapport a` l’analyse de SN1 est que le retournement du champ B0 est
due au passage successif de plusieurs ondes de cisaillement, qui vont lui ce´der ou lui emprunter
chacune une certaine quantite´ d’e´nergie. Nous avons vu en section 4.3.5 que 5 ondes, plus ou
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ondes non-axisyme´triques se succe´dant tous les Ly/LxS
−1.
moins ampliﬁe´es par la MRI, sont cumulativement implique´es dans les deux renversements de
B0 associe´s a` SN2m. La ﬁgure 6.16 montre les composantes inductive, advective et dissipative,
I1x , A1x , D1x , pour chacune des 5 ondes, projete´es sur la composante radiale du mode non-
axisyme´trique fondamental b˜1, en fonction de Re. Pour chaque onde, la somme de ces 3 termes
est proche de 0 pour les meˆmes raisons que celles indique´es dans le cas de SN1. On voit que
2 d’entre elles (la troisie`me et la cinquie`me) ont une contribution e´nerge´tique tre`s faible. En
particulier pour la cinquie`me, le terme I1x est ne´gatif ce qui sugge`re que cette onde n’est pas
ampliﬁe´e par la MRI. On remarque que toutes les ondes ne contribuent pas force´ment a` la
re´ge´ne´ration du champ B0. C’est le cas de la deuxie`me onde dont le transfert advectif radial A10x
est positif. Ne´anmoins, lorsque ce bilan est somme´ sur l’ensemble des 5 ondes, le transfert advectif
A10x est globalement ne´gatif, ce qui signiﬁe que de l’e´nergie nette est injecte´e par la MRI pour
entretenir B0x sur un cycle. Nous conside´rerons par la suite que ces 5 ondes successives agissent
comme une seule onde e´quivalente sur une pe´riode du cycle, dont la contribution e´nerge´tique
est la somme des contributions de chaque onde.
iii) Nombre de modes actifs
Dans le cas des boites allonge´es, nous avons vu qu’un seul mode actif b˜1, ampliﬁe´ par la MRI,
permettait de transfe´rer de l’e´nergie au champ axisyme´trique. En revanche, pour des rapports
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d’aspect plus petits, la composante active du champ magne´tique est constitue´e de plusieurs
modes instables pour la MRI. Le bilan de la ﬁgure 6.16 associe´ a` b˜1 n’est donc pas suﬃsant
pour de´crire l’ensemble des transferts d’e´nergie permettant de re´ge´ne´rer le champ de dynamo.
Pour chaque mode de perturbations non-axisyme´triques, labellise´ j, il est possible de de´ﬁnir
un bilan d’e´nergie similaire associant un terme lie´ a` l’induction Ij , l’advection Aj , la dissipation
ohmique Dj et a` l’eﬀet du cisaillement Ωj . Nous noterons e´galement Ajk le terme de transfert
advectif entre le mode b˜j et le mode b˜k. D’un point de vue e´nerge´tique, rappelons que les modes
sont ”actifs” si ils gagnent de l’e´nergie par induction (Ijx > 0 et Ωjy > 0) et en transmettre
une partie au champ B0 par advection non-line´aire. Ils se distinguent des modes dits ”esclaves”
nourris par un transfert advectif non-line´aire et pour lesquels l’e´nergie associe´e a` l’induction Ijx
est faible ou ne´gative. La ﬁgure 6.18 montre comment e´volue le bilan d’e´nergie en Re du cycle
SN2m, somme´ sur les cinq ondes, pour diﬀe´rents modes. Il est clair que les modes magne´tiques
actifs non-axisyme´triques sont les modes trailing (kx = Skyt, ky = ky0) avec kz = 0, kz = 2kz0 ,
kz = 4kz0 etc ... (les modes ky = ky0 , impairs en z n’existent pas dans les syme´tries A1). Notons
que plus l’e´chelle verticale du mode est petite (kz grand), plus sa contribution e´nerge´tique est
faible. Au dela` de kz = 6kz0 , le terme d’induction line´aire Ωjy devient ne´gatif et celui en x tre`s
faible. Pour ky > ky0 , la composante inductive Ijx est ne´gative, indiquant que ces modes sont
esclaves et qu’ils ne peuvent contribuer a` entretenir B0.
Nous noterons par l’indice ai (i = 1, 2, 3, 4) les modes magne´tiques non-axisyme´triques actifs
de vecteurs d’onde respectifs (kx = Skyt, ky = ky0 , kz = 2(i − 1)kz0) et par l’indice ei (i ≥ 1)
tous les autres modes esclaves. Remarquons que dans ce formalisme, b˜1 ≡ b˜a1 . Pour les modes
actifs, on a
Ωai + Iai +Aai +Dai  0, ∀i ⊂ {1, 2, 3, 4}, (6.13)
avec
Aai = Aai0 +
∑
aj ,j =0
Aaiaj +
∑
ej ,j =0
Aaiej ∀i ⊂ {1, 2, 3, 4}. (6.14)
Aai0 est la quantite´ d’e´nergie transfe´re´e vers le champ B0,
∑
aj
Aaiaj est le terme d’e´change
interne entre les modes actifs non-axisyme´triques et Dti =
∑
ej
Aaiej l’e´nergie transfe´re´e vers
les modes esclaves a` petite e´chelle. Comme pour le cas de SN1, cette de´composition permet de
dissocier l’e´nergie e´change´e entre les modes actifs, qui favorise la dynamo MRI, et celle ce´de´e
aux modes esclaves, qui la de´favorise. Le dernier terme est associe´ a` une forme de dissipation
turbulente que nous noterons Dti et qui est une perte nette d’e´nergie pour le champ support de
la MRI et les modes MRI actifs.
iv) Bilan global d’e´nergie de SN2m
En faisant la somme de l’e´quation (6.13) sur tous les modes actifs, et en y ajoutant l’e´quation
(6.2) pour le champ B0, on obtient pour la composante x :⎛
⎝I0x + ∑
ai,i =0
Iaix
⎞
⎠+
⎛
⎝D0x + ∑
ai,i =0
Daix
⎞
⎠+
⎛
⎝ ∑
0≤i≤4
Dtix
⎞
⎠  0 (6.15)
Pour simpliﬁer les notations, le premier terme sera note´ Ix, le second Dlax et le troisie`me Dtx .
Cette e´quation ge´ne´ralise l’e´quation (6.6) dans le cas de cycles dynamo ”multi-ondes”. Dans
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Figure 6.17 – Bilan d’e´nergie en x pour les 4 modes actifs non-axisyme´triques b˜ai et pour un
mode esclave b˜e1 en fonction de Re pour le cycle SN2m (Rm = 3030). Pour chacune de ces
ﬁgures, les contributions e´nerge´tiques sont inte´gre´es sur la pe´riode T = 20S−1 et somme´es sur
les cinq ondes de cisaillement.
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Figure 6.18 – A gauche : termes du bilan global (6.15) pour le cycle SN2m en fonction de Re
(Rm = 3030). A droite : ratio Dtx/Ix (en haut) et Dtx/Dlax (en bas) en fonction de Re.
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Figure 6.19 – A gauche : simulation du cycle SN2m a` Re=908 et Rm=3030. A droite : simulation
du meme e´tat initial mais inte´gre´ pour Re=5000. En haut : iso contours de la composante uz
dans le plan poloidal (x, z) pour t = 5 S−1 au moment du premier retournement de B0. Les
lignes noires de´notent ces contours. En bas : iso contours de la composante magne´tique Bx
dans le plan (x, z) au meˆme instant. Les lignes noires ﬂe´che´es repre´sentent le champ de vitesse
poloidal.
le terme de dissipation turbulente, nous avons inclus Dt0x =
∑
ej
A0ejx, qui est l’e´nergie ce´de´e
par le champ B0x aux modes esclaves. Ces trois termes ont e´te´ calcule´s pour SN2m en fonction
de Re, et sont repre´sente´s a` gauche de la ﬁgure 6.18. Les courbes de droite montrent le ratio
Dtx/Ix (en haut) puis le ratio Dtx/Dlax (en bas) en fonction de Re, pour Rm = 3030. Ces deux
ratios augmentent pour la ”lower branch et pour la ”upper branch” lorsque Re augmente. Ce
comportement, similaire a` celui observe´ pour SN1, sugge`re que l’augmentation de la dissipation
turbulente est e´galement responsable de la disparition des cycles a` grand Re dans des boites a`
petit rapport d’aspect. Il faut cependant noter que la gamme de Re e´tudie´e ici est relativement
faible et que les variations du ratio Dtx/Ix ne sont pas force´ment signiﬁcatives, meˆme si une
tendance ge´ne´rale semble se dessiner.
v) Diﬀusion turbulente dans des simulations plus ge´ne´riques
Aﬁn de comple´ter notre e´tude dans les boites courtes et d’illustrer plus explicitement comment
cette diﬀusion turbulente aﬀecte le cycle SN2m, nous avons re´alise´ une se´rie de simulations ini-
tialise´es a` partir d’un meˆme e´tat initial (correspondant a` LB2m pour Re = 908 et Rm = 3030),
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en faisant varier Re et Rm. Il n’est pas possible ici d’e´tudier pre´cise´ment l’e´volution du bi-
lan d’e´nergie global (6.15) car les variations en Re et Rm impose´es modiﬁent drastiquement la
dynamique non-line´aire associe´e a` la re´ge´ne´ration des ondes successives. Cependant il est pos-
sible de calculer l’e´nergie gagne´e ou perdue ΔEm par le champ B0x sur une pe´riode du cycle
SN2m en fonction de Re et Rm. Le re´sultat (non repre´sente´ ici) montre que le champ perd
syste´matiquement de l’e´nergie, mais beaucoup moins dans le re´gime de grands Pm. Le terme
de transfert advectif A0x a` l’origine de l’entretien de B0x semble diminuer a` grand Re. Cela ne
permet pas de quantiﬁer rigoureusement la dissipation turbulente telle que nous l’avons de´ﬁni,
mais donne une indication qu’un transfert d’e´nergie magne´tique vers les petites e´chelles est ef-
fectivement re´alise´ a` grand Re. La ﬁgure 6.19 montre la forme que prend le champ de vitesse
vertical et le champ Bx total, a` t = 5 S
−1 pour deux simulations initialise´es a` partir du cycle
LB2m. La premie`re est re´alise´e pour Re = 908 (cycle exact) et la deuxie`me pour Re = 5000. On
distingue clairement que le champ de vitesse vertical, aquiert de la structure a` petite e´chelle a`
grand Re. Les tourbillons poloidaux qui advectent le champ magne´tique et qui sont responsables
de son retournement sont fortement de´forme´s et pre´sentent une structure plus turbulente. Ces
dernie`res diﬀusent le champ magne´tique de manie`re plus eﬃcace que dans le re´gime laminaire a`
Re faible et sont a` l’origine de la fuite d’e´nergie magne´tique et d’une dissipation eﬃcace de celle-
ci a` petite e´chelle. L’apparition de gradients plus forts dans la structure du champ magne´tique a`
grand Re (voir ﬁgure 6.19) atteste de la pre´sence plus marque´e de ces petites e´chelle magne´tiques.
6.5 Conclusions
Les re´sultats pre´sente´s dans ce chapitre sugge`rent que l’origine physique de la disparition des
cycles a` petit Pm est l’augmentation des eﬀets de diﬀusion magne´tique turbulente a` la fois sur la
composante du champ support de la MRI et sur les perturbations non-axisyme´triques MRI ac-
tives. Cette conclusion semble inde´pendante des conﬁgurations de boites utilise´es. Une remarque
importante est que cette e´tude a e´te´ eﬀectue´e dans un re´gime transitionnel a` Re et Rm mode´re´s.
Il est pour le moment impossible de conclure sur le comportement asymptotique du syste`me a`
tre`s grand Re et Rm. Aborder ce proble`me dans la gamme de parame`tres astrophysiques est par-
ticulie`rement de´licat avec les techniques utilise´es durant cette the`se, et ne´cessiterait de pouvoir
continuer les cycles de dynamo ou d’eﬀectuer des simulations a` tre`s haute re´solution nume´rique.
Notons ﬁnalement que l’analyse des oscillations e´picycliques sur les cycles, meˆme si elle s’est
re´ve´le´e infructueuse pour caracte´riser la de´pendence en Pm de la transition, a par ailleurs permis
de de´crire pour la premie`re fois la dynamique quasiline´aire de la MRI dans un champ support
lui-meˆme de´pendant du temps.
Conclusions et perspectives
Re´sume´ du travail eﬀectue´
L’objectif principal de cette the`se e´tait de mettre a` jour les me´canismes d’excitation de la dynamo
magne´torotationnelle et de la turbulence MHD associe´e, dans un e´coulement ke´ple´rien cisaille´
repre´sentatif des disques d’accre´tion astrophysiques minces, et d’en comprendre la de´pendance
vis a` vis des processus dissipatifs. Nous avons utilise´ pour cela des simulations locales 3D des
e´quations de la MHD incompressible, visqueuse et re´sistive dans la shearing box. L’approche sui-
vie tout au long de cette the`se s’est largement inspire´e des travaux eﬀectue´s sur le proble`me de
la transition hydrodynamique des e´coulements cisaille´s non-tournants. Notre e´tude s’est notam-
ment cristallise´e autour de structures cycliques de dynamo MRI, qui se sont re´ve´le´es inte´ressantes
pour re´pondre a` la proble´matique pose´e.
Au chapitre 4, nous avons montre´ qu’une transition entre un e´tat laminaire et un e´tat turbu-
lent semble s’ope´rer dans le re´gime Pm ∼ 1. Cette e´tude, comple´mentaire de celle de Fromang
et al. (2007), a permis de ge´ne´raliser ce re´sultat a` diﬀe´rents rapports d’aspect des simulations.
Nous avons ensuite mis en e´vidence la structure complexe et de ge´ome´trie probablement frac-
tale de la frontie`re de transition dans l’espace des phases, ainsi que la pre´sence marque´e de
comportements cycliques dans la dynamique transitionnelle. Plusieurs solutions pe´riodiques ont
e´te´ identiﬁe´es graˆce a` l’algorithme de Newton-Krylov, dans diﬀe´rentes conﬁgurations de boites
et pour diﬀe´rents re´gimes de dissipation. Dans le chapitre 5, nous avons pre´sente´ une analyse
des bifurcations de ces cycles qui a permis d’e´tablir le lien e´troit existant entre ces structures
et l’e´mergence des premiers germes d’une activite´ dynamo chaotique. Ce re´sultat, longtemps
recherche´ dans le contexte de la transition sous-critique hydrodynamique, a e´te´ obtenu pour la
premie`re fois dans un syste`me ﬂuide 3D a` plusieurs milliers de degre´s de liberte´, en paralle`le et
inde´pendamment de travaux similaires sur le proble`me hydrodynamique (Kreilos et Eckhardt,
2012). Il a ne´cessite´ la mise en œuvre de techniques nume´riques originales et de concepts em-
prunte´s a` la the´orie des syste`mes dynamiques, peu couramment utilise´s en astrophysique. En
se basant sur ce re´sultat, nous avons ﬁnalement pu mettre en e´vidence un me´canisme physique
a` meˆme d’expliquer l’existence d’une frontie`re de transition en Pm pour cette dynamo. Notre
interpre´tation des re´sultats pre´sente´s dans le chapitre 6 est que l’excitation de la dynamo MRI
a` Pm  1 est rendue diﬃcile par la pre´sence d’une diﬀusion magne´tique turbulente aﬀectant le
champ support de la MRI, ainsi que les perturbations non-axisyme´triques MRI-instables. Cet
eﬀet semble assez robuste et a e´te´ mis en e´vidence pour plusieurs rapports d’aspect du proble`me.
Implications pour l’astrophysique des disques et l’e´tude des dynamos
Il est important de souligner que la nature ide´alise´e des simulations que nous avons re´alise´es du-
rant cette the`se (Re et Rm mode´re´s ”transitionnels”, incompressibilite´, ge´ome´trie carte´sienne,
conditions aux bords pe´riodiques) ne permet pas d’extrapoler directement les re´sultats aux
149
150 Conclusions et perspectives
disques d’accre´tion, e´tant donne´ la physique plus complexe de ces objets et les gammes de Re
et Rm plus grandes qui caracte´risent la plupart d’entre eux. Cependant, ce travail constitue
une e´tape essentielle a` la compre´hension rigoureuse de me´canismes de bases d’excitation de la
turbulence MHD dans les disques et plus ge´ne´ralement de dynamos astrophysiques.
La mise en e´vidence des eﬀets de diﬀusion magne´tique turbulente a` bas Pm dans ce proble`me
constitue le premier point important de discussion. Un tel eﬀet a e´galement e´te´ mesure´ dans
des expe´riences d’e´coulements turbulents de sodium liquide, pour des re´gimes de bas Pm (Frick
et al., 2010; Rahbarnia et al., 2012) et pourrait notamment eˆtre responsable de l’augmentation
du seuil critique en Rm d’activation de dynamo (cine´matique) dans ces expe´riences (Miralles
et al., 2013). Notons que dans notre cas, les mouvements turbulents responsables de cet eﬀet
ne sont pas impose´s de manie`re inde´pendante du champ magne´tique, mais sont excite´s indirec-
tement par la MRI. Combine´s a` nos re´sultats, ces travaux attestent donc de la ge´ne´ricite´ de
ce processus et laissent a` penser qu’il est incontournable dans les disques d’accre´tion, dont la
plupart se caracte´risent par des Pm faibles. Il n’est cependant pas de´montre´ aujourd’hui qu’une
frontie`re laminaire/turbulent autour de Pm ∼ cte existe toujours a` tre`s grand Re et Rm, meˆme
si l’analyse e´nerge´tique pre´sente´e au chapitre 6 pourrait the´oriquement eˆtre applique´e e´galement
a` ces re´gimes tre`s turbulents. Des simulations a` plus haute re´solution seront ne´cessaires pour
de´terminer dans quelles conditions un eﬀet dynamo peur se manifester dans les re´gimes de
dissipation caracte´ristiques des disques. Notons enﬁn que l’eﬀet de diﬀusion turbulente mis en
e´vidence pourrait e´galement contribuer a` expliquer la diminution importante du transport a`
petit Pm observe´e dans les simulations dans lesquelles le champ magne´tique support de l’insta-
bilite´ MRI est impose´. En eﬀet, il est possible que cet eﬀet aﬀecte directement les perturbations
ampliﬁe´es par l’instabilite´ dans cette conﬁguration, ainsi que la distribution radiale du champ
support. Cette interpre´tation reste bien entendu spe´culative pour le moment, mais pourrait
e´largir la porte´e astrophysique des re´sultats obtenus.
Ce travail nous a par ailleurs permis de mieux comprendre la nature, la physique et le
roˆle joue´ par des solutions pe´riodiques dans ce processus de dynamo. Une grande varie´te´ de
comportements cycliques a pu eˆtre identiﬁe´e. Nous avons pu en particulier calculer des solu-
tions pe´riodiques dont la dynamique est base´e sur le passage successif de plusieurs ondes de
cisaillement (en comparaison a` la paire de cycle SN1 qui n’est baˆtie que sur une seule onde par
renversement du champ magne´tique). Ces cycles pourraient constituer une cle´ de compre´hension
des e´tats de turbulence de´veloppe´e et des diagrammes dynamos ”papillons” observe´s dans les
simulations a` grand Re et Rm (Lesur et Ogilvie, 2008a; Simon et al., 2011), pour lesquels la dyna-
mique du champ magne´tique axisyme´trique a` grande e´chelle semble re´gie par l’action cumulative
(”statistique”) de perturbations non-axisyme´triques a` plus petite e´chelle. L’e´tude des bifurca-
tions de ces cycles a e´galement permis de progresser dans la compre´hension des me´canismes
de transition a` la turbulence sous-critique dans un contexte plus ge´ne´ral que celui des disques.
De telles bifurcations vers des e´tats chaotiques sont en eﬀet recherche´es dans le proble`me de la
ge´odynamo et les expe´riences de dynamos (Monchaux et al., 2009; Gissinger, 2012).
Enﬁn, la caracte´risation de´taille´e des me´canismes de transition de la dynamo MRI eﬀectue´e
au cours de cette the`se repre´sente une e´tape signiﬁcative dans l’e´tude des dynamos sous-critiques
base´es sur des instabilite´s MHD, dont les bases physiques semblent tre`s diﬀe´rentes des dynamos
de champ moyen de type αΩ, souvent invoque´es dans le contexte astrophysique.
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Perspectives
Ce travail ouvre plusieurs perspectives de recherche inte´ressantes pour l’avenir.
• Tout d’abord, il serait inte´ressant d’e´tudier les me´canismes d’excitation de la dynamo
MRI dans des conﬁgurations physiques plus ge´ne´rales, en prenant en compte notamment
la stratiﬁcation verticale et en imposant des conditions aux bords plus re´alistes. Comme
nous l’avons vu, ces eﬀets pourraient modiﬁer la structure de l’e´coulement, notamment par
l’action de la ﬂottaison magne´tique qui a tendance a` expulser le champ magne´tique hors du
disque (Brandenburg et al. (1995), voir e´galement la the`se de C.J. Donnelly, Cambridge,
2013). L’identiﬁcation et l’e´tude de solutions cycliques dans ce genre de conﬁguration,
telles que nous l’avons eﬀectue´e durant cette the`se, apparait inte´ressante pour aborder ce
proble`me.
• La ge´ome´trie carte´sienne utilise´e dans nos simulations est e´galement une limitation im-
portante a` la mode´lisation re´aliste des e´coulements dans les disques. Des simulations
nume´riques cylindriques globales de disques pourrait s’ave´rer fort utile pour mieux com-
prendre les eﬀets intrinse`ques a` cette ge´ome´trie. De telles simulations seront cependant
plus diﬃciles a` mettre en œuvre, pour des raisons techniques et de temps de calcul.
• Ce travail pourrait e´galement eˆtre confronte´ dans les anne´es avenir aux expe´riences de
dynamos, et notamment a` celles programme´es dans les e´coulements plasmas en rotation
ke´ple´rienne (expe´rience MPDX de Madison, voir Collins et al. (2012), expe´rience PRO-
MISE de Rossendorf). Ces expe´riences pourraient en eﬀet permettre d’e´tudier le proces-
sus de dynamo magne´torotationnelle en ge´ome´trie globale cylindrique ou sphe´rique. Une
analyse nume´rique similaire a` celle eﬀectue´e au cours de cette the`se dans une ge´ome´trie
similaire a` celle de ces expe´riences pourrait s’ave´rer fort utile pour de´terminer si une dy-
namo magne´torotationnelle peut eﬀectivement eˆtre excite´e dans celles-ci.
• Ce travail pourrait servir a` la compre´hension de me´canismes de dynamos soutenues par
d’autres instabilite´s que la MRI (Spruit, 2002; Cline et al., 2003) dont on pense qu’elles
pourraient eˆtre actives en milieu stellaire. Les travaux de Cline et al. (2003), en par-
ticulier, indiquent que des signatures de dynamique non-line´aire chaotique similaires a`
celles identiﬁe´es dans notre proble`me sont pre´sentes dans la dynamo base´e sur l’instabilite´
de ﬂottaison magne´tique, qui pourrait eˆtre pertinente dans le contexte solaire. L’enjeu
sera de de´terminer si le concept de processus de dynamo auto-entretenue se ge´ne´ralise
concre`tement a` ce type de dynamos et de mettre en e´vidence des solutions cycliques cor-
respondantes.
• Bien que le me´canisme de dynamo que nous avons de´crit soit par nature tre`s diﬀe´rent
de celui de la dynamo de champ moyen, des ponts pourraient exister entre ces diﬀe´rentes
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approches. En eﬀet il est possible que dans les re´gimes plus turbulents que ceux simule´s
ici, la dynamique du champ a` grande e´chelle soit le fruit d’un eﬀet statistique cumulatif,
induit par le passage successif d’ondes de cisaillement. Cette dynamique pourrait alors
peut-eˆtre eˆtre re´duite a` un formalisme de champ moyen restant eﬀectif a` e´tablir.
• Enﬁn l’un des de´ﬁs majeurs de la the´orie de l’accre´tion est l’estimation de l’eﬃcacite´
du transport turbulent de moment cine´tique au sein des disques, pour des re´gimes de
turbulence de´veloppe´e repre´sentatifs des conditions astrophysiques. La the´orie des orbites
pe´riodiques (voir annexe D) pourrait permettre d’e´valuer ce transport a` partir d’une statis-
tique sur les cycles pre´sents dans l’e´coulement turbulent. L’application pratique de cette
the´orie n’a pas donne´ de re´sultats convaincants jusqu’a` pre´sent, une des diﬃculte´s ren-
contre´es e´tant que le nombre de structures pe´riodiques et de bifurcations dans l’e´coulement
augmente tre`s rapidement avec Re et Rm. Cependant, les eﬀorts actuels mene´s dans cette
direction par la communaute´ travaillant sur le proble`me de la transition a` la turbulence
dans les e´coulements cisaille´s pourraient permettre des progre`s importants dans les pro-
chaines anne´es et me´ritent donc d’eˆtre suivis de pre`s dans la perspective d’une application
a` des proble`mes astrophysiques.
Nous terminerons par souligner la grande richesse de ce proble`me et les nombreuses pers-
pectives que son e´tude oﬀre pour la compre´hension des me´canismes d’accre´tion et des dynamos
astrophysiques.
Bibliographie
Alecian, E. An Introduction to Accretion Disks, volume 857 of Lecture Notes in Physics.
Springer Berlin Heidelberg, 2013.
Armitage, P. J. Astrophysics of Planet Formation. Cambridge University Press, 2010.
Armitage, P. J. Dynamics of Protoplanetary Disks. ARA&A, vol. 49, p. 195–236, 2011.
Avila, K., Moxey, D., de Lozar, A., Avila, M., Barkley, D. et Hof, B. The Onset of
Turbulence in Pipe Flow. Science, vol. 333, p. 192–, 2011.
Avila, M. Stability and Angular-Momentum Transport of Fluid Flows between Corotating
Cylinders. Physical Review Letters, vol. 108 (12), p. 124501, 2012.
Balbus, S. A. Enhanced Angular Momentum Transport in Accretion Disks. ARA&A, vol. 41,
p. 555–597, 2003.
Balbus, S. A. et Hawley, J. F. A powerful local shear instability in weakly magnetized disks.
I - Linear analysis. ApJ, vol. 376, p. 214–233, 1991.
Balbus, S. A. et Hawley, J. F. A powerful local shear instability in weakly magnetized disks.
IV. Nonaxisymmetric Perturbations. ApJ, vol. 400, p. 610–621, 1992.
Balbus, S. A. et Hawley, J. F. Instability, turbulence, and enhanced transport in accretion
disks. Rev. Mod. Phys., vol. 70, p. 1–53, 1998.
Balbus, S. A. et Hawley, J. F. An Exact, Three-dimensional, Time-dependent Wave Solution
in Local Keplerian Flow. ApJ, vol. 652, p. 1020–1027, 2006.
Balbus, S. A., Hawley, J. F. et Stone, J. M. Nonlinear Stability, Hydrodynamical Turbu-
lence, and Transport in Disks. ApJ, vol. 467, p. 76, 1996.
Balbus, S. A. et Henri, P. On the Magnetic Prandtl Number Behavior of Accretion Disks.
ApJ, vol. 674, p. 408–414, 2008.
Barkley, D. Simplifying the complexity of pipe ﬂow. Phys. Rev. E, vol. 84 (1), p. 016309,
2011.
Birkhoff, G. D. Nouvelles recherches sur les syste`mes dynamiques. Mem. Pont. Acad. Sci.
Nov. Lyn., vol. 1, p. 85, 1935.
Bisnovatyi-Kogan, G. S. et Lovelace, R. V. E. Large-Scale B-Field in Stationary Accretion
Disks. ApJ, vol. 667, p. L167–L169, 2007.
153
154 Bibliographie
Bisnovatyi-Kogan, G. S. et Ruzmaikin, A. A. The accretion of matter by a collapsing star
in the presence of a magnetic ﬁeld. II - Selfconsistent stationary picture. Astrophys. Space
Sci., vol. 42, p. 401–424, 1976.
Blackman, E. G. et Field, G. B. New dynamical mean-ﬁeld dynamo theory and closure
approach. Phys. Rev. Lett., vol. 89, p. p 265007, 2002.
Blandford, R. D. et Payne, D. G. Hydromagnetic ﬂows from accretion discs and the pro-
duction of radio jets. MNRAS, vol. 199, p. 883–903, 1982.
Bodo, G., Cattaneo, F., Ferrari, A., Mignone, A. et Rossi, P. Symmetries, scaling
laws, and convergence in shearing-box simulations of magneto-rotational instability driven
turbulence. ApJ, vol. 739, p. 82, 2011.
Bodo, G., Cattaneo, F., Mignone, A. et Rossi, P. On the Convergence of Magnetorota-
tional Turbulence in Stratiﬁed Isothermal Shearing Boxes. ApJL, vol. 787, p. L13, 2014.
Bottin, S. et Chate´, H. Statistical analysis of the transition to turbulence in plane couette
ﬂow. The European Physical Journal B - Condensed Matter and Complex Systems, vol. 6 (1),
p. 143–155, 1998.
Brandenburg, A., Nordlund, A., Stein, R. F. et Torkelsson, U. Dynamo-generated
Turbulence and Large-Scale Magnetic Fields in a Keplerian Shear Flow. ApJ, vol. 446, p.
741–754, 1995.
Brandenburg, A., Radler, K. H. et Schrinner, M. Scale dependence of alpha eﬀect and
turbulent diﬀusivity. A&A, vol. 482 (3), p. 739–746, 2008.
Brandenburg, A. et Subramanian, K. Astrophysical magnetic ﬁelds and nonlinear dynamo
theory. Phys. Rep., vol. 417, p. 1–209, 2005.
Cabot, W. Numerical Simulations of Circumstellar Disk Convection. ApJ, vol. 465, p. p 874,
1996.
Cabrit, S. Constraints on accretion-ejection structures in young stars. Proceedings of EAS
Publications Series, vol. 3 of EAS Publications Series, p. 147–182, 2002.
Campbell, C. G. Magnetically-controlled disc accretion. Geophysical and Astrophysical Fluid
Dynamics, vol. 63, p. 197–213, 1992.
Cannizzo, J. K. The Accretion Disk Limit Cycle Model : Toward an Understanding of the
Long-Term Behavior of SS Cygni. ApJ, vol. 419, p. 318, 1993.
Canuto, C., Hussaini, M. Y., Quarteroni, A. et Zang, T. A. Spectral Methods in Fluid
Dynamics. Springer, 1988.
Casse, F. et Ferreira, J. Magnetized accretion-ejection structures. IV. Magnetically-driven
jets from resistive, viscous, Keplerian discs. A&A, vol. 353, p. 1115–1128, 2000.
Cattaneo, F. et Hughes, D. W. Nonlinear saturation of the turbulent α eﬀect. Phys. Rev.
E, vol. 54, p. R4532–R4535, 1996.
Bibliographie 155
Chandler, G. J. et Kerswell, R. R. Invariant recurrent solutions embedded in a turbulent
two-dimensional Kolmogorov ﬂow. J. Fluid Mech., vol. 722, p. 554–595, 2013.
Chandrasekhar, S. The Stability of Non-Dissipative Couette Flow in Hydromagnetics. Pro-
ceedings of Natl. Acad. Sci., vol. 46, p. 253–257, 1960.
Chandrasekhar, S. Hydrodynamic and hydromagnetic stability. 1961.
Chen, Q., Otto, A. et Lee, L. C. Tearing instability, Kelvin-Helmholtz instability, and
magnetic reconnection. J. Geophys. Res., vol. 102, p. 151–162, 1997.
Christiansen, F., Cvitanovic, P. et Putkaradze, V. Spatiotemporal chaos in terms of
unstable recurrent patterns. Nonlinearity, vol. 10, p. 55, 1997.
Clever, R. M. et Busse, F. H. Three-dimensional convection in a horizontal ﬂuid layer
subjected to a constant shear. J. Fluid Mech., vol. 234, p. 511–527, 1992.
Cline, K. S., Brummell, N. H. et Cattaneo, F. Dynamo Action Driven by Shear and
Magnetic Buoyancy. ApJ, vol. 599, p. 1449–1468, 2003.
Collins, C., Katz, N., Wallace, J., Jara-Almonte, J., Reese, I., Zweibel, E. et Fo-
rest, C. B. Stirring Unmagnetized Plasma. Phys. Rev. Lett., vol. 108 (11), p. 115001,
2012.
Cossu, C., Brandt, L., Bagheri, S. et Henningson, D. S. Secondary threshold amplitudes
for sinuous streak breakdown. Physics of Fluids, vol. 23 (7), p. 074103, 2011.
Cvitanovic, P. Periodic orbit theory in classical and quantum mechanics. Chaos, vol. 2, p.
1–4, 1992.
Cvitanovic, P. Chaos : Classical and quantum. 2004. URL http://chaosbook.org.
Cvitanovic, P., Gaspard, P. et Schreiber, T. Investigation of the Lorentz gas in terms of
periodic orbits. Chaos, vol. 2, p. 85–90, 1992.
Darbyshire, A. G. et Mullin, T. Transition to turbulence in constant-mass-ﬂux pipe ﬂow.
J. Fluid Mech., vol. 289, p. 83, 1995.
Dauchot, O. et Daviaud, F. Finite amplitude perturbation and spots growth mechanism in
plane Couette ﬂow. Physics of Fluids, vol. 7, p. 335–343, 1995.
Davies, S. J. et White, C. M. An experimental study of the ﬂow of water in pipes of
rectangular section. Proceedings of the Royal Society of London. Series A, vol. 119 (781), p.
pp. 92–107, 1928.
Davis, S. W., Stone, J. M. et Pessah, M. E. Sustained Magnetorotational Turbulence in
Local Simulations of Stratiﬁed Disks with Zero Net Magnetic Flux. ApJ, vol. 713, p. 52–65,
2010.
Donati, J.-F., Paletou, F., Bouvier, J. et Ferreira, J. Direct detection of a magnetic
ﬁeld in the innermost regions of an accretion disk. Nature, vol. 438, p. 466–469, 2005.
156 Bibliographie
Drazin, P. G. et Reid, W. H. Hydrodynamic Stability. 2004.
Duguet, Y., Willis, A. P. et Kerswell, R. R. Transition in pipe ﬂow : the saddle structure
on the boundary of turbulence. J. Fluid Mech., vol. 613, p. 255–274, 2008.
Edlund, E. M. et Ji, H. Nonlinear stability of laboratory quasi-Keplerian ﬂows. Phys. Rev.
E, vol. 89 (2), p. 021004, 2014.
Ehrenstein, U. etKoch, W. Three-dimensional wavelike equilibrium states in plane poiseuille
ﬂow. J. Fluid Mech., vol. 228, p. 111–148, 1991.
Faisst, H. et Eckhardt, B. Traveling waves in pipe ﬂow. Phys. Rev. Lett., vol. 91 (22), p.
224502, 2003.
Faisst, H. et Eckhardt, B. Sensitive dependence on initial conditions in transition to turbu-
lence in pipe ﬂow. J. Fluid Mech., vol. 504, p. 343, 2004.
Feigenbaum, M. J. Quantitative universality for a class of nonlinear transformations. Journal
of Statistical Physics, vol. 19, p. 25–52, 1978.
Feigenbaum, M. J. The metrical universal proprieties of period doubling bifurcations and the
spectrum for a route to turbulence. Ann. New York. Acad. Sci, vol. 357, p. 330–336, 1980.
Ferreira, J. et Pelletier, G. Magnetized accretion-ejection structures. III. Stellar and
extragalactic jets as weakly dissipative disk outﬂows. A&A, vol. 295, p. 807, 1995.
Fleming, T. et Stone, J. M. Local Magnetohydrodynamic Models of Layered Accretion Disks.
ApJ, vol. 585, p. 908–920, 2003.
Flock, M., Fromang, S., Gonza´lez, M. et Commerc¸on, B. Radiation magnetohydrody-
namics in global simulations of protoplanetary discs. A&A in press, vol. 560, p. A43, 2013.
Frank, J., King, A. et Raine, D. J. Accretion Power in Astrophysics : Third Edition.
Cambridge University Press, 2002.
Fransson, J. H., Talamelli, A., Brandt, L. et Cossu, C. Delaying Transition to Turbu-
lence by a Passive Mechanism. Phys. Rev. Lett., vol. 96 (6), p. 064501, 2006.
Frick, P., Noskov, V., Denisov, S. et Stepanov, R. Direct Measurement of Eﬀective
Magnetic Diﬀusivity in Turbulent Flow of Liquid Sodium. Phys. Rev. Lett., vol. 105 (18), p.
184502, 2010.
Fromang, S. MRI-driven angular momentum transport in protoplanetary disks. EAS Publi-
cations Series, volume 62 of EAS Publications Series, p. 95–142, 2013.
Fromang, S., Hennebelle, P. et Teyssier, R. A high order Godunov scheme with constrai-
ned transport and adaptive mesh reﬁnement for astrophysical magnetohydrodynamics. A&A,
vol. 457, p. 371–384, 2006.
Fromang, S. et Papaloizou, J. MHD simulations of the magnetorotational instability in a
shearing box with zero net ﬂux. I. The issue of convergence. A&A, vol. 476, p. 1113–1122,
2007.
Bibliographie 157
Fromang, S., Papaloizou, J., Lesur, G. et Heinemann, T. MHD simulations of the ma-
gnetorotational instability in a shearing box with zero net ﬂux. II. The eﬀect of transport
coeﬃcients. A&A, vol. 476, p. 1123–1132, 2007.
Fukagawa, M., Tamura, M., Itoh, Y., Kudo, T., Imaeda, Y., Oasa, Y., Hayashi, S. et
Hayashi, M. Near-infrared images of protoplanetary disk surrounding hd 142527. APJL,
vol. 636 (2), p. L153, 2006.
Furth, H. P., Killeen, J. et Rosenbluth, M. N. Finite-Resistivity Instabilities of a Sheet
Pinch. Physics of Fluids, vol. 6, p. 459–484, 1963.
Gammie, C. F. Layered Accretion in T Tauri Disks. ApJ, vol. 457, p. 355, 1996.
Gammie, C. F. Nonlinear Outcome of Gravitational Instability in Cooling, Gaseous Disks.
ApJ, vol. 553, p. 174–183, 2001.
Gavrilov, N. et Shil’nikov, L. On the three dimensional dynamical systems close to a system
with a structurally unstable homoclinic curve, i. Math. USSR Sbornik, vol. 17, p. 467, 1972.
Gibson, J. F. Channelﬂow : a spectral Navier-Stokes simulator in C++. Technical report, U.
New Hampshire, 2012. Channelflow.org.
Gibson, J. F., Halcrow, J. et Cvitanovic´, P. Visualizing the geometry of state space in
plane Couette ﬂow. J. Fluid Mech., vol. 611, p. 107–130, 2008.
Gibson, J. F., Halcrow, J. et Cvitanovic´, P. Equilibrium and travelling-wave solutions of
plane Couette ﬂow. J. Fluid Mech., vol. 638, p. 243, 2009.
Gissinger, C. A new deterministic model for chaotic reversals. European Physical Journal B,
vol. 85, p. 137, 2012.
Goldreich, P. et Lynden-Bell, D. II. Spiral arms as sheared gravitational instabilities.
MNRAS, vol. 130, p. 125, 1965.
Goldston, R. et Rutherford, P. Introduction to Plasma Physics, chapter 20. Taylor &
Francis, 2010.
Goodman, J. et Xu, G. Parasitic instabilities in magnetized, diﬀerentially rotating disks. ApJ,
vol. 432, p. 213–223, 1994.
Gressel, O. A mean-ﬁeld approach to the propagation of ﬁeld patterns in stratiﬁed magneto-
rotational turbulence. MNRAS, vol. 405, p. 41–48, 2010.
Haisch, Jr., K. E., Lada, E. A. et Lada, C. J. Disk Frequencies and Lifetimes in Young
Clusters. ApJ, vol. 553, p. L153–L156, 2001.
Halcrow, J., Gibson, J. F., Cvitanovic´, P. et Viswanath, D. Heteroclinic connections in
plane Couette ﬂow. J. Fluid Mech., vol. 621, p. 365, 2009.
Hamilton, J. M., Kim, J. et Waleffe, F. Regeneration mechanisms of near-wall turbulence
structures. J. Fluid Mech., vol. 287, p. 317–348, 1995.
158 Bibliographie
Hartmann, L. Accretion Processes in Star Formation : Second Edition. Cambridge University
Press, 2009.
Hartmann, L., Calvet, N., Gullbring, E. et D’Alessio, P. Accretion and the Evolution
of T Tauri Disks. ApJ, vol. 495, p. 385, 1998.
Hawley, J. F. et Balbus, S. A. A Powerful Local Shear Instability in Weakly Magnetized
Disks. II. Nonlinear Evolution. ApJ, vol. 376, p. 223–233, 1991.
Hawley, J. F., Balbus, S. A. et Winters, W. F. Local hydrodynamic stability of accretion
disks. ApJ, vol. 518, p. 394–404, 1999.
Hawley, J. F., Gammie, C. F. et Balbus, S. A. Local Three-dimensional Magnetohydrody-
namic Simulations of Accretion Disks. ApJ, vol. 440, p. 742, 1995.
Hawley, J. F., Gammie, C. F. et Balbus, S. A. Local Three-dimensional Simulations of an
Accretion Disk Hydromagnetic Dynamo. ApJ, vol. 464, p. 690–703, 1996.
He´non, M. A two-dimensional mapping with a strange attractor. Commun. Math. Phys.,
vol. 50, p. 69, 1976.
Herault, J. Stabilite´ non-line´aire et eﬀet dynamo dans un e´coulement MHD cisaille´, Stage
2009-2010.
Herault, J., Rincon, F., Cossu, C., Lesur, G., Ogilvie, G. I. et Longaretti, P.-Y. Per-
iodic magnetorotational dynamo action as a prototype of nonlinear magnetic-ﬁeld generation
in shear ﬂows. Phys. Rev. E, vol. 84, p. 036321, 2011.
Hof, B., Juel, A. et Mullin, T. Scaling of the Turbulence Transition Threshold in a Pipe.
Phys. Rev. Lett., vol. 91 (24), p. 244502, 2003.
Hof, B., Westerweel, J., Schneider, T. M. et Eckhardt, B. Finite lifetime of turbulence
in shear ﬂows. Nature, vol. 443, p. 59, 2006.
Hubbard, A. et Brandenburg, A. Catastrophic Quenching in αΩ Dynamos Revisited. ApJ,
vol. 748, p. 51, 2012.
Hughes, D. W. et Cattaneo, F. The alpha-eﬀect in rotating convection : size matters. J.
Fluid Mech., vol. 594, p. 445–461, 2008.
Hutawarakorn, B. et Cohen, R. J. Magnetic ﬁeld structure in the bipolar outﬂow source G
35.2-0.74N : MERLIN spectral line results. MNRAS, vol. 303, p. 845–854, 1999.
Ichimaru, S. Bimodal behavior of accretion disks - Theory and application to Cygnus X-1
transitions. ApJ, vol. 214, p. 840–855, 1977.
Iskakov, A. B., Schekochihin, A. A., Cowley, S. C., McWilliams, J. C. et Proc-
tor, M. R. E. Numerical Demonstration of Fluctuation Dynamo at Low Magnetic Prandtl
Numbers. Phys. Rev. Lett., vol. 98 (20), p. 208501, 2007.
Jaffe, W., Ford, H. C., Ferrarese, L., van den Bosch, F. et O’Connell, R. W. A
large nuclear accretion disk in the active galaxy NGC4261. Nature, vol. 364, p. 213–215, 1993.
Bibliographie 159
Ji, H., Burin, M. J., Schartman, E. et Goodman, J. Hydrodynamic turbulence cannot
transport angular momentum eﬀectively in astrophysical disks. Nature, vol. 444, p. 343, 2006.
Johnson, B. M. et Gammie, C. F. Vortices in Thin, Compressible, Unmagnetized Disks. ApJ,
vol. 635, p. 149–156, 2005.
Johnson, B. M. et Gammie, C. F. Nonlinear Stability of Thin, Radially Stratiﬁed Disks.
ApJ, vol. 636, p. 63–74, 2006.
Ka¨pyla¨, P. J. et Korpi, M. J. Magnetorotational instability driven dynamos at low magnetic
Prandtl numbers. MNRAS, vol. 413, p. 901, 2011.
Kawahara, G. et Kida, S. Periodic motion embedded in plane Couette turbulence : regene-
ration cycle and burst. J. Fluid Mech., vol. 449, p. 291, 2001.
Kenyon, S. J. et Hartmann, L. High-resolution infrared spectra of FU Orionis variables -
Keplerian rotation and mass loss. ApJ, vol. 342, p. 1134–1141, 1989.
King, A. R., Pringle, J. E. et Livio, M. Accretion disc viscosity : how big is alpha ? MNRAS,
vol. 376, p. 1740–1746, 2007.
Klahr, H. The Global Baroclinic Instability in Accretion Disks. II. Local Linear Analysis.
ApJ, vol. 606, p. 1070–1082, 2004.
Klahr, H. H. et Bodenheimer, P. Turbulence in Accretion Disks : Vorticity Generation
and Angular Momentum Transport via the Global Baroclinic Instability. ApJ, vol. 582, p.
869–892, 2003.
Knobloch, E. On the stability of stratiﬁed plane Couette ﬂow. Geophys. Astrophys. Fluid
Dyn., vol. 29 (2), p. 105–116, 1984.
Knobloch, E. et R., M. D. Transition to chaos in two-dimensional double-diﬀusive convection.
J. Fluid Mech., vol. 166, p. 409–448, 1986.
Knobloch, E. et Weiss, N. O. Bifurcations in a model of double-diﬀusive convection. Phys.
Lett. A, vol. 85, p. 127, 1981.
Korycansky, D. G. Growth and decay of disturbances in stratiﬁed shear ﬂow in a rotating
frame. ApJ, vol. 399, p. 176–181, 1992.
Kreilos, T. et Eckhardt, B. Periodic orbits near the onset of chaos in plane couette ﬂow.
Chaos, vol. 22, p. 047505, 2012.
Lan, Y. et Cvitanovic´, P. Unstable recurrent patterns in Kuramoto-Sivashinsky dynamics.
Phys. Rev. E, vol. 78 (2), p. 026208, 2008.
Laplace, P. S. Exposition du syste`me du monde, volume V. Gallica, bibliothe`que nume´rique
de la BNF, 1796.
Latter, H. N. et Balbus, S. The dynamics of inner dead-zone boundaries in protoplanetary
discs. MNRAS, vol. 424, p. 1977–1990, 2012.
160 Bibliographie
Latter, H. N., Lesaffre, P. et Balbus, S. A. MRI channel ﬂows and their parasites.
MNRAS, vol. 394, p. 715–729, 2009.
Lesur, G. Instabilite´s et sources locales de turbulence dans les disques d’accre´tion. PhD thesis,
2007.
Lesur, G., Ferreira, J. etOgilvie, G. I. The magnetorotational instability as a jet launching
mechanism. A&A, vol. 550, p. A61, 2013.
Lesur, G. et Longaretti, P.-Y. On the relevance of subcritical hydrodynamic turbulence to
accretion disk transport. A&A, vol. 444, p. 25–44, 2005.
Lesur, G. et Longaretti, P.-Y. Impact of dimensionless numbers on the eﬃciency of magne-
torotational instability induced turbulent transport. MNRAS, vol. 378, p. 1471–1480, 2007.
Lesur, G. etOgilvie, G. I. Localized magnetorotational instability and its role in the accretion
disc dynamo. MNRAS, vol. 391, p. 1437, 2008a.
Lesur, G. et Ogilvie, G. I. On self-sustained dynamo cycles in accretion discs. A&A, vol.
488, p. 451, 2008b.
Lesur, G. et Ogilvie, G. I. On the angular momentum transport due to vertical convection
in accretion discs. MNRAS, vol. 404, p. L64–L68, 2010.
Lesur, G. et Papaloizou, J. C. B. The subcritical baroclinic instability in local accretion
disc models. A&A, vol. 513, p. A60, 2010.
Lin, D. N. C. et Papaloizou, J. On the structure and evolution of the primordial solar nebula.
MNRAS, vol. 191, p. 37–48, 1980.
Lin, D. N. C. et Papaloizou, J. C. B. Theory of Accretion Disks II : Application to Observed
Systems. ARA&A, vol. 34, p. 703–748, 1996.
Livio, M. Astrophysical jets : a phenomenological examination of acceleration and collimation.
Physics Reports, vol. 311, p. 225–245, 1999.
Lord Kelvin. Stability of ﬂuid motion - rectilineal motion of viscous ﬂuid between two parallel
planes. Phil. Mag., vol. 24 (5), p. 188, 1887.
Lovelace, R. V. E. Dynamo model of double radio sources. Nature, vol. 262, p. 649–652,
1976.
Lynden-Bell, D. et Pringle, J. E. The evolution of viscous discs and the origin of the
nebular variables. MNRAS, vol. 168, p. 603–637, 1974.
May, R. M. Simple mathematical models with very complicated dynamics. Nature, vol. 261
(5560), p. 459–467, 1976.
Mendoza, E. E. Infrared Excesses in T Tauri Stars and Related Objects. ApJ, vol. 151, p.
977, 1968.
Bibliographie 161
Mendoza V., E. E. Infrared Photometry of T Tauri Stars and Related Objects. ApJ, vol. 143,
p. 1010, 1966.
Meseguer, A´. et Trefethen, L. N. Linearized pipe ﬂow to Reynolds number 10 7. Journal
of Computational Physics, vol. 186, p. 178–197, 2003.
Meshalkin, L. Investigation of the Stability of a Stationary Solution of a System of Equations
for the Plane Movement of an Incompressible Viscous Fluid. Journal of Applied Mathematics
and Mechanics, vol. 25, p. 1700–1705, 1961.
Mignone, A., Bodo, G., Massaglia, S., Matsakos, T., Tesileanu, O., Zanni, C. et
Ferrari, A. PLUTO : A Numerical Code for Computational Astrophysics. ApJS, vol. 170,
p. 228–242, 2007.
Miller, K. A. et Stone, J. M. The Formation and Structure of a Strongly Magnetized Corona
above a Weakly Magnetized Accretion Disk. ApJ, vol. 534, p. 398–419, 2000.
Miralles, S., Bonnefoy, N., Bourgoin, M., Odier, P., Pinton, J.-F., Plihon, N., Ve-
rhille, G., Boisson, J., Daviaud, F. et Dubrulle, B. Dynamo threshold detection in
the von Ka´rma´n sodium experiment. Phys. Rev. E, vol. 88 (1), p. 013002, 2013.
Modjaz, M., Moran, J. M., Kondratko, P. T. et Greenhill, L. J. Probing the Magnetic
Field at Subparsec Radii in the Accretion Disk of NGC 4258. ApJ, vol. 626, p. 104–119, 2005.
Moehlis, J., Eckhardt, B. et Faisst, H. Fractal lifetimes in the transition to turbulence.
Chaos, vol. 14, p. 11, 2004a.
Moehlis, J., Faisst, H. et Eckhardt, B. A low-dimensional model for turbulent shear ﬂows.
New Journal of Physics, vol. 6, p. 56, 2004b.
Moffatt, H. K. Magnetic ﬁeld generation in electrically conducting ﬂuids. Cambridge Uni-
versity Press, 1978.
Monchaux, R., Berhanu, M., Aumaitre, S., Chiffaudel, A., Daviaud, F., Dubrulle,
B., Ravelet, F., Fauve, S., Mordant, N., Petrelis, F., Bourgoin, M., Odier, P.,
Pinton, J.-F., Plihon, N. et Volk, R. The Von Ka´rma´n Sodium experiment : turbulent
dynamical dynamos. Phys. Fluids, vol. 21, p. 035108, 2009.
Moore, D. R., Toomre, J., Knobloch, E. et Weiss, N. O. Period doubling and chaos in
partial diﬀerential equations for thermosolutal convection. Nature, vol. 303, p. 663, 1983.
Nagata, M. Bifurcations in Couette ﬂow between almost corotating cylinders. J. Fluid Mech.,
vol. 169, p. 229–259, 1986.
Nagata, M. Three-dimensional ﬁnite-amplitude solutions in plane Couette ﬂow : bifurcation
from inﬁnity. J. Fluid Mech., vol. 217, p. 519–527, 1990.
Narayan, R. et Quataert, E. Black Hole Accretion. Science, vol. 307, p. 77–80, 2005.
Narayan, R. et Yi, I. Advection-dominated accretion : A self-similar solution. ApJ, vol. 428,
p. L13–L16, 1994.
162 Bibliographie
Newhouse, S. E. The abundance of wild hyperbolic sets and nonsmooth stable sets for diﬀeo-
morphisms. Publ. Math. I.H.E.S., vol. 50, p. 101, 1979.
Oishi, J. S. etMac Low, M.-M. Magnetorotational turbulence transports angular momentum
in stratiﬁed disks with low magnetic Prandtl number but magnetic Reynolds number above
a critical value. ApJ, vol. 740, p. 18, 2011.
Orr, W. M. The stability or instability of the steady motions of a perfect liquid and of a
viscous liquid. part I : a perfect liquid. Proceedings of R. Irish Acad. A., vol. 27, p. 9–68,
1907.
Ostilla Mo´nico, R.,Verzicco, R.,Grossmann, S. et Lohse, D. Turbulence decay towards
the linearly-stable regime of Taylor-Couette ﬂow. J. Fluid Mech., vol. 748, 2014.
Ott, E. Chaos in dynamical systems. Cambridge University Press, 1993.
Paardekooper, S.-J. Numerical convergence in self-gravitating shearing sheet simulations
and the stochastic nature of disc fragmentation. MNRAS, vol. 421, p. 3286–3299, 2012.
Palis, J. et Takens, F. Hyperbolicity and sensitive chaotic dynamics at homoclinic bifurcations.
Cambridge University Press, 1993.
Paoletti, M. S., van Gils, D. P. M., Dubrulle, B., Sun, C., Lohse, D. et Lathrop,
D. P. Angular momentum transport and turbulence in laboratory models of Keplerian ﬂows.
A&A, vol. 547, p. A64, 2012.
Papaloizou, J. et Pringle, J. E. Tidal torques on accretion discs in close binary systems.
MNRAS, vol. 181, p. 441–454, 1977.
Parker, E. N. Hydromagnetic Dynamo Models. ApJ, vol. 122, p. 293, 1955.
Patel, V. C. et Head, M. R. Some observations on skin friction and velocity proﬁles in fully
developed pipe and channel ﬂows. J. Fluid Mech., vol. 38, p. 181–201, 1969.
Pellegrini, S., Venturi, T., Comastri, A., Fabbiano, G., Fiore, F., Vignali, C., Mor-
ganti, R. et Trinchieri, G. The Nuclear Accretion in the FR I Radio Galaxy IC 4296 from
Chandra and Very Long Baseline Array Observations. ApJ, vol. 585, p. 677–686, 2003.
Pessah, M. E., Chan, C.-k. et Psaltis, D. Angular Momentum Transport in Accretion
Disks : Scaling Laws in MRI-driven Turbulence. ApJ, vol. 668, p. L51–L54, 2007.
Petersen, M. R., Stewart, G. R. et Julien, K. Baroclinic Vorticity Production in Proto-
planetary Disks. II. Vortex Growth and Longevity. ApJ, vol. 658, p. 1252–1263, 2007.
Peterson, B. An Introduction to Active Galactic Nuclei. Cambridge University Press, 1997.
Poincare´, J. H. Les Me´thodes Nouvelles de la Me´canique Ce´leste. Grands classiques Gauthier-
Villars. Blanchard, Paris, 1899.
Pomeau, Y. Front motion, metastability and subcritical bifurcations in hydrodynamics. Physica
D, vol. 23, p. 3, 1986.
Bibliographie 163
Pudritz, R. E. Dynamo action in turbulent accretion discs around black holes. I - The ﬂuc-
tuations. II - The mean magnetic ﬁeld. MNRAS, vol. 195, p. 881–914, 1981.
Radler, K.-H. The Solar DynamoIAU Colloq. 121 : Inside the Sun. , e´dite´ par Berthomieu,
G. et Cribier, M., volume 159 of Astrophysics and Space Science Library, p. 385, 1990.
Raettig, N., Lyra, W. et Klahr, H. A Parameter Study for Baroclinic Vortex Ampliﬁcation.
ApJ, vol. 765, p. 115, 2013.
Rahbarnia, K.,Brown, B. P.,Clark, M. M.,Kaplan, E. J.,Nornberg, M. D.,Rasmus,
A. M., Zane Taylor, N., Forest, C. B., Jenko, F., Limone, A., Pinton, J.-F., Plihon,
N. et Verhille, G. Direct Observation of the Turbulent emf and Transport of Magnetic Field
in a Liquid Sodium Experiment. ApJ, vol. 759, p. 80, 2012.
Rees, M. J., Begelman, M. C., Blandford, R. D. et Phinney, E. S. Ion-supported tori
and the origin of radio jets. Nature, vol. 295, p. 17–21, 1982.
Reichardt, H. Uber die geschwindigkeitsverteilung in einer geradlinigen turbulenten couet-
testromung. Journal of Applied Mathematics and Mechanics, vol. 36 (S1), p. S26–S29, 1956.
Rempel, E. L., Lesur, G. et Proctor, M. R. E. Supertransient Magnetohydrodynamic
Turbulence in Keplerian Shear Flows. Phys. Rev. Lett., vol. 105 (4), p. 044501, 2010.
Reynolds, O. An experimental investigation of the circumstances which determine whether
the motion of water shall be direct of sinuous and of the law of resistance in parallel channels.
Phil. Trans. Roy. Soc., vol. 174, p. 935–982, 1883.
Richard, D. et Zahn, J. P. Turbulence in diﬀerentially rotating ﬂows. What can be learned
from the Couette-Taylor experiment. A&A, vol. 347, p. 734–738, 1999.
Rincon, F., Ogilvie, G. I. et Cossu, C. On self-sustaining processes in Rayleigh-stable
rotating plane Couette ﬂows and subcritical transition to turbulence in accretion disks. A&A,
vol. 463, p. 817–832, 2007a.
Rincon, F., Ogilvie, G. I. et Proctor, M. R. E. Self-sustaining nonlinear dynamo process
in Keplerian shear ﬂows. Phys. Rev. Lett., vol. 98, p. 254502, 2007b.
Rincon, F., Ogilvie, G. I., Proctor, M. R. E. et Cossu, C. Subcritical dynamos in shear
ﬂows. Astron. Nachr., vol. 329, p. 750, 2008.
Riols, A., Rincon, F., Cossu, C., Lesur, G., Ogilvie, G. I., Longaretti, P.-Y. et He-
rault, J. Global bifurcations to subcritical magnetorotational dynamo action in Keplerian
shear ﬂow. J. Fluid Mech., vol. 731, p. 1–45, 2013.
Roberts, P. H. et Stix, M. Ac-Eﬀect Dynamos, by the Buliard-Geﬂman Formalism. A&A,
vol. 18, p. 453, 1972.
Robinson, C. Bifurcation to inﬁnitely many sinks. Commun. Math. Phys., vol. 90, p. 433,
1983.
Robinson, E. L. The structure of cataclysmic variables. ARA&A, vol. 14, p. 119–142, 1976.
164 Bibliographie
Romanov, V. Stability of plane-parallel couette ﬂow. Functional Analysis and Its Applications,
vol. 7 (2), p. 137–146, 1973.
Rothstein, D. M. et Lovelace, R. V. E. Advection of Magnetic Fields in Accretion Disks :
Not So Diﬃcult After All. ApJ, vol. 677, p. 1221–1232, 2008.
Salwen, H., Cotton, F. W. et Grosch, C. E. Linear stability of poiseuille ﬂow in a circular
pipe. J. Fluid Mech., vol. 98, p. 273–284, 1980.
Schartman, E., Ji, H., Burin, M. J. et Goodman, J. Stability of quasi-Keplerian shear ﬂow
in a laboratory experiment. A&A in press, vol. 543, p. A94, 2012.
Schekochihin, A. A., Cowley, S. C., Taylor, S. F.,Maron, J. L. etMcWilliams, J. C.
Simulations of the Small-Scale Turbulent Dynamo. ApJ, vol. 612, p. 276–307, 2004.
Schekochihin, A. A., Iskakov, A. B., Cowley, S. C., McWilliams, J. C., Proctor,
M. R. E. et Yousef, T. A. Fluctuation dynamo and turbulent induction at low magnetic
Prandtl numbers. New Journal of Physics, vol. 9, p. 300, 2007.
Schmiegel, A. Fractal Stability Border in Plane Couette Flow. Phys. Rev. Lett., vol. 79, p.
5250–5253, 1997.
Schneider, T., Eckhardt, B. et Yorke, J. A. Turbulence transition and the edge of chaos
in pipe ﬂow. Phys. Rev. Lett., vol. 99, p. 034502, 2007.
Schneider, T. M., De Lillo, F., Buehrle, J., Eckhardt, B., Do¨rnemann, T., Do¨rne-
mann, K. et Freisleben, B. Transient turbulence in plane couette ﬂow. Phys. Rev. E,
vol. 81, p. 015301, 2010.
Schneider, T. M. et Eckhardt, B. Lifetime statistics in transitional pipe ﬂow. Phys. Rev.
E, vol. 78, p. 046310, 2008.
Schrinner, M., Ra¨dler, K.-H., Schmitt, D., Rheinhardt, M. et Christensen, U. Mean-
ﬁeld view on rotating magnetoconvection and a geodynamo model. Astronomische Nachrich-
ten, vol. 326, p. 245–249, 2005.
Shakura, N. I. et Sunyaev, R. A. Black holes in binary systems. Observational appearance.
A&A, vol. 24, p. 337–355, 1973.
Sheikhnezami, S. et Fendt, C. MHD simulations of jet-launching from diﬀusive magnetized
accretion disks. EAS Publications Series, volume 58 of EAS Publications Series, p. 113–116,
2012.
Shen, Y., Stone, J. M. et Gardiner, T. A. Three dimensional compressible hydrodynamic
simulations of vortices in disks. ApJ, vol. 653, p. 513, 2006.
Shklovsky, I. S. On the Nature of the Source of X-Ray Emission of SCO XR-1. ApJ, vol.
148, p. L1, 1967.
Simo´, C.Les Me´thodes Modernes de la Me´canique Ce´leste (Goutelas ’89). , e´dite´ par Benest,
D. et Froeschle´, C., p. 285. Editions Frontie`res, Gif-sur-Yvette, 1989.
Bibliographie 165
Simon, J. B., Hawley, J. F. et Beckwith, K. Resistivity-driven state changes in vertically
stratiﬁed accretion disks. ApJ, vol. 730, p. 94, 2011.
Skufca, J. D., Yorke, J. A. et Eckhardt, B. Edge of Chaos in a Parallel Shear Flow.
Physical Review Letters, vol. 96 (17), p. 174101, 2006.
Smale, S. Diﬀerentiable dynamical systems .I. Diﬀeomorphisms. Bulletin of American Mathe-
matical Society, p. 747–817, 1967.
Sparrow, C. The Lorenz Equations : Bifurcation, Chaos and Strange Attractors, volume 41 of
Appl. Math. Sci. Springer-Verlag, 1982.
Spitzer, L. Physics of Fully Ionized Gases. Interscience Publishers.
Spruit, H. C. Dynamo action by diﬀerential rotation in a stably stratiﬁed stellar interior.
A&A, vol. 381, p. 923–932, 2002.
Spruit, H. C. et Uzdensky, D. A. Magnetic Flux Captured by an Accretion Disk. ApJ, vol.
629, p. 960–968, 2005.
Steenbeck, M. et Krause, F. Erkla¨rung stellarer und planetarer Magnetfelder durch einen
turbulenzbedingten Dynamomechanismus. Zeitschrift Naturforschung Teil A, vol. 21, p. 1285,
1966.
Steenbeck, M. et Krause, F. On the Dynamo Theory of Stellar and Planetary Magnetic
Fields. I. AC Dynamos of Solar Type. Astronomische Nachrichten, vol. 291, p. 49–84, 1969.
Stepinski, T. F. et Levy, E. H. Generation of dynamo magnetic ﬁelds in thin Keplerian
disks. ApJ, vol. 362, p. 318–332, 1990.
Stix, M. The galactic dynamo. A&A, vol. 42, p. 85–89, 1975.
Stone, J. M., Gardiner, T. A., Teuben, P., Hawley, J. F. et Simon, J. B. Athena : A
New Code for Astrophysical MHD. ApJS, vol. 178, p. 137–177, 2008.
Stone, J. M., Hawley, J. F., Gammie, C. F. et Balbus, S. A. Three-dimensional Ma-
gnetohydrodynamical Simulations of Vertically Stratiﬁed Accretion Disks. ApJ, vol. 463, p.
656–673, 1996.
Strom, K. M., Strom, S. E., Edwards, S., Cabrit, S. et Skrutskie, M. F. Circumstellar
material associated with solar-type pre-main-sequence stars - A possible constraint on the
timescale for planet building. AJ, vol. 97, p. 1451–1470, 1989.
Swift, J. W. et Wiesenfeld, K. Suppression of period doubling in symmetric systems. Phys.
Rev. Lett., vol. 52, p. 705, 1984.
Terebey, S., Shu, F. H. et Cassen, P. The collapse of the cores of slowly rotating isothermal
clouds. ApJ, vol. 286, p. 529–551, 1984.
Tobias, S. M., Cattaneo, F. et Brummell, N. H. On the Generation of Organized Magnetic
Fields. ApJ, vol. 728, p. 153, 2011.
166 Bibliographie
Torkelsson, U. et Brandenburg, A. Turbulent accretion disk dynamos. A&A, vol. 283, p.
677–692, 1994.
Tout, C. A. et Pringle, J. E. Accretion disc viscosity - A simple model for a magnetic
dynamo. MNRAS, vol. 259, p. 604–612, 1992.
Trefethen, L. N., Trefethen, A. E., Reddy, S. C. et Driscoll, T. A. Hydrodynamic
stability without eigenvalues. Science, vol. 261, p. 578–584, 1993.
Uchiyama, Y., Urry, C. M., Cheung, C. C., Jester, S., Van Duyne, J., Coppi, P.,
Sambruna, R. M., Takahashi, T., Tavecchio, F. et Maraschi, L. Shedding New Light
on the 3C 273 Jet with the Spitzer Space Telescope. ApJ, vol. 648, p. 910–921, 2006.
Umurhan, O. M. et Regev, O. Hydrodynamic stability of rotationally supported ﬂows :
Linear and nonlinear 2D shearing box results. A&A, vol. 427, p. 855, 2004.
van Veen, L. et Kawahara, G. Homoclinic tangle on the edge of shear turbulence. Phys.
Rev. Lett., vol. 107, p. 114501, 2011.
Velikhov, E. P. Stability of an ideally conducting liquid ﬂowing between cylinders rotating
in a magnetic ﬁeld. Sov. Phys. JETP, vol. 36, p. 1398–1404, 1959.
Viswanath, D. Recurrent motions within plane Couette turbulence. J. Fluid Mech., vol. 580,
p. 339, 2007.
Viswanath, D. et Cvitanovic´, P. Stable manifolds and the transition to turbulence in pipe
ﬂow. J. Fluid Mech., vol. 627, p. 215, 2009.
Waleffe, F. Hydrodynamic stability and turbulence : beyond transients to a self-sustaining
process. Studies in Applied Math., vol. 95, p. 319–343, 1995a.
Waleffe, F. Transition in shear ﬂows. Nonlinear normality versus non-normal linearity. Phys.
Fluids, vol. 7, p. 3060–3066, 1995b.
Waleffe, F. On a self-sustaining process in shear ﬂows. Phys. Fluids, vol. 9, p. 883–900, 1997.
Waleffe, F. Three-Dimensional Coherent States in Plane Shear Flows. Phys. Rev. Lett.,
vol. 81, p. 4140–4143, 1998.
Waleffe, F. Homotopy of exact coherent structures in plane shear ﬂows. Phys. Fluids, vol. 15,
p. 1517–1534, 2003.
Wedin, H. et Kerswell, R. R. Exact coherent structures in pipe ﬂow : travelling wave
solutions. J. Fluid Mech., vol. 508, p. 333–371, 2004.
Weintraub, D. A., Sandell, G. et Duncan, W. D. Submillimeter measurements of T Tauri
and FU Orionis stars. ApJ, vol. 340, p. L69–L72, 1989.
Willis, A. P., Cvitanovic´, P. et Avila, M. Revealing the state space of turbulent pipe ﬂow
by symmetry reduction. J. Fluid Mech., vol. 721, p. 514, 2013.
Bibliographie 167
Yorke, J. A. et Alligood, T. Period doubling cascades of attractors : a prerequisite for
horseshoes. Bull. Amer. Math. Soc., vol. 9, p. 319, 1983.
Young, P. et Schneider, D. P. A quest for the red companion in six cataclysmic binaries.
ApJ, vol. 247, p. 960–968, 1981.
Zakharov, A. F., Kardashev, N. S., Lukash, V. N. et Repin, S. V. Magnetic ﬁelds in
active galactic nuclei and microquasars. MNRAS, vol. 342, p. 1325–1333, 2003.
Zel’dovich, Y. B. The Fate of a Star and the Evolution of Gravitational Energy Upon
Accretion. Soviet Physics Doklady, vol. 9, p. 195, 1964.
Ziegler, U. The NIRVANA code : Parallel computational MHD with adaptive mesh reﬁnement.
CPC, vol. 179, p. 227–244, 2008.
168 Bibliographie
Annexes

AMe´thodes nume´riques
A.1 Techniques de DNS : code SNOOPY et shearing box
A.1.1 Shear-pe´riodicite´
Le code SNOOPY, de´veloppe´ par Geoﬀroy Lesur, est un code pseudo-spectral (Canuto et al.,
1988) qui permet de re´aliser des simulations nume´riques directes (DNS en anglais) des e´quations
de la MHD incompressibles et dissipatives en 3 dimensions. Le code oﬀre une imple´mentation de
la shearing box dans laquelle les conditions aux bords sont pe´riodiques dans la direction y et z.
A cause du cisaillement, la pe´riodicite´ de l’e´coulement dans la direction x n’est pas directement
re´alisable. En eﬀet, conside´rons le membre de gauche de l’e´quation de Navier-Stokes (2.16 et de
l’e´quation d’induction (2.17) en pre´sence d’un cisaillement line´aire US = −Sxey :
∂Ψ
∂t
− Sx ∂Ψ
∂y
= · · · , (A.1)
ou` Ψ peut eˆtre u ou B. Cette e´quation a une de´pendance line´aire explicite en x, les solutions
dans cette direction ne peuvent donc pas eˆtre pe´riodiques. D’un point de vue physique, si l’on
suppose qu’une structure physique, de´pendante de la coordonne´e y, est pe´riodique en x au temps
t, le cisaillement va de´truire la pe´riodicite´ de cette structure a` l’instant imme´diatement apre`s.
Aﬁn de pouvoir de´composer les solutions en modes de Fourier (repre´sentation spectrale), une
solution est de se placer dans le re´fe´rentiel lagrangien associe´ au cisaillement (Umurhan et Regev,
2004), de´ﬁni de la manie`re suivante :
x′ = x , y′ = y + Sxt , z′ = z , t′ = t. (A.2)
Dans ce re´fe´rentiel, l’e´quation (A.1) se transforme en
∂Ψ
∂t′
= · · · , (A.3)
qui n’a plus de de´pendance explicite en x′. Des conditions pe´riodiques aux bords peuvent donc
eˆtre impose´es dans les trois directions dans ce re´fe´rentiel.
A.1.2 Repre´sentation spectrale des solutions
Les conside´rations du paragraphe pre´ce´dente montrent donc qu’un champ Ψ dans la repre´senta-
tion discre´tise´e du re´fe´rentiel lagrangien cisaille´ (x′p, y′q, z′r) peut se de´composer en modes de
Fourier (spatiaux) suivant :
Ψˆl,m,n =
Nx/2∑
−Nx/2
Ny/2∑
−Ny/2
Nz/2∑
−Nz/2
Ψ(x′p, y
′
q, z
′
r) exp
[−i(k′x,lx′p + k′y,my′q + k′z,nz′r)] , (A.4)
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ou` les k′x,l = 2πl/Lx sont les nombres d’ondes de Fourier en x
′ dans le re´fe´rentiel lagrangien et
k′y,m = 2πm/Ly et k′z,n = 2πn/Lz, les nombres d’ondes en y′ et en z′.
En utilisant l’e´quation (A.2) dans (A.4), il est possible de regarder l’e´volution de ces modes
dans le re´fe´rentiel eule´rien (x, y, z). Le cisaillement d’un mode non-axisyme´trique de nombre
d’onde k′y,m et k′x,l dans le re´fe´rentiel lagrangien est en fait e´quivalent a` un mode de nombre
d’ondes
kx(t) = k
′
x,l + Sk
′
y,mt , ky = k
′
y,m , kz = k
′
z,n. (A.5)
dans la repre´sentation eule´rienne. On voit donc que l’ope´ration introduit une de´pendance tem-
porelle du nombre d’onde radial. Par conse´quent une onde non-axisyme´trique (de´pendante de y)
et observe´e dans le re´fe´rentiel eule´rien, va voir son e´chelle radiale diminuer progressivement sous
l’eﬀet du cisaillement. Ces ondes sont ge´ne´ralement appele´es ondes de cisaillement ou ”shearing
waves” en anglais (Lord Kelvin, 1887; Orr, 1907). Le membre de droite de l’e´quation d’e´volution
de ces ondes (contenant le terme de force de Lorentz, le terme de pression et la dissipation) a la
particularite´ de de´pendre explicitement du temps car il fait intervenir les gradients (et donc la
de´rive´e en x) des champs de vitesse ou magne´tique.
A.1.3 Proce´dure de remapping
A cause du cisaillement, le nombre d’onde utilise´ pour calculer les de´rive´es spatiales dans l’es-
pace spectral croit line´airement dans le temps (voir e´quation (A.5)). Conside´rons l’e´volution
non-line´aire d’un paquet d’ondes de cisaillement dans la repre´sentation nume´rique associe´e a` la
shearing box (c’est a` dire faisant intervenir un nombre ﬁni de modes de Fourier). A t = 0 ces
modes sont re´partis sur la grille de re´fe´rence de dimensions Nx, Ny, Nz dans l’espace spectral
(voir ﬁgure A.1). Au bout d’un certain temps, ces ondes vont ﬁnir par sortir de cette grille a` cause
du cisaillement. Leur e´chelle spatiale devient plus petite que l’e´chelle de re´solution de la grille et
ne sont donc plus pertinentes d’un point de vue physique. De plus les interactions non-line´aires
entre ces modes peuvent exciter des modes de Fourier leading (kx(t)ky < 0), certains e´tant perti-
nents pour la physique mais absents de la base de vecteur d’ondes associe´ a` la grille de simulation.
Ce proble`me est re´solu graˆce a` une technique dite de ”remapping”. La ﬁgure A.1 montre
qu’a` t = 0, la grille de simulation co¨ıncide avec la grille de re´fe´rence ﬁxe de nombre d’ondes
(k′x,l, k
′
y,m, k
′
z,n). Lorsque t augmente, la grille de simulation est cisaille´e et apre`s un temps
TSB = Ly/SLx, les nombres d’onde associe´s a` cette grille sont :
kx(TSB) = k
′
x,l + k
′
y,mS TSB = k
′
x,l+m , ky = k
′
y,m, kz = k
′
z,n . (A.6)
Autrement dit, une onde de cisaillement de nombre d’onde azimutal k′y,m et de nombre d’onde
radial initial k′x,l peut eˆtre directement de´crite a` t = TSB comme une onde avec le meˆme k
′
y,m
mais avec un nombre d’onde k′x,l+m diﬀe´rent dans la direction radiale. Il est alors possible de
re-projeter a` t = TSB les champs vectoriels sur la grille de re´fe´rence. Par exemple, les coeﬃcients
de Fourier Ψˆl,m,n entre t = 0 et t = TSB deviennent Ψˆl+m,m,n entre TSB et 2TSB, et ainsi de
suite. En plus de cette re´-allocation de l’espace de Fourier, les amplitudes des modes trailing
pour lesquels |kx| > πNx/Lx a` t = TSB sont remises a` 0. Les vecteurs de base de Fourier
correspondants sont alors supprime´s (e´toiles rouges sur la ﬁgure) et remplace´s par de nouveaux
vecteurs de base a` meˆme de de´crire des modes leading contenus dans la grille de re´fe´rence (cercles
rouges).
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Figure A.1 – Evolution temporelle de la grille spectrale de simulations, repre´sente´e en noir, par
dessus la grille de re´fe´rence ﬁxe en bleu pointille´e. Les deux grilles co¨ıncident apre`s t = TSB,
excepte´ pour les points marque´s d’un symbole. Les e´toiles rouges indiquent les modes trailing
dont l’e´chelle radiale est infe´rieure a` l’e´chelle de la grille de re´fe´rence (kykx > 0, avec |kx| >
πNx/Lx). Les vecteurs de base correspondant a` ces modes sont supprime´s lors de la proce´dure
de remapping du syste`me et remplace´s par des vecteurs de base leading (cercles rouges).
Durant la proce´dure de remapping, la base de Fourier associe´e a` la repre´sentation des champs
est mise a` jour mais les champs eux-meˆmes et donc l’e´volution physique du syste`me ne sont pas
aﬀecte´s si la re´solution utilise´e est suﬃsante. En eﬀet, dans ces conditions, l’annulation des am-
plitudes associe´es aux modes trailing |kx| > πNx/Lx est ne´gligeable car les e´chelles associe´es a`
ces modes ont e´te´ de´ja largement dissipe´es. Pour des simulations bien re´solues, cette ope´ration
n’apporte qu’une tre`s faible dissipation compare´e a` la dissipation physique (Lesur et Longaretti,
2005). La proce´dure de remapping n’apporte pas non plus d’e´nergie a` de nouveaux modes leading
mais assure simplement la possibilite´ qu’ils soient excite´s physiquement, graˆce a` l’allocation de
la base de Fourier correspondante dans la grille de simulations. Une me´thode pseudo-spectrale
de de´saliasing est utilise´e pour calculer tous les termes non-line´aires des e´quations a` chaque pas
de temps. Ces termes sont les seuls a` pouvoir physiquement introduire de l’e´nergie dans ces
modes leading, lorsque la base de Fourier correspondante est introduite.
A.1.4 Inte´gration en temps
L’inte´gration en temps des e´quations de la MHD dans le re´fe´rentiel tournant est re´alise´e graˆce
au couplage d’une me´thode de type ”Splitting Operator” et d’un algorithme de Runge-Kutta
du troisie`me ordre pour les terms ide´aux de la MHD et par un sche´ma implicite en temps pour
les ternes dissipatifs.
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A.1.5 Syme´tries
Nagata (1986) a identiﬁe´ plusieurs syme´tries possibles pour les solutions hydrodynamiques non-
line´aires tridimensionnelles dans les e´coulements instables de Taylor-Couette, dans la limite
”thin-gap” (correspondant a` une repre´sentation carte´sienne de l’e´coulement de Couette plan en
rotation entre deux parois). Dans la shearing box et pour l’e´coulement MHD ke´ple´rien, plusieurs
syme´tries du meˆme type peuvent eˆtre de´rive´es. On conside`re une boite de dimensions (Lx, Ly, Lz)
et on introduit un re´fe´rentiel tournant avec le ﬂuide en x = Lx/2 :
y˜ = y − Lx
2
St . (A.7)
La plupart des simulations et des solutions non-line´aires de´crites dans cette the`se sont restreintes
a` un sous-espace A1 dans lequel les champs ve´riﬁent les proprie´te´s de syme´tries suivantes :
u :
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ux = ux,ee(t) cos (kzez) sin (kyey˜ + kx(t)x)
+ ux,oo(t) cos (kzoz) cos (kyoy˜ + kx(t)x)
uy = uy,ee(t) cos (kzez) sin (kyey˜ + kx(t)x)
+ uy,oo(t) cos (kzoz) cos (kyoy˜ + kx(t)x)
uz = uz,ee(t) sin (kzez) cos (kyey˜ + kx(t)x)
+ uz,oo(t) sin (kzoz) sin (kyoy˜ + kx(t)x)
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
, (A.8)
B :
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Bx = Bx,eo(t) cos (kzez) sin (kyoy˜ + kx(t)x)
+ Bx,oe(t) cos (kzoz) cos (kyey˜ + kx(t)x)
By = By,eo(t) cos (kzez) sin (kyoy˜ + kx(t)x)
+ By,oe(t) cos (kzoz) cos (kyey˜ + kx(t)x)
Bz = Bz,eo(t) sin (kzez) cos (kyoy˜ + kx(t)x)
+ Bz,oe(t) sin (kzoz) sin (kyey˜ + kx(t)x)
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
, (A.9)
ou` les indices e et o indiquent que les nombres d’ondes correspondants sont associe´s a` des
harmoniques paires ou impaires respectivement. kx(t) a la meˆme de´ﬁnition ici que dans l’e´quation
(A.5). Notons que les e´quations de la MHD conservent ces syme´tries.
A.2 Solveur de Newton-Krylov - PEANUTS
Un solveur de Newton-Krylov est imple´mente´ au sein du code PEANUTS, de´veloppe´ par F.
Rincon et C. Cossu, permettant le calcul pre´cis d’orbites pe´riodiques. Ce code a e´te´ interface´
a` SNOOPY en 2009 pour traiter des proble`mes ﬂuides dans la shearing box. Les me´thodes du sol-
veur de Newton reposent sur la librairie PETSC. La diﬃculte´ principale associe´e a` l’imple´mentation
de ce type d’interface re´side dans la re´duction de l’e´tat du syste`me aﬁn d’assurer le bon fonc-
tionnement de l’algorithme de Newton. En eﬀet, pour des ﬂuides incompressibles ou lorsque une
me´thode de desaliasing est utilise´e, certains modes de Fourier peuvent eˆtre redondants ou bien
strictement nuls, et doivent donc eˆtre e´limine´s aﬁn d’e´viter certains proble`mes nume´riques de
conditionnement (points singuliers, matrices non-inversibles etc...). Dans un premier temps, nous
de´crirons comment passer d’une repre´sentation 3D comple`te de champs MHD (SNOOPY) a` une
repre´sentation vectorielle 1D re´duite de l’e´tat du syste`me, servant d’”input” pour l’algorithme
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de Newton (PEANUTS). Dans un second temps, nous de´velopperons les diﬀe´rentes contraintes
a` ajouter au vecteur d’e´tat (comme les phases spatiales et temporelles) aﬁn de calculer les solu-
tions pe´riodiques. Les notions rencontre´es par la suite (stabilite´ des orbites pe´riodique, varie´te´s)
sont introduites en annexe B.
A.2.1 Comptage de modes
L’objectif de cette section est de pouvoir compter le nombre de variables d’e´tat inde´pendantes
de notre syste`me aﬁn d’obtenir un proble`me inversible. Nous partons donc d’un ensemble de
6NxNyNz valeurs re´elles, correspondant aux valeurs des 6 composantes de champs dans l’espace
physique. Les deux e´quations de divergence des champs (2.9)-(2.10) re´duisent le nombre de
composantes de champs inde´pendantes a` 4 (au lieu de 6). De plus dans notre conﬁguration, le
champ magne´tique et le champ de vitesse ont une moyenne nulle sur la boite, ce qui permet
de retirer une variable a` chaque composante de vitesse et magne´tique. Le nombre de variables
inde´pendantes dans la shearing box 3D est donc Nv = 4(NxNyNz − 1). Si l’on retire e´galement
les modes de Nyquist, on trouve
Nv = 4(NxNyNz − 2). (A.10)
Si une me´thode desaliasing est utilise´e (ce qui est le cas dans les simulations de la the`se) Ni
(i = x, y, z) doit eˆtre un multiple de 3 et 2, de telle sorte que les ni = 2Ni/3 sont des entiers.
La proce´dure de desaliasing impose e´galement que les coeﬃcients de Fourier dans les plans de
Nyquist ni/2 soient nuls. Ainsi on ne garde dans chaque direction que ni − 1 variables, ce qui
fait un total de (nx − 1)(ny − 1)(nz − 1) par composantes de champ. Au total on obtient donc
un nombre de variables inde´pendantes e´gales a`
Nv = 4 [(nx − 1)(ny − 1)(nz − 1)− 1] . (A.11)
A.2.2 Reduction de variables
La proce´dure permettant de passer de la repre´sentation spectrale 3D des champs u et B (note´s
ge´ne´riquement Φ) a` la repre´sentation vectorielle re´duite de taille Nv est re´sume´e dans le tableau
A.1 dans le cas ou le desaliasing est pris en compte. Dans l’ope´ration directe (DNS→ Newton),
seulement deux composantes de champ sont garde´es pour chaque mode de Fourier aﬁn de satis-
faire la contrainte d’incompressibilite´. Les modes avec k = 0 sont supprime´s aﬁn de s’assurer que
la moyenne des 6 composantes de champ est nulle. Dans l’ope´ration inverse (Newton→DNS),
certaines composantes manquantes sont retrouve´es graˆce a` la condition d’incompressibilite´ ex-
prime´e dans l’espace de Fourier, les autres sont mises a` 0.
La gamme de nombres d’ondes indique´e dans le tableau correspond a` celle qui est garde´e
durant l’ope´ration DNS→ Newton et re´sulte de la nature re´elle des champs physiques. Les am-
plitudes complexes associe´es aux nombres d’ondes manquants sont retrouve´es par conjugaison.
A.2.3 Algorithme de Newton, contraintes de phases et shear-pe´riodicite´
Aﬁn de calculer des orbites pe´riodiques relatives dans le proble`me de Couette avec parois, Vis-
wanath (2007) ont propose´ une me´thode ge´ne´rale, base´e sur un algorithme de Newton-Krylov,
et permettant d’imposer certaines contraintes sur les orbites recherche´es. Le cas de la shearing
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Variables garde´es Gamme de k Composante manquante
kz = 0 Ψ˜x and Ψ˜y kz = 1 to (nz − 2)/2 Ψ˜z = −[kxΨ˜x + kyΨ˜y]/kz
kz = 0 ky = 0 Ψ˜z and Ψ˜x ky = 1 to (ny − 2)/2 Ψ˜y = −kxΨ˜x/ky
ky = 0 kx = 0 Ψ˜y and Ψ˜z kx = 1 to (nx − 2)/2 Ψ˜x = 0
kx = 0 supprime´e
Table A.1 – Sche´ma re´capitulant l’ope´ration de re´duction de modes. Pour chaque mode de
Fourier, un certain nombres de variables sont garde´es lors du passage entre le code de DNS,
SNOOPY, et le code de Newton, PEANUTS. Les composantes manquantes sont celles recalcule´es
lors de l’ope´ration inverse.
box est un peu spe´cial et me´rite d’eˆtre discute´ en de´tails. On notera dans la suite X(t) le vec-
teur d’e´tat donne´ en entre´e de l’algorithme de Newton. Ce vecteur, de taille Nv, contient tous
les modes de Fourier inde´pendants des champs physiques (u,B). Le syste`me dynamique est
formellement de´crit par l’e´quation
dX
dt
= F(X) , (A.12)
ou` F est l’ope´rateur non-line´aire associe´ aux e´quations de la MHD. Ce syste`me peut eˆtre inte´gre´
a` l’aide d’une DNS. Le solveur de Newton est utilise´ pour calculer une orbite pe´riodique relative
de pe´riode T ve´riﬁant
X(X0, T ) = τ(X0) , (A.13)
ou` X0 est l’e´tat initial a` t = 0 et τ est un ope´rateur de translation spatial dans les direc-
tions y et z (qui correspondant aux deux directions d’invariance du syste`me ou` des conditions
pe´riodiques sont possibles). En principe le proble`me posse`de Nt = Nv + 3 inconnues, les Nv
variables inde´pendantes du vecteur d’e´tat, la pe´riode T de l’orbite que l’on cherche et les deux
phases en y et z, qui peuvent eˆtre traduites en terme de vitesses de phases Cy et Cz en utilisant
la pe´riode T . Ces variables additionnelles sont indispensables car le proble`me initial de taille
Nv n’est pas entie`rement de´termine´, a` cause de l’invariance temporelle de l’orbite pe´riodique
(tous ses points ve´riﬁent l’e´quation (A.13)) et les invariances spatiales (toute version translate´e
de l’orbite pe´riodique en y ou z est une solution pe´riodique). Trois contraintes supple´mentaires
doivent donc eˆtre impose´es pour lever la de´ge´ne´rescence et pour rendre le proble`me nume´rique
non-singulier.
La me´thode de Newton permet de re´soudre l’e´quation (A.13) de fac¸on ite´rative. Le principe
est le suivant : on part d’un e´tat initial Xg,0 proche du cycle vise´, et on eﬀectue une succession
de corrections δXi a` cet e´tat aﬁn de produire des e´tats a` t = T qui se rapprochent progressive-
ment de τ(Xg,0). Chaque ite´ration de l’algorithme, correspondant a` une correction, ne´cessite la
re´solution d’un syste`me line´aire faisant intervenir le Jacobien du syste`me. Ce calcul est eﬀectue´
de manie`re ite´rative en utilisant un algorithme de Krylov (me´thode GMRES) ce qui ne´cessite
plusieurs DNS sur un temps T . Les trois contraintes permettant de lever les de´ge´ne´rescences
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spatiale et temporelle, de´crites pre´ce´demment, sont :〈
δXi,
∂Xg,i
∂y
〉
= 0 , (A.14)〈
δXi,
∂Xg,i
∂z
〉
= 0 , (A.15)
〈δXi,F(Xg,i)〉 = 0 , (A.16)
ou` le crochets de´notent le produit scalaire entre deux vecteurs d’e´tats dans l’espace des phases.
Dans le cas ge´ne´ral, ces contraintes imposent que les corrections eﬀectue´es par le solveur soient
orthogonales aux directions de l’espace des phases le long desquelles l’e´coulement est invariant.
Cependant, la shear-pe´riodicite´ de´crite en section A.1.1 brise l’invariance des e´quations par
translation continue en temps. En d’autres termes, les pe´riodes possibles dans notre syste`me
sont discre`tes et sont e´troitement relie´es au temps de remapping TSB = Ly/SLx. Pour illustrer
ce propos, conside´rons un e´tatX du syste`me a` t = 0. A cause du cisaillement de la base de Fourier
sur laquelle les champs sont projete´s, il est impossible de comparer les coeﬃcients de Fourier
entre cet e´tat et un e´tat arbitraire au temps t, car la base utilise´e est diﬀe´rente entre ces deux
temps. Les seuls temps ou` une telle comparaison est pertinente sont les temps multiples de TSB
lors desquels la base de Fourier est confondue a` celle en t = 0. Les conditions aux bords shear-
pe´riodiques sugge`rent donc que les orbites pe´riodiques doivent avoir une pe´riode multiple de TSB
. Dans la pratique, nous avons vu que les cycles de dynamo MRI les plus simples sont compose´s
de deux renversements de champ chaque TSB, ce qui signiﬁe que la pe´riode fondamentale du
syste`me est T0 = 2TSB (Herault et al., 2011). Nous avons vu e´galement lors de cette the`se que
des orbites fractionnaires au temps de remapping e´tait possibles. Ce cas particulier correspond a`
des cycles pour lesquels les composantes de Fourier associe´es au nombre d’onde ky0 = 2π/Ly ont
une amplitude nulle. Pour ces cycles, la dynamique non-axisyme´trique est uniquement supporte´e
par des modes de vecteur d’onde ky = 2πn/Ly avec n ≥ 2.
Enﬁn, notons que lorsque les syme´tries A1 sont impose´es, les invariances spatiales continues
de translation sont brise´es et les orbites pe´riodiques relatives ont toutes Cy = 0 et Cz = 0. Dans
ce cas, on peut retirer ces deux contraintes du solveur de Newton. Nous avons ve´riﬁe´ que la
convergence d’une meˆme orbite pe´riodique est obtenue avec ou sans ces contraintes. Nous avons
e´galement ve´riﬁe´ que la convergence vers un cycle dans les syme´tries A1 graˆce au solveur de
Newton, peut eˆtre obtenue sans les syme´tries en partant du meˆme e´tat initial.
A.2.4 Exemple de convergence d’un cycle
Nous illustrons ci dessous une exemple de sortie produite par le code PEANUTS, lorsque l’al-
gorithme de Newton est utilise´ pour capturer un cycle. La convergence du cycle de pe´riode T0
ne´cessite ici 6 ite´rations eﬀectives. Pour chacune d’entre elles, une dizaine de sous-ite´rations de
l’algorithme de Krylov sont ne´cessaires aﬁn d’estimer l’inverse du Jacobien du syste`me (chacune
de ces sous-ite´rations correspond a` une inte´gration nume´rique jusqu’a` T0). A chaque ite´ration
de Newton sont aﬃche´es la norme re´siduelle absolue entre l’e´tat a` t = 0 et celui a` t = T0, la
norme de l’e´tat a` t = 0, et 5 variables de l’e´tat (la dernie`re e´tant le champ axisyme´trique B0x).
Solve a nonlinear system using Newton method. 
Initial guess in file Newtonguess 
Extra variables guesses: 
    0.0000000000     0.0000000000   338.1951074866  
Solution saved in file Newtonout 
--------------------------------------------------------------- 
  
It =  0 || Residual Norm = 4.42431713e+02 
        ||    Guess Norm = 6.18096395e+03 
        ||  State Vector = 0.00000000e+00  0.00000000e+00  3.38195107e+02 -
2.44766184e-18 -3.93386892e+02  
  
  0 KSP Residual norm 4.424317128747e+02  
  1 KSP Residual norm 4.182497722461e+02  
  2 KSP Residual norm 4.182490142990e+02  
  3 KSP Residual norm 1.571578421887e+02  
  4 KSP Residual norm 1.571544919671e+02  
  5 KSP Residual norm 9.926426620944e+01  
  6 KSP Residual norm 9.333401889902e+01  
  7 KSP Residual norm 8.557633381149e+01  
  8 KSP Residual norm 9.050926885718e+00  
  9 KSP Residual norm 2.190092293539e-01  
 10 KSP Residual norm 7.025864331352e-04  
  
It =  1 || Residual Norm = 3.60545660e+02 
        ||    Guess Norm = 6.10898599e+03 
        ||  State Vector = 1.95220611e-07  6.95529229e-07  3.38195107e+02  
5.08201478e-12 -3.89037894e+02  
  
  0 KSP Residual norm 3.605456600215e+02  
  1 KSP Residual norm 3.604177382390e+02  
  2 KSP Residual norm 3.604170363098e+02  
  3 KSP Residual norm 1.825373287412e+02  
  4 KSP Residual norm 1.825353271524e+02  
  5 KSP Residual norm 7.717990700914e+01  
  6 KSP Residual norm 7.288148998425e+01  
  7 KSP Residual norm 2.024496741189e+01  
  8 KSP Residual norm 7.561665700180e-01  
  9 KSP Residual norm 1.985348020162e-02  
 10 KSP Residual norm 2.030344091914e-04  
  
It =  2 || Residual Norm = 9.03636330e+01 
        ||    Guess Norm = 6.00634096e+03 
        ||  State Vector = 8.80512056e-08  2.41239786e-06  3.38195107e+02 -
1.08063568e-11 -3.81288373e+02  
  
  0 KSP Residual norm 9.036363303017e+01  
  1 KSP Residual norm 9.036362681454e+01  
  2 KSP Residual norm 9.036362222745e+01  
  3 KSP Residual norm 9.036208278631e+01  
  4 KSP Residual norm 9.036161047366e+01  
  5 KSP Residual norm 8.667142067102e+01  
  6 KSP Residual norm 1.166521651951e+01  
  7 KSP Residual norm 1.730626208427e+00  
  8 KSP Residual norm 3.370666612712e-01  
  9 KSP Residual norm 2.416806166055e-02  
 10 KSP Residual norm 1.605398451542e-04  
  
It =  3 || Residual Norm = 1.87032102e+01 
        ||    Guess Norm = 6.07927015e+03 
        ||  State Vector =-1.71442636e-08 -9.37323271e-07  3.38195107e+02  
1.83319810e-14 -3.85822472e+02  
  
  0 KSP Residual norm 1.870321020653e+01  
  1 KSP Residual norm 1.838055922773e+01  
  2 KSP Residual norm 1.838054294204e+01  
  3 KSP Residual norm 2.059685067255e+00  
  4 KSP Residual norm 2.058638040316e+00  
  5 KSP Residual norm 1.929991720737e+00  
  6 KSP Residual norm 1.225420858641e-01  
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  7 KSP Residual norm 1.205305403606e-01  
  8 KSP Residual norm 1.118762561306e-02  
  9 KSP Residual norm 1.581135203739e-04  
  
It =  4 || Residual Norm = 4.61322856e-01 
        ||    Guess Norm = 6.08146895e+03 
        ||  State Vector =-1.74519620e-08 -9.40585602e-07  3.38195107e+02  
8.03937003e-15 -3.85941977e+02  
  
  0 KSP Residual norm 4.613228562322e-01  
  1 KSP Residual norm 4.613228441726e-01  
  2 KSP Residual norm 4.613227707140e-01  
  3 KSP Residual norm 4.608396165338e-01  
  4 KSP Residual norm 4.608339591198e-01  
  5 KSP Residual norm 4.505487908602e-01  
  6 KSP Residual norm 2.502590284702e-01  
  7 KSP Residual norm 5.803679956995e-03  
  8 KSP Residual norm 6.427568695282e-04  
  9 KSP Residual norm 2.898106232718e-05  
 10 KSP Residual norm 2.299893365020e-07  
  
It =  5 || Residual Norm = 7.50332877e-03 
        ||    Guess Norm = 6.08184532e+03 
        ||  State Vector =-1.90143041e-08 -9.45935201e-07  3.38195107e+02 -
1.05363478e-16 -3.85965192e+02  
  
  0 KSP Residual norm 7.503328769177e-03  
  1 KSP Residual norm 7.503327308827e-03  
  2 KSP Residual norm 7.503188615288e-03  
  3 KSP Residual norm 7.503061326464e-03  
  4 KSP Residual norm 7.500609372219e-03  
  5 KSP Residual norm 5.787558930829e-03  
  6 KSP Residual norm 5.578921520502e-03  
  7 KSP Residual norm 1.792202549917e-04  
  8 KSP Residual norm 1.614489437284e-05  
  9 KSP Residual norm 1.648459963897e-07  
 10 KSP Residual norm 1.192011530019e-09  
  
It =  6 || Residual Norm = 2.96666976e-04 
        ||    Guess Norm = 6.08184200e+03 
        ||  State Vector =-1.89928329e-08 -9.44641898e-07  3.38195107e+02 -
4.69535180e-18 -3.85964951e+02  
  
  0 KSP Residual norm 2.966669759867e-04  
  1 KSP Residual norm 2.966669745853e-04  
  2 KSP Residual norm 2.966668436280e-04  
  3 KSP Residual norm 2.962333135669e-04  
  4 KSP Residual norm 2.962128665258e-04  
  5 KSP Residual norm 2.952432943513e-04  
  6 KSP Residual norm 1.756793398637e-04  
  7 KSP Residual norm 3.056379392921e-06  
  8 KSP Residual norm 5.608887410218e-07  
  9 KSP Residual norm 1.108719404046e-08  
 10 KSP Residual norm 2.266691959795e-10  
  
It =  7 || Residual Norm = 5.86572993e-06 
        ||    Guess Norm = 6.08184219e+03 
        ||  State Vector =-1.89919208e-08 -9.44645246e-07  3.38195107e+02 -
2.89588436e-19 -3.85964963e+02  
  
Newton Solver has converged ! 
Total number of Newton iterations =   7 

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A.3 Me´thode nume´rique pour le calcul des bifurcations globales
A.3.1 Visualisation de varie´te´s instables
Une technique courante permettant d’analyser la dynamique au voisinage de solutions non-
line´aires invariantes est de regarder la ge´ome´trie de leur varie´te´ instableW u a` travers une section
de retour de Poincare´ (Simo´, 1989). Cette me´thode a notamment e´te´ utilise´e pour l’e´tude du
syste`me de Kuramoto-Sivashinsky par Christiansen et al. (1997); Lan et Cvitanovic´ (2008) et
employe´e dans le contexte des e´coulements de Couette plan et de Poiseuille (Gibson et al., 2008,
2009; Halcrow et al., 2009; van Veen et Kawahara, 2011; Willis et al., 2013). La repre´sentation
des varie´te´s instables d’une orbite pe´riodique est beaucoup plus simple lorsque celle-ci n’a qu’une
seule direction instable, ce qui est le cas pour les paires de cycles SN1 et SN2 dans le re´gime
transitionnel de notre proble`me a` bas Rm, dans le sous-espace de syme´tries A1. On conside`re
dans cette annexe une orbite p pe´riodique, dont l’e´tat dans l’espace des phases a` t = 0 est note´
Xe. Un point de la varie´te´ instable W
u associe´e a` l’orbite est en premie`re approximation situe´
sur sa tangente locale au point Xe
X0 = Xe + εXu , (A.17)
ou` Xu est le vecteur propre associe´ a` la direction instable du cycle, et ε est un parame`tre tre`s
petit devant 1 qui permet d’assurer que l’on reste tangent a` W u au point Xe. Pour ge´ne´rer
un segment entier de W u, on conside`re un ensemble de points, de´ﬁnis par l’e´quation (A.17) en
faisant varier le parame`tre ε dans une certaine gamme de valeurs. Cet segment est alors utilise´
comme un ensemble de conditions initiales qui peuvent eˆtre inte´gre´es a` l’aide d’une DNS, durant
un temps aussi long que l’on souhaite. Comme W u est un invariant de la dynamique, tous les
points images re´sultant de l’inte´gration des conditions initiales sur le segment appartiennent
e´galement a` la varie´te´ instable. Ces points permettent donc de visualiser des portions de la
varie´te´ aussi e´loigne´e de Xe que l’on souhaite dans l’espace des phases. Les trajectoires obtenues
par inte´gration temporelle des points du segment initial forment donc une surface 2D (dans le
cas ou` une seule direction instable est pre´sente). Aﬁn de simpliﬁer la visualisation, il est d’usage
de repre´senter la dynamique dans une section de Poincare´. La varie´te´ instable est alors re´duite a`
une courbe 1D forme´e par l’intersection de la surface 2D et de la section de Poincare´. On utilise
ﬁnalement une projection dans un sous-espace de dimension 2 aﬁn de visualiser la varie´te´ sur
un plan de phase donne´e.
Le proble`me de la dynamo MRI dans la shearing box est original (par rapport au proble`me
de la transition dans les e´coulements cisaille´s avec parois) au sens ou` il est possible de re´duire
la dynamique non-line´aire a` une application discre`te Φ, ou` les e´tats sont observe´s de manie`re
stroboscopique tous les T0. Cette discre´tisation du syste`me est en re´alite´ e´quivalente a` regarder
la dynamique dans une section de Poincare´. Dans cette repre´sentation stroboscopique, les cycles
de dynamo MRI apparaissent comme des points d’e´quilibre non-line´aire et les varie´te´s comme
des lignes 1D. Comme la donne´e d’un e´tat complet a` chaque T0 ne peut pas eˆtre visualise´e sim-
plement, on projette alors la dynamique sur un plan de phase (B0x , B0y), les composantes du
champ magne´tique axisyme´trique grande e´chelle e´tant assez repre´sentatives de la dynamique.
Ce plan est notamment e´quivalent a` la projection tourbillons poloidaux/ stries dans le proble`me
hydrodynamique. Une troisie`me variable peut eˆtre introduite (comme une composante non-
axisyme´trique) si la projection introduit des de´ge´ne´rescences.
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Figure A.2 – Repre´sentation d’une orbite homocline et des trois se´quences (de teˆte, de cœur
et de queue) dans une section de Poincare´, projete´e dans le plan de phase. Les points e´toile´s
de´notent quelques points de l’orbite homoclines.
Notons que le calcul du segment initial, permettant par inte´grations successives de ge´ne´rer
l’ensemble de la varie´te´ instable, ne´cessite de pouvoir calculer le vecteur propre instable Xu du
point Xe associe´ au cycle. Ce vecteur est obtenu graˆce au solveur SLEPc inte´gre´ a` PEANUTS
et utilise´ pour calculer la stabilite´ et les multiplicateurs de Floquet des cycles.
A.3.2 Calcul et continuation des orbites homoclines
Dans la repre´sentation discre`te et stroboscopique de l’e´coulement dans notre proble`me, une
orbite homocline associe´e a` un point ﬁxe Xe est caracte´rise´ par une se´quence unique de points
dans le plan de phases, de´ﬁnissant le ”coeur de l’orbite”, dont la taille typique ou ”temps de
transition” est e´gale a` Nt. Cette se´quence est pre´ce´de´e d’un ensemble inﬁni de points au voisinage
de Xe qui s’en e´chappent exponentiellement (appele´e se´quence de teˆte) et est suivie d’un autre
ensemble inﬁni qui au contraire converge vers Xe (appele´ se´quence de queue). La se´quence de
transition de taille Nt entre ces deux ensembles repre´sente la phase d’excursion non-line´aire dans
le treillis homocline, loin du point ﬁxe.
i) Calcul des orbites homoclines
Dans cette annexe, nous pre´senterons uniquement le calcul d’orbites homoclines relatives aux
cycles de dynamo MRI. Le calcul associe´ aux orbites he´te´roclines est calque´ sur la meˆme
proce´dure. Aﬁn d’obtenir de telles orbites, il est ne´cessaire dans un premier temps de construire
la projection de la varie´te´ instable W u d’un cycle p (repre´sente´ par le point ﬁxe Xe) dans le
plan de phase (B0x , B0y) en utilisant la technique pre´sente´e en section A.3.1. Typiquement, la
varie´te´ est obtenue en construisant 5 a` 20 images successives du segment initial, par inte´gration
successives des e´quations pendant T0, selon le degre´ de pre´cision voulu. L’e´tape suivante est
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d’identiﬁer le pli de la varie´te´ instable W u s’approchant au plus pre`s du point ﬁxe Xe et le
point appartenant a` ce pli qui minimise la distance avec Xe. On cherche alors l’ante´ce´dent de
ce point dans le segment initial utilise´ pour calculer la varie´te´ (c’est a` dire la condition initiale
sur le segment qui me`ne a` ce point apre`s inte´grations successives). Si la valeur de ε utilise´e pour
ge´ne´rer cette condition est suﬃsamment petite pour que celle ci puisse eˆtre conside´re´e comme
faisant partie de la se´quence de teˆte d’une orbite homocline, l’inte´gration nume´rique de cette
condition initiale sur plusieurs T0 donne une approximation de l’orbite homocline recherche´e.
Cependant comme la dynamique est e´tire´e le long de la direction de Wu, une tre`s faible erreur
sur l’estimation de ε peut faire diverger les trajectoires apre`s quelques ite´rations. Il est donc
en ge´ne´ral ne´cessaire de raﬃner la condition initiale sur le segment initial. Une me´thode de
bissection sur ε est utilise´e pour re´duire la distance entre le dernier point d’inte´gration et Xe.
Des orbites avec une se´quence de teˆte arbitrairement longue peuvent eˆtre obtenues en utilisant
des segments initiaux arbitrairement petits et proches de Xe. De meˆme, des orbites avec une
se´quence de queue arbitrairement longue sont obtenues en augmentant le nombre d’inte´grations
successives durant T0.
ii) Continuation des orbites homoclines en fonction d’un parame`tre
On suppose qu’une orbite homocline H associe´ a` un point ﬁxe Xe, a e´te´ calcule´e pour un Rm
donne´, graˆce a` la me´thode pre´sente´e dans la section pre´ce´dente, sous la forme d’une se´quence
de points (Hi) avec i = 0, · · · , N − 1. H0 est le point situe´ sur le segment initial, H1 son image
par Φ et ainsi de suite. Le parame`tre ε0, ayant servi a` calculer H0 est e´galement connu.
Aﬁn de recalculer cette orbite pour un Rm le´ge`rement diﬀe´rent Rm+ΔRm, la premie`re e´tape
est de recalculer le point ﬁxe Xe au Rm vise´ en utilisant une me´thode de continuation classique
puis de calculer sa valeur propre instable Xu graˆce au solveur de stabilite´. On construit alors
un nouvel e´tat perturbe´ H00 en utilisant le meˆme ε0 qu’avant. A partir de cet e´tat, on applique
N fois l’ope´rateur Φ (en inte´grant H00 durant NT0) et on obtient une nouvelle se´quence H
0
i
au Rm conside´re´. Cette se´quence n’est ge´ne´ralement pas une bonne approximation de l’orbite
homocline au nouvel Rm car elle diverge par rapport a` H a` partir d’une certaine ite´ration. Aﬁn
de converger pre´cise´ment vers l’orbite homocline au nouvel Rm, on doit raﬃner la valeur de ε
en se servant de la diﬀe´rence entre les deux se´quences H0i et Hi Avant de rentrer dans le cœur
de la me´thode, on introduit FN , fonction de ε qui pour un point ﬁxe donne´ Xe et sa direction
instable associe´e Xu, renvoie la projection sur le plan de phase (B0x , B0y) de l’image Φ
N
o du
point Xe + εXu.
FN : R → R2 (A.18)
ε → P [ΦNo (Xe + εXu)] . (A.19)
La projection P sur le plan de phase n’est en re´alite´ pas obligatoire mais permet de rendre l’al-
gorithme beaucoup plus rapide que si l’e´tat complet est conside´re´. On utilise alors une me´thode
de Newton aﬁn de re´aliser la correction en ε. Deux cas sont possibles. Soit la diﬀe´rence entre les
suites (H0i ) et (Hi) ne divergent qu’apre`s une certaine ite´ration Nd > Nt, c’est a` dire au niveau
des points situe´s dans la se´quence de queue de l’orbite homocline (apre`s la phase de transition de
taille Nt) ; dans ce cas une premie`re ite´ration de Newton est eﬀectue´e aﬁn d’annuler la diﬀe´rence
HNd −Xe au Rm vise´ :
ε1 = ε0 − J˜0 P
[
H0Nd −Xe
]
, (A.20)
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ou` J˜0 = ((J
T
0 J0)
−1)JT0 est la pseudo-inverse de J0 =
dFNd
dε
∣∣∣∣
ε=ε0
.
ε1 est utilise´ ensuite pour eﬀectuer une nouvelle pre´diction de l’e´tat initial H
1
0. Cet e´tat est
inte´gre´ une nouvelle fois et permet d’obtenir une nouvelle se´quence de points H1i . En ge´ne´ral,
une seule ite´ration de Newton n’est pas suﬃsante pour converger l’orbite homocline au Rm
voulu, mais celle-ci diverge apre`s un nombre d’ite´rations plus grand que Nd (et toujours dans
la se´quence de queue). Aﬁn de tirer proﬁt de cette proprie´te´, on incre´mente Nd de 1 a` chaque
ite´ration de Newton, de sorte que les points situe´s plus loin dans la se´quence de queue approche
le point Xe plus rapidement. A l’ite´ration n de l’algorithme, la correction se met sous la forme
εn = εn−1 − J˜n−1 P
[
Hn−1Nd+n−1 −Xe
]
, (A.21)
avec J˜n−1 = ((JTn−1Jn−1)−1)JTn−1 la pseudo-inverse de Jn−1 =
dFNd+n−1
dε
∣∣∣∣
ε=εn−1
.
En pratique, les Jacobiennes Ji (qui sont simplement des vecteurs a` deux e´le´ments dans les
projections utilise´es) sont calcule´s approximativement a` l’aide d’une diﬀe´rence ﬁnie du premier
ordre.
Dans le cas ou` l’orbiteH0i (ge´ne´re´e a` partir de ε0) diverge avant la se´quence de teˆte (Nd > Nt)
l’algorithme doit eˆtre le´ge`rement modiﬁe´. On cherche alors a` ce que tous les points de H0i dont
l’indice est compris entre Nd et Nt restent proches de l’orbite originale H calcule´e pour le Rm
initial. Les premie`res e´tapes de l’algorithme sont donc modiﬁe´es de la manie`re suivante :
ε1 = ε0 − J˜0 P
[
H0Nd −HNd
]
, (A.22)
ε2 = ε1 − J˜1 P
[
H1Nd+1 −HNd+1
]
, (A.23)
et ainsi de suite jusqu’a` ce que la se´quence de queue de l’orbite soit atteinte. Une fois cette
condition remplie, Xe devient la cible de l’algorithme de Newton et la proce´dure est la meˆme
que celle de´crite pre´ce´demment dans le cas ou` Nd > Nt.
Cet algorithme reste tre`s empirique (il n’y a pas de preuve mathe´matique de sa convergence)
mais a donne´ de bons re´sultats pour continuer les orbites homoclines et he´te´roclines. Bien
e´videmment, pour fonctionner, le ΔRm doit rester suﬃsamment faible de sorte que l’orbite
homocline au Rm vise´ diﬀe`re le´ge`rement de H calcule´ au Rm initial.
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BBre`ve introduction a` la the´orie des
syste`mes dynamiques
Cette annexe a pour but de pre´senter brie`vement les diﬀe´rents concepts emprunte´s a` la the´orie
des syste`mes dynamiques utilise´s au cours de ce travail. Nous commencerons par pre´senter le
formalisme de la the´orie et la notion de stabilite´ locale des orbites pe´riodiques (ou cycles), puis
nous de´taillerons quelque ”routes” vers le chaos dans les syte`mes dissipatifs reposant sur des
bifurcations de cycles.
B.1 Formalisme
On de´ﬁnit l’espace des phases M d’un syste`me physique comme l’ensemble de ses degre´s de li-
berte´ (ou e´tats). Cet espace est de dimension inﬁnie lorsque le syste`me est continu, mais peut eˆtre
re´duit a` une dimension ﬁnie de`s lors qu’il est discre´tise´ spatialement, comme dans des simulations
nume´riques. Dans notre proble`me, un e´tat du syste`me est caracte´rise´ par l’ensemble des coef-
ﬁcients de Fourier des trois composantes spatiales du champ de vitesse et du champ magne´tique.
Soit X(t) l’e´tat du syste`me au temps t. On conside`re alors une famille d’e´quations diﬀe´renti-
elles et un e´tat initial X0 de M telle que :
dX
dt
= Fλ(X(t)), X(t = 0) = X0 ∈ M. (B.1)
La fonction Fλ est suppose´e C1 et correspond dans notre cas au propagateur non-line´aire des
e´quations de la MHD. λ s’identiﬁe a` Rm, Re ou aux dimensions de la boite dans notre proble`me.
On appelle ﬂot du syste`me dynamique la fonction de´ﬁnie surM , au temps t, par Φtλ : X0 → X(t).
Nous emploierons e´galement la forme discre´tise´e en temps de ce syste`me d’e´quations, e´chanti-
llonne´e a` intervalle re´gulier T ﬁxe´. Si Xn est l’e´tat au temps nT , l’ite´re´e d’ordre n du ﬂot Φ
n
λ
est de´ﬁnie de telle sorte que :
Xn = Φ
n
λ(X0). (B.2)
Une orbite pe´riodique p (ou cycle) de pe´riode Tp est de´ﬁnie dans ce formalisme comme une
trajectoire de l’espace des phases pour laquelle X(t) = X(t + Tp) en tout point et pour tout
t. Dans le syste`me a` temps discret associe´ a` Φnλ, cette orbite pe´riodique est un point ﬁxe pour
T = Tp. Cette forme discre´tise´e du permet de visualiser la dynamique plus simplement, sans en
changer les proprie´te´s.
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B.2 Analyse de stabilite´ et bifurcations locales
L’e´tude de la dynamique locale des cycles et de leur stabilite´ est essentielle pour comprendre
comment le chaos e´merge et s’organise. Conside´rons donc un cycle p et une perturbation initiale
inﬁnite´simale de ce cycle δX0 = X0 −Xp. En premie`re approximation, on peut e´crire :
Φtλ(X0) = Φ
t
λ(Xp) +
(
∂Φtλ
∂X
)
δX0. (B.3)
Si le syste`me est de dimension ﬁnie N , la jacobienne ∂Φtλ/∂X est une matrice N × N , note´e
Mx(t). L’e´cart au cycle p au bout d’un temps t, δX(t) = Φ
t
λ(X0)− Φtλ(Xp) est donc l’applica-
tion de Mx au vecteur δX0 (e´cart initial). Cette matrice est diagonalisable et posse`de donc un
ensemble de vecteurs propres yi(t) et de valeurs propres Λi(t) tels que δX(t) =
∑N
i ciyi(t), avec
ci les projections sur la base des yi(t) = Λi(t)yi(0) = e
σityi(0). Au temps t = Tp, la matrice M
est appele´e matrice de monodromie, les valeurs propres Λi(Tp) les multiplicateurs de Lyapunov
et les σi, les exposants de Floquet. Les directions instables du cycle repre´sentent donc l’ensemble
des vecteurs propres pour lesquels |Λi| > 1, (ou (σi) > 0) et les directions stables l’ensemble
des vecteurs pour lesquels |Λi| < 1 (ou (σi) < 0). Notons qu’au moins un des vecteurs propres
de M associe´ a` p a une valeur propre neutre e´gale a` 1, qui correspond a` la direction le long
du cycle. On dit qu’une structure est un attracteur lorsque elle ne posse`de que des directions
stables. On emploie le terme de ”selle” pour un cycle qui posse`de des directions instables.
Lorsque le parame`tre λ (Rm par exemple) varie, il arrive que l’un des multiplicateurs de
Floquet change de stabilite´ (ce qui se produit lorsque il traverse le cercle unite´). Dans ce cas, on
parle de bifurcation locale. On distingue plusieurs types de bifurcations locales, parmi lesquelles :
• Les bifurcations ”fourche” (en anglais, ”pitchfork”) ou` l’une des directions stables d’un
cycle devient instable. Une nouvelle branche de solution pe´riodique apparait et he´rite de
la stabilite´ du multiplicateur de Floquet a` l’origine de la bifurcation.
• Les bifurcations nœud-col (en anglais, ”saddle-node”), caracte´rise´es par l’apparition sou-
daine d’une paire de cycles dont l’un posse`de au moins une valeur propre stable. Nous
avons de´ja e´voque´ en section 4.3 l’existence de telles bifurcations, donnant naissance aux
paires de cycles de dynamo MRI.
• Les bifurcations sous-harmoniques (doublement de pe´riode, en anglais, ”period-doubling”).
Elles sont obtenues lorsque la partie re´elle de l’un des multiplicateurs de Floquet d’un cycle
passe par la valeur -1. Une orbite de pe´riode double e´merge alors et coexiste avec le cycle
de pe´riode simple.
Une autre notion importante lie´e a` l’analyse de stabilite´ d’un cycle p est celle de ”varie´te´s
stables et instables”, W s(p) et W u(p) de´ﬁnies comme les ensembles invariants :
W s(p) := {q ∈ M : Φtλ(q) → p pour t → +∞}, (B.4)
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W u(p) := {q ∈ M : Φtλ(q) → p pour t → −∞}. (B.5)
La varie´te´ stable de p est donc l’ensemble des e´tats qui convergent vers p pour t → ∞ (ou
n → ∞). Localement, elle correspond a` la surface dans M ge´ne´re´e par l’ensemble des directions
stables de p. La varie´te´ instable en revanche est ge´ne´re´e par l’ensemble des directions instables
de p, dont les points convergent vers p pour t → −∞. On de´ﬁnit e´galement une varie´te´ neutre
qui est ge´ne´re´e par l’ensemble des directions associe´es aux exposants de Lyapunov de partie
re´elle nulle et de partie imaginaire non-nulle. Si cette varie´te´ neutre est re´duite a` l’ensemble
vide, la somme des dimensions de W s(p) et W u(p) est alors e´gale a` la dimension de M .
B.3 Quelques routes vers le chaos
Les bifurcations ainsi que la ge´ome´trie des varie´te´s sont tre`s importantes en the´orie des syste`mes
dynamiques car elle peuvent changer de fac¸on drastique la nature de la dynamique d’un syste`me
non-line´aire. Elles interviennent dans plusieurs sce´narios de ”routes vers le chaos” que nous
pre´sentons ci dessous. Ce paragraphe n’a pas vocation a eˆtre exhaustif et pre´sente essentiellement
des notions utilise´es dans le cadre de ce travail. Nous passerons notamment sur les notions
d’inte´grabilite´ et de transition au chaos dans les syste`mes hamiltoniens.
B.3.1 Cascade sous harmonique (doublements de pe´riode)
Une route possible vers le chaos est la cascade sous-harmonique, historiquement de´couverte
par Feigenbaum (1978). Dans ce sce´nario, un point ﬁxe (ou un cycle p de pe´riode 1 dans la
repre´sentation discre´tise´e du syste`me diﬀe´rentiel) perd une dimension stable pour un certain λ1
et bifurque vers une orbite stable de pe´riode 2. Cette orbite bifurque a` son tour vers une orbite de
pe´riode 4 pour λ2 > λ1, etc.. Ce processus aboutit a` une se´rie de bifurcations sous-harmoniques.
La suite des λi converge vers une valeur ﬁnie λ∞, au-dela` de laquelle le point ﬁxe initial est
remplace´ par une succession d’orbites pe´riodiques ou d’attracteurs chaotiques ape´riodiques (ou
attracteurs e´tranges).
Feigenbaum (1980) a e´tudie´ en particulier cette route vers le chaos pour l’application logis-
tique, un proble`me issu de l’e´tude des populations en biologie. Ce proble`me unidimensionnel
simple en apparence est re´gi par l’e´quation diﬀe´rentielle :
Xn+1 = λXn(1−Xn). (B.6)
La ﬁgure B.1 montre que ce syste`me converge syste´matiquement vers un point ﬁxe e´gal a` X =
1 − 1/λ pour 0 < λ < 3. Puis pour λ = 3, un premier cycle de pe´riode 2 apparait et le
syste`me oscille entre deux valeurs. Un doublement de pe´riode apparait ensuite pour λ = 1 +√
6, puis une cascade de bifurcations similaires est ensuite amorce´e. L’intervalle entre chaque
bifurcation de´croit avec la pe´riode de l’orbite cre´e´e. Autour de λ = 3.56995 la cascade s’ache`ve
et le comportement des solutions est ape´riodique quelque soit la condition initiale. Au dela` de
cette valeur, on observe une succession de zones laminaires (appele´es ilots de stabilite´) et de
zones ou` la dynamique est fortement chaotique. Cette se´quence de bifurcations est ainsi connue
pour amener progressivement le syste`me vers un e´tat chaotique, dont les proprie´te´s sont celles
d’un attracteur.
188 B.3. Quelques routes vers le chaos
Figure B.1 – Diagramme de bifurcations de l’application logistique, tel que de´crit par Feigen-
baum (1980). La ligne entre λ = 2.4 et λ = 3. correspond a` la solution du point ﬁxe X = 1−1/λ.
Puis cette ligne se divise lorsque les bifurcations de doublement de pe´riode apparaissent.
B.3.2 Intermittence
Ce sce´nario, propose´ par Pomeau (1986), est associe´ ge´ne´ralement a` la collision de deux orbites
pe´riodiques, l’une stable et l’autre instable (c’est le cas notamment des bifurcations noeud-col ou
des bifurcations de doublement de pe´riode inverse) ou bien d’une orbite pe´riodique et d’un point
ﬁxe (bifurcation de Hopf) (Ott, 1993). A l’approche de la collision, un phe´nome`ne d’intermittence
est observe´ ; la trajectoire reste globalement dans un e´tat re´gulier, proche d’un cycle, mais devient
par instant tre`s chaotique. Cette intermittence a e´te´ identiﬁe´e dans le proble`me de l’attracteur
de Lorentz (Pomeau, 1986) et dans des expe´riences de re´actions chimiques oscillantes (F. Argoul,
A. Arneodo, 1987).
B.3.3 Bifurcations globales de type crises
C’est une bifurcation du syste`me caracte´rise´e par la disparition, ou au contraire par l’expan-
sion soudaine d’un attracteur chaotique. Elle se manifeste lors de la collision entre une orbite
pe´riodique instable (ou sa varie´te´ stable) et l’attracteur chaotique. La de´nomination de ”bifur-
cation globale” vient du fait que ce sce´nario ne peut eˆtre pre´dit par une analyse de stabilite´
locale. Dans une crise de type ”explosive”, l’attracteur chaotique se transforme en selle chao-
tique, dans laquelle les trajectoires ﬁnissent par retomber dans l’e´tat laminaire ou converger vers
un autre attracteur. Ce type de comportement a re´cemment e´te´ identiﬁe´ nume´riquement par
Kreilos et Eckhardt (2012) dans le proble`me de la transition hydrodynamique a` la turbulence
pour l’e´coulement de Couette plan. L’attracteur chaotique, issu d’une cascade sous-harmonique
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d’un cycle limite, se transforme en selle chaotique pour une certaine valeur de Re, suite a` sa
collision avec la varie´te´ stable du point de selle. De telles crises sont e´galement implique´es dan
l’apparition d’une dynamique chaotique dans le proble`me de la carte de He´non (dont l’espace
des phases est 2D). D’autres types de crises existent, comme la collision de plusieurs attracteurs
chaotiques entre eux. Certains types de crises peuvent eˆtre e´galement a` l’origine de comporte-
ments intermittents.
B.3.4 Bifurcations globales de type ”homoclines” ou ”he´te´roclines”
Elles sont un cas particulier de bifurcations de type crise ”explosive”. Elle apparaissent lorsque
les varie´te´s stables et instables de cycles ou de points ﬁxes entrent en collision transverse dans
l’espace des phases. Si les varie´te´s appartiennent au meˆme cycle (ou point ﬁxe), on parle de
bifurcations ”homoclines”. Dans le cas contraire, on parle de bifurcations he´te´roclines. L’inter-
section est dite transverse lorsque les surfaces associe´es aux varie´te´s stable et instable ne sont
pas tangentes au point conside´re´.
On dit qu’un point q ∈ M est homocline a` p si q ∈ (W s(p) ∩ W u(p)) − {p}, autrement
dit si il existe un point d’intersection entre les varie´te´s instable et stable d’une meˆme orbite
pe´riodique, qui ne soit pas cette orbite. On de´ﬁnit de manie`re similaire un point he´te´rocline
impliquant deux orbites pe´riodiques. La repre´sentation habituelle d’une intersection homocline
dans une visualisation de type ”section de Poincare´” est donne´e sur la ﬁgure B.2. Les cycles y
sont repre´sente´s par des points ﬁxes et leurs varie´te´s par des lignes courbes (a` une dimension).
Ces courbes ne sont pas des trajectoires physiques parame´tre´es en temps, elles repre´sentent des
ensembles invariants de l’espace des phases. En e´tudiant ces intersections, Poincare´ s’exclama :
“On sera frappe´ de la complexite´ de cette ﬁgure, que je ne cherche meˆme pas a` tracer” (Poincare´,
1899). En eﬀet, l’existence d’un seul point homocline (ou he´te´rocline) a des conse´quences tre`s
importantes sur la forme que prennent les varie´te´s et sur les trajectoires qui se dessinent autour.
Comme W s(p) et W u(p) sont des invariants de la dynamique, l’image d’un point homocline
q par l’application de premier retour Φ1λ doit se retrouver simultane´ment sur la varie´te´ stable
et instable de p. L’image d’un segment de W u(p), centre´ autour de q (marque´ d’un trait rouge
sur la ﬁgure B.2) doit donc force´ment recouper la varie´te´ stable W s(p), en un point note´ ici q′.
C’est e´galement vrai pour les ite´re´es successives de q, ce qui implique l’existence d’une inﬁnite´
de points homoclines. Ces points doivent se rapprocher progressivement du point p, car ils
appartiennent a` sa varie´te´ stable. En conse´quence, W u(p) forme une inﬁnite´ de plis de plus en
plus resse´re´s autour de p. Par ailleurs, d’apre`s le lemme ”λ” de Palis et Takens (1993), toute
portion D transverse a` W s(p), comme notre segment rouge initial, converge vers W u(p) apre`s
une inﬁnite´ d’ite´rations. La varie´te´ instable repasse donc au voisinage du point q initial apre`s un
nombre ﬁni n d’ite´rations. Cela donne naissance au treillis tre`s complexe dont Poincare´ parlait
et qu’il pre´fe´rait ne pas repre´senter.
Le the´ore`me de Smale-Birkhoﬀ (Birkhoﬀ, 1935; Smale, 1967) stipule sous certaines hy-
pothe`ses (diﬀe´rentiabilite´ des applications, hyperbolicite´ du syste`me) que si il existe un point
homocline, alors a` partir d’un certain entier N , la dynamique propre a` ΦNλ est de type ”fer a`
cheval”, du nom de l’application a` temps discret de´couverte par Smale (1967) dont la dynamique
repre´sente le prototype du chaos hyperbolique. La conse´quence principale de cette proprie´te´ est
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Figure B.2 – Repre´sentation d’un treillis homocline. Les points p et q indiquent la position
de l’orbite pe´riodique et du point homocline. La courbe noire, dont les ﬂe`ches pointent vers p
(respectivement fuit le point p) repre´sente W s(p) (respectivement W u(p)). Les points q′, q′′ etc..
indiquent les orbites homoclines successives associe´es au treillis.
l’apparition d’une inﬁnite´ d’orbites pe´riodiques et l’e´mergence du chaos au voisinage de p.
Dans le cadre des bifurcations globales, une application Ψ de type ”fer a` cheval” peut es-
sentiellement eˆtre de´crite comme la somme de trois ope´rations sur un ensemble D au voisinage
de p : un e´tirement le long de la varie´te´ instable W u(p) qui correspond a` une divergence expo-
nentielle dans cette direction, une contraction le long de la direction orthogonale associe´e a` la
varie´te´ stable W s(p), qui correspond a` une convergence exponentielle, et un repliement de D. La
ﬁgure B.3 illustre de fac¸on simple les trois ope´rations associe´es a` ce type de dynamique. Lorsque
l’application de type ”fer a` cheval” est re´pe´te´e une inﬁnite´ de fois, l’ensemble Ψ∞(D) ∩ D,
contenant toutes les orbites pe´riodiques au voisinage de p forme un ensemble de Cantor discret
et non-connexe. La dynamique et la re´alisation du the´ore`me de Smale-Birkhoﬀ sont analyse´s
nume´riquement dans le proble`me de la dynamo MRI au chapitre 5 (section 5.8).
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Figure B.3 – Repre´sentation d’une application Ψ en ”fer a` cheval”. Un exemple d’une telle ap-
plication est Φ4 introduite en section 5.8. Ce sche´ma basique illustre la fac¸on dont la dynamique
des varie´te´s se comporte dans le cas d’une crise homocline. Un ensemble initial D de l’espace des
phases, ici choisi au voisinage de l’orbite pe´riodique (repre´sente´ par un carre´) est contracte´ dans
la direction verticale, puis e´tire´ dans la direction horizontale perpendiculaire et enﬁn plie´ en
deux. L’ensemble obtenu apre`s une ite´ration de cette application a une intersection non-connexe
avec le carre´ initial. Cette intersection s’apparente a` une ensemble de Cantor fractal lorsque
l’ope´ration est re´pe´te´e une inﬁnite´ de fois.
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CMode`le quasi-line´aire de la
dynamique non-axisyme´trique dans
la dynamo magne´torotationnelle
Cette annexe de´crit un syste`me d’e´quations quasiline´aire reproduisant assez bien l’e´volution
temporelle des perturbations non-axisyme´triques, ainsi que celle de la force e´lectromotrice (EMF)
des cycles de dynamo MRI dans les boites longues. Ce syste`me re´duit nous a servi a` mieux
comprendre la physique de ces perturbations et a` explorer leur dynamique dans une large gamme
de parame`tres avec une puissance de calcul limite´e. Le mode`le est quasiline´aire au sens ou`
l’e´volution temporelle des perturbations non-axisyme´triques MRI actives est line´arise´e, mais la
dynamique temporelle du champ support de la MRI est prise en compte dans leur e´volution a`
travers la re´troaction non-line´aire (EMF) ge´ne´re´e par les perturbations non-axisyme´triques.
C.1 Equations du mode`le re´duit quasiline´aire
On conside`re dans ce mode`le uniquement le modes trailing fondamentaux, qui ve´riﬁent ky =
2π/Ly et kx(t) = Skyt pour t ≥ 0. On ﬁltre e´galement la de´pendance en z des perturbations
en ne prenant que les modes pour lesquels kz ≤ 4π/Lz. Dans les boites longues et avec les
syme´tries A1, cela revient a` prendre le mode MRI actif u˜1 et b˜1 (de nombre d’onde respectifs en
z kz = kz0 = 2π/Lz et kz = 0) et un mode magne´tique ”esclave” de nombre d’onde kz = 4π/Lz
que nous noterons b˜2 (ces modes ont e´te´ de´ﬁnis au chapitre 6). La prise en compte de ce dernier
est ne´cessaire pour reproduire de manie`re satisfaisante la structure verticale des perturbations
magne´tiques non-axisyme´triques dans un champ support B0 module´ en z.
Les amplitudes de ces trois modes seront note´es uˆ1, bˆ1 et bˆ2. On introduit e´galement les
notations k2h = k
2
y + k
2
x et k
2 = k2h + k
2
z0 . Ces modes peuvent ainsi eˆtre e´crits :
u˜1x,y = uˆ1x,y(t) cos(Skytx+ kyy) cos(kz0z), (C.1)
uˆ1z = uˆ1z(t) sin(Skytx+ kyy) sin(kz0z), (C.2)
b˜1x,y = bˆ1x,y(t) sin(Skytx+ kyy), (C.3)
b˜1z = 0, (C.4)
b˜2x,y = bˆ2x,y(t) sin(Skytx+ kyy) cos(2kz0z), (C.5)
b˜2z = bˆ2z(t) cos(Skytx+ kyy) sin(2kz0z). (C.6)
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La pression s’exprime :
P˜ = Pˆ sin(Skytx+ kyy) cos(kz0z). (C.7)
Le syste`me d’e´quations line´arise´ de´crivant l’e´volution temporelle des modes non-axisyme´triques
u˜1, b˜1 et b˜2 s’e´crit
kxuˆ1x + kyuˆ1y = kzuˆ1z , (C.8)
kxbˆ1x + ky bˆ1y = 0, (C.9)
kxbˆ2x + ky bˆ2y + 2kz bˆ2z = 0, (C.10)
duˆ1x
dt
= 2Ωuˆ1y − kxPˆ + ωA(bˆ1x + bˆ2x/2)− bˆ2zB0xkz0/2− νk2uˆ1x , (C.11)
duˆ1y
dt
= −(2Ω− S)uˆ1x − kyP˜ + ωA(bˆ1y + bˆ2y/2)− bˆ2zB0ykz0/2− νk2uˆ1y , (C.12)
duˆ1z
dt
= kz0P˜ − ωAbˆ2z − νk2uˆ1z , (C.13)
dbˆ1x
dt
= −ωAuˆ1x/2 + kz0 uˆ1zB0x/2− ηk2hbˆ1x , (C.14)
dbˆ1y
dt
= −Sbˆ1x − ωAuˆ1y/2 + kz0 uˆ1zB0y/2− ηk2hbˆ1y , (C.15)
dbˆ2x
dt
= −ωAuˆ1x/2− kz0 uˆ1zB0x/2− η(k2h + 4k2z0)bˆ2x , (C.16)
dbˆ2y
dt
= −Sbˆ2x − ωAuˆ1y/2− kz0 uˆ1zB0y/2− η(k2h + 4k2z0)bˆ2y , (C.17)
dbˆ2z
dt
= ωAuˆ1z/2− η(k2h + 4k2z0)bˆ2z . (C.18)
ou` ωA(t) = kyB0y(t) + kx(t)B0x(t) est la pulsation d’Alfve´n. L’e´quation non-line´aire de´crivant
l’e´volution du champ axisyme´trique B0 est :
dB0x
dt
= −kz0E0y − ηk2z0B0x , (C.19)
dB0y
dt
= −SB0x + kz0E0x − ηk2z0B0y , (C.20)
ou` les composantes d’EMF E0x et E0y s’e´crivent
E0y =
uˆ1z bˆ1x
2
− uˆ1z bˆ2x
4
− bˆ2z uˆ1x
4
, (C.21)
E0x = −
uˆ1z bˆ1y
2
+
uˆ1z bˆ2y
4
+
bˆ2z uˆ1y
4
. (C.22)
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C.2 Exemple de simulation re´alise´e avec ce mode`le
La ﬁgure C.1 illustre un exemple de simulation re´alisable avec le mode`le re´duit quasiline´aire
pre´sente´ dans la section pre´ce´dente. La condition initiale est ge´ne´re´e de la manie`re suivante :
pour un certain Re et Rm, et pour une taille de boite donne´e, on choisit une certaine amplitude
initiale pour le champ magne´tique B0 et on introduit des amplitudes ale´atoires sur les modes
non-axisyme´triques.
0 10 20 30 40 50 60
Temps (S−1)
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
B0y
E 0x
u1z
Figure C.1 – Exemple de simulation re´alise´e dans le mode`le re´duit quasiline´aire a` partir
d’une condition initiale donne´e (amplitudes ale´atoires sur les modes non-axisyme´triques et une
amplitude de 1 et -0.044 pour B0y et B0x). Pour cette simulation, Re = 1000, Rm = 550,
(Lx, Ly, Lz) = (0.7, 20, 2).
Cette ﬁgure montre l’e´volution temporelle du champ axisyme´trique B0y , de la force e´lectro-
motrice E0x et de la composante verticale de vitesse non-axisyme´trique u1z durant les 55 premiers
temps de cisaillement. La dynamique ﬁnit par eˆtre dissipe´e aux temps longs car il n’existe pas
de me´canisme de re´ge´ne´ration d’ondes leading dans ce mode`le (voir section 3.2.3). L’e´volution
de ces quantite´s ressemble fortement a` celle pre´sente´e sur la ﬁgure 6.6 pour le proble`me ge´ne´ral.
Une phase de croissance MRI est observe´e entre t = 0 et t = 20 S−1, suivie d’un retournement du
champ autour de trev = 20 S
−1. Des oscillations sont ensuite observe´es sur les trois composantes
repre´sente´es sur la ﬁgure. La pre´sence de ces oscillations dans ce mode`le re´duit indique qu’elles
sont avant tout issues de la physique line´aire des ondes non-axisyme´triques.
C.3 E´volution des perturbations non-axisyme´triques pour ωA  κ
L’objectif de cette section est de calculer analytiquement l’EMF non-line´aire produite par l’in-
teraction entre les perturbations non-axisyme´triques durant la phase trailing avance´e, c’est a`
dire apre`s la phase de croissance MRI et le retournement du champ B0. L’inte´reˆt de ce calcul est
de pouvoir e´valuer l’intensite´ des oscillations inertielles que nous avons identiﬁe´es au chapitre 6
et de mieux comprendre leur de´pendance a` la dissipation. Le temps sera donc conside´re´ grand
devant le temps de retournement du champ trev. On suppose que ωA  κ dans cette phase et que
les oscillations de B0 sont relativement faibles, ce qui est le cas si l’amplitude des perturbations
non-axisyme´triques reste faible devant l’amplitude de B0, aﬁn de faire l’approximation d’un
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champ constant. Notons que cette hypothe`se n’est pas ve´riﬁe´e sur la ﬁgure C.1 pour laquelle les
conditions initiales et les Re, Rm choisis sont propices a` de fortes oscillations.
Les e´quations de la section C.1 peuvent alors eˆtre de´veloppe´es asymptotiquement a` l’ordre
le plus bas en ωA/κ. Le champ de vitesse, dans ce cas, est de´couple´ du champ magne´tique :
duˆ1x
dt
= 2Ωuˆ1y − kxPˆ − νk2uˆ1x , (C.23)
duˆ1y
dt
= −(2Ω− S)uˆ1x − kyPˆ − νk2uˆ1y , (C.24)
duˆ1z
dt
= kz0Pˆ − νk2uˆ1z . (C.25)
L’e´volution des perturbations magne´tiques reste quant a` elle couple´e au champ de vitesse :
dbˆ1x
dt
= kz0 uˆ1zB0x/2− ηk2hbˆ1x , (C.26)
dbˆ1y
dt
= −Sbˆ1x + kz0 uˆ1zB0y/2− ηk2hbˆ1y , (C.27)
dbˆx2
dt
= −kz0 uˆ1zB0x/2− η(k2h + 4k2z0)bˆx2 , (C.28)
dbˆy2
dt
= −Sb˜x2 − kz0 uˆ1zB0y/2− η(k2h + 4k2z0)bˆy2 . (C.29)
Aﬁn d’e´liminer le terme de pression, on conside`re l’e´quation d’e´volution du champ de vorticite´
dans le plan horizontal (x,y), de´ﬁni comme :
ω˜x,y = ωˆx,y cos(Skytx+ kyy) sin(kz0z), (C.30)
avec
ωˆx = kyuˆ1z + kz0 uˆ1y =
kxky
kz0
uˆ1x +
k2z0 + k
2
y
kz0
uˆ1y , (C.31)
ωˆy = −(kz0 uˆ1x + kxuˆ1z) = −
k2z0 + k
2
x
kz0
uˆ1x −
kxky
kz0
uˆ1y . (C.32)
En prenant le rotationnel de l’e´quation de Navier-Stokes, on obtient alors les deux e´quations
suivantes :
dωˆx
dt
= −(2Ω− S)kz0 uˆ1x − νk2ωˆx, (C.33)
dωˆy
dt
= −2Ωkz0 uˆ1y − Skyuˆ1z − νk2ωˆy. (C.34)
Aﬁn d’e´liminer les termes visqueux, on introduit une nouvelle variable :
ωˆ∗ = ωˆ exp
(∫ t
t0
νk2dt′
)
, (C.35)
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ou` t0 est une temps arbitraire plus grand que trev. En utilisant cette transformation et les
e´quations (C.31) a` (C.34) on aboutit au syste`me suivant :
dωˆ∗x
dt
= −(2Ω− S)
(−kxky
k2
ωˆ∗x −
k2z0
k2
ωˆ∗y
)
, (C.36)
dωˆ∗y
dt
= −2Ω
[(
1− κ
2k2y
4Ω2k2
)
ωˆ∗x +
kxky
k2
(
1− S
2Ω
)
ωˆ∗y
]
, (C.37)
ou` κ = [2Ω(2Ω− S)]1/2 est la fre´quence e´picyclique. En utilisant la de´rive´e de l’e´quation (C.36)
dans l’e´quation (C.37), on obtient ﬁnalement l’e´quation diﬀe´rentielle du second ordre :
k2
d2ωˆ∗x
dt2
+ 2S2k2yt
dωˆ∗x
dt
+ κ2
[
k2z0 − k2y +
k4y
k2
(
1− S
2Ω
)]
ωˆ∗x = 0. (C.38)
Aﬁn de trouver une solution analytique a` cette e´quation, nous supposons que k  Skyt.
Ce n’est pas vrai si t  Ly/Lz mais est approximativement ve´riﬁe´ aux temps plus grands.
On introduit κ = κLy/Lz. En supposant e´galement que Ly/Lz  1 et que Ω = 2/3S (proﬁl
ke´ple´rien), la solution a` l’e´quation du second ordre est
ωˆx = K1t
−1/2 cos (κ/S ln t+ φ) exp
(
−S
2k2yν(t
3 − t30)
3
)
. (C.39)
ou` K1 et φ sont des constantes. Ce calcul est en fait jusque la` identique a` celui eﬀectue´ par
Balbus et Hawley (2006) et notre solution analytique est en accord avec leur re´sultat. Lorsque
t tend vers l’inﬁni, la solution tend vers 0 de fac¸on super-exponentielle a` cause de la dissipation
visqueuse combine´e au cisaillement de l’onde non-axisyme´trique (voir aussi Knobloch (1984);
Korycansky (1992)). Pour un Re suﬃsamment grand, la solution oscille a` une fre´quence qui
de´croit avec le temps a` cause du facteur en ln t. Cette fre´quence typique est en re´alite´ de l’ordre
de κ pour t ∼ Ly/Lz. Enﬁn, la de´croissance alge´brique en t−1/2, qui est due au cisaillement et
a` l’incompressibilite´, est assez lente en comparaison du mouvement oscillant. Pour Ly/Lz  1,
ωˆy a le meˆme comportement puisque
dωˆ∗y
dt
= −2Ωωˆ∗x. (C.40)
Aﬁn de calculer l’EMF non-line´aire, il est ne´cessaire de calculer la composante uˆ1z . Pour t >
Ly/Lz  1, l’e´quation de continuite´ (C.8) se re´duit a` uˆ1zkz0  uˆ1xkx. En utilisant l’e´quation
(C.33) pour la vorticite´ en x, on obtient :
uˆ∗1z = −
1
(2Ω− S)
kx
k2z0
dωˆ∗x
dt
= − 2Ωt
kz0κ
dωˆ∗x
dt
. (C.41)
En utilisant la de´rive´e de ωˆ∗x obtenue a` l’e´quation C.39, on trouve :
uˆ1z = K2t
−1/2 cos (κ/S ln t+ ψ) exp
(
−S
2k2yν(t
3 − t30)
3
)
, (C.42)
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ou` K2 et ψ sont des constantes. Aﬁn de calculer les perturbations magne´tiques bˆ1 and bˆ2
apparaissant dans l’expression de l’EMF, on utilise les e´quations (C.14)-(C.17) et on suppose que
B0 est approximativement constant a` partir de t0. On ne´glige e´galement le terme de cisaillement
dans l’e´volution de la composante toroidale, ce qui est justiﬁe´ par le fait que bˆ1y  bˆ1x dans la
plupart des simulations eﬀectue´es dans les boites longues. Le calcul donne :
b˜ = b˜(t0) + kz0
B0
2
∫ t
t0
uˆ1z exp
S2k2yη(t
′3 − t3)
3
dt′, (C.43)
b˜2 = b˜2(t0)− kz0
B0
2
∫ t
t0
uˆ1z exp
(
S2k2yη(t
′3 − t3)
3
+ 4k2zη(t
′ − t)
)
dt′. (C.44)
En utilisant les e´quations (C.21)-(C.22), on obtient l’expression suivante pour la projection
axisyme´trique du rotationnel de l’EMF :
∇× E  −1
2
kz0 uˆ1z
(
b˜− 1
2
b˜2
)
(C.45)
= −kz0 uˆ1z
2
[
b˜0 − b˜20
2
+ kz0
B0
2
∫ t
t0
uˆ1z exp
S2k2y(t
′3 − t3)
3
(
1 +
1
2
exp 4k2z0η(t
′ − t)
)
dt′
]
.
(C.46)
Ce re´sultat qui traduit l’advection verticale des perturbations de champ magne´tique, montre
que l’EMF de´pend directement de l’e´volution temporelle de la perturbation verticale de vitesse
non-axisyme´trique. Comme le montre l’e´quation (C.42), uˆ1z oscille au temps longs. Pour B0 et
des conditions initiales ﬁxe´es, cette relation indique que l’amplitude et la dure´e des oscillations
d’EMF augmentent avec Re et Rm. L’intensite´ des oscillations de´pend e´galement line´airement
de l’amplitude de B0 apre`s le retournement.
C.4 Etude nume´rique des oscillations d’EMF
Aﬁn de caracte´riser de fac¸on ge´ne´rique la de´pendance de ces oscillations a` la dissipation, nous
avons ﬁnalement re´alise´ une se´rie de simulations avec le mode`le quasiline´aire pre´sente´ en section
C.1. Neuf conditions initiales diﬀe´rentes ont e´te´ ge´ne´re´es. Pour chacune d’entre elles, l’amplitude
de chaque mode non-axisyme´trique est ge´ne´re´e ale´atoirement. La valeur initiale de B0y et B0x est
dans un premier temps ﬁxe´e a` 0.5 et −0.022 respectivement (le ratio entre les deux correspond
approximativement a` celui de LB1). Pour chaque condition initiale, nous avons re´alise´ un carte
de simulations qui repre´sente le ratio Rp entre l’amplitude maximale des oscillations et celle du
pic primaire d’EMF associe´ au retournement de B0, en fonction de Re et Rm. Le re´sultat, illustre´
sur la ﬁgure, C.2, sugge`re qu’une augmentation de Re et Rm a tendance a` faire croitre l’inten-
site´ des oscillations, ce qui est en accord avec les pre´visions analytiques de la section pre´ce´dente.
Ce re´sultat ne semble pas de´pendre de la condition initiale. Nous avons ve´riﬁe´ par ailleurs que
ces variations en Re et Rm ne de´pendent pas signiﬁcativement des valeurs initiales de B0y et B0x .
La ﬁgure C.3 montre l’e´volution du ratio Rp pour les meˆmes neuf conditions initiales en
fonction de l’amplitude initiale de B0y (a` droite). Ces courbes indiquent que les oscillations
d’EMF sont d’autant plus importantes que le champ support est fort. On remarque que pour
une gamme de champ B0y comprise entre 0.3 et 0.7, l’e´volution du ratioRp est quasiment line´aire
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Figure C.2 – Ratio Rp entre l’amplitude maximale des oscillations d’EMF et celle du pic
primaire en fonction de Re et Rm, pour une se´rie de 9 simulations re´alise´es dans le mode`le
quasi-line´aire de dynamo MRI re´duit a` 4 modes. Les amplitudes initiales des trois modes non-
axisyme´triques sont ge´ne´re´es ale´atoirement et sont diﬀe´rentes pour les 9 cas. L’amplitude initiale
de B0y est ﬁxe´e ici a` 0.5. La boite utilise´e a pour dimensions (0.7, 20, 2)
avec l’amplitude de B0y , re´sultat qui avait e´te´ obtenu analytiquement dans la section pre´ce´dente.
A plus grand B0y , les oscillations deviennent si fortes qu’elles re´troagissent sur l’e´volution des
perturbations non-axisyme´triques. Dans ce cas, l’hypothe`se de faibles oscillations et de champ
constant utilise´e dans la de´rivation analytique de la section pre´ce´dente n’est plus ve´riﬁe´e. On
observe alors une saturation du ratio Rp et donc de l’intensite´ des oscillations vis a` vis du champ
B0y initial.
200 C.4. Etude nume´rique des oscillations d’EMF
100 400 700 1000 1300
Re
0.0
0.2
0.4
0.6
0.8
1.0
1.2
R
at
io
R
p
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
B0y(t = 0)
0.0
0.5
1.0
1.5
2.0
R
at
io
R
p
Figure C.3 – Ratio Rp entre l’amplitude maximale des oscillations d’EMF et celle du pic
primaire pour une se´rie de 9 simulations re´alise´es dans un mode`le quasi-line´aire de dynamo MRI
re´duit a` 4 modes. Les amplitudes initiales sur les trois modes non-axisyme´triques sont ge´ne´re´es
ale´atoirement et sont diﬀe´rentes pour les 9 cas. A gauche, Rp est repre´sente´ en fonction de Re
pour une amplitude initiale de B0y e´gale a` 0.5. A droite, il est trace´ en fonction de l’amplitude
initiale de B0y pour un Re ﬁxe´ e´gal a` 600. Le Rm est dans tous les cas e´gal a` 360. La boite
utilise´e a pour dimensions (0.7, 20, 2).
DStatistiques turbulentes, transport et
cycles
La the´orie des orbites pe´riodiques (Cvitanovic (1992), voir Cvitanovic (2004) pour une expo-
sition pe´dagogique) s’inscrit dans le cadre ge´ne´ral des syste`mes dynamiques et oﬀre un moyen
de calculer statistiquement certaines proprie´te´s d’un ”ﬂot” non-line´aire (par exemple des statis-
tiques turbulentes associe´es a` un e´coulement ﬂuide) a` partir d’e´ventuelles solutions pe´riodiques
du proble`me conside´re´. L’objectif de cette annexe est de pre´senter sommairement un travail de
synthe`se de cette the´orie, re´alise´ au cours de cette the`se, dans la perspective de pouvoir l’appli-
quer concre`tement a` des proble`mes ﬂuides. Le travail pre´sente´ ci dessous a permis de prendre en
main le formalisme de la the´orie. Nous de´crirons les e´tapes principales de la de´rivation e´tablissant
la relation entre observables moyennes et cycles, appele´e couramment “formule trace”, en se ba-
sant sur le cours the´orique de Cvitanovic (2004). Notons que l’application d’une telle the´orie au
proble`me de la turbulence hydrodynamique de´veloppe´e dans les e´coulements cisaille´s a jusqu’a`
pre´sent donne´ des re´sultats mitige´s.
D.1 Dualite´ entre dynamique des cycles et proprie´te´s globales de
l’e´coulement
Le syste`me MHD e´tudie´ au cours de cette the`se pre´sente une dynamique chaotique extreˆmement
sensible aux conditions initiales. Pour ce type de proble`me, on cherche ge´ne´ralement a` ca-
racte´riser le comportement statistique du syste`me a` travers la moyenne de grandeurs physiques
appele´es observables. Par exemple, dans notre cas, il est particulie`rement inte´ressant de connaˆıtre
quelle quantite´ de moment cine´tique est transfe´re´e radialement, en moyenne, vers l’exte´rieur du
syste`me. De fac¸on ge´ne´rale, il est possible en simulant nume´riquement un e´coulement d’inte´grer
un certain nombre de conditions initiales ale´atoires et de mesurer en moyenne la quantite´ de´sire´e.
Cependant, cette technique est couˆteuse en temps de calcul et ne permet pas force´ment de
comprendre physiquement et mathe´matiquement ce qui re´git la dynamique et les proprie´te´s
physiques du syste`me. Nous allons voir que malgre´ la complexite´ de certains proble`mes, la
dynamique globale ”moyenne´e” peut en the´orie et sous certaines conditions, eˆtre re´duite a` la
dynamique locale des orbites pe´riodiques du syste`me. Si un nombre suﬃsant de ces cycles est
connu, il devient en principe envisageable d’estimer analytiquement une moyenne des grandeurs
physiques sur l’espace des e´tats.
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D.1.1 Cadre de l’e´tude et de´ﬁnitions
Conside´rons un syste`me dynamique de´ﬁni par un ﬂot dynamique Φt et un espace des phases M
contenant un ensemble de conditions initiales (ou vecteurs d’e´tats initiaux). Pour toute condition
initiale X0 ∈ M , le vecteur d’e´tat au temps t (appele´ trajectoire) est donne´ par X(t) = Φt(X0).
Pour simpliﬁer les notations, nous poserons x = X et x0 = X0.
i) De´ﬁnition d’une observable
On appelle “observable” toute fonction a(x) qui a` un vecteur d’e´tat x au temps t associe une
quantite´ observable qui peut eˆtre un scalaire, un vecteur ou un tenseur. L’observable est une
grandeur physique mesurable au cours du temps le long d’une trajectoire de l’espace des phases.
Il s’agit par exemple du ﬂux de moment cine´tique radial dans notre proble`me (voir e´quation
(2.20)). L’objectif de la the´orie est d’e´tablir une expression mathe´matique explicite pour la
moyenne temporelle dans l’espace des phases de cette observable.
ii) De´ﬁnition des moyennes
A partir d’une observable “a”, on de´ﬁnit les moyennes suivantes :
• Inte´grale temporelle de a(x) le long d’une trajectoire de point initial x0 :
At(x0) =
∫
0
t
a(x(t))dt =
∫
0
t
a(Φt(x0))dt. (D.1)
• Moyenne temporelle de a(x) le long d’une trajectoire de point initial x0 : A(x0) = lim
t→∞
1
t
At(x0). Pour une orbite pe´riodique, elle est de´ﬁnie simplement comme le rapport
Ap
Tp
ou`
Ap =
∫ Tp
0 a(x(t))dt et Tp est la pe´riode de l’orbite.
• Moyenne sur l’espace des phases : pour t ﬁxe´, on moyenne les observables sur tous
les e´tats Φt(x0) issus de l’inte´gration des vecteurs x0 ∈ M .
< a > (t) =
1
|M |
∫
M
a(Φt(x0))dx0 avec |M | =
∫
M
dx0. (D.2)
• Moyenne globale (sur le temps et l’espace) :
< a >=
〈
A(x0)
〉
=
1
|M | limt→∞
1
t
∫
0
t∫
M
a(Φt(x0))dx0. (D.3)
Cette de´ﬁnition n’a un sens que si le syste`me est ergodique (l’ensemble de l’espace des
phases est visite´ par la dynamique), ce qui implique que les deux inte´grales commutent.
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iii) Ope´rateur d’e´volution
La moyenne < a > que nous cherchons a` calculer n’est pas facile a` obtenir si on s’en tient a` sa
stricte de´ﬁnition. Pour y parvenir, on cherche donc a` passer par une autre moyenne, batie au
travers d’un ope´rateur d’e´volution (dit de Perron-Frobenius) que nous allons pouvoir relier aux
valeurs propres d’instabilite´ des orbites pe´riodiques (multiplicateurs de Floquet). L’ope´rateur
d’e´volution Lt associe´ a` l’observable a est une fonction de M2 dans Rp (p est la dimension de
l’observable) qui a` 2 vecteurs d’e´tat x et y associe
Lt(y, x) = δ(y − Φt(x))eβAt(x). (D.4)
Cet ope´rateur est construit de la manie`re suivante : si y au temps t n’est pas l’image de x par
le ﬂot, alors sa valeur vaut 0. Sinon elle vaut exp(βAt(x)), ou` β est une variable non physique
auxiliaire de meˆme dimension que a dont nous nous servirons pour de´terminer les moyennes par
diﬀe´rentiation1. On de´ﬁnit e´galement une application line´aire, note´e Lta et associe´e a` l’ope´rateur
d’e´volution :
Lta : y →
∫
M
Lt(y, x)dx. (D.5)
D.1.2 Lien entre la moyenne globale d’une observable et l’ope´rateur d’e´volution
On de´ﬁnit la moyenne exponentielle au temps t de la manie`re suivante :
〈
eβA
t〉
=
〈
Lta
〉
=
1
|M |
∫
M
(∫
M
Lt(y, x)dx
)
dy =
1
|M |
∫
M
∫
M
δ(y − Φt(x))eβAt(x)dydx. (D.6)
Par abus de langage, on dira que c’est la moyenne spatiale de l’ope´rateur d’e´volution. On notera
que l’inte´grale sur M permet de ne garder que les points sur la trajectoire des e´tats initiaux
qui sont reste´s sur l’ensemble de de´part M . On va alors chercher a` de´terminer le comportement
asymptotique de la moyenne < exp(βA
t
) > lorsque t tend vers l’inﬁni. Si la moyenne temporelle
de l’observable est bien de´ﬁnie, At(x) est alors e´quivalent a` tA(x0). On s’attend donc a` ce que
la moyenne < exp(βA
t
) > croisse exponentiellement au temps longs :
〈
eβA
t〉→ (const)ets0(β).
Par construction de s0 , on a s0(β) = lim
t→∞
1
t
ln
〈
eβA
t〉
. En de´rivant cette expression par rap-
port a` β, on obtient la relation fondamentale permettant de retrouver la moyenne globale de
l’observable :
< a >= lim
t→∞
1
t
< A
t
> =
∂s0
∂β
∣∣∣∣∣
β=0
. (D.7)
Au temps longs, l’ope´rateur line´aire L
t
a est diagonalisable (voir Cvitanovic (2004) pour les pro-
prie´te´s des ope´rateurs de Perron-Frobenius) et son action est entie`rement domine´e par sa plus
1Le parame`tre β joue un roˆle e´quivalent a` celui de la tempe´rature dans la de´ﬁnition des fonctions de partition
en physique statistique.
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grande valeur propre λ0(t). On peut alors montrer que l’exposant s0(β) que l’on cherche a`
calculer est directement relie´ a` λ0(t) par :
s0(β) = lim
t→∞
1
t
lnλ0(t). (D.8)
On reconnaˆıt dans cette expression le plus grand exposant de Lyapunov a` temps ﬁni de l’ope´rateur
d’e´volution. En utilisant la proprie´te´ d’additivite´ de l’ope´rateur Lt le long d’une trajectoire, on
de´montre qu’il existe un ge´ne´rateur A tel que Lt = exp(At). Cela revient a` dire que les valeurs
propres de L
t
a, note´es λi(t), peuvent eˆtre mises sous la forme exp(αit). Si on note α0 la plus
grande valeur propre de A alors il vient directement que s0(β) = α0. En conclusion, nous avons
appris que la moyenne d’une observable est directement relie´e a` la plus grande valeur propre du
ge´ne´rateur A de l’ope´rateur d’e´volution. Le proble`me est maintenant de comprendre comment
calculer une telle quantite´ en pratique.
D.1.3 Formule trace
En prenant la trace de L
t
a il est possible de relier ses valeurs propres aux observables moyenne´es
sur les orbites pe´riodiques du syste`me, en admettant qu’il en existe au moins une. Par de´ﬁnition,
la trace de l’ope´rateur d’e´volution est Tr(L
t
a) =
∑
λi(t) =
∑
exp(αit). D’apre`s la the´orie des
ope´rateurs a` noyaux, on peut mettre cette quantite´ sous la forme :
Tr(Lta) =
∫
M
Lt(x, x)dx =
∫
M
δ(x− Φt(x))eβAt(x)dx. (D.9)
Conside´rons un temps t ﬁxe´. L’inte´gration porte sur tout les e´tats x de M tel que x = Φt(x).
Cette condition est re´alise´e si et seulement si x appartient a` une orbite pe´riodique de pe´riode
t. Si on appelle Ft l’ensemble des points de l’espace des phases tel que Φ
t(xi) = xi, c’est-a`-dire
appartenant a` une orbite pe´riodique, on peut de´montrer que cette inte´grale se met sous la forme :
Tr(Lta) =
∑
Ft/Φt(xi)=xi
eβA
t(x)
‖det(I −M t(xi))‖ , (D.10)
ou` M t est la matrice de monodromie de l’orbite pe´riodique de pe´riode t passant par le point
xi (matrice jacobienne de l’application de premier retour Φ
t). En eﬀectuant le recensement de
tous les points de Ft sur une orbite pe´riodique donne´e et en sommant sur toutes les orbites de
pe´riode t, on montre alors que :
Tr(Lta) =
∑
p
Tp
+∞∑
r=1
erβAp∥∥det(I −M rp )∥∥δt,Tpr. (D.11)
L’entier r dans la somme inﬁnie repre´sente le nombre de tours passe´s sur une orbite pe´riodique
donne´e et p repre´sente l’ensemble des cycles de pe´riode Tp. Cette formule n’est pas encore
exploitable puisque le symbole de Kroeneker ne peut pas eˆtre calcule´ explicitement. L’astuce
pour s’en de´barrasser est d’inte´grer ensuite sur toutes les pe´riodes du syste`me, en prenant la
transforme´e de Laplace de Tr(Lta). Cette transformation revient en fait a` ne se´lectionner que les
temps t qui sont e´gaux a` la pe´riode d’un cycle primaire (r=1) ou d’un cycle re´pe´te´ r fois. On
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obtient alors la formule trace reliant les valeurs propres du ge´ne´rateur A (a` travers la trace de
sa re´solvante) aux caracte´ristiques des orbites pe´riodiques :
∞∫
0
e−st Tr(Lta) = Tr
(
1
s−A
)
=
∑
p
Tp
+∞∑
r=1
er(βAp−sTp)∥∥det(I −M rp )∥∥ . (D.12)
D.1.4 Hypothe`se d’hyperbolicite´ et formule asymptotique
L’hypothe`se d’hyberbolicite´ permet de faire une approximation sur la stabilite´ des orbites
pe´riodiques en conside´rant que seules les valeurs propres de la matrice de monodromie supe´rieures
a` 1 vont eˆtre importantes. Elle permettra entre autres de donner une expression simple pour le
de´terminant det(I−M rp ). Cette hypothe`se suppose qu’il existe deux re´els strictement positifs λe
et λc tels que pour tous les cycles primaires, les multiplicateurs de Floquet (ou valeurs propres)
de la matrice de monodromie ve´riﬁent :
|Λp,e| > eλeTp et |Λp,c| < e−λcTp
ou` Λp,e sont les multiplicateur de Floquet de module supe´rieur a` 1 de l’orbite pe´riodique (in-
stables) et Λp,c sont ceux de module infe´rieur a` 1 (stables). Dans cette hypothe`se, le de´terminant
est re´duit au produit des multiplicateurs supe´rieurs a` 1 de la matrice de monodromie :
|| det(I −M rp )|| 
∏
e
|Λp,e|r. (D.13)
Nous utiliserons cette approximation dans la suite de l’e´tude et nous noterons Λp ce produit.
D.2 Fonction zeta et calcul de la plus grande valeur propre de l’ope´ra-
teur A
Le proble`me de la formule trace (D.12) est qu’elle diverge en z = e−s = e−αi , pre´cise´ment la` ou`
il est inte´ressant de l’e´valuer pour estimer s0. De plus la somme inﬁnie portant sur le nombre
de tours r n’est pas force´ment convergente. On utilise donc plutoˆt le de´terminant spectral (ou
polynoˆme caracte´ristique) qui permet de mettre le proble`me sous la forme d’une re´solution de
ze´ros. En utilisant les proprie´te´s de la trace et du de´terminant, on peut montrer que celui-ci se
met sous la forme :
det(s−A) = exp
⎛
⎝−∑
p
+∞∑
r=1
1
r
er(βAp−sTp)
Λ rp
⎞
⎠ . (D.14)
On de´ﬁnit aussi la fonction zeta comme l’inverse du de´terminant spectral. L’e´tude des ze´ros de
la fonction det(s − A)1/ξ va permettre de de´terminer le spectre de Lta (ou plutoˆt ici de A) et
donc d’obtenir sa plus grande valeur propre en fonction de β. On a montre´ pre´ce´demment que
s0(β) e´tait strictement e´gal a` cette valeur propre. Dans un premier temps, simpliﬁons la fonction
1/ξ en posant tp = e
βAp−sTp/Λp. On de´rive alors une formule simple qui est la repre´sentation en
produit d’Euler de la fonction zeta inverse :
1/ξ = exp
⎛
⎝−∑
p
+∞∑
r=1
t rp
r
⎞
⎠ = exp
(
−
∑
p
ln(1− tp)
)
=
∏
p
(1− tp). (D.15)
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Il serait tentant d’aﬃrmer que les ze´ros de la fonction 1/ξ sont simplement les tp. En re´alite´ le
produit porte sur une inﬁnite´ de cycles et donc en the´orie on ne peut pas aﬃrmer qu’il converge.
Par conse´quent les tp ne sont pas force´ment les ze´ros de la fonction zeta. Pour de´terminer ces
ze´ros, nous allons mettre le produit inﬁni sous la forme d’un polynome en z = e−s, que l’on
tronque a` partir d’un certain ordre. La re´solution des ze´ros se rame`nera a` la recherche des racines
du polynoˆme obtenu. En de´veloppant le produit d’Euler, on obtient :
1/ξ =
∏
p
(1− tp) = 1−
∞∑
p2,p2,...pk
(−1)ktp1tp2...tpk .
La somme ici porte sur toutes les combinaisons distinctes de cycles primaires qui ne se re´pe`tent
pas. Si on note tπ le produit des (−1)ktp1tp2...tpk , la fonction zeta inverse se re´e´crit plus simple-
ment :
1/ξ = 1−
∑
π
tπ. (D.16)
Pour k > 1, tπ repre´sente le poids d’un pseudocycle e´quivalent contenant une se´quence de cycles
plus petits p1, p2, ..., pk. On a donc :
tπ = (−1)kπ+1 1|Λπ|e
βAπ−sTπ avec Tπ = Tp1 + Tp2 + ....+ Tpk1 ,
Aπ = Ap1 +Ap2 + ....+Apk1 et Λπ = Λp1Λp2 ....Λpk1 .
ou` kπ est l’indice k associe´ au terme tπ de la se´rie. A partir d’un certain degre´ π, si le ﬂot est
suﬃsamment lisse, la dynamique des orbites de longue pe´riode va eˆtre e´crante´e (ou compense´e)
par les cycles plus petits. Dans le cas d’une dynamique symbolique de type ”fer a` cheval”, pour
laquelle les cycles de plus grande pe´riode sont construits a` partir des cycles fondamentaux de plus
petite pe´riode, cette proprie´te´ d’e´crantage est naturellement ve´riﬁe´e. La somme peut alors se
re´duire aux contributions des cycles fondamentaux. Quand la dynamique n’est pas symbolique,
cette proprie´te´ n’est pas e´vidente car on ne peut pas de´ﬁnir de cycles fondamentaux. Cependant
il est possible de couper la se´rie a` partir d’un certain degre´ lorsque la valeur propre du mode
instable du pseudo-cycle devient trop grande. Autrement dit on ne garde que les kπ cycles tel
que Λπ = Λp1Λp2 ....Λpkπ < Λmax . En re´alite´, tous les syte`mes chaotiques pre´sentent un certain
degre´ d’e´crantage : lorsque la pe´riode devient suﬃsamment grande, on peut toujours trouver une
se´rie de cycles plus petits dont la somme des pe´riodes sera proche de la grande pe´riode (idem
pour la valeur propre instable qui est multiplicative).
Par souci de simplicite´, la formule trace pourra eˆtre applique´e dans notre proble`me a` l’ordre
le plus bas, dans l’hypothe`se que la dynamique est symbolique. L’eﬀet des cycles secondaires de
pe´riode 2T0, 3T0, etc... (identiﬁe´s en section 5.4.1) et des cycles de pe´riodes fractionnaires que
nous avons identiﬁe´s en section 4.3.4 et 6.4.1 pourra eˆtre ne´glige´ sur la dynamique. Une fois la
se´rie tronque´e, il suﬃt pour obtenir s0(β) de re´soudre les ze´ros de :∑
π:Tπ=T0
(−1)kπ+1 e
βAπ−sTπ
|Λπ| = 1 (D.17)
graˆce a` une me´thode de Newton par exemple. On se´lectionne ensuite la plus grande racine
e = e−s pour laquelle s correspond a` la plus grande valeur propre de l’ope´rateur d’e´volution.
On a donc une me´thode concre`te pour de´terminer la moyenne de l’observable de´sire´e a` partir
de l’e´quation (D.7).
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D.2.1 Calcul de la moyenne de l’observable
Nous avons vu que la moyenne est obtenue en de´rivant s0(β) par rapport a` β et en e´valuant la
de´rive´e au point β=0. Une premie`re solution serait de re´soudre s0(β) pour une se´rie de valeurs
de β autour de zero et de calculer nume´riquement la de´rive´e en 0. Une deuxie`me solution, plus
inte´re´ssante, repose sur une me´thode analytique. On peut montrer que la fonction F (β, s) =
1/ξ = 1−∑πtπ est constante sur la courbe s = s0(β) et donc :
dF (β, s0(β))
dβ
=
∂F
∂β
+
ds0
dβ
∂F
∂s
∣∣∣∣
s=s0(β)
= 0 =⇒ ds0
dβ
=
∂F
∂β
/
∂F
∂s
∣∣∣∣
s=s0(β)
.
Il est possible de calculer analytiquement
∂(1/ξ)
∂β
et
∂(1/ξ)
∂s
graˆce a` (D.16). Par e´valuation de
ces de´rive´es en β = 0 et en s = s0(β) = s0(0), on montre alors que la moyenne globale de
l’observable a est e´gale a` :
< a >=
∂s0
∂β
∣∣∣∣∣
β=0
=
∑
π
Aπtπ∑
π
Tπtπ
∣∣∣∣∣
β=0,s=s0(0)
=
∑
π
(−1)kπ+1 Aπ|Λπ|e
−s0(0)Tπ
∑
π
(−1)kπ+1 Tπ|Λπ|e
−s0(0)Tπ
. (D.18)
Cette formule constitue le re´sultat principal de la de´rivation, en ce qu’elle est directement
applicable au proble`me conside´re´, si on suppose que le syste`me dynamique ve´riﬁe l’hypothe`se
d’hyperbolicite´ et la proprie´te´ d’e´crantage (ce qui n’est pas prouve´ dans notre cas).
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Magnetorotational dynamo action in Keplerian shear ﬂow is a three-dimensional, non-
linear magnetohydrodynamic process whose study is relevant to the understanding of
accretion processes and magnetic ﬁeld generation in astrophysics. Transition to this form
of dynamo action is subcritical and shares many characteristics of transition to tur-
bulence in non-rotating hydrodynamic shear ﬂows. This suggests that these diﬀerent
ﬂuid systems become active through similar generic bifurcation mechanisms, which in
both cases have eluded detailed understanding so far. In this paper, we build on re-
cent work on the two problems to investigate numerically the bifurcation mechanisms at
work in the incompressible Keplerian magnetorotational dynamo problem in the shearing
box framework. Using numerical techniques imported from dynamical systems research,
we show that the onset of chaotic dynamo action at magnetic Prandtl numbers larger
than unity is primarily associated with global homoclinic and heteroclinic bifurcations
of nonlinear magnetorotational dynamo cycles. These global bifurcations are found to be
supplemented by local bifurcations of cycles marking the beginning of period-doubling
cascades. The results suggest that nonlinear magnetorotational dynamo cycles provide
the pathway to turbulent injection of both kinetic and magnetic energy in incompress-
ible magnetohydrodynamic Keplerian shear ﬂow in the absence of an externally imposed
magnetic ﬁeld. Studying the nonlinear physics and bifurcations of these cycles in diﬀer-
ent regimes and conﬁgurations may subsequently help to better understand the physical
conditions of excitation of magnetohydrodynamic turbulence and instability-driven dy-
namos in a variety of astrophysical systems and laboratory experiments. The detailed
characterization of global bifurcations provided for this three-dimensional subcritical ﬂuid
dynamics problem may also prove useful for the problem of transition to turbulence in
hydrodynamic shear ﬂows.
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ABSTRACT
The magnetorotational (MRI) dynamo has long been considered one of the possible drivers of turbulent angular momentum transport
in astrophysical accretion disks. However, various numerical results suggest that this dynamo may be diﬃcult to excite in the astro-
physically relevant regime of magnetic Prandtl number Pm signiﬁcantly smaller than unity, for reasons currently not well understood.
The aim of this Letter is to present the ﬁrst results of an ongoing numerical investigation of the role of both linear and nonlinear dissi-
pative eﬀects in this problem. Combining a parametric exploration and an energy analysis of incompressible nonlinear MRI dynamo
cycles representative of the transitional dynamics in large aspect ratio shearing boxes, we ﬁnd that turbulent magnetic diﬀusion makes
the excitation and sustainment of this dynamo at moderate magnetic Reynolds number Rm increasingly diﬃcult for decreasing Pm.
This results in an increase of the critical Rm of the dynamo for increasing kinematic Reynolds number Re, in agreement with earlier
numerical results. Given its very generic nature, we argue that turbulent magnetic diﬀusion could be an important determinant of MRI
dynamo excitation in disks, and may also limit the eﬃciency of angular momentum transport by MRI turbulence in low Pm regimes.
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1. Introduction
Magnetorotational instability (MRI) occurs in diﬀerentially ro-
tating ﬂows whose angular velocity decreases with distance to
the rotation axis (Velikhov 1959; Chandrasekhar 1960; Balbus
& Hawley 1991) and is the most commonly invoked excitation
mechanism of angular momentum-transporting turbulence in ac-
cretion disks (Balbus & Hawley 1998). In a uniform magnetic
ﬁeld B, the MRI ampliﬁes arbitrarily small perturbations ex-
ponentially and breaks down nonlinearly into MHD turbulence
(e. g. Hawley et al. 1995). The transport eﬃciency of MRI turbu-
lence continues to be debated, and may be reduced in the astro-
physically relevant regime of low magnetic Prandtl number Pm,
the ratio between kinematic viscosity and magnetic diﬀusivity
(Lesur & Longaretti 2007; Balbus & Henri 2008).
Another question in this context is that of the origin of the
MRI-supporting magnetic ﬁeld. In some cases, this ﬁeld may be
generated by an internal disk dynamo process which could boot-
strap MHD turbulence in the disk independently of its magnetic
environment (Balbus & Hawley 1998; Donati et al. 2005). Early
simulations by Hawley et al. (1996) in the so-called zero-net-ﬂux
conﬁguration appropriate to this problem showed that such a dy-
namo is indeed possible and is intimately coupled to the MRI
(see also Brandenburg et al. (1995)), but its viability in disks
has since been questioned by numerical studies suggesting that
it may be impossible to excite at low Pm (Fromang et al. 2007),
for as yet unclear physical reasons (Bodo et al. 2011; Käpylä &
Korpi 2011; Oishi & Mac Low 2011; Simon et al. 2011).
The aim of this Letter is to seek a physical explanation
for this behaviour by exploiting recently discovered dynamical
properties of this subcritical dynamo mechanism (Rincon et al.
2007, 2008; Lesur & Ogilvie 2008), whose principles are oth-
erwise rather simple: starting from a zero net-ﬂux axisymmetric
weak poloidal ﬁeld, a larger toroidal ﬁeld is generated through
the Ω eﬀect. This ﬁeld is MRI-unstable to non-axisymmetric
MHD perturbations, whose growth results in a nonlinear elec-
tromotive force (EMF) that sustains (and can also reverse) the
axisymmetric ﬁeld. Recent work suggests that cyclic nonlinear
solutions provide the ﬁrst germs of excitation of the dynamo in
shearing box simulations (Herault et al. 2011; Riols et al. 2013)
and possibly form the backbone of the ensuing self-sustained
MHD turbulence. Parametric studies of cycles representative of
the transitional dynamics, complemented with an analysis of
their energetics, may therefore prove useful to understand how
dissipative eﬀects aﬀect the dynamo transition as a whole. Here,
we present the ﬁrst results of an ongoing numerical investigation
of this kind. We focus on the simpler case of incompressible dy-
namics in large aspect ratio shearing boxes, which includes most
of the fundamental physical complexity of the problem, except
for stratiﬁcation and boundary eﬀects. An exhaustive study of
diﬀerent conﬁgurations will be presented in a subsequent paper.
2. Equations and numerical framework
The equations and numerical framework are described in detail
in Riols et al. (2013). We use the cartesian shearing sheet de-
Article number, page 1 of 4
212 Publications
Publications 213
iRe´sume´
L’un des de´ﬁs majeurs de la the´orie des disques d’accre´tion en astrophysique est de pouvoir identi-
ﬁer des me´canismes eﬃcaces de transport de moment cine´tique au sein de ces objets. Le sce´nario le
plus cre´dible aujourd’hui est que ce transport est lie´ a` l’existence de turbulence magne´tohydrodynamique
(MHD), initie´e par une instabilite´ dite ”magne´torotationnelle” (MRI), ne´cessitant la pre´sence d’un champ
magne´tique. Ce proble`me soule`ve la question de l’origine et de l’entretien de ce champ au sein du disque.
Un me´canisme de dynamo sous-critique non-line´aire, s’appuyant sur la MRI, pourrait permettre d’expli-
quer conjointement l’entretien de la turbulence MHD et du champ magne´tique dans l’e´coulement cisaille´
ke´ple´rien. Des me´canismes similaires base´s sur d’autres instabilite´s MHD pourraient e´galement eˆtre a`
l’œuvre dans les inte´rieurs stellaires. Les conditions physiques d’excitation de cette dynamo sont cepen-
dant mal compris. Des travaux nume´riques ont sugge´re´ que celle-ci pourrait ne pas eˆtre entretenue a` petit
nombre de Prandtl magne´tique (ratio entre viscosite´ et diﬀusivite´ magne´tique), un re´gime assez commun
dans les disques d’accre´tion. Le but de cette the`se a e´te´ de mieux comprendre les conditions d’entretien
de cette dynamo et le roˆle joue´ par les eﬀets dissipatifs dans la transition vers une turbulence MHD
auto-entretenue. Pour cela, nous avons e´tudie´ en de´tail la nature de la transition et le roˆle particulier
des solutions pe´riodiques non-line´aires tridimensionnelles. Nous avons d’abord montre´ que l’e´mergence
d’activite´ chaotique associe´e a` cette dynamo e´tait due a` la pre´sence de bifurcations globales de tels cycles.
Nous avons ensuite tente´ d’e´lucider l’origine physique de la de´pendance en Pm de la transition. Graˆce
a` une analyse e´nerge´tique des cycles, nous avons mis en e´vidence qu’une forme de diﬀusion magne´tique
”turbulente” rend l’excitation de la dynamo plus diﬃcile a` petit Pm. Cet eﬀet tre`s ge´ne´rique pourrait
s’opposer a` l’activation de la dynamo dans les disques mais aussi limiter l’eﬃcacite´ du transport de
moment cine´tique associe´ a` la turbulence MRI a` bas Pm.
Mots-cle´s : disques d’accre´tion – dynamos – turbulence MHD – dynamique non-line´aire
Abstract
One of the main challenges of accretion disk theory in astrophysics is to identify eﬃcient angular mo-
mentum transport mechanisms in disks. The most popular scenario is that this transport is due to the
magnetohydrodynamic (MHD) turbulence triggered by the magnetorotational instability (MRI), which
requires the existence of a magnetic ﬁeld. This raises the question of the origin and sustainement of such
a ﬁeld in disks. A subcritical nonlinear dynamo process, involving the MRI, may be responsible for the
joint excitation of MHD turbulence and magnetic ﬁelds in Keplerian shear ﬂow. Similar dynamos driven
by other MHD instabilities may also be active in stellar interiors. However, the detailed mechanisms
underlying the excitation of the MRI dynamo are not well understood. Numerical results suggest that
this mechanism may not be sustained at low magnetic Prandtl number (ratio between viscosity and mag-
netic diﬀusivity), a common dissipation regime in accretion disks. The purpose of this thesis has been to
understand the physical conditions of excitation of this dynamo and the role of dissipative eﬀects on the
transition to self-sustained MHD turbulence. For this purpose, we investigated in detail the nature of the
transition and the role of tridimensional nonlinear periodic solutions in this problem. First, we showed
that the emergence of chaotic dynamo action is primarily associated with global bifurcations involving
such cycles. We then attempted to elucidate the physical origin of the Pm dependence of the transition.
Using a detailed energy analysis of several dynamo cycles, we found that ”turbulent” diﬀusion makes the
excitation of the dynamo increasingly diﬃcult for decreasing Pm. This very generic eﬀect could be an
important determinant of MRI dynamo excitation in disks, and may also limit the eﬃciency of angular
momentum transport by MRI turbulence at low Pm.
Keywords: accretion disks – dynamos – MHD turbulence – nonlinear dynamics
