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The current status of the lattice-QCD calculations of the form factors of the B → D∗`ν semilep-
tonic decay is reviewed. Particular emphasis is given to the most mature calculation at non-zero
recoil coming from the Fermilab Lattice and MILC collaborations. Blinded, preliminary results for
the form factors are shown, including a preliminary, but detailed error budget. The lattice results
seem to favor a large slope at small recoil, in contrast to the latest untagged results coming from
the Belle collaboration. A comprehensive comparison between the latest BGL z expansions of Belle,
Babar, the lattice and a joint BGL fit including lattice and Belle data is presented, and a roadmap
to improve the current calculation is discussed. The current implications for Vcb and R(D
∗) are
discussed.
I. INTRODUCTION
During the last few years the CKM [1, 2] matrix
element Vcb has been at the center of a discussion re-
garding the unitarity triangle and the search for new
physics. According to the latest HFLAV report [3] and
subsequent updates, there is a ≈ 2σ tension between
the inclusive and the exclusive determinations. In ad-
dition there is a combined ≈ 3σ tension between the
Standard Model (SM) predictions and experimental
measurements in the R(D)-R(D∗) plane. Recently a
promising proposal found a way to reconcile the long-
standing inclusive vs exclusive discrepancy [4, 5]: the
CLN parametrization [6] is becoming too restrictive,
given the current precision of experiments, and some
of its assumptions should be revisited. In contrast, the
BGL parametrization [7] offers a model-independent
alternative, free from precision errors. Once BGL is
used to extrapolate the experimental data to zero re-
coil, the Vcb discrepancy disappears. The fact that un-
til very recently most experimental results were only
published in terms of the CLN parameters fueled the
controversy.
Belle was the first collaboration to publish unfolded
data with their tagged analysis [8]. More recently,
a second dataset coming from an untagged analysis
was published [9], along with their results for a BGL
fit that disagrees with the inclusive result. In light
of these recent developments, the Babar collabora-
tion also decided to rerun their analysis using the
BGL parametrization, finding that the disagreement
between inclusive and exclusive still stands. Thus,
even though there is some evidence that the CLN
parametrization [6] is not optimal, our woes and wor-
ries about Vcb are far from being solved.
In this context, a lattice-QCD calculation of the
form factors involved in the decay at non-zero recoil
is urgent and necessary. Lattice-QCD data can help
settle the parametrization issue, as well as provide re-
liable results in the low recoil region, which is most
prone to experimental errors. We expect the current
value of Vcb to change as a result of lattice efforts. On
top of that, a lattice R(D∗) calculation would be very
welcome. Although a variety of other calculations ex-
ist [11–14], none of them comes from lattice gauge
theory, the only first-principles, non-perturbative tool
available to tackle QCD.
In this work we present the current status of the
ongoing lattice-QCD calculations of the B → D∗`ν
semileptonmic decay form factors. We emphasize the
preliminary results coming from the most mature cal-
culation, and we compare the current available exper-
imental results with the preliminary predictions com-
ing from the lattice.
II. NOTATION AND DEFINITIONS
The Standard Model prediction for the differential
rate for exclusive B → D∗`ν decay can be written in
terms of the recoil parameter w = vD∗ · vB ,
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dΓ
dw
(B → D∗`ν) = GFm
5
B
48pi2
(
1− r2)√w2 − 1χ(w) |ηEW|2 |Vcb|2 |F(w)|2 , (1)
where vX = pX/mX are the four velocities of the B
and D∗ mesons, ηEW is a correction factor that ac-
counts for electroweak effects, r = mD∗/mB , F(w) is
a function that represents the probability amplitude,
to be calculated in theory, and χ(w) gathers all the
remaining kinematic factors. The function F can be
expressed in terms of the helicity amplitudes H±,0 as,
χ(w) |F(w)|2 = 1− 2wr + r
2
12mBmD∗(1− r)2
(
H20 (w) +H
2
+(w) +H
2
−(w)
)
. (2)
The helicity amplitudes, in turn, depend on the hX(w) form factors, motivated by heavy quark effective theory
(HQET),
H0(w) =
√
mBmD∗
1− 2wr + r2 (w + 1) [(w − r)hA1(w)− (w − 1)(rhA2(w) + hA3(2))] , (3)
H±(w) =
√
mBmD∗(w + 1)
(
hA1(w)±
√
w − 1
w + 1
hV (w)
)
. (4)
The form factors are defined following the standard decomposition of the matrix elements of the V −A weak
current that mediates the transition,
〈D∗(pD∗ , ν)| Vµ |B(0)〉
2
√
mBmD∗
=
1
2
∗νε
µν
σρv
σ
D∗v
ρ
B hV (w), (5)
〈D∗(pD∗ , ν)| Aµ |B(0)〉
2
√
mBmD∗
=
i
2
∗ν [g
µν(1 + w)hA1(w)− vνB (vµBhA2(w) + vµD∗hA3(w))] . (6)
Up to very recently, only zero-recoil (w = 1) re-
sults were available for the decay amplitude F(w) in
(1). HQET calculations can access only the zero re-
coil region because, as soon as w deviates from one,
non-perturbative effects become important, and we
don’t know how to calculate them without resorting to
lattice-QCD. On the other hand, lattice-QCD calcu-
lations at non-zero recoil are extremely complicated,
and had not been tackled until the last years.
Experiments measure the differential decay rate (1),
but since the kinematic factor is proportional to√
w2 − 1, it is not feasible to measure it directly at
zero recoil. Hence, we must rely on extrapolations in
order to extract Vcb from a joint effort coming from ex-
periment and theory. The most popular parametriza-
tions for this decay are BGL [7] and CLN [6]. The
parametrizations are explained in section IV.
III. STATUS OF THE LATTICE
CALCULATION
Lattice-QCD allows for a direct calculation of the
form factors defined in eqs. (5,6) at zero and non-
zero recoil. Currently only zero-recoil calculations are
available, where only hA1 contributes to the decay
amplitude. The Fermilab Lattice and MILC collab-
orations [15] use the asqtad (a−squared, tadpole im-
proved) action for the light sea and valence quarks,
and the Fermilab effective action for the heavy quarks.
It employs 15 ensembles with lattice spacings rang-
ing from 0.045 fm up to 0.15 fm, and pion masses
from 500 MeV down to 180 MeV. Their result is
F(1) = 0.906 ± 0.004Stat ± 0.012Sys. The HPQCD
collaboration [16] has published results using 8 en-
sembles with the HISQ (Highly Improved Staggered
Quark) action for the sea and valence quarks, and
using NRQCD for the bottom quark. Here the sea
includes charm. They use lattice spacings ranging
from 0.15 fm to 0.09 fm and pion masses from 320
MeV up to the physical value. Their final result is
PSN fpcp WedB0925
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F(1) = 0.895 ± 0.010Stat ± 0.024Sys. Even though
HPQCD uses a superior light quark action and physi-
cal pion mass ensembles, they obtain larger errors due
to the mismatch between the bottom and the charm
quark regularization; this mismatch introduces larger
renormalization errors than in the Fermilab/MILC re-
sult. A second calculation by HPQCD focuses on
Bs → D∗s`ν [17]. It also uses the HISQ regulariza-
tion for the bottom quark, but at an unphysical mass,
requiring an extrapolation to reach the right value.
Nevertheless, the use of the same actions for the B
and the D∗ results in a much more accurate value
than in their previous approach that used NRQCD.
From their result for Fs(1) they extract F(1) by us-
ing the F(1)/Fs(1) ratio computed in [16]. Their fi-
nal result is F(1) = 0.914± 0.024, in agreement with
their previous result and with the Fermilab/MILC cal-
culation. The fact that these independent calcula-
tions using different regularizations for the light and
the heavy quarks –with totally different systematic
errors– agree, is an indication of the reliability of the
lattice calculations. There is an ongoing fourth cal-
culation coming from the SWME and LANL collabo-
rations [18] based on the Oktay-Kronfeld action [19]
for the bottom and charm quarks. Fig.1 shows their
current preliminary results, along with the previous
results of HPQCD and Fermilab/MILC.
Zero-recoil Form Factor hA1(1) Preliminary
RA1 =
hB|A1|D⇤ihD⇤|A1|Bi
hB|V4|BihD⇤|V4|D⇤i !
    hA1(1)⇢A1
    2
0.85
0.90
0.000 0.005 0.010 0.015
h
A
1
(1
)
a2 [fm2]
ρA1 is blined.
λ0
λ0 + λ1
λ0 + λ1 + λ2
HPQCD ’18
FNAL/MILC ’14
The matching factor ⇢A1 is expected to be close to 1.
Current improvement is crucial.
Improved action and current operator are expected to give a mild dependence on a
and M⇡. However, the shown dependence in a and M⇡ needs to be understood.
Y.-C. Jang (BNL) B ! D(⇤)`⌫ using OK Heavy Quarks Feb 16, 2019 19 / 21
FIG. 1: Status of the zero recoil LANL/SWME calcula-
tion. Here λ ∼ ΛQCD/2mc and λn refers to the highest
HQET term included in the matching procedure. Plot
taken from the slides of the KEK-FF2019 meeting [20],
courtesy of the authors.
For non-zero recoil, the calcul tio becomes much
more involved. As shown in Eqs. (5) and (6), there are
four different form factors to compute. One should ex-
pect that the correlations among them are very strong,
because they share underlying gauge configurations,
propagators and three-point functions in their calcu-
lations. Currently there are no calculations available,
but two efforts are underway: the JLQCD collabora-
tion is working on a calculation based on domain-wall
fermions [21]. They include the charm quark in the
sea, and the bottom quark has an unphysical mass.
Then they extrapolate to the correct bottom mass.
They have presented status updates in previous con-
ferences (see Fig. 2). The other calculation comes
from Fermilab/MILC [22, 23], and it is in its final
stages of development. We use the same ensembles
and regularization as in our previous zero recoil calcu-
lation, and we publish regular updates on our analysis.
Preliminary, blinded results for our form factors are
shown in Figs. 3-6. The bands here represent the final
result in the continuum, after the chiral-continuum
limit has been taken. The four form factors were fit-
ted at the same time with p = 0.36.
FIG. 2: Preliminary lattice results of the non-zero recoil
JLQCD calculation for hA1 . The collaboration is calculat-
ing the four relevant form factors. Taken from the slides
of the KEK-FF2019 meeting [24], courtesy of the authors.
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FIG. 3: Blinded, preliminary results of the Fermi-
lab/MILC calculation for hA1 . The points represent the
lattice data and the band is the final result extrapolated,
to the continuum.
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FIG. 4: Blinded, preliminary results of the Fermi-
lab/MILC calculation for hV . The points represent the
lattice data and the band is the final result extrapolated,
to the continuum.
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FIG. 5: Blinded, preliminary results of the Fermi-
lab/MILC calculation for hA2 . The points represent the
lattice data and the band is the final result extrapolated,
to the continuum.
A. Preliminary error budget
Table I gathers the preliminary error budget of the
Fermilab/MILC calculation for the different form fac-
tors. The errors depend on the recoil parameter, and
the table shows the values at w ∼ 1.10. We have a
well defined roadmap to reduce these errors in three
steps, and this calculation is the first of these steps.
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FIG. 6: Blinded, preliminary results of the Fermi-
lab/MILC calculation for hA3 . The points represent the
lattice data and the band is the final result extrapolated,
to the continuum.
TABLE I: Preliminary error budget at w ∼ 1.10.
Source hV (%) hA1 (%) hA2 (%) hA3 (%)
Statistics 1.1 0.4 4.9 1.9
Isospin effects 0.0 0.0 0.6 0.3
χPT/cont. extrap. 1.9 0.7 6.3 2.9
Matching 1.5 0.4 0.1 1.5
Heavy quark discr. 1.4∗ 0.4∗ 5.8∗ 1.3∗
∗Estimate, currently subject of intensive study.
The main source of systematic errors currently come
from the chiral-continuum extrapolation, which uses
EFTs (Effective Field Theories) to take the lattice
data to the continuum limit, where the lattice spac-
ing becomes zero, and takes the quark masses to their
physical values. The use of EFTs allow us to con-
trol the systematic errors and to have a good ansatz
for the extrapolation. We plan to reduce these errors
dramatically in the second step of our roadmap, by
using HISQ quarks for the light sector at smaller lat-
tice spacings and lower pion masses, reaching physical
pions in some ensembles. We plan to keep using the
Fermilab action for the charm and the bottom quarks
in this first iteration.
The next important source of error comes from the
discretization of the heavy quarks. The large mass of
the heavy quarks makes them problematic to simu-
late on the lattice: since their Compton wavelength
is extremely small, they require an accordingly small
lattice spacing to be simulated properly, otherwise
one incurs large discretization errors. Effective heavy
quark actions are used to mitigate these effects, and
PSN fpcp WedB0925
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in our case we employ the Fermilab action, which re-
moves tree-level discretization effects. But still, the
remaining errors constitute a large component of our
current error budget. In the third and final step of our
roadmap, we plan to replace the heavy quark action
with HISQ fermions as well, and simulate the bottom
quark as if it were a light quark. This improvement is
expected to removed most of the discretization errors
in our calculation.
The third large source of errors is the renormaliza-
tion and the matching. Currents on the lattice do not
have the same symmetries as currents in the contin-
uum; therefore, they require proper renormalization.
In our calculation we compute ratios of three-point
functions, where most of the renormalization factors
cancel, but we must compute the remainder using per-
turbation theory. Currently our calculations allow us
to compute these factors at zero recoil, so we add a
conservative error in order to take into account that
our form factors are evaluated at non-zero recoil. This
error turns out to be sizeable. Our final iteration of
the analysis with HISQ heavy quarks will use fully
non-perturbative renormalization, which is expected
to reduce these errors to negligible values.
The other source of systematic errors, isospin break-
ing, comes from the fact that in our lattice simulations
we simulate with degenerate up and down quarks.
This error is small compared with the other contri-
butions.
Once the form factors are calculated on the lattice,
one can use any existing parametrization to extrapo-
late to the whole kinematic range with improved pre-
cision. Since the lattice is accurate only in the small
recoil region (w <∼ 1.1), the parametrizations provide
extremely useful information to constrain the form
factors.
IV. THE z EXPANSION AND Vcb
The Boyd-Grinstein-Lebed (BGL) parametriza-
tion [7] is built upon very general arguments. It is
based on the fact that one can constrain the ampli-
tude of the production of a pair HbH¯c from a virtual
W boson with q2 > m2B + m
2
D∗ , and then propagate
the constraints back to the semileptonic region, where
m2` < q
2 < m2B −m2D∗ , by using analyticity. The pro-
cess results in bounds for the form factors, which are
expressed in a general form,
F (z) =
1
BF (z)φF (z)
∞∑
j=0
aFj z
j , (7)
where F (z) is a particular form factor, BF (z) is the so-
called Blaschke factor, which gathers the dependence
of the poles relevant to our form factor F , φF (z) is
called the outer function, and must be computed in
the theory, and z is a small variable coming from a
comformal transformation of the recoil parameter. In
the most common case, z ranges from 0 at zero recoil
to its maximum value,
z =
√
w + 1−√2√
w + 1 +
√
2
, (8)
but Babar prefers to set z = 0 at the point t0 =
(mB+mD∗)(
√
mB−√mD∗)2, a particular choice that
gives a symmetric range around zero.
The unitarity constraints in the BGL parametriza-
tion are applied to the coefficients aFj of the expansion.
Given a set of form factors S sharing parity and spin
quantum numbers, the constraint reads
∑
F∈S
∞∑
j=0
(aFj )
2 ≤ 1 (9)
These are known as the weak unitarity constraints.
One can further constrain the coefficients of the ex-
pansion by considering several decays related by cross-
ing symmetry. The new constraints are known as the
strong unitarity constraints.
The Caprini-Lellouch-Neubert (CLN) parametriza-
tion [6] is based on the same principles as the BGL
parametrization, but it builds in the strong unitarity
constraints and uses some inputs based on information
in 1997 to remove parameters from the more general
expansion. In the end the authors present a simplified
polynomial expansion,
hA1(z) =hA1(1)
(
1− 8ρ2z+
(53ρ2 − 15)z2 − (231ρ2 − 91)z3) , (10)
R1(w) =R1(1)− 0.12(w − 1) + 0.05(w − 1)2, (11)
R2(w) =R2(1) + 0.11(w − 1)− 0.06(w − 1)2, (12)
where z is given by Eq. (8).
V. COMPARISON BETWEEN LATTICE-QCD
AND EXPERIMENT
With the lattice data available, one can try a pure
lattice prediction of the decay amplitude |F(w)|2,
fitting each form factor to its corresponding z ex-
pansion, and compare it with the pure experimen-
tal fits. Experimental data can be fitted only to
η2EW|Vcb|2|F(w)|2, but the difference is a proportion-
ality factor, and one can readily compare the shapes
of the decay amplitudes by taking out an overall nor-
malization. This is done in Fig. 7. In Fig. 8 we show
the different predictions for η2EW|Vcb|2|F(w)|2. We in-
clude Babar results, as in [10], our own fit to the Belle
untagged dataset and a joint fit using Belle untagged
data and the lattice. We also include the data points
for both Belle datasets, as well as the lattice data
points multiplied by the η2EW|Vcb|2 that results from
PSN fpcp WedB0925
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FIG. 7: Predictions for |F|2 coming from the lattice, Belle,
Babar and the joint fit lattice + Belle (untagged). All the
curves are normalized to a common intercept at w = 1.
the joint lattice-Belle (untagged) fit. Since the lattice
data is blinded, the final value of η2EW|Vcb|2 coming
from the joint fit is blinded, but other details, such as
the slope at low recoil, are not affected and a useful
comparison can be done. The untagged Belle dataset
has dramatically reduced the error of the data points.
In the low recoil region, we also see a change of curva-
ture that is not observed in the tagged dataset, since
the smaller tagged sample has larger statistical errors.
This seems to be at odds with the lattice preliminary
prediction, which favors a large slope at small recoil.
As a result, although the separate fits have reason-
able p values, the joint fit lattice-Belle (untagged) has
a very low p value. In contrast, a joint fit using the
Belle tagged dataset and lattice data gives a very sim-
ilar result but a reasonable p value of >∼ 0.5.
One could also use the CLN parametrization for a
joint fit with lattice and Belle data. In this case, no
matter whether we use the tagged or the untagged
dataset, the outcome of the fit is poor. The large
slope at low recoil of the decay amplitude computed
with lattice QCD and the shallower behavior at large
recoil measured by experiment do not seem to be com-
patible with the CLN parametrization, which is too
constraining to accommodate the tension in the slope.
Integrating the different predictions, we can obtain
an estimate for R(D∗). In Fig. 9 we show the decay
rate for light leptons and the τ as predicted from the
lattice and from the joint fit lattice + Belle. The lat-
tice only data is multiplied by a reasonable value of
η2EW|Vcb|2, so it is properly normalized, although this
normalization cancels in the calculation of the ratio.
1.0 1.1 1.2 1.3 1.4 1.5
w
0.0004
0.0006
0.0008
0.0010
0.0012
0.0014
0.0016
|η e
w
|2 |
V
cb
|2 |
F(
w
)|2
Lattice + Belle untagged
Babar
Belle untagged
Lattice×Vcb
Belle untagged
Belle tagged
Preliminary
Blinded
FIG. 8: Results for η2EW|Vcb|2|F(w)|2 coming from Belle,
Babar and the joint fit lattice + Belle (untagged). The
p values for the different fits are pBelle = 0.09 and pJoint ∼
10−6. The BaBar collaboration didn’t disclose the p value
in their article [10].
In the plot we observe a strikingly different behavior
in the large recoil region. In that region, the dominant
form factor of the BGL parametrization is F1, the rest
are suppressed by a factor of q2. In Figs. 10–12 [25] we
compare the ratios of the z expansion coefficients of
the different fits at one sigma. The fact that we are us-
ing ratios allows us to compare the lattice results with
experiment, even if the lattice coefficients are blinded.
Even though there are some differences in the coeffi-
cients for the f and g BGL form factors, the ratios
would agree within a 2σ ellipsoid. The ratios for F1,
in contrast, show large differences between the pure
experimental results and the results involving lattice
data, which explains why the curves in Fig. 9 are so
different at large recoil. This behavior is currently
being studied carefully.
VI. CONCLUSIONS
The flavor-physics community has been facing a
long-standing puzzle with the discrepancy between
the inclusive and the exclusive determinations of Vcb.
Two years ago, an interesting and elegant proposal
was introduced [4, 5], and that seemed to solve the
problem. Lattice-QCD calculations were expected to
shed light on the issue, but the preliminary lattice
results and the latest experimental fits suggest that
the resolution of this puzzle is more complicated than
thought.
This situation calls for careful scrutiny of lattice
calculations, as well as of the experimental results, in
PSN fpcp WedB0925
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1.0 1.1 1.2 1.3 1.4 1.5w
Γ
(B
→
D
∗ `
ν)
Lat `= e, µ
Lat `= τ
Lat + Belle `= e, µ
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Preliminary
FIG. 9: Decay rate as a function of w for the lattice QCD
calculation (reddish) and for the joint lattice QCD + un-
tagged Belle fit (bluish). The higher set of curves is for
massless leptons, whereas the lower set of curves is for the
τ . The vertical grey line approximately marks the maxi-
mum recoil value for which we have lattice data.
−20 0 20 40 60
a1/a0
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a 2
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Preliminary
FIG. 10: One sigma contour plots of the ratio of the co-
efficient of the z−expansion of the g form factor in the
BGL parametrization for Belle, Babar, the lattice and the
joint fit lattice + Belle (untagged). The notation here is
aj = a
g
j .
order to extract any conclusions. Hence the situation
remains unclear, although with the forthcoming im-
provements in both experiment (Belle II) and theory
we should have much more information in the com-
−5.0 −2.5 0.0 2.5 5.0 7.5
b1/b0
−200
−150
−100
−50
0
50
100
150
b 2
/b
0
Lattice
Babar
Belle
Lat + Belle
Preliminary
FIG. 11: One sigma contour plots of the ratio of the co-
efficient of the z−expansion of the f form factor in the
BGL parametrization for Belle, Babar, the lattice and the
joint fit lattice + Belle (untagged). The notation here is
bj = a
f
j .
−6 −4 −2 0 2 4
c1/c0
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−100
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0
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150
c 2
/c
0
Lattice
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FIG. 12: One sigma contour plots of the ratio of the co-
efficient of the z−expansion of the F1 form factor in the
BGL parametrization for Belle, Babar, the lattice and the
joint fit lattice + Belle (untagged). The notation here is
cj = a
F1
j .
ing years to make a better assessment of the puzzle.
On the lattice side, very soon we will have results
for two different calculations of the form factors at
non-zero recoil. These calculations have very different
PSN fpcp WedB0925
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systematic errors, and an eventual agreement would
give reliability to the final result. On the other hand,
the Fermilab/MILC collaboration has a very well es-
tablished roadmap to improve the precision of its own
calculation in three steps. Even if the current status of
Vcb is a bit uncertain, we have reason to be optimistic
about the future.
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