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Abstract
In this work, we explore an innovative strategy for image denoising by using
convolutional neural networks (CNN) to learn pixel-distribution from noisy data.
By increasing CNN’s width with large reception fields and more channels in each
layer, CNNs can reveal the ability of learning pixel-distribution, which is a prior
excising in many different types of noise. The key to our approach is a discovery
that wider CNNs tends to learn the pixel-distribution features, which provides
the probability of that inference-mapping primarily relies on the priors instead
of deeper CNNs with more stacked non-linear layers. We evaluate our work:
Wide inference Networks (WIN) on additive white Gaussian noise (AWGN) and
demonstrate that by learning the pixel-distribution in images, WIN-based network
consistently achieves significantly better performance than current state-of-the-art
deep CNN-based methods in both quantitative and visual evaluations. Code and
models are available at https://github.com/cswin/WIN.
1 Prior: pixel-distribution features
In low-level vision problems, pixel-level features are the most important features. We compare the
histograms of different images in various noise levels to investigate the pixel-level features having a
certain of consistency. As we can see from Fig. 1 and Fig. 2, the pixel-distribution in noisy images is
more similar in higher noise level σ = 50 than lower noise level σ = 10.
WIN inferences noise-free images based on the learned pixel-distribution features. When the noise
level is the higher, the pixel-distribution features are more similar. Thus, WIN can learn more
pixel-distribution features from noisy images having higher level noise. This is the reason that WIN
performs even better in higher-level noise, which can be seen and verified in section 3.
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(a) Ground-truth-I  (b) Noisy-I Noise=10 (c) Ground-truth-II (d) Noisy-II Noise=10
Figure 1: Compare the pixel distributions of histograms of two different images added additive white Gaussian
noise (AWGN) with same noise level σ = 10.
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(a) Ground-truth-I  (b) Noisy-I Noise=50 (c) Ground-truth-II (d) Noisy-II Noise=50 
Figure 2: Compare the pixel distributions of histograms of two different images added additive white Gaussian
noise (AWGN) with same noise level σ = 50.
2 Wider Convolution Inference Strategy
In Fig. 3, we illustrate the architectures of WIN5, WIN5-R, and WIN5-RB.
2.1 Architectures
Three proposed models have the identical basic structure: L = 5 layers and K = 128 filters of size
F = 7×7 in most convolution layers, except for the last one withK = 1 filter of size F = 7×7. The
differences among them are whether batch normalization (BN) and an input-to-output skip connection
are involved. WIN5-RB has two types of layers with two different colors. (a) Conv+BN+ReLU [19]:
for layers 1 to L− 1, BN is added between Conv and ReLU [19]. (b) Conv+BN: for the last layer,
K = 1 filters of size F = 7× 7 is used to reconstruct the R(y) ≈ −n. In addition, a shortcut skip
connecting the input (data layer) with the output (last layer) is added to merge the input data with
R(y) as the final recovered image.
2.2 Having Knowledge Base with Batch-Normal
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Figure 3: Architectures (a) WIN5 (b)
WIN5-R (c) WIN5-RB.
In this work, we employ Batch Normalization (BN) for
extracting pixel-distribution statistic features and reserv-
ing training data means and variances in networks for
denoising inference instead of using the regularizing effect
of improving the generalization of a learned model.
The regularizer-BN can keep the data distribution the same
as input: Gaussian distribution. This distribution consis-
tency between input and regularizer ensures more pixel-
distribution statistic features can be extracted accurately.
The integration of BN [9] into more filters will further pre-
serve the prior information of the training set. Actually, a
number of state-of-the-art studies [5, 11, 24] have adopted
image priors (e.g. distribution statistic information) to
achieve impressive performance.
Can Batch Normalization work without a Skip Con-
nection? In WINs, BN [9] cannot work without the input-
to-output skip connection and is always over-fitting. In WIN5-RB’s training, BN keeps the distribution
of input data consistent and the skip connection can not only introduce residual learning but also
guide the network to extract the certain features in common: pixel-distribution. Without the input
data as a comparison, BN could bring negative effects by keeping the each input distribution same,
especially, when a task is to output pixel-level feature map. In DnCNN, two BN layers are removed
from the first and last layers, by which a certain degree of the BN’s negative effects can be reduced.
Meantime DnCNN also highlights network’s generalization ability largely relies on the depth of
networks.
In Fig.4, learned priors (means and variances) are preserved in WINs as knowledge base for denoising
inference. When WIN has more channels to preserve more data means and variances, various
combinations of these feature maps can corporate with residual learning to infer the noise-free images
more accurately.
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Figure 4: The process of denoising inference by sparse distribution statistics features. Learned priors
(means and variances) are preserved in WINs as knowledge base for denoising inference. When WIN
has more channels to preserve more data means and variances, various combinations of these feature
maps can corporate with residual learning to infer the noise-free images more accurately.
3 Experimental Results
Table 1: The average results of PSNR (dB) / SSIM / Run Time (seconds) of different methods on the BSD200-
test [18] (200 images). Note: WIN5-RB-B (blind denoising) is trained on larger number of patches as data
augmentation is adapted.This is the reason why WIN5-RB-B (trained on σ = [0 − 70]) can outperform
WIN5-RB-S (trained on single σ = 10, 30, 50, 70 separately) in some cases.
PSNR (dB) / SSIM
σ BM3D [3] RED-Net [16] DnCNN [26] WIN5 WIN5-R WIN5-RB-S WIN5-RB-B
10 34.02/0.9182 32.96/0.8963 34.60/0.9283 34.10/0.9205 34.43/0.9243 35.83/0.9494 35.43/0.9461
30 28.57/0.7823 29.05/0.8049 29.13/0.8060 28.93/0.7987 30.94/0.8644 33.62/0.9193 33.27/0.9263
50 26.44/0.7028 26.88/0.7230 26.99/0.7289 28.57/0.7979 29.38/0.8251 31.79/0.8831 32.18/0.9136
70 25.23/0.6522 26.66/0.7108 25.65/0.6709 27.98/0.7875 28.16/0.7784 30.34/0.8362 31.07/0.8962
Run Time(s)
30 1.67 69.25 13.61 15.36 15.78 20.39 15.82
50 2.87 70.34 13.76 16.70 22.72 21.79 13.79
70 2.93 69.99 12.88 16.10 19.28 20.86 13.17
3.1 Quantitative Result
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Figure 5: Behavior at different
noise levels of average PSNR on
BSD200-test. WIN5-RB-B (blind
denoising) is trained for σ = [0−
70] and outperforms BM3D [3]
and DnCNN [26] on all noise lev-
els and is significantly more sta-
ble even on higher noise levels.
The quantitative result on test set BSD200 is shown on Table 1
including noise levels σ = 10, 30, 50, 70. Moreover, we compare
WIN5-RB-B, DnCNN and BM3D behaviors at different noise lev-
els of average PSNR on BSD200-test. As we can see from Fig.5,
WIN5-RB-B (blind denoising) trained for σ = [0− 70] outperforms
BM3D [3] and DnCNN [26] on all noise levels and is significantly
more stable even on higher noise levels.
In addition, in Fig.5, as the noise level is increasing, the performance
gain of WIN5-RB-B is getting larger, while the performance gain
of DnCNN comparing to BM3D is not changing much as the noise
level is changing. Compared with WINs, DnCNN is composed of
even more layers embedded with BN. This observation indicates that
the performance gain achieved by WIN5-RB does not mostly come
from BN’s regularization effect but the pixel-distribution features
learned and relevant priors such as means and variances reserved in
WINs. Both Larger kernels and more channels can promote CNNs
more likely to learn pixel-distribution features.
3.2 Visual results
For Visual results, We have various images from two different datasets, BSD200-test and Set12, with
noise levels σ = 10, 30, 50, 70 applied separately.
One image from BSD200-test with noise level=10
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(b) Noise=10 / 28.13dB  /  0.7012 (c) BM3D / 33.42dB  /  0.9031
(g) WIN5-R / 34.14dB /  0.9142 (h) WIN5-RB / 36.01dB /  0.9589 (i) WIN5-RB-B / 35.23dB /  0.9542
(a) Ground-truth
(d) RED-Net / 32.49dB /  0.8951 (e) DnCNN / 34.31dB  /  0.9186 (f) WIN5 / 33.82dB /  0.9110
Figure 6: Visual results of one image from BSD200-test with noise level σ = 10 along with PSNR(dB)
/ SSIM. As we can see, our proposed methods can yield more natural and accurate details in the
texture as well as visually pleasant results.
One image from BSD200-test with noise level=30
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(b) Noise=30 / 18.78dB / 0.2496(a) Ground-truth (c) BM3D / 30.11dB / 0.8481 (d) RED-Net / 30.43dB / 0.8597
(f) WIN5 / 30.34dB / 0.8556 (g) WIN5-R / 31.66dB / 0.8780 (h) WIN5-RB / 33.65dB / 0.9010(e) DnCNN / 30.70dB / 0.8661
Figure 7: Visual results of one image from BSD200-test with noise level σ = 30 along with PSNR(dB)
/ SSIM. As we can see, our proposed methods can yield more natural and accurate details in the
texture as well as visually pleasant results.
One image from BSD200-test with noise level=50
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(b) Noise=50 / 14.78dB / 0.2652(a) Ground-truth (c) BM3D / 23.10dB / 0.5163 (d) RED-Net / 23.48dB / 0.5610
(f) WIN5 / 23.88dB / 0.5858 (g) WIN5-R / 24.70dB / 0.6640 (h) WIN5-RB / 26.95dB / 0.8254(e) DnCNN / 23.70dB / 0.5872
Figure 8: Visual results of one image from BSD200-test with noise level σ = 50 along with PSNR(dB)
/ SSIM. As we can see, our proposed methods can yield more natural and accurate details in the
texture as well as visually pleasant results.
One image from BSD200-test with noise level=70
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(b) Noise=70 / 12.35dB / 0.1509 (c) BM3D / 27.91dB / 0.8172
(g) WIN5-R/ 32.17dB / 0.8912 (h) WIN5-RB / 33.82dB / 0.8459 (i) WIN5-RB-B / 34.55dB / 0.9067
(a) Ground-truth
(d) RED-Net / 29.93dB / 0.8534 (e) DnCNN / 28.38dB / 0.8287 (f) WIN5 / 31.09 dB / 0.8865 
Figure 9: Visual results of one image from BSD200-test with noise level σ = 70 along with PSNR(dB)
/ SSIM. As we can see, our proposed methods can yield more natural and accurate details in the
texture as well as visually pleasant results.
One image from Set12 with noise level=10
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(b) Noise=10 / 28.13dB / 0.7022 (c) BM3D / 34.18dB / 0.9199
(g) WIN5-R / 34.53dB / 0.9235 (h) WIN5-RB / 37.00dB / 0.9553 (i) WIN5-RB-B / 36.32 /  0.9535
(a) Ground-truth
(d) RED-Net / 32.95dB / 0.8932 (e) DnCNN / 34.67dB / 0.9262 (f) WIN5 / 34.12dB / 0.9188
Figure 10: Visual results of one image from Set12 with noise level σ = 10 along with PSNR(dB) /
SSIM. As we can see, our proposed methods can yield more natural and accurate details in the texture
as well as visually pleasant results.
One image from Set12 with noise level=30
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(b) Noise=30 / 18.71dB / 0.3263 (c) BM3D / 28.74dB / 0.8095
(g) WIN5-R/ 31.50dB / 0.8919 (h) WIN5-RB / 35.65dB / 0.9518 (i) WIN5-RB-B / 34.78dB / 0.9512
(a) Ground-truth
(d) RED-Net / 28.99dB / 0.8180 (e) DnCNN / 29.13dB / 0.8219 (f) WIN5 / 28.92dB / 0.8143
Figure 11: Visual results of one image from Set12 with noise level σ = 30 along with PSNR(dB) /
SSIM. As we can see, our proposed methods can yield more natural and accurate details in the texture
as well as visually pleasant results.
One image from Set12 with noise level=50
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(b) Noise=50 / 14.59dB / 0.1797 (c) BM3D / 26.23dB / 0.7164
(g) WIN5-R / 30.00dB / 0.8573 (h) WIN5-RB / 33.06dB / 0.9089 (i) WIN5-RB-B / 32.96dB / 0.9285
(a) Ground-truth
(d) RED-Net / 26.77dB / 0.7379 (e) DnCNN / 26.83 / 0.7393 (f) WIN5 / 27.99dB / 0.7796
Figure 12: Visual results of one image from Set12 with noise level σ = 50 along with PSNR(dB) /
SSIM. As we can see, our proposed methods can yield more natural and accurate details in the texture
as well as visually pleasant results.
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