Abstract. In this paper we study Schur-Weyl duality between the symplectic group and Brauer's centralizer algebra over an arbitrary infinite field K. We show that the natural homomorphism from the Brauer's centralizer algebra Bn(−2m) to the endomorphism algebra of tensor space (K 2m ) ⊗n as a module over the symplectic similitude group GSp 2m (K) (or equivalently, as a module over the symplectic group Sp 2m (K)) is always surjective. Another surjectivitity, that of the natural homomorphism from the group algebra for GSp 2m (K) to the endomorphism algebra of (K 2m ) ⊗n as a module over Bn(−2m), is derived as an easy consequence of S. Oehms' results.
Introduction
Let K be an infinite field. Let m, n ∈ N. Let V be a m-dimensional K-vector space. The natural left action of the general linear group GL(V ) on V ⊗n commutes with the right permutation action of the symmetric group S n . Let ϕ, ψ be the natural K-algebra homomorphisms
respectively. The well-known Schur-Weyl duality (see [W] , [CC] , [CL] ) says that (a) ϕ KS n = End KGL(V ) V ⊗n , and if m ≥ n then ϕ is injective, and hence an isomorphism onto End KGL(V ) V ⊗n , (b) ψ KGL(V ) = End KSn V ⊗n , (c) if char K = 0, then there is an irreducible (KGL(V ), (KS n ) op )-bimodules decomposition
By restriction from GL(V ) (resp. from GL(U )), we get natural left actions of GSp(V ) and Sp(V ) (resp. of GO(U ) and O(U )) on V ⊗n (resp. on U ⊗n ). Again we denote by ψ the natural K-algebra homomorphism
Note that if K is large enough such that √ d ∈ K for any d ∈ K, then (1.1) ψ KSp(V ) = ψ KGSp(V ) , ψ KO(U ) = ψ KGO(U ) .
In the setting of Schur-Weyl duality for the symplectic or orthogonal group, the symmetric group S n should be replaced by Brauer's centralizer algebras (introduced in [B] ). Recall that Brauer's centralizer algebra B n (x) over a noetherian integral domain R (with parameter x ∈ R) is a unital R-algebra with generators s 1 , · · · , s n−1 , e 1 , · · · , e n−1 and relations (see [E] ): s 2 i = 1, e 2 i = xe i , e i s i = e i = s i e i , ∀ 1 ≤ i ≤ n − 1, s i s j = s j s i , s i e j = e j s i , e i e j = e j e i , ∀ 1 ≤ i < j − 1 ≤ n − 2, s i s i+1 s i = s i+1 s i s i+1 , e i e i+1 e i = e i , e i+1 e i e i+1 = e i+1 , ∀ 1 ≤ i ≤ n − 2, s i e i+1 e i = s i+1 e i , e i+1 e i s i+1 = e i+1 s i , ∀ 1 ≤ i ≤ n − 2.
Note that B n (x) was originally defined as the linear space with basis the set of all Brauer diagrams, graphs on 2n vertices and n edges with the property that every vertex is incident to precisely one edge. Multiplication is given by the linear extension of a product defined on diagrams. For more details, see [B] , [GW] .
There are right actions of Brauer's centralizer algebra (with certain parameters) on tensor space. The definition of the actions depend on the choice of an orthogonal basis with respect to the defining bilinear form. Let δ ij denote the value of the usual Kronecker delta. For any 1 ≤ i ≤ 2m, set i ′ := 2m + 1 − i. In the symplectic case, we fix an ordered basis v 1 , v 2 , · · · , v 2m of V such that
In the orthogonal case, we fix an ordered basis v 1 , · · · , v m of U such that
For any i, j ∈ 1, 2, · · · , 2m , let
if j = i ′ and i < j, −1 if j = i ′ and i > j, 0 otherwise,
The right action of B n (−2m) on V ⊗n is defined on generators by
The right action of B n (m) on U ⊗n is defined on generators by
Let ϕ be the natural K-algebra homomorphism
The following results are well-known.
Theorem 1.2. ( [B] , [B1] , [B2] ) 1) The natural left action of GSp(V ) on V ⊗n commutes with the right action of B n (−2m). Moreover, if K = C, then
2) if K = C and m ≥ n then ϕ is injective, and hence an isomorphism onto End CGSp(V ) V ⊗n , 3) if K = C, then there is an irreducible (CGSp(V ), (B n (−2m)) op )-bimodules decomposition
where ∆(λ) (resp. D(λ ′ )) denotes the irreducible CGSp(V )-module (resp. the irreducible B n (−2m)-module) corresponding to λ (resp. corresponding to λ ′ ), and
denotes the conjugate partition of λ. Theorem 1.3. ( [B] , [B1] , [B2] ) 1) The natural left action of GO(U ) on U ⊗n commutes with the right action of B n (m).
2) if K = C and m ≥ n then ϕ is injective, and hence an isomorphism onto
where ∆(λ) (resp. D(λ)) denotes the irreducible CGO(U )-module (resp. the irreducible B n (m)-module) corresponding to λ.
The starting point of this work is to remove these restrictions on K in part 1) and part 2) of the above two theorems. In this paper, we will do this only for the symplectic case. The orthogonal case is quite similar and will be considered elsewhere.
We shall see that the following holds for any infinite field K. 4
This is an easy consequence of [Oe, (6.1), (6.2), (6. 3)] and [Dt, (3.2(b) )]. The proof is given in Section 2.
The main result of this paper is Theorem 1.5. Let K be an arbitrary infinite field. Then
and if m ≥ n, then ϕ is also injective, and hence an isomorphism onto
Remark 1.6. 1) Note that when m < n, ϕ is in general not injective. For example, let m = 2, n = 3, U = K 2 , G = Sp 4 (K), then it is easy to check that the element α := (1 + s 1 )(1 + s 2 + s 2 s 1 ) + (1 + s 2 + s 1 s 2 )e 1 (1 + s 2 + s 2 s 1 ) lies in the kernel of ϕ :
2) It would be interesting to know if the quantized versions of Proposition 1.4 and Theorem 1.5 hold (see [BW] , [CP] and [M] ).
The algebra
In this section, we shall show how Proposition 1.4 follows from results of [Oe, (6.1) , (6.2), (6.3)] and [Dt, (3.2(b) 
We shall first introduce (following [Oe] ) a Z-graded R-algebra A s R (m) for any noetherian integral domain R. Over an algebraically closed field, this algebra is isomorphic to the coordinate algebra of the symplectic monoid, and the dual of its nth homogenous summand is isomorphic to the symplectic Schur algebra introduced by S. Donkin ([Do2] ).
Let R be a noetherian integral domain. Let x i,j , 1 ≤ i, j ≤ 2m be 4m 2 noncommuting indeterminates over R. Let F R (2m) be the free R-algebra in these x i,j , 1 ≤ i, j ≤ 2m. Let I R be the ideal of F R (2m) generated by elements of the form (2.1)
The R-algebra F R (2m)/I R shall be denoted by A s R (m). Write c i,j for the canonical image
is the subspace spanned by the monomials of the form x i,j for (i, j) ∈ I 2 (2m, n), where
is the subspace spanned by the monomials of the form c i,j for (i, j) ∈ I 2 (2m, n), where
Note that the symmetric group S n acts on the right on the set I(2m, n) by the rule
It is clear that
, where I R (n) is the R-submodule of F R (2m, n) generated by elements of the form (2.3)
, where A R (2m, n) is the subspace spanned by monomials of degree n. Note that A R (2m, n) is a sub-coalgebra of A R (2m). Its linear dual S R (2m, n) := Hom R (A R (2m, n), R) is the so-called Schur algebra over R (see [Gr] 
where T u,v := T u1,v1 · · · T un,vn . Here (i, j) ∼ (u, v) if there exists some σ ∈ S n with iσ = u, jσ = v, so I 2 (2m, n)/∼ is the set of orbits for the action of S n on I 2 (2m, n). The set ξ i,j (i, j) ∈ I 2 (2m, n)/∼ forms a R-basis of S R (2m, n). The natural action of S R (2m, n) on V ⊗n is given as follows
From now on until the end of this section, let R = K be an arbitrary infinite field. Recall the ordered basis v 1 , v 2 , · · · , v 2m of V . Let ( , ) be the unique (nondegenerate) skew-symmetric bilinear form on V such that
This form is given (relative to the above ordered basis) by the block matrix
where J m is the unique anti-diagonal m × m permutation matrix. With respect to the above ordered basis of V , the group GSp(V ) may be identified with the group GSp 2m (K) given by
Let M 2m (K) denote the affine algebraic monoid of n × n matrices over K. With respect to the above basis of V , the symplectic monoid SpM (V ), which by definition 7
consists of the linear endomorphisms of V preserving the bilinear form up to any scalar (see [Dt] ), may be identified with 
is a free module of finite rank.
Corollary 2.7. ( [Oe] ) For any field K, the map which sends f ⊗ a to af naturally extends to a K-algebra isomorphism
Now we can prove Proposition 1.4. By Theorem 2.6 and the canonical isomorphism S sy K (m, n) ∼ = S s K (m, n) from Theorem 2.5, we know that the algebra 8
is mapped isomorphically onto the algebra End Bn(−2m) V ⊗n . Applying [Dt, (3.2(b) )], we know that for any infinite field K,
and the natural evaluation map
is also surjective. The proof is complete.
The action of
In this section, we shall give the proof of Theorem 1.5 in the case where m ≥ n. Let R be a noetherian integral domain with q ∈ R a fixed invertible element. It is well-known that the Hecke algebra H R,q (S n ) associated with the symmetric group S n , and hence the group algebra of the symmetric group S n itself, are cellular algebras. An important cellular basis of H R,q (S n ) is the Murphy basis, introduced in [Mu] . Another cellular basis is the Kazhdan-Lusztig basis [KL] . The latter one was extended by Graham-Lehrer to a cellular basis of Brauer's centralizer algebra. Xi extended this in [Xi] to the Birman-Murakami-Wenzl algebra, a quantization of Brauer's centralizer algebra; this algebra is also cellular. Enyang showed in his thesis [E] that any cellular basis of the Hecke algebra H R,q (S k ) (k ∈ N) can be extended to a cellular basis of the Birman-Murakami-Wenzl algebra. We will use the Murphy basis of H R,q (S k ) (k ∈ N), extended to a cellular basis of B n (−2m). We now describe this basis.
For
be the corresponding Young subgroup of S k , and set x λ = w∈S λ w ∈ RS k . The Young diagram associated with λ consists of an array of nodes in the plane with λ i many nodes in row i. A λ-tableau t is such a diagram in which the nodes are replaced by the numbers 1, · · · , k, in some order. The initial λ-tableau t λ is the one obtained by filling in the numbers 1, · · · , k in order along successive rows. For example, 1 2 3 4 5 is the initial (3, 2)-tableau. The symmetric group S k acts on the set of λ-tableaux, and for any λ-tableau t we define d(t) to be the unique element of S k with t λ d(t) = t. A λ-tableau t is called row standard if the numbers increase along rows. If λ 1 ≥ · · · ≥ λ s , i.e., λ is a partition of k, then t is called column standard if the numbers increase down columns, and standard if it is both row and column standard. The set D λ = d(t) t is row standard λ-tableau is a set of right coset representatives of S λ in S k ; its elements are known as distinguished coset representatives. For any standard λ-tableaux s, t, we define m st = d(s)
−1 x λ d(t). Murphy [Mu] showed 9 Theorem 3.1. ( [Mu] ) m st λ ⊢ k, s, t are standard λ-tableaux is a cellular basis of RS k for any noetherian integral domain R.
To describe Enyang's cellular basis of the Brauer's centralizer algebra B n (x), we need some more notation. First we fix certain bipartitions of n,
) and (n − 2f ) are considered as partitions of 2f and n − 2f respectively, and 0 ≤ f ≤ [n/2]. (Here [n/2] is the largest non-negative integer not bigger than n/2.) In general, a bipartition of n is a pair (λ (1) , λ (2) ) of partitions of numbers n 1 and n 2 with n 1 + n 2 = n. The notions of Young diagram, bitableaux, etc., carry over easily. Let t ν be the standard ν-bitableau in which the numbers 1, 2, · · · , n appear in order along successive rows of the first component, and then along successive rows of the second component. We define
is row standard and the first column of t (1) is an increasing sequence when read from top to bottom .
For each partition λ of n − 2f , we denote by Std(λ) the set of all the standard λ-tableaux with entries in {2f + 1, · · · , n}. The initial tableau t λ in this case has the numbers 2f + 1, · · · , n in order along successive rows. Again, for each t ∈ Std(λ), let d(t) be the unique element in S (2f +1,··· ,n) ⊆ S n with t λ d(t) = t.
For each integer f with 0 ≤ f ≤ [n/2], we denote the two-sided ideal of B n (−2m) generated by e 1 e 3 · · · e 2f −1 by B (f ) . Note that B (f ) is spanned by all Brauer diagrams with at least 2f horizontal edges (f edges in each, the top and the bottom row in the diagram).
Let f be an integer with 0
1 e 1 e 3 · · · e 2f −1 σd 2 is the Brauer diagram where the top horizontal edges connect (2i − 1)d 1 and (2i)d 1 , the bottom horizontal edges connect (2i − 1)d 2 and (2i)d 2 , for i = 1, 2, · · · , f , and the vertical edge are determined by d −1 1 σd 2 . By [Xi, (3.5) ], every Brauer diagram d can be written in this way.
Theorem 3.2. ([E])
Let R be a noetherian integral domain with x ∈ R. Let B n (x) R be the Brauer's centralizer algebra with parameter x over R. Then the set
is a cellular basis of Brauer's centralizer algebra B n (x) R .
As a consequence, by combining Theorems 3.1 and 3.2, we have Corollary 3.3. With the above notations, the set
is a basis of Brauer's centralizer algebra B n (x) R .
We now specialize R to be a field K, assume m ≥ n, V = K m and consider the special Brauer's centralizer algebra B n (−2m) = B n (−2m · 1 K ) K . As pointed outin Section 1 this algebra acts on tensor space V ⊗n , centralizing the action of the symplectic similitude group GSp(V ) and hence that of the symplectic group Sp(V ) as well.
The proof of the next result will be given at the end of the section, after a series of preparatory lemmas.
Theorem 3.4. Let K be field. If m ≥ n, then the natural homomorphism ϕ :
Suppose that m ≥ n. Our first goal here is to show that the action of B n (−2m) on V ⊗n is faithful, that is, the annihilator ann Bn(−2m) (V ⊗n ) is (0). Note that
Thus it is enough to calculate ann Bn(−2m) (v) for some set of chosen vectors v ∈ V ⊗n such that the intersection of annihilators is (0). Recall that
Recall that (v 1 , · · · , v 2m ) denotes an ordered basis of V , and I(2m, n) denotes the set of multi-indices i := (i 1 , · · · , i n ) with i j ∈ 1, · · · , 2m for j = 1, · · · , n. We
The symmetric group S n acts on I(2m, n) by iπ = (i 1π , · · · , i nπ ) for i := (i 1 , · · · , i n ) ∈ I(2m, n) and π ∈ S n . Thus, in particular, by definition,
Two ordered pairs (s, t) and (u, v) are called disjoint if s, t ∩ u, v = ∅. We define the symplectic length ℓ s (v i ) to be the number of disjoint symplectic pairs (s, t) in i. For σ, π ∈ S n and 1 ≤ j ≤ n − 1, it is easy to see that v i σe j π is zero or a linear combination of tensors v j with ℓ s (
Note that π → (−1) ℓ(π) π for π ∈ S n defines an automorphism τ of the group algebra KS n , and that our action of S n on tensor space is precisely the conjugate action under this automorphism of the standard one. In particular, this shows that KS n acts faithfully on V ⊗n for m ≥ n. Moreover, for π ∈ S n and i ∈ I(2m, n), ann(v i π) = ann(v iπ ) = π −1 ann(v i )π. Now suppose again that m ≥ n. We shall prove by induction on f that B (f ) ⊇ ann Bn(−2m) V ⊗n for all f . Since B (f ) = 0 for f > [n/2], this shows the main result of this section, that is, B n (−2m) acts faithfully on V ⊗n if m ≥ n. The start of the induction is the following.
is contained in the annihilator of vπ, hence is contained in the intersection as well and hence B
(1) annihilates the subspace S spanned by the vπ, where π runs through S n .
The subspace S is a B n (−2m)-submodule of tensor space, since B (1) acts as zero. In fact, since as module for the symmetric group part, which is isomorphic with B n (−2m) modulo the ideal B
(1) , this is faithful, it follows that the annihilator of this submodule must be in B
(1) . For i := (i 1 , · · · , i n ) ∈ I(2m, n), define the weight λ(v i ) = λ to be the composition λ = (λ 1 , · · · , λ 2m ) of n into 2m parts, where λ j is the number of times v j occurs as tensor factor in v i , j = 1, · · · , 2m. Note that the tensors of weight λ for a given composition λ of n span a KS n -submodule M λ of V ⊗n , thus
as KS n -module, where Λ(2m, n) denotes the set of compositions of n into 2m parts. It is well-known that M λ is isomorphic to the sign permutation representation of S n on the cosets of the Young subgroup S λ of S n .
As a consequence, each element v ∈ V ⊗n can be written as a sum
. Since e 1 e 3 · · · e 2f −1 acts only on the first 2f parts of any simple tensor v i , i ∈ I(2m, n), we may consider these operators as acting on V ⊗2f . Let ν = ν f := ((2 f ), (n − 2f )). Consider the subgroup Π of S (1,··· ,2f ) ≤ S n permuting the rows of t ν (1) but keeping the entries in the rows fixed. Obviously, Π normalizes the stabilizer S (2 f ) of t ν (1) in S (1,··· ,2f ) , in fact it is well-known that the semi-direct product Ψ := S (2 f ) ⋉ Π is the normalizer of S (2 f ) in S (1,··· ,2f ) . Let λ (1) ∈ Λ(2m, 2f ) be the weight of v c with c = (f +1, (f +1) ′ , · · · , 2f, (2f ) ′ ) ∈ I(2m, 2f ). Note, if j = (j 1 , · · · , j n−2f ) ∈ I(2m, n − 2f ) satisfies 2f + 1 ≤ j s ≤ m for s = 1, · · · , n − 2f , and if λ (2) ∈ Λ(2m, n − 2f ) denotes the weight of v j ∈ V ⊗n−2f , then we obtain the weight λ ∈ Λ(2m, n) of v c ⊗ v j by adding λ (1) to λ
componentwise. Note that s λ
s = 0 = ∅. We write for this weight λ = λ (1) ⊗ λ (2) . We define E f ∈ B n (−2m) to be e 1 e 3 · · · e 2f −1 .
Lemma 3.6. The weight component of v c e 1 e 3 · · · e 2f −1 to weight λ (1) is
Proof. By definition,
To obtain the components in the weight space M λ (1) , we have to consider all occurring simple tensors which are obtained from v c = w 1 ⊗ · · · ⊗ w f with w i =v f +i ⊗ v (f +i) ′ by first permuting the tensors w i , which is done by a permutation π ∈ Π, and then replacing (for some i ∈ {1, · · · , f }) w i by w i ′ = v (f +i) ′ ⊗ v f +i , which amounts to applying a permutation σ ∈ S (2 f ) . On the other hand, each such tensor occurs exactly once , and the sign (−1) ℓ(ψ) is calculated taking in account that if we factor out (−1) f , the w i carry a positive the w i ′ a negative sign, the elements of Π have all even length and the action of S n on V ⊗n considered here carries a sign as well. This proves the lemma.
) and the definition of the set D ν f in the beginning of this section. We set
Thus D f consists of all d ∈ D ν f which leave the set 2f + 1, · · · , n invariant.
Lemma 3.7. We have the equality
where " ⊔" means a disjoint union.
Proof. Let t = t ν (1) w, where w ∈ S 2f , be a ν
(1) -tableau. Then w −1 S (2 f ) w is its row stabilizer and w −1 Πw is the subgroup of S 2f permuting the rows of t. We therefore find a ρ ∈ S (2 f ) such that tw −1 ρw is row standard, and then a π ∈ Π such that
(1) ρπw is row standard and has increasing first column. Thus
we have shown ψw = d with ψ = ρπ ∈ Ψ, and hence w ∈ Ψd. To show that the union is disjoint, let d 1 , d 2 ∈ D f and suppose d 1 = ψd 2 for some ψ ∈ Ψ. Consider t i = t ν (1) d i , i = 1, 2. We see from d 1 = ψd 2 that t 1 and t 2 have the same numbers in their rows, in fact up to a permutation the same rows, since they are row standard. But the first column has to be increasing, by definition of D ν f , hence the orders of the rows in t 1 and t 2 have to be the same as well. This proves d 1 = d 2 and the union is disjoint.
We now turn to the full set D ν f . Fix d ∈ D ν f and let t = (t (1) , t (2) ) be the corresponding ν f -bitableau. Since t (2) consists of a single row with increasing entries, it is completely determined by those. On the other hand taking an arbitrary set partition {1, · · · , n} = {i 1 , · · · , i 2f } ⊔ {i 2f +1 , · · · , i 2n }, and inserting the entries of the first set in increasing order along successive rows in t ν (1) , and the numbers in the second set in increasing order into t ν (2) , we obtain a ν f -bitableau t = (t (1) , t (2) ) such that obviously d(t) ∈ D ν f . Thus we may index those elements of D ν f by the set P f of subsets of {1, · · · , n} of size 2f . Writing
is element of P f , and one sees by direct inspection that t may be obtained from
We define I f to be the set of multi-indices (i 2f +1 , · · · , i n ) of length n − 2f with 2f + 1 ≤ i ρ ≤ m for ρ = 2f + 1, · · · , n, (where we choose the position index ρ to run from 2f + 1 to n in order to keep notation straight, when we act by element of S n ). Note that for 2f + 1 ≤ i ≤ m, we have i ′ > m, hence ℓ s (v k ) = 0 for all k ∈ I f . For an arbitrary element v ∈ V ⊗n , we say the simple tensor
Then d and hence d −1 as well is not contained in the subgroup S (1,··· ,2f ) of S n . In particular, there is some j, 2f + 1 ≤ j ≤ n, such that 1 ≤ jd −1 ≤ 2f , and the basis vector v kj with 2f + 1 ≤ k j ≤ m appears at position jd
does not occur as a factor in vd −1 at all and hence 0 = vd −1 e j−1 if j is even, 0 = vd −1 e j if j is odd. As the e i 's in E f = e 1 e 3 · · · e 2f −1 commute we have vd
as well is not contained in the subgroup Ψ of S {1,··· ,2f } defined above. Therefore there exists j ∈ {1, 3, · · · , 2f − 1} such that (j + 1)d −1 = jd −1 + 1. Now we see similarly as above that e j hence E f as well annihilates vd −1 .
We are now ready to prove the key lemma from which our main result in this section will follow easily.
Lemma 3.10. Let S be the subset
of the basis (3.3) of B n (−2m), and let U be the subspace spanned by S. Then
This, together with Lemma 3.9, shows that the right-hand side is contained in the left-hand side.
Now let x ∈ B (f ) ∩ ∩ k∈I f ann(v c ⊗ v k ) . Using 3.9 and the basis (3.3) of B n (−2m), we may assume that x = E f d∈Dν z d d, where ν = ν f = ((2 f ), (n− 2f )) and the coefficients z d , d ∈ D ν are taken from KS (2f +1,··· ,n) ⊆ KS n . We then have to show x = 0.
Fix k ∈ I f and write v = v c ⊗ v k . As in 3.6, choose the weight λ (1) ∈ Λ(m, 2f ) to be the weight of v c = w 1 ⊗ · · · ⊗ w f , where
14 The latter equalities holds, since the action of S n preserves weight spaces.
By Lemma 3.6 we have v c E f λ (1) = (−1) f ψ∈Ψ v c ψ = v, where again Ψ is the normalizer of the Young subgroup S (2 f ) in S 2f = S (1,··· ,2f ) . Thus we have to
We fix d ∈ D ν f . By Lemma 3.8 we find a 2f -elements subset J of {1, · · · , n}
Then, by the above, we have that 2f + 1 ≤ j l ≤ m, and either
Lemma 3.7 says in particular that vd is a linear combination of basis tensors
, with i ∈ cΨd, and that we obtain by varying d through D f precisely the partition of S (1,··· ,2f ) into Ψ-cosets. These are mutually disjoint. Since all the basis vectors v i , 1 ≤ i ≤ n appearing as factors in vd are pairwise distinct, S 2f = S (1,··· ,2f ) acts faithfully on the K-span of v c σ σ ∈ S 2f . Consequently the cosets of Ψd, d ∈ D f , partition the basis vectors in this set into mutually disjoint subsets and we conclude that the basic tensors involved in vd are disjoint for different choices of d ∈ D f . Therefore, the equality d∈D f vd ⊗ v k z ddJ = 0 implies that vd ⊗ v k z ddJ = 0 for each d ∈ D f . Now we vary k ∈ I f . The Kspan of v k k ∈ I f is isomorphic to the tensor space V ⊗n−2f for the symmetric group S (2f +1,··· ,n) ∼ = S n−2f , hence S (2f +1,··· ,n) acts faithfully on it. This implies z ddJ = 0 for all d ∈ D f and all J ∈ P f , hence z d = 0 for all d ∈ D ν f . Thus x = 0 and the lemma is proved.
Since the annihilator of
Proof of Theorem 3.4: We have seen in Lemma 3.5 that ann Bn(−2m) V ⊗n ⊆ B
(1) , and Corollary 3.11 implies that ann
In other words, ϕ is injective if m ≥ n. Suppose furthermore K is an infinite field. By (2.8) the natural homomorphism from the group algebra KGSp(V ) to the symplectic Schur algebra S sy K (m, n) is surjective. Note that S sy K (m, n) is a quasi-hereditary algebra and V ∼ = L(ε 1 ) ∼ = △(ε 1 ) ∼ = ▽(ε 1 ), it follows that V ⊗n is also a tilting module over S sy K (m, n). By general theory from tilting modules ( [DPS] ),
(by the fact that m ≥ n and [GW, (10.3. 3)])
where S λ is the cell module for B n (−2m) associated to λ. By comparing dimensions, we see that ϕ is in fact an isomorphism. This completes the proof of Theorem 3.4, and hence the proof of Theorem 1.5 in the case m ≥ n.
The case m < n
We shall now embark on the case where m < n. Our proof will use the result for m ≥ n, which was done in the previous section.
Recall that for m < n the algebra B n (−2m) does not in general act faithfully on V ⊗n . To prove Theorem 1.5, it suffices to show that the dimension of im(ϕ) is independent of the choice of the infinite field K. From now on until otherwise stated, we assume that K is algebraically closed. In particular, by (1.1) we can work with Sp(V ) instead of GSp(V ).
We fix m 0 ∈ N such that m 0 ≥ m and m 0 − m is even. Let V be a m 0 -dimensional symplectic K-vector space with ordered basisṽ 1 , · · · ,ṽ m0 ,ṽ m ′ 0 , · · · ,ṽ 1 ′ and the symplectic form given by (ṽ i ,ṽ j ) = ǫ ij , ∀ 1 ≤ i, j ≤ 1 ′ , where
We make the convention that 1 < 2 < · · · < m 0 < m
Identifying v i withṽ i and v i ′ withṽ i ′ for each 1 ≤ i ≤ m, we embed V into V as a Ksubspace. In the following we shall construct objects and maps with respect to Vand V , which will without further notice carry a symbol "∼" if they are constructed with respect to V and without this symbol for V . The notion of the signs ǫ ij for i, j ∈ {1, · · · , m 0 , m ′ 0 , · · · , 1 ′ } extends the ǫ ij defined in the beginning for V .
We have a natural embedding of Sp(V ) into Sp( V ), that is,
Tensor space V ⊗n is a direct summand of V ⊗n ; let π K : V ⊗n → V ⊗n be the corresponding projection. Thus π K sends all simple tensors which contain a tensor factorṽ i orṽ i ′ for m + 1 ≤ i ≤ m 0 to zero.
The symplectic form defines a KSp(V )-isomorphism ι from V onto V * := Hom K (V, K), taking v ∈ V to v * := (v, −) ∈ V * , thus V and hence V ⊗n are self-dual KSp(V )-modules. The analogous statement holds for V and KSp( V ).
We identify End K (V ) with V ⊗ V * in the standard way. If we represent a Kendomorphism of V as a matrix
This construction extends easily to tensor product by
and works similarly for V . Note that End K V ⊗n is naturally a KSp(V )-bimodule and the isomorphisms above are bimodule maps.
⊗n is the representation afforded by tensor space, then ρ(g) acts on End K V ⊗n by conjugation. In particular
where the latter denotes the invariants of V ⊗n ⊗ (V * ) ⊗n under the left diagonal action of KSp(V ). Using the fact that V ∼ = V * as KSp(V )-module, we obtain
and we can express our problem in terms of invariants. A similar construction works for V and Sp( V ). Since Sp(V ) ≤ Sp( V ) we may restrict V ⊗2n to Sp(V ), and it is easy to see that
. Now we consider the linear map θ : B n (−2m 0 ) → B n (−2m), which is defined on the common basis of these algebras, consisting of Brauer diagrams, as identity. This is a K-linear isomorphism, but does not respect multiplication, since θ(e 1 e 1 ) = −2m 0 e 1 = −2me 1 = θ(e 1 )θ(e 1 ). We have a commutative diagram (4.2)
, where π K maps an endomorphism of V ⊗n to its restriction to V ⊗n ⊆ V ⊗n followed by the projection π K . By Theorem 3.4, ϕ is an isomorphism, hence ϕ is surjective if and only if
To accomplish this we replace the groups Sp(V ) and Sp( V ) by their Lie algebras g = sp 2m and g = sp 2m0 . Let A := Z[v, v −1 ], where v is an indeterminate over Z, and let Q(v) be its quotient field. Let U A respectively U A be Lusztig's Aform (see [Lu3] ) in the quantized enveloping algebra of g respectively g. For any commutative integral domain R and any invertible q ∈ R we write U R := U A ⊗ A R, where we consider R as an A-module by the specialization v → q. Furthermore, taking q = 1 ∈ Z and taking quotient by the ideal generated by the K i − 1 for i = 1, · · · , m, one gets the Kostant's Z-form (see [Ko] , [Lu2, (8.15) ] and the proof of [Lu1, (6.7)(c), (6.7)(d)])
in the ordinary enveloping algebra of the complex Lie algebra sp 2m (C), and the hyperalgebra
of the simply connected simple algebraic group Sp 2m (K). Similarly we define U R , U Z and U K . It is well known that (see [Ja] ) there is an equivalence of categories between {rational Sp 2m (K)-modules} and {locally finite U K -modules} such that the trivial Sp 2m (K)-module corresponds to the trivial U K -module, where the trivial U Kmodule is the one dimensional module which affords the counit map of the Hopf algebra U K . The Sp 2m (K)-action on tensor space gives rise to a locally finite U K -action on tensor space. Therefore
This works in the same way for V . Hence π K is a U K -linear map which maps the
Our goal is to show that π K V ⊗2n UK = V ⊗2n UK . For this purpose, we have to investigate certain nice bases of V ⊗2n UK respectively V ⊗2n UK .
Let V A (resp. V A ) be the free A-module generated by
which is defined on generators as follows.
otherwise,
0, otherwise;
where 1 ≤ i < m 0 , 1 ≤ j ≤ 1 ′ , and we replaceṽ i ′ in the usual natural representation of U Q(v) with (−1) 
Our hypothesis that m 0 − m is even ensures that the new basis of V A is still a part of the new basis of V A . By [Lu3, (19.3.5 (v) ) in the sense of [Lu3] .
For any field k and any specialization
, is a tilting module over U k . By [DPS, (4.4 UA . Consequently, for any field k and any spe-
Similarly, V ⊗2n k
UA ⊗ A k. Note that when specializing q to 1, each K i acts as identity on tensor space V ⊗2n . It follows that
Similar results hold for V , U and U.
Lusztig introduced in [Lu3, (27.1.2) ] the notion of a based module and by [Lu3, (27. 3)], the U Q(v) -module M := ( V Q(v) ) ⊗2n is a based module, that is, there is a canonical basis B of M , in Lusztig's notation ([Lu3, (27.3. 2)]), each element in B is of the formṽ i1⋄ṽi2⋄ · · ·⋄ṽ i2n , andṽ i1⋄ · · ·⋄ṽ i2n is equal toṽ i1 ⊗ · · · ⊗ṽ i2n plus a linear combination of elementsṽ j1 ⊗ · · · ⊗ṽ j2n with (ṽ j1 , · · · ,ṽ j2n ) < (ṽ i1 , · · · ,ṽ i2n ) and with coefficients in v −1 Z[v −1 ], where " < " is a partial order defined in [Lu3, (27.3.1) ]. In particular, B is an A-basis of V 
