In a relay network, the signal processing at the relay significantly affects the capacity benefits of cooperation. In this work, we explore the optimal relay functionality for capacity maximization in a memoryless relay network, i.e. a network where, during each channel use, the signal transmitted by a relay depends only on the last received symbol at that relay. By relating some of the existing memoryless forwarding strategies to the fundamental signal processing operations of estimation and detection, we develop a new scheme that forwards the unconstrained minimum mean square error (MMSE) estimate obtained at the relay to the destination. For a single relay system, we derive the characterization of the optimal relay function and show that the relay function of EF (estimate and forward) satisfies the optimality condition. For the multiple relay case, we consider both parallel and serial relay networks and show that EF performs better than both AF (amplify and forward) and DF (demodulate and forward). For hybrid networks that contain both serial and parallel elements, and when robust performance is desired at all SNR, the advantage of EF over the best of AF and DF is found to be significant.
I. INTRODUCTION
The traditional wireless communication problem is to design effective coding and decoding techniques to enable reliable communication at data rates approaching the capacity of a channel. The channel is defined by a set of given assumptions regarding the physical signal propagation environment between the transmitter and the receiver. However, recent focus on cooperative communications presents a remarkable change of paradigm where in addition to the physical environment, the network is the channel [1] . In other words, with cooperative communications the effective channel between the original source and the final destination of a message depends not only on the given physical signal propagation conditions but also the signal processing at the cooperating nodes. The change of paradigm is quite significant. With cooperative communications, not only is there a need to optimally design the encoder and decoder at the source and destination, but also to design the channel itself by optimally choosing the functionality of the intermediate relay nodes. The choice of relay function is especially important as it directly affects the potential capacity benefits of cooperation which have been shown to be quite significant [2] - [4] .
A number of relay strategies have been studied in literature. These strategies include amplify-and-forward [5] [6] , where the relay sends a scaled version of its received signal to the destination, demodulate-and-forward [7] in which the relay demodulates individual symbols and retransmits, decode-andforward [8] in which the relay decodes the entire message, re-encodes it and re-transmits it to the destination, and compressand-forward [9] [3] where the relay sends a quantized version of its received signal.
From a practical standpoint, the benefits of cooperation are offset by the cost of cooperation in terms of the required processing complexity and transmit power at the relay nodes. The complexity of the signal processing at the relay could range from highly sophisticated decode-and-forward or compressand-forward techniques [10] that require joint processing of a long sequence of received symbols to memoryless schemes such as amplify-and-forward or demodulate-and-forward that process only one symbol at a time. Clearly, the most desirable schemes are those that approach the limits of cooperative capacity with minimal processing complexity at the relays. Memoryless relay functions are highly relevant for this objective. In addition to their simplicity, memoryless relays are quite powerful in their capacity benefits. For example, the memoryless scheme of amplify-and-forward is known to be the capacity-optimal relay scheme for many interesting cases [1] , [11] , [12] . In the context of optical communication, the BER-optimal memoryless scheme for antipodal signalling with a single relay is found by Faycal and Medard [13] . The BERoptimal relay function turns out to be a Lambert W function normalized by the signal and noise power.
In this paper we explore the optimal signal processing function for a memoryless relay node for maximum capacity. A novel memoryless estimate-and-forward scheme is proposed and numerically shown to be capacity optimal for a single relay system. The optimal scheme is compared to the popular memoryless schemes of amplify-and-forward and demodulateand-forward and the resulting insights are found to be applicable to networks with multiple relays.
II. PROBLEM STATEMENT
We start with the elemental relay channel model as shown in the figure below, in which a single relay R assists the communication between the source S and the destination D. Both S-R and R-D links are assumed to be non-fading. S R D
There is no direct link between the source and the destination, which may be due to the half duplex constraint of the nodes, where in the first slot D serves a different set of nodes.
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Let the transmit power at the source and the relay be P and P R respectively. At both the relay and the destination, the received symbol is corrupted by additive white Gaussian noise of unit power. Relay R observes r, a noisy version of the transmitted symbol x. Based on the observation r, the relay transmits a symbol f (r) which is received at the destination along with its noise n 2 .
The relay function f satisfies the average power constraint, i.e. E r |f (r)| 2 = P R . Without loss of generality, any channel gain for the source-relay and the relay-destination link can be incorporated into the model by modifying P and P R appropriately. We seek to determine the memoryless relay function f (.) that maximizes the mutual information between the source and the destination subject to the power constraint
With the insight into the characteristics of the optimal relay functionality in a single relay network, we analyze the optimality of these functions as well as AF and DF, for multiple relay networks. We consider both serial and parallel topologies and also hybrid networks consisting of serial and parallel subnetworks.
III. SHAPING THE RELAY CHANNEL: AMPLIFICATION, DEMODULATION AND ESTIMATION In this section, we discuss the relay functions of basic memoryless forwarding strategies and provide new perspectives that lead us to a novel and superior memoryless forwarding technique.
A. Hard and Soft Information: Demodulate and Amplify
Within the class of memoryless relay strategies, amplify and demodulate are the most basic forwarding techniques [7] . In DF protocol, demodulation of the received symbol at the relay is followed by modulation with its power constraint. For BPSK modulation, the relay function for DF can be expressed as
where sign(r) outputs the sign of r. Due to the demodulation process, the relay transmitted symbol does not provide any soft information to the destination, i.e the relay transmitted signal carries no information about the degree of uncertainty in the relay's choice of the optimal demodulated symbol. Demodulation at the relays can lead to severe performance degradation in some scenarios. For example, consider a threerelay parallel network with the received symbol at the relays being [0.001 0.001 −1]. Demodulation at the relays will result in transmission of [1 1 − 1]. Ideally each transmission should be weighted according to the uncertainty in the demodulation process. As all the relay transmissions have equal weights, it clearly results in a suboptimal performance. This explains the reason behind DF not achieving full diversity [14] . However one significant advantage is that it is easier to satisfy both peak and average power constraint in DF relays. It is easier to implement as well. An AF relay simply forwards the received signal r after satisfying its power constraint. The relay function for AF can be written as
Evidently with AF, the relay tries to provide soft information to the destination. A disadvantage with this technique is that significant power is expended at the relay when |r| is high. From the relay functions of AF and DF, one can argue that an optimal relay function should provide soft information when the received symbol is uncertain and at the same time should not expend a lot of power when the cost of power out-weighs the value of soft information.
B. Estimate and Forward: A Novel Memoryless Forwarding Strategy
While degree of soft information in the signal transmitted by the relay is one way of characterizing the forwarding schemes, they can also be related to the fundamental signal processing operations: detection and estimation. In DF, the relay demodulates the received symbol employing MAP detection rule, which is the optimal detection technique. So a DF function can be viewed as a MAP detector followed by a modulator. In a similar vein, AF can be viewed as a linear MMSE 1 estimation scheme followed by normalization to satisfy the relay power constraint.
where the linear estimate X linear (r) obtained at the relay is given by
Viewing AF as linear MMSE leads naturally to the forwarding scheme of EF where the unconstrained MMSE estimate is forwarded. It is worth noting that the linear estimate remains the same regardless of the input distribution (modulation scheme). However, the unconstrained MMSE estimate at the relay depends on the input distribution and is given by
1) Relay Function for EF with BPSK modulation: When the source employs BPSK modulation, the MMSE estimate at the relay is given by
where tanh(z) returns the hyperbolic tangent of z. The relay function is therefore, Figure 1 shows the relay functions for AF, EF and DF for P = 1. It can be seen that the relay function f EF is linear for small values of |r|. Its slope reduces gradually and ultimately becomes flat similar to f DF . The function f EF = √ P tanh( √ P r) is intuitively appealing for the following characteristics.
• Soft information in region of uncertainty.
• Limited power in region of high power cost.
IV. OPTIMAL RELAY FUNCTION FOR CAPACITY MAXIMIZATION
The capacity optimization problem is to determine the function f (.) that maximizes the mutual information between the source and the destination from the set of all functions that satisfy the relay power constraint.
As we are mainly interested in determining the optimal relay function, the input distribution or the modulation scheme at the source is fixed. Constructing a Lagrangian to write constrained optimization in (3) as the maximization of
From the calculus of variations we have ∂L ∂f (r) = 0, for all r, which leads to the following characterization of the optimal function.
where
Derivation can be found in Appendix A. 
where Y ∼ N (f (r), 1) and
As seen in (6) , to solve f (.) for a particular r requires the knowledge of f (.) for all r, which is not directly available. However the equation can be solved numerically by employing fixed point iteration [15] . Fig. 2 and 3 shows the fixed point iterations of (4) with initial input functions as f AF and f DF respectively. In both the cases, the iterations converge to f EF , demonstrating the capacity optimality of EF. When f EF is provided as the initial function, an immediate convergence takes place. This indicates that EF satisfies 2 the characteristic Fig. 4 compares the capacity of the forwarding schemes for BPSK modulation. Consistent with the discussion in Section III, AF performs close to EF at low SNR while the performance of DF is almost identical to the optimal EF at high SNR. Performance difference between EF and AF is maximum at high SNR, while maximum performance gain over DF is obtained at low SNR. In subsequent work [16] , we have shown that the memoryless estimate and forward scheme is SNR optimal for any modulation scheme for a single relay system.
A. Performance Comparison

V. GAUSSIAN INPUTS
It is well known that Gaussian inputs are optimal for a relay network when the relays employ amplify and forward. Therefore it is interesting to determine how DF and EF perform in a relay network that consists of a Gaussian source. With Gaussian inputs, the linear estimate is the same as the unconstrained MMSE estimate, resulting in the same relay function for both AF and EF.
Thus AF is capacity optimal for Gaussian inputs. In this context, it can also be shown that DF is equivalent to EF for a Gaussian source. The notion of demodulation of symbols from a Gaussian source is explained in the following. A Gaussian distribution is quantized into many input states with probability of the i th state given by
Suppose the source transmits symbols x i according to the probability distribution above, then the MAP detection rule at the relay is given by
Pr(X/R = r)
In the limit ∆x → 0, X and R become jointly Gaussian. It is well known that the conditional mean E(X/R = r) [17] maximizes the joint probability. Therefore the estimate E(X/R = r), which is also the MMSE estimate, is SNR optimal. Thus for Gaussian inputs AF, EF and DF are identical.
VI. MULTIPLE RELAY NETWORKS
In this section, we explore optimum relay functions for a network consisting of multiple relays, and the rate achievable with memoryless relay strategies. However, the capacity optimization problem, even for simple cases, becomes intractable. In [16] , we show that EF is SNR optimal in a parallel relay network for MPSK modulation. We note that the underlying distribution of the noise at the destination is not the same in all the forwarding schemes. All error terms in AF are Gaussian, while for EF and DF the error distribution depends on the modulation scheme at the source. Thus the SNR advantage does not necessarily translate into capacity improvements. Although Gaussian noise is not the worst case noise for inputs from a finite constellation, its effect on the capacity is the same as the worst case noise at low SNR [18] . Using this fact, we argue that at low SNR C EF ≥ C AF as long as SNR EF ≥ SNR AF and the noise associated with AF is the worst 3 . This result is significant especially for systems that operate at low spectral efficiency to minimize the energy spent per bit [19] . 
A. Parallel Relay Networks
A Gaussian parallel relay channel [11] is shown in Fig. 5 . It consists of a single source destination pair with L relays that assist in the communication. All the links are assumed to be non-fading and information is transferred in two time slots. The relays observe {r i } L i=1 , the noisy version of the transmitted signal x.
where n i denotes an additive Gaussian noise with σ 2 =1. Since the relays are assumed to be memoryless, each relay R i transmits a signal that is a function of its observation r i . Due to identical statistics of the received symbol and equal transmit power at all the relays, we assume that the same relay function f (.) is employed at all the relays. Destination receives the sum of all the relay observations along with its own noise.
f (r i ) + n (7) Fig. 7 compares the capacity of the schemes for two parallel relays. It can be seen that EF is the best performing scheme for all SNR. EF obtains maximum gain over AF and DF at high and low SNR respectively. Although AF is power inefficient at high SNR, it performs better than DF for its ability to convey soft information.
B. Serial Relay Networks
A serial relay network with Gaussian noise at all receivers in shown in Fig. 6 . All the relays are memoryless and employ a relay function to transmit a symbol based on its received symbol. It should be noted that the relay functions, in general,
Fig. 6. Serial Network Model
need not be the same for all the relays unlike in a parallel network. This is due to the fact that the noise distribution gets altered at every hop depending on the relay function of the preceding relay. For AF and DF, the relay function remains the same for all the relays. With EF, the relay functions varies with each relay as the noise distribution gets altered at each link due to nonlinear operations performed at the preceding relay. The relay function for the i th is given by Fig. 8 plots the capacity of the schemes for two serial relays. For EF, f 1 (r 1 ) = α 1 tanh( √ P r 1 ) and f 2 (r 2 ) = α 2 E[X/R 2 = α 1 tanh( √ P r 1 )+n 2 ]. As expected, EF is the best performing scheme and DF closely follows it. At very low SNR, AF outperforms DF which is consistent with the insights obtained in Section III and IV. DF and EF perform almost identically, except at low SNR.
C. Hybrid Relay Networks
It is clear from the previous section that AF performs close to EF at low SNR in a parallel relay network. Similarly, the performance of DF and EF are almost identical to each other at high SNR in a serial network. Thus the gain of EF over the best of AF and DF in either serial or parallel network remains low. However for a network shown in Fig. 9 that consists of parallel and serial subnetworks, both AF and DF become inefficient. Fig. 10 plots the performance of schemes for the hybrid network in Fig. 9 . It can be noticed that EF performs significantly better than the best of DF and AF when compared to the performance gain in parallel and serial networks. Performance degradation in AF and DF can be attributed to the existence of serial and parallel links respectively. 
VII. CONCLUSION
In this work, we address a fundamental problem in relay networks that involves determining the set of relay functions in a memoryless relay network that maximizes the mutual information between the source and the destination. From an estimation point of view, we propose a novel memoryless strategy, estimate and forward where the MMSE estimate at the relay is forwarded. For a single relay network, we derive the characterization of the optimal relay function. We determine that the relay function of EF satisfies the characteristic condition of the optimal function. We also show that, for Gaussian inputs EF, DF and AF are identical. For the multiple relay case, we consider both parallel and serial relay networks and show that EF is superior to both AF and DF, although the the gain is small. For hybrid networks that contain both serial and parallel elements the advantage of EF over the best of AF and DF is found to be significant. 
