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1.1 Ausgangssituation und Motivation 
In der modernen Automobilbranche stellen steigende Produktkomplexität und erhöhte 
Marktdiversifikation durch Globalisierung eine zunehmende Herausforderung dar. Um die 
Wettbewerbsfähigkeit zu erhalten, werden die Produktlebenszyklen unter gleichzeitiger 
Erhöhung der Produktvarianz verkürzt. In der Fahrzeugentwicklung entsteht dadurch 
enormer Zeit- und Kostendruck. 
Änderungen spät im Entwicklungsprozess verursachen sehr hohe Kosten. Um diese Kosten 
zu reduzieren, müssen Entscheidungen zu z. B. Geometrievarianten oder ergonomischen 
Fragestellungen, wie Schalteranordnungen, in frühe Entwicklungsphasen verschoben wer-
den. In diesen frühen Phasen sind Hardwareprototypen jedoch extrem teuer. In Kombina-
tion mit der hohen Komplexität und Variantenvielfalt kann eine flächendeckende Bereit-
stellung von Hardwareprototypen nicht durch das Entwicklungsbudget gedeckt werden. 
Zudem stößt der klassische Prototypenbau auch hinsichtlich Agilität an seine Grenzen. Die 
Realisierung von Hardwareprototypen nimmt teilweise zu viel Zeit in Anspruch, um den 
Änderungsanforderungen gerecht zu werden. 
Physische Prototypen sind nicht mehr in allen Entwicklungsphasen verfügbar. 
Die Hersteller setzen deshalb verstärkt auf digitale Methoden, um notwendige Entschei-
dungen in der Entwicklung ihrer Fahrzeuge zu unterstützen und abzusichern. Neben z. B. 
rechnergestützten Crash- oder Strömungssimulationen nehmen Methoden der virtuellen 
Realität (engl. Virtual Reality, kurz VR) eine immer wichtigere Rolle ein.  
Die Virtuelle Realität beschreibt eine Technologie zur Darstellung der Wirklichkeit und 
ihrer physikalischen Eigenschaften in einer computergenerierten Umgebung. Sie definiert 
eine Mensch-Maschine-Schnittstelle (engl. Man-Machine-Interface, kurz MMI oder Hu-
man-Machine-Interface, kurz HMI), welche es erlaubt, die virtuelle Welt unter Verwendung 
mehrerer Sinne als Realität wahrzunehmen (Pohl 2009; Hennig 2001). 
Neben der möglichst genauen Reproduktion der Realität bieten virtuelle Methoden zudem 
exklusive Vorteile. So erleichtert die freie Navigation in der virtuellen Szene das Identifi-
zieren, Visualisieren und Bewerten von Problemfällen enorm. Ein direkter Vergleich von 
verschiedenen Konzepten ist durch Variantenschaltungen per Knopfdruck möglich, ohne 
etwa erst reale Fahrzeuge oder Bauteile wechseln zu müssen. Zusätzlich lässt sich eine 




len, welche unter realen Bedingungen nur sehr schwer zu erreichen ist. Dabei ist die Da-
tenaufbereitung und Bereitstellung der virtuellen Prototypen in der Regel sehr viel schnel-
ler und kostengünstiger als die Fertigung der realen Pendants. Empirische Befragungen der 
Hersteller und Zulieferer bestätigen einen positiven bis sehr positiven Einfluss virtueller 
Prototypen auf die Entwicklungsfaktoren Qualität, Zeit, Kosten und Innovationen (Anderl 
et al. 2010, S. 4). 
Virtuelle Interieurabsicherung 
Die virtuelle Interieurabsicherung stellt einen zentralen Anwendungsfall für die Technolo-
gie der VR bei der Fahrzeugentwicklung dar. Dieser Anwendungsfall ist im Wesentlichen 
durch die Kombination aus Ergonomieuntersuchung und High-End-Visualisierung charak-
terisiert. Zur Absicherung der Erreichbarkeit wird die Lage von Bedienelementen visuell 
bewertet. Bei den Sichtuntersuchungen werden insbesondere Verdeckungen relevanter 
Bauteile durch andere Geometrie (z. B. Verdeckung des Zentralbildschirms durch das 
Lenkrad) überprüft. Zusätzlich wird das Sichtfeld des Insassen auf verschiedenen Positio-
nen im virtuellen Versuchsfahrzeug und nach außen evaluiert. Hierbei kommt die Techno-
logie der High-End-Visualisierung zum Einsatz. Diese ermöglicht es hochrealistische Um-
gebungen und Karosserie- und Interieuroptionen darzustellen. Eine realistische 
Lichtsimulation ermöglicht das Beurteilen von Reflexionen in Scheiben, die Lesbarkeit 
von Bedienelementen oder auch das sogenannte Grauzonendesign. Dieses beschreibt die 
Gestaltung von Bereichen, welche nicht direkt sichtbar sind (z. B. verschatteter Fußraum 
oder Türrahmen). Dafür werden auch Animationen von Bauteilen wie Türen, Deckeln oder 
Schaltern für die weitere Beurteilung genutzt. Sehr häufig wird die Szene dabei nicht vom 
Nutzer selbst, sondern von einem externen Operator auf Zuruf, gesteuert. Nur sehr selten 
kommen spezifische VR-Interaktionsgeräte wie der Flystick (siehe Kapitel 2.4.2) zum Ein-
satz, um den Nutzer direkt mit der Szene interagieren zu lassen. Durchgeführt werden die 
virtuellen Interieurabsicherungen in der CAVE (Cave Automatic Virtual Environment). 
Dies ist eine würfelförmige Mehrseitenprojektionsanlage, welche es erlaubt, den Nutzer 
vollständig durch die dreidimensionale virtuelle Darstellung zu umgeben (Details siehe 
Kapitel 2.4.1). Dazu nimmt der Proband in der Regel auf einer sogenannten Sitzkiste Platz, 
um eine realistische Fahrhaltung zu simulieren. Abbildung 1.1 zeigt ein typisches Szenario 





Abbildung 1.1: Virtuelle Interieurabsicherung in der CAVE 
1.2 Problembeschreibung 
Trotz der genannten Vorteile und Zeiteinsparungs- sowie Kostenpotenziale der virtuellen 
Absicherungsmethoden, werden diese oft nur ergänzend zu den physischen Modellen ein-
gesetzt – eine zunehmende Etablierung ist wünschenswert. Dies trifft auch für den spezifi-
schen Anwendungsfall der virtuellen Interieurabsicherung zu, für den folgende Hauptopti-
mierungspotenziale bestehen (Blumenthal Januar 2010): 
• Es existiert nur eine rein visuelle Beurteilung des virtuellen Fahrzeuges. Diese 
wird durch eine mangelnde Projektionsqualität erschwert. Insbesondere bei seitli-
chem Betrachtungswinkel ist das Bild zu dunkel und kontrastschwach. Außerdem 
treten teilweise störende Doppelbilder – sogenanntes Ghosting – auf. Die einge-
schränkte Auflösung der Projektion wird ebenfalls bemängelt, da diese zu Kanten-
flimmern und eingeschränktem Realismusgrad der Darstellung führen kann. 
• Für die Interaktion mit dem virtuellen Fahrzeug werden keine Bedienmetaphern 
aus dem realen Fahrzeug, wie das Öffnen des Handschuhfaches oder das Hinlan-
gen zu Bedienelementen (z. B. Lichtschalter in der Dachbedieneinheit oder Funkti-
onstaster am zentralen Infotainmentsystem), verwendet. Die Nutzer ahmen die In-
teraktionsbewegung teilweise nach, schätzen Abstände und den Raum aber nur 
visuell ab und stellen sich die Systemreaktionen vor. Falls zusätzliche Interaktions-
geräte zum Einsatz kommen, müssen diese in der Hand gehalten werden und ver-
fälschen die Arm- und Handhaltung im Vergleich zum realen Bedienvorgang. Der 
Transfer der Ergebnisse von virtueller auf reale Szene ist deshalb erschwert. 
• Die Interaktion wird insbesondere für Gelegenheitsnutzer wie Entscheidungsträ-
gern als zu wenig intuitiv eingeschätzt. Die Bedienmetaphern müssen bei nur selte-




deshalb durch einen externen Operator nach Zuruf. Dieses Vorgehen lenkt von der 
eigentlichen Beurteilungsaufgabe ab und schränkt die Präsenz1 des Nutzers ein. 
• Allgemein herrscht Skepsis gegenüber einer „neuen“ Technologie und hinsicht-
lich der Verlässlichkeit der Ergebnisse. Dieses Akzeptanzproblem resultiert nach 
Einschätzung des Fachbereichs Ergonomie im Wesentlichen aus einer einge-
schränkten Größenwahrnehmung der virtuellen Szene. Es wird oft bemängelt „das 
stimmt doch nicht, das Auto kommt mir zu groß vor!“. 
• Zusammenfassend führen die genannten Punkte zu einer subjektiven Reduzierung 
der Entscheidungskompetenz. Dies gilt sowohl für Probanden, welche an virtuel-
len Interieurabsicherungen teilnehmen, als auch für Entscheidungsträger bei der 
Lösungsfindung. Dadurch werden die Ergebnisse teilweise redundant mit physi-
schen Modellen erneut abgesichert. 
Einige Problemaspekte sind nicht neu. Insbesondere der Einfluss der Präsenz und die sys-
tematische Fehleinschätzung von Größe und Distanz in virtuellen Umgebungen sind Ge-
genstand vieler Forschungsarbeiten (Volkswagen AG 2017; Runde 2006; Rolland et al. 
1995). Auch bei der Daimler AG wurden bereits zwei wissenschaftliche Arbeiten zu diesen 
Schwerpunkten durchgeführt. Hofmann (2002) weist einen Einfluss von Präsenz auf die 
Raumwahrnehmung in virtuellen Umgebungen nach. Er führt die Fehleinschätzung im 
Wesentlichen auf den Konflikt der Akkommodation2 zu den übrigen Tiefenhinweisen (sie-
he Anhang 2) zurück. Je nach Präsenzgrad wird dieser Konflikt unterschiedlich gewichtet. 
Zusätzlich zeigt er einen direkten Einfluss der technischen Immersion und der Realitätsnä-
he der virtuellen Darstellung auf die Größenschätzung. Er begründet den Einfluss maßgeb-
lich über die technischen Parameter Bildrate und korrekte Leuchtdichtendarstellung. Hof-
mann (2002) regt an, neben dem visuellen Sinn auch den haptischen Sinn hinsichtlich 
dessen Einfluss auf die Raumwahrnehmung zu untersuchen. Köhler (2008) beschäftigt 
sich mit der virtuellen Größen- und Distanzeinschätzung. Sie stellt fest, dass die virtuelle 
Raumwahrnehmung die Unterschätzung der egozentrischen Entfernung verstärkt, welche 
auch bei realer Raumwahrnehmung auftritt. Die Parameter korrekte Schattendarstellung 
und Integration eines Vergleichsobjektes haben weder einen signifikanten Einfluss auf die 
Raumwahrnehmung noch auf die Präsenz. Köhler (2008) verweist auf inkonsistente For-
schungsergebnisse hinsichtlich Über- oder Unterschätzung von Größe und Distanz in der 
VR. Sie empfiehlt deshalb, die virtuelle Umgebung mit zusätzlichen Hinweisreizen anzu-
reichern, um vorhandene Konflikte zu kompensieren. Dörner und Steinicke (2013) geben 
                                                 
1 Präsenz beschreibt den subjektiven Eindruck eines Nutzers, Teil der virtuellen Welt zu sein. 





einen detaillierten Einblick in die Wahrnehmungsforschung der VR und konstatieren, dass 
das Phänomen der Größen- und Distanzfehlschätzung bis heute nicht vollständig erklärt 
wurde. Sie nennen weitere bekannte Wahrnehmungsphänomene wie Doppelbilder3, Ak-
kommodations-Konvergenz-Konflikt (siehe auch Kapitel 5.7 und Anhang 2) oder Cy-
bersickness4, welche zu Problemen bei Virtual-Reality-Anwendungen führen können. 
Voß (2008) untersucht die Beurteilungs- und Entscheidungssicherheit in virtuellen Um-
gebungen. Er zeigt, dass die visuelle Wahrnehmungsleistung in virtuellen und realen Um-
gebungen vergleichbar ist. Darüber hinaus kommt er zu dem Ergebnis, dass virtuelle Ergo-
nomieuntersuchungen ähnlich der virtuellen Interieurabsicherung in den meisten Fällen zu 
gleichen subjektiven Bewertungen der Nutzer wie im Realfall führen. Er leitet damit eine 
prinzipielle Eignung virtueller Methoden für ähnliche Untersuchungen ab. 
Anderl et al. (2010) identifizieren technologische Defizite und ein Akzeptanzproblem als 
wesentliche allgemeine Hürden für den Einsatz von virtuellen Prototypen bei Automobil-
herstellern und Zulieferern. Sie benennen dabei die Interaktion in komplexen Systemen 
und den Datenaustausch verschiedener Simulationssysteme als schwierig. Besonders die 
haptische und akustische Simulation seien noch nicht ausreichend verfügbar. Es wird zwi-
schen Akzeptanz hinsichtlich Entscheidungskompetenz und der Ergebnisvalidität unter-
schieden. Rademacher et al. (2012) teilen in die Kategorien technische Barrieren, Interak-
tionsbarrieren und psychologische Barrieren ein. Sie weisen darauf hin, dass eine rein 
technische Verbesserung bestehender Virtual-Reality-Systeme einem aufgabenspezifischen 
ganzheitlichen Ansatz nicht gerecht wird. Es gilt zu untersuchen, wie sich gezielte techni-
sche Maßnahmen auf die psychologischen und Interaktionsbarrieren auswirken. Radema-
cher (2014) empfiehlt insbesondere für die technische Barriere des fehlenden haptischen 
Feedbacks und die Interaktionsbarriere fehlende intuitive Bedienung die Entwicklung und 
Untersuchung neuer Gestaltungsansätze, um eine natürliche Interaktion mit der Szene zu 
ermöglichen. Runde (2006) nennt unter anderen ebenfalls mangelnde Akzeptanz und un-
handliche Interaktionsgeräte als Einsatzhemmnis für die Virtuelle Realität. 
                                                 
3 Wenn der Betrachter eines Stereodisplays, die dem linken und rechten Auge zugespielten unterschiedlichen 
Bilder nicht fusionieren kann, treten Doppelbilder auf – sogenannte Diplopie. 
4 Cybersickness oder auch Simulatorkrankheit beschreibt Symptome von Übelkeit, Benommenheit und 
Schwindelgefühlen beim Erleben virtueller Umgebungen. Auslöser ist eine Diskrepanz zwischen visuell 
wahrgenommener Bewegung und der verfügbaren vestibular-propriozeptiven Information. Beispiel: Das 





Die bisherige Forschung ist auf die visuelle Wahrnehmung in virtuellen Umgebungen fo-
kussiert. Die intuitive und multimodale Interaktion ist wenig untersucht. Es zeigt sich, 
dass Präsenz die Raumwahrnehmung beeinflusst. Es wird ein Akzeptanzproblem hinsicht-
lich der VR-Technologie und der Validität der Raumwahrnehmung durch die Nutzer be-
richtet. Diese Probleme treten nicht nur bei der Entscheidungsfindung im Anwendungsfall 
der virtuellen Interieurabsicherung auf, sondern lassen sich auch allgemeinen, empirisch 
ermittelten Barrieren zuordnen. Damit besitzt die geschilderte Problemstellung generelle 
Gültigkeit. 
1.3 Zielstellung 
Aus oben genannter Problemstellung leitet sich folgendes Ziel ab: 
Ziel ist es, die virtuelle Entscheidungsfindung in der Fahrzeugentwicklung durch die 
Nutzung von Multimodalität unter Berücksichtigung von Intuitivität sowie Präsenz 
durch Steigerung der Benutzerakzeptanz zu unterstützen. 
Um dieses Ziel zu erreichen, wird nachfolgend beschriebene Vorgehensweise angewandt. 
1.4 Vorgehensweise zur Zielerreichung 
Um das Ziel zu erreichen wird in Kapitel 2 der Stand von Wissenschaft und Technik be-
schrieben. Zunächst werden in Kapitel 2.1 Grundlagen der menschlichen Informationsver-
arbeitung vermittelt. Es folgt eine Darstellung zur multimodalen Raumwahrnehmung mit 
Fokus auf der haptischen Wahrnehmung und deren Integration mit der visuellen Kompo-
nente in Kapitel 2.2. In Kapitel 2.3 werden die psychologischen Grundprinzipien zu Ak-
zeptanz, Präsenz und Intuitivität beschrieben. Den Abschluss des Stands der Wissenschaft 
und Technik bildet Kapitel 2.4 mit einer Übersicht zu den technologischen Lösungen, um 
diese Prinzipien in der virtuellen Realität nutzbar zu machen. Den Schwerpunkt bilden 
dabei die CAVE mit angewandten Virtual-Reality-Technologien und intuitive Interaktions-
geräte sowie ein Überblick zum Einsatz der Technologien bei der Daimler AG. 
In Kapitel 3 wird basierend auf dem Stand Wissenschaft und Technik ein Vorgehen zur 
Erreichung des Ziels beschrieben. Dazu wird in Kapitel 3.1 eine zentrale Forschungsfrage 
formuliert. In Kapitel 3.2 wird eine Methodik entwickelt und es werden detaillierte Frage-




Auf dieser Basis folgt eine Evaluierung des eingesetzten Fingertrackingsystems. In Kapitel 
4 wird dieses als Interaktionsmethode mit Schwerpunkt auf den Feedbacks und der Leis-
tung bei Aufgabenbearbeitung untersucht. 
Die abschließende Studie in Kapitel 5 untersucht die Auswirkungen des Fingertrackings 
auf Akzeptanz, Raumwahrnehmung, Präsenz und Entscheidungskompetenz. Es folgt eine 
Diskussion der Ergebnisse und eine Bewertung der Zielerreichung. 
Den Abschluss bildet Kapitel 6 mit einer Zusammenfassung und einem Ausblick zur weite-
ren Forschung basierend auf den vorgestellten Ergebnissen. Abbildung 1.2 zeigt eine Kapi-
telübersicht und stellt die Vorgehensweise übersichtlich dar. 
 




2 Stand von Wissenschaft und Technik 
Um ein Verständnis zu Raumwahrnehmung, Akzeptanz, Präsenz und Intuitivität herzustel-
len, ist nachfolgend ein Überblick zu den wichtigsten Erkenntnissen aus der entsprechen-
den Forschung gegeben. Dazu folgen eine Zusammenfassung zur menschlichen Informati-
onsverarbeitung und ein detaillierter Blick auf die haptische Wahrnehmung und deren 
Integration mit dem visuellen System. Anschließend werden bekannte Konzepte, Messin-
strumente und beeinflussende Faktoren für Akzeptanz, Präsenz und Intuitivität aufgezeigt. 
Eine Übersicht relevanter technischer Lösungen im Bereich der virtuellen Entscheidungs-
findung bei der Fahrzeugentwicklung sowie eine Zusammenfassung bilden den Abschluss 
dieses Kapitels. 
2.1 Menschliche Informationsverarbeitung 
Abbildung 2.1 zeigt eine schematische Darstellung des menschlichen Informationsverar-
beitungsprozesses. Es wird die enge Verknüpfung von Kognition, Gedächtnis, Aufmerk-
samkeit und Verhalten unterstrichen (Details siehe Anhang 1).  
 
Abbildung 2.1: Schematische Übersicht des Informationsverarbeitungsprozesses (e. D. nach (Schlick 
2013; Klusendick 2008; Schaer und Heuser 2006)) 
Im ersten Schritt werden Informationen von den Sinnesorganen sensorisch entdeckt. Im 
Folgeschritt des Erkennens werden wichtige von unwichtigen Informationen getrennt – 




scheiden ein Konfliktlösungsprozess angestoßen, dessen Ergebnis von der Beanspruchung 
der menschlichen Ressourcen abhängig ist. Schließlich wird nach Elaboration der Informa-
tionen ein Handlungs- und/oder Bewegungsschema als Reaktion aufgerufen und ausge-
führt. Die letztendliche Wahrnehmung und abhängig davon die Reaktion entsprechen nicht 
exakt dem eingehenden Reiz. Faktoren wie Kontext, Individuum, Erwartung und Adaption 
(Krömker 2004) beeinflussen das Ergebnis des Informationsverarbeitungsprozesses. So 
gibt es unter anderem inter- und intraindividuelle Unterschiede hinsichtlich Motivation, 
Emotion und Fertigkeiten sowie Fähigkeiten. Der Mensch als aktiver Informationsverar-
beiter ist zudem in der Lage sich auf verschiedene Situationen zu adaptieren. Dies ent-
spricht einer dynamischen Suche der bestmöglichen Interpretation der Umgebungsreize, 
welche durchaus auch mit unvollständiger Information auskommen kann. Die Vervollstän-
digung dieser Daten erfolgt unter Einbeziehung des Kontextes und bereits vorhandenem 
Wissens sowie der eigenen Erwartungen an das Umgebungssystem. Ein Beispiel für 
dadurch entstehende Fehlinterpretationen sind Sinnestäuschungen. Damit steht der gesamte 
Prozess in einer Art Best-Fit-Relation. Das heißt, er findet unter aktuellen Randbedingun-
gen so gut, schnell und sinnhaft wie möglich statt. Eine Grundannahme der Kognitionswis-
senschaft ist dabei, dass das lernende System Mensch durch neue Informationen beein-
flussbar ist. Eine kontinuierliche Bewertung dieser und ein Abgleich mit dem individuellen 
Wertesystem, kann modifizierend auf die subjektiven Einstellungen, Wünsche und Absich-
ten wirken. Dabei führen stimmige Informationen zu einer Bestätigung der eigenen Ein-
stellungen und Urteile und nicht stimmige zu kognitiven Dissonanzen und der Neubewer-
tung des Informationsbestandes. Im Kontext dieser Arbeit spielt dies besonders für die 
Erhaltung der Aufmerksamkeit hinsichtlich der Beurteilungsaufgabe eine wichtige Rolle. 
Diese steht in engem Zusammenhang mit intuitiver Interaktion und Präsenz des Nutzers. 
Besondere Bedeutung kommt auch der multimodalen Integration des haptischen und visu-
ellen Sinnes zur Raumwahrnehmung zu. 
2.2 Multimodale Raumwahrnehmung 
Die Wahrnehmung des umgebenden Raumes stellt für den Menschen einen essentiellen 
Bestandteil seiner Interaktion mit der Umwelt dar. Dementsprechend gibt es eine Vielzahl 
von Wahrnehmungssystemen, welche diesen Prozess unterstützen können (Krömker 2004): 
• Visuelles System (Tiefen-, Entfernungswahrnehmung) 
• Taktiles System (Tasten und Berühren) 




• Auditives System (Geräuschortung) 
• Vestibuläres System (Gleichgewichtssinn) 
In virtuellen Welten nehmen das visuelle und haptische (taktile und propriozeptive) System 
eine zentrale Rolle ein. Die Grundlagen der visuellen Wahrnehmung sind im Anhang 2 
aufgeführt. Der Fokus dieser Arbeit liegt auf der Ergänzung des visuellen Systems durch 
eine haptische Komponente und der Integration beider Systeme. 
2.2.1 Haptische Wahrnehmung 
Die haptische Wahrnehmung beschreibt die Wahrnehmung der Umwelt mittels der Haut-
sinne (Oberflächensensibilität) und der Propriozeption (Tiefensensibilität) (Drewing 2007). 
Sie stellt nach der visuellen die zweitwichtigste Wahrnehmungsart für den Menschen dar. 
Informationen werden dabei über die aktive Exploration (Tasten, Hinlangen) und die pas-
sive Verarbeitung externer Reize (z. B. Temperatur, Vibration) gewonnen. Es lassen sich 
vier Teilgebiete der haptischen Wahrnehmung unterscheiden, welche in Abbildung 2.2 dar-
gestellt sind (Matysek und Kern 2009).  
 
Abbildung 2.2: Teilgebiete der haptischen Wahrnehmung 
Die taktile, thermische und schmerzsensitive (nozizeptive) Wahrnehmung bilden dabei die 
Hautsinne ab. Die kinästhetische oder auch Eigenwahrnehmung (Propriozeption) ist der 
Sinn für Bewegung und Stellung der Gliedmaßen und entsprechender Kräfte. Die thermi-
sche und nozizeptive Wahrnehmung werden in dieser Arbeit nicht diskutiert, da sie für die 
Raumwahrnehmung nur eine untergeordnete Rolle einnehmen. 
Taktile Wahrnehmung 
Die taktile Wahrnehmung wird auch als Feinwahrnehmung oder epikritische Wahrneh-
mung bezeichnet (Brell 2009). Die Wahrnehmung erfolgt über taktile Sensoren, sogenannte 
Mechanorezeptoren, in den äußersten Schichten der Haut an exponierten Stellen, wie den 
Fingerkuppen. Die Art, Dichte und Verteilung der einzelnen Rezeptoren variiert in den 




lassen sich vier taktile Rezeptoren unterscheiden, welche noch um freie Nervenendigungen 
(hauptsächlich für die Wahrnehmung von Temperatur und Schmerz) ergänzt werden. Eine 
Einteilung kann in druck- und geschwindigkeitssensitive Typen und deren Adaptionsge-
schwindigkeit erfolgen. Die Merkel-Scheiben und Ruffini-Körperchen adaptieren langsam 
und detektieren somit eher statischen Druck. Die Meissner- und Pacini-Körperchen sind 
schnell adaptierend und damit für die Wahrnehmung rascher Veränderung bzw. Vibrationen 
verantwortlich. Meissner-Körperchen und Merkel-Scheiben sind in der unteren Epidermis 
oberflächennah lokalisiert. Die Ruffini- und Pacini-Körperchen sind im tieferen subkuta-
nen Gewebe angeordnet. Tabelle 2.1 zeigt eine Übersicht der wichtigsten Eigenschaften 
und der Primärfunktion der einzelnen Rezeptoren für die taktile Wahrnehmung. Diese sind 
für die Handflächen und Fingerspitzen relativ gut untersucht. Dies gilt nicht für alle Haut-
regionen des Körpers, weshalb diese Abweichungen unterliegen können (Brell 2009). 
Tabelle 2.1: Eigenschaften der Mechanorezeptoren an der Fingerbeere nach (Brell 2009; Jacobs et 

































schnell sehr schnell langsam langsam 
















> 1,5 mm > 10 mm 0,5 – 1 mm 3 - 5 mm 
Wahrnehmbarer Fre-
quenzbereich 
3 – 40 Hz 10 – 500 Hz 0,3 – 3 Hz  0 – 400 Hz 
Die Detailwahrnehmung von Strukturen, wie erhabenen Mustern (z. B. Braille-Schrift), 
erfolgt durch langsam adaptierende Rezeptoren genauer als durch schnell adaptierende. Bei 
den schnell adaptierenden Zellen verschmiert der neuronale Abdruck (Jacobs et al. 2009). 
Die Wahrnehmung eines auftretenden Reizes erfolgt jedoch nicht ausschließlich durch den 
spezialisierten Rezeptor. Vielmehr reagieren auch die anderen Rezeptoren, wenn auch ab-




aktionen der Rezeptoren. Allerdings ist die Wechselwirkung, auch „Cross-Talk“ genannt, 
noch nicht abschließend untersucht. Darüber hinaus können auch die Rezeptoren des 
propriozeptiven Systems die Empfindung von z. B. Vibration unterstützen (Brell 2009).  
Kinästhetische Wahrnehmung 
Die kinästhetische Wahrnehmung, als Lage-und Bewegungsempfinden, erfasst ausschließ-
lich Kräfte, welche auf ganze Extremitäten wirken. Die Wahrnehmung erfolgt meist unbe-
wusst und greift automatisch auf erlernte Muster zurück. Damit sind Bewegungsabläufe 
auch ohne visuelle Kontrolle beherrschbar (z. B. die Hand zum Mund führen und in die 
Hände klatschen). Die dynamischen Anforderungen an die Rezeptoren sind deutlich gerin-
ger als bei der taktilen Wahrnehmung. Die relative Auflösung und Amplitudendynamik 
(geringstmöglich zur maximal wahrnehmbaren Kraft) ist in etwa vergleichbar (Matysek 
und Kern 2009).  
Die Rezeptoren befinden sich in den Muskeln (Muskelspindeln), Gelenken (Gelenksenso-
ren) und Sehnen (Golgi-Sehnenorgane). Eine Sonderform bilden die Labyrinthrezeptoren 
im Innenohr. Sie sind zwar dem Gleichgewichtssinn (vestibuläre Wahrnehmung) zuzuord-
nen, aber tragen damit grundlegend zur Wahrnehmung der Körperstellung und -bewegung 
bei. Durch die vestibuläre Wahrnehmung entsteht ein Hauptkoordinatensystem, dem alle 
Signale anderer Modalitäten zugeordnet werden. Dies ist besonders für die Stützmotorik 
wichtig und damit ein integraler Bestandteil auch für die kinästhetische Wahrnehmung. Die 
Muskelspindeln sind Dehnungsrezeptoren parallel zu den Muskelsträngen angeordnet und 
messen die Muskellänge und die Veränderungsgeschwindigkeit dieser. Sie sind besonders 
zahlreich in den kleinen Handmuskeln vorhanden und für das differenzierte Greifen essen-
tiell. Die Golgi-Sehnenorgane gehören zu den Spannungsrezeptoren in serieller Anordnung 
zu den Muskelsträngen. Sie liefern Informationen zu passiver und aktiver Muskelspannung 
und -kontraktion. Die Gelenkrezeptoren werden primär durch Druckwechsel stimuliert. Sie 
kodieren die Beschleunigung und Geschwindigkeit der Gelenkbewegung sowie die Stel-
lung der Gelenke selbst.  
Der Mensch ist in der Lage Veränderungen der Gelenkposition von ca. 2 Grad zu detektie-
ren. Insgesamt ist die Genauigkeit der Distanzeinschätzung jedoch der Winkeleinschätzung 
überlegen. Dabei wird die zurückgelegte Distanz exakter eingeschätzt als die Geschwin-
digkeit der Bewegung. Aus egozentrischer Sicht werden kurze Distanzen eher über-, lange 
Distanzen unterschätzt, wobei die durchschnittliche Genauigkeit bei den längeren Distan-




zialisiert, sondern arbeiten deutlich stärker kombiniert als die taktilen Rezeptoren. Eine 
Trennung zwischen Bewegungs- und Stellungsinn fällt deshalb im Alltag schwer (Freyber-
ger 2008). Die kinästhetische Wahrnehmung liefert im Gegensatz zu den anderen Wahr-
nehmungsformen Informationen aus dem Körperinneren. Diese dienen im Kindesalter der 
Definition des eigenen Körperschemas, um die Grenzen des eigenen Körpers zu erfassen 
und eine Vorstellung über diesen zu entwickeln. Der Mensch erhält durch die kinästheti-
sche Wahrnehmung Kenntnis über die Stellung der Glieder und Rückmeldung zur Muskel-
koordination, -spannung sowie jeder Art von Bewegung. Damit ist diese Form der Wahr-
nehmung essentiell für die Kontrolle der Eigenbewegung und das Ausbilden von 
Bewegungsmustern im Gedächtnis und der späteren Assoziation (Edelmann und Braun 
1998). Allerdings unterliegt das interne Modell Verzerrungen in Abhängigkeit der Bewe-
gungsrichtung, -orientierung sowie der gestellten Aufgabe und der daraus resultierenden 
Beteiligung anderer Wahrnehmungskomponenten. Deshalb ist eine aufgabenspezifische 
Betrachtung notwendig, um die konkreten Einflüsse zu untersuchen (Freyberger 2008). 
2.2.2 Integration von haptischer und visueller Wahrneh-
mung 
Die haptische Wahrnehmung ist als Regelkreis zu verstehen und selbst in ein übergeordne-
tes Schema entsprechend der jeweiligen Aufgabe integriert. Ein Handlungsantrieb („ich 
will etwas trinken“) initiiert unter Kenntnis von Randbedingungen („Position eines Was-
serglases“) die Entschlussphase („Greifen des Wasserglases“). Daraus resultiert die Pro-
grammierphase („Definition der Bewegung einzelner Körperteile“), welche letztendlich in 
der Bewegungsdurchführung mündet (Matysek und Kern 2009). In dieser Phase werden 
taktile und kinästhetische Informationen zunächst durch die haptischen Sensoren detektiert, 
kodiert und an das Gehirn weitergeleitet. Dort werden die Informationen durch das vor-
handene Wissen um Bewegung, der sogenannten Efferenz-Kopie, ergänzt und in motori-
sche Signale an die Muskeln umgesetzt. Die Kontrolle und Steuerung der Muskeln und der 
Bewegung erfolgt durch das propriozeptive System. Darüber hinaus wird ein weiterer Re-
gelzyklus genutzt, um die Kontaktkräfte zu bewerten. Eine Rückkopplung ermöglicht da-
bei die Regulierung der aufgewendeten Kraft, um beispielsweise das Durchrutschen eines 
Glases zu vermeiden. Danach beginnt der Regelkreis von vorn, bis das gewünschte Inter-
aktionsergebnis erreicht ist (Drewing 2007). Die Phase der Bewegungsdurchführung wird 
zusätzlich durch den untergeordneten Positionsregelkreis der visuellen Kontrolle unter-





Abbildung 2.3: Regelsystem der Bewegungsdurchführung (eigene Darstellung nach (Matysek und Kern 
2009)) 
Es wird deutlich, dass alle beteiligten Systeme der visuellen, taktilen und kinästhetischen 
Wahrnehmung eng bei einer Interaktionsaufgabe verknüpft sind und zu einer komplexen 
Regeleinheit integriert werden. Das Fehlen einzelner Wahrnehmungskomponenten führt in 
der Regel, ähnlich der Diskrepanz zwischen den Modalitäten, zu einer Verminderung der 
Gesamtwahrnehmungsleistung. Die Struktur der Regeleinheit ergibt sich maßgeblich aus 
dem Dynamikbereich und dem Auflösungsvermögen der einzelnen Komponenten. Die 
Komponenten sind von niedrigerer zu höherer Dynamik kaskadiert. Erfolgt die Positions-
regelung über die kinästhetischen Sensoren in einem Dynamikbereich kleiner zehn Hertz, 
kann die visuelle Wahrnehmung Reize mit einer Frequenz von ca. 30 Hertz auflösen. 
Dadurch ist eine Unterstützung der kinästhetischen Wahrnehmung und deutlich präzisere 
Bewegung unter visueller Kontrolle möglich. Die absolute Positionsermittlung ohne visu-
elle Unterstützung ist relativ stark fehlerbehaftet (Genauigkeit Winkelstellung von zwei bis 
zehn Grad) (Schrader 2003; Krämer). Dahingegen ist es dem Menschen möglich mit opti-
scher Kontrolle eine Position bis unmittelbar vor einem physischen Kontakt zu erreichen 
und zu halten – mit verbunden Augen unter Kenntnis der Zielposition unmöglich. Die tak-
tilen Sensoren arbeiten sogar in einem Frequenzbereich von mehreren hundert Hertz. Für 
die Kraftregelung liefern sie damit exklusive Informationen, die es erlauben auch glatte 




Zur multisensorischen Integration existieren verschiedene Modelle (siehe auch Anhang 3 
oder Freyberger (2008)). Im Wesentlichen werden die Informationen kombiniert und ent-
sprechend verschiedener Einflussfaktoren gewichtet. Die Kombination und Gewichtung 
erfolgt sehr aufgabenspezifisch und individuell. Allgemein ist dabei eine Diskrepanz zwi-
schen den einzelnen Modalitäten in bestimmtem Maße akzeptabel. 
2.3 Psychologische Grundprinzipien 
2.3.1 Akzeptanz 
Der Akzeptanzbegriff wird in der Literatur heterogen diskutiert und aus unterschiedlichen 
Blickwinkeln betrachtet. Die vorliegende Arbeit fokussiert die Akzeptanz hinsichtlich 
technologischer Innovationen auf individueller Ebene. Im Wesentlichen findet ein Ver-
gleich zwischen den wahrgenommenen technischen Möglichkeiten zur Problemlösung und 
der vorhandenen Problemstruktur auf Nutzer- bzw. Bedienebene statt. Hinsichtlich der 
Nutzungsakzeptanz werden die beiden Begriffe Einstellung und Verhalten unterschieden 
(Yedek 2002; Kornmeier 2009; Högg 2010). Die Einstellung ist ein zentraler aber nicht 
alleiniger Prädiktor für individuelles Verhalten (Quiring 2006). Sie ist als die psychologi-
sche Tendenz in Form einer Zu- oder Abneigung zu einem bestimmten Objekt zu verste-
hen. Die Einstellung wird je nach Bezugsrahmen als ein mehrdimensionales Konstrukt aus 
einer bis drei Komponenten definiert (Schnell 2008; Kornmeier 2009): 
• gefühlsmäßige Einstellung (affektive Komponente) 
• individuelle verstandesmäßige Kosten-Nutzen-Analyse (kognitive Komponente) 
• handlungsorientierte Verhaltensabsicht (konative Komponente) 
Diese subjektiven Komponenten sind folglich nur durch Befragung erfassbar. Das Verhal-
ten hingegen liefert das beobachtbare Kriterium der tatsächlichen Innovationsnutzung re-
sultierend aus der Einstellung. Allerdings entsteht nicht selten eine Diskrepanz zwischen 
Einstellung und Verhalten, was eine Akzeptanzprognose erschwert (Kornmeier 2009). Im 
engeren Sinn wird damit statt einer Verhaltensprognose eine Ursachenforschung für die 
Annahme und Ablehnung einer bereits existierenden Innovation zu einem bestimmten 
Zeitpunkt betrieben. Im erweiterten Sinne werden Erkenntnisse aus der Adoptions-, Adap-
tions- und Diffusionsforschung integriert, um die Prognosekraft zu erhöhen. Je nachdem, 
ob z. B. die Innovation in ein vorhandenes Wertesystem passt, eine Grundakzeptanz vor-
handen ist oder externer Druck zur Einführung der Innovation besteht, verschieben sich die 
Grenzen zwischen Adoption (Integration ins bestehende System) und Adaption (Anpas-
sung des eigenen Systems). Die Diffusionstheorie betrachtet vorrangig die Geschwindig-




lassen sich aus dieser erweiterten Sichtweise Kriterien ableiten, welche entscheidend für 
die Annahme und letztendliche Nutzung einer Innovation sein können (Rogers 1995; Högg 
2010): 
• Relativer Vorteil: direkt erkennbarer Vorteil gegenüber der Vorgängertechnologie 
• Kompatibilität: Konsistenz zu existierenden Erfahrungen, Werten und Bedürfnis-
sen 
• Komplexität: Einfachheit der Übernahme, Nutzerfreundlichkeit 
• Evaluation/Teilbarkeit: Möglichkeit zum Vorabkennenlernen/Testen einer Innova-
tion, Mitgestaltung 
• Beobachtbarkeit/Mittelbarkeit: Einfachheit den Nutzen zu erkennen und zu ver-
stehen 
Zusammenfassend lässt sich Akzeptanz als ein Konstrukt aus einer positiven Einstellung, 
einer Handlungsabsicht sowie tatsächlichem Verhalten in Form einer Übernahme und Nut-
zung der Innovation beschreiben. 
Quiring (2006) empfiehlt einzelne Akzeptanzkriterien für die spezifische Aufgabenstellung 
mittels geeigneter Modelle zu untersuchen. 
Akzeptanzmodelle 
Modelle bilden einen geeigneten Zugang, um eine Akzeptanzaussage durch die Erfassung 
spezifischer Faktoren zu ermöglichen. Sie gewährleisten durch die einhergehende Kom-
plexitätsreduktion ein ökonomisches Design der empirischen Forschung. Es gibt eine Viel-
zahl verschiedener Modelle von relativ einfachen Inputmodellen, über komplexere Rück-
koppelungsmodelle hin zu mehrstufigen Prozessmodellen. Aufgrund der erhöhten 
Komplexität der Rückkopplungs- und Prozessmodelle sind all ihre Modellbausteine nur 
sehr schwierig in einer einzigen empirischen Untersuchung zu erfassen. Des Weiteren sind 
die unterschiedlichen Modelle hinsichtlich ihrer Erklärungskompetenz in der Literatur 
nicht abschließend bewertet (Schnell 2008; Kornmeier 2009; Högg 2010). Deshalb wird im 
Folgenden ein Modell vorgestellt, welches sich für die Akzeptanzbewertung von Informa-
tionssystemen bewährt hat und durch seine Einfachheit und Reliabilität auszeichnet 
(Schroff et al. 2011; Ma 2003; Kwon und Chidambaram 2000; Schoppé et al. 2009). Es 
kann als Grundlage der meisten Akzeptanzmodelle im Bereich der Informationstechnolo-
gie betrachtet werden. 
Technology Acceptance Model (TAM) nach Davis 
Das Technology Acceptance Model wurde von Davis entwickelt und erstmals 1986 vorge-




begründeten Handlung (engl. Theory of Reasoned Action, kurz TRA) nach Ajzen und 
Fishbein aus 1975. 
Die Theory of Reasoned Action unterstreicht die Bedeutung der konativen Einstellungs-
komponente und gliedert diese aus. Es wird die Einstellung gegenüber Verhaltensweisen 
anstelle der Einstellung gegenüber Objekten fokussiert. Dazu wird die eigenständige Ver-
haltensabsicht als zentraler Einflussfaktor für das tatsächliche Verhalten postuliert. Dies 
beruht auf der Grundannahme, dass relevante Handlungen einer willensmäßigen Kontrolle 
und bewussten Verhaltensentscheidung unterliegen, d. h. jederzeit ohne Einschränkung 
durchgeführt werden können, wenn die entsprechende Intention vorliegt. Die Verhaltens-
absicht beschreibt damit die individuell angenommene subjektive Wahrscheinlichkeit die 
bestimmte Handlung tatsächlich auszuführen. Direkt abhängig ist die Verhaltensabsicht 
von den Basisdeterminanten Einstellung zum Verhalten und subjektive Norm. Die Ein-
stellung zum Verhalten spiegelt die Meinung des Individuums zu möglichen Konsequenzen 
der Handlung und deren Bewertung wider. Die subjektive Norm ist ein Maß für die indivi-
duell wahrgenommenen Erwartungen relevanter Bezugspersonen an das eigene Verhalten 
und die eigene Motivation diesen Erwartungen zu entsprechen. 1985 erweitert Ajzen die 
Theory of Reasoned Action in der Theorie des geplanten Verhaltens (engl. Theory of Plan-
ned Behavior, kurz TPB) um die Determinante wahrgenommene Verhaltenskontrolle. 
Dadurch sollen auch Einsatzsituationen modelliert werden, in denen keine vollständige 
Entscheidungsfreiheit vorliegt. Die Verhaltenskontrolle beschreibt die individuelle Progno-
se, wie leicht oder schwierig das beabsichtigte Verhalten tatsächlich durchgeführt werden 
kann. Sie wirkt direkt auf die Verhaltensabsicht. Die Theory of Reasoned Action und die 
Theory of Planned Behavior haben sich in zahlreichen Untersuchungen bewährt und ihre 
Gültigkeit nachgewiesen (Kornmeier 2009; Mahlke 2002; Högg 2010).  
Das Technology Acceptance Model stellt eine auf der Theory of Reasoned Action basie-
rende Spezifizierung hinsichtlich der Nutzungsakzeptanz von Informationssystemen dar. 
Ziel Davis‘ war es ein Modell zu entwickeln, welches eine theoretisch fundierte Aussage 
über das Endnutzerverhalten von Computertechnologien liefert und dabei allgemeingültig 
und einfach auf breiter Basis angewendet werden kann (Mahlke 2002). Dabei wird die 
Prämisse einer freiwilligen Systemnutzung unterstellt. Abbildung 2.4 visualisiert die Wir-





Abbildung 2.4: Technology Acceptance Model nach Davis (eigene deutsche Übersetzung) 
Es werden zwei Konstrukte als zentrale Determinanten für eine letztendliche tatsächliche 
Nutzung postuliert – der wahrgenommene Nutzen (engl. perceived usefulness) und die 
wahrgenommene Einfachheit der Bedienung (engl. perceived ease of use). Diese haben 
direkten Einfluss auf die Einstellung gegenüber der Nutzung (engl. attitude toward using), 
welche im ursprünglichen Modell direkt die tatsächliche Nutzung (engl. actual use) be-
gründet. Später erweitern (Davis et al. 1989) das Modell um die Verhaltensabsicht (engl. 
behavioral intention), als zentralen und alleinigen Prädiktor für die tatsächliche Nutzung. 
Entsprechend der Theory of Reasoned Action ist diese von der Einstellung gegenüber der 
Nutzung abhängig, aber auch durch den wahrgenommenen Nutzen direkt beeinflusst. 
Der wahrgenommene Nutzen kann dabei als Grad verstanden werden, inwieweit der Nutzer 
glaubt, durch die Systemverwendung seine Arbeitsleistung steigern zu können. Die wahr-
genommene Einfachheit der Bedienung ist ein subjektives Maß des Nutzers zur Aufwands-
einschätzung bei Verwendung des Systems. 
Die Wirkbeziehung des Nutzens auf die Einstellung stellt einen Zusammenhang zwischen 
der Leistungsbewertung des Systems und der affektiven Abschätzung der Konsequenzen 
resultierend aus der Leistungssteigerung her. Der Einfluss der Benutzerfreundlichkeit auf 
die Einstellung erfasst den Aspekt der intrinsischen Motivation. Demnach sieht sich ein 
Nutzer umso besser befähigt, das System zu nutzen, je leichter es zu handhaben ist. Zusätz-
lich mindert eine erhöhte Benutzerfreundlichkeit auch den Arbeitsaufwand, weshalb bei 
gleichem Aufwand eine höhere Leistung erbracht werden kann. Dies ist durch die direkte 
Wirkbeziehung zwischen wahrgenommener Einfachheit der Bedienung und wahrgenom-
menem Nutzen beschrieben. Der zusätzliche direkte Wirkungspfad (vgl. Theory of 
















höhere Gewichtung der kognitiven Komponente in organisationalen Kontexten begründet. 
Demnach kann ein hoher Nutzen einer negativen Einstellung entgegen wirken. Dieser stär-
kere Einfluss des Nutzens konnte auch validiert werden (Mahlke 2002; Kornmeier 2009; 
Högg 2010). Die Nutzen-Intention-Beziehung erweitert die lediglich affektive Betrach-
tungsweise der Theory of Reasoned Action für eine vollständigere Erfassung des Einflus-
ses von Leistungsbeurteilung auf die Verhaltensabsicht. 
Das Konstrukt der sozialen Norm aus der Theory of Reasoned Action kann laut Davis ver-
nachlässigt werden, da es bereits implizit durch die anderen Variablen beschrieben wird. 
Auch die wahrgenommene Verhaltenskontrolle der Theory of Planned Behavior hat keinen 
substanziellen Einfluss, welcher nicht durch das Technology Acceptance Model erklärt 
werden kann. Die zentralen Konzepte des Nutzens bzw. der Nützlichkeit und der Einfach-
heit bzw. Benutzbarkeit finden sich auch in anderen Ansätzen immer wieder (Mahlke 
2002). 
Insgesamt lässt sich festhalten, dass das Technology Acceptance Model ein weit verbreite-
tes robustes Modell zur Vorhersage der Nutzerakzeptanz von IT-Systemen ist und auch 
heute noch die Basis der meisten Technologieakzeptanzmodelle bildet. Dies haben Meta-
studien und eine große Anzahl an Forschungsarbeiten über einen breiten Anwendungsbe-
reich gezeigt (Chang 2004; Högg 2010; Kornmeier 2009; Willis 2008).  
2.3.2 Präsenz in virtuellen Umgebungen 
Der Präsenzbegriff beschreibt die kognitive Empfindung des Systemnutzers sich physisch 
in der virtuellen, synthetischen Welt und nicht in der realen Umgebung zu befinden. Dieser 
Eindruck kann nicht nur bei VR-Anwendungen, sondern zum Beispiel auch beim Lesen 
eines Buches oder Erleben eines Filmes entstehen. Allerdings können VR-Systeme durch 
die multisensorische Stimulation und teils direkte Interaktion in der Regel ein intensiveres 
Präsenzerleben hervorrufen. Die Fähigkeit eines Mediums Präsenz technologisch zu erzeu-
gen, wird in dieser Arbeit begrifflich als Immersion abgegrenzt. Immersion ist damit eine 
Variable der eingesetzten Technologie und kann objektiv beschrieben werden, Präsenz eine 
Variable des subjektiven Nutzererlebnisses. Demnach wird über das System durch Sinnes-
stimulation Immersion erzeugt, welche eine Konzeptualisierung eines mentalen Modells 
hervorruft und wiederum im Erleben von Präsenz mündet (igroup.org – project consortium 
(igroup)). Nachfolgend soll ein kurzer Überblick über bestehende Modelle zum Präsenz-





Es existieren verschiedene Präsenzmodelle, um den Zustand der Präsenz und dessen Ent-
stehungsmechanismus zu beschreiben (Jenewein und Hundt 2009; Köhler 2008; Hofmann 
2002). Zur Erklärung des Präsenzphänomens in computergenerierten Umgebungen lassen 
sich eindimensionale und mehrdimensionale Modelle unterscheiden. Die eindimensionalen 
Modelle können im Wesentlichen wie folgt kategorisiert werden: 
• Delokalisierungsmodelle: beschreiben den Eindruck sich physisch in der virtuellen 
Umgebung zu befinden. Dies wird meist durch den heuristischen Begriff „sense of 
being there“ umschrieben. 
• Aufmerksamkeitsmodelle: beschreiben Präsenz als kognitiven Zustand selektiver 
Aufmerksamkeit. Je größer der Anteil der Aufmerksamkeit ist, welcher virtuellen 
Stimuli zugewendet wird, desto größer ist die Identifikation mit dieser syntheti-
schen Umgebung (Witmer und Singer 1998). 
• Handlungsmodelle: fokussieren auf die Bedeutung der Handlung und deren ent-
sprechende Systemreaktionen. 
Mehrdimensionale Modelle integrieren einen oder mehrere der vorangegangenen Model-
lansätze und erweitern diesen zu einem komplexeren Präsenzbegriff. Witmer und Singer 
stellen ein zweidimensionales Modell vor, welches auf Aufmerksamkeit (Involviertheit) 
und einer räumlichen kognitiven Komponente (Witmer und Singer 1998) beruht. Schubert 
et al. (2001) unterstützen diese Ergebnisse, aber erweitern diese nach eigener Forschung 
um einen dritten Faktor. Sie schlagen ein Präsenzkonstrukt bestehend aus drei Komponen-
ten vor (Hofmann, S. 19): 
• Räumliche Präsenz: entspricht dem Delokalisierungsbegriff und bindet Aspekte 
der Handlungsmodelle mit ein. Über Handlungen (Selbstbewegung oder Objektin-
teraktion) wird die Struktur der virtuellen Umgebung erfasst und in ein inneres 
Modell des Nutzers überführt. Dieses innere Modell wird anschließend in Bezie-
hung mit dem eigenen Körper gesetzt. Je ausgeprägter der eigene Körper als Teil 
des inneren Modells der Umgebung wahrgenommen wird, desto stärker ist die 
räumliche Präsenz. Im Gegensatz zu den Handlungsmodellen wird die Interaktion 
über das innere Modell vermittelt. 
• Involviertheit: entspricht dem Aufmerksamkeitsbegriff und wird als Maß für die 
selektive Aufmerksamkeit verstanden, welche der virtuellen Umgebung zugewen-
det wird. 
• Realitätsurteil: beschreibt die Vergleichbarkeit der virtuellen Umgebung mit ei-
nem realen Pendant. Das Realitätsurteil kann verstärkend oder abschwächend auf 
das Gesamtpräsenzempfinden wirken. Dabei kann auch in einer abstrakten realitäts-




der anderen beiden Präsenzkomponenten macht die Entstehung eines solchen selbst 
bei sehr realitätsnahen Bedingungen hingegen unwahrscheinlich. 
Auch wenn sich noch kein allgemeiner Modellstandard etablieren konnte, scheint dieser 
mehrdimensionale Präsenzbegriff gut geeignet die Komplexität des Präsenzphänomens in 
virtuellen Umgebungen zu erfassen. Die Gewichtung der einzelnen Komponenten kann je 
nach Anwendungsszenario variieren. Die Aussagekraft konnte umfangreich empirisch 
durch Schubert et al. nachgewiesen werden. Dies gilt sowohl für die alleinstehende Be-
trachtung der drei Komponenten als auch für deren Verknüpfung zu einem allgemeinen 
Präsenzkonstrukt (Hofmann 2002). 
Messung von Präsenz 
Da noch keine allgemein akzeptierte Theorie bezüglich Präsenz existiert (Hofmann 2002), 
brachte die Forschung ein breites Spektrum an Methoden und entsprechenden Messinstru-
menten hervor. Insbesondere die Zugänglichkeit und Beobachtbarkeit fallen durch die Sub-
jektivität der Präsenz schwer. Die Literatur unterscheidet grundlegend zwischen objektiven 
und subjektiven Methoden. Die objektiven Methoden basieren auf der Messung physika-
lischer Parameter unter der Annahme, dass diese mit dem kognitiven Zustand der Präsenz 
korrelieren. In der Empirik bisher nur vereinzelt eingesetzt, lassen sich grundlegend zwei 
Messmethoden unterscheiden: 
• Messung physiologischer Parameter, wie z. B. Pulsfrequenz, Atmung, Hautwi-
derstand oder Reaktionen des Sehapparates 
• Beobachtung reflexiven Verhaltens auf die Darstellung virtuell simulierter Stimu-
li, welche in der realen Welt reflexive Anpassungen auslösen. Der Grad der Über-
einstimmung zwischen der Reaktion unter simulierten und realen Verhältnissen 
wird als Maß der Präsenz angenommen. Auch soziales Verhalten wie Lächeln kann 
ein Anzeichen für Präsenz sein. 
Die objektiven Methoden konnten bisher noch keinen fundierten wissenschaftlichen 
Nachweis über Reliabilität erbringen (Köhler 2008). Zudem lässt sich aus der Erfassung 
objektiver Parameter nicht oder nur sehr schwer auf die verschiedenen Komponenten des 
Präsenzbegriffes rückschließen. 
Bei den subjektiven Methoden bewerten die Nutzer selbst ihr Erleben der virtuellen Um-
gebung. Im Wesentlichen lässt sich diese Methodik dahin gehend unterscheiden, ob die 
Bewertung während oder nach der Nutzung der virtuellen Umgebung erfolgt: 
• während der Nutzung: birgt die Gefahr, dass sich der kognitive Zustand durch den 




des Nutzers sowie eine Zuwendung von Aufmerksamkeit erfordert. Durch mehrma-
lige Messungen ließe sich mit diesem Verfahren auch eine Änderung der Präsenz 
über die Zeit erfassen. 
• nach der Nutzung: hier können Filterungs- und Anpassungseffekte auftreten. 
Durch die zeitliche Entkopplung von Erleben und Bewertung können Gedächtnis- 
und rationale Verarbeitungsprozesse das Bewertungsergebnis verstärkt beeinflussen 
(z. B. Vergleich mit Vorerfahrung oder Modifikation aufgrund sozialer Faktoren). 
Dieses Risiko ist allerdings durch ein geschicktes Versuchsdesign zu minimieren. 
Vorteil der Nachbefragung ist die relativ einfache Anwendbarkeit des Verfahrens 
und dass diese das Erleben der virtuellen Umgebung nicht stört. Durch die einmali-
ge Erhebung ist eine zeitliche Veränderung natürlich nicht messbar. 
Alternativ werden auch psychophysiologische Messungen wie die Magnitude Estimation, 
Cross-Modality Matching, Reaktionszeitmessung bei Sekundäraufgaben (Jenewein und 
Hundt 2009; Wirth und Hofer 2008), welche aber in dieser Arbeit nicht näher betrachtet 
werden sollen, angewandt. Insgesamt sind die subjektiven Methoden mit Präsenzmessung 
nach Erleben der virtuellen Umgebung am besten empirisch evaluiert und eignen sich zur 
Erfassung der einzelnen Präsenzkomponenten (Hofmann 2002).  
Messinstrumente 
Für die subjektive Bewertung der Präsenz hat sich ein breites Spektrum an Messverfahren 
wie Fragebögen, Interviews oder der sogenannten think-aloud-Methode heraus gebildet. 
Für die Bewertung nach Aufenthalt in der virtuellen Umgebung ist der Einsatz standardi-
sierter Fragebögen etabliert. Je nach zugrunde liegendem Präsenzbegriff und Dimension 
des Modells, variiert die Anzahl der Fragen und entsprechend adressierter Subskalen. Für 
eine Übersicht sei auf die Literatur verwiesen (Hofmann 2002, S. 24–25; Lombard et al. 
2009; Lessiter et al. 2001). Witmer und Singer (1998) entwickelten den Presence Questi-
onnaire (kurz PQ), welcher mittels 32 Items auf die drei Subskalen – Involvement/Control 
(Involviertheit/Kontrolle), Naturalness (Natürlichkeit) und Interface Quality (Schnittstel-
len-Qualität) – zielt. Dabei wird nicht direkt nach Präsenz gefragt, sondern die Qualität 
präsenzrelevanter Faktoren beurteilt. Zusätzlich identifizierten sie einen Einfluss der indi-
viduellen Tendenz des Nutzers auf das Präsenzerleben, weshalb sie einen weiteren Frage-
bogen (Immersive Tendency Questionnaire, kurz ITQ) entwickelten. Die individuelle Ten-
denz, sich einnehmen zu lassen und involviert zu sein, dient demnach auch als Prädiktor 
für Präsenz (Witmer und Singer 1998). Auch (Lessiter et al. 2000) konstruierten einen Fra-
gebogen zur medienübergreifenden Erhebung von Präsenz. Sie identifizierten mittels Fak-




Naturalness und Negative Effects. Von diesen ähneln die ersten drei Komponenten sehr 
stark dem vorgestelltem Modell von (Schubert et al. 2001). Basierend auf den Erkenntnis-
sen von Witmer und Singer stellen diese einen Fragebogen mit 75 Items vor. Dabei ergän-
zen sie die Fragen nach Involviertheit und Realitätsnähe um direkte Fragen nach dem De-
lokalisierungsempfinden eindimensionaler Modelle. In umfangreichen Studien und 
anschließender Faktorenanalyse identifizieren sie räumliche Präsenz, Involviertheit und 
Realitätsurteil (siehe Präsenzmodelle) als voneinander unabhängige (schwach korrelieren-
de) Dimensionen des komplexen kognitiven Zustandes Präsenz. Sie konnten die Ergebnis-
se in weiterer Forschung bestätigen und reduzieren den Fragebogen auf die 14 Items, wel-
che am stärksten auf jeweils eine der drei Dimensionen laden. Darunter ist auch ein 
allgemeines Item, welches auf alle drei Subskalen und das Gesamtkonstrukt Präsenz lädt. 
Es entsteht der Igroup Presence Questionnaire (kurz IPQ)((igroup.org – project consortium 
(igroup)), siehe auch (Lombard et al. 2009; Lessiter et al. 2000)). Abbildung 2.5 zeigt ein 
Modell der Faktorenstruktur des IPQ mit der entsprechenden Anzahl an Items je Dimensi-
on. 
 
Abbildung 2.5: Strukturmodell des IPQ nach (igroup.org – project consortium (igroup)) 
Der gesamte Fragebogen mit allen deutschen Fragen und Ankerphrasen für die letztendli-
che Bewertung per Likert-Skala ist im Anhang 7 notiert. Dieser ist, wie beschrieben, solide 
validiert und deckt sich in großen Teilen mit dem vorgestellten Stand der Forschung. 
Präsenzbeeinflussende Faktoren 
Es werden unterschiedliche Klassifizierungen für die Einflussfaktoren von Präsenz vorge-
schlagen. (Witmer und Singer 1998) unterscheiden nach Kontroll-, Ablenkungs-, sensori-
schen und Realismusfaktoren. (Hofmann 2002) differenziert in kontrollierbare und kaum 
kontrollierbare Faktoren und spezifiziert feiner nach (Regenbrecht 2000). Dieser identifi-
ziert Realwelt-, immersionstechnische, inhaltliche (kontrollierbare) und individuelle (kaum 




auf den Nutzer wirken und keine strikte Abtrennung nach idealisierten Modellen erfolgen 
kann. 
Für die vorliegende Arbeit steht weniger eine klassifizierte Untersuchung der Einzelfakto-
ren als vielmehr eine gesamtheitliche Optimierung des Wahrnehmungsprozesses im Mit-
telpunkt. Deshalb folgt hier nur eine kurze Darstellung relevanter Faktoren als Gestal-
tungsgrundlage für ein präsenzförderndes Interaktionssystem. Für eine sehr detaillierte 
Darstellung aller Einzelfaktoren sei auf die Literatur verwiesen (Hofmann 2002; Witmer 
und Singer 1998; Regenbrecht 2000; Mantovani und Castelnuovo 2003). 
Kontrollierbare Faktoren 
1. Immersionstechnische Faktoren 
Dies sind Einflussgrößen technischer Art und unterliegen somit ständiger Weiterentwick-
lung bezüglich des Stands der Technik. Prinzipiell kann davon ausgegangen werden, dass 
die Anzahl, Art und Qualität der sensorischen Ein- und Ausgabekanäle des VR-Systems die 
Präsenz maßgeblich beeinflusst. Es lässt sich entsprechend der adressierten Modalität un-
terscheiden: 
• Visuelle Aspekte: z. B. Bildqualität, Bildrate und Bildwiederholrate, Bildauflösung 
Bildgröße und abgedecktes Blickfeld, stereoskopische und an Kopfposition ange-
passte (Tracking) Darstellung 
• Haptische und kinästhetische Aspekte: Bewegungssimulation und Kraft- bzw. tak-
tile Rückkopplung in Korrelation mit den anderen Sinneskanälen 
• Akustische Aspekte: z. B. akustische Qualität und räumliche Charakteristik in Kor-
relation mit den anderen Sinneskanälen und Bezug zur virtuellen Welt 
Die Auswirkung weiterer Sinne auf die Präsenz wurde bisher kaum erforscht. Ein zusätzli-
cher Faktor kann die Qualität der Interaktionsgeräte in Abhängigkeit der Ergonomie und 
intuitiven Bedienung sein. Zusammenfassend ist die höchste immersionstechnische Prä-
senz zu erwarten, wenn die Systemtechnik als Störgröße verschwindet, d. h. subjektiv kei-
ne mangelnde Qualität wahrgenommen wird und die angebotenen Stimuli sich homogen 
ergänzen. 
Dieser Gruppe lassen sich am ehesten die sensorischen Faktoren nach (Witmer und Sin-
ger 1998) zuordnen. Ihnen zufolge haben die verschiedenen Modalitäten entsprechend 
einer Hierarchie unterschiedlich starken Einfluss auf die Präsenzbildung (wahrscheinlich 
visuell am stärksten), welche auch von einer multimodalen Präsentation und Konsistenz 
der multimodalen Information verstärkt wird. Präsenzerhöhend wirkt auch eine hohe De-




wahrnehmung und die Möglichkeit einer aktiven Suche und eines in-Beziehung-Setzen der 
eigenen Sensoren mit der Umgebung. 
2. Inhaltliche Faktoren 
Die inhaltlichen Faktoren werden maßgeblich durch die Gestaltung der virtuellen Umge-
bung definiert. Dies können passiv beobachtbare Inhalte als auch die Interaktion mit der 
virtuellen Welt selbst sein. Basierend auf den technischen Möglichkeiten sind die inhaltli-
chen Faktoren an die Grenzen der Immersionstechnik gebunden. Exemplarisch entzieht die 
Darbietung einer Interaktionsmöglichkeit ohne Verfügbarkeit eines entsprechenden Inter-
aktionsgerätes dem Inhalt den Sinn. Die Inhalte sollten demnach leicht interpretierbar, di-
rekt umsetzbar und konsistent sein. Da Präsenz immer auch in Beziehung mit den bisheri-
gen Erfahrungen des Nutzers steht und diese Erfahrungen primär in der realen Welt 
gesammelt wurden, sollte sich die Gestaltung an der realen Welt orientieren. Prinzipiell 
wird davon ausgegangen, dass Interaktion allgemein präsenzförderlich ist. Es lässt sich 
nach verschiedenen Formen des aktiven Handelns in virtuellen Umgebungen unterschei-
den: 
• Selbstbewegung: Körperbewegung relativ zur virtuellen Umgebung unter Berück-
sichtigung der Navigationsmetapher, freie Exploration der virtuellen Umgebung 
• Objektinteraktion: Verfügbarkeit und Mühelosigkeit der Objektinteraktion, Vorher-
sagbarkeit der Systemreaktion, Simulation physikalischer Objekteigenschaften  
• Subjektinteraktion: Interaktion mit weiterem Nutzer, Gegenwart synthetischer 
Subjekte in der virtuellen Umgebung 
Passives Beobachten ist unter anderem geprägt durch: 
• Realitätsnähe der Darstellung: realistische Darstellung und Detailgüte durch z. B. 
wirklichkeitsnahe Geometrie, Texturen, Schatten, Tiefenhinweise usw. 
• Dramaturgie der Szene: schlüssige Ereigniskette, Möglichkeit der inhaltlichen Be-
deutungszumessung und mentalen Interaktion, vom Gestalter beabsichtigte dyna-
mische Prozesse der Szene 
Diesen inhaltlichen Faktoren ähneln am ehesten die Kontroll- und Realismusfaktoren 
nach (Witmer und Singer 1998). Diese identifizieren den Grad der Kontrolle, die Intuitivi-
tät der Kontrollmethode und die Unmittelbarkeit und Vorhersagbarkeit der Reaktion als 
präsenzbeeinflussend. Auch die allgemeine Modifizierbarkeit der Umgebung wird als prä-
senzverstärkend angesehen. Der Realismus steht im Bezug zu einer realitätsnahen Darstel-
lung, der Konsistenz von virtueller und realer Welt, der individuellen Bedeutung des Erleb-






Realweltfaktoren sind alle Faktoren der realen Umgebung, welche auf den Nutzer einwir-
ken. Diese Kategorie beruht auf der Annahme, dass die reale Umgebung weder vollständig 
ausgeschaltet noch simuliert werden kann. Je nachdem, ob die Illusion verstärkt oder von 
den Inhalten der virtuellen Umgebung abgelenkt wird, kann eine prinzipielle Unterteilung 
in präsenzfördernde und präsenzhemmende Faktoren vorgenommen werden: 
• Präsenzfördernde/präsenzerhöhende Wirkung tritt auf, wenn reale und virtuelle 
Stimuli (meist taktil oder akustisch) vom Nutzer in Übereinstimmung gebracht 
werden können. Z. B. Simulation einer Laufbewegung augmentiert durch die Fort-
bewegung auf einem realen Laufband. Über die Echtheit der realen Erfahrung wird 
dabei auch auf die Echtheit der anderen virtuellen Objekte geschlossen. 
• Präsenzhemmende/präsenzstörende Wirkung ergibt sich aus der Nichtüberein-
stimmung virtueller und realer Stimuli. Z. B. können reale Umgebungsgeräusche, 
Blendungen, Luftzug oder auch reale Personen störend beim Erleben der virtuellen 
Umgebung wirken. 
Dieser Kategorie entsprechen nach (Witmer und Singer 1998) am ehesten die Ablenkungs-
faktoren. Präsenzsteigernd wirkt hier die Isolation von der realen Welt durch das VR-
System, die individuelle Bereitschaft der Aufmerksamkeitszuwendung und ein unauffälliges 
Schnittstellendesign. 
Kaum kontrollierbare Faktoren 
Der Imaginationsprozess (Formung eines inneren Modells) als wesentliche Komponente 
der Präsenzbildung ist stark individuell determiniert. Demnach ist anzunehmen, dass Prä-
senz erheblich von individuellen Faktoren abhängig ist. Identische Stimuli können bei un-
terschiedlichen Nutzern abweichende Präsenzgrade hervorrufen. Die Stärke dieses Einflus-
ses der Nutzereigenschaften im Verhältnis zum Einfluss der gezielt kontrollierbaren 
Faktoren kann nach heutigem Stand der Forschung nicht prognostiziert werden. (Hofmann 
2002) unterstreicht insbesondere, dass der Einfluss der kontrollierbaren Faktoren vom Ein-
fluss der individuellen Nutzereigenschaften dominiert werden könnte. Dies ist durch ein 
geeignetes Versuchsdesign zu berücksichtigen. Neben dem Alter und Geschlecht werden in 
der Literatur unter anderen folgende individuelle Eigenschaften als präsenzrelevant einge-
stuft (nach (Köhler 2008), siehe detaillierte Literaturangaben): 
• Medienspezifische Vorkenntnisse: Kenntnisse der technischen Funktionsweise von 
VR-Anlagen sensibilisieren für deren Unzulänglichkeiten und können damit zum 
Absinken der Präsenz führen. Zudem treten teilweise Gewöhnungseffekte auf. Die-
se können sowohl präsenzerhöhend wirken, da innere Modelle zunehmend besser 
angesprochen werden oder auch eine präsenzhemmende Eigenschaft durch Nach-




• Vermutungen und Erwartungen: Diese bestehen schon vor der ersten Benutzung 
eines Systems. Sie haben sich durch Berichte und Informationen aus verschiedenen 
Quellen gebildet. Werden diese nicht erfüllt, kann es zur Verringerung der Präsenz 
kommen. 
• Bereitwillige Akzeptanz: Trotz dem Wissen um die Virtualität der Umgebung, lässt 
sich der Nutzer bereitwillig darauf ein. Diese Akzeptanz kann z. B. durch techni-
sche Neugier aber auch durch den Inhalt der Szene hervorgerufen werden und wirkt 
präsenzsteigernd. 
• Persönlicher Bezug zum Inhalt: Je nachdem, welche Bedeutung der Inhalt der vir-
tuellen Umgebung bzw. die Aufgabe für den Nutzer hat, kann dies präsenzbeein-
flussend wirken. Individuell relevante Inhalte sind für den Nutzer leichter interpre-
tierbar und erhöhen die Wahrscheinlichkeit der Aufmerksamkeitszuwendung. Dies 
kann, wie bereits erwähnt, durch kontrollierte Gestaltung des Inhaltes forciert 
(Ausnutzen des Erfahrungshintergrundes einer Nutzergruppe), aber auch unkontrol-
liert durch besondere persönliche Bezüge hervorgerufen werden. 
Auch bei anderen Faktoren wie räumliche Vorstellungskraft, Extrovertiertheit oder Test-
angst wird ein individueller Einfluss auf Präsenz festgestellt (Alsina Jurnet et al. 2005). 
Die Vielzahl der charakteristischen Faktoren unterstreicht die Nichtkontrollierbarkeit und 
daraus resultierende Bedeutung für die Versuchsplanung. 
Auswirkungen von Präsenz 
Eine zentrale Motivation in der Präsenzforschung stellt die Vermutung dar, dass der Grad 
der Präsenz einen Einfluss auf die Nutzerleistung bei Aufgabenerfüllung in virtuellen Um-
gebungen hat. Darüber hinaus werden auch noch andere Effekte der Präsenz vermutet. Der 
empirische Nachweis erfolgte bisher meist nur sporadisch. Dennoch seien die wichtigsten 
Effekte genannt (nach (Köhler 2008), siehe detaillierte Literaturangaben): 
• Raumwahrnehmung: Hofmann (2002) identifiziert einen Einfluss von Präsenz auf 
die Raumwahrnehmung. Dabei haben die einzelnen Präsenzkomponenten unter-
schiedliche Wirkung auf die Entfernungswahrnehmung. Räumliche Präsenz und 
Involviertheit wirken erhöhend auf die Gewichtung der Akkommodation als Infor-
mationsquelle. Dies hat eine Vergrößerung der wahrgenommenen Entfernung zur 
Folge. Das Realitätsurteil wirkt genau entgegengesetzt. 
• Leistung bei Aufgabenerfüllung: Es gibt verschiedene Untersuchungen zur Korre-
lation von Präsenz und Leistung bei der Aufgabenerfüllung. Allerdings sind die Er-
gebnisse nicht eindeutig. Manche Forscher weisen eine Korrelation nach, manche 
nicht und wieder andere zeigen einen negativen Effekt auf. Daher gilt hier aktuell 
eher eine allgemeine Vermutung von Korrelation. 
• Erinnerungsvermögen und Transferleistung: Verschiedene Autoren vermuten ei-
nen positiven Zusammenhang von Präsenz auf die Erinnerungsleistung virtueller 
Inhalte und eine verbesserte Übertragung der erlernten Fähigkeiten auf entspre-
chende reale Situationen. 
• Simulatorkrankheit: die Simulatorkrankheit entsteht durch Inkonsistenzen zwi-




Ausbleiben von Beschleunigungskräften beim Bremsen eines virtuellen Fahrzeuges 
zu den Symptomen führen, welche denen der Seekrankheit (z. B. Schwindel, Übel-
keit) ähneln. Eine erhöhte Präsenz kann das Auftreten der Symptome verringern 
(Stanney und Salvendy 1997).  
• Orientierung: Es existieren empirische Hinweise, dass hohe Präsenz die Orientie-
rungsfähigkeit in virtuellen Umgebungen verbessern kann. 
• Spaß: hochimmersive und damit präsenzstarke Anwendungen üben eine besondere 
Faszination beim Nutzer aus – sie machen Spaß. Das kann auch für die Aufmerk-
samkeits- und Motivationssteigerung förderlich sein. 
2.3.3 Usability und Intuitivität 
Usability wird oftmals schlicht mit „Benutzerfreundlichkeit“ übersetzt. 
DIN EN ISO 9241-11 fasst die Definition weiter und führt die Begrifflichkeit „Ge-
brauchstauglichkeit“ ein. Diese ist das Maß wie effektiv (Zielerreichung), effizient (Res-
sourceneinsatz) und zufriedenstellend (subjektive Bewertung) ein technisches System vom 
Benutzer in einem bestimmten Nutzungskontext verwendet werden kann (siehe auch Rud-
lof (2006), Bräutigam und Schneider (2003), Quiring (2006)). Hier zeigt sich die enge 
Kopplung an das beschriebene Akzeptanzkonstrukt in Kapitel 2.3.1. und die einhergehende 
Bedeutung für die Systemgestaltung. Folgende wichtige Grundsätze sind in der 
DIN EN ISO 9241-110 für die Dialoggestaltung von Softwaresystemen verankert: 
• Aufgabenangemessenheit (effiziente und effektive Aufgabenunterstützung) 
• Selbstbeschreibungsfähigkeit (Feedback und selbsterklärend) 
• Steuerbarkeit (flexible Interaktion) 
• Erwartungskonformität (entspricht gängigen Konventionen und Vorwissen) 
• Fehlertoleranz (leichte Korrektur, keine undefinierten Zustände) 
• Individualisierbarkeit (je nach Kenntnisstand und Vorlieben personalisierbar) 
• Lernförderlichkeit (steile Lernkurve, nachvollziehbare Logik) 
Diese Grundsätze sollten nicht isoliert voneinander betrachtet werden und erfordern eine 
Priorisierung entsprechend des Anwendungsfalles. 
Häufig wird in der Diskussion und Bewertung von technischen Systemen der Begriff „intu-
itiv“ genutzt. Anhand der subjektiven Skala der Intuitivität (intuitive Benutzbarkeit) wird 
versucht, eine Bewertung für die Bedienbarkeit des Systems herzustellen. Allerdings exis-
tiert weder eine genaue Begriffsdefinition für Intuitivität noch eine fundierte wissenschaft-
liche Diskussion zum Konstrukt intuitiver Benutzbarkeit. Mohs et al. (2006) versuchen 




Durch Literaturauswertung, Sprachanalyse, Expertenworkshops sowie einen interdiszipli-
nären Arbeitskreis und Benutzerbefragungen wurde eine Definition für intuitive Benutzung 
erarbeitet (Mohs 2009): 
Intuitive Benutzung beschreibt einen singulären Interaktionsvorgang eines Benutzers mit 
einem technischen System, welcher durch spontane Anwendung unbewusst transferierten 
und adaptierten Vorwissens erfolgt und daher vom Benutzer als wenig beanspruchend 
empfunden wird. 
Intuitive Benutzung kann somit an der Bewusstseinsschwelle im Übergang von nondekla-
rativem, impulsivem Handeln (Instinkte, Reflexe, implizites Wissen, Automatismen, Ver-
trautheit) hin zu deklarativem, adaptivem Handeln (explizites, semantisches Wissen, analy-
tisches Denken) eingeordnet werden. Der Übergang erfolgt durch Transfer und Adaption.  
Der Arbeitskreis IUUI – Intuitive Use of User Interfaces untersuchte gemeinsam mit ande-
ren Usability-Experten das Verhältnis zwischen intuitiver Benutzung und den Grundsätzen 
der DIN EN ISO 9241-110. Dabei wurde ein enger Zusammenhang zur Erwartungskon-
formität, Selbstbeschreibungsfähigkeit und Aufgabenangemessenheit attestiert. Darüber 
hinaus wurden allgemeine Gestaltungsgrundsätze und Erfolgskriterien für intuitive Interak-
tion erarbeitet (Mohs et al. 2006). 
Gestaltungsgrundsätze: 
• alle Sinnesmodalitäten ansprechen 
• aus vorhergehender Erfahrung bekannte Symbole nutzen 
• Vorwissenstransfer, Analogiebildung 
• Bilder, Metaphern, Grafiken 
• Redundanz bereitstellen vs. Reduktion auf das Wesentliche 




Erfolgskriterien lassen sich nach subjektiven und objektiven Kriterien unterscheiden: 
Tabelle 2.2: Bewertungskriterien intuitiver Benutzung 
subjektive Kriterien objektive Kriterien 
• Wahrgenommene Leichtigkeit 
• Wahrgenommene Zielerreichung 
• Wahrgenommener Lernaufwand 
• Zufriedenstellung 
• Aufmerksamkeitsbeanspruchung 
• Effektivität (Fehlerrate) 
Mohs (2009) grenzt den Begriff der intuitiven Benutzung (nicht gestaltbare Prozesseigen-
schaft) von dem der intuitiven Benutzbarkeit (gestaltbare Systemeigenschaft, Intuitivität) 
ab. Er stellt eine Definition für diese vor, welche beide Begriffe verbindet: 
Intuitive Benutzbarkeit beschreibt eine Konstellation von Merkmalen eines technischen 
Systems, welche für dessen Benutzerzielgruppe eine intuitive Benutzung in bestimmten 
Aufgabenkontexten unterstützt. 
Diese Definition stellt die wissenschaftliche Basis dar, um Intuitivität bei der Systemge-
staltung zielgerichtet berücksichtigen zu können. 
2.4 Interaktive VR-Systeme 
Im Nachfolgenden wird die CAVE als Ausgangsbasis und etablierte VR-Anlage zur virtu-
ellen Entscheidungsfindung im Fahrzeugentwicklungsprozess beschrieben. Abschließend 
wird der Stand der Technik hinsichtlich multimodaler intuitiver Interaktionstechnologien 
dargestellt.  
2.4.1 CAVE und VR-Technologien 
Die CAVE wurde erstmalig 1992 von der University of Illinois vorgestellt (Cruz-Neira et 
al. 1992; Cruz-Neira et al. 1993). Sie stellt ein Mehrseiten-VR-System dar, welches die 
virtuelle Welt um den Nutzer herum projiziert (siehe Abbildung 1.1). Über die Erfassung 
der Kopfposition des Nutzers wird die Perspektive permanent an dessen Position und 
Blickrichtung angepasst. Dadurch kann sich der Nutzer frei in der Szene und um etwaige 
virtuelle Objekte herum bewegen. Über ein Stereobild wird eine Tiefenwahrnehmung beim 
Betrachter erzeugt. Die vollständige Abdeckung des Blickfeldes ermöglicht dem Nutzer, 
tief in die Szene einzutauchen und diese zu explorieren. Damit ist die CAVE das technische 
System mit der höchsten Immersion unter realer Eigenwahrnehmung. Nachfolgend werden 





Bei einer CAVE sind unterschiedliche geometrische Anordnungen und Größen sowie 
Technologievarianten denkbar – Front- oder Rückprojektionen (Projektion von hinten auf 
eine Scheibe, Betrachtung von vorne), Ein- oder Mehrprojektorsysteme (für sehr hohe Auf-
lösungen) aber auch Anordnungen mit mehreren Displays (Nachteil: Beeinträchtigung 
durch Displayrahmen). Meist wird die Frontdarstellung stufenweise durch eine Bodenpro-
jektion, weitere Seitenprojektionen und Deckenprojektion ergänzt, welche im rechten Win-
kel zueinander positioniert werden. Den Endausbau stellt eine sechsseitige CAVE dar, bei 
dem sich der Nutzer innerhalb einer Würfelrückprojektion befindet, die eine vollständige 
Abdeckung des Blickfeldes in alle Richtungen erlaubt. 
Stereoskopie 
Stereoskopie beschreibt die Vermittlung eines Tiefeneindrucks durch die Darstellung von 
zweidimensionalen Bildern. Sie basiert auf den Grundlagen der Stereopsis, welche im An-
hang 2 detailliert sind. Beim binokularen menschlichen Sehen entstehen aufgrund des Au-
genabstandes (Interpupillare Distanz, kurz IPD) perspektivisch verschiedene Bilder auf der 
Retina des linken und rechten Auges. Um eine solche Wahrnehmung von virtuellen Objek-
ten zu ermöglichen, müssen zwei Teilbilder erzeugt und mit entsprechender Parallaxe auf 
der Bildebene dargestellt werden. Es gilt den rechten und linken Kanal zu trennen und dem 
entsprechenden Auge separat zuzuspielen. 
Dazu existieren verschiedene technische Lösungsansätze. Im industriellen Umfeld als auch 
im Kino und Heimanwenderbereich haben sich im Wesentlichen zwei Technologien etab-
liert. Das passive Verfahren der Polarisationstechnik und das aktive Verfahren der Shutter-
technik. Eine Beschreibung weiterer Verfahren findet sich im Anhang 4. Bei der Polarisa-
tionstechnik werden die beiden Teilbilder mit unterschiedlich polarisiertem Licht erzeugt. 
Die Kanaltrennung wird über entsprechende Polarisationsfilter in den Gläsern einer vom 
Nutzer getragenen Brille bewirkt. Dafür werden Leinwände, Projektionsscheiben oder 
Displays mit speziellen Abstrahlcharakteristika benötigt, um die Polarisation zu erhalten. 
Dadurch hat die passive Technik Nachteile in der Blickwinkelstabilität und mangelnder 
Kanaltrennung z. B. bei der Neigung des Kopfes. Mittels Shuttertechnik (auch Zeitmulti-
plexing-Verfahren) werden die Teilbilder sequentiell abwechselnd für rechtes und linkes 
Auge abgespielt. Dadurch halbiert sich die Bildwiederholrate je Auge. Um ein flimmer-
freies Bild zu erreichen, wird mit Frequenzen von mindestens 120 Hz gearbeitet. Eine 
Shutterbrille verdunkelt, synchronisiert mit der Anzeige, das der Sequenz entsprechende 




nung. Die Synchronisation erfolgt über Infrarot- oder Funksignale. Das aktive Verfahren 
weist in aller Regel bessere Kanaltrennungs- und Bildeigenschaften als andere Verfahren 
auf. Insbesondere wird eine hohe Blickwinkelstabilität und Farbtreue erreicht (Wikipedia). 
Nachteilig sind die etwas schwereren und teureren Brillen. Außerdem wird aufgrund der 
Shuttertechnik das Bild bei gleicher Lichtstärke der Anzeige etwas dunkler wahrgenom-
men, weshalb hier meist höhere Lichtleistungen der Projektion erforderlich sind. 
Für die Simulationskomponente erfordert die Stereoskopie, dass statt eines Bildes zur 
Laufzeit zwei Bilder berechnet werden müssen. Da der stereoskopische Effekt auf dem 
Perspektivunterschied der beiden Augen beruht, ist die korrekte Position des Mittelauges 
von entscheidendem Einfluss für die gewünschte Tiefenwahrnehmung. Aus dem Mittelau-
ge wird schließlich über den Augenabstand die jeweilige Kameraposition für das linke und 
rechte Teilbild berechnet. Zur Erfassung des Mittelauges wird in aller Regel ein so genann-
tes Trackingsystem (siehe weiter unten) genutzt. 
VR-Simulations- und Visualisierungssoftware 
Der Markt bietet eine Vielzahl von Softwarelösungen zur Modellierung, Simulation, Ani-
mation und zum Rendering (Berechnungsschritt zur Erstellung des Bildes) von 3D-Daten. 
Die Tools werden für Werbebilder, Filme, Spiele, Produktdesign, Architektur aber auch in 
der Forschung und Entwicklung eingesetzt. Ziel ist es möglichst fotorealistische Bilder 
(oder Bildfolgen, Videos) der 3D-Daten zu erzeugen. Häufig findet sich der Oberbegriff 
Computer Generated Imagery (kurz CGI) als Bündler für rechnergestützte Bilderstellung. 
Dabei werden die 3D-Geometrien (in der Regel CAD-Daten) über Austausch-
Datenformate importiert oder direkt im jeweiligen Tool modelliert. Es folgt eine Vorberei-
tung der Daten. Beim sogenannten „Ausdünnen“ werden nicht sichtbare Objekte entfernt, 
um die Datenmenge auf ein Minimum zu reduzieren. Anschließend findet die Tessellierung 
(Zerlegung der Flächen in Dreiecke, Polygone) statt, um die virtuelle Szene bestmöglich 
für die Berechnung auf modernen Grafikkarten vorzubereiten. Es werden Materialien als 
teils mehrlagige Texturen zugewiesen und Strukturen per sogenannten Bumpmaps (Textu-
ren mit Tiefeninformation) simuliert. Anschließend wird die Szene mit virtuellen Lichtern 
ausgeleuchtet und eine realistische Schattenberechnung durchgeführt. Hierbei kommen 
Verfahren wie Raytracing (pixelgenaue Strahlverfolgung) und Global Illumination (kurz 
GI, Berechnung der Lichtwechselwirkung) oder auch Antialiasing (kurz AA, Kantenglät-
tung) zum Einsatz. Diese erfordern zwar eine erhöhte Rechenleistung, unterstützen den 
Realismusgrad des Renderings aber enorm. Je nach Komplexität der Szene und verwende-




in einem Webspezial (Mackevision 2015) und Video (Mackevision 2016) sehr anschaulich 
wie Computer Generated Imagery in der Fahrzeugentwicklung (Daimler AG) angewendet 
wird und stellt die einzelnen Prozessschritte im Detail vor. 
Neben der Vorbereitung der 3D-Daten und dem möglichst fotorealistischen Rendering 
muss eine spezielle VR-Software weitere, teilweise bereits erwähnte Anforderungen, erfül-
len: 
• Echtzeit-Rendering: Rendering und Ausgabe von mehreren Bildern pro Sekunde. 
• Clusterfähigkeit: Simultanes Rendering mehrerer Perspektiven als Grundlage für 
die Mehrseitenprojektion entsprechend der realen Anlagengeometrie. Darüber hin-
aus Verwaltung und Orchestration des beteiligten Rechenclusters. 
• Stereoskopie: Simultane Berechnung unterschiedlicher Perspektiven für rechtes 
und linkes Auge basierend auf dem (individuellen) Augenabstand des Nutzers. 
• Trackingintegration: Echtzeit-Kamerasteuerung entsprechend der Kopfposition 
und -ausrichtung des Nutzers. Zusätzliches Tracking von weiteren Objekten wie 
Sitzkiste oder Interaktionsgeräten. 
• Echtzeit-Interaktionsmöglichkeiten: Direkte Animationsmöglichkeiten (eventuell 
Objektmanipulation) und Variantenschaltungen steuerbar über verschiedene Einga-
begeräte wie z. B. Tastatur oder Flystick (siehe 2.4.2). 
Tracking 
Unter Tracking wird das zeitkontinuierliche Erfassen von Position und Orientierung ver-
standen (Deisinger 2002). Im Kontext der VR wird meist von Nutzer- oder Objektnachver-
folgung mit sechs Freiheitsgraden gesprochen (engl. Degrees of Freedom, kurz 6DoF, 
Translation X/Y/Z und Rotation Rx/Ry/Rz). Es gibt verschiedene technische Grundprinzi-
pien, welche für diesen Zweck eingesetzt werden können (vgl. Anhang 6). In modernen 
VR-Anlagen kommen zunehmend optische markerbasierte Systeme zum Einsatz. Diese 
erfassen über Bildsensoren in Kameras sogenannte Marker. Mittels trigonometrischer Be-
rechnung basierend auf den 2D-Bildern mehrerer Kameras wird die Position der Marker 
berechnet. Aus der Lage fest definierter Marker zueinander – ein sogenanntes Target – 
kann die Orientierung des Targets bestimmt werden. Optische Systeme zählen zu den be-
rührungslosen Verfahren mit der höchsten Messpräzision. Darüber hinaus überzeugen opti-
sche System durch hohe Messgeschwindigkeit, hohe Reichweite, kabellose Ortung und 
geringe Störanfälligkeit. Neben den relativ hohen Kosten, muss beachtet werden, dass im-
mer eine direkte Sichtverbindung zwischen mindestens zwei Kameras und den zu tracken-
den Markern vorhanden sein muss. Die Trackingabdeckung kann durch eine höhere Anzahl 




Im Folgenden wird ein spezifisches optisches Trackingsystem der Firma Advanced Realti-
me Tracking GmbH (kurz ART) vorgestellt, welches weite Verbreitung im europäischen 
Raum genießt. 
ART Trackingsystem 
Das System von ART ist in der Lage sowohl passive, als auch aktive Marker zu erfassen. 
Passive meist kugelförmige Marker reflektieren das von den Kameras ausgesandte infraro-
te Licht. Sie sind mit einer retroreflektierenden Spezialoberfläche (mikroskopisch kleine 
Glaskügelchen) überzogen. Durch diese Oberfläche wird das Licht größtenteils in Rich-
tung der Strahlungsquelle zurückgeworfen, unabhängig von der Orientierung des Markers. 
Aktive Marker hingegen emittieren selbst einen infraroten Lichtblitz, welcher von den 
Kameras erfasst wird. Zu allermeist kommt hierbei die LED-Technologie zum Einsatz. Die 
LEDs werden durch kugelförmige Abstrahlkörper ergänzt, um die Sichtbarkeit und Reich-
weite zu optimieren. Dadurch können die aktiven Marker deutlich kleiner als ihre passiven 
Pendants gehalten werden. Allerdings wird eine Spannungsquelle zur Versorgung benötigt. 
ART hat je nach Anforderung verschiedene Trackingkameras im Portfolio. Unter anderem 
existieren leistungsstarke ARTTRACK2 Kameras, welche über einen ARTTRACK Con-
troller gesteuert werden. Zusätzlich sind TRACKPACK/C Kameras verfügbar. Die 
TRACKPACK/C glänzen durch ihre besonders kleinen Abmessungen und können somit 
relativ unauffällig in den Kanten der vorderen Projektionsfläche einer CAVE integriert 
werden. Der zugehörige TRACKPACK Controller wird im kaskadierten Verbund mit dem 
ARTTRACK Controller betrieben. Dies ermöglicht die interne Synchronisation der Kame-
ras untereinander, sodass sich diese nicht gegenseitig „blenden“. Das Gesamtsystem arbei-
tet mit einer Abtastrate von 60 Hz. Abbildung 2.6 zeigt beide Kamerasysteme im Ver-
gleich. 
 
Abbildung 2.6: ARTTRACK2 (links) und TRACKPACK /C (rechts) (Foto mit freundlicher Genehmi-




Die Steuerzentrale des Systems wird von der DTrack2 Software gebildet. Diese besteht aus 
einem Linux-basierten Back-End-Controller und einem Windows-Frontend auf einem Re-
moterechner. Neben dem eigentlichen Starten und Überwachen des Trackings und der 
Konfiguration von Trackingdevices, wird mittels DTrack2 auch die Systemkalibrierung 
durchgeführt. Grundsätzlich wird hier zwischen Raum- und Objektkalibrierung unterschie-
den. Bei der Raumkalibrierung wird das Raumkoordinatensystem festgelegt und die ein-
zelnen Kameras zueinander in Beziehung gebracht. Dieser Vorgang sollte in regelmäßigen 
Abständen wiederholt werden, um die hohe Messgenauigkeit im unteren Millimeterbereich 
zu erhalten. Die Objektkalibrierung dient der Festlegung der bereits erwähnten Targets und 
Kopplung dieser an das Raumkoordinatensystem. Damit lassen sich verschiedenste Objek-
te – von Shutterbrille über Flystick bis Sitzkiste – durch das Anbringen individueller Tar-
gets gleichzeitig verfolgen und unterscheiden. Eine detailliertere Beschreibung der Kalib-
riermethodik und der unterschiedlichen Optionen liefert das Benutzerhandbuch und 
Blumenthal (2009, S. 24–27). Detaillierte Informationen zu den Produkten von ART und 
deren technische Spezifikation sind auf der Hersteller-Webseite zu finden (Advanced Real-
time Tracking GmbH (ART)). 
Ein Zugriff auf die Trackingdaten ist über die Auswertung eines ASCII-Datenstroms per 
UDP-Verbindung oder einen objektorientierten Ansatz über ein von ART entwickeltes 
SDK möglich. 
2.4.2 Interaktionsgeräte 
Bei der Interaktion in virtuellen Umgebungen muss zwischen verschiedenen Szenarien 
unterschieden werden. Für die Bedienung des Steuerrechners und der Visualisierung wer-
den die Standardeingabegeräte Tastatur, Maus und Spacemouse (siehe Abbildung 2.7) ein-
gesetzt. Diese Art der Interaktion wird vom Operator und damit nicht vom Nutzer selbst 
durchgeführt. Teilweise werden aber auch Funktastaturen oder Tablets verwendet, um eine 
Steuerung der Szene (z. B. Umschalten von Visualisierungsvarianten) direkt durch den 
Nutzer zu ermöglichen. Vielmehr kommen jedoch für die Interaktion im virtuellen Raum 
dedizierte Eingabegeräte zum Einsatz. 
FlyStick3 
Der Flystick3 von ART ist ein leichtes und kabelloses Interaktionsgerät zur Navigation und 
Objektmanipulation in VR-Anwendungen. Er ist vollständig in die beschriebene Sys-
temumgebung von ART integriert. Position und Orientierung werden mittels eines Targets 




sticks wird über Funk realisiert. Über die universelle Schnittstelle lässt sich der FlyStick3 
in unterschiedlichen Simulationsumgebungen einsetzen. Dabei werden die Orientierung im 
Raum und die Auswahl von Szenenobjekten über einen sogenannten Pickstrahl unterstützt. 
Der Pickstrahl ist eine virtuell erzeugte Linie, welche entsprechend der Ausrichtung des 
FlySticks visualisiert wird und so analog eines virtuellen Zeigestabs fungiert. 
Head-, Sitzkisten- und Objekttracking 
Zusätzlich lassen sich in entsprechenden Simulationsumgebungen beliebige Szenenobjekte 
an Trackingtargets, so auch den FlyStick3, koppeln und anschließend durch den virtuellen 
Raum bewegen. Damit lässt sich auch die vorher erwähnte zentrale Kamerasteuerung über 
das sogenannte Headtracking realisieren. Hierbei wird die Kopfposition und -orientierung 
des Nutzers durch ein auf der Shutterbrille angebrachtes passives Target erfasst und an die 
virtuelle Hauptkamera gekoppelt. Das Tracking von Sitzkisten beruht auf dem gleichen 
Prinzip. Eine Sitzkiste ist ein auf das Wesentliche reduzierter PKW-Sitzaufbau in Hard-
ware. Dieser wird verwendet, um im virtuellen Fahrzeug Platz nehmen zu können und eine 
realistische Fahrhaltung zu simulieren. Teilweise wird der Aufbau für virtuelle Erprobungs-
fahrten um Lenkrad und Pedalerie ergänzt. Abbildung 2.7 zeigt eine Auswahl der beschrie-
benen Interaktionsgeräte. 
 
Abbildung 2.7: Interaktionsgeräte und Tracking-targets in VR-Systemen 
Hand- und Fingertracking 
Neben den speziellen VR-Eingabegeräten, wie dem Flystick, gibt es auch Ansätze die 
Hand des Menschen direkt zur Interaktion zu nutzen. Dies beinhaltet die Erfassung der 
Handposition und Fingerstellung sowie auch die optionale Bereitstellung eines haptischen 





Abbildung 2.8: Haptische Simulationsgeräte und Hand- bzw. Fingertracking 
Im Wesentlichen lassen sich aktuelle Systeme wie folgt kategorisieren: 
• Exoskelette: die Stellung der Glieder wird über kinematische Ketten der einzelnen 
Finger erfasst. Zusätzlich lässt sich bei Systemen wie dem CyperGrasp eine Betäti-
gungskraft über die Mechanik an den Fingern simulieren. Nachteil hierbei ist der 
hohe Aufwand an Hardware, welcher meist auch mit Sichtbehinderungen einher-
geht. Darüber hinaus bieten die Systeme nur eingeschränkte Ergonomie durch ihr 
Gewicht und teilweise notwendige Verkabelungen. Das Anlegen der Hardware ge-
staltet sich durch die komplexe Mechanik verhältnismäßig aufwändig. Dennoch ist 
die Entwicklung der Systeme dieser Kategorie ungebrochen. Das zeigt sich in heu-
tigen Produkten wie dem Dexmo (Dexta Robotics) oder Sense Glove (Sense Glo-
ve). Diese sind allerdings maßgeblich für die Verwendung mit VR-Brillen konzi-
piert. Dies reduziert die Bedeutung von Nachteilen wie Sichtbehinderung und 
erschwerter Integration in vorhandene Infrastruktur (insbesondere dem Tracking-
system). Moderne Materialien tragen außerdem zu verringertem Gewicht bei. Gu et 
al. (2016) liefern einen detaillierteren Überblick zur Forschung. 
• Stationäre Systeme zur Haptik-Simulation: größere Aufbauten mit Messarmen, 
welche über Aktoren auch größere Betätigungskräfte simulieren können. Bekannte 
Vertreter sind das Phantom (jetzt Touch X™ (3D Systems 2016)) oder der Virtuose 
6d (haption). Durch den komplexen Aufbau und die damit zusammenhängenden 
Sichtbehinderungen und den limitierten Bewegungsraum sind diese nur bedingt für 
die Interaktion im virtuellen Fahrzeuginterieur geeignet. Zudem weisen die Syste-
me meist spezielle der Aufgabe angepasste Handlingswerkzeuge (z. B. stiftähnlich) 
auf. Der Fokus liegt damit nicht auf der Abbildung der einzelnen Finger, sondern 
auf der sehr genauen Haptik-Simulation am Endeffektor. Dies führt auch zu höchs-
ten Anforderungen an die Simulationskomponente, was die Integration in bestehen-
de Systeme deutlich erschwert. Systeme dieser Kategorie kommen vor allem zur 
Modellierung oder in der Medizintechnik zur Anwendung. 
• Datenhandschuhe: Erkennung der Fingergliedstellung meist über Dehnmessstrei-
fen. Basierend auf den einzelnen Winkelmessungen wird mittels einer Vorwärtski-
nematik ein Handmodell abgeleitet. Zur Messung der Absolutposition der Hand 




breitete Systeme sind der CyperGlove oder der 5DT Data Glove 5 Ultra (5DT). 
Manche Datenhandschuhe bieten durch Ergänzung von Vibrationsmotoren zusätz-
lich ein vibrotaktiles Feedback (z. B. CyperTouch (CyberGlove Systems LLC; Cy-
berGlove Systems LLC 2009)). Die existierenden Systeme weisen Ungenauigkeit 
insbesondere in der absoluten Position der Fingerspitzen, Hygienemängel durch 
Verwendung geschlossener Handschuhe (Möhring 2005) und Probleme mit der 
Darstellung des taktilen Feedbacks auf (Möhring 2005; Scheibe et al. 2007). 
• Optische Systeme: kamerabasierte Erkennung der Hand und Finger. Dies kann 
sowohl markerbasiert als auch markerlos realisiert werden. Beim markerbasierten 
Tracking werden passive oder aktive Marker an den Fingern sehr ähnlich dem be-
schriebenen Objekttracking im Raum erfasst. Es existiert ein Fingertrackingsystem 
der Firma ART, welches aufgrund der Bedeutung für diese Arbeit unten näher er-
läutert wird. Die markerlosen Trackingverfahren werden zunehmend durch die 
Konsumer- und Unterhaltungsindustrie (z.B. Microsoft Kinect oder (LEAP 
MOTION 2017)) vorangetrieben. Sehr großer Vorteil dieser Lösungen ist der Ein-
satz ohne zusätzliche Hardware an der Hand des Nutzers. Dies wiederum impliziert 
auch den größten Nachteil der Systeme. Es ist ohne zusätzliche Hardware nicht 
möglich ein haptisches oder taktiles Feedback zu erzeugen. Zudem ist eine hohe 
absolute Genauigkeit (leap WBRF13 hohe Genauigkeit, GJP+14 zu kleiner Tra-
ckingraum und inkonsistente Samplerate) der Fingerpositionserkennung im Raum 
nur in einem sehr begrenzten Interaktionsvolumen gegeben (Krause 2015). Beim 
Einsatz in industriellen VR-Systemen können basierend auf dem technischen Wirk-
prinzip Interferenzen mit den vorhandenen optischen Trackingsystemen (Infrarot-
kameras) auftreten, welche den parallelen Betrieb erschweren. Allen optischen Sys-
temen gemein ist, dass sie eine direkte Sichtverbindung zu einer oder mehreren 
Kameras benötigen. 
ART Fingertracking 
Von der Firma ART wird neben dem beschriebenen Trackingsystem und den Interaktions-
geräten auch ein Fingertrackingsystem angeboten (Abbildung 2.9 links).  
 
Abbildung 2.9: verschiedene Fingertracking-Devices von ART; v. l. n. r. feedbacklos, druckähnliches 
taktiles und vibrotaktiles Feedback  
Dieses besteht aus einem 6DoF-Target auf dem Handrücken und kugelförmigen 3DoF-
LED-Markern an den Fingerspitzen. Aufgrund des höheren Freiheitsgrades des Daumenge-
lenkes wird dessen Bewegung mittels eines Targets aus zwei aktiven Markern erfasst. Die 
Fingerhüte, welche die Marker aufnehmen, sind klein und leicht ausgeführt und über dünne 
Kabel mit dem Handtarget verbunden. Dieses trägt auch den Akku und die Signaltechnik. 




System wird als 3-Finger- und 5-Fingermodell für jeweils rechte und linke Hand angebo-
ten. Dabei ist zu beachten, dass die zugrundeliegende Trackingfrequenz von 60Hz auf die 
Anzahl der Finger aufgeteilt werden muss. Dies ist der Synchronisation geschuldet, welche 
zur Identifikation der einzelnen Marker genutzt wird – gesteuert durch einen Lichtblitz 
leuchtet immer nur ein Marker sequentiell auf. Dadurch kann auch die Batterielaufzeit sig-
nifikant erhöht werden. 
Das System ist so konzipiert, dass über eine inverse Kinematik die Positionen der Finger-
marker bezogen auf das Handtarget zu einem Gesamtmodell integriert werden. Dazu ist 
eine Kalibrierung des Fingertrackings notwendig, welche genau wie die gesamte Steuerung 
in der DTrack-Software durchgeführt wird. Bei der Kalibrierung werden die individuellen 
Fingerlängen des Nutzers gemessen und gespeichert. Unabhängig von der Kalibrierung 
werden die Positionen der Fingerspitzen direkt vom System getrackt. Dadurch bietet das 
Handmodell die höchste Genauigkeit dort, wo sie am relevantesten für direkte Interaktion 
mit virtuellen Objekten ist.  
Möhring (2005) attestiert bereits einem Prototyp des ART Fingertrackings eine höhere Ge-
nauigkeit und Reliabilität sowie verbesserte Hygiene gegenüber dem CyperGlove. In ers-
ten Untersuchungen wird besonders die Notwendigkeit eines taktilen Feedbacks für die 
Interaktion im Fahrzeuginterieur unterstrichen (Möhring 2005). Scheibe et al. (2007) ent-
wickeln und evaluieren einen ersten Prototypen basierend auf dem ART Fingertracking, 
welcher mittels dünnen Drähten um die Fingerkuppen ein taktiles Feedback erzeugen kann. 
Die Drähte bestehen aus einer Formgedächtnislegierung, welche sich beim Anlegen einer 
elektrischen Spannung zusammen zieht und bei Spannungsabfall wieder auf ursprüngliche 
Länge zurückkehrt. Dadurch lässt sich ein druckähnliches Feedback erzeugen. In einer 
Pilotstudie weisen sie eine erste positive Eignung für die Interaktion im Fahrzeuginterieur 
nach. Das taktile System wird dabei von den Probanden gegenüber dem System ohne 
Feedback präferiert. Das Feedback selbst wird in Intensität und Qualität als gut empfun-
den. Die Lokalisierung an den Fingerkuppen wird positiv eingestuft. Potenziale ergeben 
sich hinsichtlich unterschiedlicher Größen der Fingerhüte und einer kabellosen Übertra-
gung. 
Die A.R.T. GmbH entwickelt den Prototypen zu einer Version 2 (Advanced Realtime Tra-
cking GmbH (ART) 2009) weiter. Dieser wird von Blumenthal (2009) zum Aufbau einer 
HMI-Simulationsumgebung genutzt und abschließend evaluiert. Dem Gesamtsystem Fin-
gertracking wird eine hohe Gesamtzufriedenheit und Praktikabilität bestätigt. Darüber hin-




gertracking wird kritisiert, dass die Drähte bei längerer Betätigung zu warm werden und 
das Feedback als zu stark empfunden wird. Das widerspricht der Konzeption und den Er-
gebnissen von Scheibe, Möhring und Fröhlich. Das System setzt explizit unterschiedlich 
gepulste Signale für die Initialisierung und die andauernde Kollision (Vibrationsmuster) 
über den Microcontroller ab, um eine Überhitzung der Drähte zu verhindern. Eine solche 
wurde im Pilottest auch nicht festgestellt (Scheibe et al. 2007).  
Neben dem druckbasierten Ansatz mit Formgedächtnisdrähten existiert ein weiterer Proto-
typ auf der ART-Basis, welcher ein vibrotaktiles Feedback mittels Voice Coil Aktuatoren 
(Tauchspulen) erzeugt. Diese sind direkt an den Fingerhüten über der Fingerkuppe ange-
bracht (siehe Abbildung 2.9 in der Mitte). Scheibe et al. (2007), Möhring und Fröhlich 
(2011) kritisieren andere vibrotaktile Systeme, wie den CyperTouch. Bei diesem sind die 
Vibrations-Aktuatoren auf den Fingergliedern, nicht an der Fingerkuppe angebracht. Dies 
stellt für die direkte Interaktion eine suboptimale Lokalisierung dar. Zum anderen sehen sie 
ein allgemeines Risiko von vibrotaktilen Ansätzen. Vibration überträgt sich leicht in die 
Knochenstruktur und die vibrorezeptiven Felder sind relativ groß (siehe auch taktile Wahr-
nehmung in Kapitel 2.2.1). Dies kann zu einer unspezifischen schwer zu isolierenden 
Wahrnehmung des Feedbacks führen. Dabei ist zu beachten, dass der Fokus der Arbeiten 
auf Greifanwendungen lag bei denen längere Kontaktzeiten vermutet wurden. 
Möhring und Fröhlich (2011) veröffentlichen eine Studie zum Vergleich direkter und indi-
rekter Interaktion im Fahrzeuginterieur (Greifen, Manipulation und Loslassen von Bautei-
len) und unterschiedlicher Feedbacks zur Nutzerunterstützung auf Basis des ART-
Fingertrackingsystems. Die indirekte Interaktion mit dem Flystick führt zu einer schnelle-
ren und subjektiv besser bewerteten Aufgabenausführung gegenüber der direkten Interakti-
on mit dem feedbacklosen Fingertracking. Besondere Bedeutung kommt dabei der Verläss-
lichkeit der Grifferkennung und Einfachheit der Bedienung zu. Allerdings stufen die 
Probanden das Fingertracking als realistischer ein und fühlen sich dadurch auch besser in 
der Bewertung des virtuellen Fahrzeuges unterstützt. Insgesamt wird die Interaktion mit 
Feedback (visuell, taktil, vibrotaktil) deutlich besser bewertet als ohne. Das taktile Feed-
back wird komfortabler, das vibrotaktile Feedback stärker empfunden. Es sei darauf ver-
wiesen, dass die Feedbacks genutzt wurden, um einen erkannten Griff zu signalisieren, 




2.4.3 Virtual Reality bei der Daimler AG 
Virtual Reality Center Sindelfingen 
Um die Potenziale der virtuellen Methoden für die Fahrzeugentwicklung nutzbar zu ma-
chen, existiert bei der Daimler AG das Virtual Reality Center (VRC) Sindelfingen. Im 
VRC werden virtuelle Technologien im Wesentlichen für die folgenden Anwendungsfälle 
bereitgestellt: 
• Ergonomieabsicherung, insbesondere Erreichbarkeits- und Sichtuntersuchungen 
• High-End-Visualisierung, d. h. die fotorealistische Darstellung virtueller Prototy-
pen für z. B. Designstudien oder Toleranzvisualisierung 
• Baubarkeitsuntersuchungen, Überprüfung der Montier- und Demontierbarkeit 
von Komponenten und Einzelteilen 
• Mixed oder Augmented Reality (MR oder AR), Überlagerung der realen (Kame-
rabild) und virtuellen (Konstruktionsdaten aus CAD (Computer-Aided-Design)) 
Welt für z. B. optischen Ist-Soll-Vergleich bei Bolzenlagen, Schweißpunkten etc. 
• Virtuelle Fahrzeugzertifizierung in Kooperation mit TÜV 
• Visualisierung von Simulationsergebnissen, z. B. Crash- oder Strömungsdaten 
RTT DELTAGEN 
Für Anwendungsfälle bei denen der Fokus besonders auf der fotorealistischen Darstellung 
der virtuellen Szene liegt, wird im VRC der Daimler AG RTT DELTAGEN (inzwischen 
3DEXCITE DELTAGEN) der Realtime Technology AG (kurz RTT, inzwischen Dassault 
Systemes 3DExcite GmbH) eingesetzt. 
DELTAGEN ist eine professionelle Softwarelösung zur High-End-Visualisierung von 3D-
Daten. Sie bietet nur sehr rudimentäre Geometrie-Modellierungsfunktionen. Im industriel-
len Umfeld werden zu allermeist dedizierte CAD-Tools für die Konstruktion und Positio-
nierung der Bauteile eingesetzt. Anschließend werden grundlegend die oben beschriebenen 
Prozessschritte durchlaufen, um eine virtuelle Szene im nativen Datenformat von 
DELTAGEN zu erzeugen. Grundsätzlich ist DELTAGEN modular aufgebaut. Durch ver-
schiedene Module (meist technisch als Plug-In ausgeführt) kann der Funktionsumfang auf 
spezifische Anwendungsfälle zugeschnitten werden. 
Es existieren Module für die Clusterbildung und Anlagenkonfiguration (Scale), die Einbin-
dung von Trackingsystemen (Immersive), die Verwaltung und das Schalten von Varianten 
(Variant Manager) und ein grafischer Logikgenerator (Animation Network Editor). Dar-
über hinaus verfügt DELTAGEN über eine Programmierschnittstelle, ein sogenanntes 




Ins. Weiterhin bietet DELTAGEN zwei Kollisionsauswertungen (Approach Detection und 
Collision Detection). Tiefergehende Informationen zu den einzelnen Modulen finden sich 
im Anhang 5 und in den betreuten Studienarbeiten von Merz (2012) und Griese (2013). 
Zusammenfassend ist DELTAGEN im Virtual Reality Center Sindelfingen der Daimler AG 
etabliert und besitzt eine gute Kompatibilität mit den ART Trackinglösungen. Es stellt so-
mit eine gute technische Basis für die Integration des ART-Fingertrackings dar. Dieses 
bildet in seinen drei Varianten feedbacklos, druckähnliches taktiles Feedback und vibrotak-
tiles Feedback eine gute Ausgangsbasis für die weitere Forschung hinsichtlich der Interak-
tion in virtuellen Fahrzeugen. 
2.5 Zusammenfassung 
Es wurde beschrieben, wie der Mensch Informationen aufnimmt und verarbeitet. Besonde-
re Bedeutung kommt dabei der selektiven Aufmerksamkeit und Wahrnehmung zu, welche 
maßgeblich die Zuweisung von mentalen Ressourcen steuert. Die Reaktion auf eingehende 
Reize weist individuelle Unterschiede auf und ist von subjektiver Erfahrung und Adaption 
abhängig. Die Multimodalität zeigt ein hohes Potenzial für die Verbesserung der Wahr-
nehmungsleistung. Dabei ist die Raumwahrnehmung im Wesentlichen durch die Integrati-
on des visuellen, propriozeptiven und taktilen Sinns beeinflusst. Es entsteht ein komplexes 
Regelsystem, zur Aufrechterhaltung der Stimuli-Konsistenz und Bewegungssteuerung. Mit 
dem Technology Acceptance Model existiert ein robustes Modell zur Bewertung von 
Technologieakzeptanz. Weiterhin zeigt sich eine enge Verknüpfung von Akzeptanz, Prä-
senz und Intuitivität. 
Basierend auf diesen Erkenntnissen stellt sich der Ansatz einer wirklichkeitsgetreuen, mul-
timodalen auf Vorwissen basierenden Interaktion in einer hochrealistischen Umgebung 
unter konsistenter Eigenwahrnehmung als Potenzial dar. 
Dafür ist mit einem CAVE-System eine vielversprechende technologische Grundlage ver-
fügbar. Diese vereint die vollständige Abdeckung des Blickfeldes mit einer stereoskopi-
schen High-End-Visualisierung in Echtzeit. Der Akkommodations-Konvergenz-Konflikt 
lässt sich in VR-Systemen nicht vollständig umgehen. Die Forschung zeigt aber, dass Prä-
senz einen Einfluss auf die Gewichtung der Tiefenkriterien und deren Integration zur 
Raumwahrnehmung haben kann. Darüber hinaus gibt es technische Ansätze die menschli-
che Hand sehr genau im virtuellen Raum zu erfassen und ein taktiles Feedback bereitzu-
stellen. In Kombination mit Kollisionsberechnungen aktueller Simulationskomponenten 
stellt dies die Grundlage für ein vielversprechendes Interaktionssystem mittels Fingertra-




3 Forschungsfrage und Methodik 
Im Folgenden werden basierend auf dem Stand der Wissenschaft und Technik Möglichkei-
ten zur Erreichung der Zielstellung identifiziert: 
Ziel ist es, die virtuelle Entscheidungsfindung in der Fahrzeugentwicklung durch die 
Nutzung von Multimodalität unter Berücksichtigung von Intuitivität sowie Präsenz 
durch Steigerung der Benutzerakzeptanz zu unterstützen. 
Daraus leitet sich eine Forschungsfrage ab. Diese lässt sich aus den dargestellten Zusam-
menhängen im vorherigen Kapitel auf spezifische zur Beantwortung notwendige Teilfragen 
herunterbrechen. Abschließend wird die Methodik vorgestellt, um diese Fragestellungen zu 
untersuchen und somit eine Aussage zu generieren, ob der vorgeschlagene Ansatz zur Ziel-
erreichung beiträgt. 
3.1 Herleitung der Forschungsfrage 
Im Kapitel 2.3.1 wurde gezeigt, dass die im Ziel fokussierte Benutzerakzeptanz über das 
Technology Acceptance Model durch den wahrgenommenen Nutzen und die wahrgenom-
mene Einfachheit der Bedienung determiniert ist. In Kapitel 1.2 wurde die Validität der 
virtuellen und rein visuellen Raumwahrnehmung als maßgebliche Einschränkung hinsicht-
lich des Systemnutzens identifiziert. Darüber hinaus lässt sich aus dem Kapitel 2 über die 
Grundlagen der Informationsverarbeitung und Usability ableiten, dass die Einfachheit der 
Bedienung im hohen Maße durch eine intuitive Interaktion gekennzeichnet ist, welche auf 
bereits vorhandenem Vorwissen basiert und deren Bedienmetaphern die des realen Fahr-
zeuges ähneln sollten. Dadurch lässt sich die selektive Aufmerksamkeit weg von der Be-
dien- hin zur Beurteilungsaufgabe des Interieurs richten. Unterstützt durch die beschriebe-
ne Multimodalität sollte dies die Wahrnehmungsleistung erhöhen.  
Deshalb soll ein System untersucht werden, welches die Propriozeption als zusätzli-
chen Wahrnehmungskanal nutzt. Dazu ist es nötig, dass der Systemnutzer bei der In-
teraktion die exakt gleiche Bedienhaltung einschließlich der Hand und Finger ein-
nimmt, welche er auch im realen Fahrzeug einnehmen würde. Zusätzlich muss 
sichergestellt sein, dass die visuelle und haptische Wahrnehmung konsistent abgebil-
det werden. Dafür ist auch eine valide visuelle Eigenwahrnehmung im virtuellen Sys-
tem notwendig. Um höchste Intuitivität zu erlangen, müssen neben der Bedienhal-
tung auch die Bedienmetaphern allgemein bekannten Mustern aus dem realen 
Fahrzeug folgen. Dies wird durch eine Freihandinteraktion basierend auf der Kolli-




des Realismusgrades und als ergänzende Orientierungshilfe werden diese Kollisio-
nen durch ein taktiles Feedback an den Fingerkuppen signalisiert. 
In Kapitel 2.4.2 wurden etablierte VR-Interaktionsgeräte wie der Flystick vorgestellt. Diese 
ermöglichen nur bedingt, die Potenziale der Propriozeption und Intuitivität zu nutzen. Es 
existieren aber technische Lösungen wie das Fingertracking, um die Bedienhaltung genau 
abzubilden und unterstützend durch ein taktiles Feedback zu ergänzen. 
Forschungsfrage 
Die bisherige Forschung ist sehr stark auf die visuelle Raumwahrnehmung in virtuellen 
Umgebungen beschränkt. Haptische Geräte wurden meist isoliert betrachtet oder mit einer 
nur rudimentären Visualisierung kombiniert. Es gibt nur sehr wenige Untersuchungen von 
Fingertracking. Diese decken sich jedoch nicht mit dem Aufgabenschwerpunkt der virtuel-
len Interieurabsicherung und erreichen auch nicht die High-End-Qualität der angestrebten 
Visualisierung. 
Es konnte kein Ansatz gefunden werden, der eine High-End-Visualisierung mit einer intui-
tiven und multimodalen Interaktionsmethode kombiniert, gleichzeitig eine realistische 
Propriozeption gewährleistet und auf Akzeptanzerhöhung untersucht. 
Daher wird die folgende Forschungsfrage formuliert: 
Kann die Akzeptanz bei der virtuellen Interieurabsicherung durch die Integration 
von Fingertracking in ein CAVE-System mit High-End-Visualisierung unter Nut-
zung der Propriozeption und des taktilen Feedbacks erhöht werden? 
Die Vergleichs-Referenz der Untersuchungen bildet dabei die Interaktionsmethode des 
externen Operators, welche aktuell bei den virtuellen Interieursabsicherungen zum Einsatz 
kommt. Das heißt, der Nutzer befindet sich in der CAVE und gibt auf Zuruf Kommandos, 
welche vom Operator am Steuerterminal umgesetzt werden. 
3.2 Methodisches Vorgehen 
Nachfolgend wird das methodische Vorgehen zur Beantwortung der Forschungsfrage be-
schrieben. Dazu werden untergeordnete Fragestellungen erarbeitet, welche untersucht wer-
den müssen. Basierend auf diesen erfolgt eine Evaluierungsplanung für die einzelnen Fra-






Abbildung 3.1: Übersicht zum methodischen Vorgehen 
3.2.1 Fingertracking als Interaktionsmethode 
Fragestellungen 
Um den Einfluss des Fingertrackingsystems auf die Effekte der Propriozeption und des 
bereitgestellten Feedbacks zu isolieren, muss zunächst eine valide visuelle Raumwahrneh-
mung gewährleistet werden. Ein systematisches Problem bei der aktuellen Interaktionsme-
thode externer Operator stellt dabei der Augenabstand (interpupillare Distanz, IPD) des 
Nutzers dar, welcher nicht individuell angepasst wird. Merz (2012) bestätigte bereits die 
Wirksamkeit der vorgeschlagenen Kalibrierung mittels Fingertrackingsystem und die Ver-
besserung im Vergleich zur reinen Messung der IPD (siehe auch Kapitel 4.1.2). Für eine 
differenzierte Diskussion zur Wirkung des Gesamtsystems Fingertracking ist allerdings der 
Einfluss der IPD auf die tatsächliche Wahrnehmung des virtuellen Raumes in einem spezi-
fischen CAVE-Szenario von besonderem Interesse. 
Deshalb sind folgende detaillierte Fragestellungen zu beantworten: 
1) Welchen quantitativen Einfluss hat der virtuelle Augenabstand auf die Tiefenwahr-
nehmung? 
2) Hilft die Kalibriermethode bei der Optimierung der Tiefenwahrnehmung? 
Neben dem indirekten Systemnutzen, welcher sich eventuell aus einer verbesserten virtuel-




direkter Nutzen durch das System generiert werden. Dieser ist im Wesentlichen über die 
zusätzlichen Möglichkeiten der Freihandinteraktion unterstützt durch ein Feedback be-
schrieben. Da der wahrgenommene Nutzen einen zentralen Prädiktor für Benutzerakzep-
tanz darstellt, ist eine detaillierte Untersuchung der Aufgabenerfüllung unter Einfluss der 
Feedbacks zur optimalen Systemauslegung notwendig: 
3) Unterstützt ein taktiles Feedback an den Fingerkuppen den Interieurbewertungs-
prozess? 
4) Welche Art des Feedbacks unterstützt den Nutzer am besten bei verschiedenen Inte-
rieurbewertungsaufgaben? 
5) Welchen Einfluss hat die Art des Feedbacks auf die Leistung bzw. Ausführungsqua-
lität einer Betätigungsaufgabe in VR? 
In Kombination mit einer allgemeinen Bewertung zu Intuitivität und Komfort des Systems, 
lässt sich eine Aussage über die Einfachheit der Bedienung als zweite zentrale Einflussgrö-
ße für die Benutzerakzeptanz untersuchen. Darüber hinaus gilt es, Potenziale aufzudecken, 
um das System für die Akzeptanzevaluierung zu optimieren: 
6) Wie wird Fingertracking als Interaktionsmethode an sich und im Vergleich zur ak-
tuellen Methode des externen Operators bewertet? 
Evaluierung 
Die genannten Fragestellungen werden in einer Probandenstudie untersucht, welche in 
Kapitel 4 beschrieben wird. Vorbereitend sind im Wesentlichen drei Schritte notwendig. 
Die Durchführung dieser ist in Kapitel 4.1 dokumentiert: 
1. Analyse der Ausgangssituation und technische Weiterentwicklung des bestehenden 
CAVE-Systems 
2. Integration des Fingertrackings zu einem Gesamtinteraktionssystem 
3. Vorabevaluierung und Optimierung des Fingertrackingsystems 
Anschließend werden die spezifischen Fragestellungen in Hypothesen (siehe Kapitel 4.2) 
überführt, welche dann untersucht und auf Gültigkeit geprüft werden. 
3.2.2 Akzeptanzerhöhung durch das Fingertracking 
Fragestellungen 
Der vorgeschlagene Ansatz eines Fingertrackingsystems adressiert nicht nur die Nutzung 
der Propriozeption als zusätzlichen Sinneskanal zur Verbesserung der Raumwahrnehmung. 
Zusätzlich soll sich auch die Präsenz des Nutzers erhöhen, da dies laut Literatur positive 




terien hat (vgl. Kapitel 2.3.2). Dies wiederum sollte über den direkten und indirekten Sys-
temnutzen auf die Benutzerakzeptanz einzahlen. Gleiches gilt für die Entscheidungskom-
petenz. Um die Wirkbeziehungen auf die übergeordnete Benutzerakzeptanz differenziert 
bewerten zu können, ist es demnach notwendig, die verschiedenen Einflüsse einzeln zu 
untersuchen. Es ergeben sich mehrere Fragestellungen: 
1) Welchen Einfluss hat die Interaktionsmethode Fingertracking auf die virtuelle 
Raumwahrnehmung? 
2) Erhöht der Einsatz der Interaktionsmethode Fingertracking die Präsenz des Nut-
zers in der virtuellen Szene? 
3) Steigert die Interaktionsmethode Fingertracking die Entscheidungskompetenz? 
Abschließend erfolgt eine Evaluierung der Benutzerakzeptanz über das TAM, um die For-
schungsfrage differenziert zu beantworten: 
Kann die Akzeptanz bei der virtuellen Interieurabsicherung durch die Integration 
von Fingertracking in ein optimiertes CAVE-System mit High-End-Visualisierung 
unter Nutzung der Propriozeption und des taktilen Feedbacks erhöht werden? 
Evaluierung 
Die genannten Fragestellungen werden in einer Probandenstudie untersucht, welche in 
Kapitel 5 beschrieben wird. Dazu werden die vorgestellten Fragestellungen erneut in Hy-
pothesen (siehe Kapitel 5.2) überführt und auf ihre Gültigkeit geprüft. 
Um systematische Einflüsse so gut wie möglich zu minimieren, werden die Optimierungs-
potenziale aus der ersten Studie zum Fingertracking als Interaktionsmethode aus Kapitel 4 




4 Fingertracking als Interaktionsmethode 
4.1 Vorbereitung 
4.1.1 Anpassung CAVE-System 
Im Kapitel 2.4.1 wurde gezeigt, dass die CAVE im VRC sehr gute Voraussetzungen für ein 
hochimmersives und intuitives Interaktionssystem bietet. Im Wesentlichen sind dies: 
• Komplette Abdeckung des Blickfeldes durch eine fünfseitige Rückprojektion (drei 
Wände, Boden- und Deckenprojektion) 
• Passive Stereoskopie mittels Polarisationstechnik zur Vermittlung eines Tiefenein-
drucks 
• Vollständige Eigenwahrnehmung 
• Integration der High-End-Visualisierung RTT DeltaGen mit SDK zur Erweiterung 
mittels Plug-In-Konzept 
• Optisches Hochleistungstrackingsystem der Firma ART inklusive der Integrations-
möglichkeit einer taktilen Fingertrackinglösung 
Dennoch wurden in Kapitel 1.2 Probleme hinsichtlich mangelnder Projektionsqualität ge-
nannt:  
• eingeschränkte Blickwinkelstabilität 
• niedriger Kontrast 
• keine gleichmäßige Helligkeitsverteilung 
• Ghosting – Doppelbilder bei Stereoskopie 
• niedrige Gesamtauflösung 
Da diese die visuelle Raumwahrnehmung beeinflussen können, schien eine Optimierung 
sinnvoll. Die eingesetzte passive Polarisationstechnik zur Kanaltrennung hat dabei einen 
zentralen Einfluss. Wie in Kapitel 2.4.1 beschrieben sind spezielle Projektionsscheiben zur 
Erhaltung der Polarisation notwendig. Durch die Umstellung auf das beschriebene aktive 
Kanaltrennungsverfahren kann auf diese verzichtet werden. Auch die Neigungsabhängig-
keit des Kopfes wird dadurch adressiert. Durch Verwendung spezieller Rückprojektions-
scheiben mit hohem Streufaktor, kann eine gleichmäßige Helligkeitsverteilung mit hohem 
Kontrast unter nahezu allen Blickwinkeln erzielt werden. Durch die starke Streuung wer-
den allerdings extrem lichtstarke Projektoren benötigt. 
Die Optimierung konnte durch einen Komplettumbau des CAVE-Systems im VRC reali-
siert werden. Durch die Nutzung von zwei Projektoren (Galaxy NW-7 MKII) je Wand, 




tern. In Kombination mit dem Lichtstrom von 7000 Lumen und einer Bildwiederholfre-
quenz von 120 Hz, repräsentiert das System den neuesten Stand der Technik (der Umbau 
war Ende 2010 abgeschlossen). 
Neben der Optimierung der Bildqualität musste für die sinnvolle Integration des optischen 
ART Fingertrackingsystems das Trackingvolumen erweitert werden. Um alle Hand- und 
Fingerhaltungen abbilden zu können, ist es essentiell Sichtbarkeit aus allen Richtungen 
durch mindestens zwei Kameras gleichzeitig herzustellen. Besonders Kameras am Boden 
sind wichtig, um die Fingerspitzen bei gekrümmten Fingern erfassen zu können. Dies wur-
de über einen kaskadierten Systemverbund aus vier ARTTRACK2 Kameras im hinteren 
und vier TRACKPACK/C Kameras (vgl. Kapitel 2.4.1) im vorderen Bereich der CAVE 
realisiert. 
Das umgebaute CAVE-System ist in Abbildung 1.1 dargestellt. Weitere technische Details 
finden sich in den Arbeiten von Merz (2012) und Griese (2013). 
4.1.2 Integration des Fingertrackings und Optimierung des 
Gesamtsystems 
Ziel ist es, durch die Integration des Fingertrackings eine reale Bedienhaltung zu erzeugen, 
um damit die Propriozeption sinnvoll nutzen zu können. Darüber hinaus soll das System 
ähnliche Bedienmetaphern des realen Fahrzeuges abbilden, um hohe Intuitivität zu ge-
währleisten. Damit der Anwendungsfall der virtuellen Interieurabsicherung nachhaltig un-
terstützt werden kann, macht eine neue technische Lösung nur dann Sinn, wenn diese in 
die etablierten Prozessabläufe zur Durchführung der Absicherung integriert wird. Einen 
erheblichen Teil des Aufwandes stellt in diesem Kontext die Datenaufbereitung für die 
High-End-Visualisierung und optionale Animationen sowie Variantenschaltungen dar. Die-
se werden im VRC mittels RTT DELTAGEN durchgeführt (vgl. Kapitel 2.4.3). Um das 
vorhandene Datenmodell zu nutzen und somit redundanten Aufwand zu vermeiden, galt es 
das Fingertrackingsystem in RTT DELTAGEN zu integrieren. Folgende Hauptanforderun-
gen wurden mit dem System umgesetzt: 
• Freihandinteraktion: diese umfasst die exakte Positionserfassung der Fingerkup-
pen im Raum und deren Kollisionsprüfung mit virtuellen Bauteilen als Auslöser 
von Animationen und Variantenschaltungen. Dadurch lassen sich sehr realistische 
Bedienvorgänge unter Einhaltung der Bedienhaltung wie im Realfahrzeug abbilden. 
Das System ist für beide Hände gleichzeitig oder einzeln verwendbar. 
• Feedback: es wird ein taktiles Feedback bei Berührung (Kollision) eines virtuellen 




elles Feedback am kollidierten Bauteil generieren. Auch eine Kombination beider 
Feedbacks ist möglich. 
• Kalibrierung: da bekanntermaßen die visuelle Raumwahrnehmung in virtuellen 
Umgebungen Abweichungen gegenüber der Realität unterliegt (vgl. Kapitel 1.2 und 
2.5), ergibt sich ein zentrales Potenzial des Fingertrackingsystems. Das verzöge-
rungsfreie taktile Feedback repräsentiert eine valide Instanz des Fahrzeug-
Datenmodells, welche über die präzise Kollisionsberechnung generiert wird. Ge-
lingt es anschließend die visuelle Wahrnehmung konsistent mit der haptischen 
Wahrnehmung zu synchronisieren, entsteht ein stimmiges und vor allem korrektes 
virtuelles Abbild des physischen Modells. Der virtuelle Augenabstand kann durch 
das System entsprechend der taktilen Wahrnehmung solange justiert werden, bis 
taktile und visuelle Wahrnehmung ein homogenes Erlebnis darstellen. Dieser Ab-
gleich ist rein visuell sehr schwer herzustellen. 
• Menüsystem: damit lassen sich auch Interaktionen außerhalb des Greifraumes ab-
bilden. Das Menüsystem wurde ergänzend entwickelt, um zusätzliche Anwen-
dungsfälle zu unterstützen und die Kalibrierung auch aus der virtuellen Szene her-
aus selbstständig ausführen zu können. 
Durch die Integration des ART-Fingertrackings in RTT DELTAGEN entstand ein CAVE-
fähiger Systemverbund aus High-End-Visualisierung und taktiler Freihandinteraktion. Die 
Eigenentwicklung wurde als Plug-in mit dem Namen Daimler Interactive Realtime Tech-
nologies (kurz DIRTT) implementiert. Das Entwicklungsprojekt ist im Detail in der Mas-
terarbeit von Merz (2012) beschrieben. 
In dieser evaluierte er das Fingertrackingsystem zudem in zwei Probandenstudien und un-
terzog DIRTT einer Performance- und Laufzeitanalyse. Die wichtigsten Erkenntnisse wa-
ren: 
• Laufzeitstabilität und Performanzeinfluss: es wurde Stabilität im Dauereinsatz 
von DIRTT nachgewiesen. Dabei hat DIRTT einen Einfluss auf die Bildrate der ge-
samten Szene. Das verstärkt das nachfolgende Problem, konnte aber durch eine 
Systemoptimierung adressiert werden (siehe unten). 
• Durchstoßproblem: durch die Systemarchitektur von RTT DELTAGEN laufen alle 
Prozesse und somit auch die Kollisionsberechnung im Takt des Renderers. Mit 
steigender Komplexität der Szenen (Bildrate kleiner 15 fps) werden Kollisionen der 
Fingerspitzen mit virtuellen Oberflächen zunehmend nicht erkannt, da zu selten auf 
Kollision geprüft werden kann. D. h. die Prüfung erfolgt auf dem Bewegungspfad 
nur kurz vor und nach der Fläche. Dadurch wird trotz Durchstoß kein Kollisionser-
eignis ausgelöst. Dieses Verhalten wird durch erhöhte Bewegungsgeschwindigkeit 
verschlechtert. Das Problem wurde beim Softwarehersteller adressiert, ließ sich 
aber während des Bearbeitungszeitraums nicht beheben und musste deshalb bei den 
Studien (siehe Kapitel 4 und 5) berücksichtigt werden. 
• Kalibrierung: es wurde gezeigt, dass die Verwendung des gemessenen Augenab-
standes zu guter Interaktionsqualität führt, allerdings durch eine Kalibrierung ver-
bessert werden kann. Diese wurde durch das visuelltaktile Feedback am besten un-
terstützt. Interindividuelle Unterschiede in Physiologie (Sitz der Trackingbrille) und 




• Ergonomieuntersuchung: es zeigte sich ein signifikanter Vorteil des Fingertra-
ckingsystems gegenüber der Interaktion mit einem Flystick zur Untersuchung ergo-
nomischer Fragestellungen. 
In einer weiteren Optimierungsschleife analysiert und behebt Griese (2013) oben genannte 
Performanz-Schwachstellen von DIRTT. Der merkliche Abfall der Bildrate durch die Nut-
zung von DIRTT wurde behoben, was insgesamt zu einem verbesserten Interaktionserleb-
nis beitragen sollte. Damit stellt das Performanz-optimierte Plug-in den technischen Aus-
gangszustand für die nachfolgend beschriebenen Probandenstudien dar. 
4.2 Ziel und Hypothesen 
Ziel dieser Studie ist es, die dem Nutzer durch das Fingertracking-Plug-in bereitgestellten 
Feedbacks untereinander zu vergleichen. Der Vergleich findet auf subjektiver, qualitativer 
und leistungsorientierter Ebene statt. Zudem soll der Einfluss des virtuellen Augenabstan-
des auf die Tiefenwahrnehmung quantitativ untersucht und die Kalibrierbarkeit des Sys-
tems überprüft werden. Aus den detaillierten Fragestellungen im vorangegangen Kapitel 
3.2.1 leiten sich folgende Hypothesen ab, welche geprüft werden müssen: 
Hypothesen 
H1 Die Interaktionsmethode Fingertracking wird positiv und als intuitiv bewertet. 
H2 Fingertracking wird als Interaktionsmethode der Steuerung durch einen exter-
nen Operator für eine Interieurbewertung vorgezogen. 
H3.1 Das taktile Feedback wird dem visuellen Feedback bevorzugt. 
H3.2 Es gibt keinen signifikanten Unterschied zwischen taktilem und visuelltaktilem 
Feedback. 
H3.3 Die Interaktion mit Feedback wird signifikant besser bewertet als ohne Feed-
back. 
H4 Betätigungsaufgaben können bei gleicher oder besserer Betätigungsqualität mit 
Feedback schneller ausgeführt werden als ohne. 
H5.1 Der virtuelle Augenabstand hat einen signifikanten Einfluss auf die Tiefen-
wahrnehmung. 
H5.2 Der virtuelle Augenabstand lässt sich durch Kalibrierung so einstellen, dass der 
Fehler der Tiefenwahrnehmung minimiert wird. 
4.3 Versuchsdesign 
Um das Risiko zu minimieren, Unterschiede in den Variablen zu messen, welche nur auf 
individuelle Varianz der Probanden zurück zu führen sind, wurde eine verbundene Stich-
probe gewählt. Das heißt, dass jeder Proband alle Versuchsbedingungen/Varianten erlebt. 
Dies birgt allerdings das Problem in sich, dass der Proband Erfahrungen aus zuvor erlebten 




Reihenfolgeneffekte. Dies lässt sich bei verbundenen Stichproben kaum vermeiden. Aller-
dings kann deren Bewertung statistisch berücksichtigt werden. Durch eine Permutation der 
Versuchsbedingungen, also eine Anordnung dieser in verschiedenen Reihenfolgen, lassen 
sich eventuelle Transfereffekte auf die zu messenden Variablen statistisch gleich verteilen, 
sodass die relative Aussagekraft erhalten bleibt. 
Permutation 
Bei vier Elementen ergeben sich 24 Permutationen ohne Wiederholung. Diese wurden den 
Probanden willkürlich und zufällig zugeordnet. Ab dem 25. Probanden wurden die Permu-
tationen in unterschiedlicher Reihenfolge wiederholt. Für jeden Probanden wurden insge-
samt acht verschiedene Permutationen zugewiesen, um in den verschiedenen Aufgaben 
eine möglichst gute statistische Durchmischung zu erhalten. Die konkrete Zuordnung wird 
nachfolgend an entsprechender Stelle erläutert. 
Feedbacks  
Folgende Feedbacks (FB) können vom System erzeugt werden und wurden miteinander 
verglichen: 
1) Kein (K) Feedback: außer einem eventuell auftretendem indirekten FB der virtuel-
len Umgebung (z. B. über Bewegung von Bauteilen) wird kein zusätzliches FB 
durch das System erzeugt 
2) Visuelles (V) Feedback: zusätzlich zum indirekten FB der Umgebung wird die kol-
lidierte Geometrie rot eingefärbt (Highlight) 
3) Taktiles (T) Feedback: zusätzlich zum indirekten FB der Umgebung wird ein 
vibrotaktiles FB an der Fingerspitze erzeugt 
4) Visuelltaktiles (VT) Feedback: eine Kombination aus 2) und 3) – es wird gleichzei-
tig die kollidierte Geometrie eingefärbt und ein vibrotaktiles FB an der Fingerspitze 
erzeugt 
Persönliche Daten 
Es wurden verschiedene Daten zur Person erhoben, um die Ergebnisse auf individuelle und 
spezifische Abhängigkeiten hin untersuchen zu können. Neben Alter, Geschlecht und Fehl-
sichtigkeit wurde auch die bisherige Erfahrung mit der CAVE und Fingertracking abge-
fragt. Die Vorversuche haben gezeigt, dass eine Art „Wow-Effekt“ bei Probanden ohne 
CAVE-Erfahrung beobachtbar ist. Diese neigen dazu, alles sehr positiv und undifferenziert 
zu bewerten, weil der Ersteindruck einer so realen virtuellen Welt überwältigend auf sie 
wirkt. Deshalb wurde für diese Studie zumindest eine Grunderfahrung der Probanden mit 




individuellen Augenabstandes (IPD, interpupillare Distanz) statt und es wurde die Größe 
der Fingerkuppen des Fingertrackingsystems angepasst und dokumentiert. 
4.3.1 Interieuraufgaben – subjektive Rangfolge zum Komfort 
der Feedbacks 
Um das Feedback mit dem jeweils höchsten subjektiven Gesamtkomfort zu ermitteln, wur-
den vier unterschiedliche Interaktionsaufgaben im Interieur durchgeführt. Jede Teilaufgabe 
wurde mit jeweils allen Feedbacks von jedem Probanden durchlaufen. Die Reihenfolge, in 
der die Teilaufgaben absolviert wurden, war für jeden Probanden (ab dem 25. wiederholt) 
unterschiedlich. Zusätzlich ist die Reihenfolge, in der die verschiedenen Feedbacks darge-
boten wurden, von Proband zu Proband permutiert. Die individuelle FB-Reihenfolge wur-
de für alle Teilaufgaben beibehalten. Tabelle 4.1 stellt das Prinzip für zwei Probanden dar. 
Tabelle 4.1: Permutationsprinzip für die Interieuraufgaben 
Proband 1 
Aufgabe 2 4 3 1 
Feedback 4231 4231 4231 4231 
Proband 2 
Aufgabe 1 2 4 3 
Feedback 1234 1234 1234 1234 
Die Teilaufgaben sind so gestaltet, dass sie unterschiedliche ergonomische Haltungen er-
fordern, einen möglichst großen Interaktionsraum im Fahrzeug abdecken sowie vor allem 
verschiedene Formen des indirekten Feedbacks generieren. Die einzelnen Interaktionsauf-
gaben waren: 
1) Baugruppen bewegen: Auslösen zuvor aufgezeichneter Animationen zum Öff-
nen/Schließen Fahrertür, Handschuhfach und Mittelkonsolenfach. Daraus resultiert 
ein indirektes FB durch die Bewegung der virtuellen Baugruppen. Das indirekte FB 
wird von der ganzen Baugruppe und nicht nur vom berührten Bauteil (Auslöser) 
präsentiert. 
2) Radiobedienung: Ein- und Ausschalten des Radios sowie Senderwechsel vor und 
zurück. Es erfolgt ein indirektes FB durch den Texturwechsel auf der Displaygeo-
metrie. Ort der auslösenden Betätigung (Taster unterhalb des Displays) und Darbie-
tung des indirekten FBs (Displayfläche) sind räumlich getrennt. 
3) Dekorschalten: Änderung des Materials von Zierelementen durch Berührung. Es 
ergibt sich ein indirektes Feedback durch Änderung des Materials/Farbe aller 
(zwecks Einheitlichkeit) Zierelemente unabhängig vom konkreten Kontaktpunkt. 
4) Erreichbarkeit beurteilen: Beurteilung der Erreichbarkeit von Zierelementen durch 




Nach jeder Teilaufgabe mit allen FBs in der entsprechenden Reihenfolge ist vom Proban-
den eine subjektive Rangfolge der FBs zu erzeugen. Dazu zeichnet dieser die einzelnen 
FBs auf einem Skalenstrang von sehr schlecht bis sehr gut relativ zu einander ein. Abbil-
dung 4.1 zeigt ein mögliches Ergebnis einer solchen Bewertung. 
 
Abbildung 4.1: Beispielhafte Bewertung anhand einer Rangfolge 
Diese Erhebungsmethode wurde gewählt, um die relative Bewertung der FBs untereinan-
der zu erleichtern und das korrekte Verhältnis statt der Absolutlage zu fokussieren. Darüber 
hinaus kann das Niveau der Daten der absoluten Bewertung (Messung der Strecke in Zen-
timetern; sehr schlecht = 0 cm, sehr gut = 9,6 cm) als intervallskaliert betrachtet werden, da 
der Abstand zwischen zwei Ausprägungen messbar und für den Probanden quantifizierbar 
(äquidistant wahrnehmbar) ist. Dies lässt umfangreiche statistische Berechnungen zu. 
4.3.2 Bewertung des Gesamtsystems Fingertracking 
Nachdem alle Interieuraufgaben durchgeführt und bewertet wurden, folgen drei offene 
Fragen: 
1) Hat Ihnen etwas besonders gut gefallen? 
2) Hat Sie etwas gestört? 
3) Haben Sie allgemeine Anmerkungen? 
Diese Fragen dienen dazu die Stärken und Optimierungspotenziale des Systems aufzude-
cken und neben einer quantitativen Bewertung auch qualitative Aussagen zu generieren. 
Um eine Aussage zur allgemeinen Bewertung des Gesamtsystems Fingertracking zu erhal-
ten, wurden drei Items einer 5-stufigen Likert-Skala erstellt. Sie zielen auf die drei Dimen-
sionen Qualität (1 = sehr schlecht, 2 = eher schlecht, 3 = weder noch, 4 = eher gut, 5 = 
sehr gut), Nutzen (1 = gar nicht nützlich bis 5 = sehr nützlich) und Intuitivität (1 = gar 
nicht intuitiv bis 5 = sehr intuitiv). Die übergeordnete Frage lautete: 
 Wie bewerten Sie allgemein die Interaktionsmethode Fingertracking? 
Streng genommen bildet eine Likert-Skala das ordinale Skalenniveau ab, da nicht notwen-
digerweise angenommen werden kann, dass die Probanden die unterschiedlichen Ant-
wortmöglichkeiten als äquidistant wahrnehmen. Durch die symmetrische Formulierung der 
Antwortmöglichkeiten kann aber auch hier eine quasiintervallskalierte Skala angenommen 
Sehr schlecht Sehr gut




werden. Abschließend findet noch ein Vergleich mit der aktuell eingesetzten Interaktions-
methode des externen Operators statt: 
 Sehen Sie in dieser Form der Interaktion einen Vor- oder Nachteil gegenüber der 
Steuerung durch einen externen Operator? Wenn ja, welchen? 
Diese offene Frage erhebt wiederum qualitative Daten unterschiedlicher Ausprägung. 
4.3.3 Einfluss des Augenabstandes auf die Tiefenwahrneh-
mung 
Um zu untersuchen, welchen quantitativen Einfluss der virtuelle Augenabstand auf die 
tatsächliche Tiefenwahrnehmung in der CAVE hat, wurde eine Kontaktaufgabe mit jeweils 
veränderten Augenabständen durchgeführt. Dabei sollte der Proband ohne irgendein Feed-
back die Oberfläche eines virtuellen Körpers so genau wie möglich mit dem rechten Zeige-
finger berühren. Die Position des Fingers wurde dabei zweistufig erfasst. Zum einen er-
folgte das manuelle Speichern der Fingerposition durch den Versuchsleiter (VL) nach 
Zuruf vom Probanden. Zum anderen wurde mittels Kollisionserkennung ein Durchdringen 
von unsichtbaren Ebenen vor und hinter der zu berührenden Oberfläche erfasst. Diese 
Ebenen hatten einen Abstand von fünf Millimetern und waren im Bereich von 2,5 cm vor 
und 4,5 cm hinter der Kontaktfläche parallel dazu angeordnet. Das Logging der Kollision 
erfolgte vollautomatisch durch das Plug-in. Die Daten wurden als Textdatei zur späteren 
Auswertung gespeichert. Um eine möglichst breite Datenbasis zu schaffen, wurde mit je-
dem Augenabstand ein Durchlauf von fünf verschieden positionierten Körpern absolviert. 
Um auch hier Transfer- bzw. Übungseffekte zu minimieren, gab es vier Sets unterschiedli-
cher Anordnungen der fünf virtuellen Körper. Jede Variante des Augenabstandes wurde mit 
einem anderen Set durchgeführt. Die Reihenfolge der Sets wurde durch eine weitere Per-
mutation bestimmt. Es wurden jeweils vier individuelle Augenabstände geprüft: 
1) Der individuell kalibrierte Augenabstand des jeweiligen Probanden 
2) Der Standard von 63 mm, welcher aktuell für die Untersuchungen im Produktiv-
prozess eingesetzt wird 
3) Der kalibrierte Augenabstand um fünf Millimeter reduziert 




4.3.4 Einfluss der Art des Feedbacks auf Betätigungsqualität- 
und Leistung 
Es wurde ein Vergleich der verschiedenen FBs durchgeführt, bei dem neben der Leistung 
auch die Qualität der Aufgabenerfüllung gemessen wird. Die Leistung wird über die Zeit 
bis zur Zielerreichung und die Qualität über die Genauigkeit des Oberflächenkontaktes 
bewertet. Dazu kontaktierte der Proband die Oberfläche der virtuellen Prüfkörper so genau 
und schnell wie möglich. In einem Durchlauf wurden hintereinander alle fünf Körper be-
rührt. Dabei wurde jeder Kontakt der Körperoberflächen und der davor und dahinter lie-
genden unsichtbaren Prüfebenen inklusive eines Zeitstempels vom Plug-in erfasst. Dies 
macht die spätere Auswertung der Durchlaufzeiten sowie maximalen Eindringtiefen und 
Abstände zur Körperoberfläche möglich. Zur Vergrößerung der Datenbasis wurde jedes FB 
mit allen vier Sets unterschiedlicher Anordnungen aufgezeichnet. Insgesamt entstanden so 
vier Datensätze mit einer Vielzahl von Messpunkten je FB. Die Reihenfolge der FBs wurde 
ebenso, wie die jeweilige Reihenfolge der dargebotenen Sets je FB, durch eine Permutation 
festgelegt. Tabelle 4.2 zeigt ein mögliches Zuordnungsschema. 




3 = T 4 = VT 2 = V 1 = K 




2 = V 3 = T 4 = VT 1 = K 
Sets 3421 1342 3412 1423 
Abschließend wurde eine Bewertung des Leistungsvergleiches mittels Rangfolge analog zu 
den Interieuraufgaben erhoben. Es folgte eine offene Begründung der Bewertung. Die Stu-
die wurde mit einer offenen Frage zu allgemeinen Anmerkungen hinsichtlich des Gesamt-
versuches geschlossen. 
4.4 Versuchsaufbau 
Wie einleitend beschrieben fand der Versuch in der CAVE des VRC Sindelfingen statt. 
Während des Versuches konnte die Räumlichkeit abgeschlossen werden. Dies ermöglichte 
eine ungestörte Versuchsatmosphäre und konstante Beleuchtungs- und Geräuschverhältnis-
se. Die Visualisierung der virtuellen Umgebung wurde mittels RTT DELTAGEN realisiert. 




satz. In der CAVE war lediglich ein einstellbarer Sitz positioniert, welcher als Referenz 
(mittels Objekttracking) für die virtuelle Umgebung diente. Die Positionierung und Aus-
richtung des Sitzes wurde unter Berücksichtigung folgender Kriterien optimiert: 
• Möglichst geringe Störung der Visualisierung durch Trackingkameras im direk-
ten Sichtfeld (Interaktions- und Sichtelemente) 
• Möglichst große Abdeckung des Gesichtsfeldes (reale Umgebung sollte bei Sicht 
nach rechts und links nicht wahrnehmbar sein) 
• Möglichst große Entfernung des Betrachters zu den Projektionsflächen (durch 
die begrenzte Auflösung der Projektion ist eine zunehmende Sichtbarkeit einzelner 
Pixel bei Annäherung nicht zu vermeiden. Dies führt unter anderem zu Treppenef-
fekten in der Darstellung schräger Linien. Ausgleichsberechnungen wie Kan-
tenglättung (Antialiasing) benötigen viel Rechenleistung und kommen z. B. bei 
Schrift unterhalb der Breite eines Pixels an Ihre Grenzen. Dadurch werden Tasten-
beschriftungen bei zu geringem Abstand schnell unlesbar. Außerdem tritt aus geo-
metrischen Gründen eine starke Verzerrung der Projektion auf, wenn die Betrach-
tung aus naher Distanz schräg zur Projektionsfläche erfolgt. Minimale Fehler zum 
Beispiel beim Kopftracking wirken sich dann wesentlich stärker aus.) 
• Verschiedene Abstände der Hauptinteraktionsebenen zu den Projektionsflä-
chen (Durch die beschriebene Querdisparation ergeben sich unterschiedliche Bild-
schirmparalaxen in Abhängigkeit von der Entfernung des virtuellen Objektes zum 
Bildschirm. Um den Einfluss des virtuellen Augenabstandes überprüfen zu können 
sollte sich die Interaktionsebene deutlich von der Projektionsebene unterscheiden, 
da der Einfluss theoretisch proportional zur Entfernung steigt. Zudem legen unter-
schiedliche Entfernungen einen differenten Einfluss des Akkommodations-
Konvergenz-Konfliktes nahe. Eventuelle Abweichungen lassen sich damit leichter 
beobachten.) 
Die Position des Sitzes wurde für alle Probanden gleich gehalten, um die Vergleichbarkeit 
der Ergebnisse zu gewährleisten. Zur Vermessung des Augenabstandes wurde ein Pupillo-
meter verwendet. Weitere Materialien waren nicht notwendig. 
Virtuelles Fahrzeug- und Versuchsszenarium 
Als virtuelle Fahrzeugumgebung wurde das Interieur einer aktuellen E-Klasse (Baureihe 
W212, Änderungsjahr 2012) genutzt. Die Aufbereitungsqualität der Daten kann als sehr 
gut betrachtet werden. Materialien und Texturen wurden sehr sorgfältig zugeordnet und die 
Daten aufwendig strukturiert und ausgedünnt (vgl. Kapitel 2.4.1), um eine gute Performanz 
zu erhalten. Es wurde ein insgesamt helles Interieur gewählt, um einen möglichst guten 
Kontrast in der Darstellung und dadurch eine hohe Plastizität in der Wahrnehmung zu er-
reichen. Zudem sind in der Szene sehr realistische Schatten vorhanden, welche vorberech-
net und als Textur auf die Geometrie gelegt werden. Dadurch ist eine sehr hohe Qualität 






Abbildung 4.2: Virtuelle Interieurszene der ersten Studie (e. A.) 
Mit zugeschalteter Kantenglättung (8-fachem Hardware-Antialiasing über die Grafikkarte) 
liegt die Bildrate bei 12 – 14 Hz. Dies reicht gerade noch für eine flüssige Interaktion mit 
der Szene. Für die Zeit- und Leistungsmessungen ist diese Performanz allerdings zu ge-
ring. Deshalb wird hier auf die Darstellung eines virtuellen Fahrzeuges verzichtet und an-
stelle dessen auf rudimentäre Kollisionskörper zurückgegriffen. Dies erhöht die Bildrate 
auf ungefähr 30 Hz und macht ein sehr genaues Logging auch bei höheren Bewegungsge-
schwindigkeiten möglich. Beide Szenarien wurden in eine virtuelle Umgebung eingebettet, 
welche den Auslieferungsplatz des Sindelfinger Kundencenters der Daimler AG abbildet. 
Für die Interaktionsaufgaben wurden folgende Vorbereitungen in RTT DELTAGEN getrof-
fen: 
• Eine Animationsschaltung für die Fahrertür; das Öffnen wird über das Berühren des 
Türöffnungshebels initiiert; das Schließen erfolgt über Berührung der Armauflage-
fläche in der Tür, was die Animation rückwärts abspielt; eine hinterlegte Logik un-
terbindet das Schließen der Tür ohne vorher geöffnet zu sein und andersherum 
• Eine Animationsschaltung für das Handschuhfach; das Öffnen wird über das 
Schloss initiiert; das Schließen erfolgt über Berührung des gesamten Deckels des 
Faches; auch hier unterbindet eine Logik das zweimalige Auslösen der Öffnungs-
/Schließbewegung. Zudem kann man das Fach erst öffnen/schließen, wenn die vor-
hergehende Bewegung vollständig abgeschlossen ist (Ausschluss einer ungewollten 
Auslösung bei z. B. der Berührung des Deckels während der Öffnungsbewegung) 
• Eine Animationsschaltung für das Mittelkonsolenfach; das Öffnen beider Klappen 
wird über die Berührung des mittigen Entriegelungshebels initiiert; das Schließen 
der Klappen kann einzeln über die Berührung des entsprechenden Klappendeckels 




• Eine Variantenschaltung des Radiobildschirms durch Texturwechsel; durch Berüh-
ren des On-Knopfes kann das Radio ein (letzter gewählter Radioscreen) und aus 
(schwarzer Screen) geschaltet werden; ist das Radio eingeschaltet, kann über Be-
rührung der Vor- und Zurücktaste eine Schleife von vier Screens mit unterschied-
lich hinterlegten Radiosendern vor- oder rückwärts durchlaufen werden 
• Eine Variantenschaltung auf den Zierelementen; durch Berührung eines der Zie-
relemente wird eine Schleife von drei Materialen/Texturen durchlaufen; dadurch 
ändern sich alle Zierelemente gleichzeitig 
• Eine Audiozuspielung auf dem Zündschloss; durch Berührung des Zündschlosses 
kann ein Motorenstartgeräusch abgespielt werden 
Die Messung der Leistung und Qualität bei einer Betätigungsaufgabe erforderte ebenfalls 
besondere Anpassungen. Es wurde aus Performanzgründen auf ein rudimentäres Setup von 
fünf einfachen Kollisionskörpern (Würfel mit 5 cm Kantenlänge) zurückgegriffen. Diese 
wurden in der Szene von eins bis fünf nummeriert dargestellt. Abbildung 4.3 (links) zeigt 
eine mögliche Anordnung im virtuellen Raum. 
 
Abbildung 4.3: Anordnung der Körper zu Sets (links) und Hilfsgeometrie für die Qualitätsmessung 
(rechts) 
Auf Knopfdruck kann mittels Variantenschaltung eines von vier verschiedenen Positions-
sets aufgerufen werden. Durch die unterschiedlichen Positionen weist jedes Set einen diffe-
renten Betätigungspfad und andere Interaktionsebenen in der Tiefe aus. Dies ermöglicht 
die Minimierung von Übungseffekten und eine bessere Aussagekraft der Tests für unter-
schiedliche Tiefen. Neben den eigentlichen sichtbaren Kollisionskörpern, welche für die 
Zeitmessung ausreichend wären, benötigt man Hilfsgeometrie, um Informationen über die 
Eindringtiefe oder den Abstand zur Oberfläche zu erhalten. Diese Hilfsgeometrie wurde in 
Form von unsichtbaren Flächen parallel zur Körperoberfläche erstellt. Die Flächen sind ab 
2,5 cm vor bis 4,5 cm (im Inneren des Würfels) hinter der sichtbaren Oberfläche im Ab-
stand von fünf Millimetern angeordnet. Abbildung 4.3 (rechts) zeigt den Kollisionskörper 
und dessen sichtbar gemachte Hilfsgeometrie. Diese erzeugt kein Feedback bei Kollision, 





Nach einer Begrüßung wurde jeder Proband kurz in die Thematik eingewiesen und ein 
grober Überblick zum Ablauf, Ziel und zur Dauer (45 bis 60 min) der Studie gegeben. Es 
wurde explizit darauf hingewiesen, dass eine genaue Erklärung des Versuches am Ende 
erfolgt, um eine Verzerrung des Messergebnisses zu verhindern. Anschließend kam es zur 
Vermessung des Augenabstandes mittels Pupillometer. Nachdem jeder Proband die persön-
lichen Daten ausgefüllt hatte, wurde das Fingertrackingsystem angepasst, indem die opti-
male Größe der Fingerkuppen gewählt wurde. Die Reihenfolgen der Aufgaben und FBs 
waren dem Probanden bereits vor Versuchsbeginn wie beschrieben zugeordnet wurden, 
sodass dieser nun auf dem Sitz in der CAVE Platz nehmen konnte. Währenddessen wurde 
vom VL der gerade ermittelte Augenabstand in der Visualisierungssoftware eingestellt und 
das Fahrzeugszenario aktiv geschaltet. Jetzt erhielten die Probanden die Stereobrille, wel-
che getrackt wurde. Zunächst sollte sich jeder Proband in der virtuellen Umgebung um-
schauen und akklimatisieren. Dazu wurden die einzelnen Interaktionselemente des virtuel-
len Fahrzeuginnenraumes erklärt und durch den Probanden getestet. In dieser 
Gewöhnungsphase wurde das kombinierte visuelltaktile FB (VT) genutzt, um einen Erst-
eindruck beider möglichen Feedbacks zu vermitteln. Des Weiteren konnten die einzelnen 
Interaktionselemente durch das Highlight bei Kollision sehr gut vom Probanden identifi-
ziert werden. Gleichzeitig wurde der Proband mit den Interaktionsaufgaben vertraut, was 
eine spätere Ablenkung durch Erklärung während des Versuches minimierte. Fühlte sich 
der Proband an die virtuelle Umgebung gewöhnt, konnte mit der Kalibrierung begonnen 
werden. Dazu wurde das FB auf rein taktil (T) gestellt und der Proband hatte die Aufgabe 
die Interaktionselemente zu berühren und darauf zu achten, ob das FB genau dann auslöst, 
wenn er es in einer realen Umgebung erwarten würde. War dem so wurde die Kalibrierrou-
tine des Plug-in aufgerufen (vgl. Merz (2012)) und das Ergebnis überprüft. Kommunizierte 
der Proband eine Unstimmigkeit, sollte er benennen, ob er das Gefühl hatte, dass das FB zu 
spät oder zu früh auslöst – er also bereits beim Auslösen des Feedbacks die Geometrie 
durchdrungen hatte oder noch von dieser entfernt war. Abhängig davon wurde vom VL der 
Augenabstand in der Software angepasst: 
• Erhöhung des Augenabstandes bei wahrgenommener Entfernung zur Geometrie 
und zu frühem Auslösen des FBs 
• Verringerung des Augenabstandes bei wahrgenommener Durchdringung der Geo-




Dieser Vorgang wurde solange wiederholt bis der Proband eine stimmige Wahrnehmung 
signalisierte. Auch hier wurde das Ergebnis durch die Kalibrierroutine des Plug-in erneut 
überprüft. Abschließend wurde der aktuell eingestellte Augenabstand als kalibrierter Au-
genabstand dokumentiert. Nun konnten die Interieuraufgaben durchgeführt werden. Dazu 
wurden die Teilaufgaben in der festgelegten Reihenfolge mit jeweils allen FBs durchlau-
fen. Jeder Proband sollte die jeweilige Aufgabe solange wiederholen bis er in der Lage war 
sich eine Meinung zu jedem einzelnen FB gebildet zu haben. Dann wurde die Rangfolge 
für die entsprechende Teilaufgabe erstellt. Dazu trat der VL in die CAVE ein und doku-
mentierte die einzelnen Bewertungen der FBs, welche der Proband durch zeigen auf dem 
Skalenstrang abgab. Nach diesem Schema folgten alle Bewertungen der Teilaufgaben. 
Noch in der CAVE wurden die offenen Fragen zu positiven, negativen und allgemeinen 
Eindrücken gestellt sowie die drei Items zur Bewertung des Gesamtsystems Fingertracking 
vom VL befüllt. Abgeschlossen wurde dieser Teil der Befragung mit dem Vergleich der 
Interaktionsmethode Fingertracking zur Methode des externen Operators. Dazu wurde mit 
den Probanden ein exemplarischer Ablauf durchgespielt. Per verbalen Befehl sollten diese 
dem VL das Öffnen und Schließen der Fahrertür kommunizieren, was dann durch Tastatur-
befehl vom VL umgesetzt wurde. Anschließend nannten die Probanden wahrgenommene 
Vor- oder Nachteile des Fingertrackingsystems und begründeten diese. 
Als nächstes wurde der Einfluss des Augenabstandes auf die virtuelle Tiefenwahrnehmung 
untersucht. Dazu wurde vom VL das virtuelle Fahrzeug ausgeblendet und das rudimentäre 
Szenario der fünf Kollisionskörper aktiv geschaltet. Während sich die Probanden auf die 
neue Umgebung einstellten, vermittelte der VL die Aufgabenstellung. Es galt, die Körper 
der Nummerierung entsprechend so genau wie möglich, an der zum Probanden zugewand-
ten Oberfläche, zu berühren. Genau auf der Oberfläche sollte kurz inne gehalten werden 
und ein kurzer Zuruf an den VL erfolgen, damit dieser das Ergebnis dokumentieren (per 
Knopfdruck) konnte. Die gleiche Prozedur wurde beim nächsten Körper wiederholt, bis 
alle fünf durchlaufen waren. Anschließend wurde das Set vom VL umgestellt und die Pro-
zedur insgesamt vier Mal wiederholt. Jeder Durchlauf wurde separat vom VL freigegeben. 
Dies war nötig, um das Logging zu konfigurieren und zu starten sowie den Augenabstand 
nach jedem Durchlauf, wie bereits beschrieben, umzustellen. Den Probanden wurde nicht 
mitgeteilt, dass sich dieser aktiv veränderte. Zudem gab es vor jedem Durchlauf eine Ge-
wöhnungsphase, damit sich die Probanden auf den veränderten Augenabstand einstellen 
konnten. Mit jedem Augenabstand wurde ein Set zu je fünf Körpern aufgezeichnet. Ab-




Für die Leistungs- und Qualitätsmessung wurde den Probanden mitgeteilt, dass sie erneut 
die Kalibrierkörper berühren müssen, allerdings diesmal die verschiedenen Feebacks zuge-
schaltet werden (auch nochmalig kein FB (K)). Für jedes Feedback durchliefen die Pro-
banden alle vier Positionssets. Diesmal mussten die Probanden nicht jeden Körper einzeln 
ansagen, sondern alle hintereinander von eins bis fünf berühren. Ziel war es die Aufgabe so 
genau, aber auch so schnell wie möglich zu erfüllen. Jeder Durchlauf wurde erneut vom 
VL freigegeben, um die entsprechenden Einstellungen zu treffen. Insgesamt wurden vier 
Durchläufe je FB also 16 Durchläufe gesamt von den Probanden bei dieser Aufgabe absol-
viert. Damit konnten sie die CAVE zur Nachbesprechung verlassen. Als erstes füllten die 
Probanden dann selbstständig die Rangfolge der FBs für die Leistungsaufgabe aus. Ab-
schließend begründeten sie ihre Bewertung und gaben eine letzte allgemeine Rückmeldung 
zum Gesamtversuch. Bei Interesse erläuterte der VL erst jetzt die Hintergründe und Mes-
sungen des Versuches. 
4.6 Versuchsergebnisse 
Die deskriptive und statistische Analyse wurde mit der IBM Software SPSS 21 durchge-
führt. Für die Auswertung und Aufbereitung der Daten wurde Microsoft Excel 2010 ge-
nutzt. Aufgrund der immensen Datenmenge der Loggins wurde die Auswertung per Makro 
automatisiert, um manuelle Fehler auszuschließen. 
Stichprobe 
Es konnten insgesamt 47 Probanden im Alter von 19 bis 61 Jahren (M = 35,53 Jahre; 
SD = 9,27 Jahre) gewonnen werden. Abbildung 4.4 zeigt weitere deskriptive Statistiken. 
 


























































gemessen kalibiriert Standard 63mm
Einfluss Geschlecht signifikant
*
Alle waren Mitarbeiter der Daimler AG aus verschiedenen Fachbereichen. Das Kollektiv 
entsprach potenziellen Probanden für die digitale Interieurabsicherung. Es waren alle Hie-
rarchiestufen vom Diplomanten bis zum Abteilungsleiter vertreten. Allen gemein war eine 
zumindest grundlegende Erfahrung mit der CAVE oder virtuellen Umgebungen. Alle Pro-
banden, bis auf einen, konnten prinzipiell räumlich stereosehen. 
4.6.1 Vergleich gemessener und kalibrierter Augenabstand 
Die ermittelten Werte des gemessenen und kalibrierten Augenabstandes zeigen auf, wie 
sehr das Probandenkollektiv tatsächlich von dem zurzeit genutzten Standardwert 63 mm 
abwich. Insbesondere unter Beachtung des Einflusses auf die Größen- und Entfernungs-
wahrnehmung ergibt sich daraus eine Aussage zur Notwendigkeit der individuellen Anpas-
sung. Dies wird in der abschließenden Diskussion eruiert. Des Weiteren zeigt der direkte 
Vergleich des gemessenen mit dem kalibrierten Wert, ob eine Messung immer durch eine 
Kalibrierung ergänzt werden sollte oder auch alleinstehend gute Ergebnisse liefert. Ab-
schließend lassen sich durch die Befragungen und Kalibrierergebnisse Aussagen über die 
allgemeine Eignung der vorgeschlagenen Kalibriermethodik ableiten. 
Bei 24 Probanden löste das Feedback nicht erwartungskonform zur optisch wahrgenom-
menen Berührung aus. Bei allen 24 konnte jedoch eine Verbesserung durch die Kalibrie-
rung erreicht werden. Bei den anderen 23 war diese nicht notwendig. 
Der gemessene und kalibrierte Au-
genabstand unterschieden sich im 
Mittelwert nur minimal. Abbildung 
4.5 stellt die Ergebnisse und einen 
geschlechtsspezifischen Vergleich 
dieser dar. Es liegt eine Normalver-
teilung der Daten nach dem Kol-
mogorov-Smirnov-Anpassungstest 
(Abk.: K-S-Test; weiblich: gemes-
sen p = ,941, kalibriert p = ,776; 
männlich: gemessen p = ,722, kali-
briert p = ,930) vor. Der Faktor 
Geschlecht hat nach der univariaten 
Varianzanalyse sowohl auf den ge-
messenen (p = ,044), als auch auf 
Abbildung 4.5: Vergleich des gemessenen und kalibrierten 





den kalibrierten (p = ,026) Augenabstand einen signifikanten Einfluss. Die gemessenen 
Werte reichten von 54,5 Millimetern (kalibriert = 54 mm) bis 68,0 Millimetern (kalibriert = 
69 mm) und wiesen damit eine Spannweite von 13,5 Millimetern (kalibriert 15 mm) auf. 
Die Differenz zwischen gemessenem und kalibrierten Augenabstand lag im Bereich von -
4,5 mm bis 2,5 mm. Durchschnittlich war der gemessene Augenabstand minimal größer als 
der Kalibrierte. Nach der univariaten Varianzanalyse ergibt sich für die Differenz des ge-
messenen und kalibrierten Augenabstandes keine signifikante Abhängigkeit zu einer vor-
handenen Fehlsichtigkeit (p = ,896) oder dem Tragen einer Brille (p = ,622). 
Die vorgestellte Kalibriermethode mittels des Vergleiches von vibrotaktiler zu optischer 
Wahrnehmung erwies sich als zielführend und schnell durchführbar. Die Probanden konn-
ten, falls notwendig, eine konsistente taktile und optische Wahrnehmung durch die Anpas-
sung des Augenabstandes erreichen. 
4.6.2 Interieuraufgaben – subjektive Rangfolge zum Komfort 
der Feedbacks 
Abbildung 4.6 zeigt die Bewertungen der unterschiedlichen Feedbacks für die einzelnen 
Interieuraufgaben. Die entsprechenden Werte wurden anhand einer Skala generiert, welche 
von Null (sehr schlecht) bis 9,6 (sehr gut) reicht. 
 






















Vergleich der Feedbacks für Interieuraufgaben
















Allgemeine Bewertung des 
Fingertrackingsystems
intuitiv gut nützlich
allgemeine Bewertung 5-stufiger Likert-Skale:
von 1 (sehr schlecht) bis 5 (sehr gut)
kein signifikanter Unteschied: p = ,125
Demnach schneidet kein (K) Feedback deutlich am schlechtesten ab. Auffällig hierbei ist 
die extrem niedrige Bewertung für die Erreichbarkeitsaufgabe, bei der kein indirektes 
Feedback durch die virtuelle Umgebung generiert wurde. Es folgten, deutlich besser be-
wertet, das visuelle (V) und taktile (T) Feedback. Die beste Bewertung erhielt das visuell-
taktile (VT) Feedback. Bei den direkten Feedbacks V und T wurden die einzelnen Interi-
euraufgaben nicht signifikant unterschiedlich bewertet. Einzig das visuelltaktile Feedback 
zeigte signifikante Medianunterschiede der Aufgaben Tür/Dekor (p = ,006) und De-
kor/Erreichbarkeit (p = ,002) nach dem nichtparametrischen Wilcoxon-Vorzeichen-Rang-
Test verbundener Stichproben. Nach demselben Test ist der Medianunterschied von Aufga-
be Dekor bei visuell zu kein (p = ,002) und visuell zu taktil (p = ,025) signifikant, während 
die Bewertung von taktilem zu visuelltaktilem Feedback bei dieser Aufgabe nicht signifi-
kant (p = ,312) unterschiedlich ausfällt. Der Wilcoxon-Vorzeichen-Rang-Test verbundener 
Stichproben wurde verwendet, weil keine Normalverteilung der Daten der Einzelaufgaben 
nach dem K-S-Test vorlag. Für die gemittelten Gesamtdaten kein FB gesamt (p = ,204), 
visuelles FB gesamt (p = ,844), taktiles FB gesamt (p = ,884) und visuelltaktiles FB gesamt 
(p = ,604) war diese gegeben. Deshalb wurde die Signifikanz der Ergebnisse anhand eines 
T-Tests für verbundene Stichproben untersucht. Es gab sechs Paarungen (K/V, K/T, K/VT, 
V/T, V/VT, T/VT), deren Mittelwertunterschiede alle höchstsignifikant (p = ,000; außer 
V/T: p = ,025) wurden. 
Mittels einer multivariaten Varianzanalyse wurde der Einfluss der CAVE- und Fingertra-
ckingerfahrung auf die Gesamtbewertung der einzelnen Feedbacks für die Interieuraufga-
ben untersucht. Dabei ließ sich weder ein Einfluss der CAVE- (p = ,811), noch der Finger-
trackingerfahrung (p = ,769) oder ein Einfluss der Interaktion (p = ,325) der beiden 
Faktoren feststellen. 
4.6.3 Bewertung des Gesamtsystems Fingertracking 
Die allgemeine Bewertung des Fingertra-
ckingsystems erfolgte mittels 5-stufiger Li-
kert-Skala von 1 (sehr schlecht) bis 5 (sehr 
gut) in drei Dimensionen (siehe Abbildung 
4.7). Damit lag eine gute bis sehr gute Ge-
samtbewertung des Systems vor. Nach dem 
K-S-Test lag keine Normalverteilung (alle 
p = ,000) vor. Die Friedmans Zweifach-




Rangvarianzanalyse zeigte, dass keine signifikanten Unterschiede (p = ,125) zwischen den 
einzelnen Dimensionen bestehen. Mittels einer multivariaten Varianzanalyse konnte kein 
geschlechtsspezifischer Unterschied (p = ,894), noch eine Abhängigkeit der Bewertung von 
der CAVE- (p = ,353) oder Fingertracking-Erfahrung (p = ,260) festgestellt werden. Ledig-
lich die Interaktion der Erfahrungen führte beim Zwischensubjekt „Intuitiv“ zu einem sig-
nifikanten Unterschied (p = ,033), die Bewertung über alle Subjekte hingegen war nicht 
signifikant (p = ,199). Die Extremwerte für „Intuitiv“ wurden jeweils in der Gruppe mit 
mehr CAVE-Erfahrung (N = 10) abgebildet, wobei über den Post-Hoc-Test nach Bonferro-
ni der Unterschied in Abhängigkeit von der Fingertracking-Erfahrung identifiziert werden 
konnte. So wurde der Minimalwert (M = 4,20; SD = 0,45) von Probanden mit keiner Fin-
gertracking-Erfahrung (N = 5) und der Maximalwert (M = 5,00; SD = 0,00) von Probanden 
mit Fingertracking-Erfahrung (N = 5) gebildet.  
Alle Probanden bis auf zwei (weder noch) sahen einen Vorteil der Interaktion mit Finger-
tracking gegenüber der Steuerung durch einen externen Operator. Die Begründungen wur-
den kategorisiert und nach Häufigkeit der Nennung geordnet. Als Vorteile des Fingertra-
ckings wurden genannt: 
• bessere Erlebbarkeit des virtuellen Fahrzeuges und dessen Ergonomie/ bessere 
Raumwahrnehmung und Eingebundenheit (31 Nennungen) 
• höhere Selbstbestimmung (23) 
• weniger Kommunikationsaufwand/ höhere Schnelligkeit/ mehr Direktheit (19) 
• höhere Aufmerksamkeit (6) 
• einfacher/intuitiver/realistischer (5) 
• Szene kann allein bedient werden (5) 
• schafft schneller Vertrauen (2) 
• fördert Experimentierfreudigkeit (2) 
Als Nachteil wurden die Notwendigkeit der Blickzuwendung (1) und der problematische 
Einsatz beim Management (wenig Zeit, Gefahr der Fehlbedienung (1)) genannt. 
Auf die Frage was sie besonders positiv an der Gesamtszene Interieur mit Fingertracking 
empfanden, antworteten sie: 
• die Interaktionsmethode Fingertracking insgesamt/ der Realismus/ das Bedienge-
fühl (15) 
• das visuelle Feedback ist klar und schnell (8) 
• das taktile Feedback ist realistisch (8) 
• das visuelltaktile Feedback aufgrund der doppelten Bestätigung (5) 




Positiv hervorgehoben wurden die Szenarien das Radio zu bedienen und das Dekor zu 
schalten. Vereinzelt kam sogar der Wunsch auf, die Funktion der Vibration und des Auf-
leuchtens der Tasten in das reale Fahrzeug zu integrieren. Allgemein wurde das System elf 
Mal als beeindruckend und begeisternd beurteilt. 
Negative Anmerkungen waren das Aufleuchten gesamter Flächen bei Kollision in zu grel-
lem Rot (4), die Vibration allgemein („visueller Typ“(3)), das Fehlen realistischer Greif-
gesten (2) und die Fingertracking-Hardware (2). Ansonsten kamen nur sehr vereinzelte und 
gestreute Kritiken auf. 
4.6.4 Einfluss des Augenabstandes auf die Tiefenwahrneh-
mung 
Für jeden Probanden wurde je ein Datensatz mit fünf Messpunkten pro eingestellten Au-
genabstand aufgezeichnet. Dazu wurde die Position des Zeigefingers durch manuelles 
Logging erfasst und anschließend verrechnet. Als Ergebnis wurde der senkrechte Abstand 
des Zeigefingers von der zu berührenden Körperoberfläche in Bewegungsrichtung ermit-
telt. Das Eindringen in den Prüfkörper entspricht dabei einem negativen Vorzeichen der 
Berechnungsergebnisse. Diese sind grafisch in Abbildung 4.8 über alle Probanden darge-
stellt. 
 
Abbildung 4.8: Vergleich der Fehler bei unterschiedlichen Augenabständen 
Die Darstellung in Form eines Liniendiagramms wurde aus Gründen der Übersichtlichkeit 
gewählt. Es ist bewusst, dass für jeden Probanden die Messwerte nur diskret vorliegen und 
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zelnen Datenreihen kaum zu differenzieren und die Grundaussage damit nicht abbildbar. 
Besonders zwei Probanden fallen optisch durch besonders starke Abweichungen auf. Die 
explorative Datenanalyse bestätigte diesen Eindruck. Hierbei wurden diese zwei Proban-
den unter mehreren Bedingungen als extreme Ausreißer identifiziert. Die genauere Unter-
suchung der Detaildaten ergab zur Theorie und den anderen Probanden widersprüchliche 
Ergebnisse, welche sich nicht allein durch eine eventuelle Fehlkalibrierung erklären lassen, 
sondern auf eine prinzipielle Schwäche, in einer virtuellen Umgebung räumlich korrekt zu 
sehen, hindeuten könnten. Deshalb wurden diese Probanden bei der nachfolgenden Bewer-
tung der Ergebnisse zu dieser Teilaufgabe nicht berücksichtigt. Das Diagramm zeigt den-
noch deutlich, dass sich die durchschnittlichen Fehler symmetrisch zum kalibrierten Ab-
stand (Fehler M = -4,51 mm; SD = 20,92 mm) verhalten. Ein zu klein eingestellter 
Augenabstand führt zu einem Durchdringen der Oberfläche (M = -28,88 mm; SD = 16,70 
mm). Ein zu groß eingestellter Augenabstand ruft einen verbleibenden Abstand zu dieser in 
ähnlicher Größenordnung hervor (M = 20,97 mm; SD = 20,66 mm). Die um die Ausreißer 
bereinigten Ergebnisse in Abbildung 4.9 stellen diese Symmetrie dar: 
 
Abbildung 4.9: bereinigte Fehler in Abhängigkeit zum Augenabstand 
Die Messergebnisse der Bedingung des kalibrierten Augenabstandes verteilen sich syste-
matisch um den Nullpunkt. Durch die relative Lage zum Nullpunkt (Vorzeichenwechsel) 
wäre eine Aussage über den absoluten durchschnittlichen Fehler bei einer Mittelwertbe-
trachtung verfälscht. Deshalb wurden für diese die vorzeichenlosen Beträge der Entfernun-
gen zur Körperoberfläche als Berechnungsgrundlage herangezogen. Abbildung 4.10 stellt 
die Durchschnittswerte der Fehler dar. Zur Plausibilisierung wurde parallel zum beschrie-
benen Vorgehen die Interaktion der Probanden noch auf einem zweiten Weg aufgezeichnet. 
Mittels beschriebener Erfassung der Kollision von Hilfsgeometrien konnte der gesamte 
Bewegungsablauf in einem Bereich von 25 mm vor und 50 mm hinter der Körperoberflä-
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che beobachtet werden. Die ermittelten Absolutwerte unterstützen die Ergebnisse der ei-
gentlichen Bewertung. 
 
Abbildung 4.10: Vergleich absoluter und bereinigter Fehler 
Es ist zu erkennen, dass im kalibrierten Zustand trotz des sehr kleinen bereinigten Durch-
schnittsfehlers, ein systematischer absoluter Fehler von circa 10 mm entsteht. Dieser ist der 
relativ hohen individuellen Streuung geschuldet, welche quasi ein Grundrauschen des ein-
kalibrierten Systems darstellt. Auf die Fehlerbeträge bei den Bedingungen minus 5 mm 
und plus 5 mm hat dieses allerdings keinen signifikanten Einfluss. Die hier dargestellten 
absoluten Fehler, stellen damit den für den jeweilig eingestellten Augenabstand zu erwar-
tenden Wahrnehmungsfehler im beschriebenen Szenario dar. Nach dem K-S-Test liegt eine 
Normalverteilung der Absolutfehler für die Bedingungen 63 mm (p = ,370), minus 5 mm 
(p = ,549) und plus 5 mm (p = ,072) vor. Die Ergebnisse der kalibrierten Bedingung sind 
nicht normalverteilt (p = ,027). Ein Mittelwertvergleich wird deshalb mittels des nichtpa-
rametrischen Wilcoxon-Vorzeichen-Rang-Tests und des parametrischen T-Tests absolviert. 
Beide Tests ergeben einen sehr bis hoch signifikanten Unterschied aller Bedingungen un-
tereinander (Wilcoxon: p = ,000 bis ,002; T-Test: p = ,000 bis ,004) außer minus 5 mm zu 
plus 5 mm (Wilcoxon: p = ,320; T-Test: p = ,538). Dieses Ergebnis unterstreicht die Not-
wendigkeit einer individuellen Einstellung des Augenabstandes. Außerdem zeigte sich, 
dass sich ein abweichender Augenabstand in beide Richtungen vergleichbar auswirkt. Dies 
legt eine Skalierbarkeit der Ergebnisse nahe und macht eine Aussage über den Fehler je 
Millimeter abweichenden Augenabstand sinnvoll. Hierfür wurde neben den Ergebnissen 
aus den Bedingungen minus 5 mm und plus 5 mm, die Information aus der Bedingung 
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Tabelle 4.3: Fehler je Millimeter Abweichung vom kalibrierten Augenabstand 
Fehler je Millimeter Abweichung vom kalibrierten Augenabstand 
63 mm Minus 5 mm Plus 5 mm 
M = 7,2 mm 
SD = 5,8 mm 
M = 5,8 mm 
SD = 2,0 mm 
M = 5,4 mm 
SD = 2,5 mm 
Es liegt eine Normalverteilung der Daten nach dem K-S-Test für alle drei Bedingungen (63 
mm: p = ,119; minus 5mm: p = ,544; plus 5 mm: p = ,073) vor. Der entsprechende T-Test 
zeigt keine signifikanten Unterschiede der einzelnen Mittelwerte (63 mm/minus 5 mm: p = 
,233; 63 mm/plus 5 mm: p = ,135; minus 5 mm/plus 5 mm: p = ,537). Der größere Fehler 
bei der Bedingung 63 mm ist dadurch zu erklären, dass sich statistisch häufiger kleinere 
Abstände als 5 mm zum kalibrierten Augenabstand ergeben. Bei der anschließenden Mitte-
lung gewinnt deshalb der zuvor beschriebene systematische Fehler einen größeren Ein-
fluss. Nutzt man nur die Datensätze, welche eine Differenz von mehr als 3 mm zwischen 
kalibriertem Augenabstand und 63 mm aufweisen, ergibt sich ein konsistenteres Bild (N = 
21; M = 5,3 mm; SD = 4,2 mm). Die 3 mm Abstand wurden gewählt, um eine kritische 
Anzahl von Probanden von größer 20 zu erhalten und dennoch den systematischen Fehler 
nicht zu stark bewerten. Errechnet man nun einen Mittelwert aus den drei Bedingungen, 
lässt sich festhalten, dass je Millimeter Abweichung zum kalibrierten Augenabstand ein 
Fehler von ca. 5 mm entsteht. 
4.6.5 Einfluss der Art des Feedbacks auf Betätigungsqualität- 
und Leistung 
Mit jedem Feedback wurden für jeden Probanden je vier Sets mit je fünf Messpunkten auf-
gezeichnet. Um den Bewegungsablauf und den Probanden nicht zu stören bzw. abzulen-
ken, wurde der Zeitpunkt und Betätigungsweg per Kollisionserkennung vollautomatisch 
unbemerkt im Hintergrund erfasst. Die explorative Datenanalyse ergab keine extremen 
Ausreißer bei dieser Teilaufgabe, weshalb für die folgenden Ergebnisse wieder alle Pro-
banden in die Berechnung eingeflossen sind. Die Abbildung 4.11 zeigt den durchschnittli-
chen Absolutfehler und die Durchschnittszeit, welche von der ersten Berührung des Button 














































Der K-S-Test wies für alle Daten 
außer dem Absolutfehler der 
visuellen Bedingung (p = ,016) 
eine Normalverteilung aus. Des-
halb wurde ein Mittelwertver-
gleich der Absolutfehler mit dem 
nichtparametrischen Wilcoxon-
Vorzeichen-Rang-Test durchge-
führt, dessen Ergebnisse zur Sig-
nifikanz ebenfalls in Abbildung 
4.11 gekennzeichnet sind. Beim 
Vergleich der durchschnittlich 
für ein Set benötigten Zeiten ergab sich aus dem T-Test ein höchstsignifikanter Unterschied 
der taktilen zur visuellen bzw. visuelltaktilen Bedingung (jeweils p = ,000). Des Weiteren 
ließ sich ein signifikanter Unterschied der Zeiten zwischen keinem und visuellem Feed-
back feststellen (p = ,046). Die restlichen Mittelwertunterschiede der Zeiten wurden nicht 
signifikant (K/T: p = ,106; K/VT: p = ,099; V/VT: p = ,882). Die Berechnung der Korrela-
tion zwischen Fehler und Zeit je Feedback ergab folgende Tabelle 4.4: 
Tabelle 4.4: Korrelationen von Fehler und Zeit je Feedback  
Feedback Nach Pearson Nach Spearman-Rho 
kein r = -,197 
p = ,184 
r = -,211 
p = ,154 
visuell r = -,432 
p = ,002** 
r = -,547 
p = ,000*** 
taktil r = -,005 
p = ,971 
r = -,084 
p = ,574 
visuelltaktil r = -,448 
p = ,002** 
r = -,553 
p = ,000*** 
 Der Fehler und die Zeit ohne Feedback korrelierten nur schwach negativ linear bei einer 
geringen Signifikanz der Übertragbarkeit auf eine Grundgesamtheit. Es konnte also nur ein 
schwacher linearer Zusammenhang nachgewiesen werden, dass bei kürzer benötigter Zeit 
der Absolutfehler steigt. Beim taktilen Feedback bleibt ein Zusammenhang gänzlich aus. 
Beim visuellen Feedback wurde ein mittlerer bis starker negativer Zusammenhang identifi-
ziert, welcher zudem höchstsignifikant auch für die Grundgesamtheit gilt. Da die Daten der 





visuellen Bedingung nicht normalverteilt waren, ist hier dem Spearman-Rho-Verfahren als 
nichtparametrischer Korrelationstest Priorität beizumessen. Deshalb kann von einer starken 
höchstsignifikanten Korrelation ausgegangen werden, dass der Fehler mit kürzeren Durch-
laufzeiten steigt. Beim visuelltaktilen Feedback verhielt es sich sehr ähnlich, wobei auf-
grund vorliegender Normalverteilung eher die Korrelation nach Pearson bewertet werden 
sollte. Die Grundaussage ist aber identisch zum visuellen Feedback. 
Nach der Betätigungsaufgabe wurde eine Bewertung der einzelnen Feedbacks analog der 
Interieuraufgaben durchgeführt. Auf einer Skala von 0 (sehr schlecht) bis 9,6 (sehr gut) 
ordneten die Probanden die Feedbacks relativ zu einander ein. Die Befragung lieferte fol-
gende Ergebnisse (aufsteigend sortiert): 
 
Kein Feedback wurde dabei mit deutlichem Abstand am schlechtesten beurteilt. Am besten 
schnitt das visuelltaktile Feedback mit einer guten bis sehr guten Bewertung ab. Nach dem 
K-S-Test unterlagen die Daten der Bedingung kein Feedback (p = ,001) und visuelles 
Feedback (p = ,041) keiner Normalverteilung. Taktiles Feedback (p = ,545) und visuelltak-
tiles Feedback (p = ,283) waren normalverteilt. Der Mittelwertvergleich der einzelnen Be-
dingungen untereinander wurde deshalb wiederum mit dem Wilcoxon-Vorzeichen-Rang-
Test und dem T-Test durchgeführt. Beide Tests ergaben für K/V, K/T, K/VT, T/VT 
(p = ,000) und V/T (Wilcoxon: p = ,007; T-Test: p = ,004) einen hoch bzw. sehr signifikan-
ten Unterschied. Lediglich der Unterschied des visuellen zum visuelltaktilen Feedbacks 
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Die anschließende offene Begründung brachte folgende gruppierte und gewichtete (Top 5) 
Aussagen hervor (Mehrfachnennungen möglich): 
• kein Feedback: 
- kein Gefühl für die Betätigung und daraus resultierende Unsicherheit 
(38 Nennungen) 
- gutes Gefühl bei der Bedienung trotz Unsicherheit (3) 
- Verlust des Raumgefühls (2) 
- anstrengend, unrealistisch, ausreichend (jeweils 1) 
• taktiles Feedback: 
- zu langsame/kurze/schwache Auslösung (14) 
- zu unpräzise (13) 
- besser für Berührsaufgaben geeignet als visuelles Feed-
back/angenehmer/realistischer (11) 
- nicht so klar/erwartungskonform wie visuell (5) 
- nicht zwangsläufig Blickzuwendung notwendig, direkt (jeweils 2) 
• visuelles Feedback: 
- klar (15) 
- schnell/direkt (12) 
- angenehmer als taktil (3) 
- nicht so realistisch, Reaktionsgeschwindigkeit geringer als bei taktil ( je-
weils 2) 
- visueller Typ, Signalfarbe Rot schreckt ab, taktil fehlt, konsistent, altbe-
kannt (jeweils 1) 
• visuelltaktiles Feedback: 
- Vorteile vom visuellen und taktilen FB sind additiv (17) 
- taktiles FB wertet visuelles FB ab (12) 
- nicht genau synchron (6) 
- visuelles FB wertet taktiles FB ab (4) 
- schnell/klar, weder Zusatznutzen noch Nachteil (jeweils 3) 
4.6.6 Allgemeine Einschätzung zum Fingertrackingsystem 
Die abschließende offene Befragung der Probanden zum allgemeinen Eindruck des Finger-
trackingsystems war durchweg positiv geprägt. 20 Probanden attestierten einen sehr guten 
Gesamteindruck und sahen einen Mehrwert bzw. eine Faszination in dieser Art der Interak-
tion. Negative Stimmen wurden nicht geäußert. Es kam lediglich der Wunsch auf, Objekte 






Für die Untersuchung konnte eine heterogene Gruppe von Mitarbeitern der Daimler AG 
gewonnen werden. Neben einer Diversifikation über die Hierarchiestufen, konnte diese 
auch über verschiedene Fachbereiche, Erfahrungswerte mit der CAVE und dem Fingertra-
ckingsystem sowie einer geeigneten Abbildung unterschiedlicher anatomischer Merkmale 
erzielt werden. Dadurch sind die gewonnenen Ergebnisse als repräsentativ für ein etwaiges 
Probandenkollektiv virtueller Untersuchungen in der CAVE anzunehmen. 
Der Versuch zeigte, dass unterschiedliche Größen der Fingerkuppen des Systems für eine 
optimale Anwendung und Passform notwendig sind. 
4.7.1 Vergleich gemessener und kalibrierter Augenabstand 
Die Mittelwerte des gesamten Probandenkollektives unterscheiden sich nicht signifikant 
zwischen dem gemessenen und kalibrierten Augenabstand. Der weibliche Augenabstand ist 
sowohl gemessen als auch kalibriert signifikant unterschiedlich ca. zwei Millimeter kleiner 
als der männliche. Unterscheidet sich im kalibrierten Zustand der männliche Augenabstand 
nur minimal um ca. 0,2 mm vom Standardwert 63 mm, liegt bei den Frauen bereits eine 
Differenz von ca. 2,3 mm vor. Betrachtet man die vorgestellten Ergebnisse, dass ein Milli-
meter Abweichung einen Wahrnehmungsfehler von circa fünf Millimetern erzeugt, kann es 
selbst bei einer Mittelwertanalyse der Frauen zu spürbaren Inkonsistenzen kommen. Eine 
detaillierte Interpretation der Ergebnisse muss zu dem Schluss kommen, dass eine indivi-
duelle Messung/Kalibrierung notwendig ist. Dies zeigt die ermittelte Spannweite des Au-
genabstandes von 15 mm im kalibrierten Zustand aller Probanden. Die Minimal- und Ma-
ximalwerte von 54 mm bzw. 69 mm würden unberücksichtigt zu einem erheblichen 
Wahrnehmungsfehler führen. Aus dem reinen Mittelwertvergleich der gemessenen oder 
kalibrierten Daten lässt sich keine Notwendigkeit zur Kalibrierung ableiten. Betrachtet 
man jedoch, dass die Differenz der Werte eine Spannweite von 7 mm ( von -4,5 mm bis 
2,5 mm) einnimmt, wird deutlich, dass die alleinige Messung ebenfalls nicht immer opti-
male Ergebnisse liefern kann. Dies wird dadurch unterstrichen, dass 24 Probanden eine 
Inkonsistenz zwischen dem generierten taktilen Feedback und ihrer optischen Wahrneh-
mung nach Messung feststellten und diese durch Kalibrierung verbessern konnten. Zudem 
können minimale systematische Ungenauigkeiten basierend auf der Infrastruktur durch 
eine Kalibrierung ausgeglichen werden. Die vorgestellte Kalibriermethodik erwies sich als 





• Bei rein optischer Betrachtung der virtuellen Szene mit durchschnittlichen Anforde-
rungen an die Wahrnehmungsgenauigkeit ist eine Messung des individuellen Au-
genabstandes durchzuführen. 
• Bei erhöhten Anforderungen an die Wahrnehmungsgenauigkeit oder bei der Inter-
aktion per Fingertracking ist die Messung durch eine Kalibrierung zu ergänzen. 
• Bei der Verwendung des Standardwertes von 63 mm ist mit teils erheblichen Fehl-
wahrnehmungen von bis zu 5 cm (und mehr) zu rechnen. 
• Es ist zudem empfehlenswert den eingestellten Standardwert auf 61,5 mm zu sen-
ken, um so dem ermittelten empirischen Wert gerecht zu werden. 
4.7.2 Interieuraufgaben – subjektive Rangfolge zum Komfort 
der Feedbacks 
Die gewählten Interieuraufgaben decken einen relativ großen Interaktionsbereich ab. Die 
verwendeten Interaktionsmetaphern und entsprechenden indirekten Rückmeldungen durch 
das virtuelle Fahrzeug bilden einen Querschnitt über gebräuchliche Funktionen eines virtu-
ellen Interieurs. Es lassen sich grundlegend auch andere virtuelle Interieuruntersuchungen 
damit darstellen, weshalb die Ergebnisse als repräsentativ für diese angesehen werden 
können. 
Es zeigte sich, dass ein direktes Feedback durch das Fingertrackingsystem gewünscht ist, 
da diese alle signifikant besser bewertet wurden als „kein Feedback“ (sehr schlecht bis 
durchschnittlich). Das taktile Feedback (gut) wurde höchstsignifikant besser bewertet als 
das visuelle (durchschnittlich bis gut), die Kombination (gut bis sehr gut) aus beiden signi-
fikant am besten. Die befürchteten Inkonsistenzen durch z. B. Asynchronität des visuellen 
und taktilen Feedbacks in Kombination wurden nicht von den Probanden identifiziert oder 
als störend empfunden. Während das visuelle und taktile Feedback einzeln keine signifi-
kanten Unterschiede zwischen den Einzelaufgaben zeigten, schloss das visuelltaktile Feed-
back bei der Aufgabe Dekor signifikant schlechter ab als bei der Aufgabe Tür und Erreich-
barkeit. Im Gegensatz dazu wurde gerade die Aufgabe Dekor ohne Feedback am besten 
bewertet. Hier zeigt sich der Einfluss des indirekten Feedbacks durch das virtuelle Fahr-
zeug. Dieses indirekte Feedback ist bei Aufgabe Dekor rein visueller Natur und quasiäqui-
valent (Texturwechsel) zum direkten visuellen Feedback des Fingertrackingsystems. Es 
kommt zu einer Überlagerung gleichwertiger Informationen derselben Dimension (visuell, 
siehe dazu Ressourcenmodell nach Wickens im Anhang 1), was wiederum zu einer Beein-
trächtigung führt. Der Mehrwert der parallelen Darbietung zweier unterschiedlicher Feed-
backs (visuelltaktil) wird bei der Aufgabe Dekor durch das gleichwertige indirekte visuelle 




die Bedingung „kein Feedback“ relativ bei der Aufgabe Dekor am besten abschließt, wer-
den die direkten Feedbacks dennoch im direkten Vergleich signifikant besser bewertet. Der 
Nutzen (klare Rückmeldung, Sicherheit) eines direkten Feedbacks scheint die Beeinträch-
tigung durch die Doppelbeanspruchung des visuellen Kanals zu überbieten. Wie wichtig 
ein prinzipielles Feedback ist, zeigt sich in der Bewertung der Aufgabe Erreichbarkeit bei 
der Bedingung „kein Feedback“. Das gänzliche Fehlen eines Feedbacks (direkt und indi-
rekt) führt zu einer extrem schlechten Bewertung. Diese Bewertungen sind weder von der 
CAVE- noch von der Fingertrackingerfahrung der Probanden signifikant abhängig und 
damit höchstwahrscheinlich auch auf andere Probandengruppen übertragbar. 
Als Handlungsempfehlung und Systemgestaltungshinweis für zukünftige Entwicklungen 
lässt sich ableiten: 
• Ein System sollte zumindest ein direktes Feedback unterstützen. Hierbei ist das tak-
tile Feedback zu präferieren. Besser noch wäre eine Kombination mehrerer direkter 
Feedbacks. Diese sollten jedoch variabel, je nach Untersuchungsschwerpunkt zu-
schaltbar sein. 
• Besonders bei der Darbietung indirekter Feedbacks durch die virtuelle Umgebung 
ist auf Kompatibilität der verwendeten direkten Feedbacks zu achten. 
4.7.3 Bewertung des Gesamtsystems Fingertracking 
Das Fingertrackingsystem wurde als sehr gut, sehr nützlich und sehr intuitiv wahrgenom-
men. Keine der Dimensionen wurde signifikant anders bewertet. Es gab weder ge-
schlechtsspezifische noch von der CAVE- oder Fingertrackingerfahrung abhängige Unter-
schiede in der Bewertung. Dennoch konnte ein spezifischer Interaktionseffekt der 
Dimension „Intuitiv“ festgestellt werden. Probanden mit mehr CAVE- und keiner Finger-
trackingerfahrung fanden das System eher intuitiv, Probanden gleicher Gruppe mit Finger-
trackingerfahrung höchstintuitiv. Ein Interpretationsansatz könnte sein, dass Probanden mit 
mehr CAVE-Erfahrung höchstwahrscheinlich auch andere Interaktionssysteme für virtuelle 
Umgebungen kennen oder zumindest mit der produktiv eingesetzten Steuerung des exter-
nen Operators vertraut sind. Eine neu präsentierte Interaktionsmetapher wird zunächst kri-
tisch verglichen. Eventuelle Abweichungen könnten erfahrungsbedingt überbewertet wer-
den. Ist das Interaktionssystem und die verbundene Metapher bekannt, kommt es nicht 
mehr zu diesem sehr kritischen Vergleich. Die sehr gute Bewertung der Probanden mit 
Systemerfahrung, als auch der Probanden ohne oder mit wenig Erfahrung in virtuellen 
Welten, lässt auf eine außerordentlich gute Intuitivität des Fingertrackingsystems schlie-
ßen. Hier greifen die Mechanismen der möglichst realitätsnahen Gestaltung der Interakti-




Darüber hinaus wird der in der Theorie präsentierte Zusammenhang von individueller Er-
fahrung und Intuitivität praktisch nachgewiesen. Zusätzlich wird von fast allen Probanden 
ein Vorteil der Interaktion per Fingertracking gegenüber der Steuerung durch einen exter-
nen Operator identifiziert und mit einer besseren Erlebbarkeit, einem besseren Raumgefühl 
und höherer Selbstbestimmung bei geringerem Kommunikationsaufwand begründet. Das 
zu grelle Rot des visuellen Feedbacks als Hauptkritikpunkt lässt sich systemseitig sehr ein-
fach anpassen und stellt damit eine leicht umzusetzende Optimierungsmöglichkeit dar. Das 
Verlangen nach realistischeren Greifgesten, wurde als Weiterentwicklungsprojekt aufge-
griffen und prototypisch umgesetzt. Die Fingertracking-Hardware als solche störte nur sehr 
wenige (zwei) Probanden. Dies ist sehr positiv als Aussage zur prinzipiellen Anwendbar-
keit des Systems zu beurteilen. Es lässt sich konstatieren, dass das Fingertrackingsystem 
als Interaktionsmethode sehr gut aufgenommen und bewertet wurde. Ein weiterführender 
Einsatz sowie eine Weiterentwicklung scheinen sinnvoll. 
H1 Die Interaktionsmethode Fingertracking wird positiv und als intuitiv bewertet. 
Wird nach den Ergebnissen aus 4.6.2, 4.6.3 und 4.6.6 sowie der Diskussion aus 
4.7.2 und 4.7.3 bestätigt! 
H2 Fingertracking wird als Interaktionsmethode der Steuerung durch einen exter-
nen Operator für eine Interieurbewertung vorgezogen. 
Wird nach den Ergebnissen aus 4.6.3 und 4.6.6 sowie der Diskussion aus 4.7.3 
bestätigt! 
Nachfolgende Hypothesen werden hier nur für die realitätsnahe Interaktion im Interieur 
besprochen und im Absatz 4.7.5 erneut für die Betätigungsaufgabe behandelt. 
H3.1 Das taktile Feedback wird dem visuellen Feedback bevorzugt. 
Wird nach den Ergebnissen aus 4.6.2 und 4.6.3 sowie der Diskussion aus 4.7.2 
und 4.7.3 bestätigt! 
H3.2 Es gibt keinen signifikanten Unterschied zwischen taktilem und visuelltaktilem 
Feedback. 
Wird nach den Ergebnissen aus 4.6.2, 4.6.3 sowie der Diskussion aus 4.7.2 und 
4.7.3 verworfen! 
H3.3 Die Interaktion mit Feedback wird signifikant besser bewertet als ohne Feed-
back.  
Wird nach den Ergebnissen aus 4.6.2, 4.6.3 und 4.6.6 sowie der Diskussion aus 




4.7.4 Einfluss des Augenabstandes auf die Tiefenwahrneh-
mung 
Es konnte gezeigt werden, dass sich eine Veränderung des virtuellen zum gemesse-
nen/kalibrierten Augenabstand linear und symmetrisch auswirkt. Eine Verringerung des 
Augenabstandes führt zu einer zu flachen Darstellung, d. h. die Räumlichkeit der virtuellen 
Umgebung wird nicht genügend wahrgenommen, Flächen scheinen zu weit entfernt. Eine 
Vergrößerung hat im gleichen Maße eine zu nahe Wahrnehmung zur Folge. Man kann im 
beschriebenen Szenario (Augpunkt ca. 1,2 m von der Hauptprojektionsebene entfernt) von 
ca. fünf Millimetern Fehler je Millimeter Differenz zum kalibrierten Augenabstand ausge-
hen. Es kann eine Skalierbarkeit in beide Richtungen angenommen werden. Mit dem kalib-
rierten Augenabstand wurde der signifikant geringste Fehler erreicht, wobei ein systemati-
scher Fehler von ca. zehn Millimetern auftrat. Im Vergleich zum Standardwert von 63 mm 
konnte durch die Kalibrierung ein um ca. sechs Millimeter geringerer Fehler erreicht wer-
den. Das klingt nach nicht viel, der Versuch hat aber auch gezeigt, dass selbst kleinste Ab-
weichungen resultierend aus einem Millimeter Fehleinstellung von den Probanden als in-
konsistent wahrgenommen werden konnten. Die Bedeutung der Messung oder 
Kalibrierung wurde in diesem Zusammenhang bereits erläutert. 
H5.1 Der virtuelle Augenabstand hat einen signifikanten Einfluss auf die Tiefen-
wahrnehmung. 
Wird nach den Ergebnissen aus 4.6.4 sowie der Diskussion aus 4.7.4 bestätigt! 
H5.2 Der virtuelle Augenabstand lässt sich durch Kalibrierung so einstellen, dass 
der Fehler der Tiefenwahrnehmung minimiert wird. 
Wird nach den Ergebnissen aus 4.6.1 und 4.6.4 sowie der Diskussion aus 4.7.1 
und 4.7.4 bestätigt! 
4.7.5 Einfluss der Art des Feedbacks auf Betätigungsqualität- 
und Leistung 
Es wurde gezeigt, dass signifikante Unterschiede zwischen den absoluten Fehlern und be-
nötigten Zeiten einer Betätigungsaufgabe in Abhängigkeit zum direkten Feedback beste-
hen. Allerdings bildete das taktile Feedback eine Ausnahme zum Szenario der Interieurauf-
gaben. Durch den aus der Aufgabe resultierenden Zeitdruck, wurde die 
Bewegungsgeschwindigkeit der Probanden erhöht. Die Ansprechgeschwindigkeit des takti-
len Feedbacks ist allerdings begrenzt und das Fingertrackingsystem war so ausgelegt, dass 




system eine Kollision anzeigt. Auf Basis von 3D-Daten handelt es sich aber meistens, wie 
auch bei den eingesetzten Kollisionskörpern, um Flächen. Das heißt, dass die Kollision bei 
entsprechender Bewegungsgeschwindigkeit nur Bruchteile von Sekunden erhalten bleibt. 
Das technische Datenblatt des Vibrationsmotors (Precision Microdrives 2013), welcher für 
das taktile Feedback verantwortlich ist, weist eine Ansprechverzögerung von 38 ms und 
Anklingzeit bis zur Amplitude von 81,5 ms aus. Je nach Bewegungsgeschwindigkeit ist 
damit die effektive Kollisionsdauer durchaus kürzer als die benötigte Zeit bis zum vollen 
Ausschlag des Vibrationsmotors. Dies äußert sich dann in einem so schwachen Feedback, 
dass es vom Probanden kaum gespürt wird. Die zahlreichen Rückmeldungen dazu, bestä-
tigten diese Hypothese. Dies stellte einen erheblichen Störfaktor der taktilen Bedingung 
dar. Neben eintretender Unsicherheit und mangelnder Erwartungskonformität (anderes 
Verhalten als bei den Interieuraufgaben) wurden die Vorteile eines direkten Feedbacks 
stark beeinträchtigt. Scheinbar adaptierten die Probanden ihr Verhalten jedoch, indem sie 
die Bewegungsgeschwindigkeit bei der taktilen Bedingung verringerten. So wurde mit dem 
taktilen Feedback im Durchschnitt am längsten für einen Durchlauf benötigt, auch wenn 
der Unterschied zum „kein Feedback“ nicht signifikant wurde. Gleichzeitig war der Abso-
lutfehler am zweitgrößten, wobei auch hier nur ein signifikanter Unterschied zum visuell-
taktilen Feedback entstand. Betrachtet man die Ergebnisse, fällt auf, dass sich visuelles und 
visuelltaktiles Feedback weder im Absolutfehler noch in der Zeit signifikant voneinander 
unterscheiden. Bei nahezu gleicher Zeit ist dennoch der Fehler beim visuelltaktilen Feed-
back noch etwas geringer. Man könnte also interpretieren, dass sich der taktile Anteil des 
Feedbacks in Kombination mit dem visuellen zu keiner zeitlichen Beeinträchtigung führt, 
jedoch noch klarer das Erreichen und damit Betätigen einer Fläche/eines Knopfes vermit-
telt. Ohne Feedback wurde die Aufgabe zwar relativ schnell, aber auch am ungenauesten 
ausgeführt. Betrachtet man die Korrelationen von Fehler und Zeit innerhalb der einzelnen 
Feedbacks, ist zu erkennen, dass beim visuellen und visuelltaktilen Feedback der Fehler 
stark linear negativ mit der Zeit korreliert. Eine Interpretation ist, dass bei einem klaren 
und schnellen direkten Feedback, der Fehler maßgeblich über die Bewegungsgeschwindig-
keit des Probanden geprägt wird. Dies leuchtet ein, da Reaktions- und Anhaltewege, direkt 
von der Bewegungsgeschwindigkeit abhängen. Die Schlussfolgerung liegt damit nahe, 
dass bei entsprechend geringer Bewegungsgeschwindigkeit mit einem klaren und schnellen 
Feedback höchste Genauigkeit erreicht werden kann. Ohne Feedback ist diese Korrelation 
wesentlich schwächer ausgeprägt. Dies spiegelt die erhöhte Unsicherheit der Probanden 




führen könnte. In der vorliegenden Spezifikation des taktilen Feedbacks mit den beschrie-
benen Problemen konnte keinerlei Korrelation zwischen Fehler und Zeit festgestellt wer-
den. Hier vermischen sich wahrscheinlich die Effekte der Unsicherheit und des dennoch 
vorhandenen direkten Feedbacks. 
Bei der anschließenden Komfortbewertung der Feedbacks relativ zueinander kamen oben 
erwähnte Probleme ebenfalls zum Tragen. Das taktile Feedback wurde zwar höchstsignifi-
kant besser bewertet als kein Feedback, jedoch ebenso signifikant schlechter als die ande-
ren beiden Feedbacks. Zudem wurde das visuelltaktile Feedback nicht mehr signifikant 
besser bewertet als das visuelle. Die Begründungen der Bewertung stützen die aufgestell-
ten Interpretationen und stellen die Probleme heraus. Ca. die Hälfte der Nennungen stellt 
eine additive Verknüpfung der Vorteile von taktilem und visuellem Feedback beim visuell-
taktilen Feedback fest. Die andere Hälfte sieht bei dieser Aufgabe eher eine Abwertung des 
visuellen durch das taktile Feedback oder Asynchronitätsprobleme. 
Insgesamt ist jedoch davon auszugehen, dass das taktile Feedback bei Verbesserung des 
Ansprechverhaltens zumindest näher an die Ergebnisse des visuellen Feedbacks heran rü-
cken kann und sich somit auch signifikant als direktes Feedback von keinem Feedback 
beim Fehler und der Zeit unterscheidet. Dies könnte sich zudem positiv auf die Bewertung 
und Ergebnisse des visuelltaktilen Feedbacks auswirken und so die Ergebnisse von den 
Interieuraufgaben mit den Aufgaben unter Zeitdruck vereinheitlichen. 
H4 Betätigungsaufgaben können bei gleicher oder besserer Betätigungsqualität 
mit Feedback schneller ausgeführt werden als ohne. 
Hier ist eine Unterscheidung je nach Feedback notwendig. Die Betätigungsqualität ist beim 
visuellen und visuelltaktilen Feedback entsprechend der Ergebnisse aus 4.6.5 signifikant 
verbessert. Die benötigte Zeit ist beim visuellen Feedback ebenfalls signifikant geringer. 
Beim visuelltaktilen Feedback ist keine signifikant verkürzte Zeit nachweisbar. Allerdings 
sind die reinen Durchschnittszeiten von visuell und visuelltaktil nahezu identisch. 
Beachtet man die Probleme des taktilen Feedbacks, kann mit hoher Wahr-
scheinlichkeit die Hypothese aus vorangegangener Diskussion für das visuelle 
und visuelltaktile Feedback bestätigt werden. 
 Für das taktile Feedback ist zur gegenwärtigen Spezifikation die Hypothese zu 
verwerfen. 
Weder die Betätigungsqualität ist entsprechend der Ergebnisse aus 4.6.5 signifikant verbes-




Rückmeldungen der Probanden legen jedoch die Vermutung nahe, dass eine signifikante 
Verbesserung des Ansprechverhaltens des taktilen Feedbacks auch hier zu einer Bestäti-
gung der Hypothese führen könnte. Dies gilt es in anderen Untersuchungen zu verifizieren. 
4.8 Zusammenfassung 
Fasst man die Ergebnisse aus Kapitel 4.6 unter Beachtung der Diskussion in 4.7 zusam-
menfassen, lässt sich festhalten, dass das Fingertrackingsystem insgesamt sehr gut von den 
Probanden bewertet wurde. Alle drei abgefragten Dimensionen Qualität, Nutzen und Intui-
tivität wurden gut bis sehr gut bewertet. Die Probanden würden die Interaktionsmetapher 
Fingertracking bei Interieuruntersuchungen der Steuerung durch einen externen Operator 
vorziehen. Zudem konnte das System mittels Abgleich von taktiler und visueller Wahr-
nehmung eine geeignete Möglichkeit zur Kalibrierung des optimalen virtuellen Augenab-
standes bereitstellen, welche eine konsistentere Wahrnehmung als eine Messung desselben 
ermöglichte. Die Spannweite der ermittelten und die Auswirkungen falsch eingestellter 
Augenabstände setzen eine derartige Messung/Kalibrierung für eine realistische Beurtei-
lung eines virtuellen Interieurs voraus. Es ist mit einem Wahrnehmungsfehler von ca. fünf 
Millimetern je Millimeter Fehleinstellung zu rechnen. Für die Interaktion mit einem virtu-
ellen Fahrzeuginterieur wird ein direktes visuelltaktiles Feedback als komfortabelstes be-
wertet. Die Möglichkeit die Feedbacks individuell der Aufgabe entsprechend auswählen zu 
können, ist als empfehlenswert einzustufen. Bei Bewegungsgeschwindigkeiten entspre-
chend realer Bewegungsabläufe kommt das derzeitige taktile System an die Grenzen seines 
Auflösungsvermögens. Hier sollte versucht werden mit dem Lieferanten eine verbesserte 
Hardwareversion zu erarbeiten. Ansonsten konnte die Aufgabe mit den direkten Feedbacks 
genauer und schneller bewältigt werden. Für den abschließenden Versuch zur Beantwor-
tung der Forschungsfrage wird das visuelltaktile Feedback mit optimiertem visuellem Ka-
nal (weniger signalhafte Farbgebung) empfohlen. Eine prinzipielle Anwendbarkeit und 




5 Akzeptanzerhöhung durch das Fingertracking 
5.1 Vorbereitung – Optimierung des Gesamtsystems 
Basierend auf den Erkenntnissen aus Kapitel 4 wurde das Fingertrackingsystem optimiert, 
um ideale Voraussetzungen für die abschließende Untersuchung zur Beantwortung der For-
schungsfrage zu liefern. Es waren nur wenige Anpassungen notwendig: 
• Auswahl des visuelltaktilen Feedbacks für die Akzeptanzevaluierung 
• Änderung des visuellen Feedbacks von der Farbe Rot auf halbtransparentes Blau 
5.2 Ziel und Hypothesen 
Die zweite Untersuchung sollte die Forschungsfrage beantworten, ob das Fingertracking-
system zu einer Akzeptanzerhöhung im virtuellen Entscheidungsprozess führt. Zur diffe-
renzierten Beurteilung mussten neben der virtuellen Raumwahrnehmung auch Aspekte der 
Präsenz und Entscheidungskompetenz untersucht werden. Dies erfolgte maßgeblich im 
Vergleich mit der aktuellen Steuerungsmethodik des externen Operators. Aus den detail-
lierten Fragestellungen im Kapitel 3.2.2 leiten sich folgende Hypothesen ab, welche ge-
prüft werden müssen: 
Hypothesen 
H1 Die Interaktionsmethode Fingertracking verbessert die virtuelle Raumwahr-
nehmung im Vergleich zur Steuerung durch einen externen Operator. 
H2 Die Präsenz des Nutzers in der virtuellen Umgebung wird durch das Fingertra-
cking im Vergleich zur Steuerung durch einen externen Operator gesteigert. 
H3 Die Interaktionsmethode Fingertracking erhöht die Nutzungsakzeptanz einer 
virtuellen Interieuruntersuchung im Vergleich zur Steuerung durch einen exter-
nen Operator. 
H4 Der Nutzer fühlt sich im Vergleich zur Steuerung durch einen externen Opera-
tor durch das Fingertracking für Interieurbewertungsaufgaben in seiner Ent-
scheidungskompetenz gestärkt. 
5.3 Versuchsdesign 
Es wurden prinzipiell zwei Bedingungen verglichen – die Interaktion mit Fingertracking 
und die Steuerung durch einen externen Operator. Durch die zu vermutenden großen indi-




sowie Fertigkeiten, wurden analog zur ersten Studie beide Bedingungen von allen Proban-
den in einer verbundenen Stichprobe erlebt und bewertet. Allerdings sind dadurch Trans-
fereffekte sehr wahrscheinlich. Deshalb wurde eine mentale Entkopplung vorgesehen. Die-
se Entkopplung in Form von räumlicher Trennung und Ablenkung durch ein Gespräch und 
eine Aufgabe sollte zu einer Neutralisierung der Wahrnehmung führen. In der Auswertung 
konnten durch ein Mehr-Gruppen-Design Reihenfolgen- und Erfahrungseffekte untersucht 
werden. Dazu wurde das Probandenkollektiv möglichst auf acht Gruppen gleichverteilt. 
Tabelle 5.1 zeigt die Systematik der Gruppenbildung. Es wurde nach Startbedingung (wel-
che Bedingung zuerst), Geschlecht und Fingertrackingerfahrung klassifiziert. 
Tabelle 5.1: Gruppenbildung der zweiten Probandenstudie 
Startbedingung Fingertracking Startbedingung externer Operator 
Geschlecht 
Männer Frauen Männer Frauen 
Fingertrackingerfahrung 
ja nein ja nein ja nein ja nein 
Gruppe 1 Gruppe 2 Gruppe 3 Gruppe 4 Gruppe 5 Gruppe 6 Gruppe 7 Gruppe 8 
Fingertrackingsystem 
Es wurde die gleiche Hardware des vibrotaktilen Fingertrackings wie in der ersten Studie 
genutzt. Ein Austausch der Vibrationsmotoren zur Verbesserung des Ansprechverhaltens 
war zu diesem Zeitpunkt noch nicht umsetzbar. Da die gewählten Aufgaben jedoch sehr 
den Interieuraufgaben der ersten Studie ähnelten und keine zeitkritische Komponente vor-
handen war, welche zu erhöhten Bewegungsgeschwindigkeiten verleitete, war nicht mit 
einer stärkeren Beeinträchtigung des taktilen Feedbackanteils zu rechnen. Die Aufgaben 
der Bedingung Fingertracking wurden mit dem visuelltaktilen Feedback als bestbewertetes 
der ersten Studie durchgeführt. Zusätzlich wurde der visuelle Kanal des Feedbacks ange-
passt. Statt des bemängelten Signalrots kam ein teiltransparentes Blau zum Einsatz. 
Gemessener und kalibrierter Augenabstand 
Um eine optimale Wahrnehmung der virtuellen Szene zu ermöglichen wurde zunächst der 
individuelle Augenabstand des Probanden gemessen und anschließend mittels des Finger-
trackingsystems feinkalibriert. Um eine Vorprägung zu vermeiden wurden die rudimentä-
ren Sets von fünf Kollisionskörpern in unterschiedlichen Anordnungen und Raumtiefen aus 




die Kalibrierphase konnten sich die Probanden an die virtuelle Umgebung gewöhnen und 
das Feedback kennenlernen. Dies ermöglichte den Versuch zur Raumwahrnehmung ablen-
kungsfrei durchzuführen. 
Aufgaben im Interieur 
Da sich, wie in Kapitel 4.3 begründet, die Interieuraufgaben der ersten Studie sehr gut dazu 
eignen, eine gewisse Vielfalt an Interaktionsmetaphern und indirekten Feedbacks des virtu-
ellen Fahrzeugs abzubilden, wurden diese auch für die zweite Studie übernommen. Ausge-
nommen wurde die Aufgabe der Erreichbarkeit, da diesmal immer mit visuelltaktilem 
Feedback interagiert wurde und somit das Dekorschalten sehr ähnlich war. Um für die Un-
tersuchung der Raumwahrnehmung alle relevanten Interaktions- und Blickrichtungen ab-
bilden zu können, wurden die anderen Aufgaben um eine weitere ergänzt. Dabei handelte 
es sich um eine Interaktion im Bereich der Dachbedieneinheit – im Speziellen die Betäti-
gung des SOS- und Abschleppschutz-Knopfes. Dadurch konnte der Blick und das Interak-
tionszentrum während der Untersuchung auch nach oben gerichtet werden. Insgesamt wur-
den also vier Aufgaben in individueller und selbstbestimmter Reihenfolge absolviert: 
- Baugruppen bewegen (Tür, Mittelkonsole, Handschuhfach) 
- Radiobedienung 
- Dekorschalten (Zierleisten) 
- Dachbedieneinheit 
Die Aufgaben sollten so lange eigenständig wiederholt werden bis die Probanden das Ge-
fühl hatten sich ein valides Bild vom virtuellen Interieur und der jeweiligen Interaktions-
metapher gemacht zu haben. 
5.3.1 Raumwahrnehmung und Größenvergleich mit realem 
Fahrzeug 
Um die Stimmigkeit der virtuellen Umgebung in Bezug auf die realistische Raum- bzw. 
Größenwahrnehmung in Abhängigkeit von der Interaktionsmethode zu untersuchen, wurde 
der direkte Vergleich der virtuellen Fahrzeugszene mit einem entsprechenden realen Fahr-
zeug gewählt. Beide Interaktionsbedingungen wurden jeweils im Wechsel direkt nach ei-
nem Verorten und Kennenlernen des realen Fahrzeuges virtuell untersucht, um einen mög-
lichst genauen Vergleich zu ermöglichen. Neben einer globalen Einschätzung der virtuellen 
Größenverhältnisse mittels einer 7-stufigen Likert-Skala ( virtuelles Fahrzeug im Vergleich 




etwas zu groß, 2 = zu groß, 3 = viel zu groß), erfolgte auch eine Einschätzung, ob dieser 
Größeneindruck in alle Raumrichtungen konsistent ist. Neben einer globalen Bewertung 
konnten so auch raumspezifische Abweichungen erfasst und ausgewertet werden. 
5.3.2 Präsenz 
Direkt nach der Bewertung der Größenverhältnisse und Erleben der jeweiligen Interakti-
onsmethode erfolgte die Erfassung der Präsenz des Nutzers in der virtuellen Umgebung. 
Diese wurde mittels des IPQ anhand von 14 Items in zuvor festgelegter durchmischter 
Reihenfolge erfasst. Die Bewertung erfolgte mittels einer 7-stufigen Likert-Skala von mi-
nus drei bis plus drei. Da sich die Begriffe der Antwortmöglichkeiten von Item zu Item 
unterschieden, wurden diese vom VL jeweils passend vorgelesen. Die Bewertung erfolgte 
mündlich noch in der CAVE sitzend, um die Probanden möglichst wenig abzulenken und 
den gerade erlebten Eindruck so präsent wie möglich zu erhalten. Neben einer globalen 
Dimension wurden durch die 14 Items die Dimensionen räumliche Präsenz, Involviertheit 
und Realismus beschrieben. Dies ermöglichte eine globale aber auch spezifische Auswer-
tung. 
Persönliche Daten 
Nach Abfrage der Präsenz sollten die Probanden mental entkoppelt werden. Dazu wurden 
sie räumlich getrennt mit dem Ausfüllen eines Fragebogens zu den persönlichen Daten und 
anschließendem Gespräch abgelenkt. In diesem wurden Eindrücke und Anmerkungen zum 
bisherigen Versuch erfasst. Es wurden erneut Daten, wie Alter, Geschlecht und Fehlsich-
tigkeit erhoben, um die Ergebnisse auf individuelle und spezifische Abhängigkeiten hin 
untersuchen zu können. Die Erfahrung mit der CAVE war bei allen Probanden gegeben. 
Diese wurde analog der ersten Studie dreistufig erfasst (wenig, etwas oder mehr). Die Fin-
gertracking-Erfahrung wurde vorab abgefragt und floss, wie beschrieben, in das Versuchs-
gruppendesign ein. 
5.3.3 Akzeptanz und Entscheidungskompetenz 
Die Akzeptanz wurde über sechs Fragen, welche auf die einzelnen Dimensionen des Tech-
nology Acceptance Models zielten erfasst. Es wurden durchmischt gestellt: 
• zwei Fragen zum wahrgenommenen Nutzen 
• zwei Fragen zur wahrgenommen Einfachheit der Bedienung 
• eine Frage zur Einstellung gegenüber der Nutzung 




Dabei waren die Fragen immer im relativen Bezug der Methode des Fingertrackings zur 
Steuerung durch einen externen Operator formuliert. Die Bewertung erfolgte auf einer 5-
stufigen Likert-Skala, wobei die Antwortmöglichkeiten in der Richtung (von trifft gar nicht 
zu (1 oder 5) bis trifft völlig zu (1 oder 5)) variiert wurden, um ein intensiveres Auseinan-
dersetzen mit der jeweiligen Frage zu provozieren. Abschließend folgte nach der gleichen 
Systematik eine Frage zur Entscheidungskompetenz. 
Offene Fragen 
Zum Abschluss der Studie wurde eine offene Befragung über positive, negative und allge-
meine Anmerkungen zum Versuch und System durchgeführt, um qualitative Daten zu 
sammeln und Verbesserungspotenziale zu evaluieren. 
5.4 Versuchsaufbau 
Der Versuch fand erneut in der CAVE im VRC Sindelfingen statt. Die Visualisierung er-
folgte mit gleicher Hard- und Softwarespezifikation wie in der ersten Studie. Wegen einer 
technischen Wartung des Trackingsystems und dem Austausch der retroreflektierenden 
Brillenmarker wurde eine komplette Neukalibrierung der Anlage vor dem Versuch durch-
geführt. Zusätzlich zur virtuellen Visualisierung wurde ein reales Fahrzeug der Baureihe 
212 Modelljahr 2012 (zum Versuchszeitpunkt aktuelle E-Klasse; aus Gründen der Ge-
heimhaltung kein Prototypenfahrzeug) als Referenz im Nebenraum der CAVE bereitge-
stellt. Die räumliche Nähe (ca. 7 Meter Entfernung) ermöglichte ein schnelles Wechseln 
zwischen dem realem Fahrzeug und der virtuellen Abbildung desselben. Die Beleuchtung 
der Realszene konnte durch eine Lichtdecke den Verhältnissen der virtuellen Szene ange-
glichen werden. Abbildung 5.1 zeigt die Versuchsanordnung im Vorraum der CAVE. 
Einzig die Fahrzeugumgebung konnte nicht identisch abgebildet werden, da der Vorraum 
der CAVE nicht als virtuelles Modell verfügbar war. Weil es sich jedoch maßgeblich um 
eine Bewertung des Interieurs und im Speziellen um dessen Raum- und Größenverhältnis-
se handelte, kann der Einfluss sicherlich als vernachlässigbar angesehen werden. Zumal 
dieselben Bedingungen für beide Interaktionsmethoden vorherrschten und die relative Aus-
sagekraft der Ergebnisse damit erhalten bleibt. Abbildung 5.2 zeigt einen Vergleich zwi-






Abbildung 5.1: Versuchsanordnung im Vorraum der CAVE mit realem Fahrzeug 
 




Die räumliche Entkopplung erfolgte durch das Abschließen des CAVE-Raumes. Dadurch 
konnten sich die Probanden ohne Ablenkung voll auf die gestellten Aufgaben konzentrie-
ren. Das Fahrzeuginterieur wurde virtuell dem Realen so genau wie möglich nachempfun-
den. Die sehr dunkle Ausstattung des Realfahrzeuges (schwarzes Cockpit mit eschefarbe-
nen Zierelementen und braunem Leder) ist dabei als nicht optimal anzusehen. Durch den 
begrenzen Kontrast der Projektion scheint die reale Umgebung bei sehr dunklen virtuellen 
Flächen etwas stärker durch als bei hellen. Dies stellte damit ein allgemeingültiges Prob-
lem und zugleich einen Versuch unter schwierigsten Bedingungen dar, was in der Diskus-
sion der Ergebnisse berücksichtigt werden sollte. Zum Zeitpunkt der Versuchsdurchfüh-
rung, war kein vergleichbares reales Fahrzeug mit hellerer Innenausstattung verfügbar, um 
diesem Effekt vorzubeugen und vergleichsweise zu untersuchen. 
Die virtuelle Fahrzeugszene wurde erneut mittels RTT DELTAGEN aufbereitet und visua-
lisiert. Neben der möglichst realistischen Nachbildung des realen Fahrzeugmodells, wur-
den die beschriebenen Aufgaben im Interieur umgesetzt und eine Kalibrierszene imple-
mentiert. Diese besteht aus den vier verschiedenen Sets der Kollisionswürfel aus der ersten 
Studie, welche für die Betätigungsaufgaben genutzt wurden. Dadurch war es möglich den 
Probanden an die virtuelle Umgebung zu gewöhnen und das System zu kalibrieren ohne 
ihn bereits mit dem Fahrzeug zu konfrontieren und damit vorzuprägen. Durch die unter-
schiedliche Anordnung der Würfel im Raum konnte ein relativ großes Interaktionsfeld ka-
libriert werden. Für die zusätzliche Aufgabe der Betätigung der Dachbedieneinheit, wurden 
die beiden Knöpfe so vorbereitet, dass diese im aktivierten Zustand farbig leuchteten. Die 
Zustände der Knöpfe konnten unabhängig voneinander durch wiederholtes Berühren des 
entsprechenden Knopfes abwechselnd geschaltet werden. 
Die Sitzkiste wurde analog des beschriebenen Prinzips aus der ersten Studie in der Cave 
positioniert. Die Vermessung des Augenabstandes und das Anlegen des Fingertrackingsys-
tems erfolgten an der Bedienkonsole in der CAVE, ebenso wie die Steuerung der Szene 
während der Versuchsbedingung des externen Operators.  
5.5 Versuchsablauf 
Nach einer Begrüßung des Probanden wurde diesem erläutert, dass es sich um eine Unter-
suchung zum Raumgefühl der virtuellen Umgebung im Vergleich zur Realität handelt und 
dabei zwei unterschiedliche Interaktionsmethoden erlebt werden. Es wurde darauf hinge-
wiesen, dass es zu einem wiederholten Wechsel zwischen realem und virtuellem Fahrzeug 




zu halten, wurde bereits vorab darauf verwiesen, dass bei der anschließenden Befragung 
sich einige Fragen stark ähneln können, dies aus statistischen Gründen notwendig ist und 
deshalb keine Verwunderung zu herrschen braucht. Des Weiteren wurde klargestellt, dass 
es weder richtige noch falsche Antworten gibt, sondern dass rein die subjektive Meinung 
jedes Einzelnen interessant ist. Anschließend wurde der Augenabstand vermessen, die 
Größe der Fingerkuppen des Fingertrackingsystems angepasst und mittels beschriebener 
Szene der Augenabstand kalibriert. Dazu wurden mit taktilem Feedback verschiedene Kol-
lisionskörper berührt und nach eventueller Rückmeldung der Augenabstand angepasst. 
Dies wurde solange wiederholt, bis die visuelle und die taktile Wahrnehmung über den 
gesamten Interaktionsraum konsistent waren. Nach erfolgreicher Kalibrierung wurde der 
Proband zum realen Fahrzeug gebeten. Nach dem Einstellen des Sitzes in gewohnte Fahr-
position wurden die Probanden aufgefordert, sich im realen Fahrzeug zu verorten. Dabei 
wurden die einzelnen Interaktionsmöglichkeiten im anschließenden virtuellen Versuch er-
läutert. Je nachdem welche Startbedingung der Interaktion dem Probanden zugeordnet war, 
wurde erklärt wie er diese Aktion im virtuellen Fahrzeug per Fingertracking oder Kommu-
nikation mit dem externen Operator auslösen kann. Dies hatte zum einen das Kennenlernen 
der vorhandenen Interaktionsmöglichkeiten sowie das genaue Kennenlernen der realen 
Abmessungen und des Raumgefühls zum Ziel. Zudem konnte so eine spätere Ablenkung 
durch zu lange Erklärung im virtuellen Versuchsteil vermieden werden. Abschließend soll-
te der Proband ohne Störung noch einmal das reale Fahrzeug auf sich wirken lassen und zu 
den entsprechenden Interaktionselementen hingreifen. Sobald er das Gefühl hatte einen 
sicheren Eindruck erhalten zu haben, sollte der Proband das Fahrzeug verlassen und sich in 
die CAVE begeben. Währenddessen wurde vom VL das virtuelle Fahrzeugszenario einge-
blendet. In der CAVE angekommen war der erste Schritt eine möglichst identische Einstel-
lung der Sitzkiste zum Realsitz vorzunehmen. Je nach Interaktionsbedingung wurde jetzt 
das Fingertracking angelegt. Danach sollte der Proband in selbstgewählter Reihenfolge und 
Häufigkeit, die im Realfahrzeug erläuterten, Interaktionsaufgaben ausführen. Er tat dies 
entweder selbstständig per Fingertracking mit visuelltaktilem Feedback oder per Kommu-
nikation mit dem VL (externer Operator), welcher die Befehle an der Konsole umsetzte. 
Dies wurde solange wiederholt bis der Proband einen validen Eindruck der Interaktionsme-
thode und des virtuellen Raums erlangt hatte. War dies der Fall, startete sofort die Bewer-
tung der Raumwahrnehmung und der Größenverhältnisse im Vergleich zum realen Fahr-
zeug. Nach Erklärung der Bewertungsskala wurde diese befüllt und die Frage zur 




lenkung zu vermeiden und das Raumgefühl so präsent wie möglich zu halten direkt zur 
Bewertung der Präsenz. Wichtig hierbei war der Hinweis, dass sich die Bewertung nur auf 
die gerade erlebte Bedingung insbesondere im Zusammenhang mit der Interaktionsmetho-
de beziehen sollte. Die Probanden sollten sich so genau wie möglich die soeben erlebte 
Situation vergegenwärtigen und dann die einzelnen vom VL vorgelesenen Aussagen be-
werten. Da hier die Ankerwörter und Skalen-Richtungen teils unterschiedlich ausgeprägt 
waren wurden diese explizit verlesen. Die Bewertung der einzelnen Items erfolgte münd-
lich. Nach Abschluss der Bewertung wurden die Probanden in den Nebenraum gebeten. 
Dort erfolgte die Aufnahme der persönlichen Daten und ein Gespräch zum bisherigen Ver-
suchsverlauf. Dies sollte die Probanden mental entkoppeln und für die zweite Bedingung 
neutralisieren. Dazu setzten sich die Probanden erneut ins reale Fahrzeug, verorteten sich 
und wurden vom VL für die zweite Bedingung instruiert. Es folgte identisch zum ersten 
Durchlauf die zweite Durchführung und Bewertung mit der entsprechend anderen Interak-
tionsmethode. Danach wurde wiederum im Vorraum die Bewertung der Akzeptanz und 
Entscheidungskompetenz mittels beschriebener Fragen und Likert-Skalen schriftlich vom 
Probanden abgegeben. Die abschließende Diskussion zu Stärken, Schwächen und Anmer-
kungen des Versuches insbesondere des Fingertrackingsystems beendete diese Studie. 
5.6 Versuchsergebnisse 
Die deskriptive und statistische Analyse wurde mit der IBM Software SPSS 21 durchge-
führt. Für die Auswertung und Aufbereitung der Daten wurde Microsoft Excel 2010 ge-
nutzt. Die Daten wurden händisch von den Fragebögen nach SPSS übertragen und dort 
weiterverarbeitet. Da manche Item-Skalen in der Richtung der Aussagen gegenläufig wa-
ren, wurden diese mittels SPSS umkodiert, um eine einheitliche Bewertung zu ermögli-
chen. Es wurde einheitlich so kodiert, dass die Skalen immer von wenig (viel zu klein, kei-
ne Zustimmung) nach viel (viel zu groß, sehr starke Zustimmung) verlaufen. 
Stichprobe 
Es konnten insgesamt 47 Probanden im Alter von 20 bis 62 Jahren (M = 37,87 Jahre; SD 
= 10,50 Jahre) gewonnen werden. Alle waren Mitarbeiter der Daimler AG aus verschiede-
nen Fachbereichen. Das Kollektiv entsprach potenziellen Probanden für die digitale Interi-
eurabsicherung. Es waren verschiedene Hierarchiestufen vom Diplomanten bis zum Abtei-
lungsleiter vertreten. Allen gemein war eine zumindest grundlegende Erfahrung mit der 
CAVE oder virtuellen Umgebungen. Alle Probanden, bis auf einen, konnten prinzipiell 
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Abbildung 5.3: Deskriptive Statistik der Stichprobe zur Studie Akzeptanzerhöhung 
Gemessener und kalibrierter Augenabstand 
Bei allen Probanden konnte 
durch die Messung und an-
schließende Kalibrierung des 
Augenabstandes eine konsis-
tente optische Wahrnehmung 
zum taktilen Feedback er-
zeugt werden. Abbildung 5.4 
zeigt einen Vergleich des 
gemessenen und kalibrierten 
Augenabstandes. Diese un-
terschieden sich in dieser 
Studie stärker untereinander 
und vom Standardwert 63 
mm als in der ersten Studie. 
Die Spannweite betrug beim 
gemessenen Augenabstand 15 mm (Minimum: 55mm; Maximum: 70 mm) und beim kalib-
rierten 14 mm (Minimum: 54 mm; Maximum: 68 mm). Eine geschlechtsspezifischen Aus-
wertung mittels univariater Varianzanalyse (da keine Normalverteilung der Daten; p > 
0,558) ergab keinen signifikanten Einfluss des Geschlechts auf den gemessenen (p = ,072) 
































weit kurz kurz und weit
Abbildung 5.4: Vergleich des gemessenen und kalibrierten Au-




nem und kalibrierten Augenabstand lag im Bereich von -1,5 mm bis 5,0 mm. Durchschnitt-
lich war der gemessene Augenabstand etwas größer als der kalibrierte (Differenz: M = 1,67 
mm; SD = 1,25 mm). Nach der univariaten Varianzanalyse ergibt sich für die Differenz des 
gemessenen und kalibrierten Augenabstandes keine signifikante Abhängigkeit zu dem Tra-
gen einer Brille (p = ,694). 
5.6.1 Raumwahrnehmung und Größenvergleich mit realem 
Fahrzeug 
Die Beurteilung der Größenverhältnisse des virtuellen Fahrzeuges im Vergleich zum realen 
Fahrzeug erfolgte anhand einer 7-stufigen Likert-Skala (-3: viel zu klein, -2: zu klein, -
1: etwas zu klein, 0: genau wie real, 1 etwas zu groß, 2 zu groß, 3 viel zu groß). Abbildung 
5.5 stellt die Ergebnisse dar. 
 
Abbildung 5.5: Ergebnisse zum Größenvergleich zwischen virtuellem und realem Fahrzeug 
Insgesamt ergab sich dabei die Bewertung, dass das virtuelle Fahrzeug im Vergleich zum 
realen Fahrzeug etwas größer wahrgenommen wird und der Unterschied zwischen der Be-
dingung Fingertracking und externer Operator nicht signifikant ist (nach Wilcoxon-
Vorzeichen-Rang-Test, weil keine Normalverteilung der Daten; p < ,003). 
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Vergleich von virtuellem zu realem Fahrzeug:
-3: viel zu klein, -2: zu klein, -1: etwas zu klein, 0: genau wie real, 
1 etwas zu groß, 2 zu groß, 3 viel zu groß
kein signifikanter 




Die Betrachtung der Bewertungen in Abhängigkeit von der Art der zuerst erlebten Bedin-
gung ergab folgendes Bild: 
Tabelle 5.2: Bewertung Größenverhältnisse in Abhängigkeit von der Art der ersten Bedingung 









N = 24 
M = ,75 
SD = ,608 
M = ,75 
SD = ,676 
p = 1,000 
Operator 
N = 23 
M = ,52 
SD = ,665 
M = ,74 
SD = ,689 
p = ,132 
Mann-Whitney-U-Test p = ,107 p = ,944  
Hierbei hatte die Reihenfolge, ob zuerst die Bedingung des Fingertrackings oder des exter-
nen Operators erlebt wurde, keinen signifikanten Einfluss auf die Bewertung innerhalb 
einer Bedingung (Mann-Whitney-U-Test) als auch der Bedingungen untereinander (Wil-
coxon-Vorzeichen-Rang-Test). Fünf Probanden merkten an, dass der erneute Vergleich mit 
dem realen Fahrzeug im zweiten Durchlauf, zu einer veränderten Einschätzung führte. Sie 
nahmen dabei keine Veränderung des virtuellen Fahrzeuges wahr, sondern vielmehr die 
doch bessere Stimmigkeit zur Realität, als sie zunächst vermutet hatten (sinngemäß: „Jetzt 
wo ich es nochmal sehe, stimmt es doch sehr gut“). Unabhängig von der Art der Bedin-
gung zeigte sich kein signifikanter Bewertungsunterschied (p = ,282) zwischen erstem und 
zweitem Durchlauf (erste Bewertung: M = ,75 / SD = ,64; zweite Bewertung: M = ,64 / 
SD = ,67). Der Mittelwertunterschied resultiert dabei maßgeblich, wie in Tabelle 5.2 darge-
stellt, aus der Bewertung des Fingertrackings als zweite erlebte Bedingung (erste Bedin-
gung Operator). Zwar ist der Unterschied nicht signifikant, liefert aber einen Hinweis, wel-
cher in der Diskussion der Ergebnisse beachtet werden sollte. Einen subjektiven 
Unterschied zwischen erster und zweiter Bedingung nahmen 30 % der Probanden wahr, 
wobei auch hier die Art der ersten Bedingung keinen signifikanten Einfluss hatte. 
In der Konsistenzbewertung der Raumrichtungen zwischen Fingertracking (keine Konsis-
tenz = 57 % der Probanden) und externem Operator (keine Konsistenz = 49 %) gab es ins-
gesamt keinen signifikanten Unterschied (McNemar-Test verbundener Stichproben: 
p = ,344). Ebenfalls keinen signifikanten Einfluss hatte hierbei die Art der ersten Bedin-
gung. Tabelle 5.3 zeigt die Bewertungsverteilung (ja = Konsistenz, nein = keine Konsis-




Tabelle 5.3: Bewertung Richtungskonsistenz in Abhängigkeit von der Art der ersten Bedingung 
Art der ersten Bedingung Bewertung Fingertracking Bewertung Operator 
Fingertracking N = 24 ja = 9 
nein = 15 
ja = 12 
nein = 12 
Operator  N = 23 ja = 11 
nein = 12 
ja = 12 
nein = 11 
Chi-Quadrat nach Pearson Χ² = ,512 
p = ,474 
Χ² = ,022 
p = ,882 
Die häufigsten Nennungen (N > 2) zur Richtungskonsistenz waren: 
• Fahrzeug zu breit (15) 
• Lenkrad zu groß (10) 
• Fahrertür zu groß (10) 
• Dachbedieneinheit zu weit entfernt (6) 
• Radio passt (5) 
5.6.2 Präsenz 
Die einzelnen Items des IPQ mussten teilweise umkodiert werden, sodass jede Skala von 
minus 3 (geringste Präsenz) bis plus 3 (stärkste Präsenz) verlief. 13 Items wurden zu den 
drei Dimensionen Spatial Presence (SP), Involvement (INV) und experienced Realism 
(REAL) zusammengefasst. Aus allen Items (inklusive G1 = sense of being there) wurde die 
Gesamtpräsenz für die jeweilige Interaktionsmethode berechnet. Alle Daten waren nach 
dem K-S-Test normalverteilt. Ausnahme bildeten SP (p = ,034) und G1 (p = ,003) für Fin-
gertracking. Die Mittelwerte wurden deshalb für die entsprechenden Paarungen zusätzlich 
zum T-Test für verbundene Stichproben mit dem Wilcoxon-Vorzeichen-Rang-Test vergli-
chen. Die Ergebnisse waren allerdings exakt identisch. Abbildung 5.6 und Tabelle 5.4 zei-





Abbildung 5.6: Präsenzvergleich Fingertracking und externer Operator 
Tabelle 5.4: Mittelwertvergleich der verschiedenen Dimensionen der Präsenz 
Dimension Fingertracking Externer Operator Mittelwertvergleich 
FT/EO 
Spatial Presence (SP) M =  2,13 
SD = 1,17 
M = 1,34 
SD = ,97 
Unterschied 
p = ,000*** 
Involvement (INV) M = 1,69 
SD = 1,07 
M = ,91 
SD = 1,51 
Unterschied 
p = ,000*** 
Experienced Realism 
(REAL) 
M = ,47 
SD = ,97 
M = 0,31 
SD = 1,12 
Kein Unterschied 
p = ,186 
Sense of being there 
(G1) 
M = 1,96 
SD = 1,02 
M = 1,49 
SD = 1,28 
Unterschied 
p = ,004** 
Gesamt M = 1,52 
SD = 0,79 
M = ,93 
SD = ,94 
Unterschied 
p = ,000*** 
Außer beim experienced Realism konnte in allen Dimensionen eine höchstsignifikant stär-
kere Präsenz der Fingertrackingmethode festgestellt werden. So konnten insbesondere 
beim Fingertracking in der räumlichen Präsenz (SP) sowie der Eingebundenheit in die vir-








(REAL) wurde als nur etwas real bewertet. Dieses Ergebnis deckte sich mit Rückmeldun-
gen der Probanden, welche im entsprechenden Abschnitt aufgeführt und in der abschlie-
ßenden Diskussion besprochen werden. 
In Abhängigkeit von der Bedingung, welche zuerst erlebt wurde, zeigten sich teilweise sehr 
signifikante Unterschiede im Mittelwertvergleich der Einzelergebnisse. Abbildung 5.7 
stellt diese dar. 
 
Abbildung 5.7: Präsenz in Abhängigkeit der erst erlebten Bedingung 
Außer in G1 ergeben sich signifikante Varianzen nur für die Präsenzwerte des externen 
Operators. Diese fallen alle signifikant niedriger aus, wenn zuerst das Fingertracking erlebt 
wurde. G1 für Fingertracking wurde hingegen als zweite Bedingung signifikant höher be-
wertet. In Abhängigkeit von der CAVE-Erfahrung ergab sich nur eine signifikante Varianz 
bei der Dimension INV für den externen Operator (wenig Erfahrung: M = 1,27 / SD = 
1,53; etwas: M = 1,35 / SD = 1,33; mehr: M = ,13 / SD = 1,44; p = ,034). Für die Finger-
trackingerfahrung und das Geschlecht konnten keine signifikanten Varianzen festgestellt 
werden. Um eventuelle Einflüsse durch mehrere Variablen zu untersuchen wurde eine mul-
tivariate Varianzanalyse durchgeführt. Diese brachte aber keine signifikanten Ergebnisse 
hervor. 
5.6.3 Akzeptanz und Entscheidungskompetenz 
Die Fragen zur Bewertung des Technology Acceptance Models waren vergleichend zwi-
schen Fingertracking und externem Operator formuliert. Die Items wurden so umkodiert, 

























Präsenz in Abhängigkeit der erst erlebten Bedingung
1. Fingertracking 1. externer Operator
Präsenzbewertung: -3 (geringste Präsenz) bis +3 (stärkste Präsenz)




gar nicht positiv über 3 = weder noch, zu 5 = sehr positiv). Abbildung 5.8 zeigt die Ergeb-
nisse direkt übertragen auf das Technology Acceptance Model. Die Gesamtbewertung zu 
Nutzen und Bedienung wurde arithmetisch aus jeweils zwei Items berechnet. Die bivaria-
ten Korrelationen wurden nach Spearman berechnet. Dieses nicht parametrische Verfahren 
wurde genutzt, weil bei fast allen Ergebnissen keine Normalverteilung nach dem K-S-Test 
anzunehmen war. 
 
Abbildung 5.8: Befragungsergebnisse zum Technology Acceptance Model 
Insgesamt bestätigten die Ergebnisse das Technology Acceptance Models. Es zeigten sich 
mittlere bis deutliche Korrelationen auf sehr hohem Signifikanzniveau. Demnach korrelier-
ten der wahrgenommene Nutzen (N) besonders stark mit der Verhaltensabsicht (VA) und 
die Einfachheit der Bedienung (B) mit der Einstellung gegenüber der Nutzung (AE). Der 
schwächste Zusammenhang bestand zwischen Nutzen und Bedienung, deren Mittelwerte 
sich signifikant (p = ,000) unterschieden. Dies spricht für eine gute Differenzierbarkeit der 
beiden Dimensionen. Die Mittelwerte zeigen außer bei der Einfachheit der Bedienung eine 
eher positive bis sehr positive Bewertung des Fingertrackings gegenüber dem externen 
Operator. Die Bedienung wird bei beiden Methoden als gleichwertig bewertet. Bei der 
Durchführung von Interaktionsaufgaben im Interieur ist damit von einer höheren Akzep-
tanz des Fingertrackings im Vergleich zum externen Operator auszugehen. Nach dem 
Technology Acceptance Model sollte dies in einer stärker ausgeprägten tatsächlichen Nut-
zung münden. 
Zusätzlich wurde die Bewertung zur eigenen Entscheidungskompetenz (EK) auf Korrelati-
onen mit den Dimensionen des Technology Acceptance Model untersucht. Tabelle 5.5 stellt 










































Nutzen Bedienung Einstellung gegen-
über der Nutzung 
Verhaltens-
absicht 
M = 4,13 
SD = ,82 
r = ,622 
p = ,000*** 
r = ,388 
p = ,007** 
r = ,462 
p = ,001** 
r = ,474 
p = ,001** 
Die Entscheidungskompetenz wurde mit Fingertracking verstärkt positiv gegenüber dem 
externen Operator bewertet. Die stärkste und deutlichste Korrelation besteht zum wahrge-
nommenen Nutzen, die schwächste zur Einfachheit der Bedienung. Insgesamt war zu allen 
Dimensionen des Technology Acceptance Models ein sehr bis hoch signifikanter mittlerer 
bis deutlicher Zusammenanhang feststellbar. 
Darüber hinaus wurden die Ergebnisse mittels Vari-
anzanalyse auf Unterschiede resultierend aus Erfah-
rung mit Fingertracking oder CAVE (siehe Abbildung 
5.9), Art der ersten Versuchsbedingung (siehe Abbil-
dung 5.10) und Geschlecht untersucht. Für die Finger-
trackingerfahrung und das Geschlecht ergab sich je-
weils zu keinem Item eine signifikante Varianz der 
Bewertung. Hinsichtlich CAVE-Erfahrung zeigte sich 
nur bei der Einstellung gegenüber der Nutzung (mehr 
Freude bei der Durchführung der Untersuchung) eine 
signifikante Abweichung der Probanden mit wenig 
Erfahrung zu den Probanden mit etwas und mehr Er-
fahrung. 
Bei der Art der ersten Versuchs-
bedingung treten signifikante 
Varianzen zu Nutzen und Ent-
scheidungskompetenz auf. Der 
Nutzen und die Entscheidungs-
kompetenz des Fingertrackings 
wurden jeweils im Vergleich 
zum externen Operator besser 
bewertet, wenn zuerst die Be-
3,93 4,88 4,63
Einstellung gegenüber 







Abhängigkeit von erst erlebter Bedingung
Fingertracking externer Operator
* * 
Abbildung 5.9: Einstellung ge-
genüber Nutzung in Abhängigkeit von 
CAVE-Erfahrung 




dingung des externen Operators erlebt wurde. Multivariate Varianzanalysen über Finger-
tracking- und CAVE-Erfahrung sowie Art der ersten Bedingung über alle Dimensionen des 
Technology Acceptance Models und der Entscheidungskompetenz ergaben keine signifi-
kanten Ergebnisse. 
Zusätzlich wurden Zusammenhangsmaße zwischen den Präsenzwerten und den einzelnen 
Dimensionen des Technology Acceptance Models bzw. der Entscheidungskompetenz be-
rechnet (Korrelationen nach Spearman, da keine Normalverteilung). Für die Präsenz der 
Bedingung externer Operator konnte weder ein gesamtheitlicher, noch ein auf die einzel-
nen Dimensionen (SP, INV, REAL) bezogener, signifikanter und ausgeprägter Zusammen-
hang festgestellt werden. Anders bei der Präsenz der Bedingung Fingertracking. Hier zeig-
te sich ein mittlerer und signifikanter Zusammenhang von Gesamtpräsenz auf den 
wahrgenommenen Nutzen (r = ,354; p = ,015*) und die Verhaltensabsicht (r = ,304; 
p = ,038*). Die Analyse der einzelnen Präsenzdimensionen zeigte, dass signifikante Zu-
sammenhänge nur in der Dimension der räumlichen Präsenz (SP) festzustellen waren. Ta-
belle 5.6 zeigt die entsprechenden Paarungen geordnet nach Stärke des Zusammenhangs. 
Besonders zum wahrgenommenen Nutzen bestand eine mittlere bis deutliche Korrelation 
auf sehr hohem Signifikanzniveau. 
Tabelle 5.6: Korrelation von räumlicher Präsenz (SP) zu den Dimensionen der Akzeptanz 




Spatial Presence (SP) r = ,452 
p = ,001*** 
r = ,339 
p = ,020** 
r = ,297 
p = ,043* 
Offene Fragen 
In der ersten allgemeinen Befragung zur Entkopplung zwischen den beiden Bedingungen 
wurde hauptsächlich (N = 11) die sehr gute und realistische Darstellung des virtuellen 
Fahrzeuges gelobt. Darüber hinaus gab es vereinzelte (N = 6) positive Anmerkungen zum 
Fingertracking und dessen Nutzen. Negative Rückmeldungen gab es nur schwach ausge-
prägt (N <= 2) und heterogen. 
Am Ende des Versuches wurden besonders positive und negative Eindrücke sowie allge-
meine Anmerkungen abgefragt (Mehrfachnennungen möglich). 
Besonders positiv wurde zurückgemeldet (Anzahl der Nennung in Klammern; N > 2): 
• Verbesserte Entfernungswahrnehmung und Erlebbarkeit durch Fingertracking (17) 




• Direkte und bessere Rückmeldung bei Interaktion mit Fingertracking (8) 
• Möglichkeit selbst zu interagieren beim Fingertracking 
Störend wurde zurückgemeldet (N > 2): 
• Verzerrung der Darstellung bei schnellen Kopfbewegungen (8) 
• Fahrertür mit falscher Hand (rechts) öffnen zu müssen (3) 
• Bedienmetaphern stimmen nicht ganz, z. B. Drücken statt Drehen (3) 
Allgemein wurde angemerkt (N>2): 
• Insgesamt Fingertracking besser (13) 
• Bessere Selbstbestimmung beim Fingertracking (12) 
• Interaktion mit Fingertracking schneller und direkter (9) 
• Weniger Kommunikationsaufwand beim Fingertracking (3) 
• Fingertracking ist intuitiver (3) 
• Beim externen Operator ist keine Bewegung notwendig  komfortabler (3) 
• Interaktion mit Fingertracking ist interessant (3) 
5.7 Diskussion 
Die Aussagen zur Eignung und Repräsentation des Probandenkollektives decken sich mit 
denen aus der ersten Studie. 
Gemessener und kalibrierter Augenabstand 
Anders als in der ersten Studie unterschieden sich der kalibrierte und gemessene Augenab-
stand signifikant um rund zwei Millimeter. Ein signifikanter Geschlechtsunterschied konn-
te hingegen nicht festgestellt werden. Zusätzlich ist die Differenz zum Standardwert 63 
mm größer als in der ersten Studie. Zurückzuführen sind diese Ergebnisse höchstwahr-
scheinlich auf die vor dem Versuch durchgeführte Neukalibrierung der Gesamtanlage. 
Nach einer solchen kann es eventuell zu minimalen Verschiebungen, beispielsweise beim 
Tracking der Brille, kommen, was die Abweichungen erklären könnte. Solche Neukalibrie-
rungen sind routinemäßig notwendig und stellen somit den Alltag in einer industriellen 
Produktivumgebung dar. Dass dennoch bei allen Probanden eine Konsistenz zwischen tak-
tiler und visueller Wahrnehmung durch die Kalibrierung erreicht werden konnte, unter-
streicht die Bedeutung einer solchen Anpassung. Das Fingertrackingsystem konnte somit 
auch seine Alltagstauglichkeit unter Beweis stellen. Die Empfehlungen zur Anwendung der 





5.7.1 Raumwahrnehmung und Größenvergleich mit realem 
Fahrzeug 
Insgesamt wurde das virtuelle Fahrzeug etwas zu groß gegenüber dem realen Fahrzeug 
wahrgenommen, egal welche Interaktionsmethode angewandt wurde. Dabei gab es keiner-
lei signifikante Reihenfolgeeffekte, hinsichtlich der erst erlebten Bedingung. Auch unab-
hängig von der Interaktionsmethode konnte kein Unterschied zwischen erstem und zwei-
tem Versuchsdurchlauf festgestellt werden. Die einzige bemerkenswerte Aussage einiger 
Probanden war, dass die zweite Konfrontation mit der virtuellen Szene nach erneutem Ver-
gleich mit dem Realfahrzeug dazu führte, dass die Größe stimmiger wahrgenommen wurde 
(sinngemäß: „Jetzt wo ich es nochmal sehe, stimmt es doch sehr gut“). Beim Vergleich mit 
den Antworten auf die offenen Fragen am Ende des Versuches, lassen sich Zusammenhän-
ge vermuten. 17 Probanden merkten die verbesserte Entfernungswahrnehmung und Erleb-
barkeit mit Fingertracking an. Diese Einschätzung spiegelte sich eventuell in der Größen-
bewertung bei der Methode Fingertracking wider. Wurde das Fingertracking als zweite 
Bedingung erlebt, wurde es zwar nicht signifikant (p = ,107), aber mit deutlichem Indiz 
besser bewertet. Die Methode externer Operator hingegen zeigte keinerlei Unterschiede in 
dieser Hinsicht. Es liegt damit insgesamt die Vermutung nahe, dass das Fingertracking die 
Probanden bei der Verortung und realistischen Größenwahrnehmung unterstützt hat – nicht 
jedoch in einem Maße, um bei der verwendeten Skala einen signifikanten Unterschied zu 
generieren. Dies hatte vermutlich im Wesentlichen zwei Gründe, welche in späteren Unter-
suchungen Ausgangspunkt für weitere Forschungsarbeit darstellen sollten: 
1. Die visuelle Wahrnehmung ist gegenüber der Eigenwahrnehmung dominant 
2. Das Gesamtbewertungsniveau war gut bis sehr gut (wahrnehmbare Unterschiede 
nur sehr klein)  aufbauend sollten spätere Versuche durch das Versuchsdesign dif-
fiziler auflösen können 
Für die Diskussion möglicher Ursachen für die insgesamt etwas zu große Größenwahr-
nehmung im virtuellen Fahrzeug, welche nach obiger Darstellung maßgeblich durch die 
visuelle Größenwahrnehmung zu begründen ist, sollten zunächst die Ergebnisse zur Rich-
tungskonsistenz bewertet werden. Diese zeigen im Wesentlichen, dass ausgehend vom Ra-
dio (Zentrum der Kalibrierung) Objekte in größerem Abstand (Fahrzeugbreite) als zu weit 
entfernt und Objekte in der Nähe (Lenkrad, Fahrertür) als zu groß/nah wahrgenommen 
wurden. Basierend auf den Grundlagen der visuellen Wahrnehmung, erlauben sich ver-





Für das Scharfsehen ist die Fokussierung auf die bildgebende Ebene (Akkommodation auf 
Projektionsfläche) notwendig. Die Konvergenz der Augen richtet sich dagegen nach der 
tatsächlich wahrgenommenen Entfernung des virtuellen Objektes. Bei allen Objekten, wel-
che virtuell vor der Projektionsebene (näher zum Betrachter) liegen, liefert die Konvergenz 
eine kleinere egozentrische Entfernungsinformation als die Akkommodation. Im Falle der 
Interieuruntersuchung betrifft dies bei den Abmessungen der CAVE im VRC Sindelfingen 
nahezu das gesamte virtuelle Fahrzeug. In diesem Szenario führt eine Vermischung der 
unterschiedlichen Hinweisreize vermutlich tendenziell dazu, dass Objekte zu weit entfernt 
oder für ihre Entfernung zu groß wahrgenommen werden. Der Effekt verstärkt sich mit 
zunehmendem Abstand von Projektionsebene und virtuellem Objekt. Bei sehr nahen virtu-
ellen Objekten kann die Differenz so groß sein, dass die durch die Querdisparation entste-
henden unterschiedlichen Bilder für rechtes und linkes Auge gar nicht mehr zu einem Ge-
samtbild vereinigt werden können (vgl. Diplopie in Kapitel 1.2). Die beschriebenen 
Effekte zeigten sich besonders beim Lenkrad und der geschlossenen Fahrertür. Sie wurden 
als zu groß wahrgenommen. Eine Interaktion mit den nahegelegenen Dekorelementen an 
der Tür fiel den meisten Probanden deutlich schwerer als mit den anderen Interaktionsob-
jekten. Durch die Kalibrierung wird die Wahrnehmung soweit verschoben, dass in der Ka-
librierebene eine konsistente Wahrnehmung entsteht, und damit die Vermischung der un-
terschiedlichen Hinweisreize zu einem realistischen Eindruck führt. Das kann je nach 
Abstand von Kalibrier- zu Projektionsebene zu einem geringfügigen Einfluss auf die 
Wahrnehmung von virtuellen Objekten führen, welche einen anderen egozentrischen Ab-
stand haben als die Kalibrierebene. Das Radio (liegt vor Projektionsebene) wird ohne Ka-
librierung aufgrund des Akkommodations-Konvergenz-Konfliktes tendenziell zu weit ent-
fernt wahrgenommen. Durch die Kalibrierung wird dieser Effekt über die Anpassung der 
Querdisparation (Erhöhung des Augenabstandes) ausgeglichen. Für virtuelle Objekte, wel-
che sich sehr nah an der Projektionsebene befinden, ändert sich der absolut wahrgenom-
mene Abstand nicht (in der Projektionsebene ist das Bild für rechtes und linkes Auge un-
abhängig vom Augenabstand gleich). Die relative Entfernung von Radio (Kalibrierebene) 
und Beifahrertür (Projektionsebene) vergrößert sich. Dies könnte dazu beigetragen haben, 
dass viele Probanden das virtuelle Fahrzeug als zu breit beurteilt haben. Im Gegensatz dazu 
verstärkt sich der Akkommodations-Konvergenz-Konflikt durch die Kalibrierung bei sehr 




Transparenz der virtuellen Darstellung 
Aufgrund des beschränkten Kontrastes und der Helligkeit der Projektionssysteme entsteht 
eine scheinbare Transparenz der virtuellen Darstellung. Der Proband nimmt folglich auch 
die realen Projektionsflächen wahr. Durch die im Versuch verwendete dunkle Interieuraus-
stattung des realen und somit auch virtuellen Fahrzeuges verstärkt sich das Kontrastprob-
lem noch etwas. Ein beengtes Gefühl kann durch diese Teiltransparenz nicht vollständig 
realistisch entstehen. Zum Vergleich erzeugt ein Raum aus Glas bei gleichen Abmessungen 
auch ein größeres Raumgefühl als ein Raum mit schwarzen Wänden. Je weiter dabei das 
virtuelle Objekt von der dahinter liegenden realen Fläche entfernt ist, umso luftiger wirkt 
der durch die virtuelle Fläche begrenzte Raum. Besonders bemerkbar machte sich dieser 
Effekt bei der Dachbedieneinheit. Zur Deckenfläche der CAVE war hier der größte Ab-
stand. Zudem war die Farbe des Dachhimmels schwarz. Das leichte Durchschimmern der 
realen Decke konnte nicht verhindert werden. Es kann nicht das gleiche beengende Gefühl 
entstehen, wie beim realen Fahrzeug. Darüber hinaus trägt vermutlich die fehlende Haptik 
(z. B. Anschlagen des Armes an der Fahrertür) zur Verstärkung des Effektes bei. 
Verzerrung der virtuellen Darstellung 
Besonders bei schnellen Kopfbewegungen können Verzerrungen des virtuellen Bildes ent-
stehen. Diese resultieren aus der Systemlatenz, welche maßgeblich von der Renderingleis-
tung abhängt. Bildlich gesprochen, befindet sich der Kopf des Probanden bereits an ande-
rer Stelle, wenn die Darstellung für die vorherige Position gezeichnet wird. Zusätzlich lässt 
sich die Augenbewegung der Probanden ohne Kopfdrehung durch das Trackingsystem 
nicht erfassen. Dadurch kommt es insgesamt zu einer Beeinflussung der Darstellung, wel-
che vermutlich auch einen Einfluss auf die Größenwahrnehmung hat. 
Eine Kombination der beschriebenen Effekte erklärt höchstwahrscheinlich einen Großteil 
der bewerteten Größenabweichung von virtuellem und realem Fahrzeug. Die Einflussfak-
toren sind physiologisch und technologisch begründet und lassen sich leider nicht vollstän-
dig vermeiden. Dennoch lassen sich folgende Handlungsempfehlungen für virtuelle Interi-
euruntersuchungen ableiten: 
• Regelmäßige und sorgfältige Tracking- und Projektionssystem-Kalibrierung, um 
eine möglichst genaue Abbildung der virtuellen Szene zu gewährleisten. 
• Die Szene so aufbereiten, dass eine möglichst flüssige Darstellung gewährleistet ist. 
• Bei Möglichkeit kontrastreiche, helle virtuelle Umgebungen verwenden, um den 




• Die Augenabstands-Kalibrierung für die Interaktionsebene durchführen, welche im 
Fokus der Untersuchung stehen soll. Diese Ebene möglichst nah an einer Projekti-
onsebene positionieren, um den Akkommodations-Konvergenz-Konflikt zu mini-
mieren. 
• Bei Bedarf und Möglichkeit reale Hilfsmittel, wie z. B. eine Armauflage, verwen-
den, um eine haptische Unterstützung zu liefern. 
Abschließend lässt sich jedoch festhalten, dass die Gesamtqualität der heutigen technologi-
schen Möglichkeiten sehr gut ist. Dies lässt einen validen Vergleich und damit eine aussa-
gekräftige Bewertung des virtuellen Fahrzeuges im frühen Entwicklungsprozess zu. 
H1 Die Interaktionsmethode Fingertracking verbessert die virtuelle Raumwahr-
nehmung im Vergleich zur Steuerung durch einen externen Operator. 
Wird nach den Ergebnissen aus 5.6.1 sowie der vorausgegangenen Diskussion 
aus 5.7.1 verworfen! 
5.7.2 Präsenz 
Mittels Fingertracking konnte in allen Dimensionen bis auf den erlebten Realismus eine 
signifikante Präsenzsteigerung gegenüber dem externen Operator erreicht werden. Am 
deutlichsten ausgeprägt war diese bei der räumlichen Präsenz (SP) und dem allgemeinen 
Sinn, in der virtuellen Umgebung dort gewesen zu sein (G1). Zusätzlich konnten Reihen-
folgeeffekte festgestellt werden. So zeigten sich beim externen Operator in den Dimensio-
nen SP, Eingebundenheit (INV), G1 und Gesamt signifikant niedrigere Präsenzwerte, wenn 
bereits das Fingertracking erlebt wurde. Beim Fingertracking hingegen war nur G1 signifi-
kant höher, wenn das Fingertracking als zweite Bedingung erfahren wurde. Bemerkenswert 
daran ist, dass die Methode externer Operator im direkten Vergleich mit dem Fingertra-
cking signifikant abgewertet wurde. Das Fingertracking hingegen wird durchweg auf ho-
hem Niveau bewertet und nur bei G1 aufgewertet. Dass deutet darauf hin, dass die Proban-
den durch das Erleben beider Bedingungen ihre internen Maßstäbe adaptiert haben – das 
Fingertracking wurde zur neuen Referenz. Wahrscheinlich wäre deshalb der Präsenzunter-
schied zwischen beiden Methoden noch deutlicher ausgefallen, wenn bereits alle Proban-
den das Fingertracking vorab gekannt und erlebt hätten. 
Dass die Dimension des erlebten Realismus keinen signifikanten Unterschied aufwies, 
könnte mit einem Phänomen, welches in der Robotik bekannt ist, verwandt sein – dem 
uncanny valley nach Mori (2012). Dieses Phänomen besagt, dass sich die Akzeptanz eines 




keit) steigert, sondern ab einem gewissen Grad Anthropomorphismus ein Akzeptanztal 
durchläuft. Erst ab einem sehr hohen Niveau steigt die Akzeptanz wieder an und ist am 
höchsten, wenn sich das simulierte Verhalten überhaupt nicht mehr vom realen Vorbild 
unterscheidet. Übertragen auf das Fingertrackingsystem, könnte das bedeuten, dass der 
Realitätssprung – das Fingertracking erlaubt objektiv deutlich realistischere Interaktion mit 
dem Fahrzeug als die Methode des externen Operators – keine höhere Bewertung hervor-
ruft, weil andere Maßstäbe zugrunde gelegt werden. Wird das virtuelle Fahrzeug mit exter-
nem Operator noch als eigengesetzlich (abstraktes virtuelles Modell) eingestuft, werden 
Abweichungen des Modells mit Fingertracking (virtuelles = reales Fahrzeug) nicht mehr 
toleriert. Dies würde sich mit den Kritiken einiger Probanden decken, dass das Fingertra-
cking nicht die realen Bedienmetaphern (Drücken statt Drehen) abbildet oder mit der fal-
schen Hand bedient werden muss (Fahrertür mit rechter Hand). Ist diese Vermutung kor-
rekt, sollte eine weitere Steigerung des Systemrealitätsgrades einen deutlichen 
Akzeptanzsprung hervorrufen können. Dies sollte in weiteren wissenschaftlichen Studien 
untersucht werden. Vorbereitend wurde im Rahmen dieser Arbeit der technologische 
Grundstein für solche Untersuchungen gelegt. Das Vorgehen und Konzept ist kurz in Kapi-
tel 6 beschrieben.  
H2 Die Präsenz des Nutzers in der virtuellen Umgebung wird durch das Finger-
tracking im Vergleich zur Steuerung durch einen externen Operator gesteigert. 
Wird nach den Ergebnissen aus 5.6.2 sowie der vorausgegangenen Diskussion 
aus 5.7.2 bestätigt! 
5.7.3 Akzeptanz und Entscheidungskompetenz 
Die Versuchsergebnisse bestätigten das zugrunde gelegte Technology Acceptance Model. 
Insgesamt ist damit eine höhere tatsächliche Nutzung des Fingertrackingsystems gegen-
über der Methode des externen Operators zu prognostizieren. Diese Prognose erfolgt mit 
starker bis sehr starker Tendenz für Aufgaben zur Interieurbewertung. Der wahrgenomme-
ne Nutzen wurde signifikant besser bewertet als die Einfachheit der Bedienung. Bei dieser 
sahen die Probanden keinen Unterschied zur Methode des externen Operators. Die Progno-
se der höheren tatsächlichen Nutzung ist somit maßgeblich durch einen höheren Nutzwert 
begründet. Die Einfachheit der Bedienung spielt in diesem Anwendungsszenario scheinbar 
eine untergeordnete Rolle. 
Auch bei der Entscheidungskompetenz wurde das Fingertrackingsystem deutlich positiv 




dellbeziehungen des Technology Acceptance Models wurden bestätigt, indem sich der Zu-
sammenhang auch auf die Einstellung gegenüber der Nutzung und Verhaltensabsicht über-
trug. Der Systemnutzen bestimmt somit nicht nur maßgeblich die tatsächliche Nutzung, 
sondern auch die Entscheidungskompetenz, stärker als die Einfachheit der Bedienung. Da-
rauf sollte bei zukünftigen Entwicklungen geachtet werden. 
Darüber hinaus empfanden Probanden mit etwas und mehr CAVE-Erfahrung mehr Freude 
bei der Bedienung mit Fingertracking als Probanden mit wenig CAVE-Erfahrung. Dies 
könnte durch eine allgemein positive Bewertung (abgeschwächter „WOW-Effekt“) der 
virtuellen Methode durch Probanden mit wenig Erfahrung begründet sein. Probanden mit 
mehr Erfahrung bewerten hier ggf. differenzierter und sehen auch einen positiveren Aspekt 
in nützlichen und innovativen gegenüber etablierten und bekannten Methoden. Der Unter-
schied in der Bewertung des Nutzens und der Entscheidungskompetenz in Abhängigkeit 
von der zuerst erlebten Bedingung, ist schwer erklärbar, da zum Bewertungszeitpunkt be-
reits beide Bedingungen erlebt waren. Es könnte dafür sprechen, dass die präsentere (zweit 
erlebte) Bedingung höher bewertet wird. Vermutlich liegt hier ein enger Zusammenhang 
zwischen Präsenz und Akzeptanz vor. Deshalb wurde auch dieser anhand der Ergebnisse 
untersucht. 
Für die Methode externer Operator zeigte sich hierbei kein signifikanter Zusammenhang 
zwischen Präsenz und den Dimensionen des Technology Acceptance Models. Allerdings 
zeigte sich ein mittlerer Zusammenhang zwischen Gesamtpräsenz und wahrgenommenen 
Nutzen für das Fingertracking. Die räumliche Präsenz (SP) hatte den deutlichsten höchst-
signifikanten Einfluss auf den Nutzen und damit auch auf Verhaltensabsicht und Entschei-
dungskompetenz. Es lässt sich damit vermuten, dass der höhere Gesamtnutzwert des Fin-
gertrackingsystems maßgeblich aus der besseren räumlichen Präsenz und Verortung 
resultiert. Gerade für Ergonomieuntersuchungen im Interieur sollte sich damit ein Vorteil 
des Fingertrackingsystems prognostizieren lassen. 
H3 Die Interaktionsmethode Fingertracking erhöht die Nutzungsakzeptanz einer 
virtuellen Interieuruntersuchung im Vergleich zur Steuerung durch einen exter-
nen Operator. 
Wird nach den Ergebnissen aus 5.6.3 sowie der vorausgegangenen Diskussion 




H4 Der Nutzer fühlt sich im Vergleich zur Steuerung durch einen externen Opera-
tor durch das Fingertracking für Interieurbewertungsaufgaben in seiner Ent-
scheidungskompetenz gestärkt. 
Wird nach den Ergebnissen aus 5.6.3 sowie der vorausgegangenen Diskussion 
aus 5.7.3 bestätigt! 
Offene Fragen 
Die Verifizierung der Hypothesen wurde auch durch die Aussagen der Probanden am Ende 
des Versuches bestätigt. Hier wurde besonders die Selbstbestimmtheit, Schnelligkeit und 
Direktheit sowie die Intuitivität des Fingertrackingsystems gelobt. Insgesamt wurde die 
sehr gute Visualisierung hervorgehoben und eine gute Vergleichbarkeit von realem und 
virtuellem Fahrzeug attestiert. 
5.8 Zusammenfassung 
Zusammenfassend lässt sich sagen, dass unter sehr praxisnahen Bedingungen die Notwen-
digkeit und Wirksamkeit der entwickelten Kalibriermethode erneut nachgewiesen werden 
konnte. Eine signifikante Verbesserung der Raumwahrnehmung durch das Fingertracking-
system konnte nicht erreicht werden. Allerdings legen die Ergebnisse die Vermutung nahe, 
dass das Fingertracking bei der räumlichen Verortung im virtuellen Fahrzeug unterstützt. 
Die Präsenz wird durch das Fingertracking signifikant gesteigert. Nur beim erlebten Rea-
lismus zeigen sich beide Methoden auf gleichem Niveau. Darüber hinaus kann eine gestei-
gerte tatsächliche Nutzung der Methode Fingertracking gegenüber dem externen Operator 
prognostiziert werden. Maßgeblich verantwortlich scheint hier der erhöhte wahrgenomme-
ne Nutzen, welcher in engem Zusammenhang mit der stärkeren räumlichen Präsenz zu 
vermuten ist. Auch die Entscheidungskompetenz konnte signifikant durch das Fingertra-
cking gesteigert werden. Das positive Feedback der Probanden rundete den Gesamtein-
druck ab. Insgesamt ist ein deutliches Potenzial des Systems für den Einsatz bei virtuellen 




5.9 Diskussion zur Zielerreichung und Beantwortung der 
Forschungsfrage 
Das Ziel der Arbeit wurde im Kapitel 1.3 formuliert und lautet wie folgt: 
Ziel ist es, die virtuelle Entscheidungsfindung in der Fahrzeugentwicklung durch die 
Nutzung von Multimodalität unter Berücksichtigung von Intuitivität sowie Präsenz 
durch Steigerung der Benutzerakzeptanz zu unterstützen. 
Daraus leitete sich eine Forschungsfrage ab: 
Kann die Akzeptanz bei der virtuellen Interieurabsicherung durch die Integration 
von Fingertracking in ein CAVE-System mit High-End-Visualisierung unter Nutzung 
der Propriozeption und des taktilen Feedbacks erhöht werden? 
Der Ansatz eines Systems, welches Freihandinteraktion im virtuellen Raum nutzt, um sehr 
ähnliche Bedienmetaphern wie im realen Fahrzeug zu ermöglichen und damit eine hohe 
Intuitivität zu erzeugen, hat sich bewährt. Die grundlegende Idee die Multimodalität aus 
visuellem und haptischem Sinn sowie Propriozeption zur Verbesserung der Raumwahr-
nehmung zu nutzen, zeigte positive Effekte. Zwar konnte die Raumwahrnehmung nicht 
signifikant verbessert werden, aber den Probanden fiel die Verortung im virtuellen Fahr-
zeug leichter und die Präsenz konnte deutlich erhöht werden. Letztendlich führte dies zu 
gesteigerter Nutzerakzeptanz und Entscheidungskompetenz, was entsprechend des Techno-
logy Acceptance Models auch eine stärkere tatsächliche Nutzung nach sich ziehen sollte. 
Damit lässt sich konstatieren, dass eine Unterstützung der Entscheidungsfindung in 





6 Zusammenfassung und Ausblick 
Ziel dieser Arbeit war es, die Entscheidungsfindung mittels virtueller Methoden im Fahr-
zeugentwicklungsprozess zu unterstützen. Eine Problemanalyse und anschließende Re-
cherche ergab, dass mangelnde Akzeptanz eine bekannte Hürde beim Einsatz virtueller 
Methoden darstellt. Darüber hinaus zeigte sich, dass eine zur Realität abweichende virtuel-
le Raumwahrnehmung einen entscheidenden Einfluss auf die Akzeptanz zu haben scheint. 
Diese virtuelle Raumwahrnehmung kann wiederum durch den Grad der Präsenz des Nut-
zers in der virtuellen Umgebung beeinflusst sein. Die Nutzung von Multimodalität und 
optimierte Intuitivität versprachen einen positiven Einfluss auf die Gesamtbewertung eines 
Interaktionssystems. 
Basierend auf der Problemanalyse und der abgeleiteten Zielstellung wurde eine detaillierte 
Literaturrecherche zur menschlichen Informationsverarbeitung, Raumwahrnehmung, Ak-
zeptanz, Präsenz in virtuellen Umgebungen sowie Intuitivität durchgeführt. Es zeigte sich 
eine enge Verknüpfung der einzelnen Themen zu einer gesamtheitlichen menschlichen 
Wahrnehmung. Um diese bestmöglich zu berücksichtigen wurde ein Interaktionssystem 
entwickelt, welches auf Propriozeption und taktilem Feedback als multimodale Kompo-
nente in Verbindung mit visueller Wahrnehmung beruht. Um die Propriozeption sinnvoll zu 
nutzen, wurde eine Freihandinteraktion eingesetzt, welche die Abbildung einer Bedienme-
tapher sehr ähnlich der eines Bewegungsablaufes im realen Fahrzeug ermöglicht. Zusätz-
lich sollte dadurch die Intuitivität als auch Präsenz deutlich gesteigert werden. Technolo-
gisch wurde dies über ein Fingertrackingsystem in der CAVE realisiert, welches als Plug-in 
in die High-End-Visualisierungssoftware RTT DELTAGEN integriert wurde. Es entstand 
das Interaktionssystem namens DIRTT (Daimler Interactive RTT). 
Neben der Implementierung eines neuen technologischen Ansatzes konnten Erkenntnisse 
aus umfangreichen Probandenstudien gewonnen werden. Zum einen wurde gezeigt, dass 
eine individuelle Anpassung des virtuellen Augenabstandes deutliche Verbesserungen in 
der virtuellen Raumwahrnehmung erzielt. Dazu wurde die quantitative Fehlwahrnehmung 
beruhend auf der Abweichung des virtuellen zum realen Augenabstandes ermittelt. Zudem 
wurde eine Kalibriermethodik entwickelt, welche es über eine Integration von visuellem 
und taktilem Sinn ermöglicht, die konsistente Wahrnehmung des Nutzers zu verbessern. 
Das visuelltaktile Feedback wurde im Vergleich verschiedener Interaktionsfeedbacks für 
Aufgaben der virtuellen Interieurbewertung als am besten geeignet verifiziert. Mittels des 




benausführung gesteigert werden. Darauf basierend konnte gezeigt werden, dass sowohl 
die Präsenz in virtuellen Umgebungen, als auch die Intuitivität signifikant durch das Fin-
gertrackingsystem im Vergleich zur bisher eingesetzten Interaktionsmethode externer Ope-
rator gesteigert werden. Obwohl sich die virtuelle Raumwahrnehmung nicht signifikant 
verbesserte, liegt die Einschätzung unter Betrachtung aller Ergebnisse nahe, dass eine Ver-
ortung im virtuellen Fahrzeug deutlich positiv durch das Fingertrackingsystem unterstützt 
wird. Insgesamt konnte eine Erhöhung der Benutzerakzeptanz und Entscheidungskompe-
tenz realisiert werden. 
Somit wurde das Ziel, die Entscheidungsfindung in der Fahrzeugentwicklung durch 
Akzeptanzerhöhung, Intuitivität und gesteigerte Präsenz in der virtuellen Umgebung zu 
unterstützen, erreicht.  
Darüber hinaus wurden zusätzliche Systemfunktionen implementiert (vgl. (Merz 2012)), 
welche den praktischen Einsatz unterstützen. Z. B. wurde ein vollautomatisiertes Kreisme-
nü entwickelt, welches eine autonome Bedienung und Kalibrierung der Szene sowie eine 
Interaktion außerhalb des direkten Greifraums des Nutzers ermöglicht. Durch den stark 
integrierten Ansatz eines Plug-ins in die bestehende High-End-Visualisierungssoftware 
konnte ein hohes Maß an Prozesstauglichkeit erzielt werden. Die Einsatzhürde hinsichtlich 
des hohen Aufwandes zur zusätzlichen Datenpflege und –aufbereitung ist damit minimiert. 
Die Evaluierung brachte zudem technische Einschränkungen des prototypischen Fingertra-
ckingsystems hervor. Das Performanzproblem von DIRTT wurde durch eigene Optimie-
rung gelöst (vgl. Griese (2012)). Die Einschränkungen hinsichtlich unzureichender Ent-
kopplung von Renderer und Kollisionsberechnung wurden bei RTT und die der zu langsam 
ansprechenden vibrotaktilen Fingertracking-Hardware bei ART adressiert. Diese konnten 
jedoch nicht mehr vor den abschließenden Untersuchungen gelöst werden, bilden damit 
aber Potenzial für weitere Forschung. ART hat inzwischen eine optimierte Version des tak-
tilen Fingertrackings vorgestellt (Advanced Realtime Tracking GmbH (ART) 2017). 
Das beschriebene und vermutete Phänomen hinsichtlich des Zusammenhangs von Realis-
musgrad und Akzeptanz eines Systems ähnlich des uncanny valley (Mori 2012) wurde 
ebenfalls bearbeitet. Um weitere Anwendungsfälle für DIRTT zu erschließen und die 
Grundlage für nachfolgende Forschung zu legen, wurde das System im Rahmen einer Stu-
dienarbeit (vgl. Griese (2013)) weiterentwickelt. Ziel war es die Entscheidungsfindung in 
der virtuellen Fahrzeugentwicklung durch intuitive Objektmanipulation zu unterstützen. Es 




gung der Nutzerhand, virtuelle Objekte beliebig zu manipulieren. Dadurch lassen sich 
nicht mehr nur zuvor definierte Animationen durch das Fingertrackingsystem auslösen, 
sondern z. B. ein freies und damit sehr realistisches Einstellen des Innenspiegels realisie-
ren. Über eine Einschränkung der Bewegungsfreiheitsgrade lassen sich Anschläge (z. B. 
beim Lenkrad) und ein realistisches Objektverhalten abbilden. Erste interne Tests bestäti-
gen die Funktionalität und unterstützen die Vermutung, dass ein höherer Realismusgrad der 
Interaktion positiv zur Gesamtwahrnehmung und Akzeptanz der virtuellen Szene beiträgt. 
Dies bildet die Basis für weitere Forschung. 
Zum Ende dieser Arbeit kamen verstärkt die sogenannten VR-Brillen (z. B. Oculus VR 
LLC oder HTC Corporation (HTC)) auf, deren Trend besonders in der Spieleindustrie wei-
ter anhält. Dem Konzept geschuldet, existiert hier keine direkte Eigenwahrnehmung. Zu-
dem stellt momentan noch die Auflösung ein Optimierungspotenzial dar. Zu allermeist 
werden hier spezielle Interaktionsgeräte verwendet. Deshalb ist ergänzend die Technologie 
des markerlosen Trackings (Gutiérrez et al. 2008; Maiero 2009) ein hochinteressantes 
Entwicklungsfeld. Ein Szenario mit einer Kombination aus einem taktilen oder gar hapti-
schen Aktuators, einem kamerabasierten markerlosen Tracking und einer vollimmersiven 
VR-Brille hoher Auflösung, könnten weitere Verbesserungen hinsichtlich Ergonomie, Ein-
satzflexibilität, Präsenz und damit Anwendbarkeit und auch Entscheidungskompetenz mit 
sich bringen. Eine sinnvolle Umsetzung war aufgrund der technischen Reife während der 
Projektlaufzeit dieser Arbeit nicht möglich. Es ergibt sich hieraus eine Ausgangsbasis für 
weitere Forschung. Die positiven Ergebnisse der vorliegenden Arbeit hinsichtlich Kalibrie-
rung und Akzeptanz sowie Präsenz in der virtuellen Umgebung und Entscheidungskompe-
tenz, unterstützt durch Propriozeption und ein taktiles Feedback, behalten dennoch ihre 
Gültigkeit. 
Abschließend lässt sich zusammenfassen, dass durch die beschriebene Vorgehensweise und 
Methodik ein innovatives VR-Interaktionssystem geschaffen werden konnte. Zudem konn-
ten neuwertige Erkenntnisse hinsichtlich der Auswirkung von Propriozeption und Intuitivi-
tät auf Raumwahrnehmung, Präsenz in virtuellen Umgebungen und Akzeptanz gewonnen 
werden. Das Ziel der Arbeit wurde erreicht und eine Grundlage für weitere Forschung er-
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 – menschliche Informationsverarbeitung Anhang 1
Informationsaufnahme 
Die Informationsaufnahme umfasst neben dem sensorischen Wahrnehmen (Entdecken) 
auch frühe Verarbeitungsprozesse wie das Identifizieren des Sinneseindruckes (Erkennen). 
Die Aufnahme erfolgt über die Sinnesorgane. Dabei wird ein externer Reiz/Stimulus über 
Rezeptoren in Nervenimpulse umgewandelt und anschließend zur eigentlichen Verarbei-
tung ins Gehirn weitergeleitet. Ziel dieser Perzeptionsphase ist die Ableitung von Informa-
tionen aus externen Stimuli. Um möglichst verschiedene Informationen zu erhalten, steht 
dem Menschen eine Vielzahl von Sinnen zur Verfügung. Jeder Sinn ist auf eine bestimmte 
Wahrnehmungsart – Modalität – spezialisiert und kann bestimmte Reizmuster in einem 
spezifischen Intensitätsbereich in Empfindungen umsetzen und transportieren. Prinzipiell 
lassen sich die sensorischen Modalitäten nach Sinnen für die Umwelt (Exterozeptoren) und 
den eigenen Körper (Propriozeptoren) unterscheiden. Einzelne Modalitäten können zudem 
mehrere unterschiedliche Empfindungen hervorrufen. Eine Übersicht der wichtigsten sen-
sorischen Modalitäten sowie deren entsprechende Organe und Empfindungen liefert Tabel-
le A1.1. 
Tabelle A1.1: Übersicht der sensorischen Modalitäten nach (Schönpflug und Schönpflug 1997) 
Modalität Organ Empfindung 
Visuell Auge Farbe, Helligkeit 
Auditiv Ohr Tonhöhe, Laustärke 
Taktil Haut Druck, Berührung, Vibration 
Kinästhetisch Muskelspindeln Stellung und Geschwindigkeit der 
Körperteile zueinander sowie Kräfte 
Vestibulär Vestibulärapparat im 
Mittelbereich 
Linear- und Winkelbeschleunigung 
Gustatorisch Zungenoberfläche Geschmack (süß, sauer, salzig, bitter) 
Olfaktorisch Schleimhaut im oberen 
Nasenrücken 
Geruch  
Thermisch Haut Temperatur 





Auf die sensorische Wahrnehmung der Umwelt folgt eine Vorverarbeitung der Sinnesein-
drücke mit dem Ziel einer vorausschauenden und stimmigen Interpretation dieser. Hier 
lässt sich grundlegend in die zwei nicht voneinander zu trennenden Mechanismen Bot-
tom-up- und Top-down-Prozesse unterscheiden.  
Bottom-up-Prozesse (datengesteuert) 
Bei den Bottom-up-Prozessen handelt es sich um die Verarbeitung von objektiv vorhande-
nen Reizen, wie Kontrast, Farbe oder Größe. Basierend auf einfachen Schemata, welche 
sequentiell abgearbeitet werden, ist das Verarbeitungsergebnis stark von der physikalischen 
Qualität der Daten abhängig. Es sind keine Erinnerungen oder andere mentale Vorgänge 
notwendig. Ein gängiges Modell zur datengesteuerten Vorverarbeitung ist das Schablo-
nenmodell, welches das einfachste Klassifizierungs- und Wiedererkennungsverfahren von 
Mustern darstellt. Die externen Signale werden mit internen Schablonen verglichen. Die 
Schablone, welche am besten passt, wird als Muster identifiziert. Allerdings stößt dieses 
Modell bei hohem Grad der Verschiedenheit und neuen Mustern an seine Grenzen. Ein 
weiteres Modell ist das Pandämonium nach Selfridge. Es basiert auf der Kenntnis neuraler 
Mechanismen und beschreibt die Mustererkennung mittels Merkmalsextration. Die Sin-
nesorgane sind in der Lage unterschiedliche Merkmale zu identifizieren und diese ans Ge-
hirn weiterzuleiten. Dort werden die Reize geordnet und anhand von Gesetzmäßigkeiten zu 
Strukturen zusammengefasst. Gleichzeitig werden so brauchbare von nicht identifizierba-
ren Signalen (Rauschen) getrennt. Falls ein Signal eine Reaktion auslöst, welches einer 
internen Repräsentation (Aufzählung von Merkmalen) entspricht, wird ein Muster erkannt. 
Sind nicht genug Merkmale vorhanden, wird nach komplexeren Mustern gesucht. Dadurch 
kann eine Filterung von Wichtigem und Nebensächlichem erreicht werden. Dennoch ist 
eine schnelle und eindeutige Erkennung nur bei einfachen Strukturen möglich, welche 
möglichst differenzierte Merkmale aufweisen. 
Top-down-Prozesse (konzeptgesteuert) 
Bei Top-down-Prozessen werden kognitive Inhalte in den Erkennungsvorgang mit einbe-
zogen. Die Ergebnisse sind somit u. a. von Erfahrungen, dem Kontext und Vorwissen ab-
hängig. Deshalb laufen Top-down-Prozesse nicht seriell ab, sondern erfordern vielschichti-
ge Rückkopplungen. Die sensorischen Daten werden mit Gedächtnisrepräsentationen 
verglichen. Bei hinreichender Übereinstimmung wird ein Muster identifiziert. Man spricht 
deshalb auch von wissensbasierter Mustererkennung. Das heißt, immer wenn Vorwissen 
oder ein Konzept beim Erkennen eines Objektes hilft, ist ein Top-down-Prozess beteiligt. 





Abbildung A7.1: Beispiele zur Mustererkennung im Wahrnehmungsprozess 
Je nach Komplexität des Wahrnehmungsobjektes ist der Erkennungsvorgang entweder 
stärker daten- oder konzeptgetrieben. Hierbei können sich die Prozesse ergänzen und un-
terstützen. So kann trotz gleicher Muster nach der Schablonenmethode (Bottom-up-
Prozess) kontextsensitiv (Top-down-Prozess) ein unterschiedliches Identifikationsergebnis 
entstehen. Andererseits können Aufgabenstellung und Informationsdarbietung kollidieren. 
Es entstehen Aufmerksamkeitsdefizite durch automatische Fixierung auf Informationen, 
die für das angestrebte Ziel nicht relevant sind. Zum Beispiel beschreibt der Stroop-Effekt 
(Stroop 1935) den Konflikt zwischen dem automatischen Prozess des Lesens (Bottom-up) 
und den kontrolliert ablaufenden (Top-down) kognitiven Prozessen, wie Farbbenennen 
oder Zählen. Eine vollständige Bündelung der Aufmerksamkeit auf die Aufgabe ist nicht 
möglich, da die parallel laufenden automatischen Prozesse nicht unterdrückt werden kön-
nen. Außerdem können für eine Erkennung Informationen notwendig sein, die im Bild 
nicht gegeben sind und erst durch Wissen des Betrachters ergänzt werden.  
Aus den Erkenntnissen der Informationsaufnahme lassen sich Gestaltungsgesetze für die 
Konzeption einer Mensch-Maschine-Schnittstelle ableiten: 
• Gesetz der Vertrautheit: bekannte Reize können schneller verarbeitet werden 




• Redundanzprinzip: korrespondierende Signale können parallel über mehrere Sin-
neskanäle schneller erkannt werden, wenn die Signalart zueinander passt. Mehrere 
Signale über einen Sinneskanal behindern den Wahrnehmungsprozess. 
• Gesetz der Ähnlichkeit: Gruppierung ähnlicher Reize zu Figuren 
• Farbwahrnehmung: zusätzliche Information durch Farbgebung unter Einhaltung 
allgemeiner Konventionen (z. B. Rot = Gefahr) 
• Symbole und Bilder: Einsatz unter Verwendung von Konventionen und Beachtung 
der möglicherweise differenten Interpretationsansätze 
Informationsverarbeitung 
Unter Informationsverarbeitung versteht man die Weiterverarbeitung der aufgenommenen 
Informationen im Sinne einer Aufgabenerfüllung. Hierbei kommt Konfliktlösungsprozes-
sen (Entscheiden) und Gedächtnisfunktionen eine zentrale Bedeutung zu. Dabei werden 
Sinneseindrücke elaboriert, also tiefergehend kognitiv verarbeitet. Allgemein wird davon 
ausgegangen, dass der Stimulus zunächst in eine kognitive Repräsentation umgewandelt 
und anschließend in eine Reaktion transformiert wird. Zur Erklärung des Verarbeitungs-
prozesses vom eingehenden Reiz bis zur Reaktion haben sich unterschiedliche Modelle 
herausgebildet. 
Sequentielle oder Stufenmodelle 
Es werden mehrere Stufen der Bearbeitung identifiziert. Diese Stufen beschreiben einen 
Verarbeitungsfluss, der sequentiell durchlaufen wird. Jede Stufe weist eine spezifische Be-
arbeitungszeit auf, welche additiv auf die Gesamtzeit wirkt. Unterschiede in der Leistung 
werden auf die Art und Anzahl der zu durchlaufenden Verarbeitungsstufen zurückgeführt. 
Einen Übergang zu den Ressourcenmodellen stellen die sogenannten Kaskadenmodelle 
dar. Sie basieren auf der Annahme, dass die Prozesse nicht nacheinander ablaufen, sondern 
teilweise gleichzeitig beginnen und parallel ausgeführt werden können. 
Ressourcenmodell 
Entgegen der Annahme, dass die Informationsverarbeitung Zeit benötigt, postulieren die 
Ressourcenmodelle, dass die Verarbeitung Kapazitäten kostet, welche beschränkt sind und 
einer Variation unterliegen. Es wird in einfache und multiple Modelle unterschieden. So 
geht Kahneman (Kahneman 1973) davon aus, dass es nur eine psychische Ressource gibt, 
die auf die verschiedenen Prozesse verteilt werden muss. Gesteuert über den Erregungszu-
stand, kann über eine Erhöhung der Aufmerksamkeit mehr Kapazität für den jeweiligen 
Prozess bereitgestellt werden. Decken auch die zusätzlichen Kapazitäten den Bedarf nicht, 
kommt es zu einer Verminderung der Leistungsfähigkeit. So kann beispielweise ein Ge-




Phänomen wird als Devided Attention Deficits (DAD) bezeichnet und beschreibt das 
menschliche Unvermögen die Aufmerksamkeit über mehrere Tätigkeiten gleichmäßig zu 
verteilen. DAD können durch eine zu große Informationsflut oder die zu langsame Verar-
beitung dieser entstehen. Multiple Ressourcenmodelle versuchen die Interferenz zweier 
Prozesse durch mehrere Dimensionen der Verarbeitungskapazität zu erklären. Dabei kön-
nen Tätigkeiten parallel ausgeführt werden, wenn sie nicht die gleiche Dimension nutzen. 
Wickens unterscheidet zum Beispiel in: 
• Verarbeitungsstufen (Wahrnehmung, Verarbeitung, Reaktion) 
• Verarbeitungscodes (verbal, räumlich) 
• Modalitäten (visuell (Fokus, Umgebung), auditiv) 
So können gleichzeitig ohne Beeinträchtigung visuelle oder auditive Informationen aufge-
nommen oder eine visuelle Information in eine verbale Reaktion umgesetzt werden. Aller-
dings fällt es schwer gleichzeitig zuzuhören und verbal darauf zu reagieren oder zwei ver-
schiedene motorische Aufgaben gleichzeitig zu erfüllen.  
Prinzipiell lässt sich durch Übung die erfolgreiche Ausführung mehrerer paralleler Tätig-
keiten verbessern. Allerdings kann eine proaktive Gestaltung des MMI den Prozess der 
Informationsverarbeitung erheblich erleichtern. Ziel sollte hierbei die Erhöhung des Situa-
tionsbewusstseins und die Übereinstimmung der internen Repräsentation mit der Funkti-
onsweise sein. Eine räumliche Kompatibilität von Anzeige und Realität lässt sich zum Bei-
spiel durch eine dreidimensionale wirklichkeitsgetreue Darstellung erreichen (vergleiche 
3-D Navigation mit Straßenatlas). Konzeptionell sollten gebräuchliche Funktionsmuster 
verwendet werden. Beispielweise sollte ein Rechtseinschlag des Lenkrades auch zu einer 
Rechtsbewegung des Fahrzeuges führen. Diese Kompatibilitäten reduzieren den Aufwand 
einer mentalen Übersetzung, können Fehlinterpretationen vermeiden und zu kürzeren Ver-
arbeitungszeiten führen. 
Gedächtnis 
Das menschliche Gedächtnis stellt zugleich einen umfassenden Speicher, jedoch auch den 
Engpass im Informationsverarbeitungsprozess dar. Es lassen sich verschiedene Gedächt-
nisebenen mit spezifischen Eigenschaften identifizieren. Die wichtigsten Gedächtnissyste-
me sind: 
• Sensorisches Gedächtnis (auch Ultrakurzzeitgedächtnis) 





Alle Sinneseindrücke werden zunächst im sensorischen Speicher als vorhersageoptimiertes 
Bild abgelegt. Durch Erkennungs- und Verarbeitungsprozesse (Zuwendung Aufmerksam-
keit) lassen sich Inhalte des sensorischen Speichers ins Arbeitsgedächtnis übertragen. Dort 
entsteht ein nicht mehr ganz vollständiges Abbild der Umwelt (selektive Wahrnehmung 
durch Reduktion der Informationsflut), welches zeitlich beschränkt mehrere Sekunden er-
halten bleibt. Die Organisation der Daten erfolgt zeitlich geordnet und das Vergessen be-
ruht auf dem First-in-first-out Prinzip (FIFO) – ältere Eindrücke werden von neueren ver-
drängt. Die Kapazität des Arbeitsgedächtnisses ist stark beschränkt. Untersuchungen haben 
gezeigt, dass 7 ± 2 psychologische Einheiten, sogenannte Chunks, gespeichert werden 
können (Miller 1955). Die Größe eines Chunks ist dabei unterschiedlich und kann eine 
Ziffer bis ganze Sätze umfassen. Deshalb lässt sich durch sinnvolle Gruppierungen, Bil-
dung von Zusammenhängen oder Ausnutzung von Gesetzmäßigkeiten die Gedächtnisleis-
tung erhöhen, solange die Transformationen schnell und einfach erfolgen können. Da im 
Arbeitsgedächtnis der momentane Kontext unserer Umgebung hinterlegt ist, beeinflusst es 
unsere Wahrnehmung stark. Jeder neue Sinneseindruck wird somit im aktiven Zusammen-
hang verstanden und ausgewertet. Die Daten können durch Wiederholungen – Schleifen – 
erhalten werden. Bei mehrfacher Wiederholung, z. B. Üben, gelangen diese schließlich ins 
Langzeitgedächtnis. Es bildet die zentrale und umfangreichste Komponente mit nahezu 
unbegrenzter Kapazität. Die Speicherdauer kann mehrere Minuten bis viele Jahre umfas-
sen. Dafür erfolgt der Zugriff relativ langsam und die Erinnerungen können verblassen 
bzw. müssen durch assoziative Gedanken (z. B. Wiedersehen eines alten Freundes) reakti-
viert werden. Es erfolgt eine Speicherung anhand enkodierter Daten, welche eine geringere 
Genauigkeit als die reale Repräsentation aufweisen. Die Organisation erfolgt nach semanti-
schen und räumlichen Zusammenhängen bzw. Netzwerken. Dabei kann je nach Art der 
eintreffenden Information in das deklarative und prozedurale Gedächtnis unterschieden 
werden. Das deklarative Gedächtnis wird auch als Wissensgedächtnis bezeichnet und ent-
halt Informationen, welche durch explizites Lernen erworben werden. Dies kann Wissen 
über die Welt („Berlin ist die Hauptstadt von Deutschland“) oder Episoden und Ereignisse 
(Erinnerung an den letzten Urlaub) sein, welches bewusst wiedergegeben werden kann. 
Das prozedurale oder auch Verhaltensgedächtnis speichert automatisierte Prozesse und 
Fertigkeiten (z. B. Autofahren, Laufen), welche implizit erlernt worden sind. Diese laufen 
nach häufiger Wiederholung nahezu ohne kognitiven Aufwand und damit ohne bewusste 
Steuerung ab. Werden Inhalte aus dem Langzeitgedächtnis zu selten abgerufen, können die 




durch interferierende überlagert werden. Aus den Erkenntnissen zum Gedächtnisprozess 
leiten sich Konsequenzen ab, welche bei der Gestaltung eines MMI beachtet werden soll-
ten. Grundlegend sind die Speicherdauer und -kapazität als limitierende Faktoren zu be-
rücksichtigen. Es gilt die Gedächtnislasten so weit wie möglich zu reduzieren. Das heißt, 
dass nicht mehr als aktuell nötige Informationen bereitgestellt werden und Interferenzen 
mit irrelevanten Informationen zu vermeiden sind. Die Wahl eines geeigneten Kontextes 
kann Fehlinterpretation reduzieren und unnötige Teillasten filtern. So erfährt der Begriff 
Wurzel im Zusammenhang mit der Mathematik sofort eine andere Bedeutung als im Kon-
text der Botanik. Zudem kann eine konsistente Multimodalität dazu beitragen die sensori-
schen Reize möglichst schnell und korrekt zu verdichten. Wenn ich z. B. einen Vogel sehe 
und höre, fällt die Identifikation unter Umständen leichter. Das Lernen/Üben kann durch 
eine Gleichförmigkeit der Prozesse erleichtert werden, da sich diese so schneller im Lang-
zeitgedächtnis etablieren. Die Erwartungskonformität eines Systems unterstützt die Zuord-
nung neuer Informationen zu bereits vorhandenen Gedächtnisstrukturen ohne diese neu 
anlegen zu müssen. Klare und einfache Strukturen eines Modells/Systems erleichtern die 
Orientierung und die semantische Verknüpfung einzelner Gedächtnisspuren zu einem 
Netzwerk. Dies macht den Abruf von Routinen einfacher als nicht verknüpfte Inhalte. 
Informationsausgabe 
Um einen Einfluss auf die Umwelt zu haben, muss jede Art von menschlicher Informati-
onsverarbeitung nach außen übertragen werden. Umgesetzte äußere Reaktionen können 
sein: 
• Bewegung und Haltung 
• Sprache und Schrift 
• Mimik und Gestik 
Die zentrale Steuerung jeglicher Bewegung erfolgt durch die motorischen Zentren des 
Zentralnervensystems. Es erfolgt ein kontinuierlicher Abgleich der motorischen Aktivitäten 
mit dem aktuellen Verhaltenszustand und den variierenden Umweltbedingungen. Dazu 
werden intrinsische Informationen der Propriozeptoren und die externen Verhaltenskonse-
quenzen zusammengeführt. Anschließend wird die motorische Steuerung an die neuen In-
formationen angepasst und dieser Regelkreis durchlaufen bis das angestrebte Ziel erreicht 
ist. Im Wesentlichen erfolgt die Steuerung und Kontrolle über Reflexe und eingeübte bzw. 
feste Bewegungsprogramme. Der Mensch nimmt im Gesamtsystem damit die Rolle eines 
Reglers ein. Er vergleicht Soll- und Regelgrößen und leitet weitere Reaktionen ab. Daraus 




se. Neben einer sehr hohen Adaptionsfähigkeit zeichnet sich das Verhalten des Menschen 
durch die Möglichkeit der sogenannten Vorhaltbildung aus. Unter Abschätzung des zukünf-
tigen Systemverhaltens ist eine schnellere Reaktion möglich. Dies erfordert natürlich eine 
Kenntnis über das Verhalten. Bei einer unbekannten Regelstrecke muss eine Selbsteinstel-
lung des Menschen auf die neuen Parameter erfolgen. Dies gelingt bei einfachen Regel-
strecken sehr schnell und stabil. Mit zunehmender Schwierigkeit steigt die Dauer der 
Adaption an bzw. kann eine Lernphase erforderlich werden. Bei ständiger Wiederholung 
der motorischen Prozesse werden neue Bewegungsmuster fest angelegt. Dadurch verkür-
zen sich die Zugriffszeiten erheblich, was eine Verbesserung der Reaktions- und Ausfüh-
rungsgeschwindigkeit verspricht. Auch aus der Informationsausgabe leiten sich Gestal-
tungshinweise für eine Mensch-Maschine-Schnittstelle ab: 
• Bewegungsrückmeldung: ein Feedback über die Verstellung und den Systemzu-
stand geben 
• Sinnfälligkeit der Bewegung: Bewegungsrichtung der Stellteile sollte mit den An-
zeigen korrespondieren bzw. zur Systemdynamik kompatibel sein 
• Übersetzungsverhalten: das Verhältnis zwischen Stellweg und Reaktion sollte der 
Aufgabe angemessen sein (großes Verhältnis  genaues Einstellen; kleines Ver-
hältnis  schnelle Reaktion) 
Prinzipiell gilt, dass je vorhersehbarer das Systemverhalten ist und je geübter die notwen-
digen Abläufe sind, desto effizienter und genauer lässt sich ein System regeln. 
 – Visuelle Wahrnehmung Anhang 2
Die visuelle Wahrnehmung ist eine der wichtigsten Sinnesmodalitäten des Menschen 
(Birbaumer und Schmidt 2003). Der Mensch ist rein visuell in der Lage die relative Positi-
on von Objekten, deren Entfernung sowie ihre Größe und Bewegung sehr genau zu erfas-
sen. Das visuelle System besteht aus den beiden Augen mit den dazugehörigen Muskeln, 
den Sehnerven und verschiedenen Teilen des Gehirns (Köhler 2008). Die Reize werden in 
Form elektromagnetischer Strahlung im Bereich einer Wellenlänge von 400-700 Nanome-
tern aufgenommen. Als Rezeptoren dienen die sogenannten Zapfen und Stäbchen. Die 
Zapfen sind für das Farb- und photopische Sehen bei Tageslicht zuständig. Die Stäbchen 
sind wesentlich lichtempfindlicher und gewährleisten das skotopische Sehen bei Dämme-
rung. Das eigentliche Bild entsteht umgekehrt und stark verkleinert auf der Netzhaut (Reti-
na). Die Stelle des schärfsten Sehens auf der Netzhaut ist die Fovea centralis – der soge-
nannte gelbe Fleck. In Ruhigstellung werden vom Auge nur weit entfernte Objekte (mehr 
als zehn Meter) scharf abgebildet. Deshalb ist ein Mechanismus notwendig, welcher die 




on. Dies wird über eine Anpassung der Krümmung der vorderen Linsenfläche erreicht. Der 
Punkt auf den das Auge scharf stellt, wird Fixationspunkt genannt. Ausgehend von diesem 
nimmt die Schärfe des Bildes mit zunehmender Entfernung stetig ab. Um etwas deutlich zu 
erkennen, ist also eine Blickzuwendung und Fixation notwendig. Die Anpassung auf wech-
selnde Lichtverhältnisse erfolgt über die Iris. Analog einer Blende steuert sie über entspre-
chende Muskeln die Pupillenweite und reguliert so den Lichteinfall (Birbaumer und 
Schmidt 2006). Dadurch erfolgt ebenfalls eine Anpassung der Schärfentiefe – der Bereich 
um den Fixationspunkt, welcher noch befriedigend scharf abgebildet werden kann. Eine 
Verengung der Blende/Pupille vergrößert die Schärfentiefe. Der Blendenmechanismus des 
Auges wird als Adaption bezeichnet (Köhler 2008). Den Ausschnitt den ein Auge allein 
sieht, bezeichnet man als monokulares Gesichtsfeld, dessen Mittelpunkt in etwa über den 
Fixationspunkts definiert ist. Fokussiert man denselben Punkt zusätzlich mit dem zweiten 
Auge, erweitert sich das Gesichtsfeld auf das binokulare Gesichtsfeld. Dieses ist allerdings 
nicht doppelt so groß wie das monokulare, da sich erhebliche Teile im binokularen Deck-
feld überlagern. Über die Bewegung der Augen lässt sich das Gesichtsfeld ca. 60 Grad 
beidseitig sowie 40 Grad nach oben und unten verschieben. Dieser gesamte Bereich ergibt 
das Blickfeld. Dazu können sich die Augen gleichförmig oder gegenläufig bewegen. Die 
gegenläufige Bewegung der Augen wird Konvergenz genannt. Ziel ist es, die Umge-
bungsbereiche höchsten Interesses scharf auf korrespondierenden Stellen der Netzhaut 
(Fovea centralis) abzubilden. Ist eine Verschiebung des Gesichtsfeldes darüber hinaus not-
wendig, lässt sich diese nur durch Kopf- und/oder Körperbewegungen realisieren. 
Visuelle Raumwahrnehmung 
Die elektromagnetische Strahlung, welche von den Objekten der Umgebung emittiert, re-
flektiert oder transmittiert wird, erzeugt auf der Netzhaut ein zweidimensionales Abbild der 
dreidimensionalen Umwelt. Dennoch ist das visuelle System in der Lage, daraus einen 
räumlichen Eindruck zu generieren. Im Allgemeinen wird vermutet, dass dafür eine Viel-
zahl von Informationsquellen genutzt wird. Oftmals ist auch die Rede von Hinweisreizen 
(englisch cues). Diese lassen sich unterschiedlich kategorisieren. Eine primäre Einteilung 
kann danach erfolgen, ob ein Auge allein (monokular) oder beide Augen zusammen (bi-
nokular) an der Erfassung beteiligt sein müssen, damit der Reiz wirksam wird. Sekundär 
ist eine Gruppierung nach der Art und Weise, wie der Reiz induziert wird, möglich. Tabelle 




Tabelle A2.1: Kategorisierung der verschiedenen Hinweisreize nach (Müsseler 2008) (Krömker 2004) 
 
Die okulomotorischen Hinweise beziehen sich auf die Bewegung des Auges. Akkommoda-
tion ist die monokulare Veränderung der Linsenbrechkraft eines Auges, um bestimmte 
Punkte zu fixieren. Die Krümmung der Linse und die einhergehende Muskelspannung lie-
fern hierbei einen Hinweis auf die Entfernung des Fixationspunktes. Konvergenz als bi-
nokulare Informationsquelle beschreibt das Einwärts- und Auswärtsdrehen beider Augen 
mit dem Ziel die Projektionen des Fixpunktes auf die Zentren der Fovea zu legen. Dadurch 
kann zwischen Fixationspunkten unterschiedlicher Entfernungen gewechselt werden. Den 
Winkel den die beiden Sehachsen dabei miteinander bilden, nennt man Konvergenzwinkel 
(siehe Abbildung A7.2). Er ist für das Gehirn ein Maß für die Entfernung des fixierten 
Punktes. Konvergenz und Akkommodation sind beim natürlichen Sehen sehr eng verknüpft 
und beeinflussen sich wechselseitig. Beide Mechanismen liefern jeweils absolute Entfer-
nungsinformationen (Hofmann 2002). 
Der subjektive Eindruck räumlicher Tiefe wird maßgeblich durch das stereoskopische Se-
hen (Stereopsis) hervorgerufen. Bei der binokularen Betrachtung eines Objektes im Raum 
entsteht aufgrund des Augenabstandes eine Differenz der retinalen Abbilder des linken und 
rechten Auges. Diese Abweichung wird als Querdisparation oder binokulare Disparität 
Kategorien der  
Hinweisreize 
Binokular Monokular 






 • Bewegungsparalaxe 
• Dynamische Verdeckung 
Bildhaft 
 • Verdeckung 
• Relative und bekannte Größe 
• Schattierung 
• Relative Helligkeit 
• Texturgradient 
• Lineare und atmosphärische Per-
spektive 
• Höhe im Gesichtsfeld 




bezeichnet. Das Gehirn ist in der Lage die unterschiedlichen Einzelbilder zu fusionieren. 
Dies gelingt allerdings nur in einem physiologisch begrenzten Toleranzbereich – dem 
Panum-Fusionsareal. Dieses Areal umgibt den sogenannten Horopter. Der Horopter ist ein 
gedachter Kreis, dessen Peripherie durch den Fixationspunkt und die beiden Knotenpunkte 
(Linsen) der Augen verläuft. Alle Punkte, die auf der Horopterebene liegen, werden auf 
korrespondierenden Stellen der Netzhaut abgebildet und damit in der gleichen Entfernung 
wie der Fixationspunkt wahrgenommen. Vom Horopter entfernt gelegene Punkte, werden 
auf nicht korrespondierenden Netzhautstellen abgebildet, was zu einer Wahrnehmung von 
Tiefe führt. Abbildung A7.2 stellt die geometrischen Grundlagen der Stereopsis vor. 
 
Abbildung A7.2: Geometrische Grundlagen die binokularen Disparität (e. D. nach (Marées und Heck 
2006)) 
Der Punkt F (rot) stellt den Fixationspunkt dar. Dieser würde bei einer technischen Projek-
tion in der Bildschirmebene liegen und damit für beide Augen ohne Parallaxe gleich darge-
stellt. Durch die Fixation bilden die Sehachsen den Fusionskonvergenzwinkel α aus und F 
wird auf die Fovea des linken (FL) und rechten (FR) Auges projiziert. Die Knotenpunkte 
der Augen und der Fixationspunkt definieren den Horopter. Punkt C (schwarz) liegt auf 
dem Horopter. Die Projektionen von C (CL und CR) werden auf korrespondierenden Netz-
hautstellen abgebildet – Nulldisparation. Dadurch wird C in der gleichen Tiefe wie F 




(PC) verschobenes Bild von C. Der Punkt A (grün) liegt nicht auf dem Horopter und näher 
als der Fixationspunkt F. Dadurch kreuzen sich die Sehachsen und die Abbildung erfolgt 
auf nicht korrespondierenden Netzhautstellen (AL und AR). Der Betrag der Differenz von 
(AL – FL = δL) und (AR – FR = δR) stellt die Querdisparation δQ dar. Punkte die näher sind 
als der Fixierte, erzeugen eine gekreuzte Querdisparation und eine negative Parallaxe auf 
dem Bildschirm (PA). Punkte wie B (blau), welche weiter entfernt sind, führen zu einer 
ungekreuzten Querdisparation und einer positiven Parallaxe (PB). Über die Richtung und 
den Betrag der Disparität lässt sich die räumliche Tiefe relativ zum Fixationspunkt ab-
schätzen. Eine absolute Entfernung lässt sich nur unter Zuhilfenahme von weiteren Tiefen-
kriterien, wie zum Beispiel der Konvergenz und Akkommodation, ableiten. Abbildung 
A7.3 (links) zeigt, dass sich bei gleicher Querdisparation die relative Entfernung der Punk-
te A und F in Abhängigkeit vom Fokussierabstand und entsprechendem Konvergenzwinkel 
ändert. Wird die Querdisparation zu groß (Punkt außerhalb des Panum-Areals), kann das 
Gehirn die differenten Bilder nicht mehr fusionieren und es entsteht ein Doppelbild. 
 
Abbildung A7.3: Verhältnis von Querdisparation und absoluter sowie relativer Entfernung (links) und 
Bewegungsparallaxe (rechts) (e. D. nach (Hofmann 2002)) 
Die bewegungsinduzierten Hinweisreize werden durch Eigenbewegung des Betrachters 
oder der wahrgenommenen Objekte hervorgerufen. Die Bewegungsparalaxe beschreibt die 




näher gelegener Objekte bewegen sich dabei schneller auf der Netzhaut als die Abbilder 
weiter entfernter Objekte. Anhand der Geschwindigkeit der Verschiebungen kann auf die 
absolute Entfernung rückgeschlossen werden. Aus der gegenläufigen retinalen Verschie-
bung unterschiedlich weit entfernter Objekte kann die relative Entfernung dieser abge-
schätzt werden. Zusätzlich kann es zur dynamischen Auf- und Verdeckung von Objekten 
durch Bewegung kommen, welche weitere Hinweise zur räumlichen Konstellation liefern. 
Abbildung A7.3 (rechts) zeigt die Veränderung des retinalen Abbildes bei der Bewegung 
eines Auges von Zeitpunkt t0 zu t1. Die Bewegungsparalaxe und dynamische Verdeckung 
sind monokulare Tiefenkriterien. 
Die bildhaften Faktoren sind all die Informationsquellen, welche auch auf einer zweidi-
mensionalen Abbildung vorhanden sein können. Deshalb sind diese monokular wirksam. 
Abbildung A7.4 stellt einige Beispiele zu den einzelnen Tiefenkriterien dar. 
 
Abbildung A7.4: Bildhafte Hinweisreize der Tiefenwahrnehmung (e. D. nach (Niedeggen 2009) (Gegen-
furtner 2008) (Lern-Online.net)) 
Verdeckungen geben sehr klare Informationen über die Reihenfolge dargestellter Objekte 
entlang der Blickrichtung. Die Entfernungsinformation ist allerdings rein ordinal und 
macht keine Aussage über die Absolutentfernung. Die relative Größe der retinalen Abbilder 
von ähnlich großen Objekten gibt Aufschluss über das Verhältnis der zugehörigen Ob-




ße auf der Netzhaut eine Entfernungsinformation liefern. Die Leuchtdichte und damit rela-
tive Helligkeit einer Oberfläche ist ein Hinweis auf Distanz. Hellere Objekte wirken näher 
als dunkle. Genauso können die Schattierung oder ein Texturverlauf als Hinweisreize ge-
nutzt werden. Über die Höhe im Gesichtsfeld kann entsprechend dem Abstand zu einem 
Horizont eine Reihenfolge von Objekten abgeleitet werden. Als Kombination aus den Kri-
terien der relativen Größe, Texturgradient und Höhe im Gesichtsfeld kann die Linearper-
spektive verstanden werden. Das wesentliche Merkmal dieser ist die Verengung paralleler 
Linien zu einem Fluchtpunkt. Diese Perspektive lässt Schlussfolgerungen zur Entfernung 
der dargestellten Objekte zu. Die atmosphärische Perspektive wird durch die Streuung des 
Lichtes an Schwebstoffen in der Luft hervorgerufen. Weiter entfernte Objekte wirken 
dadurch diffuser. Die kinetische Tiefe beschreibt das Phänomen, dass rotierende Objekte 
einen Tiefeneidruck beim Betrachter erzeugen können. 
Die tatsächliche Größenschätzung von Objekten kann nicht allein über die Beurteilung der 
retinalen Abbildung dieser erfolgen. Abbildung A7.5 stellt die geometrischen Zusammen-
hänge von Objektgröße, Sehwinkel und Objektentfernung zum Auge dar. Dabei nehmen 
unterschiedlich große Objekte in unterschiedlichen Entfernungen den gleichen Sehwinkel 
(α) ein und liefern damit eine identische Größeninformation auf der Netzhaut (S). Dennoch 
wird ein weiter entfernendes Objekt trotz verkleinertem Sehwinkel (γ) als konstant groß 
wahrgenommen. Dieses Phänomen nennt man Größenkonstanz. Dazu ist eine mentale Ska-
lierung der retinalen Größeninformation (S) in Abhängigkeit von der Objektentfernung (D) 
notwendig. Das visuelle System bezieht ergänzende Distanzinformationen in die Größen-
schätzung mit ein. Untersuchungen (Holway und Boring 1941) haben gezeigt, dass man-
gelnde Tiefenkriterien zu einer Fehleinschätzung der tatsächlichen Größe führen.  
 





Die zusätzlichen Tiefeninformationen werden über die bereits genannten Hinweisreize 
generiert. Cutting (Cutting 1997) definiert für neun Reize drei verschiedene Entfernungs-
bereiche, in denen die Hinweisstärke der einzelnen Reize variiert. Auch (Goldstein et al. 
2002) ordnet die Tiefenkriterien je nach Wirksamkeit drei Bereichen zu. Eine grobe Unter-
teilung ist demnach in personal space, action space und vista space möglich. Der personal 
space ist der Bereich, welcher ein stationäres Individuum direkt umgibt. Er umfasst den 
Greifraum (haptische Erreichbarkeit) und hat eine egozentrische Ausdehnung von maximal 
zwei Metern. Der action space kann als Kommunikationsbereich betrachtet werden, in dem 
sich der Mensch schnell bewegen und interagieren kann (keine direkte haptische Erreich-
barkeit). Die Grenzen liegen zwischen zwei und ca. 30 Metern egozentrischer Distanz. 
Alles darüber hinaus bildet den vista space ab. Dieser ist ein Sichtbereich außerhalb der 
direkten und schnellen Interaktion bzw. Kommunikation mit der Umwelt. Abbildung A7.6 
stellt eine mögliche Einteilung der Hinweisreize zu den unterschiedlichen Bereichen dar. 
 
Abbildung A7.6: Wirksamkeit der Hinweisreize in spezifischen egozentrischen Entfernungsbereiche nach 
(Goldstein et al. 2002) (Cutting 1997) 
Der personal space wird maßgeblich von der Wirksamkeit der okulomotorischen Hinweis-
reize Akkommodation und Konvergenz begrenzt. Diese nimmt ab ca. einem Meter ego-
zentrischer Entfernung stark ab. Eine sehr dominante und in diesem Bereich genaue Infor-
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hauptsächlich durch Kopfbewegungen und Objektmanipulationen generiert. Binokulare 
Disparität und bewegungsinduzierte Reize verlieren ab einer Entfernung von 30 Metern 
fast vollständig ihre Wirksamkeit. Ab einer Entfernung von ca. zehn Metern erfolgt die 
Tiefenwahrnehmung quasi monokular. Der Einfluss der relativen Höhe im Gesichtsfeld ist 
erst ab zwei Metern deutlich vorhanden. Diese Grenzen definieren den action space. Im 
vista space sind fast ausschließlich die bildhaften Hinweisreize effektiv wirksam. Neben 
der Verdeckung, relativen Größe und dem Texturgradienten, welche in allen Bereichen 
wirksam sind, kommen Höhe im Gesichtsfeld und atmosphärische Perspektive hinzu. Ge-
nerell lässt sich festhalten, dass alle Reize mit zunehmender egozentrischer Distanz an 
Wirksamkeit verlieren. Für die vorliegende Arbeit ist ausschließlich der personal space von 
Bedeutung. 
Die Redundanz und spezifische Wirksamkeit vorhandener Hinweisreize erfordert eine ge-
samtheitliche Betrachtung. Zur Integration der einzelnen visuellen Hinweisreize zu einem 
stimmigen Gesamturteil gibt es verschiedene Modelle. Diese unterscheiden sich maßgeb-
lich in der Gewichtung der Wechselwirkung der Kriterien untereinander. Generell kann 
davon ausgegangen werden, dass je nach Rahmenbedingungen, eine spezifische Interakti-
on und Gewichtung der Einzelkriterien erfolgt. Zudem sind auf Erfahrung und Präferenz 
beruhende individuelle Unterschiede bei der Integration sehr wahrscheinlich (Hofmann 
2002). Die spezifische Wechselwirkung der visuellen Tiefenkriterien untereinander steht in 





 – multimodale Integrationsmodelle Anhang 3
Im Wesentlichen lassen sich drei Modelle zur sensorischen Integration abstrahieren, wel-
che in Abbildung A7.7 dargestellt sind. 
 
Abbildung A7.7: Bimodale sensorische Integrationsmodelle 
Bei der orthogonalen sensorischen Penetration beeinflusst eine Modalität die andere, 
ohne mit dieser in inhaltlichem Zusammenhang zu stehen. Diese Beeinflussung findet 
während der frühen unimodalen Verarbeitung statt. Beispielweise kann die gleichzeitige 
Darbietung auditiver Reize die visuelle oder haptische Wahrnehmung verändern. 
Die Feedforward Konvergenz beschreibt eine getrennte Verarbeitung und gewichtete 
Zusammenführung der Einzelwahrnehmungen. Im Allgemeinen ist dabei von einer domi-
nanten Modalität auszugehen. Es bestehen mehrere Ansätze zur Erklärung der Dominanz 
bzw. Gewichtung. Die wichtigsten Einflussfaktoren aus der Theorie sind Erfahrung, Eig-
nung, Konsistenz, Aufmerksamkeit, Aufgabentyp und Reliabilität. Letztendlich spielen die 
Randbedingungen der Interaktion und die individuellen Erfahrungen, Fähigkeiten und Vor-
lieben eine entscheidende Rolle. Die Verknüpfung und Integration der sensorischen Infor-
mation zu einer Gesamtempfindung hat dabei immer das Ziel, die bestmögliche Schätzung 
der Realität zu liefern. Die Verlässlichkeit und zugewandte Aufmerksamkeit der beteiligten 
Modalität bestimmen maßgeblich deren Gewichtung an der Gesamtwahrnehmung. Stei-
gende Diskrepanz zwischen den einzelnen Reizen verringert den Benefit der multimodalen 




Integration mehr möglich ist und eine Leistungsabsenkung hervorgerufen wird. Allerdings 
hat sich gezeigt, dass geringe visuell-haptische Inkongruenzen nicht zu einer Beeinträchti-
gung der Wahrnehmungsleistung und des Präsenzerlebens führen. 
Das dritte Modell der Feedforward Konvergenz mit Feedbackschleife ergänzt das be-
schriebene Modell um eine Rückkopplung. Bereits verarbeitete und konvergierte Informa-
tionen beeinflussen dabei die frühe unimodale Wahrnehmung der Folgezyklen. Dieses Mo-
dell stellt somit eine Symbiose der ersten beiden Modelle dar. Es lässt sich erkennen, dass 
eine strikte Trennung schwer fällt. Wichtig für die vorliegende Arbeit ist es, dass Informa-
tionen kombiniert und entsprechend verschiedener Einflussfaktoren gewichtet werden. 
Dabei ist eine ausgeprägte Aufgabenspezifität und Individualität gegeben. Eine Diskrepanz 




 – Verfahren der Stereoskopie Anhang 4
Technologische Ansätze zur Kanaltrennung (Röder; Wikipedia): 
Zuallererst können die Bilder natürlich für rechtes und linkes Auge auf unterschiedlichen 
Displays oder Displaybereichen dargestellt werden. Dies entspricht dem Prinzip von Head-
Mounted-Displays (kurz HMDs) oder moderner VR-Brillen. Spezielle Optiken separieren 
dann die Teilbilder, vergrößern das Field of View (kurz FoV, Sichtfeld) und führen die Bil-
dinhalte dem jeweiligen Auge zu. Eine weitere sehr einfache Variante ist der Einsatz von 
Farbanaglyphen. Dabei werden die Teilbilder farbkodiert, überlagert und auf beliebigen 
Displays dargestellt. Die Trennung der Kanäle wird über eine Brille mit Farbfiltern reali-
siert. Nachteile sind die stark begrenzte Farbwahrnehmung und mangelnde Qualität der 
Kanaltrennung. Zudem gibt es weitere Verfahren, welche über spezielle Prismen in Brillen 
oder einen Interferenzfilter (Wellenlängenmultiplexing) eine Trennung der Teilbilder er-
reichen. Zusätzlich existieren autostereoskopische Displays, d.h. Verfahren, welche ohne 
weitere Hilfsmittel wie beispielweise Brillen auskommen. Die Kanaltrennung wird durch 
vor dem Display angebrachte Linsenraster oder Streifenmasken realisiert. Dies geschieht 





 – Module von RTT DELTAGEN Anhang 5
Nachfolgend eine detailliertere Vorstellung der einzelnen Module von RTT DELTAGEN: 
Über Scale werden in DELTAGEN einzelne Rechnerknoten zu einem gemeinsamen Re-
chencluster verbunden. Zusätzlich wird über Scale die Ausgabe der einzelnen Bildsegmen-
te konfiguriert. Ein sogenannter Masterrechner steuert eine bestimmte Anzahl von Render-
clients, welche wiederum ein oder mehrere Displaygeräte speisen. Dadurch lassen sich 
komplexe Mehrseitenprojektionen mit sehr hoher Berechnungsleistung realisieren.  
Das Modul Immersive ergänzt die High-End-Visualisierung von DELTAGEN um zentrale 
Tracking-Funktionen einer VR-Software. Dabei werden über einen universellen Geräte-
treiber der Firma Mechdyne unterschiedliche Trackinganbieter integriert. Über diese In-
tegration lässt sich das elementare Headtracking, also die Ausrichtung und Positionierung 
der Primärkamera entsprechend der Kopfposition und Blickrichtung des Nutzers, realisie-
ren. Zudem ist ein Referenzieren der Gesamtszene auf eine Sitzkiste oder beliebige Marker 
im Raum möglich. Natürlich können auch entsprechende Interaktionsgeräte, wie z. B. ein 
Flystick (siehe 0) angebunden werden. Auch lässt sich die Position und Orientierung belie-
biger Marker auf Szenenobjekte übertragen. Als Ergänzung dazu ist bereits das Handtra-
cking der Firma Advanced Realtime Tracking GmbH (kurz ART, siehe auch Kapitel 2.4.1) 
im Immersive Modul integriert.  
DELTAGEN verfügt über eine Programmierschnittstelle, ein sogenanntes Software Deve-
lopment Kit (kurz SDK). Das SDK ermöglicht die Entwicklung eigener Funktionalitäten in 
Form von Plug-ins, welche direkt in DELTAGEN lauffähig sind. Dafür wird ein objektori-
entierter Zugriff auf DELTAGEN -spezifische Elemente, wie die Szenenobjekte, Kamera, 
Materialbibliothek aber auch Animationen und Varianten bereitgestellt.  
Der Animation Network Editor (kurz ANE) ist eine GUI zur Verknüpfung von Initiatoren 
und Objekten mittels logischer Operatoren. Als Initiator können verschiedene Events wie 
ein Tastendruck oder das Schalten einer spezifischen Variante verwendet werden. Als ange-
steuerte Zielobjekte können unterschiedliche Basiselemente wie Animationen oder Varian-
ten verwendet werden. Selbst eine rudimentäre externe Kommunikation via TCP/IP kann 
über spezielle Elemente abgebildet werden. Dadurch lassen sich mit dem ANE durchaus 
komplexe Schaltungen im Rahmen interaktiver Anwendungsfälle realisieren. 
Der Variant Manager ermöglicht das Erstellen, Verwalten und Schalten von Varianten. 
Varianz kann dabei im Wesentlichen über Sichtbarkeit, Geometrie und Material der Objek-




Die Approach Detection ist eine rudimentäre Kol-
lisionsberechnung auf Basis einer Axis-Aligned-
Bounding-Box (kurz AABB), d. h. einer das Ob-
jekt umgebenden an den Hauptachsen ausgerichte-
ten Box. Dieses Verfahren ist leistungsfähig, aber 
bei nicht quaderförmiger oder bei nicht achsen-
ausgerichteter Geometrie relativ ungenau. Abbil-
dung A7.8 verdeutlicht das Prinzip der AABB. 
Die Collision Detection ist eine dynamische Kol-
lisionsberechnung beliebig geformter Objekte, welche auf der Physik-Engine Bullet (Quel-
le siehe Merz) beruht. Als Ausgabe für Kollision kann standardmäßig nur das Log-Window 
(Konsole) von DELTAGEN oder ein farbliches Highlight der kollidierten Objekte genutzt 
werden. Durch eine Kollaboration mit der RTT AG wurde die Funktionalität in Form eines 
Patches für DELTAGEN erweitert, sodass Kollisionsevents auch über das SDK verfügbar 
sind (Details siehe Merz (2012)). 
Abbildung A7.8: AABB (Drahtmodell) 





 – Trackingtechnologien Anhang 6
Die wichtigsten Technologien zum Tracking in VR-Systemen (vgl. Rumpke): 
• Optische Systeme: Kameras erfassen über Bildsensoren sogenannte Marker. Mit-
tels trigonometrischer Berechnung basierend auf den 2D-Bildern mehrerer Kameras 
wird die Position der Marker berechnet. Aus der Lage fest definierter Marker zuei-
nander (sogenanntes Target) kann die Orientierung des Targets bestimmt werden. 
Optische Systeme bieten sehr hohe Genauigkeit und gute Reichweite, allerdings ist 
eine direkte Sichtverbindung von mindestens zwei Kameras zum Marker notwen-
dig. 
• Elektromagnetische Systeme: Ortung anhand der Stärke eines elektromagneti-
schen Feldes. Diese Systeme sind anfällig gegenüber Störung durch metallische 
Gegenstände oder Geräte mit elektromagnetischer Strahlung. Es existieren Filter-
mechanismen, um diesen Effekt zu verringern, welche allerdings die Systemverzö-
gerung erhöhen. Die Genauigkeit nimmt stark mit zunehmender Entfernung zwi-
schen Sender und Empfänger ab, weshalb diese Systeme nur für kleine Reichweiten 
geeignet sind. 
• Ultraschallsysteme: akustische Ortung basierend auf der Schallausbreitung. Diese 
Systeme weisen eine ziemlich niedrige Updatefrequenz und Genauigkeit sowie ho-
he Störanfälligkeit durch Einflüsse von Temperatur, Luftfeuchtigkeit und –druck, 
Umgebungsgeräuschen oder schallbeeinflussenden Objekten auf. Darüber hinaus 
nimmt die Genauigkeit stark mit zunehmender Entfernung von Sender und Emp-
fänger ab. 
• Mechanische Systeme: Berechnung über Gelenksensoren einer kinematischen 
Kette. Diese Systeme sind sehr genau und weisen nur eine minimale Verzögerung 
mit hoher Unabhängigkeit gegenüber Umgebungseinflüssen auf (z. B. FaroArm 
(FARO Europe GmbH & Co. KG)). Allerdings sind die Einschränkung des Bewe-
gungsradius und die starke optische Verdeckung durch die Mechanik von Nachteil. 
• Inertialsysteme: Messung mittels Beschleunigungssensoren und Gyroskopen ba-
sierend auf der Massenträgheit. Die Systeme sind sehr robust gegenüber äußeren 
Störeinflüssen und benötigen keine direkte Sicht zwischen Sender und Empfänger. 
Allerdings existiert eine sogenannter Drift, welcher über die Messdauer kumuliert 
und zu relativ hohen Ungenauigkeiten führt und zweitweise eine Rekalibrierung er-
fordert. 
• Hybridsysteme, Kombination mehrerer Grundprinzipien zum Ausgleich der spezi-
fischen Nachteile bzw. Nutzung mehrerer individueller Systemvorteile. Nachteil ist 




 – IPQ zur Untersuchung der Präsenz Anhang 7
Tabelle A7.1: Deutsche IPQ Items 
Number IPQ item 
name 
German question German anchors 
12 G1 In der computererzeugten Welt hatte ich 
den Eindruck, dort gewesen zu sein... 
überhaupt nicht--sehr stark 
5 SP1 Ich hatte das Gefühl, daß die virtuelle 
Umgebung hinter mir weitergeht. 
trifft gar nicht zu- -trifft 
völlig zu 
6 SP2 Ich hatte das Gefühl, nur Bilder zu se-
hen. 
trifft gar nicht zu- -trifft 
völlig zu 
1 SP3 Ich hatte nicht das Gefühl, in dem virtu-
ellen Fahrzeug zu sein. 
hatte nicht das Gefühl--
hatte das Gefühl 
3 SP4 Ich hatte das Gefühl, in dem virtuellen 
Fahrzeug zu handeln statt etwas von 
außen zu bedienen. 
trifft gar nicht zu- -trifft 
völlig zu 
13 SP5 Ich fühlte mich im virtuellen Fahrzeug 
anwesend. 
trifft gar nicht zu- -trifft 
völlig zu 
7 INV1 Wie bewußt war Ihnen die reale Umge-




11 INV2 Meine reale Umgebung war mir nicht 
mehr bewußt. 
trifft gar nicht zu- -trifft 
völlig zu 
14 INV3 Ich achtete noch auf die reale Umge-
bung. 
trifft gar nicht zu- -trifft 
völlig zu 
8 INV4 Meine Aufmerksamkeit war von der 
virtuellen Welt völlig in Bann gezogen. 
trifft gar nicht zu- -trifft 
völlig zu 
4 REAL1 Wie real erschien Ihnen die virtuelle 
Umgebung? 
Vollkommen real-weder 




2 REAL2 Wie sehr glich Ihr Erleben des virtuel-




10 REAL3 Wie real erschien Ihnen das virtuelle 
Fahrzeug? 
wie eine vorgestellte Welt- -
nicht zu unterscheiden von 
der realen Welt 
9 REAL4 Das virtuelle Fahrzeug erschien mir 
wirklicher als das reale Fahrzeug. 
trifft gar nicht zu- -trifft 
völlig zu 
 
 
 
