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We present a two-state empirical valence bond (EVB) potential describing interactions between
sulphuric acid and water molecules and designed to model proton transfer between them within a
classical dynamical framework. The potential has been developed in order to study the properties
of molecular clusters of these species, which are thought to be relevant to atmospheric aerosol
nucleation. The particle swarm optimisation method has been used to fit the parameters of the
EVB model to density functional theory (DFT) calculations. Features of the parametrised model
and DFT data are compared and found to be in satisfactory agreement. In particular, it is found
that a single sulphuric acid molecule will donate a proton when clustered with four water molecules
at 300 K and that this threshold is temperature dependent.
I. INTRODUCTION
It has long been suspected that sulphuric acid plays
an important role in atmospheric particle nucleation as a
consequence of its affinity to water and its low volatility
[1], though ammonia and organic species, as well as ions,
are also likely to participate [2]. Considerable experi-
mental advances in characterising nucleation phenomena
in atmospherically relevant conditions, with particular
emphasis on sulphuric acid, have been reported in recent
years [3, 4]. The interpretation of such experimental data
in order to understand behaviour over wider conditions is
critically dependent on calculations of the free energies
of clusters of the nucleating species. Such thermody-
namic information is employed within a well-established
theoretical framework of cluster growth and decay to pre-
dict rates of formation of stable clusters [5, 6]. Although
further processes such as cluster coalescence or removal
also play a role in particle formation [7], this kinetic and
thermodynamic framework lies at the heart of our under-
standing of the phenomenon.
Cluster free energies, however, are not straightforward
to calculate. Simple models of cluster thermodynamic
properties have repeatedly been sought, but often such
approaches rely on an extrapolation of the properties of
larger droplets down to clusters consisting of only a few
molecules [8–10]. The prime example of such a model is
classical nucleation theory (CNT) [5, 11], based on the
capillarity approximation. Caution is necessary when us-
ing such models if they suggest that the nucleation rate
is sensitive to the properties of very small clusters, since
accuracy is not to be expected [12], though surprisingly
it is often observed.
More advanced models of molecular clusters can be
used, of course, though at greater cost in computational
effort. At the most fundamental level, molecular inter-
action models based on ab initio quantum mechanics are
available. Indeed, very detailed studies have been con-
ducted, even taking account of the quantum nature of
the lighter nuclei present [13, 14] in addition to that of
the electrons. In a structural study of the system that we
consider in this paper, for example, Kakizaki et al. [13]
concluded that nuclear zero point motion in clusters of
sulphuric acid and water at 250 K gives rise to noticeably
increased fluctuations and liquid-like behaviour. Sug-
awara et al. [14] studied the degree of hydration required
for the dissociation of the sulphuric acid molecule, at the
same level of theory [15]. Further evidence of small but
significant effects of zero point motion in similar clusters
was provided by Stinson et al. [16].
However, when computing free energies using ab initio
methods, the harmonic oscillator approximation is com-
monly employed, based on identifying the lowest energy
cluster configuration at zero temperature and estimating
the vibrational entropic contributions to the free energy
from a characterisation of the low temperature normal
mode spectrum. Such an approach is likely to be accurate
at temperatures where the cluster behaves as a vibrating
solid-like structural network, but would seem to be less
appropriate for liquid-like systems. A more general ap-
proach is then typically required, such as thermodynamic
integration [17] where the free energy of a system is com-
pared with that of a better understood reference system
at the same temperature, through performing a series of
canonical averages with interpolating Hamiltonians, of-
ten using Monte Carlo (MC) methods. Approaches based
on nonequilibrium molecular dynamics (MD) simulation
have also received attention [18, 19]. Methods of free en-
ergy computation are indeed rather numerous [20]. In
many systems of interest, however, ab initio energy cal-
culations are too expensive, and modelling necessarily
proceeds on a more coarse grained, classical level.
A number of classical schemes have been employed to
study clusters of sulphuric acid and water molecules. In
an early study Kusaka et al. [21] developed a grand
canonical MC model based on rigid molecules and con-
cluded that the clusters are highly non-spherical and that
bulk-like behaviour only emerges when there are at least
240 water molecules and 1− 3 molecules of sulphuric
acid, or its dissociation product bisulphate, in the cluster.
Later, Kathmann and Hale [22] presented a model based
on rigid water and sulphate molecules and a free Hδ+
ion, treated within an MC approach. Ding et al. [23] de-
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2veloped a flexible bonding model for sulphuric acid, bisul-
phate, hydronium and water species, which was employed
by Toivola et al. [24] to study a quasiplanar liquid-vapour
interface using clusters of 2000 molecules. Amongst other
matters, they found that when the sulphuric acid mole
fraction is less than 0.1, the acid molecules lie at the
cluster surface and that the cluster structure is strongly
dependent on the number of bisulphate ions present.
However, although mixtures of dissociated species were
studied by Toivola et al. [24], the dynamics of the trans-
fer of protons between species was not considered in the
model. It is important to note that a classical potential
suitable for free energy computations for clusters of sul-
phuric acid and water ought to be designed to describe
the transfer of a proton from the acid to a water molecule.
Without such a capability, it is not possible to allow pro-
ton transfer to take place naturally; instead, the degree
of dissociation would have to be fixed by hand in a given
simulation.
This brings us to the aim of this study, which is to de-
velop and parametrise a classical potential that does offer
this capability. Such a potential would allow us to test
the harmonic approximation in calculations of the free
energy in sulphuric acid/water clusters at relevant atmo-
spheric temperatures. Using a classical potential that
can describe the dynamics beyond structural vibrations
is a crucial requirement.
There are a few classical schemes available which al-
low reactions to occur. These include the Gaussian Ap-
proximation Potential (GAP) [25] where a potential en-
ergy surface is constructed by fitting a Gaussian basis set
to reference data following a Bayesian statistics proced-
ure; the ReaxFF approach [26] which uses the bond or-
der methodology; and the empirical valence bond (EVB)
model [27] based on a superposition of underlying clas-
sical states of the system.
The EVB methodology is attractive for use in the sul-
phuric acid/water system since, as we shall see, it is
based on classical potentials for each species plus mix-
ing terms, and is relatively straightforward to implement
into existing MC or MD schemes. The methodology was
introduced by Aqvist and Warshel [28] and is reviewed
by Kamerlin and Warshel [27]. It was first developed
in order to model proton transfer between hydronium
and water species. Schmitt and Voth [29] designed a
so-called multi-state EVB (MS-EVB) model for the sim-
ulation of systems of water molecules containing excess
protons. This work was further developed into the MS-
EVB2 [30] and the MS-EVB3 [31] models. Our strategy
is to use the MS-EVB3 model as a framework for con-
structing an EVB model for the sulphuric acid and water
system. As a simplification, we limit the multiplicity of
states to two (i.e. the proton may be attached either to a
bisulphate or to the nearest appropriate water molecule)
making it a two level EVB approach. Multiple poten-
tial proton transfers within the system are accommod-
ated by employing the self-consistent iterative MS-EVB
(SCI-MS-EVB) model, developed by Wang and Voth [32]
for water with excess protons. A recent summary of the
EVB model in the context of modelling proton transfer
in a water network is given by Knight and Voth [33].
We describe the basis of an EVB model in Section II.
Section III is an account of the specific elements of the
model developed here for sulphuric acid and water mix-
tures. A demonstration of the model is given in Section
IV and in Section V we summarise and discuss future
applications. The Appendix describes some technical as-
pects of the particle swarm optimisation (PSO) fitting
procedure used to parametrise the model against ab ini-
tio calculations at the DFT level of theory.
II. THE EVB METHOD
A. EVB overview
In an EVB model the potential energy of the reactive
system is constructed as an interpolation between energy
surfaces defined for specific choices of bonding pattern.
This is done in a fashion reminiscent of the quantum
mechanics of a multilevel system, though it should be
emphasised that the dynamics considered are entirely
classical. The system is represented mathematically as
a superposition of basis states, each representing a pos-
sible bonding pattern. For example, Figure 1 illustrates
two basis states of a system corresponding to the possib-
ility in this case that the central hydrogen atom can form
part of either a sulphuric acid molecule on the left or a
hydronium ion on the right.
Once the basis states of the system are specified, a
matrix H that resembles a Hamiltonian is constructed as
follows:
Hij = 〈i|H |j〉 , (1)
where 〈i|H |i〉 is the potential energy of the system ac-
cording to the bonding pattern defined by |i〉 and an as-
sociated classical potential. 〈i|H |j〉, where i 6= j, rep-
resents the coupling between basis states |i〉 and |j〉 re-
sponsible for mixing. In practice, 〈i|H |j〉 is specified by
an empirical function chosen to reproduce the behaviour
of a higher level theoretical model.
Once the H matrix has been constructed, the ei-
genvectors and eigenvalues are found. The eigenvector
|Ψ〉 = ∑i ci |i〉 with the lowest eigenvalue represents the
ground state of the system, with coefficients ci specify-
ing the appropriate superposition of the basis states. The
energy is given by E = cTHc and the forces can be com-
puted via the Hellmann-Feynman theorem
Fn = −〈Ψ| ∂H
∂xn
|Ψ〉 = −
∑
i,j
cicj
∂ 〈i|H |j〉
∂xn
, (2)
where xn and Fn indicate the position and the force,
respectively, for atom n.
3Figure 1. Illustration of two possible basis states of bonding for the same atomic configuration. State |1〉 is composed of a
sulphuric acid and a water molecule whereas state |2〉 contains bisulphate and hydronium ions. The EVB approach provides
an interpolation between the energy surfaces appropriate to each case.
B. The MS-EVB3 model of water systems with an
excess proton
The MS-EVB3 model [31] was originally designed for
simulating systems of water molecules with one excess
proton. The key process of interest is the mobility of the
excess proton across hydrogen bonds formed between wa-
ter and hydronium. Diagonal elements of the matrix H
are specified by a suitable potential for water and hy-
dronium bonding patterns. Off-diagonal components of
H are calculated in the following way:
〈i|H |j〉i6=j = (V ijconst + V ijex ) ·A(ROO,q), (3)
where ROO is the oxygen-oxygen distance in the hydro-
gen bond that includes the transferring proton, V ijconst is
a constant and V ijex is a representation of Coulombic in-
teractions between the H5O+2 Zundel cation consisting of
the hydronium and water between which the proton is
considered to be shared, and the remaining waters. It is
given by
V ijex =
7∑
m
NH2O−1∑
k
3∑
nk
qH2Onk q
ex
m
Rmnk
, (4)
where m is a label for the seven atoms in the Zundel
cation, k is a label for the remaining water molecules
(NH2O is the total number of water molecules in the sys-
tem) and nk labels the three constituent atoms of each
water molecule. qH2Onk are the partial charges for the con-
stituent atoms in the water molecule and qexm are partial
charges describing the Zundel cation. Rmnk is the dis-
tance between atoms labelled by m and nk.
The function A(ROO,q) has the form
A(ROO,q) = exp(−γq2) ·
{
1 + P exp
[−k(ROO −DOO)2]}
×{ 12 {1− tanh [β(ROO −R0OO)]}+
P ′ exp
[−α(ROO − r0OO)]} ,
(5)
Table I. Parameters specifying the off-diagonal matrix ele-
ments of the Hamiltonian used in the MS-EVB3 model of
water-hydronium transfer [31]; α, β and γ from [31], all oth-
ers from [29].
V ijconst -23.1871874 kcal/mol β 4.5 Å
−1
γ 1.85 Å−2 R0OO 3.1 Å
P 0.2327246 P ′ 10.8831327
k 9.562153 Å−2 α 15 Å−1
DOO 2.94 Å r0OO 1.8136426 Å
where γ, P , k, DOO, β, R0OO, P
′, α and r0OO are empirical
parameters (see Table I) and q = 12 (rO1+rO2)−rH where
rO1, rO2 and rH are the positions of the two oxygens and
hydrogen, respectively, that participate in the hydrogen
bond. The model is somewhat empirical in construction
but was designed to have a number of desirable features
[31].
C. The SCI-MS-EVB procedure
The EVB method has the capacity to model systems of
n > 1 hydroniums (excess protons) with water, but this
extension increases the size of H to order mn where m is
the size of the basis set for a single proton system. The
SCI-MS-EVB model was developed by Wang and Voth
[32] to improve the scaling of the procedure with respect
to n. This is achieved by treating the system as n single
excess protons in the presence of an environment with
a given state of bond mixing. Employing a single pro-
ton EVB methodology, the state of mixing of the entire
system is then given by a set of n eigenvectors each of
length m. The eigenvectors are corrected iteratively as
the effects of the other excess protons on the Hamilto-
nian matrix for each of the Zundel cations are taken into
account. Essentially, the environment affects how the
competing energy surfaces are specified. The problem of
analysing one matrix of order mn is hence reduced to
the consideration of n matrices of size m. The number
of iterations required to reach convergence in energy and
forces is typically small. We similarly use this procedure
for our system.
4III. EVB MODEL FOR SULPHURIC ACID AND
WATER
In the following subsections we describe in some detail
the construction of an EVB model for a system contain-
ing sulphuric acid, bisulphate, hydronium and water spe-
cies. It is a complex narrative, but a summary of the pro-
cedure is provided at the end in Subsection IIIG. In the
discussion a naming convention is used where the ground
state refers to the bonding pattern that has been identi-
fied as geometrically the most ‘natural’, based upon the
configuration of the atoms. Excited states are bonding
configurations that are identical to the ground state ex-
cept for the repositioning of one bond as a consequence of
a proton transfer. Therefore, it is possible to identify an
excited state based upon the ground state and the
two species involved in a proton transfer. The species
are then referred to as a donor (the molecule to which
the hydrogen atom is bonded in the ground state and
which can either be a sulphuric acid molecule or a hy-
dronium ion), and an acceptor (the molecule to which
the hydrogen atom is bonded in the excited state and
which can either be a bisulphate or a water). For clar-
ity, the terms neutral and ionised are used to identify the
state of the sulphur-bearing species (either as a neutral
sulphuric acid or an ionised bisulphate).
A. Basis set size
The basis set size m for each transferable proton was
chosen to be two, in order to keep the model as simple
as possible, in line with the SCI-MS-EVB approach im-
plemented for water and described in Section IIC. This
approach allows each donor and acceptor species in the
system to be involved in a maximum of one proton trans-
fer in a given configuration, but it is assumed that the
possibility that such a species might be involved in two
proton transfers simultaneously can be safely neglected.
The small basis set leads to occasional ambiguities con-
cerning which proton is considered to be shared but a
modification of the off-diagonal term specified in Eq. (5)
has been made to limit the impact of these issues and is
described in Section IIID 1.
Our focus here has been to develop the simplest pos-
sible scheme of the process of proton transfer between
sulphuric acid and water, and for ease of implementation
we have used a similar two-state model for the water net-
work. Larger basis sets have previously been employed in
studies of the water/hydronium system in order to cap-
ture effects such as the formation of highly correlated
structures such as the H9O4+ complex discussed in [33].
Our approach is less refined at present, but clearly a more
elaborate model of state mixing within the water network
could be implemented at a later stage alongside the two-
state model of acid/water mixing in order to capture the
finer details of proton transfer in the water sector. Our
principal focus has been to describe the reactive beha-
viour of sulphuric acid in clusters containing relatively
few water molecules.
B. Algorithms
A central part of the EVB methodology is the con-
struction of appropriate basis states of the system, which
is nontrivial as reactions can cause atoms to associate
with different molecules in the course of a simulation.
This section describes two algorithms which are applied
at every time step in order to identify the ground state
and excited states of the system by geometric arguments.
1. Ground state selector algorithm
An algorithm has been designed which constructs the
ground state from a list of atomic positions. For con-
venience, four molecular lists are defined and are denoted
by SA (sulphuric acid), BS (bisulphate), HY (hydronium)
and WA (water) and an assignment refers to the identifica-
tion of an atom as a constituent of a particular molecule.
The algorithm is performed in the following way:
1. The four oxygens closest to each sulphur atom are
identified. They are assigned to a sulphuric acid
molecule (along with the sulphur atom) and placed
in the SA list.
2. The remaining oxygen atoms are assigned to hy-
dronium ions and added to the HY list.
3. Minimum numbers of hydrogen atoms are assigned
to each molecular species. For each member of the
HY list the two hydrogen atoms closest to the asso-
ciated oxygen are identified and assigned to the list.
The same process is used to assign one hydrogen
to each member of the SA list.
4. The remaining hydrogen atoms are placed (in no
particular order) in a temporary list named H. The
closest oxygen to each of these hydrogens is iden-
tified and the hydrogen is assigned to the molecu-
lar species of which the oxygen is a constituent.
The oxygen cannot be part of a molecule which
has already accepted one of these remaining hydro-
gens and cannot be a member of the SA list that
was assigned a bond to a hydrogen atom in step 3.
If there is an attempt to assign a hydrogen where
the bond length is greater than 1.2Å then this as-
signment is rejected and the atom is moved to the
top of the H list. If the H list is rearranged at any
time, then step 4 is immediately restarted using the
modified H list. The hydrogens which went through
a rejected assignment are no longer subject to the
1.2Å constraint, but if the bond length is over 2Å
the hydrogen is again returned to the top of the H
list. If problems with assignment persist, then the
5Figure 2. The ground state selector algorithm. Image zero shows the positions of atoms, and in subsequent steps bonds are
inserted according to the procedure described in Section III B 1. Step three is shown in two parts; first, the attachment of two
hydrogen atoms to each oxygen and second, the attachment of one hydrogen atom to each sulphate.
algorithm is run with the bond length check turned
off. In practice, there is only need for these checks
in the circumstances of proton transfer events, in
which case the two state EVB mixing between the
states will ensure that the appropriate forces are
applied regardless of the assignment of the molecu-
lar species. This step is completed when all hydro-
gens in the H list have been assigned. The procedure
followed in this step was found to work smoothly
in trials of the model.
5. Any sulphuric acid molecule in the SA list for which
only one hydrogen atom has been assigned is moved
to the BS list. Similarly, any hydronium molecule
in the HY list that does not have three assigned
hydrogen atoms is moved to the WA list.
Figure 2 illustrates the steps of the algorithm as they are
performed on a system. At the end of the procedure, the
SA, BS, HY and WA lists represent the ground state of the
system.
2. Excited state identification algorithm
As stated earlier, an excited state is defined as a
change in the bonding assignment of one hydrogen in the
ground state of a given configuration. An algorithm
identifies the excited states in a system using the fol-
lowing steps:
1. The shortest distance between a hydrogen belong-
ing to a donor species, and an oxygen belonging to
an acceptor species is identified. The oxygen in a
bisulphate ion which has an attached hydrogen is
not considered here. If this distance is less than 2Å
then an excited state may be constructed where
the hydrogen is reassigned to the acceptor species.
2. Step 1 is repeated until either the shortest distance
identified is greater than 2Å in length or there are
1
2
3
Figure 3. A simultaneous consideration of three potential
proton transfer events. The groups labelled 1, 2 and 3 refer
to [hydronium/bisulphate], [sulphuric acid/water] and [hy-
dronium/water] proton transfer, respectively. One ground
state (the bonding pattern shown) and three excited
states (where the central hydrogen in each group is bonded
differently) have therefore been identified.
no further acceptor or donor molecules for which
it is possible to construct an O−H separation dis-
tance.
The ground state selector and the excited state iden-
tification algorithms produce one ground state and n
excited states where n is the number of potential pro-
ton transfer events in the configuration under consider-
ation. When n = 0 the system is in a non-reactive con-
figuration. In the configuration shown in Figure 3, there
are three groups where the bonding of a proton is unclear
(ringed), such that a ground state and three excited
states have been identified in this system.
6C. Diagonal terms
The potentials needed to specify the diagonal elements
of H are those developed by Loukonen et al. [34], and
the SPC/EF potential is used for the water molecules
[35]. The hydronium energy is represented by a set of
harmonic angle potentials and Morse bond potentials as
follows:
Vhyd =
1
2
3∑
i=1
kθ (θi − θ0)2 +
3∑
j=1
D
[
1− e−α(rj−r0)
]2
,
(6)
where i is summed over the three hydrogen-oxygen-
hydrogen angles and j over the three oxygen-hydrogen
bonds. The kθ and θ0 parameters are taken from
Loukonen et al. [34]. The Morse potential is similar
in form to the model used in Wu et al. [31], and em-
ploys the same value of D, but the α parameter has
been changed so that the second order Taylor expansion
around r0 matches the strength of the harmonic spring
used to represent the OH bond in Loukonen et al. [34],
namely α = 2.327Å−1. The use of a Morse potential
rather than a harmonic spring was found to improve the
match between our model of hydronium and that used in
the original MS-EVB3 model.
One of the diagonal terms is augmented by an energy
shift, ∆, to account for the difference in zero temperature
ground state energy between the sulphuric acid and wa-
ter bonding pattern and the bisulphate and hydronium
version. Ding et al. [23] calculated the value of this para-
meter to be 144.0 kcal/mol (602.5 kJ/mol), but for our
purposes it was considered to be a free parameter and is
fitted to higher level theory data.
D. Off-diagonal terms
The form chosen for the off-diagonal terms in the
Hamiltonian describing sulphuric acid-water proton
transfer is based upon the MS-EVB3 model (Eq. (5)),
with two modifications. These relate to the expression in-
volving the q parameter (Section IIID 1) and the method
for calculating V ijex (Section IIID 2).
1. The q dependence
There is a problem with using a limited basis set, espe-
cially when there are long-range off-diagonal terms in the
Hamiltonian matrix. If configurational evolution brings
about a change in identity of the species that might ac-
cept the proton from a given donor species, then the
replacement of one energy surface by another will bring
about an abrupt jump in energy that will need to be
damped out by the thermostat. However, we have de-
signed the two-state EVB scheme to avoid such jumps as
much as possible. Mixing between bonding patterns will
only come about when the proton in question occupies a
specific region between the donor and acceptor species.
Outside this region, the interactions revert to those of a
single pattern of bonding, and crucially, the energy sur-
face is continuous at the boundary of the region. This is
encoded in the specification of off-diagonal terms which
vanish for proton positions outside an ellipsoidal volume
centred on the mid-point between the donating and ac-
cepting oxygen atoms.
Specifically, the factor in Eq. (5) involving q becomes
exp(−γq2)→
{[
exp(−(γq20−1))−1
e−1
]
q20 ≤ γ−1
0 q20 > γ
−1 (7)
where q20 is related to q in the following way. The q
vector is expressed in a new orthogonal coordinate sys-
tem q′ in which the x-axis is parallel to rOO, where
rOO = rO1 − rO2 is the vector separation between oxy-
gens. The other two axes take arbitrary orientations. q20
is then defined as q20 = (q′x/τx)
2
+
(
q′y/τyz
)2
+ (q′z/τyz)
2
where the τx and τyz are unitless scaling factors repres-
enting semi-major axes of an ellipsoid with respect to
the x axis, and the y and z axes, respectively. In effect,
a hydrogen atom experiences mixed bonding within an
ellipsoidal volume between the two appropriate oxygen
atoms. We find that this eliminates occasional ambigu-
ities with regard to which oxygen pair is appropriate for
the mixed bonding experienced by a particular hydro-
gen, introducing discontinuities in the potential energy
landscape. The two variables τx and τyz are treated as
additional fitting parameters. The form of Eq. (7) en-
sures two features: the expression is equal to unity at
q20 = 0 and goes to zero on the surface of the ellipsoid
at q20 = γ−1, beyond which the off-diagonal term van-
ishes to enforce ordinary unmixed behaviour outside the
ellipsoid.
In principle, a jump in energy can still occur if ellips-
oidal mixing regions between two donor-acceptor pairs
come into overlap as a consequence of configurational
change. Such situations can occasionally arise during the
molecular dynamics, but we have restricted the regions of
mixing, through the parameters τx and τyz, specifically
to avoid this. For most of the time there is no ambiguity
in the choice of basis set to use for a configuration and
few occasions when a jump in energy occurs according to
our scheme. These jumps are unphysical, and a break-
age of NVE conditions, but are the price to pay for the
simplicity of the implementation.
2. Interpolated charges
The V ijex parameter in Eq. (4) is also modified since
the charges provided by the MS-EVB3 model for the cal-
culation of this term are specific to the Zundel cation
and do not transfer to a sulphuric acid and water model.
We recall that it represents external electrostatic inter-
actions for the group of atoms involved in the mixing
7of bonding patterns. Our approach is to interpolate the
charges of these atoms according to the ci coefficients of
the mixture. The procedure is as follows:
1. Initially the charges are assumed to be q = 12 (q
gs+
qes), where qgs and qes are the partial charges
for that atom according to the classical potential
provided, in accordance with whether the bonding
is identified as the ground state or the excited
state, respectively.
2. A self-consistent iteration is performed where q is
updated according to q = c2gsqgs + c2esqes where
cgs and ces are the eigenvector coefficients for the
ground state and excited state, respectively,
obtained from the two-level Hamiltonian describ-
ing the mixing.
This procedure is performed alongside a separate self-
consistent iterative process described in the next section,
the purpose of which is to allow consideration of multiple
proton transfers.
E. Multiple proton procedure
The modelling of systems undergoing multiple proton
transfers follows the SCI-MS-EVB procedure developed
by Wang and Voth [32]. Figure 3 shows a system where
this extension is required as it has three excited states
available. The starting point in this procedure is to
neglect overlap between two different excited states (i.e.
〈i|H |j〉 = 0 where i and j represent two different ex-
cited states). This allows for the reduction of the EVB
Hamiltonian matrix of the system, which is of order nncd ,
to nd matrices of order nc where nd is the number of
donor molecules being considered and nc is the number
basis states considered per donor molecule. An iterative
procedure is then used to correct these matrices for the
〈i|H |j〉 contributions. The method can be described as
follows:
1. We determine the eigenvector for each 2 × 2 mat-
rix H corresponding to the ground state and an
excited state. For clarity, n is used as a la-
bel such that cn and Hn are defined for the nth
excited state. In addition, n is used to label
the donor and acceptor species that define the
excited state.
2. Each Hn is then corrected for the effect of excited
state m where m 6= n. This is performed
by updating the intermolecular energy contribu-
tions to the diagonal terms in Hn, i.e. Egsinter →(
c2gsE
gs
inter + c
2
esE
es
inter
)
where c2gs and c2es are the
squared coefficients of the cm eigenvector repres-
enting the associated ground state and excited
state. Egsinter and E
es
inter are the intermolecu-
lar energy contributions resulting from interac-
tions between the acceptor/donor pair n and the
acceptor/donor pair m in the ground state and
excited state of m respectively. The expression
V ijex in the off-diagonal term is updated in the same
fashion; this includes recalculating the charges q ac-
cording to the procedure in Section IIID 2. The cn
values are then recalculated. This allows the coef-
ficients cn for the acceptor/donor pair n to be
corrected for the intermolecular interactions arising
from acceptor/donor pair m. This step is re-
peated until each cn vector has been corrected for
each acceptor/donor pair m (where m 6= n).
3. Step 2 is repeated until all cn eigenvectors have
converged. This is tested by defining Csum =∑
n(c
old
n −cnewn )2 where coldn and cnewn are the (nor-
malised) cn eigenvectors calculated before and after
step 2 is performed. The system is considered to
be converged when Csum < 10−5, or when step 2
has been cycled 10 times. In practice only a few
iterations are required.
F. Energy and force calculation
Once the self-consistency iterations have been per-
formed, the energy of the system can be computed in
the same fashion as in the SCI-MS-EVB method. Eq.
(13) in reference [32] gives a deconstruction of the total
energy of a system containing two excess protons in the
form
Etotal = EAA + EBB + EAB + EAR + EBR + ERR, (8)
where Etotal refers to the total energy of a system ac-
cording to the EVB method. A and B refer to sep-
arate acceptor/donor pairs (see Figure 1 in reference
[32]). EAA and EBB refer to the independent energy
contributions of the acceptor/donor pairs and includes
their off-diagonal contributions. EAB describes the en-
ergy contribution due to interactions between A and
B. R refers to the rest of the system, and there are
three further contributions due to interactions between
A and R, B and R and the independent energy con-
tribution of R, referred to as EAR, EBR and ERR re-
spectively. Eq. (8) can be generalised to Etotal =
ERR +
∑
n
(
Enn + EnR +
∑
m 6=nEnm
)
where n and m
refer to the identified donor/acceptor pairs. Once
Etotal has been constructed it simply remains to apply
the Hellmann-Feynman theorem to determine the force
acting upon each atom within the system.
G. Model overview
In summary, the model is an algorithm consisting of
the following series of steps:
81. Construct a ground state from a set of atomic
positions (Section III B 1).
2. Identify the excited states (Section III B 2).
3. Calculate the on-diagonal and off-diagonal terms of
the 2× 2 matrix H for each excited state (Sec-
tions III C and IIID 1).
4. Optimise the ci vectors for each excited state
by performing a self-consistent iterative proced-
ure which revises the off-diagonal terms and al-
lows multiple proton transfers to be accommodated
(Sections IIID 2 and III E).
5. Calculate the energy of the system and the forces
acting upon each atom (Section III F).
Once the parameters of the model have been selected,
the procedure can be implemented in a classical mo-
lecular dynamics code, and we have done this using the
DL_POLY 4.03 package [36].
IV. RESULTS
We have parametrised the EVB model against refer-
ence configurational energies calculated from a DFT ap-
proach using a particle swarm optimisation (PSO) fitting
scheme, the details of which are described in the Ap-
pendix. We focus in this section on investigating various
features of the parametrised model.
Figure 4 shows the potential energy of a sulphuric
acid/water system as a function of the position of a trans-
ferring hydrogen atom, comparing the performance of
the EVB model with a set of reference data. It is im-
portant to recognise that the EVB scheme does not op-
erate for hydrogen positions beyond a distance ±0.3Å
in the rOO direction starting from 12 (rO1 + rO2), the
mid-point between the oxygens atoms involved in the hy-
drogen bond, and so energies at hydrogen positions la-
belled ±0.4Å in the rOO direction are for unmixed bond-
ing and are not affected by the EVB parametrisation
scheme. The comparison demonstrates an overall cor-
respondence between the EVB model and the DFT res-
ults. The scheme is limited in that it is only active for
hydrogen positions lying in an ellipsoidal spatial region
around the mid-point between the oxygens, that it only
represents two possible bonding states per proton and
that ultimately it is underpinned by a classical potential
fit to the reference data and an empirical form for the
off-diagonal term. Nevertheless, the EVB model seems
to capture the shape of the energy surface experienced
by the hydrogen atom.
Next, we demonstrate how the propensity for proton
transfer from an acid molecule is affected by the extent
of the surrounding water network. Figure 5 tracks the
population of water molecules in various simulations of
[H2SO4] + [H2O]n with n = 2− 4, over a time period of
Figure 4. Sets of positions of a hydrogen atom in spatial
regions of mixed bonding (a), together with corresponding
contour plots of the potential energy in units of eV (b), for
the I-n configuration (labelled according to reference [37]) of
a sulphuric acid and a water molecule. The centre of the con-
tour plots lies at the mid-point between the two participating
oxygens and the labels 1, 2 and 3 in (b) refer to the arrays
of points shown in (a). The cyan, red and green spheres in
(a) match the equivalent top left, top right and the bottom
right of each plot in (b), respectively. The energy when the
hydrogen is at position (−0.4Å,−0.4Å,−0.4Å) relative to the
mid-point is set to a reference point of zero for both the DFT
and EVB calculations.
1 ns after a 20 ps equilibration period. The simula-
tions employed a Langevin thermostat with target tem-
peratures of 300 K or 200 K using a modified version of
the DL_POLY 4.03 program [36]. There was no con-
straint on the centre of mass motion or the rotation of
the clusters. The results show that at 300 K there is
very little propensity for the proton to transfer to the
closest water and remain there more than momentarily
in the n = 2 and n = 3 cases. The hydrogen bond rarely
9Figure 5. Evolution in the population of water mo-
lecules in simulations starting with the values in-
dicated above each frame. A decrease of one in
the water population indicates an ionisation event
[H2SO4] + [H2O]n → [HSO4]− + [H3O]+ + [H2O]n−1, and
an increase by one refers to the reverse of this reaction.
The simulations were performed at 200 K (top) and 300 K
(bottom).
fluctuates to such an extent that the ground state config-
uration consists of a bisulphate/hydronium rather than
the sulphuric acid/water bonding pattern. However, for
the n = 4 case, the system spends the majority of its time
in the dissociated state. Proton transfers are more fre-
quent and quasistable. When the n = 4 simulation is run
at 200 K, however, we see that it remains undissociated
for a longer period of time suggesting that the dissoci-
ated state is less stable at lower temperature, which is
to be expected. These conclusions are in agreement with
work performed at zero temperature using a higher level
of theory [15, 37, 38], according to which the first dis-
sociation event of a sulphuric acid molecule occurs when
hydrated by between 3 and 6 water molecules.
When running the EVB model at 300 K we ob-
serve changes in configuration that involve intermolecular
bond making and breaking, characteristic of the expected
liquid-like nature of the system at relatively high temper-
atures. We also observe the Grotthuss mechanism where
protons shuffle around the water network [39].
V. CONCLUSIONS
A two-state EVB model for the sulphuric acid, bisul-
phate, hydronium and water system has been presen-
ted, which is based upon the MS-EVB3 and SCI-MS-
EVB models developed for hydronium/water alone [29,
30]. The approach essentially provides an interpolation
between two energy surfaces corresponding to the choices
of bonding pattern available to a proton in a particu-
lar spatial region between a bisulphate and a water. It
involves a Hamiltonian represented in a basis of bond-
ing patterns, with diagonal terms based on classical force
fields, and off-diagonal terms constructed empirically and
fitted to higher level calculations.
The limitation of the basis to two states implies that
the model does not match the state of the art in the de-
scription of protonated water systems [33] but it provides
the simplest scheme for representing proton transfer
between sulphuric acid and water species, the focus of our
attention here and a new application of the EVB frame-
work. An extension to include more elaborate basis sets
would be possible.
The parametrisation of the off-diagonal terms has been
performed using the particle swarm optimisation (PSO)
technique, with reference to DFT data for specific cases
of sulphuric acid/water proton transfer events. The res-
ulting scheme has been integrated into a modified ver-
sion of the DL_POLY 4.03 MD code [36]. A quantit-
ative comparison of the potential energy surface for the
transferring proton within a geometry-optimised static
configuration of one sulphuric acid and one water mo-
lecule gives good agreement. The level of hydration re-
quired for the first ionisation or dissociation of a single
sulphuric acid molecule at 300 K has been investigated,
revealing that a system with four water molecules is best
described by a complex mixture between neutral and ion-
ised bonding. At 200 K the four water case remains pre-
dominantly neutral, indicating that an increase in tem-
perature promotes proton transfer, as would be expected.
In highly hydrated structures, the proton becomes very
mobile within the water network.
The main motivation for developing this model is to
provide a tool for the fast simulation of cluster struc-
tures. The key performance details are as follows. The
run time for a 1 ns simulation with six water molecules
and one acid is 430 seconds on one Intel Core i5-460M
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processor and it is, therefore, easily possible to gener-
ate trajectories several tens of nanoseconds in length for
quite substantial systems using this model. The para-
metrisation procedure and tests we have reported give us
confidence that the physics of proton transfer has been
well captured by the scheme. Our computationally in-
expensive method is suitable for performing calculations
of the thermodynamic properties of clusters of water and
sulphuric acid molecules at a range of temperatures rel-
evant to the atmosphere. We shall report these results in
future publications.
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Appendix A: Parameter fitting procedure
The original MS-EVB3 model was parametrised to de-
scribe hydronium/water proton transfers [31]. We chose
to employ slightly different classical force fields for the
water molecule and hydronium ion, requiring us to re-
visit this parametrisation. The SPC/EF potential was
employed for water (see Loukonen et al. [34]) as well as a
modified version of the Morse potential in the MS-EVB3
model (see III C). Three parameters in the MS-EVB3 off-
diagonal term for hydronium/water were refitted: these
were R0OO = 2.7Å, P = 0.4 and DOO = 2.65Å and for
this system we use τx = τyz = 0.3.
Two further proton transfer reactions are possible
in the system under consideration, namely sulphuric
acid/water and sulphuric acid/bisulphate but we disreg-
ard the latter as it is likely to be rare. We parametrised
the new off-diagonal terms for sulphuric acid/water EVB
mixing using the particle swarm optimisation (PSO)
scheme [40, 41]. This technique has been employed in a
variety of areas (reviewed in reference [42]) and we con-
sider it to be sufficiently powerful for use in potential
fitting as well.
The PSO method is used to perform a force matching
parametrisation against DFT data. It employs a swarm
of ‘particles’, each representing a choice of a set of para-
meters {α}. The goodness of fit is assessed using a func-
tion, f , defined as
f({α}) =
∑
(Fref − Fmodel({α}))2 , (A1)
where Fref denotes the reference forces for an atomic con-
figuration, and Fmodel({α}) represents the model forces
for the same configuration, given parameters {α}. The
square deviations are summed over a series of configur-
ations to provide a global assessment of the fit between
model and reference data.
The particles are allowed to explore parameter space
according to a simple set of evolution equations for each
parameter as described by Shi and Eberhart [43]:
vit+1 = ωv
i
t + ϕ1β1(pi − xit) + ϕ2β2(pg − xit)
xit+1 = x
i
t + v
i
t+1
(A2)
where xit and vit represent the ‘position’ and ‘velocity’,
respectively, of particle i at iteration t. The terms pro-
portional to ϕ1 and ϕ2 are ‘forces’ designed to guide the
Figure 6. Snapshot from a four ‘particle’ PSO procedure to
optimise two parameters of a model. The darker shaded re-
gions of parameter space represent a poor fit between model
and data, while lighter shades represent a good fit (as determ-
ined by Eq. (A1)). The particles follow trajectories through
parameter space influenced by ‘forces’ directed towards indi-
vidual (pi) and collective (pg) best fit positions. The strength
of the forces is influenced by noise introduced into the swarm
through variables β1 and β2.
particle towards the positions in parameter space repres-
enting the previously found best fit parameter sets ob-
tained locally by the particle in question (pi) and glob-
ally by the entire swarm (pg). β1 and β2 are uniformly
distributed random numbers in the range 0 ≤ β1,2 ≤ 1
designed to introduce stochasticity into the search. The
values of ϕ1 and ϕ2 represent the relative importance
that is given to the local and global best fits. The ω
parameter is introduced to allow a further flexibility in
the algorithm, to be described later. Figure 6 illustrates
the evolution of a four particle swarm as it explores a two
dimensional parameter space in search of a minimum in
the fitting function.
The PSO approach requires data to which the model is
to be fitted and also a numerical implementation specify-
ing the number of particles in the swarm and the number
of independent searches performed, amongst other mat-
ters.
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Figure 7. The grid of hydrogen positions in configuration
I-n (in the terminology of reference [37]) used to generate
reference force data for the PSO fitting procedure.
1. Reference data
The data against which the EVB model has been fit-
ted was obtained using density functional theory (DFT)
based on the PBE [44] functional with a plane wave basis
set, a 550 eV cut off and a 15 Å box. The CASTEP 5.5
code [45] was used to determine forces on atoms in a
given set of configurations. The configurations used in
the dataset comprised:
1. Two molecular dynamics runs for trihydrated and
tetrahydrated single sulphuric acid molecules in
configurations described as Config H and SAQH in
Stinson et al. [16].
2. A number of relaxed configurations designated I-n,
II-n-a, III-n-a, III-n-b and III-i-a according to Re
et al. [37]. For each of these structures a proton
was selected for transfer between a sulphuric acid
and a water molecule. This proton was positioned
on a grid of points in a cube centred at the mid-
point between the oxygens, 12 (rO1 + rO2), with one
axis of the cube parallel to the rOO vector, and the
other two axes orthogonal but arbitrary in direc-
tion. Grid points were separated by 0.2Å giving a
total of 125 points per cube. Figure 7 illustrates
the grid of points for the I-n configuration. For
each grid point an energy and force calculation was
performed.
From this reference dataset, 400 configurations were ran-
domly selected for use in the PSO procedure.
2. Implementation of the PSO method
The PSO method was run 200 times using a swarm of
50 particles which was chosen as a compromise between
computational expense and statistical noise. Each simu-
lation was performed for 50 steps which was found to be
sufficient for the parameters to have converged. During
the simulation, the value of ω in Eq. (A2) was linearly
scaled from 0.9 down to 0.4 as suggested by Banks et al.
[40, 41]. ϕ1 and ϕ2 were both set equal to two.
Table II. Table of EVB parameters which were fitted using the
PSO method. The ‘Range’ considered for each parameter is
shown. During each PSO simulation the maximum permitted
velocity of parameter change was linearly scaled from max to
min values in each case. Units are as given in Table I, with
τyz dimensionless and ∆ in kcal/mol.
Param. Range (max) Range (min) Vel. (max) Vel. (min) Fit
V ijconst 0.0 -100.0 10.0 0.2 -72.20998
P 1.0 0.01 0.1 0.002 0.50743
k 30.0 1.0 3.0 0.06 15.64862
DOO 8.0 0.1 0.8 0.016 4.18888
β 8.0 0.1 0.8 0.016 2.37963
R0OO 8.0 0.1 0.8 0.008 2.46345
P ′ 30.0 1.0 3.0 0.06 15.41834
α 30.0 5.0 3.0 0.06 17.42592
τyz 15.0 0.5 1.5 0.03 11.55606
∆ 800.0 400.0 20.0 0.05 558.40454
There are ten parameters of the model to be optimised,
and details of the range searched for each parameter are
given in Table II. Three parameters were not treated in
this way. r0OO was set to zero as it was noted to be re-
dundant. The parameter γ was set to the value used in
the MS-EVB3 model (see Table I). The parameter τx was
chosen to be 0.3. The EVB model parameters were taken
to be the averages of the parameter sets {pg} obtained
from the 200 runs; this was seen as a fair compromise
between computational expense and accuracy. The res-
ulting optimised values are given in Table II.
