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AN OPERATOR APPROACH TO MULTIPOINT PADE´
APPROXIMATIONS
MAXIM S. DEREVYAGIN AND ALEXEI S. ZHEDANOV
Abstract. First, an abstract scheme of constructing biorthogonal rational
systems related to some interpolation problems is proposed. We also present
a modification of the famous step-by-step process of solving the Nevanlinna-
Pick problems for Nevanlinna functions. The process in question gives rise
to three-term recurrence relations with coefficients depending on the spectral
parameter. These relations can be rewritten in the matrix form by means of
two Jacobi matrices. As a result, a convergence theorem for multipoint Pade´
approximants to Nevanlinna functions is proved.
1. Introduction
Moment problems as well as interpolation problems arise in a wide range of
mathematical and physical sciences (see [1], [5], [21]). The classical power moment
problem can be formulated as follows.
The Hamburger moment problem. Given is a sequence {cj}
∞
j=0 of real num-
bers. Find a positive Borel measure dσ on R such that
cj =
∫
R
tjdσ(t), j = 0, 1, . . . .
In a view of the Hamburger-Nevanlinna theorem (see [1]), the moment problem
is equivalent to the problem of finding the Nevanlinna function ϕ(λ)
(
=
∫
R
dσ(t)
t−λ
)
having the following asymptotic expansions
ϕ(λ) = −
c0
λ
−
c1
λ2
− · · · −
c2n
λ2n+1
+ o
(
1
λ2n+1
)
(λ = iy, y → +∞)
for all n ∈ Z+ := N∪ {0}. The latter problem can be solved by means of the Schur
algorithm. This algorithm leads to the J-fraction
(1.1) −
1
λ− a0 −
b20
λ− a1 −
b21
. . .
,
where aj are real numbers, bj are positive numbers [1] (see also [14]). Recall that the
theory of J-fractions is also related to the Pade´ approximation theory and the theory
of orthogonal polynomials. Under some natural conditions it is possible to say that
all these theories (J-fractions, Pade´ approximation and orthogonal polynomials) are
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equivalent to one another. On the other hand, the J-fraction (1.1) generates the
following infinite Jacobi matrix
J =

a0 b0
b0 a1 b1
b1 a2
. . .
. . .
. . .

In fact, the Jacobi matrix J is a key tool for analyzing the moment problem as
well as the Nevanlinna function ϕ via operator methods. For example, using Jacobi
matrices techniques one can prove convergence results for Pade´ approximants to
Nevanlinna functions (see, for instance, [5], [27]; see also [11] where generalized Ja-
cobi matrices associated to indefinite moment problems for generalized Nevanlinna
functions are considered).
The main goal of the present paper is to generalize the above-described scheme
to the case of Nevanlinna-Pick problems in the class of Nevanlinna functions. Our
approach is based on the relations between the theory of multipoint Pade´ approxi-
mants (Pade´ interpolants), the theory of biorthogonal rational functions, and gen-
eralized eigenvalue problem for two Jacobi matrices [31], [28], [29], [32].
In theory of biorthogonal rational functions the so-called continued fractions of
RII type appear. These continued fractions were introduced and studied by Ismail
and Masson [17]. Nevertheless, note that continued fractions of the same type were
considered earlier in problems connected with rational interpolation problems (see,
e.g. [30], [10]). It appears that the continued fractions of the RII type are closely
connected with the diagonal Pade´ interpolation problem from one side and with
the theory of generalized eigenvalue problem for two Jacobi matrices on the other
side [31]. In turn, both problem are equivalent (under some natural conditions) to
theory of the biorthogonal rational functions (BRF) [29], [32]. Note that theory of
orthogonal rational functions studied and developed in [9] can be considered as a
special case of theory of BRF (for details see, e.g. [32]).
2. Pade´ interpolation and biorthogonality
In this section we present basic facts concerning Pade´ interpolation and corre-
sponding biorthogonal rational functions. We follow mostly [31], [32] but some of
the result appear to be new.
Let monic polynomials Pn(z) = z
n + O(zn−1) satisfy the RII type recurrence
relation
(2.1) Pn+1(z) + (αnz + βn)Pn(z) + rn(z − an)(z − bn)Pn−1(z) = 0
with initial conditions
P0 = 1, P1 = z − β0
Monic property of the polynomials Pn(z) assumes the restriction upon the recur-
rence coefficients
(2.2) α0 = −1, αn + rn + 1 = 0, n = 1, 2, . . .
In what follows we will assume that rn 6= 0, n = 1, 2, . . . (nondegeneracy).
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Introduce the polynomials
A0 = B0 = 1, An(z) =
n∏
k=1
(z − ak), Bn(z) =
n∏
k=1
(z − bk)
As shown by Ismail and Masson [17] there exists a linear functional σ defined
on all rational functions (without a polynomial part) with the prescribed poles
a1, b1, a2, b2, . . . by the moments
(2.3) cnm = σ
{ 1
An(z)Bm(z)
}
, n,m = 0, 1, 2, . . .
such that the orthogonality relation
(2.4) σ
{ Pn(z)qj(z)
An(z)Bn(z)
}
= 0, j = 0, 1, . . . , n− 1,
holds, where qj(z) is any polynomial of degree not exceeding j and
σ
{ Pn(z)zn
An(z)Bn(z)
}
= κn 6= 0
The normalization coefficients κn satisfy the recurrence relation [17]
(2.5) κn+1 + αnκn + rnκn−1 = 0
It is important to note that, in contrast to the case of the ordinary orthogonal
polynomials, we can take two first coefficients κ0, κ1 as arbitrary parameters. Then
all further coefficients κ2, κ3, . . . are determined uniquely through (2.5).
Note also that if for some n = n0 > 1 we have κn0 = κn0−1 then from (2.5) and
(2.2) it follows that κn0+1 = κn0 = κn0−1 and hence we then have κn = κn0 for all
n ≥ n0 − 1. Moreover, we also have from (2.5)
rn0−1(κn0−1 − κn0−2) = 0
Due to our assumption rn 6= 0 we have κn0−2 = κn0−1 = κn0 . Repeating this
process we arrive at condition
(2.6) κ1 = κ0.
We thus have
Proposition 2.1. Condition κn0 = κn0−1 for some n0 > 1 is equivalent to the
condition κ0 = κ1. In this case we have κn ≡ const for all n = 0, 1, 2, . . .
This case will be considered as a degeneration and in what follows we will assume
that κ1 6= κ0. Then from this proposition it follows κn 6= κn−1 for n = 2, 3, . . . .
Moreover we will assume that κn 6= 0 for all n = 0, 1, 2, . . . .
Introduce the rational functions [31]
(2.7) R(1)n (z) =
Pn(z)
An(z)
, R(2)n (z) =
Pn(z)
Bn(z)
It is assumed that zeroes of polynomials Pn(z) do not coincide with points ai, bj,
so rational functions R
(1)
n (z) and R
(2)
n (z) have the [n/n] type. Rational functions
Rn(z)
(1) have prescribed poles a1, a2, . . . , an and rational functions R
(2)
n (z) have
prescribed poles b1, b2, . . . , bn.
These functions satisfy obvious recurrence relations
(2.8) (z − an+1)R
(1)
n+1(z) + (αnz + βn)R
(1)
n (z) + rn(z − bn)R
(1)
n−1(z) = 0
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and
(2.9) (z − bn+1)R
(2)
n+1(z) + (αnz + βn)R
(2)
n (z) + rn(z − an)R
(2)
n−1(z) = 0
On the other hand, these recurrence relations can be rewritten in terms of the
generalized eigenvalue problem (GEVP) [31]
J1 ~R
(1) = zJ2 ~R
(1)
and
J3 ~R
(2) = zJ2 ~R
(2)
where ~R(1) is an infinite-dimensional vector with components {R
(1)
0 , R
(1)
1 , . . . } (as
well as ~R(2)) and J1, J2, J3 are 3-diagonal (Jacobi) matrices which entries are ob-
vious from the above recurrence relations for R
(1)
n , R
(2)
n . As was shown in [31] the
GEVP leads naturally to theory of biorthogonal rational functions associated with
the polynomials Pn(z) of the RII -type. Here we propose a more simple scheme of
construction of the pair of biorthogonal rational functions.
Introduce the rational functions Un(z) and Vn(z) by the formulas:
(2.10) Un(z) = R
(1)
n (z)− ξnR
(1)
n−1(z), Vn(z) = R
(2)
n (z)− ξnR
(2)
n−1(z)
where ξn = κn/κn−1 (it assumed that ξ0 = 0 so that U0 = V0 = 1). Clearly, the
rational functions Un(z) have the poles a1, a2, . . . , an and the rational functions
Vn(z) have the poles b1, b2, . . . , bn.
We have
Theorem 2.2. The rational functions (2.10) form a biorthogonal system with re-
spect to the functional σ:
(2.11) σ
{
Un(z)Vm(z)
}
= hn δnm, n,m = 0, 1, . . .
where the normalization coefficients are
hn =
κn
κn−1
(κn−1 − κn)
The proof of this theorem is direct by using orthogonality relations (2.4).
Note that the normalization coefficient is nonzero hn 6= 0 due to our assumptions
on nondegeneracy κ0 6= κ1 and κn 6= 0.
We can give an equivalent definition of the functions Un(z) and Vn(z) using the
determinant expressions:
Un(z) =
Pn(an)
∆n
∣∣∣∣∣∣∣∣∣∣
c00 c10 . . . cn,0
c01 c11 . . . cn,1
. . . . . . . . . . . .
c0,n−1 c1,n−1 . . . cn,n−1
1 A−11 (z) . . . A
−1
n (z)
∣∣∣∣∣∣∣∣∣∣
,(2.12)
Vn(z) =
Pn(bn)
∆n
∣∣∣∣∣∣∣∣∣∣
c00 c01 . . . c0,n
c10 c11 . . . c1,n
. . . . . . . . . . . .
cn−1,0 cn−1,1 . . . cn−1,n
1 B−11 (z) . . . B
−1
n (z)
∣∣∣∣∣∣∣∣∣∣
,(2.13)
AN OPERATOR APPROACH TO MULTIPOINT PADE´ APPROXIMATIONS 5
where
∆n =
∣∣∣∣∣∣∣∣
c00 c01 . . . c0,n−1
c10 c11 . . . c1,n−1
. . . . . . . . . . . .
cn−1,0 cn−1,1 . . . cn−1,n−1
∣∣∣∣∣∣∣∣ ,(2.14)
(It is assumed that ∆0 = 1). In what follows we will assume that
∆n 6= 0, n = 1, 2, 3, . . .
(this is another nondegeneracy condition).
Formulas (2.12), (2.13) follow directly from definition of moments (2.3). In order
to obtain appropriate coefficients in front of determinantal expressions (2.12), (2.13)
we can present expression for the rational function Un(z) in the following form
Un(z) =
n∑
k=0
γnk
Ak(z)
The leading term in this sum is
γnn = Un(z)An(z) |z=an
On the other hand we have from the explicit expression (2.10)
Un(z)An(z) |z=an = Pn(an)
whence we obtain the factor Pn(an)∆n in front of determinant of the formula (2.12).
Similarly we obtain the factor Pn(bn)∆n in front of determinant of the formula (2.13).
Note also that from the determinantal formulas (2.12), (2.13) it follows directly
that
σ
{
Un(z)Vm(z)
}
=
∆n+1
∆n
Pn(an)Pn(bn) δnm
Comparing with (2.11) we obtain an interesting relation
(2.15) Pn(an)Pn(bn) =
∆n
∆n+1
κn(1− κn/κn−1)
From this relation it follows that condition
(2.16) Pn(an)Pn(bn) 6= 0
guarantees nondegeneracy conditions κn 6= 0, κn 6= κn−1 and ∆n 6= 0. Thus we
will assume that condition (2.16) holds. It is instructive to consider what happens
when condition (2.16) doesn’t hold. Assume e.g. that Pn(an) = 0 for some n.
Then the rational function R
(1)
n (z) = Pn(z)/An(z) has the order [n− 1/n− 1], i.e.
it has poles a1, a2, . . . , an−1. Corresponding rational function Un(z) constructed by
(2.10) will also have poles a1, a2, . . . , an−1 which means a degeneration (absence of
the pole an).
We can present rational functions Un(z) and Vn(z) in the form
(2.17) Un(z) =
Sn(z)
(1− ξn)An(z)
, Vn(z) =
Tn(z)
(1 − ξn)Bn(z)
,
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where Sn(z) = z
n + O(zn−1) and Tn(z) = z
n +O(zn−1) are monic polynomials of
degree n. Polynomials Sn(z), Tn(z) are expressed in terms of polynomials Pn(z):
(2.18)
Sn(z) =
Pn(z)− ξn(z − an)Pn−1(z)
1− ξn
, Tn(z) =
Pn(z)− ξn(z − bn)Pn−1(z)
1− ξn
Moreover S0 = T0 = 1.
We have
Proposition 2.3. Polynomials Sn(z), Tn(z) satisfy a system of first-order recur-
rence relations
Sn+1(z) = ν
(1)
n (z − bn)Sn(z) + ν
(2)
n (z − an)Tn(z)
Tn+1(z) = ν
(3)
n (z − bn)Sn(z) + ν
(4)
n (z − an)Tn(z), n = 1, 2, . . .(2.19)
where
ν(1)n =
ξnβn − ξnξn+1an+1 − rnan
rn(bn − an)
ν(2)n =
ξnβn − ξnξn+1an+1 − rnbn
rn(an − bn)
ν(3)n =
ξnβn − ξnξn+1bn+1 − rnan
rn(bn − an)
ν(4)n =
ξnβn − ξnξn+1bn+1 − rnbn
rn(an − bn)
Note that ν
(1)
n +ν
(2)
n = ν
(3)
n +ν
(4)
n = 1 which is necessary for polynomials Sn+1(z), Tn+1(z)
to be monic.
Proof. It is sufficient to write down
(2.20) Un+1(z) =
Pn+1(z)
An+1(z)
− ξn+1
Pn(z)
An(z)
=
Sn+1(z)
(1− ξn+1)An+1
and express Pn+1(z) in terms of Pn(z) and Pn−1(z) using recurrence relation
(2.1). This allows one to obtain an expression of Pn(z) in terms of polynomials
Sn(z), Sn+1(z):
(2.21) Pn(z) = ζ
(1)
n (Sn+1(z)− (z − bn)Sn(z)) ,
where
ζ(1)n =
rn(1− ξn)
rn(bn − an+1)− ξn(βn + αnan+1)
Analogously
(2.22) Pn(z) = ζ
(2)
n (Tn+1(z)− (z − an)Tn(z)) ,
where
ζ(2)n =
rn(1− ξn)
rn(an − bn+1)− ξn(βn + αnbn+1)
Then we arrive at relations (2.19).
Note that relations (2.19) (as well as (2.21), (2.22)) do not hold for n = 0 because
coefficients ν
(i)
0 as well as a0, b0 are not defined. However, relations (2.19) will be
valid for n = 0 if we put
S0 = T0 = 1
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and
(2.23) ξ0 =
r0κ0
κ0 − κ1
whereas a0, b0 and r0 can be arbitrary parameters. Indeed it is elementary verified
that in this case we have from relations (2.19) for n = 0
(2.24) S1(z) = z +
a1κ1 − β0κ0
κ0 − κ1
, T1(z) = z +
b1κ1 − β0κ0
κ0 − κ1
which is compatible with expression for S1(z), T1(z) obtained from (2.18) for n =
1. Thus we can assume that relations (2.19) are valid for n = 0, 1, 2, . . . under
condition (2.23). Note that this condition is formally equivalent to condition
κ−1 =
κ0 − κ1
r0
obtained from recurrence relation (2.5) if one puts n = 0 (with arbitrary nonzero
r0). Equivalently, we can assume that for n = 0 coefficients ν
(i)
n take the values
ν
(1)
0 =
κ0(β0 − a0) + κ1(a0 − a1)
(b0 − a0)(κ0 − κ1)
, ν
(2)
0 =
κ0(β0 − b0) + κ1(b0 − a1)
(a0 − b0)(κ0 − κ1)
and
ν
(3)
0 =
κ0(β0 − a0) + κ1(a0 − b1)
(b0 − a0)(κ0 − κ1)
, ν
(4)
0 =
κ0(β0 − b0) + κ1(b0 − b1)
(a0 − b0)(κ0 − κ1)
Vice versa, one can show that starting from the system (2.19) with bn 6= an, n =
0, 1, . . . and with initial conditions T0 = S0 = 1 one construct a pair of biorthogonal
functions Un(z), Vn(z) by (2.17) [29].
The Pade´ interpolation problem [6] (sometimes called the Cauchy-Jacobi, Newton-
Pade´ or multi-point Pade´ approximation problem [24], [5]) consists in finding a pair
of polynomials Pn(z), Qm(z) such that
(2.25) YsPn(zs) = Qm(zs), s = 0, 1, 2, . . . , n+m,
where Ys and zs are two given complex sequences (s = 0, 1, 2, . . . ). The degrees
of polynomials Pn(z), Qm(z) are less or equal to n and m correspondingly. The
rational function
rmn(z) =
Qm(z)
Pn(z)
is called the rational interpolant corresponding to the sequences Ys and zs.
We will consider only the so-called normal case of the Pade´ interpolation problem
[6] meaning that the degrees of polynomials Pn(z), Qm(z) are exactly n and m and
there are no common zeros of polynomials Pn(z) and Qm(z). In the normal case
we have for every pair (n,m) the conditions [6]
rm,n+1(z) 6= rmn(z) 6= rm+1,n(z)
In practice, it is assumed that Ys = F (zs) for some given function F (z) of the
complex argument z. In this case formula (2.25) gives a rational interpolant rmn(z)
of the function F (z) for the given sequence zs of interpolation points. Note that
when all interpolation points coincide zs = z0, s = 0, 1, 2, . . . , then we have the
ordinary Pade´ approximation in the point z0. The set rmn(z), m, n = 0, 1, 2, . . . is
called the Pade´ interpolation table for the function F (z).
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Consider the so-called diagonal string [29], [32] in the Pade´ interpolation table,
i.e. the set rn−1,n(z), n = 1, 2, . . . . This means that we are seeking a solution of
the problem
(2.26) F (zs) =
Qn−1(zs)
Pn(zs)
, s = 0, 1, 2, . . .2n− 1
Pade´ interpolants for the diagonal string satisfy simple orthogonality properties
[24], [29]
(2.27) [z0, z1, . . . z2n−1]
{
zjPn(z)
}
= 0, j = 0, 1, . . . , n− 1,
where
(2.28) [z0, z1, . . . , z2n−1]{f(z)} ≡
∫
Γ
f(ζ)dζ
(ζ − z0)(ζ − z1) . . . (ζ − z2n−1)
is the divided difference of the order 2n−1 from the function f(z). It is assumed that
the integration contour Γ avoids all singularity points of the function f(z). Note
that formula (2.28) is called the Hermite form of the divided difference operation
[5].
Orthogonality relation (2.27) can be extended to biorthogonality relation for two
rational functions Un(z), Vn(z) as follows. Consider the diagonal Pade´ interpola-
tion problem for the same function F (z) but with slightly modified interpolation
sequence
(2.29) F (zs) =
Q˜n−1(zs)
P˜n(zs)
, s = 0, 1, 2, . . . , 2n− 2, 2n
(i.e. for the given n we have 2n interpolation points as in the previous scheme (2.26),
but the final point z2n−1 is replaced by z2n). Construct the rational functions
(2.30)
Un(z) =
Pn(z)
(z − z1)(z − z3) . . . (z − z2n−1)
, Vn(z) =
P˜n(z)
(z − z2)(z − z4) . . . (z − z2n)
Then the biorthogonality relation
(2.31) [z0, z1, . . . z2n−1]
{
Un(z)Vm(z)
z − z0
}
= hn δnm, n,m = 0, 1, 2, . . .
holds with some normalization constant hn 6= 0 [29], [32]. It is easily verified that
polynomials Pn(z) and P˜n(z) satisfy the RII recurrence relations (2.1) whereas
the rational functions Un(z), Vn(z) satisfy the generalized eigenvalue problem of
type (2.8). Thus the generalized eigenvalue problem for two Jacobi matrices is
related with the diagonal Pade´ interpolation problem. For further development
and generalizations of this subject see [29], [32], [23].
3. Nevanlinna-Pick problems
In this section we propose a modification of the famous step-by-step process of
solving the Nevanlinna-Pick problem in the class of Nevanlinna functions [1], [2].
First, let us recall that a Nevanlinna function is a function which is holomorphic
in the open upper half plane C+ and has a nonnegative imaginary part in C+. Let
N[α, β] denote a class of all functions ϕ having the representation
(3.1) ϕ(λ) =
∫ β
α
dσ(t)
t− λ
,
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where dσ(t) is a finite measure. A function of the class N[α, β] is called a Markov
function. Clearly, a Markov function is also a Nevanlinna function. Moreover, if the
singularities of the Nevanlinna function ϕ are contained in [α, β] then ϕ ∈ N[α, β]
(see, for instance, [1]). Let us consider the following Nevanlinna-Pick problem.
Problem NP[α,β]. Given are two infinite sequences {zk}
∞
k=0, {wk}
∞
k=0 (zk ∈ C+).
Find a function ϕ ∈ N[α, β] such that
ϕ(zk) = wk, k = 0, 1, 2, . . . .
As is known (see [2]), the problem NP[α, β] is solvable if and only if the Her-
mitian forms
(3.2)
N∑
j,k=0
wj(zj − α)− wk(zk − α)
zj − zk
ξjξk,
N∑
j,k=0
wj(β − zj)− wk(β − zk)
zj − zk
ξjξk
are nonnegative definite for all N ∈ Z+.
It is also natural to consider the truncated Nevanlinna-Pick problem.
Problem NP([α,β],n). Given are two finite sequences {zk}
n
k=0, {wk}
n
k=0 (zk ∈
C+). Describe all functions ϕ ∈ N[α, β] satisfying the property
ϕ(zk) = wk, k = 0, 1, . . . , n.
Note that the problem NP([α, β],n) is solvable if and only if the Hermitian
forms (3.2) are nonnegative definite for N = 0, 1, . . . , n.
The algorithm of solving the Nevanlinna-Pick problems in question is based on
the subsequent statement.
Lemma 3.1. Let ϕ ∈ N[α, β] and let z ∈ C+ be a fixed number. Then there exist
numbers a(1), a(2) ∈ R and b > 0 such that the function τ defined by the equality
(3.3) ϕ(λ) = −
1
a(2)λ− a(1) + b2(λ − z)(λ− z)τ(λ)
belongs to N0[α, β] := N[α, β] ∪ {0}.
Proof. Setting Φ(λ) := −
1
ϕ(λ)
, define the function
(3.4) Ψ(λ) =
Φ(λ) − Φ(z)
Φ(λ) − Φ(z)
:
λ− z
λ− z
.
Due to the Schwartz lemma, we have that
|Ψ(λ)| ≤ 1, Imλ > 0.
So, the function Ψ˜1 defined from the relation
(3.5) Ψ(λ) =
Ψ˜1(λ)− i
Ψ˜1(λ) + i
is a Nevanlinna function. Plugging (3.5) into (3.4), one obtains
(3.6) Ψ˜1(λ) = −i
Φ(λ)(2λ− z − z)− Φ(z)(λ− z)− Φ(z)(λ− z)
Φ(λ)(z − z)− Φ(z)(λ− z) + Φ(z)(λ− z)
.
Now, let us consider the following function
Ψ1(λ) := Ψ˜1(λ) + i
2λ− (z + z)
z − z
= Ψ˜1(λ) +
2λ− (z + z)
2 Im z
.
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Obviously, Ψ1 is a Nevanlinna function. Taking into account (3.6), Ψ1 admits the
following representation
(3.7) Ψ1(λ) = −
ImΦ(z)
Im z
(λ− z)(λ− z)
Φ(λ)− ImΦ(z)Im z λ+
ImΦ(z)z
Im z
.
Finally, introducing
τ(λ) = −
1
Ψ1(λ)
∈ N, b =
ImΦ(z)
Im z
> 0, a(2) =
ImΦ(z)
Im z
∈ R, a(1) = −
ImΦ(z)z
Im z
∈ R,
one can easily transform (3.7) into (3.3). To complete the proof, it is sufficient to
observe that, due to (3.1) and (3.3), all singularities of τ are contained in [α, β]. 
Remark 3.2. The transformation (3.3) could be viewed as a substitute for the
Schwartz lemma. A similar to (3.3) transformation for Caratheodory functions was
proposed in [10].
Remark 3.3. Substituting λ for z and z in (3.3) we get
ϕ(z) = −
1
a(2)z − a(1)
, ϕ(z) = −
1
a(2)z − a(1)
.
Expressing from the above relations a(1) and a(2), one can obtain the following
formulas
(3.8) a(2) = −
Im 1ϕ(z)
Im z
, a(1) = −
Im 1ϕ(z)
Im z
z +
1
ϕ(z)
.
It is easy to see that the numbers a(1), a(2) are uniquely determined by (3.8).
Further, equality (3.3) can be rewritten as follows
(3.9) b2τ(λ) = −
1
ϕ(λ) + a
(2)λ− a(1)
(λ− z)(λ− z)
.
In fact, the number b can be chosen arbitrary. So, to be definite we always choose
b > 0 in the following way
b2 =
∫ β
α
dσ(t).
In this case, the function τ possesses the integral representation (3.1) with a prob-
ability measure.
Remark 3.4. It also easily follows from the theory of generalized Nevanlinna
functions (see [12], [13], [20]) that the right-hand side of (3.9) is a Nevanlinna
function.
Remark 3.5. By comparing the first terms in asymptotic expansions of the right
hand side and left hand side of (3.3), we see that
(3.10) a(2) =
(∫ β
α
dσ(t)
)−1
+ b2.
Now, we are in a position to solve the problemNP([α, β],n). Let the given prob-
lem NP([α, β],n) be solvable and let ϕ be a solution of the problem NP([α, β],n).
Due to Lemma 3.1, ϕ0 := ϕ admits the following representation
(3.11) ϕ(λ) = −
1
a
(2)
0 λ− a
(1)
0 + b
2
0(λ − z0)(λ− z0)ϕ1(λ)
,
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where ϕ1 ∈ N
0[α, β]. From (3.11) we see that
ϕ1(λ) = −
1
ϕ(λ) + a
(2)
0 λ− a
(1)
0
b20(λ− z0)(λ− z0)
.
So, if ϕ1 6≡ 0 then it is a solution of the problemNP([α, β],n−1) with the sequences
{zk}
n
k=1 and {w
(1)
k }
n
k=1, where
w
(1)
k = ϕ1(zk) = −
1
wk
+ a
(2)
0 zk − a
(1)
0
b20(zk − z0)(zk − z0)
.
Therefore, the original problemNP([α, β],n) is reduced to the problemNP([α, β],n−
1). Similarly, the problemNP([α, β],n−1) can be reduced to the problemNP([α, β],n−
2) and so on. Finally, one has a sequence of the linear fractional transformations
ϕj(λ) = −
1
a
(2)
j λ− a
(1)
j + b
2
j(λ− zj)(λ− zj)ϕj+1(λ)
(j = 0, 1, . . . , n)
having the following matrix representations
(3.12) Wj(λ) =

0 −
1
bj(λ− zj)
bj(λ− zj)
a
(2)
j λ− a
(1)
j
bj(λ − zj)
 (j = 0, 1, . . . , n).
If the above-described algorithm consists of exactly n+1 steps then we say that the
problem NP([α, β],n) is nondegenerate. So, we have proved the following theorem
which gives the complete solution of the problem NP([α, β],n).
Theorem 3.6 ([1]). Any solution ϕ of the nondegenerate problem NP([α, β],n)
admits the following representation
(3.13) ϕ(λ) =
w11(λ)τ(λ) + w12(λ)
w21(λ)τ(λ) + w22(λ)
,
where τ ∈ N0[α, β] and
(3.14) W[0,n](λ) = (wij(λ))
2
i,j=1 :=W0(λ)W1(λ) . . .Wn(λ).
It should be also remarked that Wj is the Blaschke-Potapov factor [3], [26].
4. Rational systems related to Nevanlinna-Pick problems
Let us suppose that the given Markov function has the integral representa-
tion (3.1) with a probability measure dσ which support contains infinitely many
points, i.e. ∫ β
α
dσ(t) = 1.
Let us also suppose that for the given sequence {zk}
∞
k=0 there exists δ > 0 such
that
(4.1) Im zk > δ, k = 0, 1, 2, . . . .
In this case, it follows from the uniqueness theorem for analytic functions that the
numbers zk and wk := ϕ(zk) (k ∈ Z+) uniquely determine the function ϕ. So, the
Nevanlinna-Pick problem with the data {zk}
∞
k=0, {wk}
∞
k=0 has a unique solution.
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Since ϕ is not rational the given data give rise to infinitely many steps of the
step-by-step process. So, we have infinitely many linear fractional transformations
of the form (3.3) which lead to the following continued fraction
(4.2) −
1
a
(2)
0 λ− a
(1)
0 −
b20(λ− z0)(λ− z0)
a
(2)
1 λ− a
(1)
1 −
b21(λ− z1)(λ − z1)
. . .
= −
1
a
(2)
0 λ− a
(1)
0
−
b20(λ− z0)(λ − z0)
a
(2)
1 λ− a
(1)
1
−
b21(λ− z1)(λ− z1)
a
(2)
2 λ− a
(1)
2
− · · ·
.
The continued fraction (4.2) is an RII -fraction (see [17]). Consider the (n+ 1)-th
convergent of the continued fraction (4.2)
Rn(λ) := −
1
a
(2)
0 λ− a
(1)
0
−
b20(λ − z0)(λ− z0)
a
(2)
1 λ− a
(1)
1
− · · · −
b2n−1(λ− zn−1)(λ− zn−1)
a
(2)
n λ− a
(1)
n
.
It is obvious that Rn is a solution of the problem NP([α, β],n), i.e. the following
equality holds true
Rn(zk) = wk = ϕ(zk), k = 0, 1, . . . , n.
Definition 4.1. The [L/M ] multipoint Pade´ approximant for a function ϕ at the
points {αk}
∞
k=1 is defined as a ratio
f [L/M ](λ) =
A[L/M ](λ)
B[L/M ](λ)
of two polynomials A[L/M ], B[L/M ] of formal degree L and M , respectively, such
that
f [L/M ](αk) = ϕ(αk), k = 1, . . . , L+M + 1.
Since Rn is real, the rational function Rn is the [n/n] multipoint Pade´ approxi-
mant for ϕ at the points {∞, z0, z0, . . . , zn, zn, . . . }.
It is well-known that to every continued fraction there corresponds a recurrence
relation. In particular, for the continued fraction (4.2) a recurrence relation takes
the following form
(4.3) uj+1 − (a
(2)
j λ− a
(1)
j )uj + b
2
j−1(λ− zj−1)(λ− zj−1)uj−1 = 0 (j ∈ N).
Define polynomials of the first kind Pj(λ) as solutions uj = Pj(λ) of the system (4.3)
with the initial conditions
(4.4) u0 = 1, u1 = a
(2)
0 λ− a
(1)
0 .
Similarly, the polynomials of the second kind Qj(λ) are defined as solutions uj =
Qj(λ) of the system (4.3) subject to the following initial conditions
(4.5) u0 = 0, u1 = −1.
Note that in our setting (2.4) is transformed into the following orthogonality
relations (see also [15])
(4.6)
∫ β
α
tjPn+1(t)
dσ(t)
|t− z0|2 . . . |t− zn|2
= 0, j = 0, 1, . . . , n.
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It follows from the theory of continued fractions that Rn(λ) =
Qn+1(λ)
Pn+1(λ)
(see, for
details, [18]).
The recurrence relation (4.3) can be renormalized to the following one
(4.7) bj(zj − λ)ûj+1 − (a
(2)
j λ− a
(1)
j )ûj + bj−1(zj−1 − λ)ûj−1 = 0 (j ∈ N),
where
û0 = u0, ûj =
uj
b0 . . . bj−1(z0 − λ) . . . (zj−1 − λ)
(j ∈ N).
Relation (4.6) implies that
(4.8)
∫ β
α
P̂n+1(t)
1
t− zj
dσ(t) = 0, j = 0, . . . , n.
Now, setting
ξ0 = 0, ξj =
(∫ β
α
tj+1dσ(t)
|t− z0|2 . . . |t− zj |2
)(∫ β
α
tjdσ(t)
|t− z0|2 . . . |t− zj−1|2
)−1
(j ∈ N)
one can see that the simple linear combinations P̂j − ξjP̂j−1 (j ∈ Z+) give orthog-
onalization of the system {
1,
1
λ− z0
,
1
λ− z1
, . . .
}
of rational functions (see Theorem 2.2, see also [7]). It should be also noted here
that systems of orthogonal rational functions related to Nevanlinna-Pick problems
were proposed in [8], [22], [25] (see also [9]).
Further, relation (4.7) can be rewritten as follows
(4.9) zjbj ûj+1+a
(1)
j ûj + zj−1bj−1ûj−1 = λ(bj ûj+1+a
(2)
j ûj + bj−1ûj−1) (j ∈ N).
The system (4.9) gives us the possibility to rewrite the Cauchy problem (4.3), (4.4)
in the matrix form
J
(1)
[0,∞)π(λ) = λJ
(2)
[0,∞)π(λ),
where π(λ) =
(
P̂0(λ), P̂1(λ), . . . , P̂j(λ), . . .
)⊤
and
J
(1)
[0,∞) =

a
(1)
0 z0b0
z0b0 a
(1)
1 z1b1
z1b1 a
(1)
2
. . .
. . .
. . .
 J (2)[0,∞) =

a
(2)
0 b0
b0 a
(2)
1 b1
b1 a
(2)
2
. . .
. . .
. . .
 .
We denote by ℓ2[0,n] the space of (n+1) vectors with the usual inner product. Define
a standard basis in ℓ2[0,n] by the equalities
ej = {δl,k}
n
k=0, j = 0, 1, . . . , n.
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Let J
(1)
[j,k] (J
(2)
[j,k]) be a submatrix of J
(1)
[0,∞) (J
(2)
[0,∞)), corresponding to the linear
subspace spanned by the vectors el, . . . , ek (0 ≤ j ≤ k ≤ n), that is,
J
(1)
[j,k] =

a
(1)
j zjbj 0
zjbj
. . .
0 a
(1)
k
 , J (2)[j,k] =

a
(2)
j bj 0
bj
. . .
0 a
(2)
k
 .
Proposition 4.2. The matrix J
(2)
[0,n] is positive definite for all n ∈ Z+.
Proof. Let us consider the Hermitian form
(4.10)
(
J
(2)
[0,n]ξ, ξ
)
= a
(2)
0 |ξ0|
2 + b0ξ0ξ1 + b0ξ0ξ1 + a
(2)
1 |ξ1|
2 + · · ·+ a(2)n |ξn|
2.
Due to (3.10) and our assumptions, we have that a
(2)
j = 1+ b
2
j . Therefore, one can
rewrite the form (4.10) in the following manner(
J
(2)
[0,n]ξ, ξ
)
= |ξ0|
2 + |b0ξ0 + ξ1|
2 + · · ·+ |bn−1ξn−1 + ξn|
2 + |bnξn|
2 ≥ 0.
Thus, J
(2)
[0,n] is a positive definite matrix. 
Finally, we should note that for the matrix J
(2)
[0,∞) the following factorization
holds true
J
(2)
[0,∞) =

a
(2)
0 b0
b0 a
(2)
1 b1
b1 a
(2)
2
. . .
. . .
. . .
 =

1 b0
0 1 b1
0 1
. . .
. . .
. . .


1 0
b0 1 0
b1 1
. . .
. . .
. . .
 .
5. m-functions of linear pencils
In this section we give a matrix representation of multipoint Pade´ approximants
for Markov functions.
Definition 5.1. The function
(5.1) m[j,n](λ) =
(
(J
(1)
[j,n] − λJ
(2)
[j,n])
−1ej, ej
)
will be called the m-function of the linear pencil J
(1)
[j,n] − λJ
(2)
[j,n].
To see the correctness of the above definition it is sufficient to rewrite (5.1) in
the following form
(5.2) m[j,n](λ) =
(
(J
(2)
[j,n])
−1(J
(1)
[j,n](J
(2)
[j,n])
−1 − λ)−1ej, ej
)
.
From (5.2) one can conclude that m[j,n] is a Nevanlinna function.
Proposition 5.2. The m-functions m[j,n] and m[j+1,n] are related by the equality
(5.3) m[j,n] = −
1
a
(2)
j λ− a
(1)
j + b
2
j(λ− zj)(λ− zj)m[j+1,n](λ)
.
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Proof. Consider the following block representation of the matrix J
(1)
[j,n] − λJ
(2)
[j,n]
J
(1)
[j,n] − λJ
(2)
[j,n] =
(
a
(1)
j − a
(2)
j λ B
B∗ J
(1)
[j+1,n] − λJ
(2)
[j+1,n]
)
,
where B = (bj(zj − λ), 0, . . . , 0). According to the Frobenius formula [16, Sec-
tion 0.7.3] the matrix (J
(1)
[j,n] − λJ
(2)
[j,n])
−1 has the following block representation
(5.4)
(J
(1)
[j,n] − λJ
(2)
[j,n])
−1 =
((
a
(1)
j − a
(2)
j λ−B
∗(J
(1)
[j+1,n] − λJ
(2)
[j+1,n])
−1B
)−1
∗
∗ ∗
)
.
Plugging (5.4) into (5.1), one obtains (5.3). 
Corollary 5.3. The following equalities hold true
(5.5) m[0,n](λ) = Rn(λ) =
Qn+1(λ)
Pn+1(λ)
∈ N[α, β].
Proof. Relation (5.3) implies that the rational functions m[0,n] and Rn have the
same expansions into RII -fractions. So, m[0,n] = Rn. By using standard argu-
mentation, from (4.6) one can conclude that all the zeros of Pn+1 are contained in
[α, β] (see [1], [15]). The latter means that the Nevanlinna function m[0,n] belongs
to N[α, β]. 
So, now one can say that Rn is a solution of NP([α, β],n). By using standard
argumentation, from (5.5) we can conclude the following result.
Corollary 5.4. The zeros of Pn+1 and Qn+1 are interlace.
Below, we will need the following statement.
Corollary 5.5. The spectrum σ
(
J
(1)
[0,n](J
(2)
[0,n])
−1
)
of the matrix J
(1)
[0,n](J
(2)
[0,n])
−1 is
contained in [α, β].
Proof. From the formula for calculation of inverse matrices, (5.1), and (5.5) one
can see that
m[0,n](λ) =
det(J
(1)
[1,n] − λJ
(2)
[1,n])
det(J
(1)
[0,n](J
(2)
[0,n])
−1 − λ) det(J
(2)
[0,n])
=
Qn+1(λ)
Pn+1(λ)
.
So, the statement immediately follows from Corollary 5.4 and the fact that all the
zeros of Pn+1 are contained in [α, β]. 
Remark 5.6. It should be remarked that, for the case of the Laurent orthogonal
polynomials, a similar scheme with two matrices and m-functions were considered
in [4].
6. A convergence result for multipoint Pade´ approximants
The goal of this section is to prove an analog of Markov’s convergence theorem
by making use of the operator representation of multipoint Pade´ approximants.
We begin with an auxiliary statement.
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Lemma 6.1. The following inequalities hold true(
(J
(2)
[0,n])
−1e0, e0
)
≤ 1 (n ∈ Z+).
Proof. The proof is by induction. First, note that(
(J
(2)
[n,n])
−1en, en
)
=
1
a
(2)
n
=
1
1 + b2n
≤ 1 (n ∈ Z+).
Suppose that
(
(J
(2)
[k+1,n])
−1ek+1, ek+1
)
≤ 1. It follows from the Riccati equation [14,
formula (2.15)] (see also (5.3)) that(
(J
(2)
[k,n])
−1ek, ek
)
=
1
a
(2)
k − b
2
k
(
(J
(2)
[k+1,n])
−1ek+1, ek+1
)
=
1
1 + b2k − b
2
k
(
(J
(2)
[k+1,n])
−1ek+1, ek+1
) ≤ 1.

Now, we are ready to prove the main result of this section.
Theorem 6.2 ([15]). Let ϕ ∈ N[α, β] and let the sequence {zk}
∞
k=1 satisfy the
condition (4.1). Then the sequence f [n/n] = Rn converges to ϕ locally uniformly in
C \ [α, β].
Proof. We first recall the well-known estimate for the resolvent of self-adjoint op-
erator J (for instance see [19, Theorem V.3.2])
(6.1) ‖(J − λ)−1‖ ≤
1
dist(λ, σ(J))
.
Next, observe that the operator J
(1)
[0,n](J
(2)
[0,n])
−1 is self-adjoint with respect to the
following inner product (
(J
(2)
[0,n])
−1x, y
)
x, y ∈ Cn+1.
Taking into account the representation (5.5), (5.2), the Cauchy-Schwartz inequal-
ity, (6.1), Corollary 5.5, and Lemma 6.1, we obtain
|Rn(λ)| =
∣∣∣(J (2)[0,n])−1(J (1)[0,n](J (2)[0,n])−1 − λ)−1e0, e0)∣∣∣
≤
(
(J
(2)
[0,n])
−1e0, e0
)
dist(λ, [α, β])
≤
1
dist(λ, [α, β])
.
(6.2)
It follows from (6.2) and Montel’s theorem that the family {Rn} is precompact in
the topology of locally uniform convergence in C \ [α, β]. Note that
Rn(zk) = ϕ(zk), n ≥ k.
Thus, applying the Vitali theorem completes the proof. 
Remark 6.3. Theorem 6.2 was proved in [15] by means of another method. The
rates of convergence of multipoint Pade´ approximants was also given in [15]. The
operator interpretation of the rates of convergence and a more detailed analysis of
the underlying linear pencil will be given in the forthcoming paper.
AN OPERATOR APPROACH TO MULTIPOINT PADE´ APPROXIMATIONS 17
Acknowledgments. MD expresses his gratitude to Professor V.A. Derkach for
carefully reading the manuscript and giving many helpful comments. The authors
also thank the referees for helpful suggestions.
References
[1] N.I. Akhiezer, The classical moment problem, Oliver and Boyd, Edinburgh, 1965.
[2] N.I. Ahiezer and M.G. Kre˘ın, Some questions in the theory of moments.
Transl.Math.Monographs, Vol.2, AMS, Providence, RI, 1962.
[3] D. Alpay, A. Dijksma, J. Rovnyak, and H. de Snoo, Schur Functions, Operator Colligations,
and Reproducing Kernel Pontryagin Spaces, Birkha¨user Verlag, Basel-Boston-Berlin, 1997.
[4] J. Coussement, A. Kuijlaars, and W Van Assche, Direct and inverse spectral transform for
the relativistic Toda lattice and the connection with Laurent orthogonal polynomials, Inverse
Problems 18 (2002), 923–942.
[5] G.A. Baker, P. Graves-Morris, Pade´ approximants. Parts I and II, Encyclopedia of Mathe-
matics and its Applications, 13, 14. Addison-Wesley Publishing Co., Reading, Mass., 1981.
[6] B. Beckermann and C. Carstensen, QD-Type Algorithms for the Nonnormal Newton–Pade´
Approximation Table, Constr. Approx. 12 (1996), 307–329.
[7] P. Borwein, T. Erdelyi, and J. Zhang, Chebyshev polynomials and Markov-Bernstein type
inequalities for rational spaces, J. London Math. Soc.50 (1994), 501–519.
[8] A. Bultheel and A. Lasarow, Schur-Nevanlinna sequences of rational functions, Proceedings
of the Edinburgh Mathematical Society, Vol. 50 (2007), 571–596.
[9] A. Bultheel, P. Gonzalez-Vera, E. Hendriksen, O. Njastad, Orthogonal Rational Functions,
Cambridge University Press, 1999.
[10] P. Delsarte and Y. Genin, The tridiagonal approach to Szego¨’s orthogonal polynomials,
Toeplitz linear system, and related interpolation problems, SIAM J. Math. Anal., Vol. 19,
No. 3 (1988), 718–735.
[11] M. Derevyagin and V. Derkach, On the convergence of Pade´ approximations for generalized
Nevanlinna functions, Trans. Moscow Math. Soc. 2007, 119–162.
[12] A. Dijksma, H. Langer, A. Luger, and Yu. Shondin, A factorization result for generalized
Nevanlinna functions in the class Nκ, Integral Equation Operator Theory, Vol. 36 (2000),
121–125.
[13] V.A. Derkach, S. Hassi, and H.S.V. de Snoo, Generalized Nevanlinna functions with poly-
nomial asymptotic behaviour and regular perturbations, Oper. Theory: Adv. Appl. Birkh.
Verlag, Basel, Vol. 122 (2001), 169–189.
[14] F. Gesztesy and B. Simon, m-functions and inverse spectral analysis for finite and semi-
infinite Jacobi matrices, Journal d’Analyse Math., Vol. 73 (1997), 267–297.
[15] A. Gonchar and G. Lopez, On Markov’s theorem for multipoint approximants for functions of
Stieltjes type. Math. USSR-Sb., 105 p. 512-524, 1978. English translation. Math. USSR-Sb.,
34 (1978), 449–459.
[16] R. Horn and C. Johnson, Matrix analysis, Cambridge University Press, Cambridge, 1986.
[17] M.E.H. Ismail and D.R. Masson, Generalized orthogonality and continued fractions, Journal
of approximation theory, 83 (1995), 1–40.
[18] W.B. Jones and W.J. Thron, Continued fractions. Analytic theory and applications. Ency-
clopedia of Mathematics and its Applications, 11. Addison-Wesley Publishing Co., Reading,
Mass., 1980.
[19] T. Kato, Perturbation theory for linear operators, Springer-Verlag, 1966.
[20] M.G. Kre˘ın and H. Langer, U¨ber einige Fortsetzungsprobleme, die ung mit der Theorie her-
mitescher Operatoren im Raume Πκ zusammenha¨ngen. I., Math.Nachr. Vol. 77 (1977), 187–
236.
[21] H.J. Landau (ed.), Moments in Mathematics, Proceedings of Symposia in Applied Mathe-
matics, AMS, 1987.
[22] H. Langer and A. Lasarow, Solution of a multiple Nevanlinna-Pick problem via orthogonal
rational functions, J. Math. Anal. Appl. 293 (2004), 605–632.
[23] A.Magnus, Rational interpolation to solutions of Riccati difference equations on elliptic lat-
tices. Preprint www.math.ucl.ac.be/membres/magnus/num3/MagnusLuminy2007.pdf
[24] J. Meinguet, On the solubility of the Cauchy interpolation problem. 1970 Approximation
Theory (Proc. Sympos., Lancaster, 1969) pp. 137–163. Academic Press, London.
18 MAXIM S. DEREVYAGIN AND ALEXEI S. ZHEDANOV
[25] O. Njastad, Unique solvability of an extended Stieltjes moment problem, Proc of the AMS,
Vol. 102 (1988), 78–82.
[26] V. P. Potapov, The multiplicative structure of J-contractive matrix functions, Trudy Moskov.
Mat. Obsh. 1955, 125–236; English transl. Amer. Math. Soc. Transl., 15:(2) (1960), 131–243.
[27] B. Simon, The classical moment problem as a self-adjoint finite difference operator, Advances
in Mathematics, Vol. 137 (1998), 82–203.
[28] V.Spiridonov and A.Zhedanov, Spectral Transformation Chains and Some New Biorthogonal
Rational Functions, Commun. Math. Phys. 210 (2000), 49–83.
[29] V.Spiridonov and A.Zhedanov, To the theory of biorthogonal rational func-
tions, RIMS Kokyuroku 1302 (2003), 172–192. http://repository.kulib.kyoto-
u.ac.jp/dspace/handle/2433/42746
[30] L.Wuytack, On some aspects of the rational interpolation problem. SIAM J. Numer. Anal.
11 (1974), 52–60.
[31] A.Zhedanov, Biorthogonal rational functions and the generalized eigenvalue problem,
J.Approx.Theory, 101 (1999), 303–329.
[32] A.Zhedanov, Pade´ interpolation table and biorthogonal rational functions, Proceedings of
the Workshop on Elliptic Integrable Systems November 8-11, 2004, Kyoto, Rokko Lectures
in Mathematics, No. 18, 323–363. http://www.math.kobe-u.ac.jp/publications/rlm18/20.pdf
Department of Nonlinear Analysis, Institute of Applied Mathematics and Mechanics,
R.Luxemburg str. 74, 83114 Donetsk, Ukraine,
E-mail address: derevyagin.m@gmail.com
Institute for Physics and Engineering, R.Luxemburg str. 72, 83114 Donetsk, Ukraine,
E-mail address: zhedanov@yahoo.com
