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On the three types of Bell’s inequalities
Gábor Hofer-Szabó∗
Abstract
Bell’s inequalities can be understood in three different ways depending on whether
the numbers featuring in the inequalities are interpreted as classical probabilities,
classical conditional probabilities, or quantum probabilities. In the paper I will ar-
gue that the violation of Bell’s inequalities has different meanings in the three cases.
In the first case it rules out the interpretation of certain numbers as probabilities of
events. In the second case it rules out a common causal explanation of conditional
correlations of certain events (measurement outcomes) conditioned on other events
(measurement settings). Finally, in the third case the violation of Bell’s inequalities
neither rules out the interpretation of these numbers as probabilities of events nor a
common causal explanation of the correlations between these events—provided both
the events and the common causes are interpreted non-classically.
Keywords: Bell’s inequalities, conditional probability, correlation polytope
1 Introduction
Ever since its appearance three decades ago, Itamar Pitowsky’s Quantum Probability –
Quantum Logic has been serving as a towering lighthouse showing the way for many
working in the foundations of quantum mechanics. In this wonderful book Pitowsky
provided an elegant geometrical representation of classical and quantum probabilities: a
powerful tool in tackling many difficult formal and conceptual questions in the foundations
of quantum theory. One of them is the meaning of the violation of Bell’s inequalities.
However, for someone reading the standard foundations of physics literature on Bell’s
theorems, it is not easy to connect up Bell’s inequalities as they are presented in Pitowsky’s
book with the inequalities presented by Bell, Clauser, Horne, Shimony etc. The main
difference, to make it brief, is that Bell’s inequalities in their original form are formulated
in terms of conditional probabilities, representing certain measurement outcomes provided
that certain measurement are performed, while Pitowsky’s Bell inequalities are formulated
in terms of unconditional probabilities, representing the distribution of certain underlying
properties or events responsible for the measurement outcomes.
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Let us see this difference in more detail. Probabilities enter into quantum mechanics
via the trace formula
p = Tr(ρˆAˆ) (1)
where ρˆ is a density operator, Aˆ is the spectral projection associated to eigenvalue α of
the self-adjoint operator aˆ, and Tr is the trace function. Let us call the probabilities
generated by the trace formula (1) quantum probabilities.
Now, what is the physical interpretation of quantum probabilities? There are two
possible answers to this question according to two different interpretations of quantum
mechanics:
1. On the operational (minimal) interpretation, the density operator ρˆ represents the
state or preparation s of the system; the self-adjoint operator aˆ represents the mea-
surement a performed on the system; and the spectral projection Aˆ represents the
outcome A of the measurement a. On this interpretation the quantum probability
is interpreted as the conditional probability
p = ps(A|a) (2)
that is the probability of obtaining outcome A provided that the measurement a has
been performed on the system previously prepared in state s. This interpretation
is called minimal since the fulfillment of (2) is a necessary condition for the theory
to be empirically adequate.
2. On the ontological (deterministic hidden variable, property) interpretation, the den-
sity operator ρˆ represents the distribution ρ of the ontological states λ ∈ Λ in the
preparation s; the operator aˆ represents the physical magnitude a∗; and the projec-
tion Aˆ represents the event A∗ that the value of a∗ is A∗.1 Denote by ΛA
∗
= {λA∗}
the set of those ontological states for which the value a∗ is A∗. On the ontolog-
ical interpretation the quantum probability is (intended to be) interpreted as the
unconditional probability
p = ps(A
∗) =
∫
ΛA
∗
ρ(λ) dλ (3)
that is the probability of the event A∗ in the state s.
The ontological and the operational definition are connected as follows. The mea-
surement a is said to measure the physical magnitude a∗ only if the following holds:
the outcome of measurement a performed on the system will be A if and only if the
system is in an ontological state for which the value of a∗ is A∗:
pλ(A|a) = 1 if and only if λ ∈ ΛA∗
1I denote the event and the value by the same symbol.
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As is seen, the two interpretations differ in how they treat quantum probabilities. On
the operational interpretation quantum probabilities are condition probabilities, while on
the ontological interpretation they are unconditional probabilities. (Note that in both
interpretations probabilities are “conditioned” on the preparation which will be dropped
from the next section.)
Now, consider a set of self-adjoint operators {aˆi} (i ∈ I) each with two spectral
projections {Aˆi, Aˆ⊥i }. Correspondingly, consider a set of measurements {ai} each with
two outcomes {Ai, A⊥i } and a set of magnitudes {a∗i } each with two values {A∗i , A∗⊥i }. If
Aˆi and Aˆj are commuting, then the quantum probabilities
pi = Tr(ρˆAˆi) (4)
pij = Tr(ρˆAˆiAˆj) (5)
can be interpreted either operationally:
pi = ps(Ai|ai) (6)
pij = ps(Ai ∧Aj |ai ∧ aj) (7)
or ontologically:
pi = ps(A
∗
i ) (8)
pij = ps(A
∗
i ∧A∗j ) (9)
Consider a paradigmatic Bell inequality, the Clauser-Horne inequalities:
−1 6 pij + pi′j + pij′ − pi′j′ − pi − pj 6 0 i, i′ = 1, 2; j, j′ = 3, 4; i 6= i′; j 6= j′(10)
The numbers featuring in (10) are probabilities. But which type of probabilities? Are they
simply (uninterpreted) quantum probabilities of type (4)-(5), or condition probabilities
of type (6)-(7), or unconditional probabilities of type (8)-(9)? Depending on how the
probabilities in the Clauser-Horne inequalities are understood, the inequalities can be
written out in the following three different forms:
−1 6 Tr(ρˆAˆiAˆj) + Tr(ρˆAˆi′Aˆj) + Tr(ρˆAˆiAˆj′)
−Tr(ρˆAˆi′Aˆj′)− Tr(ρˆAˆi)− Tr(ρˆAˆj) 6 0 (11)
(where AˆiAˆj , Aˆi′Aˆj , AˆiAˆj′ and Aˆi′Aˆj′ are commuting projections); or
−1 6 ps(Ai ∧Aj |ai ∧ aj) + ps(Ai′ ∧ Aj|ai′ ∧ aj) + ps(Ai ∧ Aj′|ai ∧ aj′)
−ps(Ai′ ∧ Aj′|ai′ ∧ aj′)− ps(Ai|ai)− ps(Aj |aj) 6 0 (12)
or
−1 6 ps(A∗i ∧A∗j ) + ps(A∗i′ ∧ A∗j) + ps(A∗i ∧A∗j′)
−ps(A∗i′ ∧ A∗j′)− ps(A∗i )− ps(A∗j ) 6 0 (13)
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Thus, altogether we have three different types of Bell inequalities depending on whether
and how the probabilities featuring in (10) are physically interpreted. The aim of the pa-
per is to clarify as to what is exactly excluded if Bell’s inequalities of type (11), (12)
or (13) are violated. I will argue that the violation has three different meanings in the
three different cases. In case of (13), when the probabilities are classical unconditional
probabilities, it rules out the interpretation of certain numbers as probabilities of events
or properties. These are the inequalities which Pitowsky identified and categorized. The
violation of inequalities (12), when the probabilities are classical conditional probabili-
ties, does not rule out the interpretation of certain numbers as conditional probabilities
of events but only a common causal explanation of the conditional correlations between
these events. These are the Bell inequalities used in the standard foundations of physics
literature. Finally, the violation of Bell’s inequalities (11) neither rules out the interpre-
tation of certain numbers as probabilities of events nor a common causal explanation of
the correlations between these events—provided that both events and common causes are
interpreted non-classically. The violation of these Bell’s inequalities is used for another
purpose: it places a bound on the strength of correlations between these events.
I will proceed in the paper as follows. In Section 2 I analyze Bell’s inequalities for classical
probabilities, and in Section 3 for classical conditional probabilities. In Section 4 the two
types will be compared. I turn to Bell’s inequalities in terms of quantum probabilities in
Section 5. In Section 6 I apply the results to the EPR-Bohm scenario and finally conclude
in Section 7.
To make the notation simple, I drop both the hat and the asterisk from the next
section on, that is I write A instead of both Aˆ and also A∗. The semantics of A will be
clear from the context: in classical conditional probabilities A will refer to a measurement
outcome, in classical unconditional probabilities it will refer to a property/event, and in
quantum probabilities it will refer to a projection.
My approach strongly relies on László E. Szabó’s (2008) distinction between Bell’s
original inequalities and what he calls the Bell-Pitowsky inequalities. For a somewhat
parallel research see Gömöri and Placek (2017).
2 Case 1: Bell’s inequalities for classical probabilities
Consider real numbers pi and pij in [0, 1] such that i = 1 . . . n and (i, j) ∈ S where S
is a subset of the index pairs {(i, j) |i < j; i, j = 1 . . . n}. When can these numbers be
probabilities of certain events and their conjunctions? More precisely: given the numbers
pi and pij , is there a classical probability space (Ω,Σ, p) with events Ai and Ai ∧Aj in Σ
such that
pi = p(Ai)
pij = p(Ai ∧ Aj)
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In brief, do the numbers pi and pij admit a Kolmogorovian representation?
Itamar Pitowsky’s (1989) provided an elegant geometrical answer to this question.
Arrange the numbers pi and pij into a vector
~p = (p1, . . . , pn; . . . , pij, . . . )
called correlation vector. ~p is an element of an n + |S| dimensional real linear space,
R(n, S) ∼= Rn+|S|, where |S| is the cardinality of S.
Now, we construct a polytope in R(n, S). Let ε ∈ {0, 1}n. To each ε assign a classical
vertex vector (truth-value function): ~u ε ∈ R(n, S) such that
~u εi = εi i = 1 . . . n
~u εij = εiεj (i, j) ∈ S
Then we define the classical correlation polytope in R(n, S) as the convex hull of the
classical vertex vectors:
c(n, S) :=

~p ∈ R(n, S)
∣∣∣∣∣∣~p =
∑
ε∈{0,1}n
λε~u
ε ; λε > 0;
∑
ε∈{0,1}n
λε = 1


The polytope c(n, S) is a simplex, that is any correlation vector in c(n, S) has a unique
expansion by classical vertex vectors.
Pitowsky’s theorem (Pitowsky, 1989, p. 22) states that ~p admits a Kolmogorovian
representation if and only if ~p ∈ c(n, S). That is numbers can be probabilities of certain
events and their conjunctions if and only if the correlation vector composed of these
numbers is in the classical correlation polytope.
Now, Bell’s inequalities enter the scene as the facet inequalities of the classical cor-
relation polytopes. The simplest such correlation polytope is the one with n = 2 and
S = {(1, 2)}. In this case the vertices are: (0, 0; 0), (1, 0; 0), (0, 1; 0) and (1, 1; 1) and the
facet inequalities (Bell’s inequalities) are the following:
0 6 p12 6 p1, p2 6 1
p1 + p2 − p12 6 1
Another famous polytope is c(n, S) with n = 4 and S = {(1, 3), (1, 4), (2, 3), (2, 4)}.
The facet inequalities are then the following:
0 6 pij 6 pi, pj 6 1 i = 1, 2; j = 3, 4 (14)
pi + pj − pij 6 1 i = 1, 2; j = 3, 4 (15)
−1 6 pij + pi′j + pij′ − pi′j′ − pi − pj 6 0 i, i′ = 1, 2; j, j′ = 3, 4; i 6= i′; j 6= j′(16)
The facet inequalities (16) are called the Clauser-Horne inequalities. They express whether
4 + 4 real numbers can be regarded as the probability of four classical events and their
certain conjunctions.
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A special type of the correlation vectors are the independence vectors that is correlation
vectors such that for all (i, j) ∈ S, pij = pipj . It is easy to see that all independence
vectors lie in the classical correlation polytope with coefficients
λε =
n∏
i=1
p∗i , where p
∗
i =
{
pi if εi = 1
1− pi if εi = 0 (17)
Classical vertex vectors are independence vectors by definition; they are extremal
points of the classical correlation polytope. For a classical vertex vector pi ∈ {0, 1} for
all i = 1 . . . n. Thus we will sometimes call a classical vertex vector a deterministic
independence vector and an independence vector which is not a classical vertex vector an
indeterministic independence vector.
Although correlation vectors in c(n, S) has a unique convex expansion by classical ver-
tex vectors, they (if not classical vertex vectors) can have many convex expansions by inde-
terministic independence vectors. Moreover, for a classical correlation vector ~p ∈ c(n, S)
(which is not a classical vertex vector) there always exist many sets of indeterministic
independence vectors {~p ε} such that
~p =
∑
ε
λε~u
ε =
∑
ε
λε ~p
ε
that is the coefficients λε of the expansion of ~p by classical vertex vectors and by indeter-
ministic independence vectors are the same.2
Let us call a correlation vector which is not an independence vector a proper correlation
vector. For a proper correlation vector ~p there is at least one pair (i, j) ∈ S such that
pij 6= pipj . When lying in the classical correlation polytope ~p represents the probabilities
of certain events and their conjunctions and the events associated to indices i and j are
correlated:
p(Ai ∧ Aj) 6= p(Ai) p(Aj) (19)
2For example:
~p =
(
2
5
,
2
5
;
1
5
)
=
1
5
(1, 1; 1) +
1
5
(1, 0; 0) +
1
5
(0, 1; 0) +
2
5
(0, 0; 0)
=
1
5
(
1
4
,
1
4
;
1
16
)
+
1
5
(
3 +
√
5
8
,
3 +
√
5
8
;
7 + 3
√
5
32
)
+
1
5
(
3−√5
8
,
3−√5
8
;
7− 3√5
32
)
+
2
5
(
1
2
,
1
2
;
1
4
)
(18)
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Now, we ask the following question: When do the correlations in the Kolmogorovian
representation of a proper correlation vector in c(n, S) have a common causal explanation?
A common cause in the Reichenbachian sense (Reichenbach, 1956) is a screener-off
partition of the algebra Σ (or an extension of the algebra; see Hofer-Szabó, Rédei, Szabó,
2013, Ch. 3 and 6). In other words, correlations (19) are said to have a joint common
causal explanation if there is a partition {Ck} (k ∈ K) of Σ such that for any (i, j) in S
and k ∈ K
p(Ai ∧Aj |Ck) = p(Ai|Ck) p(Aj|Ck) (20)
Introduce the notation
pki = p(Ai|Ck)
ck = p(Ck)
where
∑
k ck = 1 and construct for each k ∈ K a common cause vector
~p k =
(
pk1, . . . , p
k
n; . . . , p
k
i p
k
j , . . .
)
for the classical correlation vector ~p. Due to (20) and the theorem of total probability
~p =
∑
k
ck ~p
k
Since the common cause vectors are independence vectors lying in the classical correlation
polytope c(n, S), therefore their convex combination ~p also lies in the classical correla-
tion polytope—which, of course, we knew since we assumed that ~p has a Kolmogorovian
representation.
We call a common cause vector ~p k deterministic, if ~p k is a deterministic independence
vector (classical vertex vector); otherwise we call it indeterministic. All classical corre-
lation vectors have 2n deterministic common cause vectors, namely the classical vertex
vectors. In this cases k = ε ∈ {0, 1}n and the probabilities are:
pεi = εi
cε = λε
where λε is specified in (17). Classical correlation vectors which are not classical vertex
vectors also can be expanded as a convex sum of indeterministic common cause vectors
in many different ways.
Conversely, knowing the k common cause vectors and the probabilities ck alone, one
can easily construct a common causal explanation of the correlations (19). First, construct
the classical probability space Σ associated to the correlation vector ~p (for the details see
Pitowsky 1989, p. 23). Then extend Σ containing the events Ai and Ai∧Aj such that the
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extended probability space contains also the common causes {Ck} (for such an extension
see Hofer-Szabó, Rédei, Szabó, 1999).
To sum up, in the case of classical probabilities the fulfillment of Bell’s inequalities is a
necessary and sufficient condition for a set of numbers to be the probability of certain
events and their conjunctions. If these events are correlated, then the correlations will
always have a common causal explanation. In other words, having a common causal
explanation does not put a further constraint on the correlation vectors. Thus, Bell’s
inequalities have a double meaning: they test whether numbers can represent probabilities
of events and at the same time whether the correlations between these events (provided
they exist) have a joint common cause. These two meanings of Bell’s inequalities will
split up in the next section where we treat Bell’s inequalities with classical conditional
probabilities.
3 Case 2: Bell’s inequalities for classical conditional
probabilities
Just as in the previous section suppose that we are given real numbers pi and pij in [0, 1]
with i = 1 . . . n and (i, j) ∈ S. But now we ask: when can these numbers be conditional
probabilities of certain events and their conjunctions? More precisely: given the numbers
pi and pij, do there exist events Ai and ai (i = 1 . . . n) in a classical probability space
(Ω,Σ, p) such that pi and pij are the following classical conditional probabilities:
pi = p(Ai|ai)
pij = p(Ai ∧ Aj |ai ∧ aj)
Or again in brief, do the numbers pi and pij admit a conditional Kolmogorovian represen-
tation?
The answer here is more permissive. Except for some extremal values the numbers pi
and pij always admit a conditional Kolmogorovian representation: any correlation vector
~p admits a conditional Kolmogorovian representation if ~p has no (i, j) ∈ S such that either
(i) pi = 0 or pj = 0 but pij 6= 0; or (ii) pi = pj = 1 but pij 6= 1.
Obviously, any Kolmogorovian representations is a conditional Kolmogorovian rep-
resentation with ai = Ω for all i = 1 . . . n. However, correlation vectors admitting a
conditional Kolmogorovian representation are not necessarily in the classical correlation
polytope.3
3For example consider the following correlation vector in R(n, S) with n = 2 and S = {1, 2}:
~p =
(
2
3
,
2
3
;
1
5
)
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Now, any correlation vector can be expressed as a convex combination of (not nec-
essarily classical) vertex vectors. A vertex vector ~u is defined as follows: ~ui, ~uij ∈ {0, 1}
for all i = 1 . . . n and (i, j) ∈ S. Obviously, classical vertex vectors are vertex vectors
but not every vertex vector is classical. For example the vertex vectors (0, 0; 1), (1, 0; 1),
(0, 1; 1) or (1, 1; 0) in R(n, S) with n = 2 and S = {1, 2} are not classical. There are 2n+|S|
different vertex vectors ~u k in R(n, S) and 2n different classical vertex vectors ~u ε.
Denote the convex hull of the vertex vectors by
u(n, S) :=

~v ∈ R(n, S)
∣∣∣∣∣∣~v =
2n+|S|∑
k=1
λk~u
k ; λk > 0;
2n+|S|∑
k=1
λk = 1


Contrary to c(n, S), the polytope u(n, S) is not a simplex, hence the expansion of the
correlation vectors in u(n, S) by vertex vectors is typically not unique.4
Now, the set of correlation vectors admitting a conditional Kolmogorovian representa-
tion is dense in u(n, S): all interior points of u(n, S) admit a conditional Kolmogorovian
representation and also all surface points, except for which there is a pair (i, j) ∈ S such
that either (i) pi = 0 or pj = 0 but pij 6= 0; or (ii) pi = pj = 1 but pij 6= 1. Denote the set
of correlation vectors admitting a conditional Kolmogorovian representation by u′(n, S).
The vector ~p violates Bell’s inequality
p1 + p2 − p12 6 1
hence it is not in c(n, S) and, consequently, it does not admit a Kolmogorovian representation. However,
~p admits a conditional Kolmogorovian representation with the following atomic events and probabilities:
p(A1 ∧ A2 ∧ a1 ∧ a2) = 1
25
p(A⊥
1
∧ A⊥
2
∧ a1 ∧ a2) = 4
25
p(A⊥
1
∧ A2 ∧ a⊥1 ∧ a2) = p(A1 ∧A⊥2 ∧ a1 ∧ a⊥2 ) =
9
25
p(A⊥
1
∧ A⊥
2
∧ a⊥
1
∧ a2) = p(A⊥1 ∧A⊥2 ∧ a1 ∧ a⊥2 ) =
1
25
(The probability of all other atomic events is 0.)
4The correlation vector
~p =
(
2
3
,
2
3
;
1
5
)
for example can be expanded in many different ways:
~p =
1
3
(0, 1; 0) +
1
3
(1, 0; 0) +
1
5
(1, 1; 1) +
2
15
(1, 1; 0)
=
1
3
(0, 0; 0) +
1
5
(1, 1; 1) +
7
15
(1, 1; 0)
etc.
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Now, let’s go over to the common causal explanation of conditional correlations. Let
~p be a proper correlation vector in u′(n, S). Lying in u′(n, S) the correlation vector ~p
represents the conditional probabilities of certain events and their conjunctions and the
events associated to some pairs (i, j) ∈ S are conditionally correlated :
p(Ai ∧ Aj|ai ∧ aj) 6= p(Ai|ai) p(Aj|aj) (21)
Interpret now the events Ai and ai in the context of physical experiments: Let ai
represent a possible measurement that an experimenter can perform on an object. Then
the event ai ∧ aj will represent the joint performance of measurements ai and aj . Let
furthermore the event Ai represent an outcome of measurement ai and Ai ∧Aj represent
an outcome of the jointly performed measurement ai∧aj . Then (21) expresses a correlation
between two measurement outcomes provided their measurements have been performed.
When do the conditional correlations in a conditional Kolmogorovian representation
of ~p have a common causal explanation?
The set of conditional correlations are said to have a non-conspiratorial joint common
causal explanation if there is a partition {Ck} (k ∈ K) of Σ such that for any (i, j) in S
and k ∈ K
p(Ai ∧ Aj|ai ∧ aj ∧ Ck) = p(Ai|ai ∧ Ck) p(Aj|aj ∧ Ck) (22)
p(ai ∧ aj ∧ Ck) = p(ai ∧ aj) p(Ck) (23)
Equations (22) express the Reichenbachian idea that the common cause is to screen off
all correlations. Equations (23) express the so-called no-conspiracy, the idea that common
causes should be causally, and hence probabilistically, independent of the measurement
choices. The common causal explanation is joint since all correlations (21) have the same
common cause.
Now, suppose the correlations in the a given conditional Kolmogorovian representa-
tion of (21) of ~p in u′(n, S) have a non-conspiratorial joint common causal explanation.
Introduce again the notation
pki = p(Ai|ai ∧ Ck)
ck = p(Ck)
and consider the k common cause vectors of the correlation vector ~p:
~p k =
(
pk1, . . . , p
k
n; . . . , p
k
i p
k
j , . . .
)
We call a non-conspiratorial joint common cause deterministic if ~p k is a deterministic
common cause vector for all k ∈ K; otherwise we call it indeterministic. We call a
deterministic non-conspiratorial joint common cause {Ck} (k ∈ K) a property ; and an
indeterministic common cause a propensity.
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Now, due to (22)-(23) and the theorem of total probability
~p =
∑
k
ck ~p
k
Since common cause vectors are independence vectors lying in c(n, S), their convex com-
bination also lies in the classical correlation polytope c(n, S). Thus, ~p being a classical
correlation vector is a necessary condition for a conditional Kolmogorovian representation
of ~p to have a non-conspiratorial joint common causal explanation.
Conversely, knowing the k common cause vectors and the probabilities ck alone, one
can construct the classical probability space Σ with the conditionally correlating events
Ai and ai and the common causes {Ck}.
Observe that the situation is now different from the one in the previous section: the num-
bers pi and pij can be conditional probabilities of events and their conjunctions even if
they violate the corresponding Bell inequalities. However, the conditional correlations be-
tween these events have a non-conspiratorial joint common causal explanation if and only
if the correlation vector composed of the numbers pi and pij lies in the classical correlation
polytope. In other words, in case of classical conditional probabilities Bell’s inequalities
do not test the conditional Kolmogorovian representability but whether correlations can
be given a common causal explanation.
4 Relating Case 1 and Case 2
How do the Kolmogorovian and the conditional Kolmogorovian representation relate to
one another?
In this section I will show that (i) a conditional Kolmogorovian representation of a
classical correlation vector has a property explanation only if the representation is non-
signaling (see below); and (ii) a correlation vector ~p has a Kolmogorovian representation if
and only if it has a property explanation for any non-signaling conditional Kolmogorovian
representation.
Let ~p be a proper correlation vector in c(n, S) and consider a conditional Kolmogoro-
vian representation of ~p. Obviously, there are many such representations of ~p depend-
ing on the measurement conditions ai. Let’s say, somewhat loosely, that a conditional
Kolmogorovian representation has a property/propensity explanation if the conditional
correlations in the representation have a property/propensity explanation.
First, we claim that a conditional Kolmogorovian representation of a correlation vector
~p in c(n, S) has a property explanation only if the representation satisfies non-signaling :
p(Ai|ai) = p(Ai|ai ∧ aj) (24)
p(Aj |aj) = p(Aj |ai ∧ aj) (25)
11
for any (i, j) ∈ S. Note that non-signaling is not a feature of the correlation vector itself
but of the representation. For the same correlation vector in c(n, S) one can provide both
non-signaling and also signaling representations.
Now, a conditional Kolmogorovian representation can have a property explanation
only if it satisfies non-signaling. Recall namely that for a property {Ck}:
p(Ai|ai ∧ Ck) ∈ {0, 1}
and hence
p(Ai|ai ∧ Ck) = p(Ai|ai ∧ aj ∧ Ck) (26)
for any i, j = 1 . . . n and k ∈ K. But (26) together with no-conspiracy (23) and the
theorem of total probability imply non-signaling (24)-(25). Thus, satisfying non-signaling
is a necessary condition for a conditional Kolmogorovian representation to have a property
explanation. Signaling conditional Kolmogorovian representations do not have a property
explanation.
Second, suppose that a conditional Kolmogorovian representation of ~p have a property
explanation. That is ~p has a conditional Kolmogorovian representation in a classical prob-
ability space Σ and all the conditionally correlating event pairs have a non-conspiratorial
deterministic joint common cause in Σ. Then these properties (deterministic common
causes) provide a Kolmogorovian (unconditional) representation for ~p.
Observe namely that
pi = p(Ai|ai) = p(Ai ∧ ai)
p(ai)
=
∑
k p(Ai ∧ ai ∧ Ck)
p(ai)
=
∑
k p(Ai|ai ∧ Ck)p(ai ∧ Ck)
p(ai)
∗
=
∑
k p(Ai|ai ∧ Ck)p(ai)p(Ck)
p(ai)
=
∑
k
p(Ai|ai ∧ Ck)p(Ck) =
∑
k: pki=1
p(Ck)
where the equation
∗
= holds due to no-conspiracy (23) and the symbol
∑
k: pki=1
means
that we sum up for all k for which pki = 1. Similarly, using (22)-(23) one obtains
pij =
∑
k: pki=1, p
k
j=1
p(Ck)
That is the events
Ci = ∨k: pki=1Ck
Ci ∧ Cj = ∨k: pk
i
=1, pk
j
=1Ck
provide a Kolmogorovian representation for the numbers pi and pij.
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Third, conversely, if ~p admits a Kolmogorovian representation, then it also admits a
property explanation for any non-signaling conditional Kolmogorovian representation.
Namely, if ~p admits a Kolmogorovian representation, then there is a partition {Cε} in
Σ such that
pi = p(Ci) =
∑
ε: εi=i
p(Cε) =
∑
ε: εi=i
λε (27)
pij = p(Ci ∧ Cj) =
∑
ε: εi=1, εj=1
p(Cε) =
∑
ε: εi=1, εj=1
λε (28)
Now, consider a non-signaling conditional Kolmogorovian representation of ~p, that is let
there be events Ai and ai in Σ
′ such that
pi = p(Ai|ai)
pij = p(Ai ∧ Aj |ai ∧ aj)
and suppose that non-signaling (24)-(25) hold for any (i, j) ∈ S.
Now, the events Cε provide a propensity explanation for the conditional Kolmogoro-
vian representation of ~p in the following sense. First, let ε, ε′ ∈ {0, 1}n and define the
events aε′ in Σ
′ as follows:
aε′ := ∧i aε′i where aε′i =
{
ai if ε
′
i = 1
ai if ε
′
i = 0
Then, extend the algebra Σ′ to Σ′′ generated by the atomic events Dε′,ε defined as follows:
∨εDε′,ε = aε′ (29)
∨ε′Dε′,ε = Cε (30)
p(Dε′,ε) = p(aε′) p(Cε) = p(aε′) λε (31)
p(Ai|Dε′,ε) = ε′i pεi (32)
p(Ai ∧ Aj |Dε′,ε) = ε′i pεiε′j pεj (33)
where the numbers pεi ∈ [0, 1] will be specified below. Now, using (29)-(33) one obtains
p(Ai ∧Aj |ai ∧ aj ∧ Cε) = pεi pεj = p(Ai|ai ∧ Cε) p(Aj |aj ∧ Cε)
p(ai ∧ aj ∧ Cε) =
∑
ε′: ε′i=1, ε
′
j=1
p(Dε′,ε) = p(ai ∧ aj) p(Cε)
That is the partition {Cε} provides a propensity explanation for the conditional Kol-
mogorovian representation of ~p with probabilities specified in (27)-(28). Now
p(Ai|aε′) = p(Ai ∧ aε
′)
p(aε′)
=
∑
ε p(Ai ∧Dε′,ε)
p(aε′)
=
∑
ε p(Ai|Dε′,ε) p(Dε′,ε)
p(aε′)
=
∑
ε ε
′
i p
ε
i p(aε′)λε
p(aε′)
= ε′i
∑
ε
pεi λε
that is
pi = p(Ai|ai) =
∑
ε
pεi λε (34)
and similarly
pij = p(Ai ∧ Aj|ai ∧ aj) =
∑
ε
pεi p
ε
j λε (35)
Composing 2n independence vectors ~p ε from the numbers pεi :
~p ε =
(
. . . pεi . . . p
ε
j . . . ; . . . p
ε
ip
ε
j . . .
)
(34)-(35) reads as follows:
~p =
∑
ε
λε ~p
ε
This means that the numbers pεi are to be taken from [0, 1] such that the 2
n indepen-
dence vectors ~p ε provide a convex combination for ~p with the same coefficients λε as the
vertex vectors ~u ε do. One such expansion always exists. Namely, when ~p ε = ~u ε. In this
case pεi = εi for any i = 1 . . . n and ε ∈ {0, 1}n and (34)-(35) reads as follows:
pi = p(Ai|ai) =
∑
ε
εi p(Cε) = p(Ci)
pij = p(Ai ∧ Aj|ai ∧ aj) =
∑
ε
εiεj p(Cε) = p(Ci ∧ Cj)
That is we obtain a property explanation for the conditional Kolmogorovian representa-
tion of ~p. However, for classical correlation vectors which are not classical vertex vectors
one can also provide for ~p various convex combinations by indeterministic independence
vectors with the coefficients λε (see (18) as an example). In this case we obtain a propen-
sity explanation for the given conditional Kolmogorovian representation of ~p.
To sum up, a correlation vector ~p has a Kolmogorovian representation if and only if it
has a property explanation for any non-signaling conditional Kolmogorovian representa-
tion. This equivalence justifies retrospectively why we used the term “property” both for
a deterministic common cause in the conditional Kolmogorovian representation and also
as a synonym of “event” in the unconditional Kolmogorovian representation.
5 Case 3: Bell’s inequalities for quantum probabilities
Again start with real numbers pi and pij in [0, 1] with i = 1 . . . n and (i, j) ∈ S. But now
the question is the following: when can these numbers be quantum probabilities? That
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is, given the numbers pi and pij , do there exist projections Ai (i = 1 . . . n) representing
quantum events in a quantum probability space (P(H), ρ), where P(H) is the projection
lattice of a Hilbert space H and ρ is a density operator on H representing the quantum
state, such that pi and pij are the following quantum probabilities:
pi = Tr(ρAi)
pij = Tr(ρ(Ai ∧Aj))
(Here Ai∧Aj denotes the projection projecting on the intersection of the closed subspaces
of H onto which Ai and Aj are projecting.) Again in brief, do the numbers pi and pij
admit a quantum representation?
The answer is again given by Pitowsky (1989, p. 72). Introduce the notion of a
quantum vertex vector. A quantum vertex vector is a vertex vector in R(n, S) such that
~u εi = εi i = 1 . . . n
~u εij 6 εiεj (i, j) ∈ S
Obvious, any classical vertex vector is a quantum vertex vector and any quantum vertex
vector is a vertex vector, but the reverse inclusion does not hold. In R(n, S) with n = 2
and S = {1, 2} for example the vertex vector (1, 1; 0) is quantum but not classical, and
the vertex vectors (0, 0; 1), (1, 0; 1), (0, 1; 1) are not even quantum.
Denote by q(n, S) the convex hull of quantum vertex vectors. Pitowsky then shows that
almost all correlation vectors in q(n, S) admit a quantum representation. More precisely,
Pitowsky shows that—denoting by q′(n, S) the set of quantum correlation vectors that is
the set of those correlation vectors which admit a quantum representation—the following
holds:
(i) c(n, S) ⊂ q′(n, S) ⊂ q(n, S);
(ii) q′(n, S) is convex (but not closed);
(iii) q′(n, S) contains the interior of q(n, S)
We can add to this our result in the previous section:
(iv) q(n, S) ⊂ u′(n, S) ⊂ u(n, S)
Thus, the set of numbers admitting a quantum representation is strictly larger than
the set of numbers admitting a Kolmogorovian representation but strictly smaller than
the set of numbers admitting a conditional Kolmogorovian representation.
Let us turn now to the question of the common causal explanation. Let ~p be a proper
quantum correlation vector. ~p then represents the quantum probabilities of certain quan-
tum events and their conjunctions and the events associated to some pairs (i, j) ∈ S are
correlated :
Tr(ρ(Ai ∧ Aj)) 6= Tr(ρAi)Tr(ρAj) (36)
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When do the correlations (36) have a common causal explanation?
The set of quantum correlations has a joint quantum common causal explanation if
there is a partition {Ck} (k ∈ K) in P(H) (that is a set of mutually orthogonal projection
adding up to the unity) such that for any (i, j) in S and k ∈ K
Tr(ρk(Ai ∧Aj)) = Tr(ρkAi)Tr(ρkAj) (37)
where
ρk :=
CkρCk
Tr(ρCk)
is the density operator ρ after a selective measurement by Ck. If the partition {Ck}
is commuting with the each correlating pair (Ai, Aj), then we call the common causes
commuting, otherwise noncommuting.
Now, suppose the correlations (36) have a joint quantum common causal explanation.
Does it follow that ~p is in c(n, S) that is Bell’s inequalities are satisfied?
Introduce again the notation
pki = Tr(ρkAi)
ck = Tr(ρCk)
and consider the k common cause vectors of the correlation vector ~p:
~p k =
(
pk1, . . . , p
k
n; . . . , p
k
i p
k
j , . . .
)
The common cause vectors are independence vectors. Hence, using (37) and the theorem
of total probability, the convex combination of the common cause vectors
~p c =
∑
k
ck ~p
k (38)
will be in c(n, S). However ~p c is not necessarily identical with the original correlation
vector ~p. More precisely, ~p c = ~p for any ρ if {Ck} are commuting common causes. But if
{Ck} are noncommuting common causes, then ~p c and ~p can be different and hence even
if ~p c ∈ c(n, S), ~p might be outside c(n, S). In short, a quantum correlation vector can
have a joint noncommuting common causal explanation even if it lies outside the classical
correlation polytope. The correlation vector ~p is confined in c(n, S) only if the common
causes are required to be commuting.5
To sum up, in the case of quantum probabilities we found a scenario different from both
previous cases. Here Bell’s inequalities neither put a constraint on whether numbers can be
quantum probabilities nor on whether the correlation between events with the prescribed
5For the details and for a concrete example see Hofer-Szabó and Vecsernyés, 2013, 2018.
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probability can have a common causal explanation. Bell’s inequalities constrain common
causal explanations only if common causes are understood as commuting common causes.
Perhaps it is worth mentioning that in algebraic quantum field theory (Rédei and
Summers, 2007; Hofer-Szabó and Vecsernyés, 2013) and quantum information theory
(Bengtson and Zyczkowski, 2006) the violation of Bell’s inequalities composed of quan-
tum probabilities is used for another purpose: it places a bound on the strength of cor-
relations between certain events. Abstractly, one starts with two mutually commuting
C∗-subalgebras A and B of a C∗-algebra C and defines a Bell operator R for the pair
(A,B) as an element of the following set:
B(A,B) :=
{
1
2
(
A1(B1 +B2) + A2(B1 −B2)
) ∣∣Ai = A∗i ∈ A; Bi = B∗i ∈ B; −1 6 Ai, Bi 6 1
}
where 1 is the unit element of C. Then one can prove that for any Bell operatorR, |φ(R)| 6√
2 for any state φ; but |φ(R)| 6 1 for separable states (i.e. for convex combinations of
product states).
In other words, in these disciplines one fixes a Bell operator (a witness operator)
and scrolls over the different quantum states to see which of them is separable. In this
reading, Bell’s inequalities neither test Kolmogorovian representation nor common causal
explanation but separability of certain normalized positive linear functionals. Obviously,
this role of Bell’s inequalities is completely different from the one analyzed in this paper.
6 The EPR-Bohm scenario
Bell’s inequalities in the EPR-Bohm scenario are standardly said to be violated. But
which Bell inequalities and what does this violation mean?
Let us start in the reverse order, with quantum representation. Consider the EPR-
Bohm scenario with pairs of spin- 1
2
particles prepared in the singlet state. In quantum
mechanics the state of the system and the quantum events are represented by matrices on
M2 ⊗M2, where M2 is the algebra of the two-dimensional complex matrices. The singlet
state is represented as:
ρs =
1
4
(
1⊗ 1−
3∑
k=1
σk ⊗ σk
)
and the event that the spin of the particle is ”up” on the left wing in direction ~ai (i = 1, 2);
on the right wing in direction ~bj (i = 3, 4); and on both wings in directions ~ai and ~bj ,
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respectively, are represented as:
Ai =
1
2
(
(1+ ~ai · ~σ)⊗ 1
)
Aj =
1
2
(
1⊗ (1+~bj · ~σ)
)
Aij =
1
4
(
(1+ ~ai · ~σ)⊗ (1+~bj · ~σ)
)
where 1 is the identity matrix on M2, ~σ = (σ1, σ2, σ3) is the Pauli vector, and ~ai (i =
1, 2) and ~bj (j = 3, 4) are the spin measurement directions on the left and right wing,
respectively. Furthermore, Aij = AiAj = Ai ∧ Aj since Ai and Aj are commuting.
The quantum probabilities are generated by the trace formula:
pi = Tr(ρ
sAi) =
1
2
(39)
pj = Tr(ρ
sAj) =
1
2
(40)
pij = Tr(ρ
sAij) =
1
2
sin2
(
θij
2
)
(41)
where θij denotes the angle between directions ~ai and ~bj . As it is well known, for the
measurement directions
~a1 = (0, 1, 0) ~b3 =
1√
2
(1, 1, 0)
~a2 = (1, 0, 0) ~b4 =
1√
2
(−1, 1, 0)
the Clauser-Horne inequality
−1 6 p13 + p23 + p14 − p24 − p1 − p3 = −1 +
√
2
2
(42)
is violated.
What does the violation of the Clauser-Horne inequality (42) mean with respect to
the quantum representation? As clarified in Section 5, it does not mean that the numbers
(39)-(41) cannot be given a quantum mechanical representation. Equations (39)-(41)
just provide one. On the other hand, the violation of (42) neither means that the EPR
correlations
pij = Tr(ρ
sAij) 6= Tr(ρsAi)Tr(ρsAj) = pi pj i, j = 1, 2 (43)
cannot be given a joint quantum common causal explanation. In (Hofer-Szabó and Vec-
sernyés, 2012, 2018) we have provided a partition {Ck} such that the screening-off con-
ditions (37) hold for all EPR correlations (43). That is {Ck} is a joint common causal
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explanation for all the four EPR correlations.6 As also shown in Section 5, these joint com-
mon causes need to be noncommuting common causes, since commuting common causes
would imply the Clauser-Horne inequality (42) which is violated in the EPR-Bohm sce-
nario. Thus, the violation of the Clauser-Horne inequality (42) does not exclude a common
causal explanation of the EPR-Bohm scenario—as long as noncommuting common causes
are tolerated in the explanation.7
To see the thrust of the violation of the Clauser-Horne inequalities, we have to go over
to the interpretations of quantum mechanics. As for the operational interpretation, the
violation of the Clauser-Horne inequalities, as clarified in Section 3, again does not mean
that the numbers (39)-(41) cannot be given an operational interpretation. There is such
an interpretation; otherwise quantum mechanics would not be empirically adequate. The
operational interpretation is the following:
pi = p(Ai|ai)
pj = p(Bj |bj)
pij = p(Ai ∧Bj |ai ∧ bj)
where ai denotes the event that the spin on the left particle is measured in direction ~ai,
and Ai denotes the event that the outcome in this measurement is ”up”. (Similarly, for bj
and Bj .) That is, the probabilities are conditional probabilities of certain measurement
outcomes provided that certain measurements are performed. However, the violation of
the Clauser-Horne inequality (42) does exclude that the conditionally correlating pairs of
outcomes
pij = p(Ai ∧Aj |ai ∧ aj) 6= p(Ai|ai) p(Aj|aj) = pi pj i, j = 1, 2
has a non-conspiratorial joint common causal explanation. Thus, in the operational in-
terpretation, Bell’s inequalities filter common causal explanations.
Finally, let us turn to the ontological interpretation. As is clarified by Pitowsky,
the violation of the Clauser-Horne inequality (42) excludes the numbers (39)-(41) to be
classical unconditional probability of certain events or properties and their conjunctions.
That is, there are no such numbers Ai in a classical probability space such that
pi = p(Ai)
pj = p(Bj)
pij = p(Ai ∧Bj)
Consequently, there are no correlations
pij = p(Ai ∧ Aj) 6= p(Ai) p(Aj) = pi pj i, j = 1, 2
6More than that, we have also shown that in an algebraic quantum field theoretic setting the common
causes can even be localized in the common past of the correlating events.
7The problem with such noncommuting common causes, however, is that it is far from being clear
how they should be interpreted.
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and a fortiori no need to look for a common causal explanation.
As shown in Section 4, a correlation vector has a Kolmogorovian representation if and
only if it has a property explanation for any non-signaling conditional Kolmogorovian
representation. The probabilities in the EPR-Bohm scenario are non-signaling:
pi = p(Ai|ai) = p(Ai|ai ∧ bj)
pj = p(Ai|bj) = p(Bj|ai ∧ bj)
Hence, the violation of (42) again excludes a property explanation for any non-signaling
conditional Kolmogorovian representation.
7 Conclusions
What does it mean that a set of numbers violates Bell’s inequalities? One can answer
this question in three different ways depending on whether the numbers are interpreted
as classical unconditional probabilities, classical conditional probabilities, or quantum
probabilities:
(i) In the first case, the violation of Bell’s inequalities excludes these numbers to be
interpreted as the classical (unconditional) probabilities of certain events/properties
and their conjunctions. The satisfaction of Bell’s inequalities does not only guar-
antee the existence of such events, but also the existence of a set of joint common
causes screening off the correlations between these events.
(ii) In the second case, the violation of Bell’s inequalities does not exclude that these
numbers can be interpreted as the classical conditional probability of certain events
(measurement outcomes) conditioned on other events (measurement settings). How-
ever, it does exclude a non-conspiratorial joint common causal explanation for the
conditional correlations between these events.
(iii) Finally, the violation or satisfaction of Bell’s inequalities has no bearing either on
whether a set of numbers can be interpreted as quantum probability of certain
projections, or whether there can be given a joint common causal explanation for
the correlating projections—as long as noncommuting common causes are adopted
in the explanation.
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