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Abl.trlct .• This paper presents a tcchniqllc of mlllei".riate 5Iatistical analysis for detecting and identifying muleiple 
outliers In phototriangulation. A simulation involving a block of six photographs is presented as well 1$ the obtained 
results by the mllitivariate methods, during this simlliation olltlien are imposed in three observations. 
RfJ~mo. Este ,,:,igo aprescnta Il~ tecnica de an'lise estatbtica mullivariada na delec~lo e idemifica~io de rnultiplos 
ou/hers em fototnangula~io. Umas,rnlllao;io mvol "endo wn bloco de seu fotografias hpresentada bern como os re:rultados 
obtido$ pelo m~todo rnllleivariado qll8.lldo sio impastos erT'OS groIseiros em trh obs~/)es. 
INTRODUC;:AO 
Os estudos de detec~o e idenlifica!;ao de outliers em 
fOlotriangula~o, tern sido em geral realizados com base nos 
residuos padronizados. 0 metoda mais utilizado e conhecido 
como data snooping de Baarda (Berberan, 1992; EI-Hakim, 
1981; Firkowski, 1986; Kubik & Wang, 1991; Mitishita, 
1986; Ou, 1989). 
Nos metodos que utilizam a analise dos residuos 
padronizados, a suposi~o fundamental e que as observa~s 
contaminadas apresentam residuos padronizados de magni-
tudes significativamente alias. Par'em, essa suposi!;ao nem 
sempre e verdadeira; constituindo-se entao como uma 
dificuldade desse metodo como forma de detectar e 
identificar outliers. Esse problema surge em decolTI!ncia do 
ajustamento pelo metoda dos minimos quadrados, ja que 
no processo de ajustamento 0 erro de uma observa!;ao ira 
contaminar outras observa!;Oes, no fenomeno conhecido em 
analise estatistica como efeito smearing. Como 
conseqilencia, fica comprometida a sensibilidade dos 
residuos para analise dos eITOS grosseiros nas observa!;Oes. 
A detec!;ao torna-se ainda mais complicada e menos 
confiavel na presen!;a de multiplos outliers. Urn outro 
metodo envolvendo reslduos padronizados, que tern sido 
utilizado e 0 metoda de Pope (pope, 1976) que consiste 
basicamente numa simplificayao do metodo de Baarda 
Nas analises envolvendo multiplos outliers, 0 metoda 
mais utilizado envolve a estima!;ao robusta, sendo muito 
utilizado, odanish method (Berberan, 1992; Clerici & Harris, 
1980: Crosilla, 1983; Cross & Price, 1985; Davies & Gather, 
1993; Patterson, 1985; Silva, 1987). 
Com 0 crescente aumento da velocidade de 
processamento dos computadores, as tecnicas multivariadas 
surgem como alternativa interessante no estudo de detec!;ao 
e identifica!;ao de outliers. ParticuJarmente 0 que se pretende 
com esse trabalho e fomecer urn metodo alternativo para a 
deteC!;30 e identifica!;3o de multiplos outliers em 
fototriangula!;30. 0 metodo a ser proposto utiJiza como 
ferramenta principal 0 metoda multivariado conhecido como 
Analise de Componentes Principais (ACP) (Aduol, 1987; 
Dalmolin & Marques, 1993; Jackson & Mudholkar, 1979, 
Johnson & Wichern, )988; Morrison, 1976). 0 uso da ACP 
permitira inicialmente construir urn teste de hip6tese 
envolvendo a det~ao de outliers, e em seguida pode-se 
ainda, atraves da ACP, separar as provaveis observa!;oes 
contaminadas por eITOs. De posse dessas observa!;oes 
suspeitas, pode-se construir urn teste t que final mente 
pennitira identificar os outliers. 
Alem do desenvolvimento te6rico do metodo propos to, 
apresenta-se urn experimento envolvendo a detec!;ao e 
identifica!;ao de outliers em fototriangula!;3o. Para isso 
simulou-se urn bloco de 6 fotografias, com 34 pontos 
aerotriangulados e 150 pontos imagens, impondo-se que 3 
das fotocoordenadas estejam contaminadas de erros 
grosseiros. 
FUNDAMENTOS TE6RICOS DO METODO 
Para mostrar 0 desenvolvimento do metodo, sera 






Y= AX+ Y 
vetor das observa!;Oes (ox); 
matriz do modele (nxu), de rank u; 
vetor dos parametros (ux I); 
vetor dos residuos (oxl). 






onde: P = matriz dos pesos das obselVayoes (nxn); 
(12 = variancia da uniclade de peso das obselVayoes. 
o modelo estimado de (I) pode ser 
A A 
Y. ~ A1U.Y (5) 
A 
onde: X = estimativa de X; 
A 
Y = estimativa de y. 
Do modele estimado (5). tem-se que 
A A 
l1~Y. -AX (6) 
onde a aplicayao do metodo dos minimos quadrados 
possibilita a obtenyao do velor dos parnmelros estimados 
A 
X~(A'PA)-'A'PY (7) 
sendo A' = A' (Iransposta da matriz A). 
Seja 0 vetor dos residuos estimados 
1\ 1\ 1\ 1\ 
Y=[VIV1 ... V"]' (8) 
onde v , v" .... v , sao n variaveis correlacionaclas com , , 
A A 
E(Y.)=Qe Iy=(12[P·I-A(A'PA)""IA'] (9) 
1\ 0 velor das componenles principais (Aduol, 1987) de 
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sendo "'I' "'2 ' ... "'", os n autovalores cia matriz dos residuos 
eSlimados. 
A padronizayao dos residuos estimados conduz ao 
velor 
(14) 
sendo Ivv a matriz diagonal nxn cujos ele)?enlos diagonais 
sao as variancias obtidas da matriz. Xv dos residuos 
eslimados. 
A 
Para 0 velor .z..tem-se que 
A A 
E CD ~ Q (IS) 
e 
P" Po. 
A P" I P" A ~ ~ Pv = , (16) 
poO PoO 
ou seja, a malriz covariancia de tea pr6pria malriz 
correlayao de y. 
No ajustamento do modelo (1), sendo k = n - U 0 
numero de graus de liberdade; tem-se entao enlre os n 
autovalores: "'I' "'2' ... , "' •• da matriz Py• k autovalores nlio-
nulos. A matriz dos k au love to res normalizados 
correspondentes a esses k autovalores sera denotada por EZK• 
Portanto. 0 velor das componenles principais do vetorlsera 
delerminado pela relayao 
A E ,A 1..= ZK·1.. (17) 
y sera entao onde: 
A A 
c=E '. V 
- , - (10) 
onde Ey e a malriz rom cujas colunas sao os aUlovctores 
normalizados dos residuos estimados. Assim, te Ey podem 
ser escritos como 
A 
c, e" e" e., 
e, e" e" e., 
A E, (II) c~ e 
A 
c e" e" cM • 
Pode-se mostrar (Aduol, 1987) que 
A E (.".) ~ Q (12) 
>, 0 0 
A 0 >, 0 
~, A ~ , (13) 
0 0 >. 
E(i)~Q (18) 
>, 0 0 
A 0 >, 0 
~, A ~ 
• 
(19) 
0 0 >, 
o vetor clas k componenles principais padronizadas 
do velor ~ sera entao 
A~ A-,n y 
l.. ZK'-













sendo Ik urna matriz identidae kxk. 
Como 0 velar.1 representa as componenles principais 
padronizadas, pode-se determinar, sob a hip61cse de 




com v - n - u - I - k - I graus de liberdade 
(24) 
V~lando ao modele estimado de Gauss-Markov (5), 
o velor Y pode ser colocado na fonna 
(25) 
onde 
Scm a presen¥8 de outliers a eslatislica 
tern dislribuic;ao qui-quadrado com v = k -




Exislindoollllien, a distribui~o da eslatistica Xl e nao-
cenlrnda (Aduol. 1987; Koch, 1985) com parametros 
onde Tk representa 0 parametro de nao-centralidade da 
Q
v 
= p.l - A(A'PA) -lA' (26) distribuic;ao. 
Substituindo (25) em (21) resulta 
1 = AI~ ED( I :t1: QyPY (27) 
Seja W vv a malriz diagonal cujos elementos diagonsis 
sio os elementos cia diagonal de Qy. enlao 
I 
·In ·111 
I - -- W, .. ~ 'fa' .. 
que substituindo em (27), resulta 
, 
..s.=-- Kin E I W·IIlQ PY lKd( WY 
va> 
au ainda, fazendo 
I 
·11l ·1Il 
G=- PQy W vv E",A IX 
va> 
a (29) pode ser escrita ns fonna 





Na presenc;:a de outliers. 0 velor l.podern ser decom-
posto segundo duas componenles 
(32) 
sendo 
6.s..- G'SY (33) 
a componente que cantem 0 cfcilo do CITO e 
s,,=G'Y (34) 
a componente de ..s...livre do cfeile do erro. Evidenlemenle 
que oa ausenda de crros grosseiros lem-se ElY = 0 e, 
portanto, 8s - D, ficando enlao ~= §o. 
Portanto, para urn certo nlve! de significancia Ct, 0 teSle 
para verificar a existencia ou nao de outliers pade ser 
fomlUJado atraves das hip6lcses 
Ho : Tk .. 0 (ou seja, a preseny3 de outliers nao e 
significBliva) 
HI : Tk :F- 0 (ou seja, a presenC;8 de outliers e 
signific8tiva). 
Sendo constatada a presen~ de outUers, ou seja, se 
K 
X2 "" I .1.1 > X~ (k) (38) 
1 ~ 1 j 
tem-se que grandes valores para a estatislica X2 implica em 
, , 
grandes valores de I Sl 1. Portanto, para 0 I Sj I ..... pode-se 
identificar na i-esima col una da matriz G, os elementos que 
cOrTespondem aos coeficientes de ( A aplica~ao do teste Xl 
e sequencial, ou seja, constatada a existencia de outlier, 
elimina-se 0 1 811 .... , repetindo-se 0 processo consecuti-
vamente ate a estatistica Xl n30 indicar mais a presen~a de 
outliers. 






ent1lo, se 0 maior valor de 1 iI for 0 i-esimo, tem-se que 
(40) 
onde, separando-se os elementos g; j da col una I que 
apresentam maior magnitude, ou seja, todos aqueles 
elementos dessa coluna que superam os seus correspondentes 
nas demais colunas. 
Para reduzir 0 numero de observa~Oes separadas como 
suspeitas atraves da analise da matriz G, pode-se ulilizarum 
teste de discordlincia de olltliers, como e 0 caso do teste de 
Ferguson (Barnett & Lewis, 1984) que utiliza a estatlstica 
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n Nao foram aplicadas injunr.;:oes iniciais, optando-se 
T = I (x;. }L)4 
ns. i-I 
onde: n = numero de observa~Oes; 
~I) dessa fonna pelo ajustamento livre, utilizando como inversa 
da matriz clas equar.;:Oes nonnais a pseudo-inversa (Moura, 
1981). Portanto, utilizando 0 ajustamento livre, 0 numero 
de graus de Iiberdade para 0 exemplo proposto e 
s :::: desvio padrio da amostra; 
Xi = i-esima observacyao; 
jJ. = media conhecida da variavel. 
Os valores enticos para T, podem seT encontrados na 
referencia (Barnett & Lewis, 1984) . Esse teste e utilizado 
para urn ou mais outliers, sende que na presencya de mais de 
urn outlier 0 mesmo deve ser aplicado consecutivamente. 
Com a reducy3.o do numero de observacyOes suspeitas, 
o proximo passo e identificar os outliers. Para isso deve-se 
estimaro vieio de cada observacao, utilizando-se de urn novo 
ajustamento, introduzindo wn novo velor de pariimelros no 
modele ( I), ou seja. 0 modele e colocado na fenna, 
Y=AX + BW + V (42) 
onrle: Y:i = velor rx 1 dos r paramelros (r vicios que serao 
estimados); 
B = matriz nxr adequada ao modele, ou seja, sem 
urna matriz conlendo tantas colunas quanto for 0 numero 
de vicios a ser eslimado, sendo cada coluna fonnada por n-
1 elementos nulos e apenas urn elemento igual a 1. A 
posir.;:ao de cada elemento unitario deve estar em 
correspondencia com a posir.;:ao cia observar.;:ao que se quer 
estimar 0 vicio. 
o ajustamento do modelo (42) pelo metodo dos 
minimos quadrados vai fornecer as estimativas dos vicios, 
bern como as estimativas dos erros padrOes dos mesmos. 
Mas 0 simples fato de urn vleio estimado parecer grande 
nao e suficiente para decidir se a observar.;:ao correspondente 
e urn outlier. Para isso e necessario sujeitar esses vicios 
estimados a urn teste de hip6tese. Os vicios estimados 
apresentam media zero, tendo distribuir.;:ao nonnal com urn 
certo desvio padrao desconhecido; entao, para decidir se urn 
certo vicio estimado pode ser considerado significativo basta 
padroniza-Io e em seguida apliear um teste de hip6tese 
envolvendo a distribuiyao t de Student (Marques, 1982). 
APLlCACAO EM FOTOTRIANGULACAO 
Para testar a metodologia deserita, realizou-se uma 
fototrianguiacao, eom a simulayao de urn bloco eomposto 
de seis fotografias, consistindo em 34 pontos 
aerotriangulados e 150 pontos imagens. 
As observar.;:Oes foram simuladas, considerando-se que 
os erros das observar.;:oes (fotocoordenadas) apresentam 
comportamento nonnal com desvio padrio de 0,004 mm. 
Com base na simular.;:ao realizada as fotocoordenadas fo-
ram consideradas isentas dos erros sistematicos. 
Como modelo matematico funcional utilizou-se as 
Equacoes de Colineariclade, e 0 ajustamemo simultiineo 
realizado atraves do metodo por feixe de raios (bundle 
method). Para 0 exemplo proposto, 0 ajustamento envolveu: 
n" de parametros = 6x6 + 34x3 "" 138; 
n° de observar.;:Oes = 150x2 = 300. 
k=n-u+d=300-l38+7= 169 
onde: k = n" de graus de Iiberclade; 
n = n" de observar.;:oes; 
u = n° de parametros; 
d = deficiencia de rank. 
o modelo matemAtieo funcional adotado, ou seja, as 
Equar.;:Oes de Colinearidade (Lugnani, 1987; Merchant, 1979) 
sao 
ex -XoPnll + (Y - YoPnn + (Z-ZoPnlJ 
F(x)=x-xo-c. 0 
(X - XoJrn" + (Y - YoJrn" + (Z - z")m,, 
(X - XoJrn" + (Y - YoJrn" + (Z -ZoJrn" 
F(y)""y-yo-c. 0 
(X - XoJrn" + (Y - YoJrn" + (Z - z")m,, 
(43) 
Linearizando 0 modelo (43), obtem-se 
(44) 
aF 
onde: A = --representa a matrizdoscoeficientes(300x.138); 
ax, 
X = velor clas correyees dos parametros (138xl); 
1. = 10 -1t, (300x 1), com 10 "" !<?fcJ sendo ~o 0 
vetor dos valores aproximados dos parnmetros e ~ 0 vetor 
das observar.;:Oes; 
Y = velor dos residuos (300xl). 
A solur.;:ao do sistema (44) foi obtida atraves do 
ajustamento pelo metoda dos minimos quadrados, 
utilizando-se de procedimento iterativo; 
K ~ - (A 'P A) • A' P !.. (45) 
ou 
(46) 
onde P representa a matriz diagonal dos pesos (300x300) e 
~ a pseudo-inversa da matriz das equar.;:oes normais. 
A Tabela 1 moslra resumidamente as observar.;:oes 
simuladas e os correspondentes numeros das fOloS e dos 
pontos. 
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Foto Ponto Observa~ao Fotocoordenada 
n' n' n' obsern>da (em mm) 
1 18 1 x, ~ 105,99300 
1 18 2 Y, ~ 54,62100 
4 10 158 xu. = 75,65700 
4 10 159 YU9= 63.92600 
5 21 243 X l12 = - 84,79000 
5 21 244 YIll = - 47,66700 
5 29 251 X l26 = - 11,98000 
5 29 252 Yl26 = - 80,92600 
6 31 299 xuo = -101,60400 
6 3 1 300 Yuo=-I04,87000 
Tabela I - Observa~OeS siml,lladas. 
Com a uliliz891i.o de urn processo aleat6rio, foram 
selecionadas 3 observa~6es com 0 objetivo de contamina-
las com enos de magnitude entre -3Oa e +300', sendo as 
magnitudes tambCm selecionadas por urn processo aleat6rio. 
Essa simu lao:;:a o resultou na seJeoiio das seguinles 
observayOes e dos correspondentes erros (Tab.2). 
N°da Erro Observaoao Observaoao + erro 
observacao (em rum) (em rum) (em rum) 
159 - 0,06578 63,92600 63,86022 
243 - 0,08862 - 84,79000 - 84,87862 
252 0,03948 - 80,92600 - 80,88652 
Tabela 2 - ObKrvat;&:$ comaminadas par erros. 
Efetuado 0 ajustamento livre (Moura, 1981), 
delenninou-se entaa 0 velar das componentes principais 
padronizadas para 0 modelo linearizado (44), sendo que para 
esse modelo 0 velor (31) e delenninado por 
A 
... ~ (47) 
A A 
.!. = G'Y 
A A 
onde:....s. (169xl), G (300xI69), Y. (3OOxl). Como se pode 
nolar 0 velor das eomponenles principais padronizadas 
eSlimadas e eonstiluido de 169 componenles, ou seja, igual 
ao numero de graus de liberdade do modelo, correspondendo 
aos aulovalores nao nulos. 
Determinado 0 velor~, ea1culou-se a estalislica X2, ou 
seja 
x' 655,5 (48) 
Para urn nive! de significancia de 5%, delenninou-sc 0 valor 
eritico 
XlOpj (168) = 199,2 (49) 
Como X2 > X2 0.0, (168), rejeita-se a hip6lese Ho: Til; = 0, ou 
seja, a presen~a de erro em uma ou mais observa~oes 
(outliers) e signifieativa ao nlvel de significancia de 5%. 
No pr6ximo passo, realizou-se uma analise eriteriosa 
sobre a matriz G, como deserita em Fundamenlos Te6ricos 
do Melodo, para se!ecionar os elementos g i j suspeitos de 
carregarem as observa~oes contaminadas. Foram 
selecionados 35 elementos desla matriz eujas posi~oes 
correspondem as observa~Oes de numeros: 
I 7 8 31 32 39 42 50 54 
59 79 88 91 92 117 119 120 129 
159 161 171 177 179 182 201 203 207 
210 211 241 243 252 264 267 276 
Para reduzir 0 numero de observa~oes suspeilas. 
aplicou-se 0 lesle de discordancia de outliers de Ferguson, 
o qual utiliza a estalistica T (41). A eslatistica T de Ferguson 
mostrou-se significativa para 5 observa~oes, ao nlvel de 
significancia de 5% como mostra a Tabela 3. 
Estatistica T(n) Valor Cntico N° da observa~a 
(n=n° de obs.) (nlvel = 5%) selecionada 
T(35) ~ 7,89 4,2 243 
T(34)~ 5, 17 4,2 159 
T(33) ~ 4,92 4,2 252 
T(32)· 4,50 4,2 117 
T(31)~ 4,63 4,2 8 
T(30) ~ 3,81 4,2 nao e significativ 
Tlbetl3 - ObseTYl~t'Ies sclecionldBs pelo teste de Ferguson. 
Na ultima etapa procedeu-se A identifica!;30 dos outliers 
entre as cinco observa!;oes se lecionadas. Para isso. 
inicialmente foi necessario estimar os vlcios de cada uma 
delas. A estima~ao foi feita atraves de urn novo ajustamento 
onde 0 modele matematico linearlizado e do tipo, 
AX + BW + 1.=y: 
onde: B '" malriz 300x5 dos coeficientes dos vieios; 
W. = velor 5x I dos vicios. 
A 
(50) 










Realizado 0 ajustamento. OS vicios estimados e 
respeclivos erros padr3es enconlram-se na Tabela 4. 
N° da observayao Vleio - ~i Erro padrao 
8 0,00309 0,00540 
117 0,02193 0,02174 
159 0,05206 0,01521 
243 0,08879 0,00569 
252 - 0,04049 0,00494 
Tabela 4 - Vlcios e erros padrOes eSlimados. 
Finalmente, ca1culou-se a eslatislica I para cada vido 
estimado que atraves de teste de hip6tese descrito em 
Fundamentos Te6ricos do Metodo, pennitiu idenlificar os 
olltliers. 
A Tabela 5 mostra 0 valor da estatistica I para cada 
uma das cinco observao:;:oes selecionadas e as conclus5es 
obtidas. 0 teste de hip6tese foi aplicado para urn nlvel de 
significancia de 5%, sendo 0 numero de graus de liberdade 
dado por 
(52) 
onde r "" numero de vicios estimados. 
o valor critico de I, para 0 teste bilateral, e dado por 
t O,OlS (164) = 1,97 
N° da obselVa~ao Estatistica t ConcJusao 
8 0,57 nao e outlier 
117 1,01 nao e outlier 
159 3,42 e outlier 
243 15.59 e outlier 
252 -8.20 e outlier 
Tabela 5 - Valorcs da eSlatistica t, 
Como pode·se observar na Tabela 5. as unicas 
observa~oes identificadas como outliers sao as de numeros; 
159.243 e 252, ou seja, exatamente aquelas que foram 
contaminadas. 
Os vicios finais estimados dessas tres observa~Oes fo-
ram obtidos efetuando-se urn novo ajustamento, utilizando 
urn modelo do tipo (50), substituindo-se apenas 0 vetor~; 
5XI, por outro de dimensiio 3xl. ou seja, 
(53) 
e a matriz B;300x5 par outra matriz adequada B1: 300x3. 
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o novo ajustamento. para 0 presente caso, fomeceu 
os vicios estimados finals como mostra a Tabela 6. 
N° da observa~ao Vicio estimado 
159 0,06625 
243 0,08997 
252 - 0,04043 
labela 6 - Vlcios estimados finais. 
Com os vicios estimados, pode-se ainda corrigir as 
observa~Oes contaminadas e testar novamente se a existencia 
de outliers e significativa. Essa cOrTe~ao foi feita e calculou-





ou seja, 0 resultado da estatistica nao e mais significativo; 
portanto, as observa~oes nao contem outliers. 
CONSIDERAc;:OES FINAlS 
o uso mais frequente de tecnicas eSlatiSlicas 
multivariadas 56 tern sido possivel gra~as a evolUl;:ao dos 
computadores, principalmenle no que diz respeilo ao 
aumento de velocidade de processamenlo e da capacidade 
de armazenar informa~oes. 0 que se pretendeu com esse 
trabalho foi mostrar que as lecnicas multivariadas podem 
ser bastante uteis na detec~ao e identifica~ao de multiplos 
outliers em fototriangula~1io. Os resultados do experimento 
realizado mostram 0 potencial e eficicncia do melodo da 
Analise de Componentes Principais, na delec~iio e 
idenlificatyiio de eITOS observacionais em Ajustamento. Como 
sugestao para estudos posleriores sena interessante pesquisar 
o tempo de processamento do melodo multivariado quando 
comparado com os metodos usuais e lambem a compara~ao 
de resultados para diferenles configura~3es em 
fotolriangula~iio. 
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