Correspondence is one of the major problems that must be solved in stereo vision. Correlation has been commonly used in the past for this problem. However, most classical linear correlation methods fail near depth discontinuities and in the presence of occlusions. Many robust methods have been proposed that claim to effectively deal with some or all of these issues. Many of these robust methods are transformation-based, however, other robust methods are non-transformation based. This paper gives five requirements that should be met by a transformation-based robust correlation method. We compare some of the robust correspondence methods and demonstrate their utility on different data sets. Based on these results, we propose a solution to the correspondence problem which represents a compromise between the speed of classical correlation and the improved results obtained from a more robust correspondence method. Also, we propose a median filtering technique that removes noise from the disparity maps while preserving certain image features usually removed by ordinary median filtering.
Introduction
The correspondence problem of computer vision determines which parts of the left and right images are projections of the same scene element. After the pixel correspondences are obtained, reconstruction is used to obtain the 3-D location and structure of the observed objects. The accuracy of reconstruction is dependent on the accuracy of the pixel correspondences obtained; therefore correspondence is often considered the most important problem of stereo vision.
Image windows of fixed sizes are matched together in correlation-based methods. Corresponding elements are found by maximizing a similarity criterion in the search region. The two most widely used functions for correlation are cross-correlation and sum of squared differences correlation. Normalization of the correlation of zero-mean intensity values will make the score invariant to affine transformations. 3 Correlation methods commonly fail near depth discontinuities and in the presence of occlusions. An example of an occlusion and depth discontinuities are shown in Fig. 1 . Because of the depth discontinuity and the apparent occlusion in the highlighted rectangular area (zoomed in the second row), the correlation window may cover pixels at different depths thus disturbing the correlation outcome. One way to alleviate this problem is to impose several constraints in the matching process. The epipolar constraint 11 is used to reduce the search region to a one-dimensional line so that computational complexity is reduced and accuracy is improved. The left-right consistency constraint is used to help eliminate false matches in occluded image areas and along the borders of objects. Lastly, the disparity limit constraint 11 is used to reduce the width of the search region even further.
The constraints applied to correlation are generally not enough to obtain good correlation results at depth discontinuities and where there are occlusions. A number of techniques have been proposed that claim to deal with these problems. Some of these techniques are borrowed from the robust statistics literature, 6, 9 which are based on transforming the window intensity values into a new set of values that is less sensitive to window pixels at a different depth (e.g. Refs. 1 and 12). That is, these transformation-based methods regard window pixels at a different depth from the majority as outliers. There is also another class of techniques that attempt to vary the correlation window's shape. Kanade and Okutomai 8 used a model of intensity and disparity variation within a window to compute an uncertainty of disparity estimate. This allows a search window with locally minimum disparity uncertainty. Their method is elegant, but besides being computationally expensive, it does not give sufficient improvement over fixed-window methods. A simpler method has been proposed 4, 5, 7 in which multiple windows are used. For each pixel and disparity a number of windows are tried, and the one with the best correlation is retained. Although the number of windows is limited, this method is rather robust to window pixels at a different depth since different combinations of the neighbors to the pixel of concern are examined.
In this paper, we study and compare these different "robust" methods for stereo matching. Previous papers that used transformation-based methods did not give any requirements that should be satisfied by the transformation function. This paper will discuss the conditions that make nonlinear transforms on the image window robust for correlation. We thus present the guidelines that should be used to select a robust correlation transform. According to these guidelines, we present some new transforms and then show that the previously used transforms indeed satisfy these requirements.
Based on the results of the comparison in terms of speed and accuracy between a number of different robust correlation methods, both transformation-based and non-transformation-based, we will propose a new hybrid correlation method. This new method increases the number of the obtained correct matches, while not requiring excessive computation time.
This paper begins by presenting the requirements that should be met when performing transformation-based robust correlation. In Sec. 3, we describe the different correspondence algorithms that we will compare in this paper. The experimental results we obtained and the new hybrid method are presented in Sec. 4. Lastly, in Sec. 5, we form our conclusions.
Robust Correlation
The ordinary sample correlation coefficient, also known as normalized cross correlation (NCC),
yields a distribution-free result. 6 Despite this distribution-free result, c n is not robust since one bad outlying pair (x i , y i ) can shift c n to any value in (−1, +1).
As a solution to this problem, we may compute c n (u, v) instead of c n (x, y), where u and v are computed from x and y, respectively. The following rules should be followed when computing u and v. The first and second requirements ensure that u and v still give a distributionfree result. Condition (3) preserves perfect rank correlations. Correlations of ±1 are preserved by conditions (4) and (5) together. For more explanation on these conditions, the interested reader is referred to Ref. 6 . Next, we give an example where all five requirements hold.
Let u i = a(R i ), where R i is the rank of x i in (x 1 , . . . , x n ) and a(·) is some monotone scores function. If a(i) = i is chosen, classical Spearman rank correlation is obtained between x and y.
Other robust solutions to the correspondence problem, besides transformationbased robust correlation, have been developed. A couple of these methods will be compared along with the transformation-based methods in this paper.
Robust Correspondence Methods
In this section, we describe a number of robust correlation methods. The first three methods presented in this section are transformation-based robust correlation methods that follow the requirements of the previous section. The first two have already been used for stereo matching, while the third one was developed in the theory of robust statistics, but has not been applied to stereo correspondences. The fourth method follows a somewhat different approach that is based on ordinal measures. 1 The last method is a non-transformation-based method that utilizes different correlation windows.
Spearman's rank transform
Spearman's rank transform was used by Zabih and Woodfill in Ref. 12 . If I(·) is an intensity value, and x , y represents pixels in the image window neighborhood N (x, y) of the center pixel x, y, the rank transform is
which yields an integer in the range {0, . . . , d 2 −1}, where d is the height or width of a square image. As shown in the example in the previous section, the rank transform meets all five requirements for a robust image window transform.
Signum transform

Shevlyakov
10 showed how to obtain the quadrant correlation by using the following equation:
where med(·) denotes the median operator. Therefore, the image window values are subtracted from the median of the window values, and then the signum function is applied. The signum transform also meets all five requirements for a robust image window transform.
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Transform based on ψ
The ψ transform was shown by Huber in Ref. 6 . Let ψ be a monotone function, and put
where T and S are arbitrary estimates of location and scale satisfying
Setting T = med(x i ) and S = med|x i − med(x i )| is one way to satisfy these requirements.
From the many possible choices, we have used a couple of monotone functions for ψ, a continuous bipolar activation function and a ln function. The bipolar continuous activation function is
and the ln function 2 is
We have used a constant δ = 20 and α = 10, 000 in our experiments. The five requirements hold for both versions of the ψ equation we used.
Ordinal measure κ for robust correlation
Ordinal measures are based on the relative ordering of intensity values in windows which is a rank permutation. Bhat and Nayar presented a method for obtaining matches with correlation measure κ.
1 First obtain the Spearman ranks of each image window, so that π 
where π
where J(B) is 1 when B is true and 0 otherwise. Now, the similarity score κ is defined as When I 1 and I 2 are perfectly correlated, κ = 1. Conversely, κ falls to −1 when I 1 and I 2 are perfectly negatively correlated. Of course, the use of κ replaces the need to use classical correlation to compute the score. This makes this method somewhat different from the previous methods, which use the classical correlation defined in (1) to compute the score after transforming the window values. As such, the previous requirements are not applicable to this method.
Symmetric multiple windows for robust correlation
Symmetric Multiple Windows (SMW), 4 performs classical correlation with nine different windows at each pixel, and retains the disparity with the highest score. A window yielding a smaller error is more likely to be covering a constant depth region. 4 The original window with the pixel to be matched as its center pixel is the first window. The other windows are obtained by shifting the image window so that the center pixel is moved to the centers of the edges of the image window and also to the corners.
Experimental Results
In this section, we compare normalized cross correlation (NCC), Rank Transform, Signum Transform, a couple of ψ transforms, ordinal measure and Symmetric Multiple Windows (SMW) on both synthetic and real data. We first compare the nonlinear robust methods with NCC to determine which method demonstrates a high degree of robustness. We start with two 5 × 5 windows of values with intensity values that are perfectly correlated. One pixel of one image window is varied across its range of possible intensities. The resulting mean similarity scores, mean standard deviations, and mean rms deviation errors from the ideal score of unity are presented in Table 1 . It is apparent that the robust correlation methods perform much better than NCC in this test. We can also determine the breakdown points for the nonlinear robust methods. We begin by correlating two perfectly matched 5 × 5 windows, and then increase the number of outliers in one window until half of the values are outliers. We have plotted the resulting mean similarity scores in Figs. 2-6 . NCC breaks down with just one outlier, but the nonlinear methods break down at a much slower rate.
Not only do we want the correspondence methods to be robust, but they should also exhibit discriminatory power. 1 We test all the methods we have described in this paper on synthetic data to determine the discriminatory power of the robust methods versus NCC. In this example, we use a box stereogram against a shifting background as in Fig. 7 . For each method, we determine the number of false positive and negative matches and present the results in Table 2 . In this test, SMW correlation possesses the most discriminatory power, since it produced a perfect disparity map of the stereogram. NCC had slightly worse results than the other methods because of depth discontinuities and occlusions. The time performance of all methods, shown in the last row, clearly favors NCC since all robust methods need more computations. The times are for program execution on a 750 MHz Athlon PC. To better simulate the effect of using real data, we added gaussian noise of variance 5.0 to both of the box stereogram images and shifted the intensity values so they differed by 10% between the images. The false positive and negative matches are once again computed, and the results are printed in Table 3 . SMW also possessed the most discriminatory power in this test. But, instead of being the worst, NCC was the second-best method. This result was somewhat expected since robust methods typically perform poorly against gaussian noise.
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The synthetic corridor images with the ground-truth disparity in Fig. 8 are used to test the various methods. Here we employed a rejection mechanism based on the left-right consistency constraint; if a right point matches a left point, the latter point should match back to the same right point as well. As such, we allow for pixels without any matches. The same rejection mechanism is also applied to all experiments to be described later. We find the number of accepted matches and the root mean squared error for each method and present them in Table 4 . SMW correlation finds the most matches between the image pair. The error tends to increase with the number of matches found. This is reasonable because in the ground truth disparity map the methods are compared against has 203 discrete values, but the generated disparity maps have only 11 discrete values. The next test is on some real data of an indoor scene (Fig. 9 ). This is a complex scene, since there are large areas of constant intensity, many object boundaries, and complex features. To reduce false matches in the constant intensity areas, we select a similarity score threshold. We wish to determine how many positive matches each method will give since we want to produce a dense disparity map. The results are presented in Table 5 , and the output disparity maps are presented in Figs. 10-16 . The SMW method produced the most matches, but SMW also had the undesirable side effect of producing patches of matched points containing the same disparity values. SMW obtains similarity scores from nine different image window pairs in the region. If one image window pair has a very high similarity score, it will be propagated to the surrounding pixels that use this pair for matching. Therefore, SMW produces a highly textured disparity map at the expense of some accuracy. NCC also produced a greater number of matches than the remaining robust methods.
Our tests reveal that the nonlinear robust correlation methods will produce a higher similarity score in the presence of outliers. However they do not possess as much discriminatory power as NCC or SMW. This is a disadvantage when performing correspondence since we want to obtain a dense disparity map. As shown on the indoor scene, when using SMW on real data, accuracy can be lost due to the propagation of matches with high similarity scores. Also, all of the robust methods take much more computation time than NCC does. Therefore, we propose the following hybrid method. 
New hybrid method
NCC is first performed on the stereo pair, and matches with a similarity score above a certain threshold will be retained. Next, SMW is performed on the image points which were not matched by NCC. Matches obtained by SMW are combined with the NCC matches.
We first tested the hybrid method on both the original box stereogram pair and the box stereogram pair with added noise. The hybrid method gave the same results as SMW in 10 seconds and 15 seconds, respectively. We also used the hybrid method on the indoor scene, and the resulting disparity map is in Fig. 17 . The hybrid method found 53,165 matches in 39 seconds. We have observed that this solution has the following benefits.
1. The speed and accuracy of NCC is exploited on the regions that are highly textured. 2. SMW will produce matches only in regions where NCC fails, therefore the disparity propagation effect is greatly reduced in non-occluded and non-boundary regions and the accuracy is improved. 3. The computation time is faster than using a single robust method alone. 4. A greater number of matches can be accepted than by any single method alone.
Selective median filtering
The correlation methods can incorrectly produce matches where they do not exist or not produce matches in textured areas where many matches should exist, resulting in noisy disparity maps. Median filtering can be performed on the disparity maps to remove this noise without adversely affecting computation time. Median filters are robust to outliers since the median of a set of numbers is the value with the minimum total distance to all of the other values in the set. One of the undesirable side effects of median filtering is that it removes several common structures, such as the ends of lines, one pixel wide lines and corners.
To reduce the effect of the median filter removing the ends of lines, one pixel wide lines and corners, a selective median filter is proposed that does not automatically replace each value in the disparity map with the median of the filter window. Instead, the filter will be biased towards the original value in the following way. The values of the filter window are first sorted based on their rank as usual. Then, the value from the center third of the sorted values which is closest to the original value is selected as the output of the selective median filter. An example of selective median filtering is shown in 18 using a window size of three by three. NCC and the hybrid method with selective median filtering are tested on a stereo pair from Tsukuba university, see Fig. 19 . The number of matches for NCC and the hybrid methods with and without selective median filtering are shown in Table 6 . The hybrid method produces more matches than NCC does. Selective median filtering removes noise from the disparity maps for both methods and results in denser disparity maps. The disparity maps produced are shown in Figs. 20-23 .
The hybrid method with filtering is also tested on a stereo pair of two planes from Microsoft Research. Figure 24 shows the left image of the stereo pair and the ground truth.
Hybrid correspondence produced 56,763 matches with an rms error of 3.13487 when compared to the given ground truth. Selective median filtering the disparity map produced 412 more matches with a total rms error of 3.12636. Figures 25 29. Here matches with correlation score less than 0.7 were rejected. Moreo ackground was thresholded out before matching. NCC takes 44:43 on a Athlon PC. This time was decreased to 3:21 by parallelizing the code on a and 26 show the resulting disparity maps. Selective median filtering decreases the rms error of the results, and it is apparent visually that filtering has removed noise from the disparity map in a trivial amount of added computation time.
We finally test the hybrid method on a very large data set -a stereo pair of a semi-translucent glass star. This stereo pair was provided by Jean-Yves Bouguet of Intel Corporation and is shown in Fig. 27 .
The matches produced for the glass star are shown in Table 7 . The disparity maps for hybrid correspondence with and without filtering are shown in Figs. 28 and 29. Here matches with correlation score less than 0.7 were rejected. Moreover, the background was thresholded out before matching. NCC takes 44:43 on a 750 MHz Athlon PC. This time was decreased to 3:21 by parallelizing the code on a 40 processor SGI ONYX2 supercomputer. Hybrid correspondence took 26:40 on the supercomputer. 
Conclusions
The paper mentioned the requirements that should be met by transformation-based methods. Although previously proposed methods indeed satisfy these requirements, their authors did not state the guidelines based on which their transformations rely. As such, this paper, for the first time, presents the guidelines that should be used to select a robust correlation transform to solve the stereo correspondence problem. Moreover, in the paper a comparison was carried out between various methods on a number of synthetic and real images. The experimental results has shown that even though the robust nonlinear correlation methods proved to be more robust than NCC, they also possess less discriminatory power. Ordinal measures also possess less discriminatory power than NCC. SMW has a high degree of discriminatory power, and also appears to be robust. NCC is known to perform well in areas that are highly textured. We have proposed a new hybrid method which exploits the speed of NCC and the robustness and discriminatory power of SMW. Also, one of the undesired side effects of SMW can be reduced by using the hybrid method. Selective median filtering can be used to remove noise from the disparity map and
