We prove a strengthened form of convexity for operator monotone decreasing positive functions defined on the positive real numbers. This extends Ando and Hiai's work to allow arbitrary positive maps instead of states (or the identity map), and functional calculus by operator monotone functions defined on the positive real numbers instead of the logarithmic function.
Introduction
The theory of operator monotone and convex functions initiated by Löwner and Kraus, and modernized by Choi [Cho74] , Ando [And78, And79] , and Hansen and Pedersen [HP81] in connection to positive linear maps of operators, reveals interesting relations between function theoretic concepts on the one hand, and structure of positive or self-adjoint operators on Hilbert spaces on the other. Compatibility with the (partial) order relation of such operators forces strong regularity on functions, and in particular the operator monotone decreasing functions f (x) on an interval admit, up to linear terms, integral representations with 1/(λ + x) as integrand. These functions are logarithmically convex (or superconvex) besides being monotone decreasing, which suggests that operator monotone (decreasing) functions automatically have stronger form of concavity / convexity.
The corresponding notion of operator logarithmic convexity was first considered in [ASRV00] , and in an interesting paper [AH11], Ando and Hiai showed that operator monotone decreasing positive functions f (x) defined on positive real numbers indeed admit operator log convexity. Moreover, they showed that composition of states and such functions have logarithmic convexity, that is, if ω is a state, the map X → log ω(f (X)) is convex for positive invertible operators X. In another direction, Kian and Dragomir [KD16] gave a characterization of operator log convexity by a strengthened form of the Jensen inequality.
In this short note we show that the functions in this class have even stronger form of convexity, by allowing log(x) and ω(X) above to be of more general forms. Our main result (Theorem 3.1) states that, if g(x) is an operator monotone function defined for 0 < x < ∞, and if Φ is a strictly positive linear map of operators, then the map X → g(Φ(f (X))) is convex on invertible positive operators.
This generalization is comparable to Hiai's more recent work [Hia13, Hia16] , in which he considers the joint concavity / convexity problems for trace functionals of the form Tr(g(Φ(X p ) 1/2 Ψ(Y q )Φ(X p ) 1/2 )) with suitable g(x) and positive maps Φ and Ψ, generalizing a foundational work of Lieb [Lie73] . See Section 4 for a more detailed comparison.
2.2. Operator means. When X and Y are elements of A ++ , their harmonic mean is
The usual average
2.3. Operator monotone and convex functions. Let I be a subset of R. A real function f (x) on I is said to be operator monotone on I if the functional calculus by f satisfies
we say that f is operator monotone decreasing.
Similarly, assuming I to be an interval, f is said to be operator convex on I if
holds for X, Y as above and 0 ≤ t ≤ 1. Operator concavity is defined by the reverse inequality.
If f : (0, ∞) → R is operator monotone, then it is operator concave. Similarly, continuous operator monotone decreasing functions on (0, ∞) are operator convex.
Let Φ : A → B be a unital positive map between unital C * -algebras, and I = [a, b] be a closed interval.
is an operator convex function on I, then we have the Jensen inequality
for X as above.
Main result
Theorem 3.1. Let f : (0, ∞) → (0, ∞) be an operator monotone decreasing function, and g : (0, ∞) → R be an operator monotone function. When A, B are unital C * -algebras and Φ : A → B is a strictly positive linear map, the transform
Example 3.2.
(i) For f (x) = x −1 and g(x) = −x −1 , the above reduces to the well-known concavity of the map X → Φ(X −1 ) −1 . (ii) Another important case is g(x) = log x. For this g(x), the cases of Φ(T ) = T and Φ(T ) = ω(T ) for some state ω were separately treated in [AH11] .
We prove the above result through the following elementary lemmas.
Lemma 3.3. Let Φ : A → B be a (strictly) positive linear map. Then for (invertible) positive elements
Proof. This is essentially [Bha07, Theorem 4.1.5 (i)], or can be reduced to Example 3.2 (i), but for the reader's convenience let us give a more direct argument: combining X ! Y = 2(X − X(X + Y ) −1 X) and the linearity of Φ, we can reduce the claim to
Consider the unital positive linear map
which is equivalent to (3.1).
Remark 3.4. From the above lemma one can derive Φ(X σ Y ) ≤ Φ(X)σ Φ(Y ) for any symmetric operator mean σ in the sense of [KA79] .
Lemma 3.5. Let f (x) be as in the statement of Theorem 3.1. Then for elements X and Y in A ++ , we have
Proof. This is observed in [AH11, p. 614]: 1/f (x) is operator monotone on (0, ∞), hence is operator concave. The latter condition is equivalent to the above inequality.
Proof of Theorem 3.1. By continuity, it is enough to prove the inequality
By assumption, the map
is monotone. Combined with Lemma 3.5, we obtain
By Lemma 3.3 and the operator monotonicity of g(x), we have
Collecting the inequalities (3.3), (3.4), and (3.5), we indeed obtain (3.2).
Relation with geometric mean.
Our key observation is that, maps of the form X → Φ(f (X)) satisfy a strong convexity
which leads to usual convexity under functional calculus by g. This notably differs from the approach of [AH11] in that we do not use the geometric mean X # Y = X 1/2 X −1/2 Y X −1/2 1/2 X 1/2 .
Since this can be characterized as
and positive maps satisfy a restricted form of 2-positivity for block matrices of the above form, we do have Φ(X # Y ) ≤ Φ(X) # Φ(Y ) when Φ is a positive map, see also Remark 3.4. Then, for g(x) = √ x, the matrix 1 2 (g(S) + g(T )) − g(S # T ) has eigenvalues λ 1 = 0.5786 . . . , λ 2 = −0.0159 . . . , so it seems difficult to derive the convexity of X → g(Φ(f (X))) using the geometric mean.
Combining this with the operator log-convexity
f (X Y ) ≤ f (X) # f (Y ), we obtain Φ(f (X Y )) ≤ Φ(f (X)) # Φ(f (Y )
Two variable version
In [Hia13, Hia16] (see also [CFL16] ), Hiai considered 2-variate convexity / concavity problems involving positive maps. Among his results is the following part of [Hia16, Theorem 2.1], which is closest to our setting: with −1 ≤ p, q ≤ 0, let g(x) be a real function such that g(x p+q ) is operator monotone decreasing. Then, for any strictly positive maps Φ : M m (C) → M k (C) and Ψ : M n (C) → M k (C), the map
is jointly convex.
Our result implies that, if f 1 (x) and f 2 (x) are operator monotone decreasing positive functions on (0, ∞), and if g(x) is as in Theorem 3.1, then the map
is separately convex. Indeed, if X is fixed, the map
is positive, hence we can apply Theorem 3.1. Using the trace property, one can check the equality
when h(x) is a polynomial function. By uniform approximation on intervals we can replace h by g, which allows us to switch the role of X and Y . While our method does not seem to have direct implication for joint convexity, for g(x) = x the following variation of the argument of [Lie73] shows that the map (4.1) is indeed jointly convex. 
is convex.
Proof. By linearity and the integral representation of the f i (x), we may assume f 1 (x) = 1/(λ + x) and f 2 (x) = 1/(µ + x) for some λ, µ ≥ 0. By small perturbation we may also assume that K is invertible and Φ is strictly positive. Let X ∈ A ++ and Y = Y * ∈ A. The claim follows if we prove that the function h(t) = τ (Φ(f 1 (X + tY ))K * Φ(f 2 (X + tY ))K) defined for small |t| satisfies ∂ 2 t h(t)| t=0 ≥ 0. The derivative of f 1 (X + tY ) is given by
We thus have
Let us put
and consider the maps
The elements c i are invertible by our additional assumptions on K and Φ.) Thus, we want to prove
Since Φ u and Ψ u are unital positive maps, the tracial property of τ together with the (Jensen-)Kadison inequalities of the form Φ
. Thus, it is enough to have 2τ c 1 d 2 1 c 1 c 2 2 + c 1 d 1 c 1 c 2 d 2 c 2 + c 2 1 c 2 d 2 2 c 2 ≥ 0. Using the tracial property of τ , one sees that the left hand is equal to τ (c 2 c 1 d 1 + d 2 c 2 c 1 )(d 1 c 1 c 2 + c 1 c 2 d 2 ) + c 2 c 1 d 2 1 c 1 c 2 + c 1 c 2 d 2 2 c 2 c 1 , which is indeed nonnegative. → R, (X, Y ) → τ Φ(f 1 (X)) 1/2 Ψ(f 2 (Y ))Φ(f 1 (X)) 1/2 is jointly convex.
Proof. Consider the mapΦ
This is a positive map, and for (X, Y ) ∈ A ++ 1 × A ++ 2 the elements
satisfy (τ ⊗ Tr) Φ (f 1 (Z))K * Φ (f 2 (Z))K = τ (Φ(f 1 (X))Ψ(f 2 (Y ))) = τ Φ(f 1 (X)) 1/2 Ψ(f 2 (Y ))Φ(f 1 (X)) 1/2 up to the identification M 2 (B) B ⊗ M 2 (C). Thus the assertion follows from Proposition 4.1.
