Abstract-Touchless palmprint recognition systems enable high-accuracy recognition of individuals through less-constrained and highly usable procedures that do not require the contact of the palm with a surface. To perform this recognition, methods based on local texture descriptors and convolutional neural networks (CNNs) are currently used to extract highly discriminative features while compensating for variations in scale, rotation, and illumination in biometric samples. In particular, the main advantage of CNN-based methods is their ability to adapt to biometric samples captured with heterogeneous devices. However, the current methods rely on either supervised training algorithms, which require class labels (e.g., the identities of the individuals) during the training phase, or filters pretrained on general-purpose databases, which may not be specifically suitable for palmprint data. To achieve a high-recognition accuracy with touchless palmprint samples captured using different devices while neither requiring class labels for training nor using pretrained filters, we introduce PalmNet, which is a novel CNN that uses a newly developed method to tune palmprintspecific filters through an unsupervised procedure based on Gabor responses and principal component analysis (PCA), not requiring class labels during training. PalmNet is a new method of applying Gabor filters in a CNN and is designed to extract highly discriminative palmprint-specific descriptors and to adapt to heterogeneous databases. We validated the innovative PalmNet on several palmprint databases captured using different touchless acquisition procedures and heterogeneous devices, and in all cases, a recognition accuracy greater than that of the current methods in this paper was obtained.
B
IOMETRIC systems recognize individuals based on their physiological or behavioral traits. Physiological traits include fingerprints, palmprints, and irises, whereas behavioral traits include a person's gait, voice, and signature [1] . In particular, palmprint-based biometric systems have been increasingly researched in recent years due to their high recognition accuracy, usability, and acceptability [2] - [4] . In fact, several palmprint acquisition systems rely on touchless, less-constrained, and highly usable acquisition procedures in which the position of the hand is not constrained and the palm does not touch any surface [5] - [10] . However, touchless palmprint images exhibit higher local differences in scale, rotation, translation, and illumination than touch-based images do, thereby increasing their intraclass variations and potentially reducing the recognition accuracy [2] , [11] .
To achieve accurate recognition using touchless images, several recent methods for biometric recognition have considered local texture descriptors that are designed to be robust to local changes in scale, rotation, translation, and illumination [12] , [13] . The most recent approaches for palmprint recognition based on local texture descriptors generally involve computing a biometric template by extracting the local information related to the orientations of the lines on the palm [6] , [14] - [16] . However, these approaches use handcrafted processing algorithms for feature extraction, using parameters whose optimal values may change for each database used based on the resolution and quality of the images [17] . Currently, there is no standard device for acquiring touchless palmprint samples, and the publicly available databases exhibit high differences in the resolution, quality, and dynamic range of the images [2] .
Currently, numerous biometric approaches are being developed using techniques based on Deep Learning (DL) and Convolutional Neural Networks (CNNs) due to their ability to extract knowledge from noisy data, adapt to biometric samples captured using different devices, and achieve accurate recognition in less-constrained environments [17] - [20] . In particular, several approaches perform touchless and lessconstrained palmprint recognition using CNNs [21] - [23] . However, the methods presented in the literature for palmprint recognition based on CNNs exhibit at least one or more of the following drawbacks. First, the majority of these methods use supervised training procedures, which require training data associated with corresponding class labels (e.g., the identities of the individuals associated with the palm images). Second, these methods use general-purpose filters that do not consider palmprint-specific features (e.g., filters pretrained on general image classification databases). Third, thorough experimental evaluations on multiple touchless palmprint databases are rarely performed, and hence, the ability of the CNNs to adapt to images captured with heterogeneous devices is not tested. Fourth, comparisons with recent methods based on local texture descriptors are generally not reported.
In this paper, to overcome the limitations of current CNNs for palmprint recognition, we propose PalmNet, 1 which is an innovative CNN that uses a novel method of applying Gabor filters in a CNN. PalmNet uses an innovative unsupervised training algorithm (i.e., an algorithm that does not require information about user identities) that can tune filters based on a limited quantity of data (e.g., ≈ 1000 images) using a new method based on Gabor responses and Principal Component Analysis (PCA). The proposed method has the following main advantages. First, the CNN does not require class labels during training; therefore, the model can be trained using privacypreserving palmprint images that are not associated with the corresponding individuals. We use class labels only to evaluate the accuracy of the proposed method for biometric recognition and to compute the error metrics. Second, the CNN uses filters designed to be specific to palmprint data and adaptable to touchless palmprint databases captured with heterogeneous devices. A trained PalmNet has also the advantageous ability to extract a highly discriminative descriptor, which can be matched using various distance measures, from any palmprint sample. Because the model produces descriptors and not class labels, it is not necessary to train the CNN again when new individuals are added to the database.
The use of Gabor filters is motivated by their use in several recent works on palmprint recognition [2] . However, all previous palmprint recognition methods based on Gabor filters use a fixed set of filters with orientations obtained via constant sampling in the range [0, π] and fixed values of scale, frequency, and standard deviation [24] . In this work, motivated by the fact that a finite set of Gabor filters with multiple scales and orientations can be used to represent any image [25] , we propose a novel adaptive Gabor-based filter tuning procedure in which the scales and orientations of the filters are adapted to the considered samples to automatically obtain a CNN that can adapt to different databases and achieve a higher recognition accuracy than can be achieved with the current methods available in the literature. Although the use of Gabor filters in combination with CNNs has recently been proposed for general-purpose image classification [26] , our approach is a novel method for the application of Gabor filters in a CNN that has the advantages of employing adaptive filters, extracting palmprint-specific features, and using an unsupervised CNN training procedure.
To test the validity of the method, we applied two variants of the proposed CNN to several public touchless palmprint databases captured with different acquisition procedures and devices, which contain images of different qualities, resolutions, and dynamic ranges. We also performed comparisons with several recent methods based on local texture descriptors and CNNs.
The main contributions of this work are as follows: i) it introduces PalmNet, a novel Gabor CNN for touchless palmprint recognition that achieves superior accuracy compared to other methods in the literature; ii) the proposed CNN is trained with an unsupervised procedure, which does not require class labels during training; iii) a new method of applying and tuning adaptive filters in a CNN is proposed, which is based on Gabor responses and PCA and is designed to be specific to palmprint data; iv) the first comprehensive comparison with major methods in the literature is performed by applying the proposed CNN to all major public touchless palmprint databases captured with heterogeneous devices and comparing its performance with the performance of recent methods in the literature based on texture descriptors and CNNs.
The remainder of this paper is structured as follows. Section II presents a detailed review of the related relevant techniques for touchless palmprint recognition. Section III introduces the proposed methodology based on PalmNet. Section IV describes the experimental results. Finally, Section V concludes the work.
II. RELATED WORKS The current methods for touchless palmprint recognition can be divided into two-dimensional (2-D) and three-dimensional (3-D) methods based on the dimensionality of the processed samples. Although there are several methods that use 3-D palmprint models [5] , [8] , there are only a few publicly available databases for testing such methods. By contrast, there are many publicly available databases of 2-D palmprint images. Therefore, we focus on 2-D images in this work. It is possible to further divide 2-D palmprint recognition approaches into line-based, texture-based, subspace-based, coding-based, local-texture-descriptor-based, and DL-based approaches [7] . At present, approaches based on coding, local texture descriptors, and DL are most commonly studied in the literature and demonstrate the best recognition accuracies for palmprint recognition [2] . For this reason, we will focus on these three categories.
A. Coding-Based Approaches
Coding-based methods typically involve the application of a set of filters to an image, the quantization of the magnitudes or phases of the filter responses, and the encoding of the results to compute a biometric template. Then, global matching procedures based on the Hamming distance are used to compare the resulting templates [7] . Coding-based approaches can be divided into two classes: i) methods based on a single orientation and ii) methods based on multiple orientations. Table I presents a summary of coding-based methods for palmprint recognition.
The methods in class i) consider only the most relevant orientation for each region of the image. One such method is the PalmCode method described in [27] , in which an image is processed using a single Gabor filter and the filter response is encoded for every pixel in the image. The Competitive Code method proposed in [30] improves upon PalmCode by considering multiple Gabor filters with different orientations and then encoding the index of the filter with the minimum response for each pixel, thus enabling the determination of the principal orientation of the palmprint lines at each point. Similarly, several other methods in the literature also use multiple filters and encode the most relevant responses, such as the Double-Orientation Code [32] and Robust Line Orientation Code [29] methods.
The methods in class ii) not only consider the principal orientation of the palmprint in each local zone but also extract a biometric template describing multiple orientations for each local region of the image. In the Binary Orientation Co-Occurrence Vector method described in [34] , the responses of all Gabor filters are encoded for each pixel, while the Neighboring Direction Indicator (NDI) method proposed in [35] extracts the principal orientation for each pixel along with its relations to the orientations of the neighboring regions in the image. The Robust Competitive Code method described in [36] combines the Competitive Code approach with the NDI approach by encoding the most relevant response for each pixel along with the weighted responses for the neighboring orientations.
The main drawback of coding-based methods is that they involve comparing biometric templates using global matching methods based on the Hamming distance. Such global methods do not account for local variations in rotation and translation; therefore, they exhibit high recognition accuracies only on databases captured under partially constrained conditions, for example, using touch-based procedures. With the increasing popularity of touchless and less-constrained palmprint recognition systems [37] , [38] , several recent methods have been developed with a focus on local texture descriptors, which are more robust to local changes in rotation and illumination and therefore achieve higher recognition accuracies on touchless palmprint databases than coding-based methods do [2] .
B. Local-Texture-Descriptor-Based Approaches
Methods based on local texture descriptors generally involve encoding the intensity value of each pixel, computing the histograms of the encoded representation (blockwise histograms) for each local region of the image, concatenating these blockwise histograms to obtain a one-dimensional feature vector representing the corresponding biometric template, and then using different distance measures (e.g., the Euclidean or chisquared distance) to compare the resulting templates [47] . Local-texture-descriptor-based approaches can be divided into three classes: i) general-purpose descriptors applied to palmprint images, ii) texture descriptors encoding the main orientation for each pixel, and iii) texture descriptors encoding multiple orientations for each pixel. Table II presents a summary of local-texture-descriptor-based methods for palmprint recognition.
In the methods of class i), local texture descriptors designed for general-purpose applications are applied for palmprint recognition. Examples of general-purpose texture descriptors include the Scale-Invariant Feature Transform (SIFT) [7] , [39] , Local Binary Patterns (LBP) [40] , Histograms of Oriented Gradients (HOG) [42] , Local Directional Patterns (LDP) [43] , and Local Tetra Patterns (LTrP) [15] descriptors. However, local texture descriptors designed specifically for palmprint recognition have recently been proposed that currently outperform general-purpose texture descriptors in most cases [16] .
The methods of class ii) include the work described in [6] , which introduces the Collaborative Representation Competitive Code (CR-CompCode) for palmprint recognition, a combination of a coding-based method and a local texture descriptor. In this method, the Competitive Code [30] approach is first applied, and blockwise histograms are then computed. Finally, a sparse representation classifier [48] is used for palmprint identification. However, this method has been tested only on high-quality images from a single palmprint dataset.
A modification of an existing approach is proposed in [42] , which introduces the Histogram of Oriented Lines (HOL) descriptor, a modified version of the HOG texture descriptor [49] that uses either a bank of Gabor filters with different orientations or the Modified Finite Radon Transform (MFRAT). For each pixel, the magnitude and orientation of the minimum response are computed to extract the principal orientation; then, blockwise histograms are computed by dividing the magnitude responses into bins according to their orientations, and these histograms are compared using the Euclidean distance. However, the drawback of the HOL descriptor is that it encodes only the principal orientation for The Local Line Directional Patterns (LLDP) descriptor proposed in [16] considers multiple orientations and belongs to class iii). This method is based on the LDP texture descriptor [50] and uses either a bank of Gabor filters with different orientations or the MFRAT to compute the line responses for different orientations for each pixel. Then, the maximum and minimum filtering responses are encoded for each pixel, corresponding blockwise histograms are computed, and various distance measures are used to compare the resulting templates. Similarly, [43] introduces the Local Multiple Directional Patterns (LMDP) descriptor, which is an extension of the LLDP descriptor that, for each pixel, considers multiple dominant directions, the confidence of each dominant direction, and the relations to the directions of neighboring regions.
In addition to considering multiple orientations for each pixel, the method described in [15] considers the different thicknesses of the palmprint lines. In this method, the LTrP texture descriptor [51] is extended to the Local Microstructure Tetra Patterns (LMTrP) descriptor, which uses either a bank of Gabor filters or the MFRAT to determine the principal orientation for each pixel. Then, the horizontal and vertical derivatives are computed at each pixel; for each derivative, a set of adjacent pixels is considered to account for the thickness of the palmprint lines. In this approach, the results of the two derivatives are encoded into a 2-bit number for each pixel; these numbers are then processed using the LBP descriptor, corresponding blockwise histograms are computed, and the resulting histograms are compared using the Euclidean distance.
The LLDP, LMDP, and LMTrP descriptors are currently the most accurate local texture descriptors for touchless palmprint recognition. However, their calculation requires handcrafted feature extraction procedures that involve manually tuning a large number of parameters. To overcome the drawbacks of local texture descriptors, several palmprint recognition systems have recently been proposed based on the use of DL and CNN techniques due to their ability to natively process input images and adapt to samples captured with heterogeneous devices.
C. Deep-Learning-Based Approaches
In DL-based approaches for palmprint recognition, a CNN is generally used to extract features from the images, and a distance measure or a trained classifier is then used to compare the resulting biometric templates. DL-based approaches can be divided into three classes: i) methods using pretrained CNNs, ii) methods using CNNs trained on palmprint images, and iii) methods using CNNs with fixed filters. Table III presents a summary of DL-based methods for palmprint recognition.
One of the methods of class i) is the work presented in [52] , which is based on a comparison among several pretrained CNNs. Feature extraction from touchless palmprint images is performed using pretrained AlexNet, VGG-16, and VGG-19 networks; subsequently, classification is performed using a support vector machine (SVM). The results show that the deeper networks, VGG-16 and VGG-19, obtain better results than those of AlexNet. However, classification is performed using an SVM trained with a supervised procedure, and no comparisons with other methods in the literature are presented. Similarly, the method described in [21] combines a pretrained AlexNet with an SVM to identify the palmprints of newborns captured using a touchless procedure. Although the method performs better than coding-based methods do, it also relies on an SVM trained with a supervised procedure, and no comparisons with techniques based on texture descriptors are presented.
The approach described in [23] belongs to class ii) and uses a CNN based on the AlexNet model [58] and trained on palmprint images by optimizing a loss function describing the separation of the genuine and impostor distributions. The method demonstrates superior performance compared with recent coding-based methods; however, it relies on a supervised training procedure, and no comparisons with localtexture-descriptor-based methods are presented, although testing was performed on touchless palmprint databases.
A method based on PCANet [59] , a CNN trained using an unsupervised PCA-based procedure, is proposed in [22] . In this approach, PCANet is applied to extract features from palmprint images, and a trained classifier (e.g., an SVM) is then used for classification. The method achieves results similar to those of most recent methods in the literature; however, although it is suitable for use with various classifiers, all of them are trained using supervised procedures, and only applications based on multispectral databases have been proposed.
The methods of class iii) include the deep scattering network presented in [56] , which processes input images using a bank of fixed filters based on the scattering transform [60] ; then, an SVM is used to classify the palmprint images. However, this method also uses a supervised training procedure, and again, no comparisons with recent works based on local texture descriptors are presented.
The main drawbacks of DL-based methods for palmprint recognition are as follows. The CNNs are often combined with classifiers trained using supervised training procedures (e.g., SVMs) for classification. The models used have often been trained for general-purpose applications (e.g., AlexNet or a deep scattering network), or the training procedures are not designed to extract palmprint-specific features (e.g., PCANet). Moreover, extensive comparisons with recent methods in the literature, either coding-based or local-texturedescriptor-based methods, are rarely performed.
III. METHODOLOGY
In the proposed approach, touchless palmprint images are recognized by using PalmNet, which is a novel Gabor CNN based on both fixed and adaptive filters. The CNN is trained using a novel unsupervised procedure for filter tuning based on Gabor responses and PCA, without requiring class labels (e.g., the identities of the users). We use class labels only to evaluate the accuracy of the proposed method for biometric recognition and to compute the error metrics. The network is capable of adapting to different databases captured using heterogeneous devices and extracting highly accurate palmprint-specific features, thereby achieving a greater recognition accuracy than can be achieved using the methods available in the literature. PalmNet can be applied to any segmented palmprint image and outputs a biometric template consisting of a 1-D feature vector. It is then possible to use any classifier or distance measure to compare the resulting biometric templates. In this work, to demonstrate the validity of PalmNet for extracting highly discriminative features, we classify the generated templates using a k-Nearest-Neighbors (k-NN) classifier with k = 1 based on the Euclidean distance, which has no parameters and does not require a training procedure [61] .
The method consists of the following steps: A) preprocessing, B) CNN training, C) feature extraction, and D) classification and matching. Fig. 1 presents the outline of the proposed method.
A. Preprocessing
In the preprocessing step, the Region Of Interest (ROI) is extracted from a grayscale palmprint image. This step can be divided into three individual tasks: i) hand segmentation, ii) valley point extraction, and iii) ROI computation. Fig. 2 presents an example of an ROI extracted from a touchless palmprint image.
First, we convert the input color image to grayscale, remove the background, and extract the contour of the hand using a procedure based on Otsu thresholding and the Kirsch edge detector [62] . Several works in the literature on palmprint recognition have proposed skin-color-based segmentation methods for samples captured with an unconstrained background using touchless acquisition systems [63] - [65] or mobile devices [66] , [67] . However, in this work, we consider grayscale palmprint samples captured with a uniform background; therefore, it is not necessary to use color-based techniques to segment the samples. Instead, we focus on hand segmentation methods based on gray-level thresholding and edge detection.
Second, from the hand contour, we extract the valley points corresponding to the intersections between the index, middle, ring, and little fingers by analyzing the local minima of the contour following a combination of the procedures described in [64] , [68] , [69] .
Third, we compute the ROI by establishing a reference system based on the extracted valley points using the procedure proposed in [5] . We resize the ROI to dimensions of u × v pixels and normalize it by subtracting the mean value.
B. CNN Training
In this section, we describe the procedure for the unsupervised training of the proposed PalmNet. First, we introduce the network topology, and then we describe the procedures used to tune the filters based on Gabor responses and PCA. Finally, we define the parameters of the proposed CNN.
1) Network Topology:
The proposed PalmNet is a 3-layer CNN with 2 convolutional layers (L 1 and L 2 ) and 1 binarization layer (L 3 ). Fig. 3 shows the topology of the CNN. The layers are configured as follows: The output of this layer consists of k 1 k 2 binary images with dimensions of u × v. The purpose of the binarization layer is to allow the size of the L 2 output to be reduced by combining several outputs into single decimal numbers [16] , [59] . By using the binarization layer output, k 2 outputs can be thresholded to binary digits and combined into a single decimal number, as described in Section III-C. The filters in layers L 1 and L 2 have variable sizes and are configured using unsupervised training procedures. In the proposed method, we consider two kinds of adaptive filters. First, we consider Gabor filters, which are currently used in several state-of-the art palmprint recognition methods due to their ability to enhance palmprint lines, thus ensuring that only significant biometric details are extracted [6] , [15] , [16] . Second, we consider PCA-based filters, which have been successfully used in several fields, including biometric recognition based on faces and palmprints [22] , [59] , [70] , [71] . The main difference between the PCA-based and Gabor filters is that the PCA-based filters do not rely on any shape assumption and are trained entirely via the proposed PCA-based tuning procedure, whereas the Gabor filters are specific to palmprint characteristics and assume a shape defined by the product of a sinusoidal wave with a Gaussian function [15] , [16] .
In this work, we propose two Gabor CNNs, PalmNetGabor and PalmNet-GaborPCA, in order to separately evaluate the contributions of the Gabor and PCA-based filter tuning procedures. The two Gabor CNNs are structured as follows.
• PalmNet-Gabor: The k 1 filters of layer L 1 and the k 2 filters of layer L 2 are configured using the Gabor-based tuning procedure described in Section III-B.2.
• PalmNet-GaborPCA: The k 1 filters of layer L 1 are configured using the PCA-based tuning procedure described in Section III-B.3, and the k 2 filters of layer L 2 are configured using the Gabor-based tuning procedure described in Section III-B.2. 2) Gabor-Based Filter Tuning: Fig. 4 shows the outline of the proposed Gabor-based filter tuning procedure. Specifically, the tuning procedure configures two types of filters: i) fixed-scale Gabor filters and ii) adaptive multiscale Gabor filters.
a) Fixed-Scale Gabor Filters: We create a set of fixedscale 2-D Gabor filters, denoted by G f , as products of a sinusoidal wave with a Gaussian function, based on the filters used in recent local texture descriptors for palmprint recognition [15] , [16] . These filters have the following fixed- scale form: (2) where j = √ −1, μ represents the frequency of the sinusoidal wave, σ is the standard deviation of the Gaussian function, and θ f is the orientation of the filter. We use fixed values for μ and σ , and for the orientation θ f , we use values sampled from the set f , which is computed using the following equation:
Thus, we obtain a set G f of F fixed-scale 2-D Gabor filters with dimensions of h 1 × h 2 . Fig. 5a shows the bank of fixedscale Gabor filters computed using the proposed approach. b) Adaptive Multiscale Gabor Filters: To compute the set of adaptive multiscale Gabor filters, we use a training subset of palmprint ROIs. First, we compute a set of adaptive orientations from the palmprint ROIs. Second, we compute a bank of multiscale Gabor filters with the computed orientations. Third, we select the filters that obtain the greatest magnitude responses.
• Computation of adaptive orientations: We perform lowpass filtering on each ROI and apply a gradient-based operator to determine the image I Orient that describes the local directions of the texture pattern. Then, we compute the histogram of I Orient , take the average of the histograms thus computed for all training ROIs, and extract the S most frequent orientations s . A set of C adaptive orientations, c , is obtained as c = s ∪ f , where f is computed using Eq. 3 and C = | c |, with | · | denoting the cardinality of the set.
• Computation of multiscale Gabor filters: We define two sets of even-symmetric and odd-symmetric multiscale 2-D Gabor filters, G a,even and G a,odd , respectively, using the following equations [25] :
where real(·) and imag(·) denote the real and imaginary parts of the argument, which are used to obtain the evenand odd-symmetric filters, respectively; a 0 is a scaling factor; r defines the aspect ratio of the filter; and ψ represents the frequency. The value m f controls the scale of the filter and is computed as follows:
where u is the horizontal size of the ROI. Then, we define x rot (θ c ) and y rot (θ c ) using the following equations:
with θ c ∈ c . In total, we obtain a set G a,even containing A = M · C even-symmetric multiscale filters and another set G a,odd containing A = M · C oddsymmetric multiscale filters. The filter size is computed as g 1 ×g 2 = 4·2 m f . Fig. 5b ,c show the bank of multiscale Gabor filters computed using the proposed approach. at most once for each position (x, y) in the ROI. Third, we count the number of occurrences for each filter among all ROIs, and we extract the A filters G a ,even and G a ,odd with the most occurrences from G a,even and G a,odd , respectively. The output of the Gabor-based filter tuning procedure consists of F + A filters, corresponding to F fixed-scale 2-D Gabor filters and A adaptive multiscale 2-D Gabor filters. The numbers of fixed and adaptive Gabor filters can be chosen based on the CNN topology and the number of filters chosen for each layer of the network, i.e., k 1 and k 2 .
3) PCA-Based Filter Tuning: The unsupervised PCA-based filter tuning procedure consists of the following two steps [59] : i) collection of local regions of the ROIs to construct the unsupervised dataset and ii) PCA computation and extraction of the filters of the CNN as the PCA eigenvectors.
First, we extract local regions p i, j with dimensions of m 1 × m 2 centered on each pixel of the ROI, with i = 1, 2, . . . , u and j = 1, 2, . . . , v, where u and v are the vertical and horizontal sizes, respectively, of the ROI. A local region is extracted for each pixel, thus covering every part of the ROI. We transform these local regions into vector form, thus obtaining u · v vectors p 1 , p 2 , . . . , p uv ∈ R m 1 m 2 , and from each vector, we subtract its mean value. Then, we compute a matrix P ∈ R m 1 m 2 ×Nuv by concatenating the vectors p i for each of the N ROIs.
Second, we perform the PCA computation for P by computing P P T and extracting the V principal eigenvectors of P P T , denoted by e i , with i = 1, 2, . . . , V . We extract the V corresponding filters of the CNN by transforming each eigenvector e i into a matrix E i ∈ R m 1 ×m 2 . The number of filters V can be chosen based on the CNN topology and the number of filters chosen for each layer of the network, i.e., k 1 and k 2 .
4) Network Parameters:
We experimentally tuned some of the network parameters to achieve the best possible recognition accuracy on the considered datasets while respecting the memory requirements of the proposed algorithms, and we selected the other parameters by considering the optimal values found in the literature, following the procedure described in Section IV-C. We summarize the parameters of the CNNs used in this work in Table IV .
C. Feature Extraction
The feature extraction step can be divided into the following three individual tasks: i) applying the trained CNN, ii) encoding the binary images, and iii) computing the feature vector based on the histogram.
First, we apply the trained CNN (either PalmNetGabor or PalmNet-GaborPCA, depending on the chosen topology) to a palmprint ROI. Thus, we obtain k 1 k 2 binary images, as described in Section III-B.1. Specifically, each group of k 2 binary images in the output of layer L 3 corresponds to one of the k 1 images in the output of layer L 1 , as shown in Fig. 3 . Thus, there are k 1 groups in total, each containing k 2 images.
Second, we consider one group of k 2 binary images, denoted by B i , with i = 1, 2, . . . , k 2 . Each of the k 2 images in the group has the same dimensions of u × v. For each position (x, y), we construct a binary vector b by concatenating the binary values of all k 2 images using the following equation:
We then encode the binary vector b into a decimal number d as follows:
We repeat this encoding process for each position (x, y) to obtain a decimal matrix D(x, y) that describes the entire group of k 2 binary output images. In the same way, we compute the decimal matrices D l for all k 1 groups of binary images, with l = 1, 2, . . . , k 1 .
Third, we divide each image D l into n B nonoverlapping blocks with dimensions of b 1 × b 2 and compute a corresponding histogram for each block, where each histogram consists of 2 k 2 bins. Finally, we construct a feature vector H by concatenating the histograms for all blocks of all images D l , where |H | = 2 k 2 k 1 n B . We experimentally tuned the values of b 1 and b 2 to achieve the best possible recognition accuracy on the considered datasets following the procedure described in Section IV-C.
D. Classification and Matching
The proposed method can be applied in both identification and verification modes [1] . In the identification mode, a classification step is performed, in which the set of feature vectors {H } extracted from the palmprint ROIs is taken as the input to compute the class (identity) associated with each feature vector. In the literature, several types of classifiers have been considered, including classifiers based on SVMs, neural networks, pretrained CNNs, and sparse representations [20] . In this work, to evaluate the ability of PalmNet to extract highly discriminative feature vectors, we use a simple k-NN classifier based on the Euclidean distance, with k = 1 (denoted by 1-NN in the following), which does not need to be trained and has no parameters to tune [61] .
In the verification mode, a matching step is performed, in which two biometric templates represented by feature vectors H 1 and H 2 are compared to compute a corresponding distance d 1,2 = match (H 1 , H 2 ) , where match(·) is the Euclidean distance. 
IV. EXPERIMENTAL RESULTS
This section presents the touchless palmprint databases considered in our study, introduces the evaluation procedure and the error metrics used to compare the recognition accuracy, describes the procedure used to tune the network parameters, provides a visual examination of the filter tuning procedure, and then reviews the recognition accuracy of the proposed CNNs. Specifically, we performed a technology evaluation [72] to compare the recognition accuracy of the proposed method with the accuracies of the most recent methods in the literature. Finally, this section presents the computation time and feature size of the proposed approach.
A. Databases Used
To evaluate the recognition accuracy of the proposed method, we considered 4 touchless palmprint databases captured under different conditions with heterogeneous devices. All of the databases are publicly available. For every database, we considered the left and right palms of the same person as belonging to different individuals. We computed the ROIs by applying the preprocessing step described in Section III-A and discarded only a small fraction of images for which the preprocessing algorithm could not extract the valley points. Table V presents an overview of the databases used in this study.
1) CASIA Palmprint Database V1:
The CASIA Palmprint Database V1 (referred to as CASIA in the remainder of this section), collected by the Institute of Automation of the Chinese Academy of Sciences, contains 5486 palmprint samples captured from 624 individuals, both male and female. The images were captured using the proprietary touchless acquisition device described in [31] . They are in 8-bit grayscale and have dimensions of 640×480. Each user was required to place his or her hand inside a box with controlled illumination and place the back of the hand on a fixed surface. Consequently, the hand is oriented in approximately the same direction in all samples. After the preprocessing step, only ≈ 0.5% of the samples were discarded. A total of 5455 ROIs were considered in our experiments.
2) IIT Delhi Touchless Palmprint Database (Version 1.0):
The IIT Delhi Touchless Palmprint Database (Version 1.0) (referred to as IITD), collected by the Indian Institute of Technology Delhi, contains 2769 palmprint samples captured from 467 individuals recruited from among the students and staff of IITD, with ages ranging from 12 to 57 years. The images were captured using the proprietary touchless acquisition device described in [33] . They are in 8-bit grayscale and have dimensions of 800×600. Each user was required to place his or her hand inside a box with controlled illumination and place the back of the hand on a fixed surface. Consequently, the hand is oriented in approximately the same direction in all samples. After the preprocessing step, only ≈3.5% of the samples were discarded. A total of 2669 ROIs were considered in our experiments.
3) REgim Sfax Tunisia (REST) Hand database 2016: The REgim Sfax Tunisia (REST) hand database 2016 (referred to as REST), collected by the Research Groups in Intelligent Machines of Sfax University, contains 1945 palmprint samples captured from 358 individuals with ages ranging from 6 to 70 years. The images were captured using a low-cost digital camera following the procedure described in [73] . They are in 24-bit color and have dimensions of 2048 × 1536. The position of the hand is less constrained than in the CASIA and IITD databases since no enclosure was provided in which the users were required to place their hands, and illumination was provided only by environmental indoor lighting. Consequently, the samples exhibit variations in hand orientation. However, each user was still required to place the back of his or her hand on a fixed surface. After the preprocessing step, only ≈ 0.5% of the samples were discarded. A total of 1937 ROIs were considered in our experiments.
4) Tongji Contactless Palmprint Dataset:
The Tongji Contactless Palmprint Dataset (referred to as Tongji), collected by Tongji University, contains 6000 palmprint samples captured from 600 individuals with ages ranging from 20 to 50 years. The images were captured using the proprietary touchless acquisition device described in [45] . They are in 24-bit color and have dimensions of 800 × 600. Although the acquisition procedure required each user to place his or her hand inside an enclosure, the acquisition conditions were less constrained than those used to construct the CASIA and IITD databases since the hand was not touching any surface at the moment of acquisition. However, the illumination was controlled, and the position of the hand could vary only within a relatively small space. Consequently, all samples exhibit approximately the same hand orientation and similar illumination conditions. After the preprocessing step, ≈ 13% of the samples were discarded. This is because the valleys between the fingers are not entirely visible in all images. A total of 5182 ROIs were considered in our experiments.
B. Evaluation Procedure and Error Metrics
To evaluate the accuracy of the proposed palmprint recognition method, we applied an n-fold cross-validation procedure, which is widely used for evaluating pattern recognition algorithms [74] . Specifically, we selected cross-validation with n = 2 and 5 repetitions [75] , with one partition of the ROIs used for the training of the CNNs and one partition used for testing. The training and testing subsets each contained ≈ 50% of the individuals in the database, selected randomly. The individuals in the training and testing subsets were disjoint. The feature extraction, classification, and matching steps were performed on the testing subset, and the results were averaged over the 5 iterations.
To comprehensively evaluate the accuracy of the proposed biometric system, we considered its performance in both the identification and verification modes. In the identification mode, the accuracy of a 1-NN classifier based on the Euclidean distance was evaluated using a leave-one-out procedure [74] on the feature vectors computed from the ROIs in the testing subset. This procedure enables the evaluation of how each sample compares against all remaining samples. As error metrics, we considered the classification accuracy, expressed as the percentage of correctly classified samples among the total number of samples, and the Cumulative Match Characteristic (CMC) curve. We chose these two error metrics because they are the most commonly used metrics for reporting the accuracy of a biometric system in the identification mode [1] . In the verification mode, we performed a technology evaluation [72] using a matching algorithm based on the Euclidean distance. For each individual, we considered 4 samples for enrollment and used the remaining samples for testing. Each round of matching was performed between a test sample and the 4 corresponding enrollment samples, and the minimum distance was taken as the final match score. This procedure is commonly applied for biometric acquisitions featuring significant intraclass variability (e.g., touchless and less-constrained acquisitions) since for each round of matching, it allows the most similar enrolled biometric sample to be selected [16] . As error metrics, we considered the equal error rate (EER) and the Receiver Operating Characteristic (ROC) curve [76] because they are the most commonly used metrics for reporting the accuracy of biometric systems in the verification mode [1] .
A similar evaluation procedure was used for the methods in the literature that do not require a training phase. In these cases, we split the database using the same 2-fold crossvalidation procedure, applied the method to the test subset, and evaluated the accuracy based on the resulting feature vectors.
C. Parameter Tuning and Sensitivity Analysis
We experimentally tuned the values of the parameter F, A , S, and V by varying them in the range [5, 15] , where the upper bound 15 was chosen to avoid memory demands exceeding the capabilities of the applied processing architecture, to select the parameter values resulting in the best classification accuracy. Specifically, we chose F = 10, A = 5, S = 10, and V = 15. For PalmNet-Gabor, the chosen values of the parameters k 1 and k 2 were k 1 = k 2 = F + A , and for PalmNet-GaborPCA, values of k 1 = V = 15 and k 2 = F + A were chosen. However, we believe that an experimental investigation with an optimized (e.g., C/CUDA-based) implementation of the approach could yield further insight.
We selected the values of the parameters u, v, μ, σ , a 0 , r , and ψ by considering the optimal values found in the literature. Specifically, we chose u = v = 128 since this is a commonly used palmprint ROI size [27] ; we selected h 1 = h 2 = 35, μ = 0.11, and σ = 5.6179 because these represent the optimal values for a bank of fixed-scale Gabor filters [24] ; and we considered a 0 = 2, r = 1, and ψ = 2.4653 based on the optimal values for adaptive multiscale Gabor filters [25] . We experimentally tuned the values of b 1 and b 2 in the range [1, u] The experimental procedure also included a sensitivity analysis of the parameters, which was performed by introducing variations of ±20% in the used values. In the worst case, we observed a decrease of ≈ 5% in the recognition accuracy, demonstrating that the proposed approach can still be expected to outperform the other methods in the literature. We also tested variants of PalmNet-Gabor and PalmNet-GaborPCA in which only fixed-scale Gabor filters are considered in the Gabor-based filter tuning procedure, resulting in a decrease of at most ≈0.60% in the recognition accuracy. Finally, we tested a variant of PalmNet-Gabor with 1 convolutional layer and 1 binarization layer, resulting in a decrease of at most ≈5% in the recognition accuracy.
D. Filter Tuning
We visually examined the results of tuning the filters with the proposed method by training the proposed PalmNet on the considered databases. Fig. 6 shows the filters tuned using the Gabor-based tuning procedure described in Section III-B.2 and the PCA-based tuning procedure described in Section III-B.3. From this figure, it is evident that the proposed method tunes the filters differently for each database by adapting the scale and orientation of the filters to the characteristics of the training data.
E. Recognition Accuracy
We compared the recognition accuracies of the proposed PalmNet-Gabor and PalmNet-GaborPCA against those of the most recently reported methods in the literature. For the comparisons with local-texture-descriptor-based methods, we considered the CR-CompCode [6] , LLDP [16] , HOL [42] , LDP [50] , and LBP [40] methods. For the comparisons with DL-based methods, we considered PCANet [59] and the pretrained AlexNet, VGG-16, and VGG-19 CNNs [52] . We used the pretrained CNNs as feature extractors. We configured the methods using the parameters provided by their authors, when available. When both Gabor-based and MFRAT preprocessing were considered, we selected the Gabor-based version since it was the more accurate version in the vast majority of cases. Table VI lists the recognition accuracies of the two CNNs designed based on the proposed method and those of the other considered methods in the literature for the identification mode, expressed in terms of the classification accuracy. As shown, the proposed CNNs PalmNet-Gabor and PalmNet-GaborPCA achieved the best accuracies on all considered touchless palmprint databases. In particular, PalmNetGaborPCA achieved the highest classification accuracies among the considered methods. Figure 7 shows the CMC curves, describing the identification rate as a function of rank, for all considered databases. The CMC curves confirm the superior accuracy of the proposed PalmNet-Gabor and PalmNet-GaborPCA compared to the methods in the literature.
The proposed CNNs also exhibit uniform accuracy over all the considered databases, whereas traditional methods based on local texture descriptors show performance variations on different databases. For example, methods based on texture descriptors, while achieving high recognition accuracy on most databases, perform poorly on the REST database, which exhibits the greatest variations in hand position and orientation. By contrast, PalmNet-Gabor and PalmNetGaborPCA are able to adapt to the specific characteristics of all databases, achieving a classification accuracy of >95% in all cases. Table VII lists the recognition accuracies of the proposed CNNs and those of the other methods in the literature for the verification mode, expressed in terms of the EER. As shown, the proposed PalmNet-Gabor and PalmNet-GaborPCA also achieved the best accuracies on the considered databases in this case. Figure 8 shows the ROC curves for all considered databases. The curves illustrate the superior accuracies of the proposed PalmNet-Gabor and PalmNet-GaborPCA on all considered databases and for the majority of the false non-match rate (FNMR) and false match rate (FMR) values.
In all experiments, the proposed CNNs PalmNet-Gabor and PalmNet-GaborPCA achieved the best recognition accuracies among the considered methods. In particular, PalmNet-GaborPCA demonstrated the best performance in the majority of cases. However, PalmNet-Gabor showed only slightly lower performance compared with PalmNetGaborPCA, demonstrating the validity of the proposed Gaborbased filter tuning procedure.
Regarding the accuracy of the proposed PalmNet, it has been stated in the literature that high accuracy of a CNN often comes at the price of limited explainability [77] . However, in this work, we have attempted to propose a highly accurate yet simple CNN that is intrinsically interpretable. The proposed CNN has only two layers, it has no parameters learned through backpropagation or gradient descent, and it uses Gabor filters with a constrained shape. Its simplicity results in increased interpretability with respect to other CNNs in the literature. In fact, we believe that the higher accuracy of PalmNet can be attributed to two main factors: i) the integration of prior knowledge of the problem into the CNN and ii) the combination of the advantages of CNNs and local texture descriptors.
First, by integrating prior knowledge of the problem into the CNN, our method achieves a high recognition accuracy with a simple network with limited degrees of freedom, which can be trained with a limited quantity of data. Indeed, Gabor filters are currently used in state-of-the-art methods for palmprint recognition due to their ability to enhance the distinctive line patterns typical of palmprint samples. However, whereas the current methods in the literature consider only fixed-scale Gabor filters, whose parameters may not be optimal for each database, in our method, we extend the use of Gabor filters to consider the adaptively optimal set of multiscale filters that best enhances the features of each database. This optimal set is directly related to the orientation and thickness of the palmprint lines in the considered database.
Second, by combining the advantages of CNNs and local texture descriptors, the proposed method is endowed with adaptability and a multilayer structure, which are advantages typical of neural networks. In addition, the proposed method outputs a feature vector computed for each local region of an image, thus achieving robustness to local changes in illumination and scale, which is a typical advantage of methods based on local texture descriptors. The resulting feature vector represents the extent to which each image region contains palmprint lines with orientations and thicknesses matching the optimal set of Gabor filters tuned to a specific database.
F. Computation Time and Feature Size
We implemented all of the methods using the MATLAB R2018a prototyping environment and performed the tests on a personal computer with an Intel Core i7-7800X CPU @3.50 GHz, an NVIDIA Titan X Pascal GPU, 32 GB of RAM, and 64-bit Windows 10. The implementations were not optimized in terms of computational complexity. To evaluate the computation times, we did not use parallel computing strategies. To test the methods based on pretrained CNNs, we used the publicly available CUDA-based implementations for MATLAB. The feature vector size for PalmNet-Gabor and PalmNetGaborPCA is computed as follows, similarly to other methods in the literature using PCA-based filters [22] , [59] :
where the value n B = 25 is obtained as the number of nonoverlapping blocks with size b 1 = b 2 = 23 that fit in the input ROI image with size u = v = 128. Table VIII shows the average computation times for the different steps of the proposed PalmNet-GaborPCA as well as the times needed to perform feature extraction for one sample and the matching of two samples (1 comparison), averaged over all databases. From the table, it is evident that with the considered architecture, the feature extraction and matching steps for a single comparison require a total time of (1.60) × 2 + 0.01 = 3.21 s for the proposed method. Thus, with high probability, it should be possible to use a trained PalmNet for the real-time recognition of individuals in a biometric system working in the verification mode, even when using a processing architecture with limited processing power.
Moreover, we believe that the use of optimized (e.g., C/CUDA-based) implementations could enable significant reductions in training time.
V. CONCLUSIONS
In this paper, we have proposed a novel method based on two newly developed CNNs for touchless palmprint recognition. The proposed method uses a novel approach for applying filters in a CNN based on Gabor responses and PCA and is trained using an innovative unsupervised procedure that does not require class labels, thus enabling the use of privacypreserving palmprint images not associated with the identities of the corresponding individuals. The proposed CNNs are designed to extract highly discriminative features specific to palmprint samples and to adapt to databases captured using different devices.
In all cases, the application of the proposed CNNs on several touchless palmprint databases resulted in recognition accuracies higher than those achieved with other methods in the literature, demonstrating the validity of our approach for high-accuracy palmprint recognition. Moreover, the proposed CNNs exhibited more uniform accuracy results on heterogeneous databases compared with methods based on local texture descriptors, which may perform poorly on databases for which they were not designed. Specifically, we achieved a classification accuracy of >95% on all considered databases, thus demonstrating the feasibility of also using the proposed method on future databases captured using different devices and acquisition procedures.
In this work, to demonstrate the validity of the proposed method for extracting high-accuracy features, we evaluated the accuracy achieved using simple classifiers and matching algorithms based on the Euclidean distance, which do not require training or have parameters to be tuned. However, future works should consider different classifiers and other distance measures.
