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Communicated by Yu. A. Rozanov 
One result of Smimov’s important paper [Uspeki Mat. Nauk. IO, 179-206, 
(in Russian)] yields exponential bounds for the large de+iations of his one-sided 
Smimov statistic and the two-sided Kolmogorov statistic. In the present paper 
exponential bounds are given for the large deviations 6f a wide class of 
Kolmogorov-Smimov-Renyi type statistics. As a bp-product, exponential 
bounds for the large deviations of the corres&nding limit distributions are 
obtained. 
1. INTRODUCTION 
Let X, , X, ,... be independent identically distributed random variables with 
a common continuous distribution function F. Without loss of generality we may 
assume that F(t) = t (0 ,< t < 1) holds. Let F, be the empirical distribution 
function and put G,(t) = TZ~/~(F%(~) - t) (0 < t & 1). Let cy, /3, u, v be real 
constants satisfying (a) 0 < 01 < /3 < 1, (b) u > 0, u + v  > 0, and (c) u + vt > 0 
for all t E [01, ,fI]. For a Brownian bridge {B(t), 0 < t < I} we define for arbitrary 
a,bER 
P(q j-3, a, b) = P(j B(t)] < a + bt for all t E [01, /I]), (1.1) 
P+(cY, 8, a, b) = P@(t) < a + bt for all t E [cq /3]). (1.2) 
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Put v)(t) = (u + ot)(t(f - t))-l” and for arbitrary x > 0 
A(x; a, f9, 24, w) = i exp (- i x2(v(a))2), if f > e 




(- i x~(I&~))~), if % < y 
(0 < 01 < p < l), (1.3) 
4~; 0, B, u, 4 = exp(--2jck(u + a)), if T!>!Z$!! 
1 = - exp 
X (- ; X2bdP))z)~ 
if”I<!$! * 
(0 <B < 11, (1.4) 
A(x; a, 1, u, w) = i exp (- i x2(v(a))2), if E > T 
= exp(--2&(tl + v)), l-2201 if : < o! 
(0 < a < l), (1.5) 
A(x; 0, 1, U, 0) = exp(--2x%(u + w)). (1.6) 
We are going to deal with the Kolmogorov-Smirnov-Renyi type statistics 
,I GM T*((Y, p, 74 d) = sup - > 
a<t<Ll u + wt 
GSt) Tn+(% 8, u, w) = sup - . 
4t<tl u + vt 
Smirnov [8, Theorem 31 proved for x,, >, x,, > 0 and X, = o(n116) 
qTn+(o, 1; 130) > x+2> = * + o(l) 




Gnedenko, KoroIuk, and Skoro’khod [5, p. 1541 reported results of Smimov, 
Karplevskaia, and Chan Li-Tsian sharpening (1.9). Noting that A(*; 0, 1, 1,0) = 
1 - P+(O, 1, x, 0) and 
P(T,+(o, 1, LO) > x) < P(T,(O, I, I, 0) > x) e 2P(T,+(O, 1, 1,O) > x) 
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holds, we derive from (1.9) the existence of constants 
that for sufficiently large n 
dl , dz , d3 , d4 > 0 such 
d <p(T,doY ‘, ‘> ‘) > x,) <d 
3’ A(xn; 0, 1, 1,O) N 4’ 
(1.10) 
(1.11) 
The following theorem supplies exponential inequalities for the limit distribu- 
tions of (1.7) and (1.8). 
THEOREM 1. If x, --P co, then there exist constants dl , dz , d3 , d4 > 0 such 
that for su$iciently large n 
d < ’ - ‘+b, k? ux, , vx,3) 
l-. 
A(xn ; % B, % w) 
G 4 , 
d < ’ - ‘(% 8, ‘*TZ, vx,) < d4 
3.. 
4, ; 01, f% u, ‘4 
(1.12) 
(1.13) 
With aid of Theorem 1 we are able to prove the following generalization of 
(1.10) and (1.1 l), which gives exponential bounds for the large deviations of the 
statistics (1.7) and (1.8). 
THEOREM 2. If x, -+ co and x,, = o($ls), then there exist constants dl , d, , 
d3 , d4 > 0 such that for sufi~*ently large n 
d < p(T,h 87 ‘9 ‘> > ‘,) < d 
3.. 
Ah ; %8, u, 4 ' 4 a 
(1.14) 
(1.15) 
Theorem 2, which is of some interest by itself, can be used to prove the general 
form of the law of the iterated logarithm for (1.7). This is done in [7J 
Notations. Let Z and R be the set of integers and real numbers, respectively. 
Also, let a(x) = (27r)-1/2 lrco exp(-Jt2) dt, b(K; n, p) = (;)p”(l - p)+-k, and 
B(x; n, p) = ZEo 0; n, p). 
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2. PROOFS OF THE THEOREMS 
In order to prove Theorem 1 put tj(t) = (u(2t - 1) + ~r)(t(l - r))-l/s, 
SO = VW - a)(41 - /W111b(+~9 t0 = @(I - a)(41 - @))-l]l+&)x,, 
$1 = v@h , 4 = v%% , s2 = dab , t2 = $(+, , 
A(t) = [a(1 ‘- /3))(ls - a)-l]*+s - t), B(t) = [41 - /3)(/I -. a)-q’“(t -.t,), 
and 
I1 = 1 - (2?r)-l12 1:: exp(-)t2) @(A(r)) dt, 
I, = (2$-l/2 f’ exp(-4t2) W(t)) dt, 
--m 
I2 = exp(--2x&u + o))12 . 
We shall prove (1.12) and (1.13) only for the case 0 < a < j3 < 1. After a 
corresponding modification of formula (2.1) below, the other cases are treated 
analogously. Eicker [2, .Appendix B] proved for 0 ‘< a < p < 1 
1 - P+(a, j?, Y, w) = I, + 1,. (24 
In order to use this formula we list some properties of the terms defined above, 
which can be easily verified: 
In [0, 1] cp(t) has exactly one miniium in i = u/(~u + w) and cp(f) = 
w4 + W”, 
(dt))” - l+(t))” = 4u(u + 3 (2.2) 
exP(-+(r” + (A(t))‘)) = exP(-!Fs’) exp (- !$ z zi (t - s2)%), (2.3) 
exP(-tit2 + (B(t))2)) = exp(-&2*) exp (- !$I zi (t - 12)2), (2.4) 
41) = [(P - 4(49-111’2 =% 3 Wl) A I@ - a)(a@)m1]112 ux, , 
(2.5) 
4,) = [(@(I - a))l12 - (a(1 - fl))1/2] (6 - a)-lj2 cp(a)xn , 
B(t,) = -[(te(l - a))li2 - (41 - BN1’21 (B - V2 yWx, , (2.6) 
w--t*) = -r@v - a))li2 -I- (a(1 - 8))1/s] (@ - aW2 #(a)x, , (2.7) 
683/6/q- 12 
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1 - 2or 
O<s,<s,<s,, if:>-, 
l-28 






Now we are going to give upper and lower bounds for the terms II and Ir 
separately. For this, the cases v/u > (1 - 2a)/a, (i - 2py/3 < v/u < (1 - 2u)/o! 
and v/u < (1 -,2p)//I must be considered separately. The calculations in these 
different cases are almost analogous. Therefore in this paper we only deal with the 
case v/u > (1 - 2+4. 
1. Upper bounds. From (2.3), (2.5), (2.8) and the well-known inequality 
; (1 - x-2) < (2+/a exp($vs)(l - Q(X)) < 5 (X > 0) (2.10) 
we obtain 
I1 < 1 - @(ss) f (2?r)+* @(s&)-l exp(-(1/2)ssa) 
x (27+1/S I” exp(-(/I(1 - or)/2(8 - o$) (t - ss)*) dt 
-02 
< c&l exp(-(l/2) xne(~(~))a) (cI > 0, const). 
From (2.4), (2.6), (2.9) and (2.10) we get 
I* ,<(24-‘12 St’ exp(-(1/2)@)(1 - @(--B(t))) dt 
--m 
(2.11) 
+ (24-1/S ( exp( - (1/2)t*) @(B(i)) dt < 1 - Qz(ts) 
+ (24-“*(I w*)l)-’ f3P(-(1/2W) 
x (24~‘1” J-;: ewe--Ml - 4/W - 4 (t - ~1~) dt 
< c2x;’ exp(-(l/2) ~~s(#((ol))*) (ca > 0, const) 
and thus from (2.2) 
Ia Q cd exp(-(l/2) xna(cp(4)*). (2.12) 
Combining (2.11) and (2.12) we finally obtain from (1.3) and (2. I) 
1 - P+(ar, 8, ws , w,,) < dp4(x,,; 01, B, u v) (d, > 0, cast). (2.13) 
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2. Loruer bounds. Using again (2.10) we get for sufficiently large n 
I1 >, 1 - @(si) 2 csx;’ exp(-(l/2) x,,a(&9))a) (cs > 0, const). (2.14) 
From (2.4), (2.6), (2.7), (2.9); and (2.10) we obtain for sufficiently large n 
1, 2 (2?r)-1/2 J-;; exp((-(1/2)V) (1 - @(--B(r))) dt 
>, (2+‘/* (I i(-f2)l)-1 (1 - (B(Q)-*) exp(-(1/2)t,B) 
x (27r)-‘12 J-;; exP(-W - 4PU3 - 4) (t - 5Y) dt 
2 c4xz1 exp(-(1;2) xn2(+(~))2) (c, > 0, const) 
and thus from (2.2) 
I2 2 ~2 exp(-tb+W. (2.15) 
From (1.3), (2.1), (2.14) and (2.15) we get 
1 - P+(% 8, WI , %) 2 4&k; a, B, % 4 (dl > 0, con&). (2.16) 
Combination of (2.13) and (2.16) yields (1.12). From (1.12) and the inequality 
1 - zJ”(o!, /9, WC, wx) < 1 - P(u, 8, W, wx) < 2(1 - P+(a, 8, W, vx)) 
we get (1.13). .Thus the proof of Theorem 1 is established. 
In order to prove Theorem 2 we put K’ = no! + rW$,(u + CEJ), K = [K’], 
h’ z n/3 + ?wx+&(u + /%I), h = [Xl, 
x* = n, if h’>n 
= A if A’ < rr, A’ 4 2, 
=X-l, if A’ < n, A’ E Z 
H(t) = (2?~t(l - t)s)-ik& + 0) exp(-ixm*(&))a), (2.17) 
K(t) = (27r)-‘[( 1 - jl) t-y 1 - t)-a(/I - t)-‘Ill” 
x exp(-4x,8((dO)2 + (u + WI*@ - t>(l - 0-V - Is)-l)), (2.18) 
L(f) = @(x+&(u + w)[(B - t)(1 - t)-‘(1 - /3)-l]iP), (2.19) 
p(s) = (A’ - s)(n - s + n’l”x*(u + w))-1, Y(S) = (s - #‘l’X,U) 
x (n + n*Rr,w)-*, R(s) = b(s; n, Y(S)){n’Ev~(U + 0) 
x [n - s + d/2%& + w)]” B(A* - s-l;n-s-l,~(s))+(n+n’~‘~~w) 
x (1 - ma - s + +/SX,(~ + w)]-*b(x* - S; a - s - i, p(~))j. 
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From (1.17d) of [3] we get 
P(T,+(a, p, II, 0) < x,) = B(h*; n, /I) - g R(s). (2.20) 
w-K+1 
As in the proof of Theorem 1 we only &al with the case 0 < a < j3 < 1. The 
other cases are treated analogously. Using Stirling’s formula, Taylor expansion 
of the logarithm and the Berry-Esseen theorem, the binomial terms in (2.20) 
can be replaced by the corresponding normal terms. Since these estimations are 
rather long and elementary we omit them in the present paper. The interested 
reader should refer to Anhang [6, A, B, C], where these estimations are given in 
detail for the cases u, v > 0 and v = --i(. lk is not hard to see that the case 
-u < v < 0 can be treated analogously. We get the following estimates, where 
the Landau symbol 0( *) stands exclusively for positive sequences: 
B(?*; 11, B) - W,+(a, B, u, 0) < 4 
2 (1 - o(x,en-‘ls)) z (l/n) H(t)L(t) 
1=&+1)/n 








+ A’(%, ; a, (3, u, u) O(rll6) + 0 (x&-l/s f  H(t)L(t) df) 
+ 0 (,-l,, LB K(f) df) (2.22) 
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with 
PO = wa@ - n-1’3)1 4~; a, 8, u, 4 = azgB exp(--(l/2) ~~(dt>>~). 
Using a well-known result due to Cramer [1] concerning the large deviations 
in the central limit case (cf. [4, p. 5521) we obtain 
1 - B(h*; n, B) 
1 - @h-@N 
= 1 * O(Xn%-l/s). j2.23) 
Korollar 1.1 of [6] yields 
p+(% B, WI , fJ%) = %@)) - 1” (WW + W)) dt- (2.24) 
0: 
From (2.20)-(2.24) and by comparison of (1.3) and A’(%; cy, /3, u, o) we get 
P(Tn+(% B, % 4 > %a) 
1 - P'(,,j3, 24x,, ex,) = 1 * o(Xnn-'/6) 
and thus (1.14), with the aid of Theorem 1. 
In order to prove (1.15) we use [3, Corollary 1.21, which yields 
G P(T~+(~, 8, u, v) > Xn) + P(T~+(I - B, 1 - a, u + 0, -v) > d. (2.25) 
From (1.14), (2.25) and A(x; 1 - p, 1 - 01, u + ~1, -V) = A(x; CL, /3, u, V) we 
obtain (1.15). Thus the proof of Theorem 2 is established. 
3. EXAMPLES 
1. On account of assumption (c), in the cases u = 0, w = 1 and u = 1, 
e, = - 1 we have a > 0 and fl < 1, respectively. We get 
4x; a) 8,0, 1) = 5 exp (- 2c1 “_ aj x2), 
A(x;a,/l, 1, -1) =;exp (-Yxs) 
@33/614-13 
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and thus from Theorem 2 for the Renyi statistics 
and Kz’(% B) = Tn(% B, 1, --I) 
4 < P(&‘(a, F) > 4 x, exp ( 
1-P - xn2 
33 1 
< d, (4 , d, > 0, const) 
for sufficiently large n (xIE --f 00, x, = o(nl’“)). 
2. For the Kolmogorov-Manija statistic KJoI, /3) = Tn(ol, /?, 1,O) we get for 
sufficiently large n (x, + co, x, = o(nllB)) 
4 < f’W,(~, B) > xn) x&Q,; a, 8, 1, W-l < 4 (4 , d, > 0, const) 
with 
1 




241 - a) ’ 
if or>-. 
X 2 
= exp(-2x2), if a<$</3 
1 1 =- 
x2 ’ X 
exp - 
( 2/3(1 - /3) 1 
if /3<;. 
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