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Tato práce se zabývá návrhem a implementací algoritmu SLAM pro sebelokalizaci a 
mapování v interiéru budov s využitím dat z laserového scaneru. Návrh je tvořen pro  
2D variantu SLAMu, ale je záměrně realizován tak, aby byl principiálně použitelný i 

















This paper describe design and implementation of SLAM algorithm for selflocalization 
and mapping in indoor environment using data from laser scanner. Design is focused on 
2D variant of SLAM, but parts is purposely reliazed to be usable in 3D SLAM. This 
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Algoritmy typu SLAM jsou v oblasti robotiky již delší dobu zkoumané téma prozatím 
bez jednoznačného řešení. Smyslem této práce je nastudovat dostatečné množství 
dostupných publikací k pojmutí současných trendů v řešení této problematiky a 
následně využít získaných informací a vlastní invence k sestavení algoritmu tohoto 
typu. 
V rámci této práce se budu zabývat především algoritmem 2D SLAM, jelikož jde 
obecně o úlohu jednodušší než 3D varianta, a tedy prací na této úloze lze snáze získat 
v dané problematice cenné znalosti. 
Na výsledky dosažené v rámci diplomové práce mám v plánu navázat v rámci 
doktorského studia právě 3D variantou algoritmu SLAM, a proto jednou z mých 
motivací je i to, aby výsledné algoritmy byly pokud možno aplikovatelné i na tuto 
variantu. 
Pro testování navržených metod používám laserový snímač SICK LMS111, jelikož 
je důležitou částí mé práce, budu se v tomto dokumentu zabývat i jeho vlastnostmi. 
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2 SLAM 
Zkratka SLAM zastupuje anglický výraz „Simultaneous localization and mapping“, což 
můžeme překládat do češtiny jako „Souběžná lokalizace a mapování“. SLAM je 
koncept zpracování dat, kterého se snažíme dosáhnout především v aplikacích s 
mobilními roboty. Základní myšlenkou je, že si robot z dat naměřených jeho senzory 
vytváří (či aktualizuje stávající) mapu a zároveň určuje, kde se v této mapě aktuálně 
nachází. 
Existuje celá řada senzorů, jejichž výstupy můžeme použít pro SLAM. Vždy jde o 
bezkontaktní senzory vzdálenosti. Na základě typu senzoru můžeme SLAM rozdělit na 
dvě kategorie: 2D a 3D: 
2D SLAM používá řádkový senzor vzdálenosti. Vytváří 2D mapu, což je pro mnohé 
aplikace zcela vyhovující (např. řízení robotického vysavače). 
3D SLAM už je o poznání složitější. Potřebujeme použít nějaký maticový senzor 
vzdálenosti. Výsledkem je 3D model okolního prostředí. 
Někdy se ještě v literatuře objevuje termín 2,5D SLAM. V tomto případě jde v 
podstatě o 3D SLAM, který ale vytváří pouze topografickou mapu. Typickým 
příkladem použití je mapování dna vodních nádrží. 
2.1 Obecný princip 
Ač SLAM rozdělujeme na 2D či 3D, základní myšlenka je pro oba druhy stejná a její 
princip je zobrazen na Obr. 2.1. 
 
 
Obr. 2.1: Schematické znázornění principu algoritmu SLAM 
 
Na obrázku můžeme vidět, že SLAM je možné rozdělit na dvě části, a to část 
lokalizace a část mapování. Nicméně obě tyto části jsou nezbytné pro správnou funkci 
té druhé. Z jednoduché úvahy vyplývá, že pro správné mapování je třeba znát přesnou 
polohu a pro správnou lokalizaci je naopak třeba mít informace o okolním prostředí. 
Z této silné provázanosti plyne velký problém, který je třeba mít na paměti při 
zabývání se touto oblastí. A to, že v okamžiku, kdy jedna z částí selže a předá té druhé 
chybná data, bude mít i druhá část chybný výsledek, který opět předá první části, a tak 
jedna náhodná chyba může znehodnotit celkový výsledek. Možným řešením je velká 
robustnost algoritmů obou částí, případně kontrola dat. 
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Další věcí, které je vhodno si všimnout, je fakt, že při startu algoritmus potřebuje 
apriorní informaci buď o poloze, nebo o okolním prostředí. Toto je nejčastěji řešeno 
předpokladem, že počáteční poloha je počátkem soustavy souřadnic. 
2.1.1 Lokalizace 
Lokalizací v tomto kontextu rozumíme určení bodu v dosavadní mapě, na němž se 
používaný snímač nacházel ve chvíli, kdy nasnímal aktuálně zpracovávaná data. 
Matematicky řečeno je hledána vhodná transformace pro převod aktuálně nasnímaných 
dat ze souřadnicového prostoru snímače do souřadnicového prostoru mapy. V přístupu 
k hledání transformace je možno najít dva hlavní směry, a to buď registrace nových dat 
s daty uloženými v mapě, nebo přístup využívající detekované významné body jak v 
datech, tak v mapě a hledající vhodnou transformaci na základě korespondence těchto 
bodů. 
Oba přístupy mají svá pozitiva i negativa. Registrace dat vykazuje obecně větší 
přesnost, jelikož je díky použití veškerých dat odolnější vůči šumu, na druhou stranu 
práce s celým objemem dat může být v jistých aplikacích příliš výpočetně náročná, a 
navíc tyto algoritmy bývají náchylné na uvíznutí v některém z lokálních extrémů. 
Naopak využití významných bodů bývá méně výpočetně náročné a poměrně robustní, 
ale problémy s detekcí významných bodů vedou často k nižší přesnosti. 
2.1.2 Mapování 
Mapováním v této problematice je rozuměno ukládání naměřených dat 
transformovaných pomocí pozice a rotace zjištěných při lokalizaci do vhodné datové 
struktury. Je zjevné, že pouhé periodické ukládání množin bodů je z dlouhodobého 
hlediska neudržitelný stav, ať už kvůli paměťové náročnosti, prezentaci získaných dat 
nebo následné práci s daty. V literatuře se objevují především následující druhy map:  
 diskretizovaný mapovací prostor – prostor je rozdělen na konečně 
velké elementy. Každý z těchto elementů nese informaci o tom, zda 
se v jím reprezentované výseči prostoru nachází překážka, či nikoliv. 
Pro 2D je elementem pixel ve dvourozměrném poli, u 3D jde o voxel 
nacházející se ve trojrozměrném poli. 
 množina významných bodů – tento přístup ukládá pouze významné 
body detekované v jednotlivých snímcích. Každý prvek v mapě pak 
nese informaci o poloze daného významného bodu a případně profilu 
jeho okolí. 
 topologická mapa – popisuje mapovaný prostor pomocí 
geometrických primitiv. Každý prvek v mapě nese informaci o 
poloze uzlů a popisuje jejich vzájemné propojení. 
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Obr. 2.2: Příklady druhů mapy (zleva): diskrétní, množina orientačních bodů, topologická [2] 
2.2 Varianta 2D SLAM 
Historicky se 2D SLAM vyvíjel dříve než 3D SLAM. Hlavně zřejmě kvůli dostupnosti 
vhodných snímačů. Nicméně také díky tomu, že 2D SLAM je v mnoha ohledech 
jednodušší než 3D. 
Tento typ algoritmu SLAM pracuje pouze v jedné rovině, a proto je třeba zajistit, 
aby všechna vstupní data vždy právě v této rovině ležela. Je tedy nasnadě pro tento 
algoritmus zvolit liniový snímač vzdálenosti posazený tak, že bude měřící rovina 
rovnoběžná s rovinou pohybu. 
Vzhledem k omezení pohybu je lokalizační problém reprezentován hledáním 
transformace s třemi stupni volnosti – translace ve dvou osách a rotace. A taktéž 
vytvářená mapa bude nést pouze formace o profilu prostředí protínaném měřící rovinou. 
Odborné publikace zabývající se tímto tématem většinou popisují použití 
rozšířeného Kalmánova filtru pro zpřesnění odhadu změny polohy zjištěného pomocí 
odometrie na základě pozorování polohy významných bodů v aktuálním snímku 
snímače. Typický příklad je vyobrazen na Obr. 2.3. 
 
 
Obr. 2.3: Příklad použití rozšířeného Kalmánova filtru pro 2D SLAM [1] 
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2.3 Varianta 3D SLAM 
Tato varianta algoritmů typu SLAM se začala vyvíjet teprve nedávno. Souvisí to hlavně 
s dostupností a cenou vhodných snímačů a také s růstem výpočetního výkonu. 
3D SLAM by měl pracovat v 3D prostoru bez omezení, která jsou popsány u 2D 
SLAMu. Tedy pohyb v prostoru může být zcela obecný. 
Lokalizační algoritmus tedy musí najít vhodnou transformaci s šesti stupni volnosti 
– translace ve třech osách a rotace ve třech osách. Mapovací algoritmus musí být 
schopen virtuálně vytvořit trojrozměrný model prostředí. 
Z odborných publikací nelze sledovat konkrétní trend, kterým by se autoři ubírali. 
Autoři se ve svých pracích většinou zabývají lokalizační částí algoritmu SLAM. Tyto 
algoritmy mají většinou několik fází a kombinují více přístupů z této problematiky pro 
dosažení přijatelných výsledků. Jako příklad uvádím Obr. 2.4. 
 
 
Obr. 2.4: Příklad lokalizačního algoritmu pro 3D SLAM [9] 
 
Co se týče mapovacích algoritmů, tak ty autoři článků příliš nepublikují, případně je 
z přiložených obrázků patrné, že ani neřeší, pak jejich algoritmy krátkodobě kumulují 
množiny bodů. Několik článků, na něž jsem narazil, které tuto problematiku alespoň 
zmiňují, většinou používají reprezentaci prostoru pomocí voxelů. Nejsofistikovanější 
řešení, na něž jsem při své rešerši narazil, je popsáno v [8]. Autoři v tomto článku 
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popisují hierarchickou rozhodovací strukturu (strom) učenou pro shlukování voxelů 
(Obr. 2.5), čímž je možné redukovat množství detailů, s nimiž mapovací algoritmus 
pracuje. 
 
Obr. 2.5: Příklad výsledku mapovacího algoritmu pro 3D SLAM [8] 
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3 LASEROVÝ SNÍMAČ SICK LMS111 
Při řešení této práce byl použit laserový senzor vzdálenosti SICK LMS111 a v této 
kapitole budou shrnuty jeho parametry. 
Tento snímač je výrobcem kategorizován jako laserový snímač vzdálenosti 




Obr. 3.1:Snímač SICK LMS111 [10] 
3.1 Princip funkce 
Tento senzor měří vzdálenost pomocí infračerveného laseru ( nm905=λ ), který je 
rozmítán tak, že senzor dokáže měřit vzdálenost v perimetru o úhlu 270°. Samotný 
výpočet vzdálenosti vychází z časového zpoždění mezi světelným pulsem vyslaným 





Obr. 3.2: Úhlový rozsah měření (vlevo) a princip měření (vpravo) [10] 
 
Pro úspěšnou detekci překážky, je tedy důležité, aby předmět byl schopen jistou část 
energie laseru odrazit zpět k senzoru. Kolik energie to je, nám ukazuje Graf 1. Hodnota 
„Target remission“ je vztažena vůči dokonale difusnímu odrazu. 
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Graf 1: Minimální poměr energie odrazu vůči energii dokonale difúzního odrazu pro úspěšnou 
detekci překážky [10] 
 
 
Z Grafu 1 vidíme, že minimální hodnota poměru energií je závislá na vzdálenosti. 
Tento fakt by mohl v některých aplikacích působit potíže a je vhodné počítat s tím, že u 
bodů s detekovanou vzdáleností větší jak 10m může senzor při bližším scanu detekovat 
překážku v místech, kde předtím detekována nebyla. 
Senzor umožňuje volbu měřící frekvence, nabízí možnost buď 25Hz, nebo 50Hz. 
Volba měřící frekvence zároveň také ovlivňuje maximální rozlišení. Zatímco u 25Hz je 
možno volit mezi rozlišením 0,25° nebo 0,5°, pro 50Hz už je nabízeno pouze rozlišení 
0,5°. 
3.2 Komunikační rozhraní 
SICK LMS111 disponuje třemi různými komunikačními rozhraními. Jde o rozhraní pro 
sériovou komunikaci RS-232, rozhraní Ethernet s protokolem TCP/IP či OCP a třetím 
rozhraním je sběrnice CAN bus. 
Po připojení senzoru probíhá komunikace pomocí telegramů kódovaných buď 
binárně, nebo ascii. 
Pomocí jakéhokoliv komunikačního rozhraní je možné ze senzoru vyčíst data či 
nastavit parametry senzoru (jen sériová linka nemá dostatečnou datovou propustnost pro 
přenos dat z kontinuálního měření). Ale při tvorbě driveru pro senzor není nutné 
implementovat všechny možnosti nastavení senzoru, jelikož výrobce dodává k senzoru 
vlastní software, s jehož pomocí lze provést nastavení senzoru, které si senzor uloží do 
paměti EEPROM. 
Co se týče čtení naměřených dat, má senzor dva příkazy, kterými je možné toto čtení 
provést, a to buď jednorázové měření, nebo kontinuální, při kterém senzor po každém 
měření odešle přes komunikační rozhraní naměřená data. Je možné senzor nastavit tak, 
aby spolu s naměřenými daty odesílal ještě i další informace např. informace odrazivosti 





Obr. 3.3: Napájecí konektor senzoru [10] 
 
Obr. 3.4: Barevné značení vodičů [10] 
 
Napájení je řešeno šroubovacím pětipinovým konektorem, který obsahuje jak 
napájení senzoru, tak i oddělené napájení topení. Pohled na něj i s popisem pinů 
můžeme vidět na Obr 3.3. Topení je v senzoru nainstalováno, protože jde o venkovní 
senzor, který pro správnou funkci vyžaduje vnitřní teplotu větší než 10°C. Díky 
možnosti vytápění je možné senzor použít v bezvětrném prostředí až do venkovní 
teploty -30°C. 
Senzor může být napájen napětím od 10,8V do 30V. Pro napájení vytápění je rozsah 
vhodných napětí od 19,2V do 28,8V. Jako optimální napětí výrobce doporučuje 24V 
pro oba vstupy. Jako maximální příkon bez vytápění výrobce udává hodnotu 12W, 
maximální příkon s využitím topení je 60W. 
3.4 Test odezvy snímače na různé materiály 
Jelikož je používám snímač SICK LMS111 jako senzor pro algoritmus typu SLAM, 
bylo nutné provést test, při které jsem si ověřil vlastnosti odezvy tohoto snímače pro 
různé materiály překážek. Pro účely tohoto testu jsem snímač upevnil ke stojanu (Obr. 
3.5) s nastavitelnou výškou. 
Pro test byly použity následující materiály: 
 dřevotřísková deska od stolu 
 pěnová hmota 
 stropní podhled z minerální vlny 
 černý plast matný 
 bílý plast lesklý 
 bílý plast matný 
 plastová Fresnelova čočka 
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Při základním testu jsem umísťoval vzorky z různých materiálů do fixtury tak, aby 
rovina vzorku byla kolmá k měřící rovině snímače a ve vzdálenosti cca 770mm od 
středu snímače. Data z každého snímku byla ořezávána tak, aby se dále zpracovávala 
pouze ta část dat, která odpovídá rovině měřeného materiálu. Následně byla ořezaná 
data proložena přímkou pomocí metody totálních nejmenších čtverců [6]. Při testu jsem 
sledoval profil dat získaných měřením na rovině materiálu a velikost lineárního posunu 
q  ze směrnicového tvaru přímky udávající posun průsečíku přímky s osou y od počátku 
souřadnicového prostoru. Jelikož hodnota parametru q  vlivem šumu dat nebyla při 
měření konstantní, byla tato hodnota filtrována plovoucím průměrem s počtem prvků 
200. Pro určení míry kmitání je vyjádřena vedle průměru i hodnota výběrové 
směrodatné odchylky této posloupnosti. 
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Obr. 3.17: Odezva snímače pro zrcadlo 
 
Z výsledků měření je patrné, že snímač u materiálů s příliš lesklým povrchem 
nedává spolehlivé výsledky. Toto zjištění není vzhledem k měřícímu principu nijak 
překvapivé, jelikož laserový paprsek odražený od lesklého povrchu může mít daleko 
různorodější vlastnosti než při difúzním odrazu. Je tedy logické, že byl snímač navržen 
spíše pro difúzní odraz. 
Dále bych rád ve výsledcích poukázal na výraznější rozdíly u lineárního posunu u 
materiálů s kvalitním tvarem snímaného profilu např. rozdíl q  pro dřevotřískovou 
desku a pěnový materiál. Domnívám se, že tento rozdíl je pravděpodobně zapříčiněn 
částečnou průsvitností pěnového materiálu, u kterého se většina energie laserového 
paprsku odráží několik milimetrů za rovinou povrchu, což ve spolupráci s tím, že 
pevným materiálem se světlo šíří nižší rychlostí než vzduchem, může způsobit zpoždění 
odrazu, které potom snímač z principu své funkce převede na vzdálenost.  
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3.5 Test chyby snímače a nulového bodu 
Výsledky testu odezvy snímače na různé materiály (kapitola 3.4) vyšly tak, že změřené 
hodnoty vzdálenosti byly nižší než předpokládané – předpokládal jsem cca 770 mm, ale 
změřená hodnota vzdálenosti se u většiny materiálů pohybovala kolem 750 mm. Na 
základě tohoto rozdílu jsem zformuloval dvě hypotézy popisující příčinu této odchylky: 
 fyzická poloha počátku měření je jiná než výrobce udává (Obr. 3.18) 
 v měřených vzdálenostech je relativní či absolutní chyba 
 
 
Obr. 3.18: Výkres znázorňující polohu počátku měření [10] 
 
K potvrzení, či vyvrácení těchto hypotéz jsem navrhl a provedl sérii testů pro 
ověření relativní chyby, fyzické polohy počátku měření a absolutní chyby. Jelikož 
způsob zjišťování polohy počátku měření byl pro každou osu jiný, rozdělil jsem tento 
test na tři samostatná měření, a tak popíši každý zvlášť. U testů jsem předpokládal, že 
měřící parametry snímače jsou konstantní po celém 270° úhlovém rozsahu snímače. 
Relativní chyba: V prvním testu jsem zjišťoval relativní chybu měření snímače. 
Tento test jsem realizoval pro tři různé materiály: dřevotřískovou desku, stropní 
podhled a pěnovou hmotu. Pozoroval jsem závislost měřené vzdálenosti od překážky 
pro různé vzdálenosti snímače a desky materiálu. Jelikož jsem při tomto testu ještě 
neznal fyzickou polohu počátku měření, referenční vzdálenosti jsem měřil pouze 
relativně. Následně jsem pro tato data provedl lineární regresi pomocí metody 
nejmenších čtverců. Výsledky testu jsou prezentovány v Tab. 1. Na základě směrnice 
regresních rovnic můžeme vyvrátit hypotézu o tom, že rozdíl ve měřené a 
předpokládané vzdálenosti by mohla zapříčiňovat relativní chyba snímače. 
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Tab. 1: Měření relativní chyby snímače 
lR [mm] Dřevo [mm] Podhled [mm] Pěna [mm] 
-250 485 483 511 
-125 617 616 633 
0 749 749 770 
125 875 872 890 
250 1000 995 1013 
Regrese 1,03x+745,2 1,02x+743 1,01x+763,4 
 
Poloha počátku v ose Z: Jde o vertikální osu (na Obr. 3.18 je osa zobrazena na levé 
části nákresu) a pro měření není znalost přesné polohy v této ose nezbytná. Určuje 
výšku měřící roviny a je zde uvedena jen pro kompletnost testu. Výška měřící roviny 
byla v tomto případě pozorována pomocí kamery v mobilním telefonu, na jejímž obrazu 
je za šera možné pozorovat jak přímo měřící laser, tak i linii vykreslovanou na stínítko. 
Na Obr. 3.19 je toto měření zaznamenáno. Je možno vidět, že odraz laseru je mezi 11 a 




Obr. 3.19: Měření polohy počátku v ose Z 
 
Poloha počátku v ose Y: Jde o osu ležící v měřící rovině a kolmou na směr šipky 
vylisované na hlavě snímače (na Obr. 3.18 je zobrazena svislou čarou v pravé části 
nákresu). Pro účely tohoto testu jsem snímač umístil vodorovně mezi dvě svislé vůči 
sobě rovnoběžné dřevotřískové desky tak, aby osa Y byla kolmá na roviny obou desek. 
Následně jsem snímač spustil. Pomocí metody totálních nejmenších čtverců jsem 
prokládal body změřené na obou deskách, díky čemuž jsem zjistil rovnici přímky, které 
data odpovídají. Z rovnice přímky jsem pomocí rovnice (3.1) vypočítal měřenou 







d  (3.1) 
Vzhledem k tomu, že po správném nastavení testu bylo 0=k , zjednodušil se vztah 
na qd = . Následným pohybem snímače ve směru osy Y jsem poté dosáhl rovnosti 
obou měřených vzdáleností, čímž jsem umístil počátek měření do středu vzdálenosti 
mezi oběma deskami. Následně jsem polohu počátku v ose Y určil pomocí svinovacího 
metru jako místo ve středu mezi oběma deskami. Zjištěný výsledek odpovídá údaji 
z datasheetu. Nicméně roviny desek byly od sebe vzdáleny 1902,6 mm a snímačem 
změřené vzdálenosti byly oběma směry 940 mm (Tab. 2 řádek α=0°), tedy po sečtení 
1880 mm, což ukazuje na záporný offset v měřených datech. 
 
 
Obr. 3.20: Měření polohy počátku v ose Y (pohled shora) 
 
Poloha počátku v ose X: Jde o osu ležící v měřící rovině a rovnoběžnou se směrem 
šipky vylisované na hlavě snímače (na Obr. 3.18 je zobrazena vodorovnou čarou 
v pravé části nákresu). U tohoto testu jsem využil připraveného prostředí z předchozího 
testu. Nicméně není možné pouze otočit snímač o 90° a provést stejný test jako u osy Y, 
jelikož záporná poloosa X je mimo měřený perimetr snímače. Proto jsem snímač nechal 
umístěný tak, aby osa X byla rovnoběžná s rovinami připravených desek, a zároveň byla 
přesně v polovině vzdálenosti mezi nimi. Následně jsem snímačem pomocí otočného 
stolku otáčel kolem vertikální osy protínající průsečík osy X s rovinou zadní stěny 
snímače. Rotaci jsem prováděl pouze v rozsahu ±15°, aby se nikdy žádná část některé 
z desek nedostala mimo pozorovací úhel snímače. Při každém úhlu rotace jsem pomocí 
rovnice (3.1) z lineárního posunu rovnice přímky vypočítal měřenou vzdálenost od 
obou desek. Jak je možno vidět na Obr. 3.21 na základě rozdílu měřených vzdáleností je 





Výsledky měření zaznamenává Tab. 2. Poloha počátku na základě průměrného 
výsledku tohoto měření je vzdálena 3mm ve směru záporné poloosy X od výlisku ve 
středu hlavy snímače.  
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Obr. 3.21: Měření polohy počátku v ose X 
 
Tab. 2: Měření polohy počátku v ose X 
α [°] q1 [mm] q2 [mm] d1 [mm] d2 [mm] ∆x[mm] 
-15 988 959 954 926 50,49 
-10 964 946 949 932 49,50 
-5 948 939 944 935 51,04 
0 940 940 940 940 ------- 
5 940 949 936 945 51,04 
10 945 963 931 948 49,50 
15 962 991 929 957 50,49 
Průměr 50,35 
 
Absolutní chyba: Jak už je patrno z výsledků testu hledající pozici počátku měření 
v ose Y, měřená data vykazují jistou zápornou absolutní chybu o velikosti přibližně 
10mm. Pro zpřesnění této hodnoty jsem provedl poslední test. I pro toto měření jsem 
využil připravené prostředí se dvěma svislými rovnoběžnými deskami vzdálenými od 
sebe 1902,6 mm. Nicméně snímač jsem tentokrát umístil na otočný stolek tak, že měřící 
rovina byla kolmá jak na podlahu, tak roviny desek a počátek měření byl v ose otáčení 
stolku (Obr. 3.22). Opět jsem z měřených dat segmentoval pouze ty body, jež 
odpovídaly těmto dvěma deskám, a prokládal je dvěma přímkami pomocí metody 
totálních nejmenších čtverců. Pro otestování v širším rozsahu jsem provedl měření pro 
několik úhlů. Úhel jiný než °= 0α je třeba samozřejmě předpokládanou vzdálenost 
vynásobit ( )αcos . Výsledky jsou prezentovány v Tab. 3. Je možno z nich vyčíst, že je 
chyba pravděpodobně ještě lehce závislá na úhlu mezi měřící a měřenou rovinou, ale už 




Obr. 3.22: Měření offsetu snímače (pohled shora) 
 
Tab. 3: Měření offsetu snímače 
α [°] d1 [mm] d2 [mm] dcelk [mm] dteor [mm] ∆d[mm] 
-14 972 972 1944 1960 -8,1 
-10 958 958 1916 1931 -7,7 
-5 944 944 1888 1909 -10,6 
0 940 940 1880 1902 -11,0 
5 946 946 1892 1909 -8,6 
10 957 957 1914 1931 -8,7 
14 973 973 1946 1960 -7,1 
Průměr 
  -8,8 
 
Můj závěr této série testů je následující: Zjistil jsem, že relativní chyba v datech je 
na mnou zkoumaném rozsahu zanedbatelná a že poloha nulového bodu měření je oproti 
údaji výrobce o 3mm posunuta ve směru záporné poloosy X, což může být ale 
způsobeno pouze chybou měření. V ostatních osách výsledky testů potvrzují údaje 
z datasheetu. Hlavním důvodem odchylky mezi předpokládanou a změřenou hodnotou 
v materiálovém testu byla pravděpodobně absolutní odchylka měření ještě v kombinaci 
s nepřesným změřením odhadu vzdálenosti. Nicméně výrobce udává soustavnou chybu 
±30mm a nahodilou chybu ±10mm. Takže i za předpokladu, že jsem pomocí 
průměrování a regrese dat zcela odstranil nahodilou chybu, tak výsledné odchylky jsou 
ještě v toleranci udávané výrobcem. 
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4 LOKALIZAČNÍ ALGORITMUS 
Tato kapitola popisuje návrh lokalizační části algoritmu 2D SLAM. Cílem lokalizačního 
algoritmu je nalézt polohu snímače ve zmapovaném prostředí pomocí dat změřených 
snímačem. Na základě rešerše jsem tuto část realizoval pomocí registrace aktuálně 
naměřených dat vůči datům uloženým v mapě. Tento způsob jsem zvolil, jelikož mi 
přišel výhodnější, a to jak pro spolupráci se zvolenými typy mapovacího algoritmu, tak i 
kvůli možnému znovupoužití algoritmu při budoucí práci na 3D SLAMu. 
Pro registraci dat jsem použil algoritmus „Iterative closest point“ – zkráceně ICP, 
což je algoritmus, který se v různých podobách vyskytuje v převážné většině řešení 
problémů registrace dat. Tento algoritmus je bohužel náchylný k uvíznutí v lokálním 
extrému. Pravděpodobnost uvíznutí je tím vyšší, čím více jsou registrované množiny od 
sebe posunuty, proto ještě před samotnou registrací data transformuji pomocí polohy 
vypočtené v předchozí iteraci, a díky tomuto kroku potom ICP řeší pouze změnu polohy 
mezi dvěmi po sobě jdoucími snímky. 
4.1 Popis metody ICP 
Jde o algoritmus původně vyvinutý pro registraci 3D objektů, nicméně ho lze využít i 
pro registraci 2D objektů. Metoda je definována tak, že je možné použít různých 
matematických popisů registrovaných objektů např. množinu bodů, množinu úseček, 
parametrickou přímku, parametrickou rovinu a jiné. Pro účely této práce bylo vhodné 
využít schopnosti registrace dvou množin bodů. 
Jak již název napovídá, jde o algoritmus iterativní. Pro popis funkce mějme množiny 
bodů A a B takové, že ATRB ⊆+ , kde R je matice rotace a T je matice translace, tedy 
A jako množinu referenční a B jako množinu, kterou vůči referenční množině chceme 
registrovat. Smyčka ICP potom bude vypadat následujícím způsobem: 
1) nalézt pro každý bod z B nejbližší bod z A 
2) vypočítat těžiště množiny B Bµ  a těžiště jim přináležících nejbližších 
bodů z množiny A Aµ  
3) vypočítat matici křížových kovariancí N  
4) vypočítat polární dekompozici matice křížových kovariancí 
TVUN Σ=  
5) určit krok rotace a translace Ti VUR =  a BiA RT µµ −=  
6) aplikovat vypočtené transformace na množinu B ( TRBB starénové += ) 
a testovat ukončovací podmínku, pokud není splněna →  opakovat 
postup od kroku 1 
 
Je zjevné, že obzvláště pro mapování není možné dodržet podmínku ATRB ⊆+ , 
jelikož by fakticky znamenala, že je již vše zmapované. Nicméně každý bod, který 
nemá v množině, vůči níž registrujeme, korespondenci, může výrazně snížit přesnost 
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registrace. Míra vlivu na přesnost je přirozeně tím větší, čím větší je vzdálenost tohoto 
bodu bez korespondence od nejbližšího bodu množiny, vůči níž registrujeme. 
V zásadě existují dvě řešení tohoto problému. Prvním možným řešením je 
extrapolace množiny A tak, aby pokryla celou množinu B. Druhým možným řešením je 
naopak zanedbání nepřekrývajících se dat z množiny B. Jelikož je extrapolace profilu 
místnosti prakticky nemožná, budeme se zabývat druhým zmíněným řešením. 
Zanedbání nepřekrývajících se dat je realizováno pomocí tzv. „worst rejection“, což 
znamená, že po nalezení nejbližších bodů jsou seřazeny body z množiny B podle 
vzdálenosti od jim nejbližších bodů z množiny A a z toho jisté procento bodů s největší 
vzdáleností nebude v této iteraci při výpočtu transformací bráno v potaz. 
Na Obr. 4.1 můžeme vidět význam použití „worst rejection“ při registraci dvou ne 
zcela se překrývajících množin dat. Jde o funkci )sin(xxy ⋅= , v případě modelových 
dat (data vůči kterým registrujeme) pi2;0∈x  a v případě dat registrovaných 
12;1 +∈ pix . Registrovaná data jsou následně ještě otočena kolem počátku o -20°. 
Vidíme, že data registrovaná za použití 10% „worst rejection“ jsou registrována přesně, 




Obr. 4.1: Průběh registrace dat pomocí ICP s a bez „worst rejection“ 
 
4.2 Ukončovací podmínka 
V popisu algoritmu iterace ICP zmiňuji v bodě 6 testování ukončovací podmínky. ICP 
totiž stejně jako valná většina iterativních algoritmů potřebuje být něčím ukončen. Bez 
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ukončovací podmínky je možné iterovat libovolně dlouho, nicméně po několika prvních 
iteracích už bez praktického významu pro výsledek. Právě toto je úkol ukončovací 
podmínky – určit moment, kdy není pravděpodobné, že bude mít další iterace nějaký 
dopad na celkový výsledek. V průběhu práce s touto metodou jsem používal tři různé 
ukončovací podmínky: 
 maximální počet iterací: Algoritmus počítá, kolik iterací již ve 
snaze registrovat data vykonal, a po dosažení předem daného počtu 
maxN  je ukončen. Jde o nejjednodušší podmínku, která nemůže 
dosahovat dobrých výsledků. Maximální počet iterací by měl být 
totiž nastaven tak, aby byl algoritmus schopen kompenzovat co 
největší rozdíly v datech a zároveň nevykonával iterace zbytečně, 
když už jich není třeba. Při nastavování je třeba mezi těmito dvěma 
protikladnými kritérii udělat kompromis, který ale v mém případě ve 
snaze o optimalizaci výpočetního výkonu nakonec přestal vyhovovat 
oběma kritériím současně.  
 idempotence nejbližších bodů: Tato ukončovací podmínka sleduje 
nalezené nejbližší body z referenční množiny a ukončuje iterování 
v okamžiku, kdy oproti předchozí iteraci není detekována žádná 
změna v nalezených nejbližších bodech. Tedy dvakrát po sobě je 
nalezena ta samá množina nejbližších bodů. Jde o takřka exaktní 
podmínku, jelikož je-li vůči jedné množině provedena minimalizace 
odchylek, nelze opakovanou minimalizací dosáhnout pokroku. 
Nicméně je tato podmínka náročnější na výpočetní prostředky – je 
třeba mít uložené pole indexů a následně ho celé porovnávat 
s druhým polem indexů. Další nevýhodou tohoto řešení je fakt, že 
množina, vůči níž registrujeme, musí být po celou dobu registrace 
konstantní (složena pořád ze stejných bodů), a proto to nelze použít u 
zpětné vazby od topologické mapy (kapitola 5.2.1). 
 velikost kroku rotace: Podstatou funkce této ukončovací podmínky 
je sledování velikosti součinu prvků na vedlejší diagonále matice iR  
určující krok rotace v dané iteraci. Je-li tento součin nižší než předem 
učený práh, je algoritmus ukončen. Zároveň se u této ukončovací 
podmínky ukázalo výhodné použít dvojího prahování – první vyšší 
práh 0p  při první iteraci a při každé další iteraci práh p , který je 
oproti 0p  několikanásobně nižší. Tímto způsobem se mi povedlo 
výrazně snížit šum polohy při lokalizaci a zároveň i snížit výpočetní 
náročnost algoritmu, protože algoritmus často končí již po první 
iteraci. 
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Ve výsledku se ukázalo jako nejvýhodnější používat ukončovací podmínku na 
základě velikosti kroku iterace s prvním prahem 70 104
−
⋅=p a druhým prahem 
810−=p  spolu se záložní podmínkou v podobě maximálního počtu iterací 50max =N . 
4.3 K-d stromy 
Pro urychlení vyhledávání nejbližších bodů při ICP jsem použil tzv. k-d stromy, které 
značně redukují výpočetní náročnost vyhledávání. Z náročnosti BA NNO =  redukují na 
náročnost o něco větší než AB NNO 2log=  za cenu jistého předzpracování 
prohledávané množiny. 
Tento algoritmus spadá do skupiny algoritmů strojového učení založeného na 
instancích (tzv. IBL – Instance Based Learning). Jde o způsob uložení dat do binární 
rozhodovací struktury. 
Tvorba k-d stromu probíhá jednoduchým algoritmem [4]: 
1) je-li pouze jeden prvek, ukonči algoritmus 
2) zvol dělící atribut rozdílný od toho předchozího 
3) urči práh, který rozdělí data na dvě stejně velké skupiny; práh je 
v polovině vzdálenosti mezi nejbližšími prvky různých skupin 
4) urči velikost neutrální zóny (velikost okolí kolem prahu, kde se 
nenachází žádná instance) 
5) aplikuj algoritmus na obě skupiny rozdělené prahem 
 
Na Obr. 4.2 můžeme vidět vytvořený k-d strom. Levá část obrázku ukazuje polohu 
uložených bodů a rozdělení prostoru pomocí prahů, pravá část potom zase větve a 
rozhodovací uzly stromu. 
 
 
Obr. 4.2: Dvě různé grafické reprezentace téhož k-d stromu [5] 
 
Pro vyhledání skutečně nejbližšího souseda bohužel není možno pouze projít strom 
až na dno a vrátit nalezený prvek. O takovémto prvku můžeme prohlásit, že na poměry 
prohledávané množiny je to prvek relativně blízký, nicméně je možné, že množina 
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obsahuje ještě bližší prvek. Takovýto prvek budeme označovat jako potenciálně 
nejbližšího souseda. 
Při vyhledávání skutečně nebližšího bodu je třeba použít složitější algoritmus [4]: 
1) nalézt potenciálně nejbližšího souseda 
2) vypočítat vzdálenost d  mezi potenciálně nejbližším sousedem a 
zadaným bodem 
3) vrátit se zpět k uzlu, který vedl k tomuto řešení a porovnat vzdálenost 
d  se vzdáleností zadaného prvku od dělícího prahu tohoto uzlu 
posunuté o velikost neutrální zóny dále od zadaného prvku 
4) je-li vzdálenost d  menší můžeme zamítnout hypotézu, že by se 
v neprohledané větvi nacházel bližší prvek, než je již nalezený; 
pokud je ale vzdálenost d  větší je nutno prohledat i vedlejší větev, 
vypočítat vzdálenost ad  a porovnat ji se vzdáleností d ; dále 
v algoritmu pokračujeme s bližším z obou prvků 
5) pomocí bodů 3) a 4) postupujeme stromem zpět až k nejvyššímu 
uzlu, kde můžeme aktuálně nalezený nejbližší prvek prohlásit za 
skutečně nejbližšího souseda 
4.4 Zpětná vazba od mapovacího algoritmu 
Toto téma leží na pomezí mezi tématem mapování a tématem lokalizace. 
Implementačně spadá k mapovacímu algoritmu, nicméně potřeba se tímto tématem 
zabývat vychází z algoritmu lokalizačního. Z tohoto vznikl formální problém, kde v této 
práci popsat můj způsob řešení tohoto problému. Vyřešil jsem ho tak, že v rámci 4. 
kapitoly se budu zabývat tímto tématem pouze obecně a konkrétní řešení pro oba druhy 
mapovacího algoritmu popíši až v 5. kapitole. 
V okamžiku, kdy jsou přijata od snímače nová data, která bychom chtěli registrovat, 
je třeba vytvořit referenční množinu bodů, nicméně mapa vytvářená mapovacím 
algoritmem většinou obsahuje daleko více informací, než lokalizační algoritmus 
potřebuje pro úspěšnou lokalizaci. Těmito nadbytečnými informacemi jsou v takovém 
okamžiku části mapy popisující místa, která jsou z aktuální polohy skryta za jinými 
překážkami nebo jsou vzdálena natolik, že jsou mimo měřící dosah snímače. Čím více 
takovýchto nadbytečných dat algoritmu ICP poskytneme v rámci referenční množiny, 
tím více zvyšujeme pravděpodobnost špatné lokalizace vlivem uvíznutí v lokálním 
extrému. Na druhou stranu pokud při tvorbě této referenční množiny zanedbáme některá 
podstatná data, tak zvyšujeme pravděpodobnost špatné lokalizace také, tentokrát ale 
vlivem přílišného množství nekorespondující bodů. Proto vnikla potřeba tvorby 
algoritmu, který bude množství dat obsažených v mapě přiměřeně redukovat a 
lokalizačnímu algoritmu poskytovat pouze informace o okolí. 
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5 MAPOVACÍ ALGORITMUS 
Následující kapitola shrnuje můj návrh mapovacího algoritmu pro 2D SLAM. Cílem 
mapovacího algoritmu je na základě sekvence snímků vytvořit virtuální reprezentaci 
profilu prostředí. V rámci této práce jsem navrhnul a realizoval dva různé algoritmy. 
První navržený algoritmus využívá pro uložení informace o profilu prostředí 
diskretizovaný mapovací prostor, tedy dvourozměrné pole. Nicméně znuvupoužitelnost 
tohoto algoritmu pro 3D SLAM je poměrně nízká, jelikož ve trojrozměrném prostoru 
bych musel pracovat s voxely, což by u větších map bylo náročné jak paměťově, tak i 
z hlediska výpočetního výkonu. proto jsem už se zkušenostmi získanými z prvního 
návrhu vytvořil návrh druhý, který můžeme typově zařadit mezi topologické mapy. 
Tento návrh využívá pro uložení informace o profilu prostředí množinu úseček. 
Hlavními požadavky na tuto část SLAM algoritmu jsou: 
 přijatelný poměr mezi množstvím dat a informacemi – algoritmus by 
měl ukládat pouze data, která obsahují nějakou novou informaci 
 Věrohodnost – model prostředí, který mapovací algoritmus vytváří, 
by měl obsahovat co možná nejvíce důležitých informací obsažených 
ve vstupních datech, která stála za jeho tvorbou 
 přeučitelnost – algoritmus by měl být schopen se přizpůsobit změně 
v profilu prostředí. 
5.1 Diskrétní mapa 
Hlavním principem diskrétní mapy je diskretizace mapovaného prostoru resp. v mém 
případě roviny. Každý prvek takovéto mapy odpovídá konečně velké výseči prostoru a 
nese informaci o tom, jestli je v tomto prostoru překážka. Velikost této výseče je dána 
měřítkem mapy. Při práci jsem používal měřítka v rozsahu 1:20mm – 1:40mm, tedy 
jedna buňka odpovídala 20-40mm2. 
Ukázalo se, že když buňka nese pouze binární informaci o výskytu překážky, tak je 
poměrně komplikované s takovou mapou pracovat. Prakticky jediná rozumná možnost 
práce s takovou mapou jako celkem je dle mého názoru matematická morfologie, kterou 
jsem použít nechtěl. Proto v mnou navrženém algoritmu nese každý prvek číselnou 
hodnotu kvalitativně odpovídající pravděpodobnosti výskytu překážky ve výseči 
prostoru odpovídající dané buňce. Tato pravděpodobnost je zvýšena pokaždé, když je 
v prostoru, jemuž buňka odpovídá, detekována překážka. Naopak je-li dekováno, že 
v daném prostoru se dříve detekovaná překážka již nenachází, je pravděpodobnost 
reprezentovaná uloženou hodnotou v buňce snížena. 
Na Obr. 5.1 je vyobrazeno principiální schéma zobrazující akce algoritmu diskrétní 
mapy po příchodu nově registrovaných dat. Větve akcí jsou vyobrazeny paralelně, tím 
jsem chtěl naznačit, že obě paralelní sekvence ovlivňují jiné buňky mapy, a tak je 
teoreticky možné je vykonat paralelně. Já jsem však v žádné části této práce paralelní 
zpracování neimplementoval a větve jsou ve skutečnosti zpracovány sekvenčně. 
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Obr. 5.1: Schéma zpracování nový dat pomocí diskrétní mapy 
5.1.1 Zpětná vazba pro lokalizační algoritmus 
Jak je již zmíněno v kapitole 4.4, lokalizační algoritmus vyžaduje pro správnou funkci 
informaci o okolním profilu prostředí. Extrakce tohoto okolí z mapy probíhá na základě 
poslední známé polohy snímače a maximální vzdálenosti od snímače změřené 
v aktuálním snímku snímače. Kolem polohy snímače z předchozí iterace je opsána 
kružnice o poloměru daném nejvzdálenějším bodem v aktuálním snímku, navíc je tato 
vzdálenost zvětšena o maximální předpokládaný posun snímače mezi dvěmi snímky. 
Všechna data, která se nacházejí uvnitř kružnice, jsou segmentována jako okolí. 
Pouhé segmentování okolí z mapy, by ale u lokalizačního algoritmu vedlo ke 
zpracování zbytečně velkého množství dat a zároveň by mohlo negativně ovlivnit 
přesnost lokalizace, protože data v mapě reprezentující profil místností nejsou vlivem 
šumu zcela ostrá. Tento jev omezuji použitím filtru non-maximum suppresion, který 
z rozostřených linií profilu zachová pouze jejich „hřebeny“, neboli lokální maxima 
hodnoty pravděpodobnosti. 
Referenční množina dat pro lokalizační algoritmus je vytvořena přepočtem všech 
indexů všech segmentovaných buněk mapy na prostorové souřadnice středu výseče 
prostoru, jíž odpovídají. 
Způsob segmentace dat pro filtr není zcela ideální, jelikož stačí, aby jen jeden bod ze 
snímku měl změřenou velkou vzdálenost, a kvůli tomu je automaticky segmentováno 
okolí, které je pro zbytek snímku zbytečně velké. Tento faktor by bylo možné redukovat 
preciznější segmentací okolí, která by počítala například i s maximálním úhlem otočení 
mezi dvěmi snímky nebo by bylo možné využít dynamiku změřeného pohybu 
z předchozích iterací k lepšímu odhadu současné polohy snímače, než je použití 
poslední známé polohy. Vývoj tohoto typu mapy jsem ale přerušil předtím, než jsem se 
dostal k implementaci těchto návrhů. 
 
Non-Maximum Suppression 
Tento filtr je použit v mapovacím algoritmu pro filtraci dat uložených v mapě. 
Nejčastěji se tento filtr používá v počítačovém vidění jako jedna z fází Cannyho 
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hranového detektoru. Cílem tohoto filtru je převést obraz hran s „rozmazanými“ 
hranami na obraz, kde zůstanou pouze lokální maxima gradientu v jeho 
lokálně dominantním směru. Názorně je funkce tohoto filtru zobrazena na Obr. 5.2, kde 
jsou bíle orámovány ponechávané body a ostatní body vynulovány. 
 
 
Obr. 5.2: Non-maximum suppression[7] 
 
Algoritmus tohoto filtru je pro každý pixel obrazu následující [7]: 
1) nalézt směr gradientu zaokrouhlený na 45° při použití osmiokolí daného 
pixelu 
2) porovnat hodnotu na daném pixelu s hodnotou sousedních pixelů 
v kladném a záporném směru určeném v předchozím bodě 
3) pokud je hodnota v daném pixelu vyšší než hodnota v obou 
porovnávaných axelech zachovat hodnotu v daném pixelu, jinak pixel 
vynulovat. 
5.1.2 Zápis nových dat 
Přijdou-li nová lokalizačním algoritmem čerstvě registrovaná data, je třeba do mapy 
uložit informaci, kterou nesou. V této podkapitole jde o zapsání pozic detekovaných 
překážek do buněk, které odpovídají výsekům mapovaného prostoru, v nichž byly tyto 
překážky detekovány. Prvním krokem při zápisu je segmentace buněk, ve kterých by 
mělo dojít ke zvýšení pravděpodobnosti. Pro tuto segmentaci jsem vyvinul dvě různé 
metody: 
 prostá segmentace – jde o nejjednodušší způsob segmentace. 
Prostorové souřadnice množiny zapisovaných bodů jsou převedeny 
do mapových souřadnic resp. přepočítány na indexy buněk mapy. 
Pouze buňky s těmito přepočítanými souřadnicemi tvoří 
segmentovanou množinu. Přechod mezi prostorovými a mapovými 










Kde ix , iy  jsou mapové souřadnice, iX , iY  jsou prostorové 
souřadnice zapisovaného bodu, s  je měřítko mapy a cycx,  jsou 
mapové souřadnice, na něž se zobrazuje bod [0,0]. 
 segmentace se spojením bodů – prostá segmentace bodů u 
vzdálenějších profilů má tendenci segmentovat separované buňky, 
obzvláště svírají-li ještě paprsky měřícího laseru s těmito profily 
ostrý úhel. Tato vlastnost je nevýhodná pro použití filtru 
non-maximum suppression, který používám při tvorbě referenční 
množiny bodů pro lokalizaci. Z tohoto důvodu jsem vyvinul tento 
způsob segmentace, který nejenže segmentuje buňky, jejichž indexy 
jsou vypočítány pomocí rovnic (5.1), ale zároveň segmentuje pro 
zvýšení pravděpodobnosti i všechny buňky, jimiž prochází některá 
z pomyslných úseček spojující každé dva po sobě jdoucí body ve 
vstupních datech. 
 
Druhým krokem v algoritmu zápisu je po segmentaci samotné zvýšení hodnoty 
pravděpodobnosti v segmentovaných buňkách. I pro tuto část algoritmu jsem v průběhu 
práce vyvinul dvě metody: 
 nevážený zápis – při tomto způsobu zvýšení pravděpodobnosti je 
uložená hodnota p  v každé segmentované buňce s indexem [ ]ii yx ;  
přepočítána pomocí následující diferenční rovnice: 
  2500),,(75,0)1,,( +⋅=+ tyxptyxp iiii  (5.2) 
Na Obr. 5.3 je zobrazena závislost růstu pravděpodobnosti uložené 
v buňce na počtu zápisů do stejné buňky. 
 
   
Obr. 5.3: Růst hodnoty v buňce při opakovaných zápisech 
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 vážený zápis – tento způsob zvýšení pravděpodobnosti jsem musel 
vyvinout po tom, co jsem do řešení implementoval segmentaci se 
spojením bodů. Jelikož při tomto způsobu segmentace jsou pro 
zvýšení pravděpodobnosti segmentovány i buňky, kde žádná 
překážka detekována není a kde by zápis na taková místa zbytečně 
znehodnocoval výslednou mapu, tak jsem vyvinul tento způsob, při 
němž je zvýšení hodnoty v buňce váženo vzdáleností upravované 
buňky od nejbližšího bodu ze vstupních dat. Myšlenka je taková, že 
čím vzdálenější je segmentovaná buňka od nejbližšího změřeného 
bodu, tím nižší je pravděpodobnost výskytu překážky. Diferenční 
rovnice pomocí níž je přepočítána hodnota uložená v buňce, je oproti 





⋅+⋅=+ 2500),,(75,0)1,,(  (5.3) 
Kde minmin yyxxd ii −+−=  je Manhattenovská vzdálenost 
(vzdálenost v metrice L1) od nejbližší buňky, do níž připadl bod ze 
vstupních dat, a u je koeficient nastavovaný v rozsahu 0,5-1 určující 
míru vlivu vzdálenosti na pokles pravděpodobnosti. 
 
Pro demonstraci rozdílů mezi jednotlivými metodami zápisu nových dat jsem 
vytvořil Obr. 5.4. Vybral jsem jeden snímek profilu prostředí a data z tohoto snímku 
jsem použil jako základ pro tři různé diskrétní mapy. Pro každou z těchto map však byla 
použita jiná kombinace metod segmentace a zápisu. Pro lepší zřetelnost jsem vybral 
pouze dvě místa z tohoto profilu, na nichž jsou rozdíly mezi jednotlivými metodami 
nejvýraznější. Pomocí odstínů šedi jsou na Obr. 5.4 vyznačeny výsledné 
pravděpodobnosti po zápisu dat z profilu, která jsou na obrázku vyznačena pomocí 
červených křížků. V prvním řádku vzorků je vhodné si všimnout nežádoucí vlastnosti 
prosté segmentace a to takové, že ač data evidentně popisují souvislou linii překážky, 
jsou v mapě zapsány pouze separované body. Ve druhém řádku zase naopak data 
popisují zlom v profilu tedy přechod mezi dvěmi překážkami, z nichž jedna je 
perspektivně skryta za tou druhou. Zde svou nežádoucí vlastnost projevuje segmentace 
se spojením v kombinaci s neváženým zápisem. Jde o to, že zde na rozdíl od 
předchozího případu jde naopak o místa, která evidentně spojená nejsou, a tato metoda 
je v  mapě spojí. Použití segmentace se spojením v kombinaci s váženým zápisem 




Obr. 5.4: Příklady rozdílných způsobů zápisu 
V závěru práce s tímto druhem mapovacího algoritmu jsem používal především 
segmentaci se spojením bodů spolu s váženým zápisem, jelikož tato kombinace metod 
vytvářela data, která vykazovala nejlepší vlastnosti pro efektivní extrakci bodů pro 
zpětnou vazbu lokalizačnímu algoritmu. 
5.1.3 Redukce staré informace 
Základní myšlenkou této části algoritmu je, že data, která jsou získána ze snímače, 
nenesou pouze informaci o poloze překážky, ale také nám definují prostor, kde žádná 
překážka není. Jinými slovy detekuje-li snímač překážku vzdálenou 4 m, jde též o 
informaci, že 4 m před překážkou je volný prostor, a je-li v mapě zapsáno něco jiného, 
bylo by vhodné to na základě těchto nových dat změnit. Změna v tomto kontextu 
znamená penalizovat buňku tak, aby uložená hodnota pravděpodobnosti byla snížena. 
Vzhledem k charakteru dat a způsobu jejich registrace jsem před samotným 
návrhem algoritmu přijal předpoklad, že není vhodné penalizovat pouze buňky 
reprezentující prostor před překážkou, ale i buňky reprezentující prostor „kousek“ 
za překážkou, jelikož šum, který bude tvořit značnou část odstraňovaných dat, bude 
pravděpodobně rovnoměrně rozprostřen oběma směry od křivky představující hranici 
překážky a pouze jednostranná penalizace by mohla v jistých případech vést k driftu 
polohy. Velikost tohoto přesahu penalizace je vhodné nastavit s ohledem na měřítko 
mapy a charakter mapovaného prostředí. 
Tato část algoritmu je realizovaná ve dvou krocích. V prvním kroku jsou 
segmentovány buňky mapy, které by měly být penalizovány. Ve druhém jsou 
segmentované buňky penalizovány. 
Pro segmentaci prvků mapy, které mají být penalizovány, jsem vyvinul dvě různé 
metody: 
 segmentace na základě vzdálenosti od snímače – tato metoda 
z polohy a rotace snímače určí perimetr, ve kterém mohou ležet 
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penalizované body, tzn. body, které se nacházejí mimo slepý úhel 
snímače. Následně pro každou buňku nacházející se v tomto 
perimetru určí, kterému prvku z aktuálních vstupních dat algoritmu je 
tato buňka neblíže vzhledem k úhlu směrnice přímky procházející 
středem této buňky a aktuální polohou snímače. Následně je 
porovnána euklidovská vzdálenost středu této buňky od snímače br  a 
vzdálenost změřená snímačem v daném směru pomocí snímače dr . 
Je-li vzdálenost buňky menší nebo maximálně o zvolený přesah l  
větší, je daná buňka segmentována k penalizaci. Jedinou výjimku 
tvoří buňka, v níž se nacházejí aktuální data. 
  lrr db +≤  (5.4) 
   
Obr. 5.5: Výsek segmentace pomocí vzdálenosti od snímače způsobený 
jediným prvkem dat 
 
Tento způsob segmentace není příliš výhodný, jelikož připadnou-li 
dva úhlově sousední prvky aktuálně naměřených dat nesousedním 
buňkám, jsou všechny buňky, které mohou tvořit linii, penalizovány, 
díky čemuž se souvislé linie během několika snímků rozpadají na 
jednotlivé body, a to je nevýhodné pro použití filtru non-maximum 
suppession. 
 segmentace na základě vzdálenosti od přímky spojující sousední 
body – tato metoda segmentuje buňky mapy, které vzhledem 
k aktuální poloze snímače úhlově připadají mezi libovolné dva 
měřené body. V dalším kroku je pro každou segmentovanou buňku 
vypočtena orientovaná vzdálenost d  (stanovená rovnicí 5.5) středu 
dané buňky od přímky definované dvěma body, mezi něž daná buňka 
náleží. Následně je tato vzdálenost porovnána se dvěma podmínkami. 
Pokud je absolutní vzdálenost příliš malá (empiricky bylo zjištěno 
0,6), buňka penalizována není. Pokud je vzdálenost větší, ale v rámci 
definovaného přesahu, nebo orientovaná směrem ke snímači, daná 








=  (5.5) 
  
( ) ( )6.0& >< dld  (5.6) 
Tato metoda vykazuje lepší vlastnosti než metoda předchozí. Jedinou 
nevýhodou je špatná segmentace v místech, kde je 
v mapovaném profilu zlom či roh. Na takových místech je bohužel 
segmentováno více dat, než je vhodné. 
   
Obr. 5.6: Výsledek segmentace pomocí přímky vedené dvěma body 
 
Rozdíly mezi oběma metodami segmentace můžeme vidět na Obr. 5.7 a Obr. 5.8. Na 
těchto obrázcích je vědět, které buňky mapy budou penalizovány na základě jediného 
snímku profilu prostředí, který je na obrázcích vyznačen modrou čarou. Pro lepší 









Obr. 5.8: Ukázka segmentace na základě vzdálenosti od přímky spojující sousední body (vpravo 
detail) 
Penalizace segmentovaných buněk je realizována pomocí následující diferenční 
rovnice: 
  ),,(75,0)1,,( tyxptyxp iiii ⋅=+  (5.7) 
Kde ii yx ,  jsou indexy penalizované buňky a p  je hodnota pravděpodobnosti 
uložená v buňce. 
5.2 Topologická mapa 
Jak již bylo zmíněno výše, při práci s diskrétní mapou se ukázalo, že převoditelnost 
takové mapy do 3D, je poměrně malá, což byl hlavní důvod, proč jsem se začal zabývat 
tímto typem mapy. Existuje ale samozřejmě řada dalších důvodů, proč jsem se rozhodl 
opustit vývoj diskrétní mapy, jako je např. závislost výpočetní náročnosti rozlišení a 
velikosti mapy, nutnost řešit přialokovávání mapovacího prostoru a jiné.  
Na základě těchto důvodů jsem navrhnul a realizoval topologickou mapu. Tato mapa 
by měla být složena z geometrických primitiv. Jelikož se zabývám pouze mapováním 
místností v interiéru budov, mohl jsem si dovolit velké zjednodušení ve formě toho, že 
jediná geometrická primitiva, která používám, jsou úsečky. 
Vyvinutý algoritmus pracuje ve třech fázích. Jako první je na základě polohy 
predikován profil, který by měl snímač ze své pozice snímat. Tento predikovaný profil 
je následně porovnán s realitou a na základě rozdílu mezi realitou a predikcí jsou 
upraveny příslušné úsečky. V poslední fázi jsou zpracovány data, pro která buď 
predikce vůbec neexistovala, nebo se ukázalo, že je mylná. V tomto zbytku dat se 
algoritmus pokusí vyhledat nové úsečky. U prvního snímku, kde mapa neobsahuje ještě 
žádné informace, jsou vstupní data zpracovávána pouze třetí fází, jelikož, když 





Obr. 5.9: Zpracování nový dat pomocí topologické mapy 
 
5.2.1 Zpětná vazba pro lokalizační algoritmus 
Zpětná vazba od topologické mapy funguje odlišně od mapy diskrétní. Zatímco 
diskrétní mapa vygenerovala množinu bodů, které vytvářely referenci pro registraci 
nových dat, tak topologická mapa neobsahuje žádné samostatné body, které by bylo 
možné snadno předat lokalizačnímu algoritmu. Místo toho topologická mapa 
s lokalizačním algoritmem spolupracuje více. Lokalizační algoritmus mapovacímu 
algoritmu předá celou registrovanou množinu dat a topologická mapa sama najde ke 
každému bodu z této množiny nejbližší bod z množiny spravovaných úseček, z čehož 
samozřejmě plyne, že po každé iteraci lokalizačního algoritmu je vytvořena jiná 
referenční množina, což výrazně zlepšuje přesnost a robustnost lokalizace. 
Samotný algoritmus vyhledání nejbližšího bodu z množiny úseček je naprosto 
neelegantně vyřešen tím, že jsou pro každý bod vypočteny vzdálenosti od všech 
úseček a následně je pro každý z bodů nalezena vzdálenost nejmenší. 
Výpočet vzdálenosti bodu od úsečky má tři různé podoby. Na základě polohy bodu, 
od nějž hledáme vzdálenost, je buď počítána vzdálenost od přímkové části úsečky, nebo 
od jednoho z krajních bodů (Obr. 5.10). Závislost, od které části úsečky by měl výpočet 
vzdálenosti probíhat, je následující. Mějme úsečku definovanou dvěma body 
[ ]AA yxA ,=  a [ ]BB yxB ,= . Z těchto dvou bodů můžeme vypočítat rovnici přímky, 
kterou definují. Označme tuto přímku 0: =++ cbyaxp . Chceme-li vypočítat 
vzdálenost této úsečky od bodu [ ]CC yxC ,= , vypočteme tři rovnice přímek kolmých na 
p . Jednu procházející bodem A, druhou bodem B a třetí bodem C: 
0: 1 =++− caybxn AAA , 0: 2 =++− caybxn BBB , 0: 3 =++− caybxn CCC . Následně 
jsou porovnány lineární posuny přímek 321 ,, ccc . Je-li 3c menší než 1c  i 2c , je 
vzdálenost od úsečky definována jako vzdálenost od krajního bodu, kterým prochází 
kolmá přímka s nižší hodnotou lineárního posunu. Je-li naopak 3c větší než 1c  i 2c , je 
vypočtena vzdálenost od druhého z bodů. Poslední možnost je, že hodnota 3c  je mezi 







=  (5.8) 
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Obr. 5.10: Příklad výpočtu vzdálenosti bodů od úsečky 
 
Vypočítat nejbližší bod úsečky k bodu je podobné. Byla-li vzdálenost počítána od 
jednoho z krajních bodů, je nejbližším bodem právě tento krajní bod. Nicméně jestliže 
byla vzdálenost bodu počítána od přímky, tak je třeba požít následující vztahy (11) pro 
výpočet výsledného bodu. Pro eliminování možného dělení nulou jsou odvozeny dvě 
























  (5.9) 
 
5.2.2 Predikce profilu 
Jde o první věc, kterou je třeba udělat pro aktualizaci mapy. Tato část algoritmu ještě 
vůbec nepracuje s vlastními body, ale jen s polohou a rotací, kterou vypočítal 
lokalizační algoritmus. Predikce má za úkol přiřadit každému prvku ze vstupních dat, u 
něhož je to možné, jednu z uložených úseček, která je protínána pomyslnou 
polopřímkou vycházející z místa aktuální polohy snímače ve směru určeném indexem 
vyšetřovaného prvku, rozlišením snímače a rotací, jejichž průsečík je ze všech 
takovýchto průsečíků vzniklých v množině uložených úseček nejblíže poloze snímače. 




Obr. 5.11: Příklad predikce 
 
Algoritmus predikce je principielně poměrně jednoduchý. Jsou vypočteny dvojice 
úhlů, které zaujímají krajní body všech uložených úseček vůči aktuální poloze. Ty jsou 
následně pomocí znalosti aktuální rotace a úhlového rozlišení snímače přepočítány na 
indexy prvků ze vstupních dat, na nichž by se měly tyto krajní body zobrazit. Díky tomu 
každá dvojice indexů popisuje interval indexů, na nichž bude úsečka zobrazena. Poté 
jsou tyto dvojice indexů seřazeny a prohledávány. V případě, že se intervaly viditelnosti 
dvou různých úseček překrývají, to znamená, že jedna z těchto úseček skrývá tu druhou. 
V takovém případě je zjišťováno, která úsečka z překrývajících se úseček je blíže ke 
zjištěné poloze snímače a ta vzdálenější je buď z predikce zcela odstraněna, nebo je 
interval její viditelnosti zkrácen, nebo je interval rozdělen na dva menší intervaly. Která 
z těchto možností bude vybrána, záleží na míře překrytí intervalů. 
5.2.3 Úprava stávajících úseček 
Po dokončení predikce je vypočten rozdíl mezi skutečnou a předikovanou vzdáleností 
každého predikovaného bodu pomocí následujícího postupu. Mějme polohu [ ]yx lll ,=  
na níž je snímač otočen vůči souřadnému systému mapy o úhel α . Snímač má uhlové 
rozlišení r a bod na nultém indexu jeho výstupních dat leží v jeho souřadném systému 
ve směru daném úhlem 0α . Pak můžeme vyjádřit směr prvku na i -tém indexu vůči 
aktuální poloze jako: 
  ααβ ++⋅= 0ri  (5.10) 
Se znalostí úhlu β  můžeme vyjádřit parametry rovnice přímky 1p , která prochází 
bodem aktuální polohy se směrovým vektorem, který vůči souřadnicovému prostoru 
mapy zaujímá úhel β , jako: 
  
( ) ( ) yx lblacbacybxap 11111111 cossin0: −−==−==++ ββ  (5.11) 
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Známe-li rovnici přímky, na níž leží vyšetřovaný bod, můžeme vypočítat průsečík 
[ ]yx ppp ,=  této přímky s predikovanou úsečkou, která leží na přímce 2p , dvěma 












































Jakmile známe průsečík, můžeme vypočítat rozdíl mezi jeho vzdáleností od bodu 
polohy a vzdáleností od změřeného bodu [ ]iyixi mmm ,=  od polohy jako: 
  ( ) ( ) ( ) ( )2222 yyxxyiyxix lplplmlmd −+−−−+−=∆  (5.13) 
Poté, co byl vypočten rozdíl skutečnosti a predikce, je každá část predikovaného 
profilu procházena, přičemž je sledována absolutní hodnota vypočteného rozdílu. 
Překračuje-li absolutní hodnota rozdílu předem stanovený práh, je predikce 
vyhodnocena jako chybná. V takovém případě algoritmus podle dané situace zvolí 
jednu z následujících akcí: 
 Je-li rozdíl kladný, znamená to, že měřená data nesou informaci o 
tom, že překážka, kterou reprezentuje nyní průhledná úsečka, již není 
na místech, kde bývala. V takovém případě algoritmus úsečku upraví 
na základě polohy intervalu chybných predikcí vzhledem k úsečce. 
Je-li chybná predikce detekována na kraji úsečky, algoritmus ji zkrátí 
(Obr. 5.12 levý sloupec). Jde-li o část uvnitř úsečky, je rozdělena na 
dvě menší úsečky (Obr. 5.12 prostřední sloupec). Je-li detekována 
chybná predikce po celé délce uložené úsečky, je tato úsečka zcela 
odstraněna. Následně je třeba provést ještě aktualizaci predikce, která 
bude hledat, zda by se na bodech s chybnou predikcí nemohli 
zobrazovat jiné úsečky. V případě, že nic není nalezeno, je tento 
interval bodů považován za tzv. nepredikovaný segment. 
 Je-li rozdíl záporný, znamená to, že se před dříve detekovanou 
překážkou objevila překážka nová a bližší. V tomto případě je 
interval bodů, v němž byla predikce vyhodnocena jako chybná, 
rovnou považován za nepredikovaný segment. Predikovaná úsečka 




Obr. 5.12: Příklady úpravy úseček (horní řádek před úpravou, spodní po úpravě) 
 
U predikovaných úseček, u kterých začátek či konec predikovaného intervalu nebyl 
označen jako chybná predikce a zároveň z této strany predikovaný interval sousedí 
s nepredikovaným segmentem, jsou body bez predikce ve směru od kraje úsečky 
testovány, zdali nejsou pokračováním úsečky. Podobně jako při výpočtu chyby predikce 
je vypočten ve směru daného bodu vůči počátku průsečík s přímkou, na níž leží 
zpracovávaná úsečka, jejíž vzdálenost od polohy je odečtena od naměřené vzdálenosti 
v daném směru. Je-li absolutní hodnota této odchylky menší než předem stanovený 
práh, je testován další bod z nepredikovaného segmentu až do chvíle, kdy nějaký bod 
nevyhoví nebo už nebývají další body k testování. Následně je úsečka prodloužena tak, 
aby dosahovala až k poslednímu bodu, který vyhověl testu. 
Dalším případem, který bylo třeba ošetřit, je možné spojení dvou úseček. Je totiž 
běžné, že profil rozměrné překážky (např. stěny) ruší menší a bližší překážkou, což vede 
k tomu, že rozměrná překážka je zprvu popsána dvěma úsečkami. Nicméně poté, co je 
z jiné polohy zjištěno, že rozměrná překážka je souvislá i v místě dříve skrytém, jsou 
obě úsečky algoritmem spojeny v jedinou. K tomuto účelu slouží test, který je aplikován 
na každou dvojici úseček, jejichž potvrzené predikce se „dotýkají“, což znamená, že 
mezi nimi není ani jeden nepredikovaný bod. 
Tento test je vyobrazen na Obr. 5.13. Mějme dvě úsečky |AB| a |CD|. Z obou těchto 
úseček jsou vybrány krajní body, které jsou vzdálenější od druhé úsečky, a z těchto 
dvou bodů je vytvořena úsečka. Ve vyobrazované situaci vzniká tímto postupem úsečka 
|AD|, od které jsou následně vypočítány vzdálenosti zbylých dvou bodů (na obrázku 
jsou tyto vzdálenosti označeny jako d1 a d2). Jsou-li obě tyto dvě vzdálenosti menší než 
předem zvolený práh, jsou obě úsečky nahrazeny spojenou. Ale je-li alespoň jedna ze 
vzdáleností větší než práh, obě uložené úsečky jsou ponechány beze změny. 
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Obr. 5.13: Test spojení dvou úseček 
 
Nakonec potom, co je tímto způsobem verifikován predikovaný profil vůči 
skutečnosti, jsou aktualizovány směry všech úseček, které mají v aktualizovaném 
predikovaném profilu alespoň dva body. Pro tyto aktualizace je použita metoda 
totálních nejmenších čtverců, která aproximuje body přiřazené úsečce v aktualizovaném 
predikovaném profilu. Napřed je ale třeba zjistit, jak velkou část úsečky data popisují. 
Jelikož je-li překážka téměř celá skryta ať už ve slepém úhlu snímače, či za jinou 
překážkou, není vhodné změnit směr úsečky, která ji v mapě reprezentuje, na základě 
několika bodů popisujících zlomek její celkové velikosti. Proto jsou k množině 
aproximovaných bodů přidány ještě i krajní body současné úsečky, které jsou váženy 
úměrně k jejich vzdálenosti od nejbližšího z aproximovaných bodů. 
5.2.4 Segmentace nových úseček 
Tato část algoritmu je aplikována na data, která predikci buď vůbec neměla, nebo se 
ukázalo, že jejich predikce jim neodpovídá. Tedy na části dat označované jako 
nepredikované segmenty. Účelem této části je, jak název napovídá, prohledat jednotlivé 
segmenty dat za účelem nalezení nových úseček, které by rozšířily množinu úseček již 
uložených. Samozřejmě další důležitou chvílí pro použití této části algoritmu je 
okamžik zpracování prvního snímku, kdy mapa neobsahuje žádné informace o profilu 
prostředí a je kritické, aby byl uložen dostatek informací pro úspěšnou lokalizaci všech 
následujících snímků. 
Algoritmus pro segmentaci úseček se skládá ze dvou částí. První částí je algoritmus 
navrhující hypotetické sekvence bodů, které by mohly tvořit úsečku. A druhou částí je 




Cílem algoritmu navrhujícího hypotézy je, co nejrychleji nalézt v prohledávané 
posloupnosti dat co možná nejdelší sekvence bodů, které tvoří úsečku. Tento algoritmus 
má dva parametry: minimální počet bodů, které mohou být segmentovány jako úsečka, 
což také udává minimální délku prohledávaného segmentu a maximální hodnotu 
hodnotící funkce, která rozhoduje, zda bude hypotéza o tom, že navržená sekvence bodů 
tvoří úsečku, přijata či zamítnuta. Pro popis funkce algoritmu jsou důležité tři 
proměnné: s -index počátečního bodu navržené sekvence, li -minimální délka výsledné 
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sekvence a hi -maximální délka výsledné sekvence. Při prohledávání nepredikovaného 
segmentu je s  nejprve nastaveno na první index segmentu, li . na hodnotu minimálního 
počtu bodů a hi  na délku predikovaného segmentu. Nejprve je otestována hypotéza, že 
sekvence bodů udaná intervalem liss +,  tvoří úsečku, pokud se tato hypotéza 
nepotvrdí, je hodnota s  inkrementována a hi  je nastaveno jako rozdíl mezi s  a 
posledním indexem prohledávaného segmentu. Pokud se počáteční hypotéza nikdy 
nepotvrdí, je prohledávací algoritmus ukončen v okamžiku, kdy je nastaveno hi  na 
hodnotu menší, než je minimální délka sekvence. Pokud je ale počáteční hypotéza 
někdy potvrzena, tak daná sekvence bodů tvoří úsečku. Nicméně tímto je nalezen pouze 
začátek úsečky a následně algoritmus začne vyhledávat její konec. Pro urychlení 
vyhledávání konce úsečky algoritmus využívá v podstatě matematickou numerickou 




hl iiss ++ . Když je hypotéza potvrzena, je zvětšeno li  na hodnotu 2
hl ii +
 
zaokrouhlenou nahoru, je-li hypotéza zamítnuta, je na stejnou hodnotu jen 
zaokrouhlenou dolů sníženo hi . V okamžiku kdy hl ii =+1  je algoritmus ukončen a 
výsledná sekvence bodů tvořící úsečku je reprezentována intervalem liss +,  kromě 
případu, kdy byly všechny hypotézy od počáteční potvrzeny – v tomto výjimečném 
případě je zvlášť otestována ještě hypotéza na intervalu hiss +, . Nejdelší potvrzený 
interval je uložen, a zbylo-li po nalezení konce úsečky dostatečné množství bodů 
v prohledávaném nepredikovaném segmentu, je nastaveno 1++= liss , li  a hi  jsou 
opět inicializovány a algoritmus se opakuje do prohledání celého segmentu. 
 
Hodnocení hypotéz 
Úkolem algoritmu pro hodnocení hypotéz je přiřazení číselné hodnoty libovolné 
posloupnosti bodů určující míru přímosti křivky spojující tyto body. Pro toto 
zhodnocení algoritmus vytvoří přímku procházející prvním a posledním bodem 
hodnocené sekvence a hodnotí odchylku ostatních bodů od této přímky. Není ale 
výhodné hodnotit odchylky jako klasickou vzdálenost bodu od přímky, jelikož takové 
hodnocení by neodpovídalo principu měření snímače. Ukázalo se, že výhodnější pro 
hodnocení je vypočítat jaké vzdálenosti bodů by snímač v odpovídacích směrech 
naměřil, kdyby body v intervalu skutečně ležely na přímce udané prvním a posledním 
bodem sekvence, a následně tyto teoretické vzdálenosti porovnat se skutečností. Tento 
postup výpočtu odchylky je shodný s postupem použitým při výpočtu chyby predikce 
v předchozí kapitole. Vždy je vypočítán směr měřícího paprsku v daném indexu, 
následně je vypočten průsečík přímky, která prochází bodem polohy a jejíž normálový 
vektor je kolmý s přímkou reprezentující aktuální hypotézu. Hledaná odchylka je potom 
definovaná jako rozdíl vzdálenosti tohoto průsečíku od bodu polohy a snímačem 
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změřené hodnoty vzdálenosti v daném směru. Všechny potřebné vztahy pro výpočet 
jsou uvedeny na začátku kapitoly 5.2.3. 
V okamžiku, kdy algoritmus vypočítá vektor odchylek, je třeba na základě tohoto 
vektoru vygenerovat číselné hodnocení. Tato část algoritmu prošla dlouhým vývojem. 
Byl sledován aritmetický průměr odchylek, jejich směrodatná odchylka, suma kvadrátů 
nebo i kombinace těchto ukazatelů, ale žádný z těchto přístupů nevedl ke kýženému 
výsledku, jelikož se stávalo, že úsečkový segment s nadprůměrně vysokou hodnotou 
šumu byl těmito ukazateli hodnocen hůře než sekvence bodů zcela jednoznačně 
nepopisující úsečku. Nakonec se jako účinné ukázalo sledování trendu odchylek. 
Jestliže leží body opravdu na jedné přímce a odchylky jsou zapříčiněny šumem, měly 
by jejich hodnoty být rozloženy náhodně kolem nuly a být tedy prakticky bez 
výraznějšího trendu. Lineární trend ale nebyl pro použití dostatečně robustní, příliš 
často se stávalo, že byl nevhodnou posloupností odchylek vykompenzován. Místo něj je 
v tomto algoritmu sledován kvadratický trend odchylek. Tento trend je výsledkem 
regrese odchylek pomocí metody nejmenších čtverců druhého řádu. 
Převod trendu na číselnou hodnotu je realizován pomocí výpočtu hodnoty určitého 
integrálu absolutní hodnoty z paraboly trendu na intervalu délky vektoru odchylek. Aby 
byla potlačena závislost výsledku na délce vektoru odchylek, je výsledek touto délkou 
podělen. Výpočet integrálu je v programu realizován analyticky, stejně jako výpočet 











Pro demonstraci požadovaných vlastností vektoru odchylek a zároveň rozdílu 
zvoleného kritéria od na první pohled stravitelnějšího výpočtu sumy kvadrátů odchylek 
je na Obr. 5.14 vyobrazen příklad dvou uměle vytvořených vektorů odchylek. Vektor 
vyobrazený nalevo je složen z náhodných hodnot s normálovým pravděpodobnostním 
rozložením se 20=σ , a tedy by mělo jít o zašuměná data tvořící úsečku. V pravé části 
tohoto obrázku je vyobrazen vektor, který je dán součtem náhodně vygenerovaného 
vektoru hodnot s normálovým rozložením se 5=σ a lineárně narůstající odchylky 
nd = , který má simulovat nevhodný vektor hodnot, jelikož tímto způsobem vypadá 
průběh odchylek, když úsečku tvoří sekvence o jeden bod kratší. Pro oba vektory jsou 
v obrázku dokresleny i paraboly vzniklé jejich regresí. 
Z výsledků zaznamenaných nad oběma grafy můžeme vidět, že i když suma 
kvadrátů hodnot levého vektoru je více jak 2,5x větší než u stejné sumy u pravého 
vektoru. Zvolené kritérium správně vyhodnotilo levý vektor jako lepší. 
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Obr. 5.14: Znázornění vhodného (vlevo) a nevhodného (vpravo) trendu pro segmentaci 
 
Jelikož je tato funkce v rámci jediné segmentace úseček volána mnohokrát a zároveň 
od ní není třeba vyžadovat naprostou spolehlivost, dovolil jsem si zde urychlit 
algoritmus tím, že odchylky nejsou počítány pro každý bod zkoumané sekvence, ale 
pouze pro předem zvolený počet vybraný rovnoměrně z celé zkoumané sekvence, čímž 
je jak urychleno vyhodnocení dlouhých segmentů, tak tento přístup umožňuje přepočítat 
regresní ty koeficienty, které závisí pouze na hodnotě závislé proměnné. 
 
Nakonec jsou všechny body segmentované jako úsečky proloženy metodou totálních 




Obr. 5.15: Příklad segmentace úseček na reálných datech 
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6 IMPLEMENTACE 
V rámci diplomové práce jsem algoritmus typu SLAM pro zpracování dvourozměrných 
dat implementoval v jazyce C#. Celkové řešení je složeno z výše popsaných algoritmů. 
Vzhledem k tomu, že jsem navrhnul dva různé mapovací algoritmy, byly vytvořeny i 
dvě různé implementace, každá s jedním typem mapovacího algoritmu. 
 Jelikož C# je objektově orientovaný jazyk, je algoritmus zapouzdřen do jediné třídy 
nazvané „SLAM“. Tato třída obsahuje třídy „ICP“ a „map_2D“ nebo 
„map_topological“, které obstarávají lokalizaci a mapování. Nicméně s každou z těchto 
vnitřních tříd je možné pracovat i samostatně. 
6.1 Třída SLAM 
Jak již bylo zmíněno třída SLAM slouží pouze k zapouzdření tříd, které obstarávají 
mapování a lokalizaci. Na Obr. 6.1 můžeme vidět diagram této třídy. V této chvíli bych 
se rád odkázal na Obr 2.1, který je uveden na začátku práce. Podobnost obecného 
schématu algoritmu SLAM a diagramu třídy SLAM je záměrná a také důvodem pro 
existenci této třídy. Jelikož třída vnitřně obstarává veškerou potřebnou výměnu dat mezi 
lokalizačním a mapovacím algoritmem, stačí uživateli této třídy pouze periodicky 
posílat třídě aktuální data. 
 
Obr. 6.1: Diagram třídy SLAM 
Vstupní data jsou třídě předávány pomocí parametru metody new_data (List<point 
2D> data), která data předá dál. 
Výstupní data je možné ze třídy získat pomocí dvojice read-only properties. 
Obrazovou projekci mapy ve formě bitmapového obrázku vrací property Map. A. 
Poslední zjištěnou polohu snímače lze získat pomocí property position_text typu string. 
6.2 Třída ICP 
Třída ICP, jak už název napovídá, implementuje lokalizační algoritmus, který je 
popsaný v kapitole 4, jehož základem je metoda Iterative closest point zjednodušená pro 




Obr. 6.2: Diagram třídy ICP 
 
Vstupní proměnné třídy jsou řešeny pomocí properties typu List<point2D>. Property 
určená pro vkládání dat reprezentující již vytvořený model okolního prostředí, vůči 
němuž budou nová data registrována, je označena jako Data_A (tuto proměnou je třeba 
naplnit pouze při spolupráci třídy se třídou map_2D). Property určená pro předání 
nových dat je označena jako Data_B. 
Výstupní proměnné jsou řešeny pomocí read-only properties (nelze do nich 
zapisovat). Registrovaná data jsou uložena v property označené jako Data_Fit 
v datovém typu List<point2D>. U vypočtené polohy je zvlášť ukládána translace 
v property Translation typu point 2D a zvlášť rotace v úhlových stupních v property 
Rotation typu double. 
Hlavní metodou této třídy je metoda solve(). Nevyžaduje žádný parametr, ani nemá 
žádnou návratovou hodnotu. Slouží ke zpracování vstupních parametrů a následnou 
aktualizaci parametrů výstupních. Metoda funguje iteračně. Maximální počet iterací je 
možno nastavit pomocí property Iterations. Každá iterace pracuje v několika krocích: 
1) aplikování poslední vypočtené transformace na data, jež jsou 
registrována 
2) nalezení nejbližšího bodu z množiny A pro každý z bodů v množině B 
3) výpočet nové transformace 
4) opakování až do splnění ukončovací podmínky 
 
Aplikace poslední vypočtené transformace je důležitá už v první iteraci, kdy 
využíváme vypočtené transformace pro předchozí snímek, jelikož vstupní data ze 
snímače jsou v jeho souřadnicovém prostoru a i při relativně malém posunutí snímače 
z počátku mapy by hrozilo, že algoritmus uvízne v lokálním extrému, a i kdyby neuvízl, 
zbytečně by větší vzdálenost dat zvyšovala počet iterací nutných k nalezení řešení. 
Použijeme-li poslední transformaci, bude algoritmus řešit pouze změnu transformace 
mezi dvěmi po sobě jdoucími snímky. V dalších iteracích je aplikace poslední 
vypočtené transformace součástí algoritmu ICP. 
Pro hledání nejbližších bodů jsou v třídě implementovány 3 přístupy a to buď 
přístup pomocí tzv. brutal force, pomocí k-d stromu, nebo předáním dat mapovacímu 
algoritmu. To, který bude použit, je určeno především výběrem mapovací třídy, jelikož 
při použití třídy map_topological není možné použít jiný způsob, než předání dat 
mapovacímu algoritmu. Při použití diskrétní mapy je zase naopak třeba zvolit jeden ze 
dvou zbývajících přístupů. Přístupem nazvaným brutal force se rozumí výpočet nejbližší 
vzdálenosti pomocí výpočtu vzdáleností mezi daným bodem a všemi body 
z prohledávané množiny a následné nalezení nejmenší hodnoty vzdálenosti. Tento 
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přístup měl svůj hlavní význam při vývoji, v současné době je ve třídě pouze pro 
demonstraci urychlení výpočtu při použití k-d stromu. Při výběru vyhledávání pomocí 
k-d stromu je použita třída k_dTree. 
Výpočet nové transformace probíhá přesně podle bodů 2) až 5) popsaných v kapitole 
4.1. Pro výpočet polární dekompozice matice křížových kovariancí je použita knihovna 
MathNet.Numerics. Správnost výsledků této knihovny byla ověřena srovnáním 
výsledků s výsledky příkazu svd v Matlabu. 
6.3 Třída k_dTree 
Samotná třída K_dTree slouží hlavně k zapouzdření třídy Node, dále při vytváření 
stromu se v této třídě generuje pole indexů k datům a dále je zde prostor pro případnou 
kontrolu konzistence dat. 
Třída Node nese funkcionalitu popsanou v kapitole 4.3, každá instance této třídy 
představuje buď uzel, či list k-d stromu. 
Vyhledávání probíhá u obou tříd pomocí metod Search(Point2D X), která navrací 
parametr typu t_ret, což je pro tuto třídu definovaná struktura nesoucí informaci o 
vzdálenosti daného bodu od nejbližšího souseda a indexu tohoto souseda, a 
Search_aproximetly(Point2D X), která vrací pouze informaci o indexu přibližně 
nejbližšího souseda. 
 
Obr. 6.3: Struktura třídy Node 
6.4 Třída Map_2D 
Map_2D je třída implementovaná podle návrhu popsaného v kapitole 5.1. Pro uložení 




Obr. 6.4: Diagram třídy map_2D 
 
Z diagramu můžeme vidět, že vstupními parametry mapovací třídy jsou registrovaná 
data a poloha snímače. Poloha je předávána pomocí dvojice properties Position a 
Rotation. Position je typu point2D a nese informaci o aktuální poloze snímače vzhledem 
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k počátku. Rotation je typu double a nese informaci o rotaci snímače v úhlových 
stupních. Druhý vstupní parametr, registrovaná data, je do třídy předáván pomocí 
parametru metody Add(List<point2D> data), která zároveň slouží pro uložení nových 
dat do mapy. 
Výstupy této třídy tvoří mapa okolí reprezentovaná property Local_map typu 
List<point2D> a celková mapa, což je prezentace všech aktuálně nabytých dat. Celková 
mapa je přístupná v několika formách pod property Map nebo Map_thin ve formě 
bitmapového obrázku a dále je možné data v mapě uložit na disk v textové podobě 
pomocí metody save_map(string filename). 
6.4.1 Zápis do mapy 
Jak už je zmíněno výše, zápis je řešen metodou Add, v jejímž parametru jsou třídě 
předány aktuálně naměřená a registrovaná data. Metoda Add provede zápis dat 
kombinací „segmentace se spojením bodů“ a „váženého zápisu“, což jsou metody 
popsané v kapitole 5.1.2. Následně hned v rámci této metody proběhne i algoritmus 
zapomínání implementovaný podle návrhu v kapitole 5.1.3 používající segmentaci 
označenou jako „Segmentace na základě vzdálenosti od přímky spojující dva sousední 
body“.  
6.4.2 Generace mapy okolí 
Generování mapy okolí je ve třídě map_2D spuštěno při dotazu na property Local_map. 
K tomuto procesu je nutné, aby třída znala parametry z aktuálně naměřených dat – pro 
implementovanou metodu jde o vzdálenost nejvzdálenějšího bodu od snímače. 
Algoritmus extrakce bodů odpovídá metodě popsané v kapitole 5.1.1. 
6.4.3 Generace celkové mapy 
Způsob vygenerování celkové mapy profilu prostředí probíhá v závislosti na 
požadované formě dat. Jak je popsáno výše, jsou implementovány 3 způsoby prezentace 
mapových dat a příslušné algoritmy k jejich generaci jsou provedeny až, když jsou tato 
data požadována. 
Prvním způsob je reprezentován property Map. Při tomto způsobu jsou data 
vygenerována ve formě bitmapového obrázku. Bitmapa má stejné rozměry jako 2D pole 
mapovací třídy. Jakýkoliv element mapy, který má nenulovou pravděpodobnost být 
překážkou, je do bitmapy zaznačen vybarvením odpovídajícího pixelu červeně. Dále je 
do mapy pomocí černého křížku zakreslena aktuální poloha snímače v mapě a 
trajektorie pohybu. 
Druhý způsob je reprezentován property Map_thin. Jde principielně o způsob velice 
podobný způsobu předchozímu. Jediným rozdílem je, že data z 2D pole jsou před 
generováním bitmapy filtrována pomocí non-maximum suppression. 
Posledním způsobem reprezentace dat je uložení 2D v textovém formátu do souboru 
na disk. Je reprezentován metodou save_map(string filename). Jde o výpis všech hodnot 
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pravděpodobností jednotlivých buněk 2D pole. Jednotlivé pravděpodobnosti jsou 
odděleny mezi sebou čárkami.  
6.5 Třída Map_topological 
Třída Map_topological je implementována podle návrhu algoritmu topologické mapy 
popsaném v kapitole 5.2. 
 
Obr. 6.5: Diagram třídy map_topological 
Z diagramu můžeme vidět, že vstupními parametry jsou, stejně jako u map_2D, 
registrovaná data a poloha snímače. Pro předání informace o poloze slouží property 
Position typu point2D a RotationInRad a RotationInDegree pro předání informace o 
rotaci buď v úhlových stupních nebo v radiánech. Registrovaná data jsou třídě 
předávána pomocí metody first(List<point2D> data) nebo next(List<point2D> data). 
Výstup této třídy je realizován pomocí property Map, která je typu Bitmap. Vrací 
tedy bitmapový obrázek, v němž jsou zaneseny veškeré zrovna uložené úsečky, aktuální 
pozice snímače a projetá trajektorie. 
Pro zpětnou vazbu k lokalizačnímu algoritmu slouží metoda 
SearchClosestPoints(List<point2D> data). Tato metoda najde ke každému bodu 
uloženému ve vstupním parametru data nejbližší bod z množiny spravovaných úseček. 
Metoda má návratovou hodnotu typu List<PointPlusDist>. PointPlusDist je speciálně 
k tomuto účelu vytvořená struktura obsahující jednu instanci struktury point2D, jedno 
číslo ve formátu double a jednu binární informaci formátu bool. Díky tomuto může 
jediná instance této struktury nést informaci jak o souřadnicích nejbližšího bodu, tak i o 
jeho vzdálenosti. Prvek typu bool nese informaci o tom, zda byla vzdálenost vypočtená 
od přímkového segmentu nebo od jednoho z krajních bodů, což je informace, kterou 
zatím lokalizační algoritmus nevyužívá, ale možná v budoucnu bude použita pro 
zlepšení vlastností lokalizace. 
6.5.1 Zápis nových informací 
Jak již bylo zmíněno, pro zápis nových informací slouží metody first(List<point2D> 
data) a next(List<point2D> data). 
Metoda first slouží pro zápis prvního snímku. Inicializuje všechny proměnné, které 
bude třída požívat, a v datech provede segmentaci nových úseček způsobem popsaným 
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v kapitole 5.2.4. Zároveň tato metoda může sloužit pro reset mapovací třídy, jelikož 
opětovnou inicializací proměnné ztratí všechna uložená data. 
Metoda next slouží pro aktualizaci mapy, a je-li zavolána předtím, než je třída 
inicializována metodu first, vyvolá metoda výjimku. Je-li ale zavolána korektně, 
postupně vykoná predikci profilu, úpravu úseček a nakonec segmentaci nových úseček, 
což jsou algoritmy popsané v kapitolách 5.2.2, 5.2.3 a 5.2.4. 
6.5.2 Reprezentace uložených úseček 
Třída topological_map spravuje při mapování desítky až stovky úseček a s velkou částí 
z nich aktivně pracuje při každé akci, kterou vykonává. Nicméně tyto různé části 
algoritmu pracují s úsečkou odlišně, z čehož plyne to, že využívají různých 
matematických popisů. Ač každá úsečka může být jednoznačně definovaná pomocí 
dvou různých bodů, ukázalo se, že z hlediska výpočetní náročnosti je výhodnější si 
některé parametry předpočítat a uložit spolu s úsečkou. Konkrétně třída ukládá oba 
krajní body úsečky, koeficienty obecné rovnice přímky, na níž úsečka leží, a koeficienty 
c obecných rovnic přímek kolmých na reprezentovanou úsečku a procházejících jedním 
z krajních bodů. 
 
Obr. 6.6: Vektor reprezentující úsečku ve třídě map_topological 
 57
7 EXPERIMET OVĚŘUJÍCÍ FUKČNOST 
ALGORITMU 
Pro účely experimentu v reálném prostředí byl snímač SICK LMS111 připevněn na 
pojízdnou konstrukci tak, aby snímací rovina snímače byla rovnoběžná s rovinou 
podlahy. Pojízdná konstrukce zabezpečila, že snímač bude po dobu měření stále 
ve stejné výšce od podlahy – během experimentu byla měřící rovina 55-56 cm nad 
podlahou. Zároveň byla k této konstrukci připevněná i CCD kamera s širokoúhlým 
objektivem, která poskytla k experimentu pro člověka srozumitelný záznam o pohybu 
snímače. 
 
Obr. 7.1: SICK LMS111 připevnění na pojízdné konstrukci 
 
Experiment proběhnul v prostředí laboratoře SE2.145. Postupně byly vyzkoušeny 
obě vytvořené implementace třídy SLAM – jedna s diskrétní a druhá s topologickou 
mapou. Snímač byl se svou konstrukcí přesouván po místnosti, čímž byly vytvořené 
algoritmy podrobeny zkoušce. Záznamy z průběhu obou částí experimentu jsou na 
obrázcích 7.2 a 7.3. Řádky za sebou následují chronologicky a mapa v levé části vždy 

















Obr. 7.3: Záznam experimentu s topologickou mapou 
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8 APLIKACE ALGORITMŮ TOPOLOGICKÉ 
MAPY NA 3D DATA 
Jelikož zadání práce mi ukládalo vyvinout 2D/3D SLAM algoritmus, splnil jsem tento 
požadavek tak, že jsem vyvinul algoritmus pro 2D SLAM, jehož principy jsou 
použitelné i pro 3D SLAM. Z časových důvodů jsem ale ani zdaleka nestihl všechny 
algoritmy adaptovat pro zpracování 3D dat. Proto jsem provedl tento experiment, ve 
kterém jsem pořídil trojrozměrná data místnosti a pomocí vyvinutých algoritmů jsem 
v datech segmentoval souvislé roviny. 
8.1 Pořízení dat 
Trojrozměrný snímek místnosti jsem vytvořil pomocí již mnohokrát zmiňovaného 
snímače SICK LMS111. Jde samozřejmě o 2D snímač. Pro účely změření 3D profilu 
jsem ho umístil na otočný stolek tak, aby jeho snímací rovina byla svislá a zároveň 
nulový bod snímače ležel v ose otáčení stolku. 
 
Obr. 8.1: Snímač uchycený pro měření 3D snímku 
Takto uchyceným snímačem jsem provedl 360 měření s krokem 0,5°. Následně jsem 
pomocí rotační transformace dané maticí (8.1) jednotlivé snímky otočil kolem osy X na 
základě úhlu θ, při němž jsem daný snímek měřil, čímž jsem snímky nasnímané 
z různých úhlů převedl do stejné souřadné soustavy. 
  
( ) ( )
















xR   (8.1) 
Výsledný profil místnosti je vyobrazen na Obr. 8.2. Výsledná data jsou dostatečně 
kvalitní na další zpracování. 
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Obr. 8.2: 3D profil místnosti nasnímaný pomocí SICK LMS111 
8.2 Segmentace úseček 
V dalším kroku jsem segmentoval v datech úsečky. Úsečky byly segmentovány ve 
směru, v němž spojovaly body z bývalých jednotlivých snímků. Průsečík měřící roviny 
a roviny překážky je přímka, která vytváří v měřených datech úsečku. K tomuto účelu 
byl využit algoritmus popsaný v kapitole 5.2.4. Nastavená minimální délka úsečky byla 
20 bodů a maximální hodnota kritéria pro přijetí úsečky byla nastavena na hodnotu 15. 
 
Obr. 8.3: Segmentované úsečky v 3D profilu 
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8.3 Segmentace kuželoseček 
V okamžiku kdy máme v 3D profilu segmentované úsečky, vyvstává otázka jak 
detekovat, které úsečky spolu tvoří rovinu a které tvoří rovinu jinou. K vyřešení tohoto 
problému byly sledovány vektory bodů, které byly v původních datech změřeny na 
stejných indexech (kdybychom z jednotlivých měření vytvořili matici, kde by každý 
sloupec odpovídal jednomu sloupci, bavili bychom se o jednotlivých řádkových 
vektorech). Všechny měřící paprsky takovéhoto vektoru bodů v měřící rovině vždy 
svíraly stejný úhel s osou rotace snímače. Vzhledem k tomu, že se měřící rovina mezi 
jednotlivými snímky kolem osy rotace otáčela, tvoří takováto množina měřících paprsků 
v prostoru kužel s vrcholovým úhlem daným dvojnásobkem úhlu odklonu jednoho 
z paprsků, který kužel vytváří, od osy rotace. 
Protíná-li kužel v prostoru rovinu, je obecně jejich průsečíkem kuželosečka, z čehož 
plyne, že tvoří-li body změřené v původních datech na stejných indexech kuželosečku, 
leží tyto body na jedné rovině. Cílem této části algoritmu je detekovat, zda body, které 
již byly segmentovány jako součást některé z úseček, jsou součástí také kuželosečky. 
Potřeba segmentovat kuželosečky lehce komplikuje aplikaci předem popsaného 
algoritmu na takovéto segmenty dat, protože segmentační algoritmus je navržen pro 
detekci úseček, a proto ho nelze k řešení tohoto problému beze změn použít. Jelikož 
kuželosečka je stejně jako úsečka křivka, jen má rozdílný matematický popis, stačilo u 
algoritmu segmentujícího úsečky popsaného v kapitole 5.2.4 adaptovat algoritmus 
hodnotící sekvenci bodů tak, aby hodnotil, nakolik udaná sekvence bodů tvoří 
kuželosečku. Z tohoto algoritmu stačí pouze adaptovat způsob výpočtu odchylek od 
předpokládané hodnoty, jelikož hodnocení vektoru odchylek může zůstat naprosto 
shodné se segmentací úseček. 
Výpočet odchylky sekvence bodů od předpokládané hodnoty pro segmentaci úseček 
probíhal následujícím způsobem: 
 Jako první je třeba vytvořit předpokládaný normálový vektor roviny, 
na níž by měla kuželosečka ležet. Tento předpoklad je vypočítán 
pomocí tří bodů: bodů A  a B  ležících na prvním a posledním indexu 
hodnocené sekvence a bodu C  nacházejícího se na indexu tvořeném 
průměrem mezi prvním a posledním indexem sekvence. Z těchto tří 
bodů je vypočítán normálový vektor n  jako: 
  ( ) ( )332211332211 CBCBCBCACACAn −−−×−−−=  (8.2) 
 Následně je třeba představit si situaci v každé měřené rovině. 
K tomuto slouží náčrtek na Obr. 8.4, kde úhel β je úhel odklonu 
měřícího paprsku od osy rotace, který je dán zkoumanou sekvencí 
bodů a pro všechny body v jedné sekvenci je konstantní, a α udává 
úhel sklonu předpokládané proviny od osy rotace (v tomto případě od 
osy X) v měřené rovině bodu X. Úhel α můžeme v tomto případě 
vyjádřit pro každý bod sekvence pomocí normálového vektoru n  













α   (8.3) 
 S těmito znalostmi můžeme za pomocí sinové věty a změřené 
vzdálenosti 0d  jednoho z bodů A, B nebo C vyjádřit vzdálenost 






= dq  (8.4) 
 
    
Obr. 8.4: Náčrtek situace v měřené rovině 
 
 Nakonec známe-li pro danou sekvenci hodnotu β , pro 
předpokládanou rovinu hodnotu q a pro každý bod jsme schopni 
na základě vektoru n  a úhlu rotace θ  schopni vypočítat úhel α , 
můžeme pomocí sinové věty vypočítat pro každý bod 








sinqd   (8.5) 
 Každá odchylka změřeného bodu X  potom může být vyjádřena jako: 
  Xdd −=∆   (8.6) 
 
Použití tohoto algoritmu je možné pro všechna data s výjimkou případu, kdy 
°= 90β , jelikož v takovém případě měřící paprsky netvoří kužel, ale rovinu, díky 
čemuž se tento algoritmus dostane do situace, kdy by dělil nulou. Tento stav je ošetřen 
tak, že ve vektoru s °= 90β  jsou v jeho rovině detekovány místo kuželoseček úsečky. 
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Obr. 8.5: Výsledek segmentace kuželoseček 
8.4 Segmentace rovin 
Poté, co jsou ve 3D profilu segmentovány úsečky, jejichž jednotlivé body jsou spojeny 
kuželosečkami, algoritmus tato data postupně projde od °= 0β až do °= 135β  a 
postupně pomocí segmentovaných kuželoseček spojuje body náležící úsečkám, které 
jsou protnuty zpracovávanou kuželosečkou do souvislých oblastí. 
Vzhledem k tomu, že segmentační algoritmus není na 100% spolehlivý, bylo třeba 
spojení filtrovat tak, že je brán v potaz pouze takový průsečík úsečky s kuželosečkou, 
který je vzdálen od konce segmentované úsečky minimálně 5 bodů. 
Poté, co jsou body rozděleny na jednotlivé roviny nebo odsegmentovány jako 
nenáležící žádné významné rovině, jsou jednotlivé množiny bodů proloženy rovinou 
pomocí metody totálních nejmenších čtverců. 
 
Obr. 8.6: Výsledek segmentace rovin 
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9 ZÁVĚR 
Cílem této práce byla realizace algoritmu typu SLAM, čehož jsem dosáhl. Na toto 
téma jsem provedl rešerši, při níž jsem si vytvořil dostatečně přesný obrázek 
současných trendů v řešení této problematiky. Na základě této rešerše jsem následně 
realizoval jeden lokalizační algoritmus založený na metodě ICP a dva principielně 
odlišné mapovací algoritmy – jeden realizovaný jako diskrétní mapa a druhý jako mapa 
topologická, všechny navržené pro práci s 2D daty. 
Hlavní kritéria, která jsem si stanovil při hodnocení kvality celkového řešení, byla: 
funkčnost, výpočetní náročnost, znovu použitelnost principů pro práci s 3D daty a také  
možnosti rozšíření algoritmu. 
První funkční realizací algoritmu SLAM vytvořenou v rámci mé práce byl 
algoritmus kombinující lokalizační algoritmus s diskrétní mapou. Při práci s tímto 
algoritmem jsem si ověřil, že navržené řešení je funkční, ale zároveň jsem narazil na 
několik problémů, které snižují celkovou kvalitu tohoto řešení. Je to nízká robustnost 
lokalizace, která se při rychlejší změně natočení snímače v měřené rovině snadno ztratí, 
výpočetní náročnost, která je silně závislá na měřítku mapy a množství zapsaných dat 
v mapě, a také použitelnost pro práci s 3D daty, která dle mého názoru není příliš velká, 
ale také fakt, že nevidím možnosti jak takovýto algoritmus vylepšit tak, abych tyto a 
jiné nedostatky elegantně odstranil. Z těchto důvodů jsem se rozhodl ukončit vývoj 
diskrétní mapy. 
Druhou realizací algoritmu SLAM, kterou jsem v rámci své diplomové práce 
vytvořil, je řešení, při němž kombinuji lokalizační algoritmus s topologickou mapou. 
Tato realizace překonává předchozí algoritmus téměř ve všech ohledech, ale to, že se 
parametry zlepšily, neznamená, že jsem si nimi spokojen, což platí například o 
robustnosti lokalizace. Principy z tohoto řešení jsou dle mého názoru využitelné i pro 
zpracování 3D dat, což ostatně v závěru práce demonstruji. Jediná vlastnost tohoto 
algoritmu, kterou považuji za horší než u algoritmu předchozího, je reakce na velmi 
pomalý pohyb. Jelikož aktualizace dat má minimální dynamiku, velmi pomalý pohyb 
způsobuje místo detekce změny polohy deformaci uloženého profilu prostředí. Tento 
jev se projevuje při rychlostech řádově jednotky milimetrů za sekundu. 
V práci na tomto tématu budu pokračovat i nadále po odevzdání diplomové práce. 
V nejbližší době by bylo vhodné optimalizovat algoritmus využívající topologickou 
mapu tak, aby byly potlačeny hlavní problémy, kterými v současné době algoritmus 
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