Two di erent generalizations of the Perron-Frobenius theory to the matrix pencil Ax = Bx are discussed, and their relationships are studied. In one generalization, which was motivated by economics, the main assumption is that (B ? A) ?1 A is nonnegative. In the second generalization, the main assumption is that there exists a matrix X 0 such that A = BX. The equivalence of these two assumptions when B is nonsingular is considered. For (jB ?1 Aj) < 1, a complete characterization, involving a condition on the digraph of B ?1 A, is proved. It is conjectured that the characterization holds for (B ?1 A) < 1, and partial results are given for this case.
Introduction
In a recent paper 1] a new generalization of the theorem of Perron and Frobenius to matrix pencils was introduced. These examples demonstrate that the values (A B ) and (A; B) may di er, and it may also happen (see 1, Ex. 3.7] ) that there exist eigenvalues of (1.1) of larger modulus than (A; B), while this clearly cannot happen for (A B ). Another major di erence is that the results of 11] also extend to rectangular pencils, while 1] makes sense only for square pencils.
It is therefore natural to study the exact relationship between the two generalizations. In 11], it is shown that the condition in (1.3) is equivalent to the existence of X 0 such that A = BX. Thus, if one considers square pencils and assumes that B ?1 exists, then the assumption of 11] is that of the classical Perron-Frobenius theorem, i.e., Z := B ?1 A 0, while the assumption of 1] is that (B ? A) ? is always less than one, so (Z) < 1 is a necessary assumption for the equality of (A; B) and (A B ).
Thus, it is an important step in the analysis of the relationship of the two Perron-Frobenius generalizations to study under which conditions the equivalence (1.5) holds. One direction of this equivalence is immediate if (Z) < 1. Observe that the other direction in Proposition 3 is not true in general, as shown in Example 2.
The main topic of this paper is the study of the reverse direction in Proposition 3. In Section 3, we give a complete characterization under the assumption (jZj) < 1. Here jZj denotes the entrywise absolute value of Z. We conjecture that the same characterization also holds in the case (Z) < 1, but we have a proof only in some special cases, which are discussed in Section 4. Concluding comments are given in Section 5.
Notation and Preliminaries
To study the backwards implication in (1.5) we need some concepts from graph theory.
If Z 2 R n;n , then entries of Z are denoted by z ij , and we denote by Z(i 1 ; i 2 ; : : :; i r ) the submatrix of Z obtained by deleting rows and columns i 1 ; i 2 ; : : :; i r . If Z is a block partitioned matrix, then Z ij denotes a block submatrix of Z. However, for example, (I ? Z) ij is used to denote either an entry or a block submatrix of I ? Z. Let D(Z) be the weighted digraph associated with Z, i.e., D(Z) has vertex set f1; 2; : : :; ng and an arc from i to j weighted as z ij i z ij 6 = 0. Directed walks, paths and cycles in D(Z) are de ned in the usual way, see, e.g., 3, 13] . A walk product (path product, cycle product, resp.) is the product of the z ij corresponding to the arcs of the walk (path, cycle, resp.). In particular D(Z) has a 1-cycle at vertex i with cycle product z ii i z ii 6 = 0.
The corresponding undirected graph of D(Z) has vertex set f1; 2; : : :; ng and an edge between i and j i z ij 6 = 0 or z ji 6 = 0. If there exists a path between every pair of distinct vertices, then this graph is connected; otherwise it has at least two connected components. Definition 4. We say that D(Z) is arc unique if, for all vertices i; j with an arc from i to j, this arc is the unique directed path from vertex i to vertex j in D(Z).
Note that this de nition allows i = j. We remark that a unipathic digraph with no 1-cycles is arc unique; see, e.g., 12, 14] . In general, an arc unique digraph is neither unipathic nor acyclic.
For any Z 2 R n;n , there exists a permutation matrix P so that PZP T is in Frobenius normal form, i.e., PZP T = In this section we describe necessary and su cient conditions for Z 0 to be equivalent to (I?Z) ?1 Z 0. We study this equivalence in the case that (jZj) < 1. Since the logical structure of the result is quite complicated, we break it into separate theorems. We end this section by collecting together the results of Proposition 3, and Theorems 6 and 7. 2 ) is not arc unique, and note that the equivalence in (i) of Theorem 9 holds for Z 2 but not for Z 1 .
The case (Z) < 1
In this section, we consider the equivalence of (i) and (ii) in Theorem 9 when the spectral radius condition is relaxed to (Z) < 1. For this case we have the following partial result. (ii) D is arc unique.
Note that if under our stated conditions on Z; (I ? Z) ?1 Z; and D(Z), we have that (Z) < 1 implies that (jZj) < 1, then Conjecture 12 follows from Theorem 9; we conjecture that this implication holds.
We now give two additional results in which a digraph condition is given that is su cient (but not necessary) for the equivalence (i) of Conjecture 12 to hold. We conclude this section by using positivity of leaf cycles in two examples for which the conjecture is true. 
