In this study, five error evaluation functions are used to calculate the error deviation between the experimental data and the predicted data for Maxsorb III/ethanol and RD silica gel/water pairs when the isotherm data fitted with six isotherm models. An error analysis based on the sum of normalized error (SNE) is performed to observe the effect of different error evaluation functions for the determination of isotherm parameters. On the basis of error values, Tòth isotherm provides less error compared to other models for both pairs. Error analysis using SNE advocates that HYBRID error evaluation function is suitable for D-A, Freundlich, and Hill models for both pairs whereas ARED error evaluation function is appropriate for Tòth and Langmuir models for Maxsorb III/ethanol pairs. However, RMSD for Redlich-Peterson and SSE for Tòth are appropriate for Maxsorb III/ethanol and silica gel/water pairs, respectively. Seven statistical tools are employed to predict the best isotherm model for the studied pairs. It is found that, except F-test, all other functions provide agreeable results for the better fitting of Tòth model for Maxsorb III/ethanol pair. More or less, similar findings are observed for the RD silica gel/water pair. Moreover, seven information criteria (IC's) are also performed in order to find the optimum isotherm model. On the basis of IC's, Tòth model provides less information loss compared to other models for the studied pairs.
Introduction
Adsorption isotherms describe the equilibrium adsorption capacity at a given temperature and pressures. Accuracy of measuring these data are essential for the optimum design and development of adsorption heat pump (AHP) system. Generally, measured isotherm data are correlated applying various isotherm models where the best fitted model is used to analyze the system performance [1] [2] [3] [4] [5] [6] . It always generates error when the experimental data are fitted with isotherm models. Therefore, it is necessary to find the appropriate isotherm models which produce minimum error.
Error evaluation function analysis is a mathematical tool to extract worthwhile information from the experimental data. Experimental data sometime deviates from its true value which subject to error. As the fitting of isotherm model with the experimental data creates error, statistical analysis in this case can help to summarize those observations by estimating the true mean of the data. Several error evaluation functions are used to estimate the error deviation when a mathematical model is applied to fit the experimental data, for instance MPSD, HYBRID, SSE, ARED and RMSD. Different statistical tools such as Pearson correlation coefficient, coefficient of determination, the chi-square test, F-test, Student's T-test can be used to analyze the experimental data and investigate the applicability of mathematical model 7) Several researchers performed error analysis in the field of adsorption to estimate the best isotherm model and corresponding isotherm parameters. For instances, Chan et al. 8) performed the error analysis of isotherm models for bamboo-derived activated carbon (AC)/acid dyes. The experimental data were analyzed using various models with five different error evaluation functions. Kumar et al. 9) compared various error evaluation functions in estimating the optimum isotherm by linear and non-linear regression analysis. Six different error evaluation functions and three isotherms were studied and showed that non-linear regression found to be better way to obtain the isotherm parameters and also the model. Sreńscek-Nazzal et al. 10) compared the optimized isotherm models and error functions for AC/CO2 pair. Sips isotherm model was found the best fitted model for all the experimental data. Error analysis showed that hybrid fractional error evaluation function and SSE provide the minimum error. Different kinds of isotherm models and error evaluation functions can be found elsewhere 1, 3, 5, 11, 12) . The literature review indicates that the error analysis can help to select the appropriate model for their corresponding experimental data. However, there is dearth of evidence to use statistical analysis for finding the best fitting isotherm model and corresponding isotherm parameters. Consequently, this study focuses on statistical evidence to find the best isotherm model and optimum isotherm parameters set for the experimental data of a particular pair.
Miller 13) , Pitt & Myung 14) , and Zucchini 15) , suggested several model selection criteria in different situations. This model selection technique mainly discussed log likelihood functions with simple penalty terms namely, Akaike's Information Criterion 16 ) , Bozdogan's consistent AIC 17) , the Bayesian Information Criterion 18) , and the adjusted BIC 19) . For multiple comparison problem, grouping of the categories of a contingency table and analysis of variance using logit model in contingency table AIC is used 20) . Corrected AIC also proposed here. Extension of AIC called CAIC and makes AIC asymptotically stable and penalize over parameterization more rigorously to choice the true models 17) . Auther showed that, for separating latent classes, if sample size adjustment included in the penalty terms then provide a plausible solution 21) . AIC can be verified as Bayesian and BIC can be obtained as a non-Bayesian result. Comparison between AIC and BIC for model selection cannot be from a Bayes versus frequentist perspective 22) . In this study, the equilibrium adsorption data of ethanol onto Maxsorb III and water onto RD silica gel are investigated to find the optimum isotherm model and corresponding parameter set. The experimental data are analyzed with frequently used models, namely, Freundlich, Langmuir, Dubinin-Astakhov (D-A), Tòth, Redlich-Peterson, and Hill isotherm models. Five different error evaluation functions are used to calculate the isotherm parameters, including; sum of the squares of errors (SSE); root mean square deviation (RMSD); Marquardt's percent standard deviation (MPSD); hybrid fractional error function (HYBRID); and average relative error deviation (ARED). The sum of normalized method (SNE) is considered on the error analysis to decide the appropriate error evaluation function for candid explanation for the experimental data, and consequently, the most accurate prediction of the isotherm parameters. This study also considers the applicability of six statistical tools and seven model selection criteria for finding optimum isotherm model.
Adsorption isotherm models

Freundlich isotherm model
For describing adsorption mechanism, this model is the most primitive model and can be written as 1) :
Here, n denotes the heterogeneity factor. If n = 1 the Freundlich equation reduces to Henry's law 8) .
Langmuir isotherm model
Langmuir model describes the monolayer adsorption process of adsorbent/adsorbate pair. This model is based on the assumption that the adsorbent is homogeneous i.e. all sites of adsorbent are energetically equivalent and identical. It is expressed as 1, 8) :
Dubinin-Astakhov (D-A) model
The D-A can be described by the Eq.3. This model usually suitable for carbon based adsorbent to explain the heterogeneity of adsorbent 11, 23) .
Where, the parameter n describes the surface heterogeneity. When n = 2, the D-A equation reduces to the D-R model.
Tòth model
The Freundlich equation cannot properly explains the adsorption process at low and high pressure region. However, Tòth equation satisfies both the two end pressure limits and can be written as the following form 11, 24) :
When t = 1, the above equation reduces to the Langmuir equation. Hence, the parameter t is supposed to characterize the system heterogeneity.
Redlich-Peterson model
This model does not follow the ideal monolayer adsorption characteristics. It is the combined form of both Langmuir and Freundlich model and is given by 9, 25) :
β is Redlich-Peterson constant. When β = 1, it becomes a Langmuir model and β = 0, it reads like the Henry's Law equation.
Hill model
This equation is used to describe the binding ability of different gas molecules onto homogeneous adsorbent and can be written as 24) :
Where, KD and nH represents the Hill constant and Hill cooperativity coefficient of the binding interaction, respectively. Hence, three possibilities can occur nH > 1, positive cooperativity in binding nH = 1, non-cooperative or hyperbolic binding nH <1, negative cooperativity in binding
Objective function of error evaluation
There are mainly two types of error are associated with an experimental result, measurement error and fitting error. Measurement error is the difference between a measured value and the true value. This error reduces if system accuracy is improved. In this study, measurement error of adsorption data for Maxsorb III/ethanol was very negligible, due to the use of highly precise magnetic suspension balance, which is ±1 μm 3) . In case of volumetric adsorption measurement of RD silica gel/water, authors 2) only presented the component error. Fitting error occurs when the experimental data correlated with the isotherm models. In this study only fitting error is considered as an error evaluation function.
In this study, five different error evaluation functions are used to estimate the parameters of each isotherm model. The description of the error evaluation functions is given in the following sub-sections.
The sum of squares of the errors (SSE)
It is the most commonly used error evaluation function and the mathematical form of the SSE can be written as:
At the high pressure region, isotherm parameters estimated using this error evaluation function provides better fit. This is due to the magnitude of the errors and hence square of the errors increases as the pressure increases.
Root mean square deviation (RMSD)
RMSD is also widely used error evaluation function and the mathematical form is 1) :
In this error evaluation function, if the deviation is large between experimental and predicted value, square provides large value relative to other. RMSD mainly tells to avoid the models that give occasional large error. It fulfills the triangle inequality distance metric property. It follows the normal distribution which is the basis for fitting of ordinary least square regression models.
The Marquardt's Percent Standard Deviation (MPSD)
MPSD was previously used by notable researchers in various fields and is very popular in adsorption parameter estimation. It has some similarity to the geometric mean error distribution which was modified according to the number of degrees of freedom of the system 7, 10) .
The hybrid fractional error function (HYBRID)
Hybrid error evaluation function was developed by Porter et al. 26) in order to improve the fit at low pressure region compared to the sum of the squares of errors (SSE). In this error function, each SSE values is divided by the measured adsorption values 8) . In addition, degrees of freedom are included as a divisor in the equation. So, various isotherms with different number of parameters can be compared in terms of HYBRID error evaluation function. The hybrid error evaluation function is expressed as: ARED minimizes the fractional error distribution across the all-inclusive range of pressure in the adsorption system 7) . It is actually an error measurement relative to the experimental measurement. In case of Laplacian or proportional error distribution, ARED error function is the best to use.
Error optimization
Estimation of isotherm parameters can be affected by the choice of error evaluation function. It is difficult to identify the optimum isotherm parameters because different error evaluation functions provide different set of isotherm parameters 8, 10) . The parameter sets can be compared meaningfully by calculating the sum of the normalized errors (SNE) 26) . The calculation procedure of SNE is given below 24) : i) At first, one isotherm model and one error evaluation function are selected. By minimizing the selected error evaluation function, the parameter set of that isotherm model is determined. ii) Using this optimized parameter set, the values of all other error evaluation functions are calculated. iii) Process (i) and (ii) are applied for all other parameter sets and error functions. iv) From the selection of each error measured, the maximum error value is determined. After that, selected error is divided by the maximum error which is called normalized error. v) For each isotherm parameter set, all the normalized errors are summed which is called sum of normalized error(SNE). In the same way, all the SNEs for different parameter sets are determined where the smallest SNE can be selected as the optimum for that isotherm model. It is assumed that there is no bias in the data sampling and selected error methods.
Statistical tools
Pearson correlation coefficient (r)
The Pearson product-moment correlation coefficient is a measure of the strength of the linear relationship between two variables. It is a sampling index, varying from -1 to +1, reflecting the degree of linearity between two variables. The value of r close to +1 and -1 means strong positive and strong negative relationship between two variables, respectively. The Pearson correlation coefficient is expressed as 7) :
Here, x and y denote experimental uptake and predicted uptake, respectively.
Coefficient of determination (R
2 ) The coefficient of determination, R 2 , is used to examine how changes in the dependent variable can be explained by changing in independent variable. The range of R-squared value is 0 to 1 i.e. 0% to 100% of the variation of dependent variable can be explained by the independent variable. The coefficient of determination can be calculated as:
Where, Sxy represents the sum of squares of the product of x and y, Sxx is the sum of squares of x and Syy denotes the sum of square of y.
Student's T-test
Assumptions: i) Paired samples ii)The differences of the pairs follow a normal distribution or the number of pairs is large. Hypothesis: The test statistic:
which is distributed as Student's t distribution with (n1-1) degrees of freedom. Where, s1 and s2 are the sample standard deviation. The more this ratio deviates from 1, the stronger the evidence for unequal population variances.
Equality of variance test
Mann-Whitney U-test
Mann-Whitney U-test is a non-parametric test that can be used to determine whether two independent samples are selected from population having the same distribution or not. H0: The difference of location between the samples is equal to 0. vs H1: The difference of location between the samples is different from 0.
Kolmogorov-Smirnov (KS) test
It is a nonparametric test and does not assume that data are come from Gaussian distributions (or any other defined distributions).
H0:
The two samples follow the same distribution. vs H1: The two samples follow the different distribution. If H0 is false, it means two populations have different medians, variances, or different distributions. If the outcome variables are categorical, KS test should not be used.
Probability value (P-value)
Only the error analysis does not provide the enough evidence to select the best isotherm model for a particular pair. To determine whether the predicted uptake based on the isotherm model is statistically significant or not, calculating the P-value between experimental data and predicted data is a good approach. The P-value, or calculated probability value, is the probability of finding the observed, or more extreme results when the null hypothesis (H0) of this study question is true. More appropriately, P-value is the smallest level of significance for which the null hypothesis is rejected. There are different tests in statistics depends on null hypothesis.
Information-based criterion for model selection
The general form of the classical penalized-likelihood information criteria (IC), i.e., -2l + f(n,p) contains a goodness of fit term (-2l) and a penalty function, f(n, p) 19, 27, 28) . The goal of these criteria is to select the "best model" which defines the relationship in the data. These criteria are based on the theory that the best model is one which sacrifices the minimum information when it is used to estimate the truth. The aim of the information-based model selection criteria is to find a model for which the loss of information is as minimum as possible compared to all studied models.
The AIC
Akaike (1969) developed a model selection criterion based on the relationship between the relative K-L distance and the maximized log-likelihood. This criterion plays the significant role in practical and theoretical development in various models selection and complex data analysis 17) . Author first showed that, the maximized log-likelihood method is biased upward. Second, he showed that under certain conditions, this bias is approximately equal to p which is the number of estimable parameters in the studied model. Consequently, an approximately unbiased estimator of the relative
or l-p. For historical reasons, instead of finding the highest value of l minus a penalty (l-p), the generalized information criteria (GIC, Atkinson (1980) ) considers the lowest value of -2l plus a penalty f(n,p) 29) . Occasionally, the GIC is stated in the form GIC = -2l + Anp.
where An is some constant or some function of n and p. AIC was proposed by Akaike (1969) , and select a model that minimizes AIC = -2l + 2p, where l is the likelihood of the model and p is the number of parameter in the model 27) .
Criteria Related to AIC
In the perspective of regression and time series models, numerous researchers 20, 22, 30) have been recommended using a corrected version, AICc which applies slightly heavier penalty depending on p and n.
A second order variant of AIC called AICc 30) derived by Sugiura (1978 28) , AIC may perform poorly. But, the correction term, n/(n-p-1) is negligible if n is large with respect to p. The AIC should then perform equally well as AICc. Unless n is large with respect to the number of parameters AICc is recommended 31) . Phoa et al. 27) suggested a modified AIC named mAIC which employs quadratic penalty for the model complexity, instead of the linear penalty in AIC. Hence, the mAIC increases in a higher rate than AIC for each additional effect in the competing model. For mAIC the model stinginess is the inspiring goal, which in turn confirms lower Type I error than that of AIC.
The modification AIC3 uses An = 3 instead of 2 in AIC was suggested by some researchers 21, 28, 32) in the perspective of mixture models such as LCA. However, it has little theoretical basis, regardless of comparable simulation performance.
The BIC
BIC was proposed by Schwarz (1978) . It has a similar form to AIC except that the log-likelihood is penalized by plog(n) instead of 2p, selecting the model that minimizes BIC = -2l + plog(n), where n is the number of observations 18) . The highest posterior probability in the model is expected the one with lowest BIC.
Criteria Related to BIC
Based on the work of Rissanen (1978) , Boekee and Buss (1981), and Sclove (1987) suggested ABIC (adjusted BIC). It used f(n,p) = pln((n+2)/24) as a substitute for ln(n) 28, 33) . A similar version of BIC (despite the name), is the CAIC proposed by Bozdogan (1987) 17) . The goal was of using f(n,p) = p(ln(n) + 1) rather than pln(n) is to select more parsimonious model and more under fitting than BIC. Different model selection criteria are used this study presented in Table 1 . Table 1 : Formula for different model selection criteria.
Criterion
Form
(log 2 log( ) log 1) l n error n π = − + − +
Results and discussion
In this analysis, six isotherm models and five objective function of error evaluation are employed to fit the experimental isotherm data of Maxsorb III/ethanol 3) and RD silica gel/water 2) pairs. Equilibrium adsorption uptake of ethanol onto Maxsorb III and water onto RD silica gel are presented in Fig. 1 and Fig. 2 , respectively at different temperatures and pressures. The different lines represent the different isotherm models whereas the circle denotes the experimental adsorption uptake. From the Fig. 1 , it is observed that Freundlich, Langmuir, Redlich-Peterson and Hill model do not fit well with the experimental data for Maxsorb III/ethanol pair. However, D-A and Tòth model fits well with the experimental data compared to other isotherm models. It should be highlighted that Tòth is found the best fitted isotherm model for both the Maxsorb III/ethanol and RD silica gel/water pairs compared to other studied isotherm models. This conclusion is made based on the error analysis using five error evaluation functions. The details of the error analysis with numerical values are presented in Fig. 3 and Fig. 4 . The isotherm error deviation data related to Maxsorb III/ethanol and RD silica gel/water pairs considering six isotherm models and five well known error evaluation function are shown in Fig. 3 and Fig. 4 , respectively. Non-linear optimization technique using Excel Solver is employed to calculate optimized error deviation between experimental uptake and predicted uptake by six isotherm models. Less error means better fitting of the isotherm model. Optimized error value of Tòth model for five error functions shows minimum compared to other models (see in Fig. 3) , so the Tòth model can be considered as the best model for Maxsorb III/ethanol pair. Tòth model is also found the most acceptable model for describing the RD silica gel/water pair (see in Fig. 4) . Actually, for both pairs, the non-linear optimized value of RMSD, MPSD, ARED, HYBRID and SSE are smaller.
Tòth and Redlich-Peterson are four parameters model while D-A, Langmuir and Hill are three parameters and Freundlich is two parameters models. Therefore, in that context, it has to be emphasized that the error obtained from MPSD and HYBRID evaluation functions which considers the effect of the number of parameters in the model seem essentially meaningful and justified.
The estimated optimum isotherm parameters of different models and the corresponding SNE calculation are shown in Table 2 . Here, Pair-I represents the adsorption of ethanol onto Maxsorb III whereas Pair-II denotes adsorption of water onto RD silica gel. Non-linear optimization technique is used to estimate the parameters of an isotherm model using different error evaluation functions. The five different errors calculated from the same isotherm model are different but the value of the parameters are quite similar.
For the Maxsorb III/ethanol pair, on the basis of SNE, HYBRID objective function of error evaluation is appropriate for the fitting of D-A, Freundlich, and Hill models whilst ARED evaluation function is suitable for the fitting of Tòth and Langmuir. In the case of Redlich-Peterson model, RMSD error evaluation function is appropriate for this pair.
In the case of silica gel/water pair, on the basis of SNE, HYBRID error function is suitable for the fitting of all isotherm models except Tòth. For Tòth model fitting, the SSE error evaluation function is appropriate.
The lowest value of SNE with the corresponding evaluation function of error implies optimum isotherm parameter set for particular isotherm model.
Here, for comparing two populations (experimental and predicted data), mean tests (T-tests), variance tests (F-tests), location tests (Mann-Whitney-U tests), and distribution tests (KS-tests) are performed. P-value of all studied tests, also correlation coefficient and regression coefficient are presented in the Table 3 and Table 4 for the Maxsorb III/ethanol and silica gel/water pairs, respectively. From the Table 3 , except the F-test, all the other statistical test is suitable to determine the most appropriate fitting model which is Tòth model for Maxsorb III/ethanol pair. The correlation coefficient of Tòth model is 0.997924 which is higher than other model. So, it can be concluded that for Tòth model the strength of linear relationship between the experimental uptake and predicted uptake is higher than that of other models. The coefficient of determination of Tòth is also higher than the other models which is 0.9958537, i.e. 99.58 percent variation of the model can be explained by the experimental uptake. Since, all P-values are greater than 0.05 or 0.1, so all models are statistically significant. However, the model which P-value is greater, implies that model is the best fit. Therefore, according to T-test, P-value is 0.9860 for Tòth model which is higher, which indicates the population mean of experimental data and predicted data are equal. Mann-Whitney U and Kolmogorov Smirnov test are for location test and distribution test, respectively. Since the P-value for both the test is higher in case of Tòth model, so this model can be considered the best fitting model.
On the basis of correlation coefficient (r), coefficient of determination (r 2 ), T-test and Kolmogorov-Smirnov test, Tòth model is better fitting than that of other models for RD silica gel/water pair in Table 4 .
The values of different classical model selection criteria for different isotherm models for Maxsorb III/ethanol and RD silica gel/water are presented in Table  5 (a) and 5(b) respectively. Putting the value of "error" in the equation (15) , the value of 2l can be obtained. The value of different model selection criteria are then calculated using equation mentioned in Table 1. 2 (log 2 log( ) log 1) l n error n
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Conclusions
Equilibrium adsorption uptake of Maxsorb III/ethanol and RD silica gel/water pairs are modeled using Freundlich, Langmuir, Dubinin-Astakhov, Tòth, Redlich-Peterson, and Hill models through non-linear regression analysis with five different error evaluation function. The error values of Tòth model using all error evaluation functions shows smaller values compared to other models for both pairs. It has to be emphasized that the error obtained from MPSD and HYBRID evaluation functions which considers the effect of the number of parameters in the model seem essentially meaningful and justified because all studied models does not consider equal number of parameters.
Secondly, error analysis using sum of normalized (SNE) error suggests that HYBRID error evaluation function is suitable for D-A, Freundlich, and Hill models for both adsorption pairs whereas ARED evaluation function is appropriate for Tòth and Langmuir models for the adsorption of ethanol onto Maxsorb III. RMSD for Redlich-Peterson and SSE for Tòth are found to be suitable for the adsorption of ethanol onto Maxsorb III and water onto RD silica gel, respectively. Overall, HYBRD error evaluation function is the best for optimizing the isotherm parameters.
Thirdly, six statistical tools reasonably determine the best fitting isotherm model. The analysis result indicates that Tòth is the most suitable model for the adsorption of ethanol onto Maxsorb III except the F-test. Lastly, on the basis of model selection criterion the present study recommends that Tòth isotherm gives less information loss compared to other isotherm models for both type of adsorption pairs. 
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