Abstract. Computing consensus trees amounts to finding a single tree that summarizes a collection of trees. Three evolutionary algorithms are defined for this problem, featuring characteristics of genetic programming (GP), evolution strategies (ES) and evolutionary programming (EP) respectively. These algorithms are evaluated on a benchmark composed of phylogenetic trees computed from genomic data. The GP-like algorithm is shown to provide better results than the other evolutionary algorithms, and than two greedy heuristics defined ad hoc for this problem.
Introduction
Trees are ubiquitous data structures. They appear in diverse domains such as information retrieval [1] , scheduling [2] , computer graphics [3] , and bioinformatics [4] among others. In all these cases, there exists the need of representing data in a hierarchical fashion, and hence the use of trees. Unfortunately, it is generally the case that finding or constructing the optimal tree for one of these applications is a very hard problem. Consider for example the inference of phylogenetic trees, a problem from the bioinformatics domain. This problem seeks a tree representing the evolutionary history of a collection of species. This is typically done on the basis of molecular information -e.g., DNA sequences-from these species, and can be approached in a number of ways: maximum likelihood, parsimony, distance matrices, etc. [5] . The problem is N P −hard under most models [6] [7] [8] .
Hardness results motivate heuristic approaches for finding near-optimal trees. Sticking with the phylogeny problem, both greedy heuristics [9] and metaheuristics [10] [11] [12] [13] have been used. A number of different high-quality trees can be found, each possibly telling something about the true solution. Furthermore, the fact that data come from biological experiments, which are not exact, makes near-optimal solutions (even near-optimal with respect to different criteria) be almost as relevant as the actual optimum. It is in this situation where the consensus tree problem comes into play. Essentially, a consensus method tries to summarize a collection of trees provided as input, returning a single tree [14] . This implies identifying common substructures in the input trees and representing these in the output tree.
Consensus trees are extremely important in many domains. For example, in phylogenetic inference, it has been observed that independently derived trees are unlikely to have spurious clades (or clusters) in common [15] . Thus, the clades appearing in most or all the input trees can be considered reliable. Unfortunately again, finding consensus trees is also a hard problem in general (see e.g. [16] .) The use of heuristic techniques is thus in order.
We consider the use of several evolutionary algorithms (EAs) for constructing consensus trees. These evolutionary algorithms differ in the operator set and in the evolution model, and will be compared on a benchmark from the phylogeny domain. The comparison will also include two greedy heuristics defined ad hoc for this problem.
Background on Consensus Methods
Let T be a strictly binary rooted tree; a LISP-like notation will be used to denote the structure of the tree. Thus, (sLR) is the tree with root s, and with L and R as subtrees, and () is an empty tree. The notation (a) is a shortcut for (a()()). Let L(T ) be the set of leaves of T . Each edge e in T defines a bipartition π T (e) = S 1 , S 2 , where S 1 are the leaves in L(T ) that can be reached from the root passing through e, and S 2 are the remaining leaves. We define
There is a variety of consensus methods defined in the literature, differing on the characteristics of the input, and on the output sought. As mentioned before, we concentrate here on trying to represent a collection of trees
. This can be approached in several ways, such as the tree compatibility problem [17] , strict consensus [18] , and the median tree [19] , among others (see also [20] .) While the two first models focus on finding a tree such that
, the median tree tries to minimize the sum of differences between T and the input trees, i.e., min
Typically, the distance d(T, T ) between trees is defined as the number of non-common bipartitions in Π(T ) and Π(T ). This is also termed the partition metric.
The partition metric has several drawbacks. For example, two trees differing solely in the position of one leaf can be maximally different [21] . Alternative metrics can be considered. For example, one can cite the nearest neighbor interchange (NNI), subtree prune and regraft (SPR), and tree bisection and reconnection (TBR) (see [22] .) These metrics have their own drawbacks though: computing the NNI metric or the TBR metric is N P −hard [22, 23] ; the complexity of computing SPR is unknown, but it is conjectured to be N P −hard as well.
We employ, then, an alternative metric called TreeRank [24] . Given trees T and T , the TreeRank score provides a measure of the topological relationships in T that are found to be the same or similar in T . This is done with the help of an auxiliary data structure termed the UpDown matrix. This structure consists of a pair of matrices for each tree T , the Up matrix U T , and the Down matrix D T . These matrices are intended to capture information on the hierarchical structure of a tree. More precisely, they store the number of edges that must be traversed upwards or downwards in order to go from a certain leaf to another one (see Fig.  1 
where depth(x, T ) is the depth of node x in tree T (i.e., the length of the path from the root of
(hence it suffices using just one of the matrices to have complete information on the hierarchical structure.) Now, the TreeRank score is computed as 1 :
where
The UpDown matrix can be calculated in O(|L| 2 ) as shown in [24] . Notice that if T and T are identical, then the TreeRank score is 100%. If no common substructure exists in T and T , then the TreeRank score will be near 0%, or even negative if the hierarchical structure is "reversed" in both trees. This TreeRank measure is currently being used in TreeBASE 2 -one of the most widely used phylogenetic databases-for the purposes of handling queries for similar trees.
Heuristics for the Consensus Tree Problem
We describe two greedy and three evolutionary heuristics for the consensus tree problem.
Greedy Heuristics
The most typical heuristics for tree construction are essentially greedy (see e.g. [25] .) In this sense, we firstly consider a greedy heuristic that constructs a consensus tree incrementally, adding one leaf at a time. This is done by testing all possible insertion points within the partially-constructed tree, and retaining the position that yields the best value of the TreeRank distance. This algorithm is denoted by H1, and its pseudocode is shown below:
In this definition, N k stands for the natural numbers in [1..k]. As it can be seen, heuristic H1 is fed with both the collection of trees whose consensus is sought, and with a permutation of the leaves that determines the order in which they will be inserted in the tree. The two first leaves in the permutation are used to construct the initial subtree.
The second greedy heuristic we consider is a variant of the previous one. It is also close in spirit to an approximation algorithm that was devised by Phillips and Tarnow [16] for the asymmetric median tree problem. The main idea of this heuristic -that we denote by H2-is to consider all possible pairs of trees in the target collection, constructing a greedy consensus tree for each of these pairs. This can be done on the basis of the H1 heuristic described before, as shown in the following pseudocode:
This algorithm admits a minor variant in which the leaf sequence is not the same for all pairs of trees, but separately computed for each of these pairs. This is precisely the version of H2 that we have considered in the experimentation, as it will be described in Sect. 4.
Evolutionary Heuristics
When using an EA for evolving a non-trivial data structure such as a tree, there exist two main alternatives [26, 27] : either perform the search directly on the space of all n−leaf trees, or conducting the search in an auxiliary space, using a decoder in order to construct the actual trees. In this work, the evolutionary heuristics considered are all defined in the line of the former approach, i.e., each individual in the EA population directly represents a tentative consensus tree. Given this choice of representation, appropriate operators for recombination and mutation must be defined.
First of all, consider the recombination operator. This operator must take information chunks from two parents, and combine them to create a descendant. In this case, these information chunks can be naturally expressed as subtrees. Hence, the recombination process can be approached much like it is typically done in genetic programming (GP), in terms of pruning and grafting subtrees. An important consideration must be nevertheless made: all trees must have all n different leaves, with neither repetitions nor omissions. This means that when attempting to transfer a subtree T from a parent to another, all leaves in L(T ) must be deleted in advance from the latter parent. Let A 1 and A 2 be the trees being recombined; the whole process would be then as follows (cf. [10, 12] ):
, where h is a new internal node.
Notice that the fact that the set of leaves is the same for all trees during all the run, makes in principle the mutation operator be dispensable: topological diversity can be produced by recombination as well (for instance, notice that recombining a tree with itself can yield a different tree.) We thus consider a first EA in which reproduction is done exclusively by means of recombination, and denote it by GP.
An alternative approach to that described above is possible, namely using no recombination but just mutation. In this sense, there are numerous possibilities for performing mutation on trees, see e.g. [11] . In this work, we have used two mutation operators:
-SCRAMBLE: Let T be the tree to be mutated; firstly, a subtree T in T is selected at random and pruned from T . Then, a new random subtree T is generated, with L(T ) = L(T ), and grafted at the original location of T . In other words, the topology of a certain subtree of T is rearranged at random.
-SWAP: it consists of selecting two leaves of T at random, subsequently swapping their places.
We have considered two mutation-based evolutionary heuristics. The first one is denoted by EP, and consists of applying either SCRAMBLE or SWAP to an individual with 50% probability. The second one is denoted by ES, and just utilizes SCRAMBLE. However, an internal parameter is used to control the size of the subtrees to be rearranged. This parameter can be regarded as a step size, and evolves with each individual. To be precise, whenever a tree is to be mutated, the step size is firstly mutated using a gaussian distribution, and the mutated parameter value is used to select a subtree of the appropriate size to be fed to SCRAMBLE.
The acronyms -GP, EP, ES-used to denote each of the algorithms are intended to reflect their similarity with the corresponding EA family, namely genetic programming, evolutionary programming, and evolution strategies. However, it must be noted that the algorithms have been kept simple, and do not fully exploit the potential of the corresponding paradigm. This has been done so in order to obtain a first assessment on the usefulness of the different operators and evolution models for this problem.
Computational Results
The experiments have been performed using two test suites. Both of them comprise three different instances obtained from the biological domain. To be precise, three datasets for phylogenetic inference have been downloaded from TreeBASE. The size of these datasets ranges from 134 up to 178 leaves, as shown in Table  1 . In the first test suite -termed AGGLOM-each dataset has been fed to three classical agglomerative clustering techniques: single-link [28] , complete-link [9] , and average link [29] . Thus, a collection of three trees is obtained in each case. In the second test suite -termed SCATTER-we consider for each dataset the different trees obtained in ten runs of a scatter search metaheuristic [30] . Table 1 . The test suites considered in the experimentation. Mean distance refers to the average of distances of each tree in the collection to the whole tree set.
M877
M971 M808 The parameterization of the algorithms is the following: GP is a steady-state EA, with a population of 100 individuals, using binary tournament for selection; EP has also a population size of 100 individuals, but uses flat selection, i.e., each individual is mutated once, thus yielding a population of 100 descendants. Subsequently, the best 100 out of the 100 existing individuals and the 100 newly created descendants constitute the population for the next generation (i.e., a plus replacement strategy); as to the ES algorithm, it follows a (16,100) evolution model, and uses n/10 (where n is the number of leaves) as the hyperparameter for the gaussian mutation of step sizes. In all cases, the algorithms are run for a total number of 250,000 fitness evaluations. Also, trees in the target collection are injected in the initial population.
Regarding the greedy heuristics, H1 is run using leaf permutations compatible with the topologies of trees in the collection (one leaf permutation for each tree) 3 . To be precise, let T = (hLR); the sequence T = L :: R , where :: represents sequence concatenation, and L and R are computed recursively ( (a) = a ), is compatible with T . H1 has then been run using sequences T i , · · · , T m . The same is done in the internal invocations of H1 within H2. The results are shown in Table 2 . Notice firstly that all evolutionary heuristics perform clearly better than the greedy heuristics. The latter can hardly produce consensus trees of score similar to those already in the corresponding collection. The evolutionary algorithms can however produce consensus trees of high quality, achieving overall scores superior to the original trees. This implies that the topological information of the collection is being effectively summarized in the consensus tree. The relative performance of the EAs indicates that EP is better than ES, and that GP provides the best outcome. A non-parametric statistical test (a Wilcoxon ranksum test [34] ), has been used to corroborate the significance of these results. Fitness differences are always statistically significant (at the standard 5% significance level), except for the EP vs ES comparison on the m877 instance of the SCATTER test suite, and for all EAs on the m971 instance of the same test suite. A final experiment has been done to confirm the usefulness of injecting the original tree collection in the initial population. The results are shown in Table 3 just for the GP algorithm. As it can be seen, the performance drop is dramatic. Without seeding, the algorithm would require much longer execution times in order to achieve the performance level of its seeded counterpart.
Conclusions
We have presented five heuristics for summarizing a collection of trees into a consensus tree, using the TreeRank measure as the scoring metric. From these five, the three evolutionary heuristics have been shown to be effective in summarizing within a single tree topological information contained in the target tree collection. Furthermore, a recombination-based EA has been shown to provide the better results. An important part of the performance of these algorithms is due to the seeding of the initial population.
Regarding the EAs, there is much room for improvement in the underlying evolution model, as anticipated in Sect. 3.2. For example, the EP algorithm could incorporate self-adaptation as well [35] , evolving the number of times each mutation operator is used, or a hyperparameter controlling a probability distribution -e.g., a Poisson distribution-over this number of mutations. This would bring closer the ES and EP approaches, and constitutes a line for future developments.
With respect to the greedy heuristics, their performance is not satisfactory. Nevertheless, if not as stand-alone techniques, they can still be useful embedded within an EA. As mentioned in Sect. 3.1, both H1 and H2 must be fed with a particular leaf sequence. It is then conceivable to have an EA evolving leaf permutations to be fed to these heuristics. This way, they would act as decoders, and the EA could benefit from their greedy functioning. This is another line for future developments.
