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Abstract
In this paper we study the semiclassical limit for the solutions of a subcritical focusing NLS with electric
and magnetic potentials. We consider in particular the Cauchy problem for initial data close to solitons and
show that, when the Planck constant goes to zero, the motion shadows that of a classical particle. Several
works were devoted to the case of standing waves: differently from these we show that, in the dynamic
version, the Lorentz force appears crucially.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We consider the following Cauchy problem for the nonlinear Schrödinger equation (NLS):
(CP)
⎧⎪⎨
⎪⎩
iut = 12
(
ε
∇
i
−A(x)
)2
u+ V (x)u− |u|p−1u, (t, x) ∈ R × Rk,
u(x,0) = φ(x), x ∈ Rk,
where
(
ε
∇
i
−A(x)
)2
:= −ε2+ ∣∣A(x)∣∣2 − 2εA(x)∇
i
− ε
i
∇ ·A(x) (1)
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A. Selvitella / J. Differential Equations 245 (2008) 2566–2584 2567is the gauge invariant Laplacian. Here p > 1, k  2, i is the imaginary unit, V : Rk → R is a
smooth scalar function standing for the electric potential, and A : Rk → Rk is a smooth vector
function representing a magnetic potential. (CP) models the motion of a quantum particle moving
under the effect of the electric field E := −∇V and the magnetic field B := (Bl,j )l,j := Alxj −
A
j
xl with j, l = 1, . . . , k.
We are interested in particular in the semiclassical limit, namely when the Planck constant
ε = h¯ tends to zero: we will show that, indeed, for initial data of the type
φε(x)  s
(
x −X0
ε
)
ei
V0 ·x
 , (2)
where s is a standing wave (see below and (17)), we recover the motion of a classical particle,
precisely:
X¨ = −DV (X)+ X˙ ∧B, X(0) = X0, X˙(0) = P0
M
= V0. (3)
NLS in the semiclassical limit is a topic which has received a lot of attention: one of the
pioneering works in this field is by Floer and Weinstein [9], where the authors considered the
case k = 1, p = 3, A = 0 and V bounded. They looked for standing waves, namely special
solutions of the form ψ(x, t) = eiαtε−1u(x), where u : Rk → R and α is real. With this ansatz the
function u becomes a solution of the elliptic equation:
−ε2u+ (α + V )u = up. (4)
They proved that (4) has solutions concentrated near each nondegenerate critical point of V . In
the case ε = 1, 1 < p < k+2
k−2 for any n, V + α = const > 0, Strauss [16] and Berestycki and
Lions [3] showed that (4) possesses positive, smooth, radial, exponentially decaying solutions,
called ground states. On the other hand, Pohozaev’s identity implies non-existence of nontrivial
solutions in the complementary case p  k+2
k−2 (see [15]). Letting ε → 0, Oh [13] proved the
extension of the result in [9] in Rk for arbitrary dimension k and 1 < p < k+2
k−2 . These solutions
uε behave like uε  UV (X0)( x−X0ε ), where UV (X0) is the ground state solution of (4) with V (x) =
V (X0) and X0 critical point of V . There are several extensions of these works: we refer the
interested reader to [1,8] for more details.
Standing waves have also been studied in the presence of a magnetic potential (A = 0), see for
example the works by Cingolani and Secchi [6] and Arioli and Szulkin [2]. In these papers it is
shown that solutions behave as in the case A = 0. This is reasonable, since standing waves model
particles at rest and therefore concentration should still occur at critical points of V . For what
concerns the semiclassical evolutionary case there are very few papers; at our knowledge the first
result is due to Bronski and Jerrard [4] in the case A = 0. They proved that when ε → 0 solutions
of the NLS travel according to the Newton equation for a pointwise particle with potential V
(X¨ = −DV (X),X(0) = X0, X˙(0) = X˙0). Following their approach, we study the dynamic case
for (CP). We will see that the effect of the magnetic field is now crucial, differently from the
case of standing waves. In fact, the Lorentz force induced by the magnetic field depends on the
velocity of the particle and not on its position. That is why the role of A in the evolutionary case
is more relevant. On the potentials we assume the following conditions (V) and (A):
2568 A. Selvitella / J. Differential Equations 245 (2008) 2566–2584(V) V ∈ C∞(Rk;R) with ‖V ‖C2(Rk) < ∞ and V (x) > ρ > 0 for some ρ;
(A) for any j ∈ {1, . . . , k}, Aj ∈ C∞(Rk;R) and there exists α > 0 such that (B = curlA)
∣∣∂αB∣∣ Cα 1
(1 + |x|)1+ε ∀|α| 1, ∀x ∈ R
k, (5)
∣∣∂αA∣∣ Cα ∀|α| 1, ∀x ∈ Rk. (6)
Under these hypotheses we have global existence for (CP) (see next section). We define also the
following functionals and the associated densities:
• the mass
Mε[v] :=
∫
Rk
mεv, m
ε
v :=
1
εk
|v|2;
• the energy
Eε[v] :=
∫
Rk
eεv, e
ε
v :=
1
2εk−2
∣∣∣∣
(∇
i
−A
)
v
∣∣∣∣
2
− 2
εk(p + 1) |v|
p+1 + V
εk
|v|2;
• the linear momentum
P ε[v] :=
∫
Rk
pεv, p
ε
v :=
1
εk−1
〈
v,
(∇
i
−A
)
v
〉
.
This is our main theorem:
Theorem 1.1. Suppose uε is a solution of (CP), for 1 <p < 1 + 4
k
with initial data satisfying:
• Mε[φε] = M ;
• P ε[φε] → P0;
• ‖mεφε dx −MδX0‖C1∗ → 0 as ε → 0;
• Eε(φε) → IM + 12M |P0|2 +MV (X0) as ε → 0,
where IM := inf{
∫
Rk
1
2εn |∇|v||2 − 2εn |v|
p+1
p+1 : v ∈ H 1(Rk;R), Mε[v] = M}, X0,P0 ∈ Rk and
M > 0. Suppose also that X(t) and P(t) satisfy (3), and that potentials V and A satisfy (V)
and (A). Then
∥∥mε(t) dx −MδX(t)∥∥C1∗ + ∥∥pε(t) dx − P(t)δX(t)∥∥C1∗ −→ 0
as ε → 0 uniformly for t ∈ [0, T ] for any T > 0.
Furthermore for ε > 0 there exist functions yε : [0,∞) → Rk such that yε → X(t) as ε → 0
uniformly for t ∈ [0, T ] for any T > 0 and
1 ∥∥ρε − τyε sε∥∥2L2 + 1 ∥∥D(ρε − τyε sε)∥∥2L2 −→ 0 as ε −→ 0. (7)εk εk−2
A. Selvitella / J. Differential Equations 245 (2008) 2566–2584 2569Also P ε(t) := P ε[uε] → P(t) uniformly for t ∈ [0, T ] for any T > 0 and
1
εk
∥∥∥∥ε 〈iu
ε,Duε〉
ρε
− ρε P
ε(t)
M
∥∥∥∥
2
L2
−→ 0 as ε −→ 0. (8)
The hypotheses of the theorem model an initial datum with mass M , located with high prob-
ability near X0 and with momentum close to P0.
The remaining part of the paper is organized as follows: in the next section we will collect
some preliminaries such as global existence results for (CP) and stability results. In the last part
we will prove the main theorem. Some of the steps of the proof follow [4]: to avoid repetitions
we will mainly focus on the differences with respect to [4].
Notation. ∇· is the divergence, ∇ is the gradient. It is useful to define the following scalar product
〈.,.〉 : C × C → R as
〈u,v〉 := 1
2
(uv¯ + u¯v).
It is an easy exercise to see that the following relations hold:
Lemma 1.1. For any x, y ∈ C and for any u,v smooth functions defined on R × Rk we have
〈ix, y〉 = −〈x, iy〉;
〈ix, x〉 = 0;
d
dt
〈u,v〉 = 〈u,vt 〉 + 〈ut , v〉;
∂
∂xj
〈u,v〉 =
〈
∂
∂xj
u, v
〉
+
〈
u,
∂
∂xj
v
〉
.
2. Preliminary material
2.1. Wellposedness of the Cauchy problem
There are several works about the wellposedness of the Cauchy problem for the NLS when
A = 0. Some of the most classical ones are due to Ginibre, Velo and Kato, see for example [10]
and [11]. In [10] it has been proved existence and uniqueness of global solutions in H 1(Rk) for
(CP), 1 <p < 1 + 4
k
, with some extensions in [11]. Other cases and related results are treated in
the book by Cazenave [5].
The wellposedness of (CP) when A = 0 has been dealt in [7] by A. De Bouard. The principal
results are based on an estimate due to Yajima [18] for the linear equation that is the counterpart
of a linear estimate used in [10] when A = 0 (see in particular Lemma 1.2, p. 5). More general
cases are considered by Nakamura and Shimomura [12], where potentials are allowed to be time
dependent.
In this section we will illustrate the results about wellposedness of (CP) proved in [7]. The
scheme of the proof of global existence consists first in getting local existence by a fixed point
argument and then to extend the solution to all R by means of conservation laws.
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iut = HAu+ V (x)u− |u|p−1u, (9)
where HA := 12 (∇i −A(x))2: anyhow, it will be crucial for us later to take ε small. We are looking
for solutions u(t, x) : [−T ,T ]×Rk → C for some T > 0 (possibly T = +∞). It is understood in
this section that we always assume the conditions (A), (V) to hold. With these hypotheses Yajima
proved in [18] the Lp–Lq estimates for the propagator U(t) := e−itHA of the equation, also in
the case A = 0.
Proposition 2.1. (See [18].) Let IT := [−T ,T ]. Then for any p such that 2  p ∞ and q
conjugate to p ( 1
p
+ 1
q
= 1) there exists a constant C independent of t such that for any v ∈ Lq
∥∥U(t)v∥∥
Lp
 C
t
n( 12 − 1q )
‖v‖Lq . (10)
2.1.1. Local existence, global existence and continuous dependence on data in L2(Rk)
The usual strategy to prove local and global existence is to treat the problem as a fixed point
one. If u0 is the initial datum, the integral counterpart of (9) is
u(t) = U(t)u0 − i
∫
U(t − s)∣∣u(s)∣∣p−1u(s) ds. (11)
Defining
(T u)(t) := U(t)u0 − i
∫
U(t − s)∣∣u(s)∣∣p−1u(s) ds,
we have formally translated (11) into
u(t) = (T u)(t). (12)
The choice of the functional spaces we will work with is suggested by the following result [7].
Lemma 2.1. (See [7].) Suppose r > 0 such that 2
r
= k( 12 − 1p+1 ). Then there exists δ > 0 such
that, if u0 ∈ L2(Rk) ∩ Lp+1(Rk) and T > 0 is sufficiently small, then T is a contraction from
E := {u ∈ Lr([−T ,T ];Lp+1): ‖u‖Lr(IT ;Lp+1)  2δ}, where IT := [−T ,T ], into itself. Further-
more (12) has a unique solution u ∈ C(IT ;L2)∩Lr(IT ,Lp+1).
From this contraction lemma local existence follows.
Proposition 2.2. (See [7].) Suppose r > 0 such that 2
r
= k( 12 − 1p+1 ) and let u0 ∈ L2(Rk) ∩
Lp+1(Rk). Then (12) has a unique maximal solution u ∈ C((T −, T +);L2) ∩ Lrloc((T −, T +);
Lp+1). Furthermore ‖u(t)‖L2 = ‖u0‖L2 for any t ∈ (T −, T +), u depends continuously on u0 ∈
L2(Rk) ∩ Lp+1(Rk) and, if T + < +∞ (respectively −T − < +∞), ‖u‖Lr((0,T +);Lp+1) = +∞
(respectively ‖u‖Lr((T −,0);Lp+1) = +∞).
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the Laplacian. In this case Oh proved in [14] global existence of solutions in C(R,D(H
1
2
0 )) ⊂
C(R,H 1) ⊂ C(R,Lp+1). Then using Proposition 2.2 and the result by Oh, as stated in [7], it
can be proved global existence and uniqueness of solutions for our equation as well.
2.2. Orbital stability
In this section we treat the issue of orbital stability, a concept slightly weaker than asymptotic
convergence: it is required in general that, given a solution of the problem, when perturbing the
initial data, the corresponding evolution should stay nearby for all times. A precise definition for
our case is given below.
For each direction j we have
1
2
∣∣∣∣vxji −Ajv
∣∣∣∣
2
= 1
2
∣∣∣∣
〈
v
|v| ,−ivxj −A
jv
〉∣∣∣∣
2
+ 1
2
∣∣∣∣
〈
iv
|v| ,
vxj
i
−Ajv
〉∣∣∣∣
2
= 1
2
|p|2
m
+ 1
2
∣∣|v|xj ∣∣2.
Due to this simple calculation we can split the energy E[v] in the sum of the following three
terms:
• the potential energy
Eεpot[v] :=
1
εk
V |v|2;
• the binding energy
Eεb[v] :=
1
εk
(
1
2
∣∣∇|v|∣∣2 − 2
p + 1 |v|
p+1
)
;
• the kinetic energy
Eεk [v] :=
1
2
|pεv|2
mεv
.
To prove orbital stability we will need suitable energy bounds. We will obtain these bounds
by studying the problem on the orthogonal of the kernel of the linearized energy, where some
inversion properties hold. In the first part we will discuss the existence of a real soliton for (15)
(see below); the second is about the linearization of the complex version of (15), namely
−u+ u = |u|p−1u, (13)
with u complex-valued instead of real-valued, around the ground state.
2.2.1. Existence of the real soliton
Concerning (CP) with 1 <p < k+2
k−2 , A = 0 and constant V one is lead to
iφt = φ + |φ|p−1φ − βφ (14)
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(α − β = 1), we are left with
−u+ u = up. (15)
We look for solutions decaying to zero at infinity, and therefore we work in the space W 1,2(Rk).
It is well known that, due to translations, W 1,2(Rk) is not compactly embedded into Lp+1(Rk).
However compactness can be reached restricting ourselves to the subspace of radial functions.
Let us introduce W 1,2r (Rk) := {u ∈ W 1,2(Rk): u is radial}.
Proposition 2.3. (See [16].) For any k  2, W 1,2r (Rk) is compactly embedded in Lq(Rk) for any
2 < q < 2∗.
Using the latter result and a minimizing procedure, one finds existence of ground states
for (15).
Proposition 2.4. (See [3,16].) For 1 <p < 2∗ − 1, (15) has a classical, positive, radial solution,
exponentially decaying at infinity.
2.2.2. The linearized energy and energy bounds
First of all, recalling the above definition of Eb let
J := inf{Eb[ψ]: ψ ∈ H 1(Rk;C), M[ψ] = M}.
J is attained by the solution us of the problem
−us − 2|us |p−1us = 2λus, (16)
where λ is a Lagrange multiplier, depending on M . Cingolani and Secchi [6] reported the explicit
formula of the solutions to this problem:
uσ,ξs (x) =
(
λ
2
) 1
p−1
eiσ s
(
λ
1
2 (x − ξ))
with (σ, ξ) ∈ [0,2π] × Rk and s a solution to (15). Now we give the precise definition of orbital
stability.
Definition 2.1. Let [d(v,uσ,ξs )]2 := inf{‖uσ,ξs − v‖2H 1(Rk;C): (σ, ξ) ∈ [0,2π] × Rk}. We say that
a ground state solution uσ,ξs is orbitally stable if for each ε > 0 there is δ = δ(ε) > 0 such that if
[
d
(
v(0), uσ,ξs
)]2  δ(ε),
then
[
d
(
v(t), uσ,ξs
)]2  ε,
where v(t) is a solution of (14).
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of standing waves for (CP) of the form
uσ,ξs (x) 
(
α + V (εξ)
2
) 1
p−1
eiσ+A(εξ)·xs
((
α + V (εξ)) 12 (x − ξ)) (17)
with s solution to (15), ξ ∈ Rk and σ ∈ [0,2π] suitably chosen. This is the typical initial datum
in Theorem 1.1.
Let ψ ∈ H 1(Rk;C) and ψ = a+ ib, with a, b : Rk → R. Then we define the linearized energy
Lψ := L+a +L−b with L+ and L− acting on ψ as follows:
• L+a = −a + a − up−1s a;
• L−b = −b + b − pup−1s b.
Weinstein in [17] characterized the kernel of the operator L.
Lemma 2.2. (See [17].) Let Z := spanR{uσ,ξs (x): ξ ∈ Rk, σ ∈ [0,2π]} be the manifold of solu-
tions to (16). Then
Ker(L) = T
u
σ,ξ
s
Z, (18)
where T
u
σ,ξ
s
Z = spanR{iuσ,ξs ; ∂u
σ,ξ
s
∂ξj
, j = 1, . . . , k}.
Now, if we take a function ψ = uσ,ξs + γ such that γ ∈ Ker(L)⊥ we can invert the operator L
around the standing wave solution. Weinstein in [17] proved the following result.
Lemma 2.3. (See [17].) Given ξ > 0, there exists C > 0 such that
〈Lγ,γ 〉L2  ‖γ ‖2H 1 (19)
with |ξ | < ξ , ∀σ ∈ [0,2π] and ∀γ ∈ Ker(L)⊥.
This estimate will be useful in the proof of the stability.
Proposition 2.5. Let 1 < p < 1 + 4
k
and let d(v,uσ,ξs ) be as in Definition 2.1. Then the ground
state solution uσ,ξs to (14) is orbitally stable.
Proof. Let v := uσ,ξs + γ such that γ ∈ Ker(L)⊥ and consider the energy H(v) conserved along
solutions of (14):
H(v) :=
∫
k
(
1
2
|∇v|2 − 2
p + 1 |v|
p+1 + β
2
|v|2
)
dx.R
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have
E1b[v] −E1b
[
uσ,ξs
]=H[v] −H[uσ,ξs ]. (20)
This permits us to use the properties of the linearized energy L. Then
H=H[v(0)]−H(uσ,ξs )=H[v(t)]−H(uσ,ξs )
=H[uσ,ξs (t)+ γ (t)]−H(uσ,ξs )
 〈Lγ,γ 〉L2 −C1‖γ ‖2+θ −C2‖γ ‖6
 C‖γ ‖2 −C1‖γ ‖2+θ −C2‖γ ‖6,
where the inequalities concerning 〈Lγ,γ 〉 follow from Lemma 2.3 and from the Sobolev–
Gagliardo–Nirenberg inequality for the remaining terms. In [17] it has been shown that the
H 1-norm is controlled from below and from above by the distance d and so we have
HK[d(v,uσ,ξs )]2,
if [d(v,uσ,ξs )]2 is small enough. The remaining part of the proof follows exactly the arguments
used in [17, p. 57]. 
Remark 2.3. Proposition 2.5 is the only place in which we use any specific property of the
nonlinearity: actually Theorem 1.1 can be extended, considering nonlinearities such that Propo-
sition 2.5 can be proved.
The following corollary is a partial result which follows from the computations of the
proof of Proposition 2.5 and it is what Lemma 3.6 needs. Recalling that Ker(L) = {uσ,ξs ; ∂u
σ,ξ
s
∂ξj
,
j = 1, . . . , k} we have the following.
Corollary 2.1. There exist constants C,h > 0 such that
[
d
(
ψ,uσ,ξs
)]2 C(Eb(ψ)−Eb(uσ,ξs )) (21)
whenever (E1b(ψ)−E1b(uσ,ξs )) < h, for all ψ such that ψ − uσ,ξs ∈ Ker(L)⊥ and M1[ψ] = M .
Remark 2.4. Suppose V ≡ 1 and M[v] = const: in the case A = 0,H[v] = E[v] for the solutions
of (CP); otherwise if we consider A = 0, one has H[v] = E1b [v] = E1[v]. This forced us to
linearize the energy around the standing waves of (14): in such a way the only part of the energy
E1[v] used to confine the mass is the binding energy E1b[v], letting the kinetic energy E1k [v] and
the potential energy E1pot[v] be the ones which mainly determine the motion. This choice will be
fundamental in the proof of Lemma 3.5.
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In this section we will show the main steps of the proof of Theorem 1.1. As pointed out in the
introduction we will mainly focus on the ones different from [4]. We have the following relations
between mεu, pεu and Eε(t) := Eε[uε].
Lemma 3.1. Let uε be a smooth solution of (CP). Then the following equalities hold:
∂
∂t
mεuε = −∇ · pεuε , (22)
d
dt
Eε(t) = 0. (23)
In other words, mass and energy are conserved.
Proof. First we notice that due to the homogeneity of the problem, it is enough to prove the
lemma in the case ε = 1: we set for simplicity v(t) := u1(t). Let us start with the first equality.
(1) Recalling the scalar product 〈·,·〉 in our notation and multiplying NLS by 2v, we have
d
dt
m1v =
〈
v,−i
(∇
i
−A
)2
v
〉
=
〈
v,−∇
i
∇v +A∇v + v∇ ·A+A∇v
〉
= −
〈
v,
(∇
i
−A
)
∇v
〉
+ 〈v,∇(Av)〉= ∇〈v,Av〉 −
〈
v,∇
(∇
i
v
)〉
= −∇
〈
v,
(∇
i
−A
)
v
〉
= −∇ · p1v.
(2) Taking the scalar product of NLS and vt we obtain
0 =
〈
1
2
vt ,
(∇
i
−A
)2
v
〉
− 〈vt , |v|p−1v〉+ 〈vt ,V v〉.
Integrating on Rk and bringing the time derivative out of the integral we get
d
dt
( ∫ 1
4
∣∣∣∣
(∇
i
−A
)
v
∣∣∣∣
2
− 1
p + 1 |v|
p+1 + 1
2
V |v|2
)
= 0,
i.e. the statement of the lemma. 
Now the aim is to get a balance equation from which one can guess that actually the limit
motion is the one that describes a point particle in presence of an electromagnetic field.
Lemma 3.2. Let uε be a smooth solution of (CP). Then the following equality holds
d
dt
∫
p1v,j dx =
∫ {
−Vxj |v|2 +
(
Alxj −Ajxl
)〈
v,
(∇ l
i
−Al
)
v
〉}
dx. (24)
The equality is intended summed over index l.
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densities, but the total ones, the divergence terms will be step by step inserted as the generic term
div(Q).
First of all we scalar-multiply the equation by 2(
vxj
i
−Ajv) and we obtain
2
〈
vt ,
vxj
i
−Ajv
〉
=
〈(∇
i
−A
)2
v − 2|v|p−1v + 2V v,vxj
〉
+
〈
i
(∇
i
−A
)2
v,Ajv
〉
. (25)
Now the idea is to get, through the left-hand side of the equation, a time derivative of the j th
component of the linear momentum. For this purpose we add to the two sides of the equality the
quantity 〈−ivt , vxj 〉 + 〈iv, vtxj 〉. From this we obtain
d
dt
〈
v,
vxj
i
−Ajv
〉
= 〈iv, vt 〉xj +
〈(∇
i
−A
)2
v − 2|v|p−1v + 2V v,vxj
〉
+
〈
i
(∇
i
−A
)2
v,Ajv
〉
= 〈iv, vt 〉xj +
〈
i
(∇
i
−A
)2
v,Ajv
〉
+ (V |v|2)
xj
− Vxj |v|2 −
2
p + 1
(|v|p+1)
xj
+
〈(∇
i
−A
)2
v, vxj
〉
,
i.e.
d
dt
p1v,j = −Vxj |v|2 +
〈
i
(∇
i
−A
)2
v,Ajv
〉
+
〈(∇
i
−A
)2
v, vxj
〉
+ div(Q).
Now the terms in which the magnetic potential A appears will carry us to the expression in
coordinates of the Lorentz force. Hence let us examine just those two terms:
〈
i
(∇
i
−A
)2
v,Ajv + ivxj
〉
= −
〈
i
(∇
i
−A
)2
v,−Ajv + vxj
i
〉
=
〈
iv,
vxj
i
−Ajv
〉
+
〈
2A∇v, vxj
i
−Ajv
〉
−
〈
i|A|2v, vxj
i
−Ajv
〉
+
〈
v∇ ·A, vxj
i
−Ajv
〉
= ∇ ·
〈
i∇v, vxj
i
〉
−
〈
i∇v, ∇
i
vxj
〉
+ 〈iv,−Ajv〉+
〈
2A∇v, vxj
i
−Ajv
〉
−
〈
i|A|2v, vxj −Ajv
〉
+
〈
v∇ ·A, vxj −Ajv
〉
i i
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〈
iv,−Ajv〉+
〈
A∇v, vxj
i
〉
+
〈
A∇v, vxj
i
〉
− 2〈A∇v,Ajv〉−
〈
i|A|2v, vxj
i
−Ajv
〉
+
〈
v∇ ·A, vxj
i
−Ajv
〉
+ div(Q)
= 〈∇v,∇vxj 〉 +
〈
A∇v, vxj
i
〉
+A∇
〈
v,
vxj
i
〉
−A
〈
v,
∇vxj
i
〉
+ 〈iv,−Ajv〉
− 2A〈∇v,Ajv〉−
〈
i|A|2v, vxj
i
〉
+
〈
v∇ ·A, vxj
i
−Ajv
〉
+ div(Q).
In the following we will use the symbol ∂
∂xj
E also for the divergence of part of the energy. Let
us continue the computation:
= ∂
∂xj
E +Axj
〈
v,
(∇
i
−A
)
v
〉
− 〈iv,Ajv〉− 2A〈∇v,Ajv〉
+A∇〈v, vxj 〉 + ∇ ·A〈v, vxj 〉 + ∇ ·A
〈
v,−Ajv〉+ div(Q)
= ∇ ·
〈
Av,
vxj
i
〉
+ ∇ ·A〈v,−Ajv〉+Axj
〈
v,
(∇
i
−A
)
v
〉
− 〈iv,Ajv〉− 2A〈∇v,Ajv〉+ div(Q)
= Axj
〈
v,
(∇
i
−A
)
v
〉
−
〈
v
i
+A∇v,Ajv
〉
− 〈v∇ ·A−A∇v,Ajv〉+ div(Q).
From now on the equalities will be intended summed over the index l. Continuing from the
previous line:
= Alxj
〈
v,
(∇ l
i
−Al
)
v
〉
+
〈(∇ l
i
−Al
)
vxl ,A
jv
〉
− 〈(Alv)
xl
,Ajv
〉+ div(Q)
= Alxj
〈
v,
(∇ l
i
−Al
)
v
〉
+
〈∇ l
i
vxl ,A
jv
〉
− 〈Alvxl ,Ajv〉− 〈(Alv)xl ,Ajv〉+ div(Q)
= Alxj
〈
v,
(∇ l
i
−Al
)
v
〉
+
〈∇ l
i
vxl ,A
jv
〉
− 〈Alvxl ,Ajv〉− 〈Alv,Ajv〉xl
+ 〈Alv,Ajxl v〉+ 〈Alv,Ajvxl 〉+ div(Q)
= Alxj
〈
v,
(∇ l
i
−Al
)
v
〉
+
〈∇ l
i
vxl ,A
jv
〉
+ 〈Alv,Ajvxl 〉− 〈Alv,Ajv〉xl + div(Q)
= Alxj
〈
v,
(∇ l
i
−Al
)
v
〉
+
〈
vxl
i
−Alv,Ajv
〉
xl
+ 〈Alv,Ajxl v〉
−
〈
vxl ,A
j
xl v
〉
−
〈
vxl ,Ajvxl
〉
+ div(Q)i i
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〈
v,
(∇ l
i
−Al
)
v
〉
−Ajxl
〈
v,
(∇ l
i
−Al
)
v
〉
−
〈
vxl
i
,Ajvxl
〉
+ div(Q)
= (Alxj −Ajxl )
〈
v,
(∇ l
i
−Al
)
v
〉
+ div(Q).
Therefore, putting all the pieces together we get the equation
d
dt
p1v,j = −Vxj |v|2 +
(
Alxj −Ajxl
)〈
v,
(∇ l
i
−Al
)
v
〉
+ div(Q),
where in the last step
div(Q) := −
〈
vxl
i
−Alv, vxj
i
〉
xl
+ {ev + 〈iv, vt 〉}xj .
The result follows after integrating over Rk . 
If we pass to the limit ε → 0, we have to specify in which topology we are going to work.
Due to presence of a phase term of the type ei
C
ε , where C is independent of ε, we cannot pretend
to have a convergence of a too strong type. In fact, we would have a blow-up in the phase. Recall
that, roughly speaking, our goal is to show that a distributed mass, when ε → 0, tends to a point
mass, with a prescribed equation of motion. This is a phenomenon of concentration and can be
translated in mathematical language in a very natural way, through measures.
We denote with C1(Rk) the space of continuously differentiable functions, bounded and Lip-
schitz on Rk , with the following norm:
‖φ‖C1 := ‖φ‖∞ + ‖Dφ‖∞.
Its dual C1∗ can be identified with the space of finite Radon measures μ on Rk equipped with
the norm
‖μ‖C1∗ := sup
{∫
Rk
φ(x)μ(dx): φ ∈ C1(Rk), ‖φ‖C1(Rk)
}
.
This space turns out to be the most suitable for our purposes.
Lemma 3.3. (See [4].) For any ξ, η ∈ Rk the following equality holds:
‖δξ − δη‖C1∗ =
2|ξ − η|
2 + |ξ − η| . (26)
This implies that ∀K > 0, there exists C = C(K) > 0 such that |ξ − η| ‖δξ − δη‖C1∗ whenever
‖δξ − δη‖C1∗ K .
We continue with an estimate of the momentum uniform in ε.
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t > 0
∣∣P ε(t)∣∣C (27)
with C independent of ε, but depending on the initial datum and the potentials V and A.
Proof. Notice first that we have the following inequality:
Eεk(t)
|P ε(t)|2
2M
. (28)
In fact
0 1
2
∫ ∣∣∣∣ p
ε
uε√
mε
− |P
ε(t)|
M
√
mε
∣∣∣∣
2
Eεk(t)−
|P ε(t)|2
2M
.
Due to the conservation of the energy we have
Eεb(t)+Eεk(t) = Eε(t)−Eεpot(t) Cε,
where the last inequality is due to the lower bound on the potential V (Eε is the total energy).
We claim that Eεb is non-negative. If this is the case we get
Cε Eεk(t)
|P ε(t)|2
2M
.
It is easy to see that for initial data such as φε one can choose Cε = Cεn−2 with C independent
on ε and so one has the conclusion of the lemma. Now we have just to prove the claim: to do this
we need the Sobolev–Gagliardo–Nirenberg inequality:
‖v‖q  ‖v‖θL2‖∇v‖1−θL2 ,
n
q
= θ n
2
+ (1 − θ)
(
n
2
− 1
)
,
where θ ∈ [0,1]. The required inequality can be rewritten as
‖v‖Lp+1 K‖∇v‖
2
p+1
L2
to obtain the claim we just apply the Sobolev–Gagliardo–Nirenberg inequality for θ  p−1
p+1 . The
range of p for which the inequality works is 1 <p < 1 + 4
k
, exactly as in the hypothesis. 
Now we have to define the approximate center of mass. Let ζ : Rk → [0,1] be a cut-off
function such that
ζ :=
{
1, |x|R,
0, |x| 2R. (29)
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that, among other things, will guarantee that |X(t)|  R, for any t ∈ [0, T ]. Define also the
approximate center of mass:
Xε(t) := 1
M
∫
Rk
xζ(x)mεuε (x) dx.
From now on we will be sketchy in the proofs of lemmas because they are very similar to the
ones presented in [4].
Let us define
η(t) := ∣∣Xε(t)−X(t)∣∣+ ∣∣P ε(t)− P(t)∣∣+ ∣∣MV (X(t))−Epot(t)∣∣.
Thanks to the bound of Lemma 3.4 we get the following result, that just uses conservation laws
and the hypotheses on the initial datum.
Lemma 3.5. There exists a constant C, depending only on the initial datum φε , such that
∣∣Eεb(t)−Eεb(sε)∣∣+
∣∣∣∣Eεk(t)− |P
ε(t)|2
2M
∣∣∣∣ Cηε(t)+ oε(1). (30)
Proof. First for (3) we have the conservation of energy
H(t) := |P(t)|
2
2M
+MV (X(t))= |P0|2
2M
+MV (X0) =: H(0).
In the following computations it is crucial to have linearized the binding energy around the stand-
ing wave of the equation without magnetic field, because otherwise the terms between brackets
could not be coupled (see Remark 2.4).
Eεb(t)+Eεk(t) = Eε(0)−Eεpot(t)
= Eεb(t)
(
sε
)+ |P0|2
2M
+MV (X0)−Eεpot(t)︸ ︷︷ ︸+oε(1)
= Eεb(t)
(
sε
)+ |P(t)|2
2M
+MV (X(t))−Eεpot(t)︸ ︷︷ ︸+oε(1)
Eεb(t)
(
sε
)+ 1
2M
(∣∣P ε(t)∣∣2 + ∣∣P(t)∣∣2 − ∣∣P ε(t)∣∣2)+ η(t)+ oε(1)
Eεb(t)
(
sε
)+ 1
2M
(∣∣P ε(t)∣∣2)+Cη(t)+ oε(1).
Collecting to the left-hand side we have
(
Eεb(t)−Eεb
(
sε
))
︸ ︷︷ ︸+
(
Eεk(t)−
|P ε(t)|2
2M
)
︸ ︷︷ ︸
r  ηε(t)+ oε(1)
and due to the positivity of both the terms in brackets we have the conclusion. 
A. Selvitella / J. Differential Equations 245 (2008) 2566–2584 2581Remark 3.1. Eε(t) has counterparts in H(t) of what we called kinetic and potential energy,
but no counterparts of the binding energy. This can be physically interpreted as follows: the
binding energy has the role of confining the wave function (the nonlinearity is focusing), but in
the asymptotic evolution there is only one particle which is pointwise. Therefore binding energy
disappears in the limit.
The next lemma shows that if ηε(t) is small, then mεuε (t) follows approximately Mδyε(t) for
some yε(t). The proof uses the stability property of uσ,ξs (see Corollary 2.1) and its behavior
outside compact sets.
Lemma 3.6. (See [4].) There exist constants C,h0 independent on ε small, such that, if
ηε(t) < h0, then there exists some point yε(t) ∈ Rk for which∥∥mεuε (t) dx −Mδyε(t)∥∥C1∗  ηε(t)+ oε(1). (31)
It works in the same way for the density of the momentum pε dx which follows approximately
P ε(t)δyε(t). The argument is very similar to those of the previous lemma, but instead of the
stability property, one has to use (28).
Lemma 3.7. (See [4].) Fix h0 as in Lemma 3.6. Then there exists a constant C, independent on
ε small, such that, if ηε(t) < h0 and if yε(t) ∈ Rk is given by Lemma 3.6 one has∥∥pεuε (t) dx − P ε(t)δyε(t)∥∥C1∗  ηε(t)+ oε(1). (32)
Lemma 3.8. (See [4].) For ε sufficiently small, if ηε(t) < h0 then
‖δyε(t) − δX(t)‖C1∗ 
∣∣yε(t)−X(t)∣∣ ηε(t)+ oε(1). (33)
Proof. We sketch the proof, which is similar to Lemma 5 in [4]. Here the choice of the number
R in the definition of the cut-off function (29) will be made explicit. The first inequality follows
from (26). About the second, if |yε|R for some large R we have
∣∣yε(t)−X(t)∣∣ ∣∣Xε − yε(t)∣∣+ ηε(t)
 1
M
∣∣∣∣
∫
Rk
xζ(x)
(
mεuε (t)−Mδyε(t)
)
dx
∣∣∣∣+ ηε(t)
C‖xζ‖C1
∥∥mεuε (t)−Mδyε(t)∥∥C1∗ + ηε(t) ηε(t)+ oε(1).
So we have just to choose R such that |yε(t)| R for all t  T ∗ε , when ε < ε0. Fix ψ ∈ C1c (Rk)
and t1, t2 ∈ [0, T ∗ε ] with t1 < t2, then∫
ψ
(
mεuε (t2)−mεuε (t2)
)
dx  C|t2 − t1|‖ψ‖C1,
where C depends only on M and (27). Thus Lemma 3.4 implies
‖Mδ ε(t2) −Mδ ε(t1)‖C1∗  C
(
ηε(t2)+ ηε(t1)+ |t2 − t1| + oε(1)
)
.y y
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C
(
ηε(t2)+ ηε(t1)+ |t2 − t1| + oε(1)
)
C(2h+ T + 1) =: K
for ε small enough. From (26) there exists C = C(K) such that
∣∣yε(t2)− yε(t1)∣∣ ‖Mδyε(t2) −Mδyε(t1)‖C1∗ KC(K).
Since |yε(0)−X0| 1 for ε sufficiently small
∣∣yε(t)∣∣R
for R := KC(K) + |X0| + 1 and for any t  T ∗ε for all ε small. 
Using Lemmas 3.6–3.8, one can prove the following result.
Proposition 3.1. (See [4].) There exist constants C,h0 such that if
T ∗ε := sup
{
t ∈ [0, T ]: ηε(s) < h0 ∀s ∈ (0, t)
}
,
then
∥∥mεuε (t) dx −MδX(t)∥∥C1∗ + ∥∥pεuε (t) dx − P(t)δX(t)∥∥C1∗ Cηε(t)+ oε(1)
when ε is small enough and t  T ∗ε .
We can now turn to the proof of the theorem.
Proof of Theorem 1.1. We want to use a Gronwall-inequality argument, so we need to estimate
η˙(t) in terms of η(t) arriving to a differential inequality such as
dηε(t)
dt
 ηε(t)+ oε(1) (34)
for all t  T ∗ε . Using triangular inequality we have
η˙(t)
∣∣X˙ε(t)− X˙(t)∣∣+ ∣∣P˙ ε(t)− P˙ (t)∣∣+ ∣∣MDV (X(t))X˙(t)− E˙pot(t)∣∣. (35)
First, with the same computations of [4, p. 336] we have
X˙ε,i(t) = P
ε,i(t)
M
+Cηε(t)+ oε(1),
and so
∣∣X˙ε(t)− X˙(t)∣∣ C 1 ∣∣P ε(t)− P(t)∣∣+Cηε(t)+ oε(1) ηε(t)+ oε(1).
M
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∣∣MDV (X(t))X˙(t)− E˙pot(t)∣∣
∣∣∣∣
∫
DV · pεuε dx − P εDV
(
X(t)
)∣∣∣∣ Cηε(t)+ oε(1).
Finally for the term involving the time derivative of the momentum we have
∣∣P˙ ε,j (t)− P˙ (t)∣∣
=
∣∣∣∣
∫ {
−Vxj |v|2 +
(
Alxj −Ajxl
)〈
v,
(∇ l
i
−Al
)
v
〉}
dx +MDV (X)−MX˙ ∧B
∣∣∣∣
 ‖DV ‖C1
∥∥mεuε (t) dx −MδX(t)∥∥C1∗ +C‖B‖C1∥∥pεuε (t) dx − P ε(t)δX(t)∥∥C1∗
C
(∥∥mεuε (t) dx −MδX(t)∥∥C1∗ + ∥∥pεuε (t) dx − P ε(t)δX(t)∥∥C1∗)
Cηε(t)+ oε(1).
This implies (35). The assumptions on the initial data yield to ηε(0) oε(1)eCt for all t  T ∗ε .
Due to the continuity of ηε(t) and the definition of T ∗ε , one gets T = T ∗ε for ε small enough,
and so ηε(t) → 0 uniformly for t ∈ [0, T ]. This completes the proof, since the existence of yε(t)
satisfying (7) follows from Corollary 2.1 and Lemma 3.5. Lemma 3.8 implies that yε(t) → X(t)
as ε → 0, while (8) follows from Lemma 3.5. 
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