is established between the size of individual orders, and the variability of aggregate orders.
In the simplest cases, this connection between bulk ordering and variability is transparent. Consider a single retailer observed periodically. Assume that the retailer's minimum order size exceeds the maximum level of sales during any given period. In this case, the retailer either orders an amount in excess of the peak level of sales, or orders nothing. Thus orders are more volatile than sales. In the general case the analysis is more intricate, but the result survives.
The (S, s) theory thus contradicts the widely-held notion that retail sector inventories act as a buffer, protecting manufacturers from fluctuating sales. The evidence supports the (S, s) theory. Blinder [4] found aggregate deliveries to retailers to be more variable than sales, while Holt [9] reported similar findings in a study of the television industry.
The paper is organized as follows. The basic model of the retail sector is presented in Section 2. In Section 3 the long-run behavior of inventories is characterized. Sections 
THE MODEL
The model contains an arbitrary number, n, of distinct retailers. Each retailer stocks a single good, which it sells at a fixed price per unit. At this price future demand is uncertain. The demand faced by retailer k during period t is denoted Yk. It is assumed that future demands of a given retailer are drawn independently through time from a fixed probability density. The nature of the probability density generating future demands varies from retailer to retailer, depending on the particulars of their situation, such as their size and location. For convenience, it is assumed that goods are defined in integral quantities.
The retailers face economies of scale in placing their orders. Specifically, they obtain supplies at a constant price per unit, but face an additional fixed cost per order, regardless of the amount to be delivered. It is assumed that retailers continuously monitor their inventory levels, and consequently can place orders at any point in time. It is also assumed that orders are delivered instantaneously; in Caplin [5] the model is extended to allow for lags in the delivery of orders. The total of orders placed by retailer k during period t is denoted r'.
If a potential customer arrives when the retailer has no stock, the order is backlogged and met from a later delivery. Such stockouts are discouraged by a convex penalty function. 
INVENTORY IDENTITY:
For each retailer k, 1 -k s-n, the variable x4' depends on x4, y4, and r' according to the identity, Overall, the incentives to holding inventories are the desire to avoid more frequent payment of the delivery charge, and to avoid costly stockouts. The disincentives to stock holding are that purchase and storage of goods involves the payment of carrying costs, and the sacrifice of interest available on an alternative asset. In discrete time, optimal policy is of a particularly simple form. The policy is to establish an upper stock point Sk and a lower stock point Sk. No order is placed until stocks fall to Sk or below, whereupon they are restored to their maximum of Sk. The optimality of such (S, s) inventory policies was established for the multiperiod model by Scarf [13] , and by Iglehart [10] for the infinite horizon model.
In the present paper, the retailers can place orders at any point in time. By extension from the discrete time optimal policies, it is assumed that each retailer continuously operates an (S, s) policy. In addition, it is assumed that demands are received in a well-defined order, so that inventories cannot fall from (Sk + 1) to (Sk -1) without passing through level Sk. In this case, retailer k orders the quantity (Sk -Sk) Qk the instant stocks reach the lower limit of Sk. The progress of inventories for a retailer applying this form of (S, s) rule is illustrated in Figure 1 .
The transition equations for inventories can now be given, describing the progress of inventories through time.
TRANSITION EQUATIONs:
For each retailer k, 1 -k -n, the variables rk and xt" depend on t -0 and xt according to the equations At this stage, the model contains n retailers operating independently. Some interdependence must be introduced before the model can be applied to macroeconomic issues. In particular, it cannot be assumed that sales of one retailer are independent of sales elsewhere, since this assumption rules out consideration of forces influencing the economy as a whole.
In practice, the level of any retailer's sales depends on many factors, some of which have a general influence. For instance, a short spending spree by consumers raises sales all round. Conversely, a temporary fall in aggregate demand tends to depress sales. On the other hand, if aggregate demand for a product is stable, the various suppliers are fighting for shares of a fixed market, so there is a negative correlation between their sales levels. To achieve the desired level of generality, the joint demand process generating future sales of the n retailers, ?(y), defined on y E Z+, the n-dimensional integral lattice, is left unrestricted.
With the introduction of the demand process, the description of the model is complete. Defnitions 2.3 summarize the components of the model. The term "(S, s) economy" is introduced to cover the class of models under consideration. To avoid trivialities, it is assumed that Sk > Sk + 1.
DEFINITIONS:
The (S, s) economy is defined by the number of retailers n; n pairs of integers (Sk, Sk) with Sk > Sk + 1, all 1 -k S n; and a demand process 4(y) defined on y E Z+. Consumer demands arise from independent draws from this density. The progress of inventories is described by Equations 2.2. If, however, inventories at the start of period t are in state (2, 2) and demand during the period is (1, 0), then retailer 1 is induced to place an order for 3 units of stock. Thus, with probability Pi stocks of (2, 2) in t are followed by stocks of (4, 2) in (t+ 1), as in Figure 2 .
In Figure 3 , similar logic has been applied to all states to complete the single period transition diagram. The remarkable feature of the diagram is the complete symmetry among states. Each state can be entered from precisely three other states, and in all cases one of the entering arrows is vertical (Pi), one horizontal (P2), and one diagonal (p3). The symmetry suggests that the stationary density assigns equal likelihood to each state, so that each is observed 1/9 of the time in the long run.
To confirm this assertion, consider the probability of some particular state, say (3, 3), in (t + 1) given that all states were equiprobable in period t. For (3, 3) to occur in (t + 1), the state in t must be (4, 3), (3, 4), or (4, 4). From (4, 3) demand of (1,0) is required; from (3,4) demand of (0, 1); from (4,4) demand of (1, 1). Overall, the probability of (3, 3) at the start of (t+ 1) is found by adding up the probabilities of these three separate events, yielding (Pu/9) + (P2/9) + (P3/9) = 9 as desired.
Similar reasoning applied to the other states shows the uniform probability density to be invariant under the transitions of the (S, s) economy. Thus the equation system ITA = 7r has 7r(xj) = , all 1 j j 9, as a solution. With any two of the probabilities PI, P2, and p3 strictly positive, this solution is unique, and defines long-run behavior.
The striking conclusion is that the stationary probability density over inventories does not depend on the correlation between demand levels at the two outlets. As long as at least two of PI, P2, and p3 are positive, the inventory levels of the two retailers are mutually independent. Thus, for instance, information on the level of inventories at retailer 1 provides no information on the inventory level of retailer 2, even if their sales are subject to common influences.
The result of the example extends to the general (S, s) economy, provided a certain regularity condition is satisfied. Before proving the main theorem, the regularity conditions must be considered, both in the example and in the general case.
Consider the two retailer economy of the example, with 4 (1, 1) = p3 = 1. In this case the equation system rA = ir has multiple solutions. The existence of multiple solutions results in an indeterminancy, with the long-run behavior of inventories being ill-defined.
The problem arises from the lack of communication among the states of the Markov chain. With p3 = 1 it is impossible, for instance, to arrive at (4, 2) having started at (4, 4). However, with 0 < p3 < 1, all states communicate with one another, so that there is only one probability density solving the equation system 7A= =T.
A second difficulty which arises when 4 (1, 1) = 1 is that if the economy is observed every third period, inventories are always in the same state. There is a cycle in the behavior of inventories, with period 3.
To avoid both difficulties, it is assumed that the (S, s) economy satisfies a regularity condition. The definition of regularity is standard in the theory of Markov chains: all states must communicate in an aperiodic fashion (e.g., Feller [8] ).
ASSUMPTION:
The transition matrix A is a regular transition matrix. To show that the right-hand side of (3) equals 1, it suffices that for the fixed vector xi and an arbitrarily given vector y -0 there is a unique choice of x' = xE X and a uniquely specified m = m E Z+, such that equation (2) is satisfied for all coordinates 1 -k -n. In this case, for any y -0, +(y) will appear once and only once on the right-hand side in equation (3), so that the terms sum to unity, as claimed.
Given y 0 and xi e X, define mP ?O0so that Sk + I > Xk + Yk -rmkQk > Sk for all 1 -k r, n. Define x so that Xk = Xjk + Yk -MkQk, so that x is in X by construction.
By construction this pair m and x satisfy equation (2) for all 1 s k S n.
It remains to show that m' and x are uniquely determined by xi E X, y : 0, and satisfaction of equations (2) for all 1 -k -n. Any distinct solution mh and x must involve ,k ? mk for some 1 S k S n. But in this case satisfaction of (2) requires x,k to be either strictly above Sk or strictly below (Sk + 1), contradicting the assumed membership of xc in X. This completes the proof.
Q.E.D.
Theorem 3.4 has two important implications for the long-run behavior of inventories in the (S, s) economy.
First, each retailer is equally likely to be observed with any of its possible stock levels. Second, in the long-run, the inventory levels of distinct retailers are mutually independent, regardless of the correlation in sales. In this sense, the (S, s) policies serve to insulate inventories from the interdependence in the demand process. It is this second aspect of 3.4 which permits the aggregate implications of (S, s) policies to be characterized.
THE VARIANCE OF AN INDIVIDUAL RETAILER'S ORDERS
The orders retailers place during a given period depend both on initial inventory levels, and on demand during the period. The form of this dependence is specified in the transition equations 2.2, which define the vector-valued function rt(xt, yt). To study the long-run properties of orders, the relevant probabilities must thus be assigned to pairs (xt, yt).
Applying Theorem 3.4, the probability that xt = xi c X is 1/C, all 1 j <C.
Note in addition that the subsequent vector of consumer demands y' = y E Z+ is independent of x'. Thus, pairs x = xe X and y'= y E Z' occur with relative frequency q(y)/ C in the long run. It is these weights which are applied to vectors of orders r'(x', yt) when studying long-run behavior.
In the next two sections, this general method is applied to analyze the variance of orders. The time superscript is suppressed when long-run behavior is being studied. In addition, the subscript k is suppressed throughout Section 4, in which a single retailer is being considered. Thus V(r) and V(R) denote the long-run variance of a single retailer's orders and of aggregate orders respectively.
In the simplest (S, s) economies, V(r) can be estimated without reference to inventories, as in Proposition 4.1.
PROPOSITION: If EQU1 +(y) = 1, then V(r) = E(y)[Q -E(y)]. PROOF: Under the assumption, rt is either Q or 0. In addition, since E(x) exists, Identity 2.1 shows that E(r) = E(y). Thus in the long-run, r' takes value Q a proportion E(y)/Q of the time, so that V(r) = E(r2) -[E(y)]2 = E(y)[Q -E(y)]
as claimed.
Unfortunately, this approach cannot be generalized to situations in which orders can take more than two values. The analysis of more realistic cases calls for explicit attention to the behavior of inventories. The results have been encouraging on both counts. The aggregate implications of (S, s) policies were assessed in a quite general model of the retail sector. In particular, it was shown that there is a close connection between economies of scale in transactions and the variability of aggregate orders. Thus the (S, s) theory is both workable, and broadly consistent with the facts.
The impact of (S, s) policies on the pattern of production and income depend on the interactions among manufacturers, distributors, and consumers. For instance, with constant returns to scale in production, the pattern of output will closely mirror that of orders, so that production will also be more variable than final sales. However, if manufacturers face steeply increasing marginal costs, as in the buffer stock model (Lovell [12] ), it is manufacturers' inventories rather than production that will be directly affected by the variability of orders.
A fuller analysis of these topics requires the explicit introduction of both consumers and manufacturers into the model. In such closed models, it may be possible to investigate government policies aimed at reducing order size, and thus damping fluctuations in production and employment. The approximation formula of Ehrhardt [6] suggests that one possible policy would be to raise interest rates. The possibility that interest rates might influence the variability of demand by changing the scale of orders is intriguing. To prove aperiodicity, consider an arbitrary xi c X. It suffices to identify a positive integer T such that it is possible to return from xi to itself in T periods, and also in (T+ 1) periods. This rules out periodicities, since consecutive integers are always relatively prime. Set T = (n + 1) C. To return from xi to itself in T periods, simply repeat C times each of the vectors y, (y+ek) for 1vk-n, and (y-ek) for n1+I-ksn. In this case cumulative demand over the T periods is some multiple of Qk, each 1 s k s n. The retailer thus places precisely this number of orders, returning inventories to their initial levels.
It remains to construct a sequence of (T+ 1) demand vectors in which cumulative demand is an integral multiple of Qk, all 1 s k s n, so that inventories return to their initial levels after ( T + 1) periods. Q.E.D.
