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1. Introduction
Recently several researchers have obtained various stochastic comparison results of multivariate random mappings, or,
in other words, of multivariate mixtures. See, for example, [4,3,5,1], as well as some results in Chapters 6, 7, and 9 in [18]
and in references therein.
The general setup for the kind of results that were obtained in the above references, and that wewill obtain in this paper,
is as follows. Let {Fθ , θ ∈ χ} be a family of n-dimensional distribution functions where the parameter space χ is a subset
of the real line R. For each θ ∈ χ , let X(θ) ≡ (X1(θ), X2(θ), . . . , Xn(θ)) denote a random vector with distribution function
Fθ . Next, letΘ be a random variable that takes on values in χ . Then X(Θ) ≡
(
X1(Θ), X2(Θ), . . . , Xn(Θ)
)
denotes a random
mapping whose distribution function is a mixture of distribution functions in {Fθ , θ ∈ χ}. Explicitly, if the distribution
function ofΘ is, say, H , then the distribution function G of X(Θ) is given by
G(x) =
∫
χ
Fθ (x)dH(θ), x ≡ (x1, x2, . . . , xn) ∈ Rn. (1.1)
The results in the literature that study stochastic properties of the random mapping X(Θ) are often of the following form.
LetΘ1 andΘ2 be two χ-valued random variables. If
Xj(θ) has some stochastic monotonicity and/or convexity properties, j = 1, 2, . . . , n, (1.2)
and if
Θ1≤stochastic order 1Θ2, (1.3)
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then
X(Θ1)≤stochastic order 2 X(Θ2), (1.4)
where the comparisons in (1.3) and (1.4) are with respect to some stochastic orders that vary from one result to another.
Also, the stochastic monotonicity and convexity conditions in (1.2) vary from one result to another.
In many of the results in the references above, the assumption of conditional independence is made. That is, it is assumed
that the conditional distribution of X(Θ), given thatΘ = θ , is of the form
Fθ (x) ≡ Fθ (x1, x2, . . . , xn) =
n∏
j=1
Fj,θ (xj), (1.5)
where Fj,θ is a univariate distribution function for each j ∈ {1, 2, . . . , n} and each θ ∈ χ .
The purpose of this paper is to obtain results in which the stochastic orders in (1.3) and (1.4) are the univariate and the
multivariate hazard rate, reversed hazard, and likelihood ratio stochastic orders (all are formally defined below).We, in fact,
streamline some partial results that have already appeared in the literature, and derive some new comparisons.
As a consequence of our results it is shown that various recent results in the literature can be easily obtained, and that
the underlying ideas of these results are just some properties of random mappings. Also, with the streamlined random
mapping results that we derive, one can sometimes spot and study ‘‘suspicious’’ (that is, perhaps incorrect) results in the
literature. Indeed one such instance is specified later in the paper: While applying our various results for the purpose of
simplifying the derivation of results in recent literature, we encountered a statement in the literature that we could not
obtain from our streamlined results. It turned out that that statement was incorrect — this is shown later in the paper
through a counterexample.
Some notation and some definitions that will be used in the sequel are now described. For vectors x = (x1, x2, . . . , xn) ∈
Rn and y = (y1, y2, . . . , yn) ∈ Rn, the notation x ≤ y means that xj ≤ yj, j = 1, 2, . . . , n, and the notation x > y means that
xj > yj, j = 1, 2, . . . , n. For real numbers x and y, we denote, respectively, by x∧y and x∨y theminimum and themaximum
of x and y. Also, for x, y ∈ Rn we denote x∧ y = (x1 ∧ y1, x2 ∧ y2, . . . , xn ∧ yn) and x∨ y = (x1 ∨ y1, x2 ∨ y2, . . . , xn ∨ yn).
Throughout this paper, ‘increasing’ and ‘decreasing’ mean ‘nondecreasing’ and ‘nonincreasing’, respectively.
Let Y1 and Y2 be two n-dimensional random vectors with distribution functions G1 and G2. We denote the corresponding
survival functions by G1 and G2 — these are defined by Gi(x) = P{Yi > x}, x ∈ Rn, i = 1, 2. When Y1 and Y2 are absolutely
continuous, we denote their density functions by g1 and g2.
If
G1(x)G2(y) ≤ G1(x ∧ y)G2(x ∨ y) for all x, y ∈ Rn,
then we say that Y1 is smaller than Y2 in the multivariate hazard rate order, and we denote it as Y1≤hr Y2. This order was
introduced in [7], andwas further studied in [18]. In the univariate case the above definition reduces as follows:We say that
the random variable Y1 is smaller than the random variable Y2 in the hazard rate order if
G1(x)G2(y) ≥ G1(y)G2(x) for all x ≤ y. (1.6)
The univariate order is studied, for example, in [17] and in [18].
If
G1(x)G2(y) ≤ G1(x ∧ y)G2(x ∨ y) for all x, y ∈ Rn,
then we say that Y1 is smaller than Y2 in the multivariate reversed hazard rate order, and we denote it as Y1≤rh Y2. This
order was introduced in [16]. In the univariate case the above definition reduces as follows:We say that the random variable
Y1 is smaller than the random variable Y2 in the reversed hazard rate order if
G1(x)G2(y) ≥ G1(y)G2(x) for all x ≤ y. (1.7)
This univariate order is studied, for example, in [17] and in [18].
It is worthwhile to point out and prove the following relationship (Proposition 1.1) between the multivariate orders≤hr
and ≤rh. This relationship will be used extensively in the sequel. Proposition 1.1 is a new result that generalizes, to the
multivariate case, Theorem 1.B.41 in [18].
Proposition 1.1. Let X = (X1, X2, . . . , Xn) and Y = (Y1, Y2, . . . , Yn) be two random vectors. For i = 1, 2, . . . , n, let φi be a
real decreasing function. Then
X ≤hr Y H⇒ (φ1(X1), φ2(X2), . . . , φn(Xn))≥rh(φ1(Y1), φ2(Y2), . . . , φn(Yn))
and
X ≤rh Y H⇒ (φ1(X1), φ2(X2), . . . , φn(Xn))≥hr(φ1(Y1), φ2(Y2), . . . , φn(Yn)).
Proof. For the sake of simplicity we give the proof for the case in which, for i = 1, 2, . . . , n, the random variables Xi and Yi
are continuous, and the function φi is strictly decreasing on the intersection of the interval supports of Xi and Yi. Let F and F
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denote the distribution and the survival functions of X , and let G and G denote the distribution and the survival functions of
Y . We will prove only the first implication above — the other implication is proven similarly. So suppose that X ≤hr Y . The
distribution functions H of (φ1(X1), φ2(X2), . . . , φn(Xn)) and K of (φ1(Y1), φ2(Y2), . . . , φn(Yn)) can be written as
H(x1, x2, . . . , xn) = F(φ−11 (x1), φ−12 (x2), . . . , φ−1n (xn)), (x1, x2, . . . , xn) ∈ Rn,
and
K(x1, x2, . . . , xn) = G(φ−11 (x1), φ−12 (x2), . . . , φ−1n (xn)), (x1, x2, . . . , xn) ∈ Rn.
Now
H(x1, x2, . . . , xn)K(y1, y2, . . . , yn) = F(φ−11 (x1), φ−12 (x2), . . . , φ−1n (xn))G(φ−11 (y1), φ−12 (y2), . . . , φ−1n (yn))
≤ F(φ−11 (x1) ∧ φ−11 (y1), φ−12 (x2) ∧ φ−12 (y2), . . . , φ−1n (xn) ∧ φ−1n (yn))
×G(φ−11 (x1) ∨ φ−11 (y1), φ−12 (x2) ∨ φ−12 (y2), . . . , φ−1n (xn) ∨ φ−1n (yn))
= H(x1 ∨ y1, x2 ∨ y2, . . . , xn ∨ yn)K(x1 ∧ y1, x2 ∧ y2, . . . , xn ∧ yn),
where the inequality is obtained from X ≤hr Y , and the last equality from the decreasingness of the φis. 
In particular, let Y1 and Y2 be any two n-dimensional random vectors. Then
Y1≤hr Y2 ⇐⇒ (−Y1)≥rh(−Y2). (1.8)
Finally, when Y1 and Y2 are absolutely continuous, if
g1(x)g2(y) ≤ g1(x ∧ y)g2(x ∨ y) for all x, y ∈ Rn,
then we say that Y1 is smaller than Y2 in the multivariate likelihood ratio order, and we denote it as Y1≤lr Y2. This order
was introduced in [11] and in [23], and was further studied in [18]. In the univariate case the above definition reduces as
follows: We say that the random variable Y1 is smaller than the random variable Y2 in the likelihood ratio order if
g1(x)g2(y) ≥ g1(y)g2(x) for all x ≤ y. (1.9)
The univariate order is studied, for example, in [17] and in [18].
Again, it is worthwhile to point out and prove the following property (Proposition 1.2) of the multivariate order≤lr, as it
will be used in the sequel. Proposition 1.2 is a new result that generalizes, to the multivariate case, a part of Theorem 1.C.8
in [18].
Proposition 1.2. Let X = (X1, X2, . . . , Xn) and Y = (Y1, Y2, . . . , Yn) be two absolutely continuous random vectors. For
i = 1, 2, . . . , n, let φi be a real decreasing function. Then
X ≤lr Y H⇒ (φ1(X1), φ2(X2), . . . , φn(Xn))≥lr(φ1(Y1), φ2(Y2), . . . , φn(Yn)).
Proof. For the sake of simplicity we only prove the result for the case in which φi is strictly decreasing and differentiable,
i = 1, 2, . . . , n. Let f and g denote the density functions of X and Y , respectively. The density functions h of (φ1(X1),
φ2(X2), . . . , φn(Xn)) and k of (φ1(Y1), φ2(Y2), . . . , φn(Yn)) can be written as
h(x1, x2, . . . , xn) =
(
n∏
i=1
(φ−1i )
′(xi)
)
f (φ−11 (x1), φ
−1
2 (x2), . . . , φ
−1
n (xn)), (x1, x2, . . . , xn) ∈ Rn,
and
k(x1, x2, . . . , xn) =
(
n∏
i=1
(φ−1i )
′(xi)
)
g(φ−11 (x1), φ
−1
2 (x2), . . . , φ
−1
n (xn)), (x1, x2, . . . , xn) ∈ Rn.
Now
h(x1, x2, . . . , xn)k(y1, y2, . . . , yn) =
(
n∏
i=1
(φ−1i )
′(xi)
)
f (φ−11 (x1), φ
−1
2 (x2), . . . , φ
−1
n (xn))
×
(
n∏
i=1
(φ−1i )
′(yi)
)
g(φ−11 (y1), φ
−1
2 (y2), . . . , φ
−1
n (yn))
≤
(
n∏
i=1
(φ−1i )
′(xi ∧ yi)
)
f (φ−11 (x1) ∧ φ−11 (y1), φ−12 (x2) ∧ φ−12 (y2), . . . ,
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φ−1n (xn) ∧ φ−1n (yn))
(
n∏
i=1
(φ−1i )
′(xi ∨ yi)
)
g(φ−11 (x1) ∨ φ−11 (y1),
φ−12 (x2) ∨ φ−12 (y2), . . . , φ−1n (xn) ∨ φ−1n (yn))
= h(x1 ∨ y1, x2 ∨ y2, . . . , xn ∨ yn)k(x1 ∧ y1, x2 ∧ y2, . . . , xn ∧ yn),
where the inequality is obtained from X ≤lr Y and from the fact that (φ−1i )′(xi)(φ−1i )′(yi) = (φ−1i )′(xi ∧ yi)(φ−1i )′(xi ∨ yi),
i = 1, 2, . . . , n, and the last equality from the decreasingness of the φis. 
In particular, let Y1 and Y2 be any two absolutely continuous n-dimensional random vectors. Then
Y1≤lr Y2 ⇐⇒ (−Y1)≥lr(−Y2). (1.10)
2. Main results
In this section we consider the random mapping X(Θ), as described in (1.1), with the conditional independence
assumption (1.5). That is, in this section the distribution function G of X(Θ) ≡ (X1(Θ), X2(Θ), . . . , Xn(Θ)) is given by
G(x) =
∫
χ
n∏
j=1
Fj,θ (xj)dH(θ), x ≡ (x1, x2, . . . , xn) ∈ Rn, (2.1)
where χ is a subset of R, H is a distribution function with support χ , and Fj,θ is a univariate distribution function for each
j ∈ {1, 2, . . . , n} and each θ ∈ χ . Note that Fj,θ here is the univariate distribution function ofXj(θ); that is, it is the conditional
distribution function of Xj(Θ) given thatΘ = θ .
In the results belowwewill be comparing the random vectors X(Θ1) and X(Θ2)whereΘ1 andΘ2 are χ-valued random
variables with corresponding distribution functions H1 and H2. That is, the distribution function of X(Θi) is given by
Gi(x) =
∫
χ
n∏
j=1
Fj,θ (xj)dHi(θ), x ≡ (x1, x2, . . . , xn) ∈ Rn, i = 1, 2. (2.2)
The first result that we give here is actually Theorem 4.3 in [7], which is also reported as Theorem 6.D.6 in [18].
Theorem 2.1. Let X(Θ1) and X(Θ2) have the distribution functions given in (2.2). Suppose that for each j ∈ {1, 2, . . . , n}, the
univariate supports corresponding to all the Fj,θ , θ ∈ χ , are identical, Yj, say. If
Xj(θ) is stochastically increasing in θ with respect to ≤hr, j = 1, 2, . . . , n,
and if
Θ1≤hrΘ2,
then
X(Θ1)≤hr X(Θ2).
Note that the result in Theorem 2.1 is of the form (1.2)–(1.4) where the univariate order ≤hr is used in (1.3), and the
multivariate order≤hr is used in (1.4).
Using (1.8) we can obtain the following result.
Theorem 2.2. Let X(Θ1) and X(Θ2) have the distribution functions given in (2.2). Suppose that for each j ∈ {1, 2, . . . , n}, the
univariate supports corresponding to all the Fj,θ , θ ∈ χ , are identical, Yj, say. If
Xj(θ) is stochastically decreasing in θ with respect to ≤rh, j = 1, 2, . . . , n, (2.3)
and if
Θ1≤hrΘ2,
then
X(Θ1)≥rh X(Θ2).
Proof. Denote Z(Θi) = −X(Θi), i = 1, 2, and note that then Zj(θ) = −Xj(θ) for j = 1, 2, . . . , n and θ ∈ χ . By (1.8) the
condition in (2.3) means that
Zj(θ) is stochastically increasing in θ with respect to ≤hr .
Thus, from Theorem 2.1 we get that Z(Θ1)≤hr Z(Θ2). But, by (1.8) again, the latter inequality is the same as X(Θ1)≥rh
X(Θ2). 
Again, note that the result in Theorem 2.2 is of the form (1.2)–(1.4) where the univariate order ≤hr is used in (1.3), and
the multivariate order≤rh is used in (1.4).
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The following two lemmas will be used below to obtain further results. The crucial device below is Lemma 2.4. It is a
variation of Theorem 2.1 of [9]. Related results can be found in [20] and in [19]. We could not find in the literature the
particular variation that we need for one of our main results, so we state it as Lemma 2.4 below, and we give the full details
of its proof.
Lemma 2.3. Let g1 : R → R and g2 : R → R be two differentiable functions with derivatives g ′1 and g ′2, and let F1 and F2 be
two distribution functions with respective density functions f1 and f2, and respective survival functions F 1 and F 2. Suppose that∫
R
gk(s)dFi(s) exists and is finite, k = 1, 2, i = 1, 2.
Then ∣∣∣∣∣∣∣
∫
g1(t)f1(t)dt
∫
g2(t)f1(t)dt∫
g1(t)f2(t)dt
∫
g2(t)f2(t)dt
∣∣∣∣∣∣∣ =
∫∫
s<t
∣∣∣∣g ′1(s) g1(t)g ′2(s) g2(t)
∣∣∣∣ ∣∣∣∣f1(t) F1(s)f2(t) F2(s)
∣∣∣∣ dsdt. (2.4)
Proof. In the proof of Theorem 2.1 of [9] it is shown (it is also easy to see directly) that the LHS of (2.4) is equal to∣∣∣∣∣∣∣
∫
g1(t)f1(t)dt
∫
g2(t)f1(t)dt∫
g1(t)f2(t)dt
∫
g2(t)f2(t)dt
∣∣∣∣∣∣∣ =
∫∫
s<t
∣∣∣∣g1(s) g1(t)g2(s) g2(t)
∣∣∣∣ ∣∣∣∣f1(s) f1(t)f2(s) f2(t)
∣∣∣∣ dsdt. (2.5)
When the determinants in the RHS of (2.5) are expanded one gets a sum of four terms. When each term is integrated by
parts with respect to s (over (−∞, t)), where Fi is used as the integral of fi, two terms arise. For example,
g2(t)f2(t)
∫ t
−∞
g1(s)f1(s)ds = g2(t)f2(t)
[
[g1(s)F1(s)] |t−∞−
∫ t
−∞
g ′1(s)F1(s)ds
]
= g2(t)f2(t)g1(t)F1(t)− g2(t)f2(t)
∫ t
−∞
g ′1(s)F1(s)ds.
When one adds the first four terms, they cancel each other. The addition and integration of the last four terms gives
−
∫∫
s<t
g ′1(s)g2(t)f2(t)F1(s)dsdt −
∫∫
s<t
g ′2(s)g1(t)f1(t)F2(s)dsdt +
∫∫
s<t
g ′1(s)g2(t)f1(t)F2(s)dsdt
+
∫∫
s<t
g ′2(s)g1(t)f2(t)F1(s)dsdt =
∫∫
s<t
[g ′1(s)g2(t)− g ′2(s)g1(t)][f1(t)F2(s)− f2(t)F1(s)]dsdt
which is equal to the RHS of (2.4). 
Recall that a nonnegative function h(x, y) is said to be totally positive of order 2 (TP2) if h(x, y)h(x′, y′) ≥ h(x′, y)h(x, y′)
whenever these four expressions are well defined, and x ≤ x′ and y ≤ y′ — see [10]. Similarly, a nonnegative function h(x, y)
is said to be reverse regular of order 2 (RR2) if h(x, y)h(x′, y′) ≤ h(x′, y)h(x, y′) whenever these four expressions are well
defined, and x ≤ x′ and y ≤ y′ — again, see [10].
Lemma 2.4. In the setup of Lemma 2.3, suppose that
(i) Fi(s) is TP2 in (i, s) ∈ {1, 2} × R,
(ii) gk(s) is RR2 in (k, s) ∈ {1, 2} × R,
(iii) gk(s) is decreasing in s ∈ R, for k = 1, 2.
then
∫
gk(s)fi(s)ds is RR2 in (i, k) ∈ {1, 2} × {1, 2}.
Proof. If Fi(s) is TP2 then
F2(t + a)F1(t) ≥ F2(t)F1(t + a) for all t ∈ R and a ≥ 0,
and hence,(
F2(t + a)− F2(t)
)
F1(t) ≥
(
F1(t + a)− F1(t)
)
F2(t) for all t ∈ R and a ≥ 0.
It follows that
f2(t)F1(t) ≥ f1(t)F2(t) for all t ∈ R. (2.6)
Furthermore, if Fi(s) is TP2 we also have
F2(t)F1(s) ≥ F1(t)F2(s) for all s ≤ t. (2.7)
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Multiplying (2.6) and (2.7) we see that
f2(t)F1(s) ≥ f1(t)F2(s) for all s ≤ t,
and it follows that the second determinant in the RHS of (2.4) is nonpositive. Next, since gk(s) is RR2 we have that
−g2(s+ a)g1(s) ≥ −g2(s)g1(s+ a) for all s ∈ R and a ≥ 0,
and (using an argument as in the derivation of (2.6)) we obtain that
− g ′2(s)g1(s) ≥ −g ′1(s)g2(s) for all s ∈ R. (2.8)
Furthermore, since gk(s) is RR2 we also have
g1(t)g2(s) ≥ g1(s)g2(t) for all s ≤ t. (2.9)
Multiplying (2.8) and (2.9) we see that
g ′2(s)g1(t) ≤ g ′1(s)g2(t) for all s ≤ t.
It follows that the first determinant in the RHS of (2.4) is nonnegative. So the whole expression in (2.4) is nonpositive, and
this yields the stated result. 
Now we are ready to prove the next result.
Theorem 2.5. Let X(Θ1) and X(Θ2) have the distribution functions given in (2.2). Suppose that for each j ∈ {1, 2, . . . , n}, the
univariate supports corresponding to all the Fj,θ , θ ∈ χ , are identical, Yj, say. If
Xj(θ) is stochastically decreasing in θ with respect to ≤hr, j = 1, 2, . . . , n, (2.10)
and if
Θ1≤rhΘ2, (2.11)
then
X(Θ1)≥hr X(Θ2).
Proof. Let Gi denote the survival function of X(Θi), i = 1, 2, and let F j,θ be the survival function that corresponds to
the distribution function Fj,θ in (2.2), j ∈ {1, 2, . . . , n}. Assumption (2.10) means that F j,θ (xj) is RR2 in (θ, xj) for every
j ∈ {1, 2, . . . , n}. Since the univariate order≤hr implies the univariate ordinary stochastic order≤st (see [18]), it also follows
from (2.10) that F j,θ (xj) is decreasing in θ for every xj and every j ∈ {1, 2, . . . , n}. The assumption (2.11) means that Hi(θ)
is TP2 in (i, θ). Therefore, from Lemma 2.4 it is seen that for every fixed l ∈ {1, 2, . . . , n}we have that
Gi(x1, x2, . . . , xn) =
∫
χ
F l,θ (xl)
n∏
j=1
j6=l
F j,θ (xj)dHi(θ) (2.12)
is RR2 in (i, xl). That is,
G2(x1, x2, . . . , xn)
G1(x1, x2, . . . , xn)
is decreasing in xj, j = 1, 2, . . . , n. (2.13)
Using the fact that F j,θ (xj) is RR2 in (θ, xj) for every j ∈ {1, 2, . . . , n}, it follows from Lemma 1.1 in page 99 of [10] that
Gi in (2.12) is TP2 in each pair of its variables when the other variables are held fixed, i = 1, 2. Since the support of Gi is a
lattice, it follows that Gi is MTP2, i = 1, 2; that is, Gi(x)Gi(y) ≤ Gi(x ∨ y)Gi(x ∧ y) for all x, y ∈ Rn — see, for example, [2].
Also, from the assumption that for j ∈ {1, 2, . . . , n}, all the Fj,θ , θ ∈ χ , have a corresponding univariate common support
Yj, it follows that G1 and G2 have a common support (which, as was mentioned above, is a lattice).
Recall from (2.2) that the random vectors with the survival functions G1 and G2 are X(Θ1) and X(Θ2). Using the multi-
variate weak hazard rate order≤whr, defined in [7], the meaning of (2.13) is
X(Θ1)≥whr X(Θ2).
Taking into account the observation above that G1 and G2 are MTP2 with a common support which is a lattice, it follows
from Theorem 2.1 of [7] that X(Θ1)≥hr X(Θ2). 
As wementioned after Theorems 2.1 and 2.2, we note here that the result in Theorem 2.5 is of the form (1.2)–(1.4) where
the univariate order≤rh is used in (1.3), and the multivariate order≤hr is used in (1.4).
From (1.8) and Theorem 2.5 the following result follows.
Theorem 2.6. Let X(Θ1) and X(Θ2) have the distribution functions given in (2.2). Suppose that for each j ∈ {1, 2, . . . , n}, the
univariate supports corresponding to all the Fj,θ , θ ∈ χ , are identical, Yj, say. If
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Xj(θ) is stochastically increasing in θ with respect to ≤rh, j = 1, 2, . . . , n,
and if
Θ1≤rhΘ2,
then
X(Θ1)≤rh X(Θ2).
The proof of Theorem 2.6 is similar to the proof of Theorem 2.2, and is therefore omitted.
Again, note that the result in Theorem 2.6 is of the form (1.2)–(1.4) where the univariate order ≤rh is used in (1.3), and
the multivariate order≤rh is used in (1.4). It is worthwhile to point out that Theorem 2.6 is a multivariate generalization of
the univariate result that is given in Theorem 1.B.52 of [18].
Proceeding now to the multivariate likelihood ratio order, we assume that Fj,θ in (2.2) is absolutely continuous with the
density function fj,θ for each j ∈ {1, 2, . . . , n} and θ ∈ χ . So G1 and G2 are both absolutely continuouswith density functions
given by
gi(x) =
∫
χ
n∏
j=1
fj,θ (xj)dHi(θ), x ≡ (x1, x2, . . . , xn) ∈ Rn, i = 1, 2. (2.14)
The following result is not too hard to prove, or alternatively, it can be obtained from Theorem 3.8 of [1].
Theorem 2.7. Let X(Θ1) and X(Θ2) have the density functions given in (2.14). Suppose that for each j ∈ {1, 2, . . . , n}, the
univariate supports corresponding to all the Fj,θ , θ ∈ χ , are identical, Yj, say. If
Xj(θ) is stochastically increasing in θ with respect to ≤lr, j = 1, 2, . . . , n,
and if
Θ1≤lrΘ2,
then
X(Θ1)≤lr X(Θ2).
Note that the result in Theorem 2.7 is of the form (1.2)–(1.4) where the univariate order ≤lr is used in (1.3), and the
multivariate order≤lr is used in (1.4).
Using (1.10) we can obtain the following result.
Theorem 2.8. Let X(Θ1) and X(Θ2) have the density functions given in (2.14). Suppose that for each j ∈ {1, 2, . . . , n}, the
univariate supports corresponding to all the Fj,θ , θ ∈ χ , are identical, Yj, say. If
Xj(θ) is stochastically decreasing in θ with respect to ≤lr, j = 1, 2, . . . , n,
and if
Θ1≤lrΘ2,
then
X(Θ1)≥lr X(Θ2).
The proof of Theorem 2.8 is similar to the proof of Theorem 2.2, except that (1.10) is used rather than (1.8). We omit the
details.
3. Some applications
In this section we describe some illustrative applications of the closure results of Section 2.
Mixtures of the type (1.1), or the more specialized model described in (2.1), arise naturally in various areas of applied
probability and engineering. For example, [3,5,1] pointed out an application in risk management, where X1(Θ), X2(Θ), . . . ,
Xn(Θ) are the defaults of an insurance firm, andΘ corresponds to various randommacroeconomic factors. In reliability the-
ory X1(Θ), X2(Θ), . . . , Xn(Θ) can be the lifetimes of n components, where Θ denotes the random environment in which
these components function. Some examples of such applications are detailed below.
3.1. Frailty models and accelerated life testing procedures
In this subsection we interpret the Θ in (1.5) as a random environment, in the field or in the lab, in which reliability
components are functioning. For every possible value θ ofΘ , and for every component j ∈ {1, 2, . . . , n}, there corresponds
a distribution function Fj,θ which is the distribution function of the lifetime of component j given that the value of the
environment is θ . Thus, in this section we use the terminology of reliability theory. The purpose of this section is to note
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how the results in Section 2 yield simple transparent proofs for some results in the literature and, in fact, the results in
Section 2 can sometimes easily generalize recent known results.
Let us first consider the casewhen n = 1 in (2.2) or in (2.14). That is, there are two random environments,Θ1 andΘ2, and
two corresponding random variables, X(Θ1) and X(Θ2). In the interpretation of reliability theory, these random variables
are the unconditional lifetimes of a certain component in these two random environments. Assuming absolute continuity,
as in (2.14), we see that the density function gi of X(Θi) is given by
gi(x) =
∫
χ
fθ (x)dHi(θ), x ∈ R, i = 1, 2, (3.1)
where fθ is the conditional density function of the component lifetime given the environmental value θ , and Hi is the
distribution function of Θi, i = 1, 2. In this setup we may consider the conditional hazard rate function of the component
lifetime, given the environmental value θ , defined by
λ(x|θ) = fθ (x)/F θ (x), x ≥ 0,
where F θ is the conditional survival function of the component lifetime given the environmental value θ . In the reliability
theory literature (see, for example, [6] and references therein), Θ1 and Θ2 are called frailties of the reliability component.
The following result has been obtained in [6]; we list it here in order to illustrate how it can be proven easily using a result
from Section 2, and later, in Remark 3.2 we show how it can further be easily strengthened.
Corollary 3.1. Let X(Θ1) and X(Θ2) have the density functions given in (3.1). If
λ(x|θ) is increasing in θ, (3.2)
and if
Θ1≤lrΘ2, (3.3)
then
X(Θ1)≥hr X(Θ2).
Proof. Note that (3.2) means that
X(θ) is stochastically decreasing in θ with respect to ≤hr .
Also, recall that the order≤lr is stronger than the order≤rh, and hence (3.3) implies thatΘ1≤rhΘ2. Thus the result follows
from Theorem 2.5. 
Remark 3.2. From the proof above we see that Theorem 3.1 of [6], given in Corollary 3.1 above, can be strengthened by
replacing the assumption (3.3) by the weaker assumption that Θ1≤rhΘ2. Also, Corollary 3.1 gives a simple proof of that
result of [6], and as a consequence, clearly delineates its underlying idea. 
Another result of [6] that can be shown to be a corollary of one of our main results (this time the result is a corollary
of Theorem 2.1) is given next. Note that the following corollary only proves the parenthetical part of Theorem 3.4 of [6];
regarding the non-parenthetical part of that result of [6], see Remark 3.4 below.
Corollary 3.3. Let X(Θ1) and X(Θ2) have the density functions given in (3.1). If
λ(x|θ) is decreasing in θ, (3.4)
and if
Θ1≤hrΘ2,
then
X(Θ1)≤hr X(Θ2).
Proof. Here we note that (3.4) means that X(θ) is stochastically increasing in θ with respect to ≤hr. The stated result thus
follows from Theorem 2.1. 
Remark 3.4. [6] claimed, in the non-parenthetical part of their Theorem3.4, that in the setup of Corollary 3.3 above, ifλ(x|θ)
is increasing in θ , and ifΘ1≤hrΘ2, then X(Θ1)≥hr X(Θ2). However, this result happened to be incorrect. In order to see it,
letΘ1 andΘ2 have the respective density functions given by
h1(θ) =
(
1√
θ
+ 1
)
exp
{
−2√θ − θ
}
, θ > 0, and
h2(θ) =
(
1√
θ
+ 1
2
)
exp
{
−2√θ − θ
2
}
, θ > 0.
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Fig. 1. The ratio G2(x)/G1(x) in Remark 3.4.
It is easy to see thatΘ1≤hrΘ2. Next, for θ > 0 let
F θ (x) = exp{−θx}, x > 0.
Then for every x > 0 we have that λ(x|θ) = θ , and this is increasing in θ > 0. Now let X(Θ1) and X(Θ2) have the respective
survival functions given by
G1(x) =
∫ ∞
0
exp
{−θx}( 1√
θ
+ 1
)
exp
{
−2√θ − θ
}
dθ, x > 0, and
G2(x) =
∫ ∞
0
exp
{−θx}( 1√
θ
+ 1
2
)
exp
{
−2√θ − θ
2
}
dθ, x > 0.
Using Mathematica, we prepared a graph of the ratio G2(x)/G1(x), x > 0, which is given in Fig. 1. We also evaluated this
ratio at different values of x to show that this ratio is not decreasing. For example,
G2(1)/G1(1) = 0.966092,
G2(5)/G1(5) = 0.952538, and
G2(30)/G1(30) = 0.965223.
This shows that X(Θ1) 6≥hr X(Θ2). 
Still another result of [6] that can be shown to be a corollary of our main results (this time the result is a corollary of
Theorems 2.7 and 2.8) is given next.
Corollary 3.5. Let X(Θ1) and X(Θ2) have the density functions given in (3.1). If
fθ (x) is TP2[RR2] in (x, θ), (3.5)
and if
Θ1≤lrΘ2,
then
X(Θ1)≤lr[≥lr] X(Θ2).
Proof. Here we note that (3.5) means that X(θ) is stochastically increasing [decreasing] in θ with respect to≤lr. The stated
result thus follows from Theorem 2.7 [Theorem 2.8]. 
3.2. Risk management and multivariate frailty models
Let us consider a specialization of Fj,θ in (2.2) which encompasses various models in risk management studies and in
reliability theory. Specifically, for each θ ∈ χ and j ∈ {1, 2, . . . , n}, let Fj,θ (x) in (2.2) (that is, the distribution function of
Xj(θ)) be of the form
Fj,θ (x) = r(θ; Fj(x)) (3.6)
where Fj is some distribution function, and r(θ; ·) is a function that maps [0, 1] to [0, 1] in a strictly increasing manner.
Such functions (when θ is fixed) are called distortion functions in risk management studies — they are used for the purpose
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of giving more (or less) loss weight to selected risks, as an application requires. The underlying idea is called the distortion
pricing principle; see, for example, [21,22,8].
With the model (3.6) we see from (2.2) that the distribution function of X(Θi) is given by
Gi(x1, x2, . . . , xn) =
∫
χ
n∏
j=1
r(θ; Fj(xj))dHi(θ), (x1, x2, . . . , xn) ∈ Rn, i = 1, 2. (3.7)
Sometimes we find it more convenient to apply the distortion principle to survival functions. That is, this time let F j,θ (x)
in (2.12) (that is, the survival function of Xj(θ)) be of the form
F j,θ (x) = s(θ; F j(x)) (3.8)
where F j is some survival function, and s(θ; ·) is a function that maps [0, 1] to [0, 1] in a strictly increasing manner. With
the model (3.8) we see from (2.12) that the survival function of X(Θi) is given by
Gi(x1, x2, . . . , xn) =
∫
χ
n∏
j=1
s(θ; F j(xj))dHi(θ), (x1, x2, . . . , xn) ∈ Rn, i = 1, 2. (3.9)
Note that, apart from different representations, the models (3.6) and (3.8) are actually equivalent as we can see from the
relationship
r(θ; u) = 1− s(θ; 1− u), u ∈ [0, 1]. (3.10)
We now describe some consequences of the main results in Section 2 to the models given in (3.6)–(3.9).
Proposition 3.6. Let X(Θ1) and X(Θ2) have the survival functions given in (3.9) where s(θ; ·) is a function that maps [0, 1] to
[0, 1] in a strictly increasing manner. If s(θ; u) is TP2 in (θ, u) ∈ χ × [0, 1], and if
Θ1≤rhΘ2
then
X(Θ1)≥hr X(Θ2).
Proof. Fix a j ∈ {1, 2, . . . , n}. The survival function of Xj(θ) is s(θ; F j(·)). For θ ≤ θ ′ and x ≤ ywe have
s(θ; F j(x))s(θ ′; F j(y))− s(θ; F j(y))s(θ ′; F j(x)) ≤ 0,
where the inequality follows from the assumption that s(θ; u) is TP2 in (θ, u) ∈ χ×[0, 1]. Thus we see from (1.6) that Xj(θ)
is stochastically decreasing in θ with respect to≤hr. The stated result now follows from Theorem 2.5. 
It is worthwhile to note that Proposition 3.6 generalizes one of the main results (that is, Theorem 2.2) of [16], who
considered a multivariate frailty model described below. Misra et al. [16] studied a system of n components that functions
in a random environment, and they considered two such random environments which we denote by Θ1 and Θ2, with
corresponding vectors of component lifetimes X(Θ1) and X(Θ2). Here assume that Θ1 and Θ2 take on values in (0,∞),
and denote their distribution functions by H1 and H2. Given that the value of the environment is θ > 0, Misra et al. [16]
assumed that the conditional survival function of the lifetime of component j is F
θ
j , where F j is some fixed univariate survival
function, j = 1, 2, . . . , n. In themodel of [16] it is also assumed that then component lifetimes are conditionally independent
given the value θ of the environment. Thus, the conditional survival function of X(Θi) givenΘi = θ , is given by(
n∏
j=1
F j(xj)
)θ
, (x1, x2, . . . , xn) ∈ Rn,
and the unconditional survival function of X(Θi) is given by (see (2.12) with χ = (0,∞))
Gi(x1, x2, . . . , xn) =
∫ ∞
0
(
n∏
j=1
F j(xj)
)θ
dHi(θ), (x1, x2, . . . , xn) ∈ Rn, i = 1, 2. (3.11)
Amodel that is similar to (3.11) was studied in [7] in a context in whichΘ1 andΘ2 are two random acceleration procedures
in life testing.
Theorem 2.2 of [16], given as Corollary 3.7 below, can now be obtained from Proposition 3.6 with the choice s(θ; u) = uθ
(note that this s is TP2 in (θ, u) ∈ [0,∞)× [0, 1]). We list it here in order to illustrate how it can be proven easily from one
of our main results, and in order to show its simple proof compared to the original somewhat unintuitive and lengthy proof.
Corollary 3.7. Let X(Θ1) and X(Θ2) have the survival functions given in (3.11). If
Θ1≤rhΘ2
then
X(Θ1)≥hr X(Θ2).
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Another consequence of a result in Section 2 is given next.
Proposition 3.8. Let X(Θ1) and X(Θ2) have the distribution functions given in (3.7)where r(θ; ·) is a function that maps [0, 1]
to [0, 1] in a strictly increasing manner. If r(θ; u) is RR2 in (θ, u) ∈ χ × [0, 1], and if
Θ1≤hrΘ2
then
X(Θ1)≥rh X(Θ2).
Proof. Fix a j ∈ {1, 2, . . . , n}. The distribution function of Xj(θ) is r(θ; Fj(·)). For θ ≤ θ ′ and x ≤ ywe have
r(θ; Fj(x))r(θ ′; Fj(y))− r(θ; Fj(y))r(θ ′; Fj(x)) ≤ 0,
where the inequality follows from the assumption that r(θ; u) is RR2 in (θ, u) ∈ χ × [0, 1]. Thus we see from (1.7) that
Xj(θ) is stochastically decreasing in θ with respect to≤rh. The stated result now follows from Theorem 2.2. 
We next note, through the following Corollary 3.9, that Proposition 3.8 is a result that is stronger than Theorem 2.3 of
[16]. Again, it is instructive to compare the present proof with the original somewhat unintuitive proof.
Corollary 3.9. Let X(Θ1) and X(Θ2) have the survival functions given in (3.11). If
Θ1≤hrΘ2
then
X(Θ1)≥rh X(Θ2).
Proof. Note that (3.11) is a special case of (3.9) with s(θ; u) = uθ . From (3.10) we see that the distribution functions of
X(Θ1) and X(Θ2) are given by (3.7) with r(θ; u) = 1 − (1 − u)θ . Using the fact that 1−aθ
′
1−aθ is increasing in a ∈ (0, 1)
whenever θ ≤ θ ′ [this is Lemma 2.1(i) of [16]], it is seen that the above r(θ; u) is RR2 in (θ, u) ∈ [0,∞)× [0, 1]. The stated
result thus follows from Proposition 3.8. 
Next, assume that for j = 1, 2, . . . , n, the survival function F j in (3.8) corresponds to an absolutely continuous distribution
function with density function fj. Also, suppose that ∂s(θ;u)∂u exists, and denote
s1(θ; v) ≡
[
∂s(θ; u)
∂u
]
u=v
.
Then the density function of X(Θi) is given by
gi(x1, x2, . . . , xn) =
∫
χ
n∏
j=1
fj(xj)s1(θ; F j(xj))dHi(θ), (x1, x2, . . . , xn) ∈ Rn, i = 1, 2. (3.12)
Still another consequence of a result in Section 2 is the following.
Proposition 3.10. Let X(Θ1) and X(Θ2) have the density functions given in (3.12) where s(θ; ·) is a function that maps [0, 1]
to [0, 1] in a strictly increasing manner. If s1(θ; v) is TP2 in (θ, v) ∈ χ × [0, 1], and if
Θ1≤lrΘ2
then
X(Θ1)≥lr X(Θ2).
Proof. Fix a j ∈ {1, 2, . . . , n}. The density function of Xj(θ) is given by
fj,θ (x) = fj(x)s1(θ; F j(x)), x ∈ R.
So, for θ ′ ≥ θ and y ≥ xwe have
fj,θ (x)fj,θ ′(y)− fj,θ (y)fj,θ ′(x) = f 2j (x)f 2j (y)
[
s1(θ; F j(x))s1(θ ′; F j(y))− s1(θ; F j(y))s1(θ ′; F j(x))
] ≤ 0,
where the inequality follows from the assumption that s1(θ; v) is TP2 in (θ, v) ∈ χ × [0, 1]. That is, from (1.9) we see that
Xj(θ) is stochastically decreasing in θ with respect to≤lr. The stated result now follows from Theorem 2.8. 
We note that a result that is analogous to Proposition 3.10, but that puts conditions on the function r in (3.6) (rather than
on s of (3.8)), can also be stated and proven. We omit the details.
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We now observe, through the following Corollary 3.11, that Proposition 3.10 is a result that is stronger than Theorem 2.1
of [16]. For this we write the density function that corresponds to (3.11) as
gi(x1, x2, . . . , xn) =
∫ ∞
0
θn
(
n∏
j=1
fj(xj)F
θ−1
j (xj)
)
dHi(θ), (x1, x2, . . . , xn) ∈ Rn, i = 1, 2. (3.13)
Note that (3.13) is a special case of (3.12)with s(θ; u) = uθ . It is easy to see that here s1(θ; v) is TP2 in (θ, v) ∈ [0,∞)×[0, 1],
and thus, from Proposition 3.10 we obtain the following result of [16]. Again, it is instructive to compare the present proof
with the original somewhat unintuitive proof.
Corollary 3.11. Let X(Θ1) and X(Θ2) have the density functions given in (3.13). If
Θ1≤lrΘ2
then
X(Θ1)≥lr X(Θ2).
It is worthwhile to point out that in a recent paper Li and Da [13] studied a multivariate mixed model of proportional
reversed hazard rate that is similar to (but not the same as) the model (3.11). It can be shown that the parenthetical part of
Proposition 2.9 [respectively, Theorem 2.10] in [13] can be derived in a simple manner, using the ideas and methodology of
the present section, from our Theorem 2.7 [respectively, Theorem 2.1]. We do not give here the straightforward details.
3.3. Guaranteed lead times
Various authors studied different models, that arise naturally in applied mathematics and operations research, involving
lead times. In the context of supply chains, a lead time is the time that a supplier needs until it can deliver an ordered item,
that is, it is the difference between the time at which an order is placed and the time at which the order is delivered (see,
[14,12], and references therein). In the context of production, when an expansion is desired due to a demand growth,
significant lead times or delays exist between the time when the expansion decision is made and the time when the added
capacity is actually available to satisfy the demand. For example, such a time includes the time needed for recruiting and
training new personnel, and for increasing the inventory of the necessary raw materials (see [15] and references therein).
In the applications that are studied in the above papers, the lead times are taken to be stochastic.
In the application that we describe below, stochastic lead times arise as follows. Consider an industrial plant which plans
to purchase some n specialized items for some desired operation. Suppose that the industrial plant wishes to start running
the desired operation at once, without delay. On the other hand, the specialized items manufacturer needs some (random)
lead time in order to construct these items. In such a case the specialized itemsmanufacturer can temporarily loan the indus-
trial plant other alternative items, and guarantee their continuous performance (repairing or replacing them, if necessary)
until the n ordered specialized items are ready for delivery. Upon delivery, the purchased items replace the loaned ones,
and the nonnegative (random) guaranteed lead time, denoted by Θ1, is over. Let X1, X2, . . . , Xn be the specialized items’
lifetimes. Then the total amount of continuous performance at node j is Xj +Θ1, j = 1, 2, . . . , n.
Suppose that the industrial plant has also a similar bid from another specialized items manufacturer with a nonnegative
(random) guaranteed lead timeΘ2. If the industrial plant purchases the specialized items from that manufacturer then the
total amount of continuous performance at node jwould be Xj +Θ2, j = 1, 2, . . . , n.
The question that may arise then is which of the two bids to accept. Obviously, if the industrial plant is only interested in
maximizing the expected value of some increasing function of the continuous performance lifetimes in the n nodes, then, if
Θ1≤stΘ2 (here≤st denotes the ordinary stochastic order) it is clear that the bid from the secondmanufacturer is preferable
because
(X1 +Θ1, X2 +Θ1, . . . , Xn +Θ1)≤st(X1 +Θ2, X2 +Θ2, . . . , Xn +Θ2).
However, the comparison ≤st is not as powerful (and therefore not as useful) as the stronger comparisons ≤hr, ≤rh, or≤lr; see, for example, [18]. Hence it is of interest to find conditions under which (X1 + Θ1, X2 + Θ1, . . . , Xn + Θ1) and
(X1+Θ2, X2+Θ2, . . . , Xn+Θ2) can be compared with respect to the orders≤hr,≤rh, or≤lr. It will be shown now that the
results in Section 2 yield such more powerful comparisons.
Before stating and proving these comparisons, let us introduce the notation that will be used. Denote the distribution
function of Xj by Fj, and its density function (if it exists) by fj, j = 1, 2, . . . , n. Also, let Hi denote the distribution function of
Θi, i = 1, 2. Then, for i = 1, 2, the distribution function of (X1 +Θi, X2 +Θi, . . . , Xn +Θi) is given by
Gi(x) =
∫
χ
n∏
j=1
Fj(xj − θ)dHi(θ), x ≡ (x1, x2, . . . , xn) ∈ Rn, (3.14)
and the density function (if it exists) is given by
gi(x) =
∫
χ
n∏
j=1
fj(xj − θ)dHi(θ), x ≡ (x1, x2, . . . , xn) ∈ Rn. (3.15)
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Theorem 3.12. Let (X1 +Θ1, X2 +Θ1, . . . , Xn +Θ1) and (X1 +Θ2, X2 +Θ2, . . . , Xn +Θ2) have the distribution functions,
and the density functions (if they exist), as in (3.14) and (3.15).
(a) If F j is logconcave (that is, if Xj has increasing failure rate (IFR)), j = 1, 2, . . . , n, and if Θ1≤hrΘ2, then
(X1 +Θ1, X2 +Θ1, . . . , Xn +Θ1)≤hr(X1 +Θ2, X2 +Θ2, . . . , Xn +Θ2).
(b) If Fj is logconcave (that is, if Xj has decreasing reversed failure rate), j = 1, 2, . . . , n, and if Θ1≤rhΘ2, then
(X1 +Θ1, X2 +Θ1, . . . , Xn +Θ1)≤rh(X1 +Θ2, X2 +Θ2, . . . , Xn +Θ2).
(c) If fj is logconcave, j = 1, 2, . . . , n, and if Θ1≤lrΘ2, then
(X1 +Θ1, X2 +Θ1, . . . , Xn +Θ1)≤lr(X1 +Θ2, X2 +Θ2, . . . , Xn +Θ2).
Proof. First we prove (a). If Xj is IFR then Xj + θ is stochastically increasing in θ with respect to ≤hr; see, for example,
Theorem 1.B.38(iii) in [18]. The stated result then follows from Theorem 2.1.
Next we prove (b). If Xj has decreasing reversed failure rate then Xj + θ is stochastically increasing in θ with respect to
≤rh; see, for example, Theorem 1.B.62(iii) in [18]. The stated result then follows from Theorem 2.6.
Finally we prove (c). If fj is logconcave then Xj + θ is stochastically increasing in θ with respect to≤lr; see, for example,
Theorem 1.C.52(iii) in [18]. The stated result then follows from Theorem 2.7. 
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