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Abstract
This paper considers the minimum spanning tree (MST) problem in the Congested Clique
model and presents an algorithm that runs in O(log log log n) rounds, with high probability.
Prior to this, the fastest MST algorithm in this model was a deterministic algorithm due to
Lotker et al. (SIAM J on Comp, 2005) from about a decade ago. A key step along the way
to designing this MST algorithm is a connectivity verification algorithm that not only runs in
O(log log log n) rounds with high probability, but also has low message complexity. This allows
the fast computation of an MST by running multiple instances of the connectivity verification
algorithm in parallel.
These results depend on a new edge-sampling theorem, developed in the paper, that says
that if each edge e = {u, v} is sampled independently with probability c log2 n/min{degree(u),
degree(v)} (for a large enough constant c) then all cuts of size at least n are approximated in the
sampled graph. This sampling theorem is inspired by series of papers on graph sparsification
via random edge sampling due to Karger (STOC 1994), Benczúr and Karger (STOC 1996,
arxiv 2002), and Fung et al. (STOC 2011). The edge sampling techniques in these papers use
probabilities that are functions of edge-connectivity or a related measure called edge-strength.
For the purposes of this paper, these edge-connectivity measures seem too costly to compute
and the main technical contribution of this paper is to show that degree-based edge-sampling
suffices to approximate large cuts.
1 Introduction
The CONGEST model is a synchronous, message-passing model of distributed computation in
which the amount of information that a node can transmit along an incident communication link
in one round is restricted to O(log n) bits, where n is the size of the network [21]. As the name
suggests, the CONGEST model focuses on congestion as an obstacle to distributed computation.
In this paper, we focus on the design of distributed algorithms in the CONGEST model on a clique
communication network; we call this the Congested Clique model. In the Congested Clique model,
all information is nearby, i.e., at most one hop away, and so any difficulty in solving a problem is
due to congestion alone In this paper we focus on the minimum spanning tree (MST) problem in the
Congested Clique model and show how to solve it in O(log log log n) rounds with high probability.
Prior to this, the fastest MST algorithm in the Congested Clique was a deterministic algorithm due
to Lotker et al. [18] from about a decade ago.
∗This work is supported in part by National Science Foundation grant CCF-1318166.
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The MST problem has a long history in distributed computing [8, 2, 9, 14]. After a long sequence
of results on MST through the 80’s and 90’s, Kutten and Peleg [15] showed how to compute an MST
in the CONGEST model in O(D +√n · log∗ n) rounds on n-vertex diameter-D graphs. The near-
optimality of this result was established by lower bounds on MST construction in the CONGEST
model due to Peleg and Rubinovich [22], Elkin [6], and most recently Das Sarma et al. [23]. In the
latter paper [23], a lower bound of Ω(
√
n/ log2 n + D) is shown for D = Ω(log n). Lower bounds
are known for smaller D as well; for example, for D = 3, Das Sarma et al. [23] show a lower bound
of Ω((n/ log n)1/4). Note that there are no lower bounds known for D = 2 or D = 1, which is the
setting we are interested in. For diameter-1 graphs, i.e., cliques, the O(log log n)-round deterministic
algorithm of Lotker et al. [18] has been the fastest known for more than a decade. The lack of lower
bounds in the Congested Clique model has kept open the possibility that faster MST algorithms are
possible and we show that this in indeed the case by presenting an exponentially faster algorithm.
A key step along the way to designing the above-mentioned MST algorithm is a connectiv-
ity verification algorithm in the Congested Clique model that not only runs in O(log log log n)
rounds with high probability, but also has low message complexity. The low message complexity
allows the fast computation of an MST by running multiple instances of the connectivity verifi-
cation algorithm in parallel. These results depend on a new edge-sampling theorem, developed
in the paper, that says that if each edge e = {u, v} is sampled independently with probability
c log2 n/min{degree(u), degree(v)} (for a large enough constant c) then all cuts of size at least n
are approximated in the sampled graph. This sampling theorem is inspired by series of papers on
graph sparsification via random edge sampling due to Karger [11], Benczúr and Karger [4, 5], and
Fung et al. [7]. The edge sampling techniques in these papers use probabilities that are functions of
edge-connectivity or a related measure called edge-strength. For the purposes of this paper, these
edge-connectivity measures seem too costly to compute and the main technical contribution of this
paper is to show that degree-based edge-sampling suffices to approximate large cuts.
1.1 Main Results
In this paper, we achieve the following results:
• We show how to solve the Connectivity Verification problem in O(log log log n) rounds on a
Congested Clique w.h.p.1 on an input graph G. It has the following implication.
• We show how to use this Connectivity Verification algorithm solve the MST problem in
O(log log log n) rounds w.h.p. on a Congested Clique.
In order to achieve our results, we use a variety of techniques that balance bandwidth constraints
with the need to make rapid progress. One of the key technique we use is random edge sampling.
In the next subsection we describes these sampling techniques at a high level. We believe that
our techniques will have independent utility in any distributed setting in which congestion is a
bottleneck.
1.2 Random Sampling in the Congested Clique Model
Random graph sampling. Randomly sampling vertices or edges to obtain a reduced-sized sub-
graph of the input graph has been studied in various computational models for a variety of problems.
For example, in the sequential setting (RAM model) cut, flow, and network design problems can
1We say an event occurs with high probability (w.h.p.), if the probability of that event is at least (1− 1/nc) for
a constant c ≥ 1.
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be solved faster on the sampled subgraph than on the input graph and more importantly, due to
properties of the random sample, the solution on the sampled subgraph can be efficiently translated
into a solution of the original graph [11, 5, 7]. Having a reduced-sized subgraph also enables solv-
ing problems efficiently in the streaming model [1]. Recently, applications of random vertex- and
edge-sampling to solve problems in MapReduce model [13] have been shown [16].
Random sampling in the Congested Clique model. The Congested Clique model has high
bandwidth availability over the entire network, but congestion at individual nodes. Each node can
communicate Θ(n) messages in each round and hence a total of Θ(n2) messages are exchanged in
a round over the entire network. Hence, an n-vertex graph can be fully communicated across the
network in one round, but only a linear-sized subgraph can reach a single node. Given this situation,
a general approach would be to use the outcome of local processing of a linear-sized subgraph to
compute the solution to the original problem. Of course, the key challenge of such an approach is
showing that a linear-sized subgraph with the appropriate properties can be quickly sampled. The
question is how to set the probabilities of sampling such that (i) we get a linear-size subgraph and
(ii) processing this subgraph enables efficient computation of the solution to the original problem.
One can produce this linear-sized subgraph in a variety of ways - by randomly sampling vertices
independently with probability 1/
√
α, where α is the average degree of G or by sampling each edge
independently with probability 1/α, etc. But for many cases, the sampling-probabilities based on
these “local” quantities such as degree, max-degree, average degree, etc are not adequate to obtain
a subgraph with the appropriate properties. On the other hand, computing sampling probabilities
which are based on “global” properties of the graph may be as hard as solving the problem on the
original graph itself. In summary, the challenges of random sampling in the Congested Clique are
two-fold - (i) how to set the sampling probabilities so that we a get a linear-sized subgraph with the
appropriate properties and (ii) how to compute these probabilities quickly on the Congested Clique
model.
In this paper, we describe our edge-sampling technique to solve the Connectivity Verification
problem. Random edge-sampling has been shown to be useful in the context of cut-approximation
in the sequential setting (RAM model) [11, 5, 7]. For example, Fung et al. [7] showed that edge-
connectivity-based probabilities produce a O(n log2 n)-size subgraph which approximates all the cuts
in the original graph w.h.p.. Hence, the Connectivity Verification problem can be solved on this
reduced-size sampled graph obtained in this way. The problem with this approach is the probability
function depends on the edge-connectivity which is a global-property and hence it might be difficult
to compute quickly in the Congested Clique model. On the other hand, for the Connectivity
Verification problem we don’t need such a strong result on the cut-approximation similar to the
result of Fung et al. [7]. In this report, we show that degree-based edge-sampling probabilities are
sufficient to solve the Connectivity Verification problem. Specifically, we show the following result:
• If each edge e ∈ E is independently sampled with probability based on the degrees of its
end-points then the set of sampled edges Eˆ has the following properties w.h.p.: (i) |Eˆ| =
O(n log2 n) and (ii) the number of inter-component2 edges between components induced by
Eˆ is O(n). (For the precise statement of this, see Theorem 13).
1.3 Preliminaries
Maximal spanning forest and component graph. A maximal spanning forest of a graph G
is a spanning forest of G which has exactly as many trees as the number of components in G. For a
2Refer to Subsection 1.3 for the definition of inter-component edges
3
(a) Edges in Eˆ
C1 C2
C3 C4
(b) Components induced by Eˆ
C1 C2
C3 C4
(c) Component graph
Figure 1: (a) The solid lines are the edges in Eˆ and the dashed lines are the edges in E \ Eˆ (b) The
circles are the components induced by edges in Eˆ (c) The component graph induced by edges in Eˆ
and the solid lines are the inter-component edges.
given graph G(V,E) and a given subset of edges Eˆ ⊆ E, let C be the set of connected components
of graph (V, Eˆ). The component graph “induced” by edges in Eˆ is the graph cg[G, Eˆ] whose vertices
are components C and whose edges are inter-component edges defined as
E′ = {{Ci, Cj} | Ci, Cj ∈ C and there exists {u, v} ∈ E such that u ∈ Ci, v ∈ Cj}
where Ci is the minimum of ID of nodes in component Ci. The minimum ID node in a component
C is also referred as the leader of C and denoted as `(C). For the convenience we label a component
C by the ID of `(C) and let c(u) denote the label of the component of a node u. Refer to Figure 1
for an illustration of a component graph. We can extend the concept of the component graph to
weighted graphs as well by defining weights of inter-component edges as follows:
wt(Ci, Cj) = min{wt(u, v) | {u, v} ∈ E such that u ∈ Ci, v ∈ Cj}.
Connectivity Verification problem. The input to the Connectivity Verification problem is a
graph G = (V,E) and the goal is to decide whether G is connected or not. Initially, each node
v ∈ V knows incident edges in E. When the algorithm ends, all nodes in V are required to know a
maximal spanning forest of G and hence can decide whether G is connected or not.
MST problem. The input to MST problem is a weighted clique graph G(V,E). (This can be
generalized to any non-clique graph where weights of non-edges is set to ∞.) Initially, each node
v ∈ V knows weights w(v, w) to all nodes w ∈ V . When the algorithm ends, all nodes in V are
required to know a spanning tree T of V of minimum weight. We assume that weights can be
represented in O(log n) bits.
Lenzen’s routing protocol. A key algorithmic tool that allows us to design near-constant-time
round algorithms is a recent deterministic routing protocol by Lenzen [17] that disseminates a large
volume of information on a Congested Clique in constant rounds. The specific routing problem,
called an Information Distribution Task, solved by Lenzen’s protocol is the following. Each node
4
i ∈ V is given a set of n′ ≤ n messages, each of size O(log n), {m1i ,m2i , . . . ,mn
′
i }, with destinations
d(mji ) ∈ V , j ∈ [n′]. Messages are globally lexicographically ordered by their source i, destination
d(mji ), and j. Each node is also the destination of at most n messages. Lenzen’s routing protocol
solves the Information Distribution Task in O(1) rounds.
2 Large-Cut-Preserving Random Edge-Sampling
In this section, we describe how to sparsify the given graph G by sampling edges such that “large”
cuts of G have approximately the same value in G as in the sampled graph. The problem of
approximating every cut of G arbitrarily well in the sampled graph first introduced by Karger [11].
He showed that if the graph has minimum cut-size c, then sampling edges with probability roughly
1/2c yields a graph with cuts that are all, with high probability, within (1 ± ) of their expected
values. However if G has m edges, then the sampled graph has O(m/c) edges so this scheme may
not sparsify the graph effectively when c is small. Benczúr and Karger [4, 5] later showed that one
can obtain a weighted graph with O(n log n) edges which approximates all the cuts in the original
graph. This was achieved by sampling edges with non-uniform probabilities which are based on
edge-strengths (a measure of edge-connectivity). Fung et al. [7] simplified the computation of these
probabilities based on standard edge-connectivity and showed that one can obtain a weighted graph
graph with O(n log2 n) edges which approximates all the cuts in the original graph. The motivation
behind the work of Benczúr-Karger [5, 4] and Fung et al. [7] was to speed-up the computation of
max-flow approximation, since the sampled graph has fewer edges, minimum cuts can be found in
it faster than in the original graph. We are interested in “preserving” only large cuts, i.e., cuts of
size Ω(n) as opposed to arbitrary cuts and hence a special case of above problems. In this section,
we show that simple degree-based sampling probabilities are good enough to obtain a sparse graph
with O(n log2 n) edges which has at least one edge from every δ-size cuts in G when δ ≥ n. We
start with defining few terms which will enable us to state the sampling probabilities.
Definition 1 (rounded-degree, k-degree edge). The rounded-degree of a vertex u is defined as
rd(u) = 2blog degree(u)c. The rounded-degree of an edge e = {u, v} is defined as rd(e) = min{rd(u), rd(v)}.
An edge e is called a k-degree edge if its rounded-degree rd(e) = k.
An edge e is independently sampled with probability pe = min{50 log2 n/rd(e), 1}. When edges
of G are sampled in this manner, we obtain a graph Gˆ, such that w.h.p. (i) Gˆ has O(n log2 n) edges
and (ii) every cut of size at least n in G contains at least one edge in Gˆ. We can obtain approximate
cuts in the sampled graph for large cuts in G if we assign weights 1/pe to the sampled edges in the
sampled graph, but for our purpose it is sufficient to show that at least one edge from every large
cut is sampled. More formally, we’ll prove the following theorem:
Theorem 2. For a given undirected graph G, if we sample each edge e independently with probabil-
ities pe = min{50 log2 n/rd(e), 1} to obtain the sampled graph Gˆ then the following properties hold
with high probability: (i) Number of edges in Gˆ = O(n log2 n) and (ii) from every cut of size at least
n in G at least one edge is sampled.
We prove this theorem in a similar manner as Fung et al. [7] proved for edge-connectivity based
probabilities. We first define k-projection of a cut and then count distinct k-projections of cuts of
sizes δ. Then we show that “bad events” happen with low probability for a single projection and
then use the counting result to apply a union bound.
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2.1 The Projection Counting Theorem
Definition 3 (k-projection). For a cut C the subset S ⊆ C of k-degree edges is called k-projection
of C.
It is worth mentioning that this definition of k-projection is different from the definition of k-
projection in Fung et al. [7]. They defined k-projection of a cut C to be subset S ⊆ C of edges
whose edge-connectivity is at least k. We are sampling edges based on degrees as opposed to
edge-connectivities and hence the definition of k-projection is also based on degrees.
To count the number of distinct k-projections of cuts of size δ, consider the following two operations.
Operation 4 (splitting-off). ‘Splitting-off a pair of edges’ refers to replacing the pair of edges {s, u}
and {u, t} in an undirected multigraph by a single edge {s, t}. The operation ‘splitting-off a vertex’
with even degree in an undirected graph refers to splitting-off all arbitrary pairs of incident edges on
this vertex.
This splitting-off operation was first introduced by Lováz in [19]. Various properties of splitting-
off operations have been studied in the past [20, 3]. Mader [20] showed that there exists a pair of
edges incident on an even-degree vertex such that splitting off this pair does not decrease connectivity
of the rest of the edges in the resulting graph. We need a very simple property:
Proposition 5. Splitting-off an even-degree vertex preserves vertex degrees of the rest of the vertices
in the resulting graph.
The following operation was introduced by Karger [10].
Operation 6 (edge-contraction). Contraction of an edge e = {u, v} in an undirected multigraph is
defined as merging u and v into a single vertex. Any self-loops produced by edges between u and v
are discarded. We call undoing contracted edge e as expanding the vertex formed by contracting e.
We now present the k-projection counting theorem. The proof of this theorem is similar to the
celebrated cut-counting result of Karger [10] and the use of of the “splitting-off” operation is inspired
by Fung et al. [7]. We first describe a randomized algorithm which outputs a random cut. This
algorithm establishes a probability distribution over k-projections. We bound the probability of this
random cut being the cut under inception and use this to bound number of distinct k-projections.
Lemma 7 (k-projection counting). Let G be an undirected size-n graph. For any k that is power
of 2 and δ ≥ 1 the number of distinct k-projections of cuts of size at most δ is at most n2δ/k.
Proof. We construct a multigraph GM by adding two copies of G, i.e., for each edge e in G we
have two copies of e in GM . There is a bijection between size-δ cuts in G and size-2δ cuts in GM .
Further, there is a bijection between k-projections of size-δ cuts in G and 2k-projections of size-2δ
cuts in GM . Hence, it suffices to prove above lemma for 2k-projections of size-2δ cuts in GM . To
avoid carrying the “2” through the rest of the proof we prove the lemma for k-projections of size-δ
cuts in GM where k = 2`, ` ≥ 1 and δ is even.
We run the following randomized algorithm onGM . We want this algorithm to output a k-projection
and thereby establish a probability distribution on k-projections.
1. Split-off all vertices u whose rounded degree rd(u) < k.
2. Contract an edge chosen uniformly at random in the resulting graph.
3. If the contraction operation produces a vertex u with rd(u) < k, split it off.
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4. If at most 2δ/k vertices are left, generate a random cut and output k-degree edges from the
cut (where the degrees are with respect to GM ); otherwise, go to Step 2.
Fix a cut C of size at most δ. Let S be its k-projection. Since rounded degree of all the edges in S
is k, none of the edges in S are split-off by Step 1. We argue below that the probability that none
of the edges in S are contracted in the above algorithm is at least 1/n2δ/k and therefore, there can
be at most n2δ/k such different k-projections.
Observe that splitting-off vertices with rounded-degree < k does not affect the degrees of the
rest of the vertices. Therefore, in the splitting-off process no edge from S is split-off. If no edge in
C is contracted then no edge from S is contracted. We now bound the probability that an edge
from C is contracted. Let Gi be the multigraph and hi be the remaining vertices at the beginning
of iteration i of the contraction algorithm. Note that h1 is the number of vertices in GM with
rd(v) ≥ k. At the start of iteration i, there are at least khi/2 edges in the current multigraph
Gi. The size of cut C does not increase during the splitting-off process. Hence the probability that
no edge in C is selected to contract in Step 2 of iteration i is at least 1 − δhik/2 . Therefore, the
probability that no edge in C is selected in the entire execution of the algorithm is at least
∏
i
(
1− δ
hik/2
)
≥
2δ/k+1∏
j=n
(
1− δ
jk/2
)
=
(
n
2δ/k
)−1
.
Once the number of vertices reaches 2δ/k, the algorithm generates a random cut. Since there are
at most 22δ/k−1 distinct cuts in a graph with 2δ/k vertices, the probability that the random cut
generated by the algorithm contains only edges in C is at least
(
n
2δ/k
)−1
21−2δ/k ≥ n−2δ/k. Let the
random cut generated by the algorithm is (V1, V2). We now backtrack the execution of the algorithm
to “expand” vertices, i.e. we obtain the multigraph Gi from the multigraph Gi+1 by expanding the
vertex that was formed by the edge chosen for contraction in iteration i. After expansion let V1
becomes U1 in G0 (i.e. multigraph at the beginning of the contraction algorithm) and V2 becomes
U2 in G0. We report the k-degree edges from the cut (U1, U2) and the degrees are with respect to
G0. (Note that the degree of a vertex in G0 is the same as its degree in GM since splitting-off is
degree-preserving operation). Observe that if none of the edges in C are contracted in the process
then it means none of the edges in S are contracted (some of the edges in C might have split-off
but edges in S does not split-off). Therefore, S is exactly the set of k-degree edges in GM output
by the algorithm. This is true for every distinct k-projection of cuts having at most δ edges. Hence
the lemma follows.
2.2 Sampling Large Cuts
In this subsection, we show that our choice of degree-based sampling probabilities “preserves” k-
projections given that these are large enough. The upper bound on the number of k-projections
proved in Lemma 7 allows us to apply a union bound. After showing that large k-projections survive
in the sampled graph we show at least one edge from large cuts is sampled with high probability.
Definition 8 (δ-good k-projection). The k-projection S of a cut C of size δ is a δ-good k-projection
if |S| ≥ δ/2 log n.
Lemma 9. Let G = (V,E) be an n-vertex graph and let Eˆ be the set of edges obtained by indepen-
dently sampling each edge e ∈ E with probability pe = min{50 log2 n/rd(e), 1}. For any δ ≥ n and
any k > 1 that is power of 2, with probability at least 1 − 1/n3 every δ-good k-projection contains
an edge in Eˆ.
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Proof. Fix a size δ ≥ n and k. Consider a δ-good k-projection S, i.e., S is a k-projection of size at
least δ/2 log n of size-δ cut. Since all edges in S are k-degree edges, the probability that an edge
is sampled from S is min{50 log2 n/k, 1}. If k ≤ 50 log2 n then we are done, therefore assume that
k > 50 log2 n. Let X be the number of edges sampled from S. Then E[X] ≥ 25δ log n/k. Since
edges are sampled independently, by Chernoff’s bound we have
Pr
(
X ≤ E[X]
5
)
≤ 1
n8δ/k
.
By Lemma 7, for a fixed δ and k there are at most n2δ/k distinct k-projections. Applying a union
bound over all δ-good k-projections the probability that the there exists a δ-good k-projection from
which fewer than 5δ log n/k edges are sampled is at most
n2δ/k
n8δ/k
=
1
n6δ/k
≤ 1
n6
.
The last inequality is due to the fact that k < n and the assumption that δ ≥ n. Again applying a
union bound over at most n2 different values of δ and at most log n different values of k, for any k
and any δ ≥ n, the probability that there exists a δ-good k-projection with fewer than 5δ log n/k
edges sampled is at most n3/n6 = 1/n3. Hence the lemma follows.
Theorem 10. Let G = (V,E) be an n-vertex graph and let Eˆ be the set of edges obtained by
independently sampling each edge e ∈ E with probability pe = min{50 log2 n/rd(e), 1}. Then with
probability at least 1− 1/n3 every cut of size at least n contains an edge in Eˆ.
Proof. Let C be the set of all cuts of size δ ≥ n. If for some k we can show there exists a δ-good
k-projection for every C ∈ C , then by Lemma 9 we are done.
For every cut C ∈ C , partition C into S1, S2, S4, . . . S2blognc , where Sk is the k-projection of C.
Since δ ≥ n, by the pigeonhole principle, at least for one k, Sk has more than δ/2 log n edges. Hence,
for every cut C ∈ C , there exists a δ-good k-projection. By Lemma 9, for any δ ≥ n and for any k
that is power of 2 every δ-good k-projection contains at least one sampled edge with probability at
least 1− 1
n3
. Therefore, every C ∈ C contains at least one sampled edge w.h.p..
2.3 Sampling and Component Graph
Let Eˆ be the set of sampled edges. We now prove the two properties of sampled edges Eˆ and the
component graph cg[G, Eˆ] induced by Eˆ.
We say an edge e = {u, v} is charged to vertex u if rd(u) < rd(v). If rd(u) = rd(v) then the
edge {u, v} is charged to either u or v arbitrarily. Hence every edge is charged to exactly one vertex.
Lemma 11. Let G = (V,E) be an n-vertex graph and let Eˆ be the set of edges obtained by in-
dependently sampling each edge e ∈ E with probability pe = min{50 log2 n/rd(e), 1}. Then, with
probability at least 1− 1n , the number of sampled edges charged to a vertex is at most 150 log2 n and
the total number of sampled edges is O(n log2 n).
Proof. Consider a vertex u. Let Eu be the set of edges charged to u. Edges in Eu are sam-
pled with probability min{50 log2 n/rd(u), 1}. If rd(u) ≤ 50 log2 n then we are done, therefore
assume rd(u) > 50 log2 n. Let Xe be the indicator random variable indicating if edge e ∈ Eu
is sampled. Let X =
∑
e∈Eu Xe denote the total number of sampled edges charged to u. Then
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E[X] =
∑
e∈Eu 50 log
2 n/rd(u) ≤ degree(u) · 50 log2 n/rd(u) ≤ 100 log2 n. Since edges are sampled
independently, by Chernoff’s bound we have,
Pr
(
X > 150 log2 n
) ≤ exp(−100 log2 n
12
)
<
1
n3
.
By applying a union bound over all vertices, for every vertex v the probability that the number of
sampled edges charged to v exceeds 150 log2 n is at most 1
n2
. Therefore, the total number of sampled
edges is O(n log2 n) w.h.p..
Lemma 12. Let G = (V,E) be an n-vertex graph and let Eˆ be the set of edges obtained by inde-
pendently sampling each edge e ∈ E with probability pe = min{50 log2 n/rd(e), 1}. Let G′ = (C, E′)
be the component graph cg[G, Eˆ]. Then with probability at least 1− 1n , |E′| = O(n).
Proof. We first prove that the max-cut size of G′ is less than n. Assume for the sake of contradiction
that a cut (M, C \M) in G′ where M = {C1, . . . Cm} ⊆ C has size more than n. This means that
the cut (M ′ = {v | v ∈ ∪mi=1Ci}, V \M ′) has size more than n in G, since each edge in E′ is induced
by of one or more edges from E. By Theorem 10, w.h.p., Eˆ contains at least one edge from the cut
(M ′, V \M ′) of G. Let {u, v} ∈ Eˆ such that u ∈ M ′ and v ∈ V \M ′. Hence u has to be in one
of Ci, i ∈ [m] and let it be Ci′ . This implies in the component graph, u and v to be in the same
component Ci′ . Hence a contradiction. This is true w.h.p. for any cut of size more than n in G′.
Therefore the max-cut size of G′ is less than n w.h.p..
Consider the following randomized algorithm to find a cut in G′. Each vertex in G′ is independently
added to a set U with probability 1/2. We now analyze the size of the cut (U, C\U). The probability
that an edge crosses this cut is 1/2. Since there are |E′| edges, the expected size of this cut is |E′|/2.
But we know that the max-cut size is at most n. Therefore, |E′| < 2n.
We summarize this section with the following theorem.
Theorem 13. Let G = (V,E) be an n-vertex graph and let Eˆ be the set of edges obtained by
independently sampling each edge e ∈ E with probability pe = min{50 log2 n/rd(e), 1}. Let cg[G, Eˆ]
be the component graph induced by Eˆ. Then with probability at least 1− 1n we have,
1. The number of sampled edges is |Eˆ| = O(n log2 n),
2. The number of inter-component edges, that is, the number of edges in cg[G, Eˆ] is O(n).
3 Connectivity Verification via Random Edge-Sampling
In this section, we describe how to utilize the degree-based edge sampling from the previous section
to solve the Connectivity Verification problem on a Congested Clique. This randomized algorithm
solves the Connectivity Verification problem in O(log log log n) rounds w.h.p. by combining the
degree-based edge sampling with the Lotker et al. deterministic MST algorithm [18]. We first
describe the Lotker et al. MST algorithm [18].
The Lotker et al. algorithm runs in phases, taking constant number of communication rounds per
phase. At the end of phase k ≥ 0, the algorithm has computed a partition Fk = {F1k, F2k, . . . , Fmk}
of the nodes of G into clusters. Furthermore, for each cluster F ∈ Fk, the algorithm has computed a
minimum spanning tree T (F ). It is worth noting that every node in the network knows the partition
Fk and the collection {T (F ) | F ∈ Fk} of trees. It is shown that at the end of phase k the size
of the smallest cluster is at least 22k−1 and hence |Fk| ≤ n/22k−1 . In the following we refer to the
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Lotker et al. algorithm as the CC-MST algorithm. Let CC-MST(G, k) denote the execution of
CC-MST on graph G for k phases.
Theorem 14 (Lotker et al.[18]). CC-MST computes an MST of an n-node edge-weighted clique in
O(log log n) rounds. At the end of phase k, CC-MST has computed a partition Fk = {F k1 , F k2 , . . . , F km}
and T k = {T (F ) | F ∈ Fk} which has the following properties: (i) m ≤ 22k−1 , (ii) Every node knows
Fk and T k, and (iii) If the largest weight of an edge in a cluster F ki is w, then there is no edge with
weight w′ < w such that it has one end point in F ki and other in F
k
j for any j 6= i.
Our connectivity verification algorithm runs in three phases. Initially, our graph can be viewed
as having n components - one for each vertex. In Phase 1 we reduce the number of components by
running CC-MST for O(log log log n) phases. Phase 2 operates on the component graph induced
by the edges selected in Phase 1 and samples edges from this component graph using degree-based
probabilities as discussed in the earlier section. Phase 3 is executed on the component graph induced
by edges selected in Phase 2. Each phase outputs a forest T and a component graph G′ induced by
edges in T , that is, at the end of each phase every node knows all the edges in T and knows which
of the incident edges are the inter-component edges in G′. Given a subgraph of G that is a tree, we
call this tree finished if it is a spanning tree of a connected component in the graph G. A tree which
is not finished is referred as unfinished tree. Each phase construct trees, some of which might be
unfinished. A finished tree need not play any further part in the algorithm. We show that Phase 2
and Phase 3 run in O(1) rounds each w.h.p. and at the end of Phase 3 all trees are finished.
We make use of the following subroutine at the end of Phase 1 and Phase 2 to “construct” the
component graph (refer to Subsection 1.3 for definitions and notations). The subroutine Build-
ComponentGraph(G, Eˆ) takes a subset of edges of Eˆ ⊆ E as input and it is assumed that
initially all nodes know all edges in Eˆ and components induced by Eˆ. It returns the component
graph cg[G, Eˆ]. At the end of this subroutine each leader knows the inter-component edges incident
on its component. This subroutine can be implemented in O(1) rounds using Lenzen’s routing algo-
rithm as follows: every node v in a component C, for every incident edge {u, v} such that c(u) 6= C
adds a message destined for `(c(u)) in the sending queue to notify `(c(u)) of the presence of the
inter-component edge {C, c(u)}, if it already has such a message in the queue (due to a different
incident edge {u′, v}, c(u′) = c(u)) then v ignores this edge. Hence the sending queue of each node
contains at most n messages (since there can be at most n components). Each leader receives at
most n messages since each node is sending only a single message to a leader. Therefore, we can use
Lenzen’s routing algorithm to route these messages in O(1) rounds. After this step, every leader
`(C) knows the incident inter-component edges.
Algorithm ReduceComponents describes Phase 1.
Algorithm 1 Phase 1: ReduceComponents
Input: A graph G = (V,E).
Output: T1 - a spanning forest of G with at most n/ log2 n unfinished trees and component graph
induced by these edges
1. Assign unit weights to edges in G to obtain a weighted graph Gw; make Gw a clique by adding
edges not in G and assign weight ∞ to these newly added edges.
2. (F , T∞)← CC-MST(Gw, log log log n+ 1)
3. T1 ← T∞ \ {{u, v} ∈ E(T∞) | wt(u, v) =∞}
4. G1 ← BuildComponentGraph(G, T1)
5. return (T1, G1)
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Input to Algorithm ReduceComponents is a graph G. At the end of this algorithm, every node
knows the ID of the leader of the component it belongs to and every leader knows incident inter-
component edges in the component graph induced by edges selected during the execution. In Step 1,
to every edge in the input graph G we assign weight 1; pairs of vertices not adjacent are assigned
weight∞. Step 2 simply executes CC-MST on this weighted clique for log log log n+1 phases which
returns clusters F and a forest T∞ of trees, one spanning tree per cluster. There might be few edges
selected by CC-MST with weights ∞ and in Step 3 we discard these edges. By Theorem 14, every
node knows T∞ (so T1) and hence we can execute BuildComponentGraph (Step 4) in O(1)
rounds. At the end of ReduceComponents we have the following properties:
Lemma 15. If a tree in T∞ has an edge with weight ∞ then after removing this edge both of the
obtained trees are either finished trees of G or contains further ∞-weight edges. If we remove all
the ∞-weight edges then all the newly obtained trees are finished trees of G.
Proof. Let e = {u, v} be an edge in T (Fi∗) has weight ∞, i.e., e /∈ E. By Theorem 14 (Property
(iii)), all the incident edges on Fi∗ have weights ∞. In other words, there is no edge in G which
has exactly one endpoint in Fi∗ . If the trees obtained by removing e does not contain any further
∞-weight edges then the both trees are finished trees. If it contains∞-weight edges then we repeat
the above argument on the both of the trees until we obtain trees with no ∞-weight edges. By the
earlier argument all these obtained trees are finished trees.
Lemma 16. The number of unfinished trees in T1 are at most nlog2 n .
Proof. By Theorem 14 (Property (i)), we have |T∞| = n/ log2 n. By Lemma 15, by removing ∞-
weight edges increases only the number of finished trees. Therefore, the number of unfinished trees
cannot be more than n/ log2 n.
Also, it is easy to see that Phase 1 runs in O(log log log n) rounds, since Step 2 takes O(log log log n)
rounds, but the rest take only O(1) rounds each.
Phase 2 runs on the component graph G1 returned by Phase 1 and computes a spanning forest T2
of G1 such that the component graph induced by T2 has at most O(n) inter-component edges. Note
that there might be some finished trees in T1. The components induced by finished trees do not have
any incident edge in G1 and hence the corresponding vertices will be isolated in G1. Let G′1(V ′1 , E′1)
be the graph obtained by removing isolated vertices from G1. By Lemma 16, |V ′1 | ≤ n/ log2 n. Let
v∗ denote the vertex in V with minimum ID.
Algorithm 2 Phase 2: RemoveLargeCuts
Input: G′1(V ′1 , E′1) obtained by removing isolated vertices from G1 where V ′1 ⊆ V and |V ′1 | ≤ nlog2 n
Output: T2 - a spanning forest of G′1 such that the number of edges in the component graph G2
induced by T2 is O(n).
1. S ← ∅.
For each edge e = {u, v} ∈ E′1, add edge e to S with probability min{1, 50 log
2 n
rd(e) } where rd(e) is
the rounded-degree of e with respect to G′1.
2. Gather S at vertex v∗ (the node in V with the lowest ID).
3. v∗ executes locally : T2 ←SpanningForest(G′1[S]).
4. v∗ assigns each edge in T2 to a node in V such that each node is assigned a single edge and send
edges to assigned nodes. Each node in V then broadcast the edge it received from v∗ so that
all nodes now know T2.
5. G2 ← BuildComponentGraph(G′1, T2)
6. return (T2, G2)
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Step 1 of Phase 2 can be implemented as follows. Each node in G′1 broadcast its degree with
respect to G′1. An edge {u, v} is “charged” to node u if rd(u) < rd(v) or rd(u) = rd(v) and
ID(u) < ID(v). Node u computes rd(e) for each edge e charged to it and then samples each
e independently with probability min{50 log2 n/rd(e), 1}. Node u constructs a queue of messages
intended for node v∗ consisting of all edges it sampled. We show below that the contents of all these
queues can be sent to v∗ in O(1) rounds. Step 3 is a local step executed at v∗. Step 4 makes sure
that each node knows all the components induced by sampled edges in Step 1. Therefore, Step 5
can be executed in O(1) rounds. We now show that Step 2 can be implemented in O(1) rounds by
proving the following claim and then appealing to Lenzen’s routing algorithm to route the messages
in the queue of each node.
Lemma 17. |S| = O(n) with probability at least 1− 1n .
Proof. By Lemma 11, the number of sampled edges charged to a node is O(log2 n) w.h.p. and
therefore, if a graph has n′ vertices then the number of sampled edges is O(n′ · log2 n) w.h.p..
The graph G′1 is the component graph induced by unfinished trees in Phase 1 and we showed that
n′ = |V ′1 | ≤ n/ log2 n. Therefore, |S| = O(n) w.h.p..
Since each node’s queue can contain at most O(n/ log2 n) messages w.h.p. and since |S| = O(n)
w.h.p., v∗ has to receive at most O(n) messages w.h.p., and hence we can route these messages in
O(1) rounds w.h.p. by using Lenzen’s routing algorithm.
Lemma 18. Phase 2 runs in O(1) rounds w.h.p. and returns a spanning forest T2 such that the
component graph G2 induced by T2 has O(n) edges.
Proof. The discussion just before Lemma 17 proves that each step in Algorithm 2 can be imple-
mented in O(1) rounds w.h.p.. By Theorem 13, the number of inter-component edges in G2 is O(n)
w.h.p..
We execute the Phase 3 on the component graph G2 obtained in Phase 2. Let G′2(V ′2 , E′2) denote
the graph obtained by removing isolated vertices from G2. Phase 3 computes T3 -a spanning forest
of G′2.
Algorithm 3 Phase 3: HandleSmallCuts
Input: G′2(V ′2 , E′2) obtained by removing isolated vertices from G2 where V ′2 ⊂ V and |E′2| = O(n)
Output: T3 - a spanning forest of G′2.
1. Gather E′2 at vertex v∗ (the node in V with the lowest ID).
2. v∗ locally executes: T3 ← SpanningForest(G′2).
3. v∗ assigns each edge to a node in V such that each node is assigned a single edge and send edges
to assigned nodes. Each node then broadcast the edge it received so that all nodes now know
T3.
4. G3 ← BuildComponentGraph(G′2, T3)
5. return (T3, G3).
By Lemma 18, the number of inter-component edges (|E′2|) in the component graph G′2 is O(n)
and the degree of each node in G′2 is at most O(n/ log
2 n). Therefore, Step 1 can be executed in
O(1) rounds using Lenzen’s routing algorithm. Algorithm Conn summarizes our algorithm.
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Algorithm 4 Conn
Input: G(V,E)
Output: a maximal spanning forest of G
1. (T1, G1)← ReduceComponents(G)
2. (T2, G2)← RemoveLargeCuts(G1)
3. (T3, G3)← HandleSmallCuts(G2)
4. return {T1 ∪ T2 ∪ T3}
We now prove that Algorithm Conn solves the Connectivity Verification problem.
Lemma 19. At the end of Algorithm Conn every node in G knows a spanning forest with exactly as
many trees as the number of connected components in G, that is, Conn returns a maximal spanning
forest of G.
Proof. Let M = T1 ∪ T2 ∪ T3 denote the spanning forest returned by Algorithm Conn. Let C be
the number of connected components in G. Let M be the number of maximal trees in M (which
are the number of vertices in G3). We want to show that C = M .
Assume C < M . Therefore, there exists at least one edge {u, v} ∈ E such that u and v are
in the same connected component of G but they are not in the same tree in M. Let u is in tree
Ti ⊂M and v is in tree Tj ⊂M, i 6= j, that is Ti and Tj are the unfinished trees. It means u and
v were in the separate components at the end of Phase 1 and Phase 2. But then in Phase 3, the
edge {u, v} is inspected and they will be in the same spanning tree computed by Phase 3. Hence a
contradiction.
Now assume C > M . This is possible only if we add an edge e /∈ E toM during the execution
of Conn. We only add additional edges in Phase 1 but we assign weight ∞ to edges which are not
in E and these edges are removed fromM. Therefore the additional edge must have weight ∞ and
hence not in T and won’t be present inM.
By combining the above two arguments we have C = M .
This lemma establishes the correctness of our algorithm. The discussion in this section also shows
that Conn runs in O(log log log n) rounds with high probability. We summarize the result of this
section in the following theorem.
Theorem 20. Algorithm Conn solves the Connectivity Verification problem in O(log log log n)
rounds with probability at least 1− 1n .
4 Exact MST via Random Edge-Sampling
In this section we show how to solve the MST problem on a Congested Clique using ideas from our
Connectivity Verification algorithm. Initially each node is a component and hence initially there are
n components. We first reduce the number of components to n/ log2 n using the Lotker et al. MST
algorithm similar to Phase 1 of our Connectivity Verification algorithm in O(log log log n) rounds.
Then we reduce the MST problem on this graph to two subproblems using a sampling lemma by
Karger et al. [12]. Each subproblem has to compute a MST of a weighted graph whose average
degree is at most
√
n. We first show that this reduction can be completed in O(1) rounds. Finally
we show how to compute MST on a graph with average degree
√
n and number of components
n/ log2 n in O(1) rounds.
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4.1 Reducing Components and Edges
We first reduce the number of components to at most n/ log2 n components by executing CC-MST
for log log log n+1 phases similar to our Connectivity Verification algorithm. Let T1 be the spanning
forest and G1 be the component graph obtained by executing the above step. By the property of
CC-MST, T1 is a subset of a MST of G (Theorem 14). Our goal now is to complete this MST by
deciding which of the edges in G1 are in the MST.
Karger et al. [12] designed a randomized linear-time algorithm to find a MST in a edge-weighted
graph in a sequential setting (RAM model). A key component of their algorithm is a random edge
sampling step to discard edges that cannot be in the MST. For completeness we state their sampling
result and the necessary terminology.
Definition 21 (F -light edge [12]). Let F be a forest in a graph G and let F (u, v) denote the path
(if any) connecting u and v in F . Let wtF (u, v) denote the maximum weight of an edge on F (u, v)
(if there is no path then wtF (u, v) =∞). We call an edge {u, v} is F -heavy if wt(u, v) > wtF (u, v),
and F -light otherwise.
Karger et al. [12] proved the following lemma.
Lemma 22 (KKT Sampling Lemma [12]). Let H be a subgraph obtained from G by including each
edge independently with probability p, and let F be the minimum spanning forest of H. The number
of F -light edges in G is at most n/p w.h.p..
The implication of the above lemma is that if we set p = 1/
√
n then the number of sampled edges
in H and the number of F -light edges in G both are O(n3/2) w.h.p.. Also, none of the F -heavy
edges can be in a MST of G. Therefore if we compute a minimum spanning forest F of H then we
can discard all the F -heavy edges and it is sufficient to compute a MST of graph induced by F -light
edges in G. We have reduced the problem in two problems: (i) compute minimum spanning forest
F of H where the number of edges in H is O(n3/2) w.h.p. and (ii) compute minimum spanning
tree of the graph induced by F -light edges in G. Note that these two problems cannot be solved in
parallel since the later problem depends on the output of the first problem.
Algorithm 5 summarizes our approach. In the beginning of Algorithm Exact-MST every node
knows weights of incident edges and at the end of the execution every node knows all the edges that
are in a MST computed by the algorithm. Algorithm SQ-MST computes a MST of a graph with
O(n/ log2 n) vertices and O(n3/2) edges and at the end of the execution of this algorithm, all nodes
knows the MST computed by it. In the next subsection we describe this algorithm and show that
it runs in O(1) rounds w.h.p..
Algorithm 5 Exact-MST
Input: An edge-weighted clique G(V,E)
Output: MST of G
1. (T1, G1)←CC-MST(G, log log log n+ 1)
2. H ← a subgraph of G1 obtained by sampling each edge independently with probability 1√n
3. F ← SQ-MST(H)
4. E` ← {{u, v} ∈ E(G1) | {u, v} is F -light}
5. T2 ← SQ-MST(E`)
6. return T1 ∪ T2
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4.2 Computing MST of O(n3/2)-size Graph
In this subsection we show how to compute an MST of a subgraph G′ of G with O(n3/2) edges
and n/ log2 n vertices using our edge-sampling technique similar to the Connectivity Verification
algorithm.
We have a graph G′(V ′, E′) (V ′ ⊂ V,E′ ⊂ E) with at most n/ log2 n vertices and O(n3/2) edges
where n is the number of nodes in the Congested Clique network G. The bounds on number of
vertices and number of edges are critical ensuring that our MST algorithm runs in O(1) rounds.
Algorithm SQ-MST (MST algorithm on a graph with average degree
√
n) describes our MST
algorithm on subgraph G′. The high level idea is to sort the edges based on their weights, that
is, each node needs to know the rank r(e) of each incident edge which is the index of e in a
global enumeration of the sorted edges. This sorting problem can be solved in O(1) rounds on the
Congested Clique by using Lenzen’s distributed sorting algorithm [17]. Then each node partitions
the incident edges based on their ranks. Thus we partition E′ into at most
√
n sets E1, E2, . . . Ep
(p ≤ √n) each containing n edges (Ep might have less than n edges) such that E1 contains all the
edges whose ranks are in the range 1 to n, E2 contains the edges with ranks between n+ 1 and 2n,
and so on. That is, each node knows the partition index of each incident edge.
In the next step we gather set Ei at a single guardian node g(i). This can be done in O(1)
rounds as well because |Ei| = O(n). The role of a guardian node g(i) is to determine which of the
edges in Ei are a part of the MST. Specifically, g(i) wants to know for each edge e ∈ Ei whether
there is a path between its endpoints in the graph induced by edges with ranks less than r(e). That
is, for each edge ej that a g(i) has, g(i) needs to find out whether there is a path between endpoints
of ej in the graph induced by edges
{∪i−1k=0Ek} ∪ {e` ∈ Ei | r(e`) < r(ej)}. Thus each g(i) needs
to know a spanning forest of the graph Gi induced by edges ∪j<iEj , and we show that it can be
computed by executing the similar steps as Phase 2 and 3 of the Connectivity Verification algorithm
on Gi in O(1) rounds. Steps 5 to 10 of Algorithm SQ-MST are similar to RemoveLargeCuts
procedure of Algorithm CONN(Algorithm 4) which samples the incident edges (with respect to Gi)
with probability based on its degree (with respect to Gi). Step 11 is similar to HandleSmallCuts
which simply gathers the inter-component edges at the guardian node and process it locally. There
are
√
n such guardians - one for each partition Ei and hence the challenge is executing
√
n instances
of these steps in parallel on the Congested Clique network. What helps in showing that these
p ≤ √n instances can be executed in parallel is that G′ has at most n/ log2 n vertices and O(n3/2)
edges. The procedure RouteLabels implements this parallel execution in O(1) rounds w.h.p.. We
describe this procedure along with how to run all these steps in parallel in the next subsection.
4.3 Parallel Execution in Algorithm SQ-MST
In this subsection we show that the for-loop on Line 5-11 of Algorithm 6 can be implemented in
O(1) rounds w.h.p..
Consider Lines 5-9. In these steps we sample incident edges as described in the algorithm. We
can gather Si at g(i) for each i in O(1) rounds in parallel as follows: each node has O(p · log2 n)
sampled edges (Lemma 11) over all p execution. There are at most n/ log2 n vertices in G′ therefore,
|Si| = O(n) for each i. Hence each node needs to send O(p · log2 n) = O(n) messages and each
guardian is a receiver of O(n) messages. Therefore we can deliver these messages in O(1) by
appealing to Lenzen’s routing algorithm.
In Line 7, g(i) locally computes a spanning forest Ti induced by edges in Si. Let ci(v) denote
the label of the component in Ti, v belong to. For each v, g(i) sends ci(v) to v (Line 8) and this
can be done for all i in parallel. Now each v posses a p-size vector ~C(v) = (c1(v), c2(v), . . . , cp(v))
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Algorithm 6 SQ-MST
Input: a weighted subgraph G′(V ′, E′, wt) with n
log2 n
vertices and O(n3/2) edges
Output: an MST of G′
1. r(E)← DistributedSort(E) in non-decreasing order of edge-weights.
2. Partition edges in E based on their ranks r(e) into p partitions E1, E2, . . . Ep (p ≤
√
n), each
partition having n edges (Ep might have less than n edges) such that E1 contains edges with
ranks 1, 2, . . . , n; E2 contains edges with ranks n+ 1, n+ 2, . . . , 2n; and so on.
3. Let g(i) be the node in G with ID i and assign g(i) as the guardian of partition i.
Gather partition Ei at g(i).
4. for i = 1 to i = p in parallel do
5. Let Gi = (V ′,∪i−1j=1Ej).
Si ← ∅.
6. Each node v executes this: for each incident edge e ∈ ∪i−1j=1Ej , adds edge e to Si with
probability min
{
1, 50 log
2 n
rd(v)
}
where rd(v) is the rounded-degree of node v with respect to
Gi.
7. Gather Si at g(i).
8. g(i) executes locally: Ti ← SpanningForest(Gi[Si])
9. g(i) informs each v ∈ Gi about its component label ci(v) induced by Ti.
10. Execute RouteLablesAndInterComponentEdges. It does the following:
(a). Identifies the inter-component edges (Eˆi) in cg[Gi, Ti].
(b). Gather Eˆi at g(i).
11. g(i) executes locally:
(a). T ′i ← SpanningForest(Gi[Eˆi])
(b). g(i) processes edges in Ei in rank-based order.
For each edge ej = {u, v} in e1, e2, . . . :
if there is path between u and v in Ti ∪ T ′i ∪ {e` | ` < j} then
discard ej else add ej toMi.
12. return ∪pi=1Mi
consisting of labels obtained from each guardian. Let Eˆi denote the inter-component edges in the
component graph cg[Gi, Ti]. The goal of RouteLabels is to identify which of the incident edges
on v are in Eˆi and gather Eˆi at g(i) for each i in parallel in O(1) rounds w.h.p.. Recall that an
edge {u, v} ∈ Gi is an inter-component edge in cg[Gi, Ti] if and only if ci(u) 6= ci(v). This goal is
similar to the goal of procedure BuildComponentGraph but here we need to do it for p different
instances in parallel. Notice that this is a non-trivial task since each node has a p-size label vector
~C(v) and there can be as many as Ω(
√
n) neighbors to which this vector has to be delivered in order
to identify edges in Eˆi. We describe how to do a careful load-balancing to identify edges in Eˆi for
all i in parallel with the help of supporter nodes.
Partition V into {sup(v) | v ∈ V ′} where |sup(v)| =
⌊
degree(v)
ρ
√
n
⌋
and degree(v) is the degree
of v with respect to G′ and ρ > 1 is constant such that |E′| ≤ ρ · n3/2. We call nodes in sup(v)
as supporter nodes of v. Such a partition exists because
∑
v∈V ′ degree(v) = 2|E′| ≤ ρn3/2 for a
suitable constant ρ. Each v ∈ V ′ informs all nodes in sup(v) about its p-size label vector ~C(v).
This can be done in O(1) rounds by using Lenzen’s routing algorithm: each node v has p labels
to send to at most
√
n supporter nodes, that is, O(n) messages to send and each supporter node
is a receiver of p messages. The next task is to distribute the incident edges on v to nodes in
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sup(v) =
{
sv1, s
v
2, . . . s
v
|sup(v)|
}
. Let E′(v) denote edges incident on v in the graph G′. Partition
E′(v) into size-(ρ
√
n+ 1) parts. Hence there are at most |sup(v)| such parts and let these parts are
E′1(v), E′2(v), . . . , E′|sup(v)|(v). We can send part E
′
k(v) to supporter node s
v
k in O(1) rounds for all
k = 1, 2, . . . , |sup(v)|. Let supu(v) denote the ID of the supporter in sup(v) to which edge {u, v}
is sent. Each node v sends a message to its neighbor u informing about supu(v) so that node u
knows that v assigned edge {u, v} to supu(v). Then each node v notifies supu(v) about supv(u) for
each incident edge {u, v}. At this stage, each supporter svk knows the supporter of the end-point of
all edges in E′k(v). Now to decide which of the edges in E
′
k(v) are in Eˆi, node s
v
k needs to know
~C(u) for all u such that {u, v} ∈ E′k(v). Node svk requests this information to the corresponding
supporter node, that is, for each edge {u, v} ∈ E′k(v), node svk requests supv(u) to send ~C(u). Since
|E′k(v)| = O(
√
n), svk needs to receive O(
√
n · p) messages. On the other hand, it needs to send
O(
√
n · p) messages in total. Hence this communication can be done in O(1) rounds since p ≤ √n
using Lenzen’s routing algorithm. At this stage each svk has the necessary information to decide
which of the edges in E′k(v) are in Eˆi. For each edge in E
′
k(v) if it belongs to Eˆi then s
v
k sends this
edge to g(i). There are O(
√
n) edges in E′k(v) and there are at most p ≤
√
n different values of i,
hence svk has O(n) messages to send. Each guardian g(i) needs to receive Eˆi which is of size O(n)
by our Sampling Theorem. Hence this communication can be done in O(1) rounds. We summarize
the above description in the Algorithm RouteLabels below.
Algorithm 7 RouteLabels
Input: Each v ∈ V ′ knows the p-size label vector ~C(v)
Output: Each guardian g(i) for i = 1, 2, . . . , p should know inter-component edges Eˆi
1. Each vertex v ∈ G′ broadcast its degree degree(v). Let ∑v∈V ′ degree(v) = ρn 32 .
2. Each vertex v deterministically (all vertices use the same scheme) partitions V (n nodes) into
|V ′| = n
log2 n
partitions: {sup(v) | v ∈ V ′} where |sup(v)| =
⌊
degree(v)
ρ
√
n
⌋
.
sup(v) =
{
sv1, s
v
2, . . . , s
v
|sup(v)|
}
is the set of supporter nodes of v.
3. Each v sends the p-size vector ~C(v) to all nodes in sup(v).
4. Let E′(v) be the set of incident edges on v in G′.
Each v partitions E′(v) into |sup(v)| partitions E′1(v), E′2(v), . . . E′|sup(v)|(v) and sends partition
E′k(v) to s
v
k for k = 1, 2, . . . , |sup(v)|.
5. Let supu(v) ∈ sup(v) denote the node to which v sent edge {u, v}.
For each incident edge {u, v}, v sends a message to u notifying about supu(v).
6. For each v ∈ V ′ and k = 1, 2, . . . , |sup(v)|, each svk executes the following steps in parallel:
7. svk sends the p-size vector ~C(v) to all u such that {u, v} ∈ E′k(v).
8. For each {u, v} ∈ E′k(v) and for each i = 1, 2, . . . , p:
9. if ci(v) 6= ci(u) then
10. svk sends {u, v} to g(i)
The above discussion shows that each step of Algorithm RouteLabels can be implemented in
O(1) rounds w.h.p..
Theorem 23. Algorithm Exact-MST computes a MST of a weighted clique in O(log log log n)
rounds with probability at least 1− 1n on the Congested Clique.
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