Combining classifiers has proved to be an effective solution to several classification problems in pattern recognition. In this paper we use classifier combination methods for the classification of natural images. In the image classification, it is often beneficial to consider each feature type separately, and combine the classification results in the final classifier. We present a classifier combination strategy that is based on classification result vector, CRV. It can be applied both in supervised and unsupervised manner. In this paper we apply our classifier combination method to the classification of rock images that are nonhomogenous in terms of their color and texture properties.
Introduction
Considering real life classification problems it is usual that the features are spread in many difficult ways. Different classifiers may classify the same sample in different ways and hence there are differences in the decision surfaces. However, it has been found that a consensus decision of several classifiers can give better accuracy than any single classifier [1] , [10] .
The goal of combining classifiers is to form a consensus decision based on opinions provided by different base classifiers. The base classifiers can differ from each other in many ways [6] . In the base classifiers, there can be differences in initializations, parameter choices, architectures, classification principle, training sets, or feature sets [6] . Combined classifiers have been applied to several classification tasks, for example to the recognition of faces [14] or handwritten characters [4] , person identification [3] , and fingerprint verification [9] .
In image classification, a number of visual descriptors are used to classify the images. In the images, there are different types of visual features, like color, texture, and shape. The feature space is typically high dimensional and the categories of images are often overlapping in the feature space. A common approach in classification is to combine all the selected descriptors into a single feature vector. The similarity between these vectors is defined using some distance metric and the most similar images are then classified (labeled) to the same category. However, when different types of descriptors are combined into the same feature vector, some large-scaled features may dominate the distance, while the other features do not have the same impact on the classification. Furthermore, various descriptor types use their specific distance measures in classification, which makes it even more problematic to combine these descriptors into single vector. Especially, in the case of high dimensional descriptors combination into the same vector can be problematic and may yield to remarkable drawbacks in classification performance. This is known as "the curse of dimensionality" [5] . Therefore, it is often more reasonable to consider each descriptor separately. This can be done using combined classifiers.
In this paper, we present a method to the classification of non-homogenous rock images using combined classifiers. In this method, separate base classifiers use different feature sets. The final classification can be obtained based on the combination of separate base classification results. In the base classification, supervised or unsupervised approaches can be used. In the experiments, we test these approaches in the classification of real rock images. The results are also compared to commonly used classifier combinations.
Combining Classifiers in Image Classification
The use of classifier combinations has been a subject of an intensive research work during last ten years. Popular solution on this field has been bagging [2] , which subsamples the training data set. Another common algorithm, boosting [7] , also manipulates the training data, but it emphasizes the training of samples which are difficult to classify. These methods, however, sub-sample the same feature set and therefore they cannot be applied to combination tasks with separate feature sets.
Recently, the probability-based classifier combination strategies have been popularly used in pattern recognition. Kittler et al. [10] have presented several common strategies for combining base classifiers. These strategies are e.g. product rule, sum rule, max rule, min rule, and median rule. These rules make final decision based on a posteriori probabilities generated by the base classifiers.
If the probability distributions of the base classifiers are not available, a simple combination strategy is voting. In the voting-based classifier combinations, the majority of the base classifier outputs decide the final class of the sample. In voting, the base classifiers can be regarded as black boxes, because any internal information about the base classification is not needed. Voting-based classifier combinations have been used in pattern recognition in [13] .
Classification Result Vector (CRV)
The method for combining supervised classifiers is to combine the outputs of the base classifiers into a feature vector that is called classification result vector (CRV) [12] . The CRV contains the opinions of each single base classifier. Like in the voting- based approaches, also in the case of CRV method, the base classifiers can be treated as black boxes. This makes it possible to combine the classifiers without knowledge of their probability distribution. The CRV that contains the class labels provided by separate base classifiers can be used as the basis of the final classification. Hence, instead of using the majority decision of base classifier opinions, all the outputs of the base classifiers are used as the basis of final classification. This is the main difference between CRV method and voting.
The outline of the method is presented in figure 1 . In this method, a set of n descriptors S={f 1 , f 2 , f 3 , … f n } is extracted from an unknown sample. In the supervised approach, each feature is classified separately using supervised base classifier (e.g. k-NN classifier). The output of each base classifier is the number of class, to which the classifier assigns the sample. The class numbers are marked with R 1 , R 2 , R 3 , ... , R n . The outputs of the separate base classifiers are then combined by collecting them into a vector. This vector is called classification result vector (CRV), and it is used in the final classification. The final classification of the unknown sample is made based on CRV's defined for each sample. Hence, the class numbers collected into CRV's form a new feature space, in which the final classification is made. In the final classification, the similarity between the CRV's is measured using Hamming distance.
In this approach, the visual descriptors extracted from the sample image are used in classification in the base classification, which is performed for each descriptor separately. The separate base classifiers classify similar samples in similar way, which is utilized in the final classification. Hence, the CRV characterizes the behavior of the base classifiers in the case of each input pattern, which makes it possible to use CRV's to describe the content of the unknown sample. Therefore, in the final classification the samples with similar base classification results are assigned to belong to the same category. This is made by comparing the CRV's of the samples. In contrary to voting, in CRV method the individual features do not directly affect the final classification result. Therefore, classification result is not sensitive to variations and nonhomogeneities of any single features.
Unsupervised Classification Result Vector (UCRV)
Accurate classification results can also be achieved by using unsupervised base classifiers. Using unsupervised base classifiers, the base classification represents the categories, to which the unknown sample is classified without supervision. Thus the base classification obeys the natural division of each input feature. In the base classification, some clustering algorithm [8] can be used. When the clustering is performed for each feature separately, the opinions of the unsupervised base classifiers represent the natural division of each descriptor of the unknown sample. These opinions are used as features in the final classification.
Our approach to combine unsupervised base classifiers is quite similar to the CRV method presented in section 2.1. Also in this approach, n features {f 1 , f 2 , f 3 , … f n } are extracted from an unknown sample (figure 1). The features are then fed into a clustering algorithm (e.g. K-means clustering) separately. In addition to the input features, the algorithm is also provided with the number of the clusters (K). The clustering algorithm performs the unsupervised classification of the input features. The output of the unsupervised classifier is a set of cluster labels defined for each feature separately, {L 1 , L 2 , L 3 , … L n }. This set represents the unsupervised classification result vector, UCRV. In the final classification, the similarity between the UCRV's is defined using Hamming distance. The final classification is also in the case of UCRV supervised.
Also in this approach, the features extracted from the sample pattern are used in classification in the separate base classifiers, which in this case are unsupervised. Because the base classification is unsupervised, any information of real classes of the samples is not used. However, the clustering algorithm assigns similar samples in the same clusters in different feature spaces. Hence the samples which are similarly clustered can be assumed to be similar. Hence, in the final classification the samples with similar UCRV's are assigned to belong to the same category.
Classification of Natural Images
In this part we present experiments, in which we compare our method to other, commonly used classifier combination strategies. The application field in this case is classification of natural images. The division of natural images like rock, stone, clouds, ice, or vegetation into classes based on their visual similarity is a common task in many machine vision and image analysis solutions. The classification of natural images is demanding, because they are seldom homogenous.
Rock represents typical example of non-homogenous natural image type. This is because there are often strong differences in directionality, granularity, or color of the rock texture, even if the images represented the same rock type [11] . One typical application area of the rock imaging is bedrock investigation. In this kind of analysis, rock properties are analyzed by inspecting the images which are collected from the bedrock. In geological research, the rock properties are inspected based on the borehole images. Different rock layers can be recognized from the borehole images based on the color and texture properties of rock. Therefore, there is a need for an automatic classifier that is capable of classifying the rock images into visually similar classes. The use of classifier combinations has proved to be effective for this purpose [12] .
As a testing database, we use two sets of rock images. Test set I consists of 336 images that are obtained by dividing large borehole images into parts. These images are manually divided into four classes by an expert. The division is based on their color and texture properties. Figure 2 presents three example images of each four class. In classes 1-4, there are 46, 76, 100, and 114 images in each class, respectively. In test set II, there are 66 non-homogenous rock images that are extracted from two boreholes. The division of a borehole image is presented in figure 3a . The example images of five types of rock in test set II are presented in figure 3b.
Classification
The classification is based on the color and texture properties of the test set images. The features used in this study consist of some MPEG-7 color and texture descriptors [16] , and some other commonly used image features [12] . The color distribution of the images is characterized using color layout descriptor of MPEG-7 as well as hue and gray level histograms. In the description of texture properties of the images, homogenous texture descriptor and edge histogram descriptor of MPEG-7 are used. In addition, Gabor filtering method of Manjunath and Ma [15] is used.
In the classification experiments both supervised (CRV) and unsupervised (UCRV) approaches are tested. These approaches are compared to sum rule, max rule, median rule, and plurality voting [13] , which have given good results in studies concerning classifier combinations. Product rule is not included into comparison, because the probability estimates of k-NN classifiers are sometimes zero, which may corrupt the result. The classification is based on the outline presented in figure 1 . In the case of supervised classification (CRV), k-NN classification and leave one out validation methods are applied both in base classification and final classification. Unsupervised approach (UCRV) uses K-means clustering algorithm in the base classification, in which the value of K was selected to be 8, because it gave the most accurate classification. The final classification is similar to the supervised approach.
Results
The classification results are presented in tables 1a and 1b. The tables present mean classification result using separate base classifiers. In the lower part of the tables, the mean classification results using combined classifiers are presented. In this case, the classification results obtained from CVR and UCRV classification are compared to the results of the sum, max, and median rule and voting. In the classification, three values for nearest neighbors (k) are used. The results presented show that UCRV outperforms the other classifier combination methods in the classification of natural rock images. Both in databases I and II, the results were clearly best in the case of UCRV, whereas the CRV was the second in the comparison (database II). In the case of database I, CRV method was not able to give as accurate results, but it was still better than voting method.
Discussion
In this paper, we presented a method for combining classifiers in the classification of natural images. In the image classification, it is often beneficial to combine different visual descriptors to obtain the best possible classification result. Therefore, classifiers that use separate feature sets can be combined. We used natural rock images as testing material. Due to their non-homogenous nature, their classification is a difficult task. b)
The experimental results show that combined classifiers give accurate results also in the case of these kinds of images. In our method, the feature vector that describes the image content is formed using the outputs of separate base classifiers. The class labels provided by the base classifiers form a new feature space, in which the final classification is made. In this space, the similarity between the feature vectors is defined using Hamming distance. Hence the final classification depends on the outputs of the separate classifiers, not the image features directly. This way the non-homogeneities of individual features do not have direct impact on the final result. The CRV can be formed using either supervised or unsupervised approach (UCRV). The unsupervised approach is a novel method that has proved to produce accurate classification results.
We compared the classification ability of our methods to other, commonly used classifier combination strategies in image classification. The results presented in table  1 show that our methods outperform the other classifier combination strategies in the classification of natural rock images. The results were clearly best in the case of UCRV, whereas the CRV proved also be accurate. It is also important that both the CRV and UCRV clearly outperform the voting method that is another black box approach in the classifier combination strategies.
In conclusion, the experimental results obtained from a practical image classification task show that methods presented in this paper are capable of accurate classification of real natural image databases. The methods are also computationally light and they are totally based on the outputs of separate base classifiers. Hence the base classifiers can be treated as black boxes, which make the proposed methods suitable for all kinds of classifier combinations.
