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Abstract—Safe trajectory planning for high-performance au-
tomated vehicles in an environment with both static and moving
obstacles is a challenging problem. Part of the challenge is
developing a formulation that can be solved in real-time while
including the following set of specifications: minimum time-to-
goal, a dynamic vehicle model, minimum control effort, both
static and moving obstacle avoidance, simultaneous optimization
of speed and steering, and a short execution horizon. This paper
presents a nonlinear model predictive control-based trajectory
planning formulation, tailored for a large, high-speed unmanned
ground vehicle, that includes the above set of specifications.
This paper also evaluates NLOptControl’s ability to solve
this formulation in real-time in conjunction with the KNITRO
nonlinear programming problem solver; NLOptControl is our
open-source, direct-collocation based, optimal control problem
solver. This formulation is tested with various sets of the
specifications. In particular, a parametric study relating execution
horizon and obstacle speed, indicates that the moving obstacle
avoidance specification is not needed for safety when the planner
has a small execution horizon (≤ 0.375 s) and the obstacles are
moving slowly (≤ 2.11m
s
). However, a moving obstacle avoidance
specification is needed when the obstacles are moving faster,
and this specification improves the overall safety by a factor
of 6.73 (p = 2.2× 10−16) without, in most cases, increasing the
solve-times. Overall, the results indicate that (1) safe trajectory
planners for high-performance automated vehicles should include
the entire set of specifications mentioned above, unless a static
or low-speed environment permits a less comprehensive planner;
and (2) NLOptControl can solve the formulation in real-time.
I. INTRODUCTION
In many high-performance automated vehicle applications,
e.g., in unmanned air vehicles (UAVs), unmanned ground
vehicles (UGVs), and spacecraft, it is both desirable and
challenging to plan safe trajectories in a dynamic environment.
Part of this challenge is incorporating the set of specifications
listed in Table I into a real-time planner, where real-time
planning demands that the planner’s solve-times are all less
than the execution horizon. While trajectory planning systems
that include subsets of the specifications listed in Table I
exist, a planner that consists of all of them has not yet been
developed.
The authors wish to acknowledge the financial support of the Automotive
Research Center (ARC) in accordance with Cooperative Agreement W56HZV-
14-2-0001 U.S. Army Tank Automotive Research, Development and Engineer-
ing Center (TARDEC) Warren, MI.,DISTRIBUTION A. Approved for public
release; distribution unlimited.
H. Febbo, J. L. Stein, and T. Ersal are with the Department of Mechanical
Engineering, University of Michigan, Ann Arbor, MI 48109 USA (e-mail:
febbo@umich.edu; stein@umich.edu; tersal@umich.edu).
P. Jayakumar is with the U.S. Army RDECOM-TARDEC, Warren, MI
48397 (email: paramsothy.jayakumar.civ@mail.mil)
∗Corresponding author (tersal@umich.edu)
TABLE I: Planner Specifications
specification Description
S1 static obstacle avoidance
S2 minimum time-to-goal
S3 dynamic vehicle model
S4 minimum control effort
S5 simultaneously optimize speed and steering
S6 moving obstacle avoidance
S7 small execution horizon
Fig. 1 shows a conceptual scheme for comparing and
developing trajectory planners. This scheme illustrates the
conceptual performance and safety of a vehicle controlled
using trajectory planners with different sets of specifications,
operating either in a static environment with a stationary
obstacle (top four traces) or a dynamic environment with a
moving obstacle (bottom two traces). In all cases, the planning
and execution horizons are the same.
Static obstacle avoidance (S1, Table I) is a baseline spec-
ification in many trajectory planning systems, but is not, by
itself, sufficient for either performance or safety. Regarding
safety, if the trajectory planner does not use a dynamic vehicle
model (S3, Table I), a trajectory that the vehicle cannot
follow may be determined [1]. Such a trajectory may result
in either a collision [1], [2] (Case A, Fig. 1) or some other
catastrophic event, such as rollover in the case of a ground
vehicle [3]. Despite this, some planners designed to avoid
static obstacles for UAV applications [4] utilize a kinematic
vehicle model (Case A, Fig. 1). By utilizing a dynamic vehicle
model in trajectory planning, the actual vehicle can follow
the prescribed trajectory more accurately. Planners designed
to avoid static obstacles with a dynamic vehicle model (Case
B, Fig. 1) exist for UGV applications [5]. However, the planner
in Case B does not have a minimum time-to-goal specification
(S2, Table I), which may result in failure for certain applica-
tions. For instance, in racing applications [6], [7], planning
without this specification will likely result in a lost race. In
these applications, the planner should include at least S1-S3
(Case C, Fig. 1), such that it can arrive at the goal in less
time than a planner with only the static obstacle avoidance
and dynamic vehicle model specifications. If minimizing fuel
consumption and mechanical wear are additional concerns,
then the minimum control effort specification (S4, Table I)
needs to be included in the planner as well. Planners with
S1-S4 exist in applications for UGVs [8] and UAVs [9], [10],
[11]. A limitation of these planners is that they do not optimize
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Fig. 1: Comparison of trajectory planners illustrating the con-
ceptual effect that planner specifications have on performance
and safety within a given environment.
both speed and steering (S5, Table I). Optimizing both allows
the vehicle to both slow down more quickly and turn more
tightly (shown in Case D, Fig. 1), thereby improving both
performance and safety [12].
In a dynamic environment, while the trajectory planning
specifications S1-S5 are necessary for both performance and
safety, they are not sufficient (see Case E, Fig. 1). To improve
collision avoidance (i.e., safety) in a dynamic environment
there are three possibilities: including a moving obstacle avoid-
ance specification (S6, Table I); including a small execution
horizon specification (S7, Table I); or including both.
A moving obstacle avoidance specification accounts for
the motion of the obstacle over the planning horizon, which
increases safety (see Case F, Fig. 1). This specification has
been implemented for applications in UGVs [13], UAVs [14],
and spacecraft [15]. These developments, however, have a
limitation: they use a kinematic vehicle model as opposed
to a dynamic vehicle model; Case A, Fig. 1 depicts the
potential outcome of using a kinematic vehicle model. Our
preliminary work [16] developed a planner with S1-S6 for
a UGV application. This work, however, has several limita-
tions, three of which are: it does not investigate closed-loop
performance and safety; it assumes that the goal is within the
LiDAR’s sensing range; and, finally, the planner’s solve-times
are, at best, nearly two orders of magnitude above real-time
(assuming an execution horizon of 0.5 s). Among other things,
this paper addresses these three limitations.
A small execution horizon1 specification engenders a more
reactive planner with better obstacle avoidance capabilities.
For instance, to avoid the collision in Case E (Fig. 1), a
smaller execution horizon can be used. Previous research [12]
includes a small execution horizon as well as S1-S5. While
there is reason to expect that such a planner may operate safely
around slowly moving obstacles, this hypothesis has not yet
been tested. Therefore, this paper also investigates, for the
first time, whether a system with S1-S5 and a small execution
horizon can operate safely in a dynamic environment for a
range of obstacle speeds.
The ultimate goal of this research is to develop a trajectory
planning formulation that has all of the specifications listed in
Table I. The motivation for this investigation is the assumption
that a planner with this set of specifications would represent
an improvement in both safety and performance over planners
with less comprehensive sets of specifications.
This work uses a nonlinear model predictive control
(NMPC)-based trajectory planner; this approach is also used
in [4], [5], [9], [10], [11], [17], [12], [13], [14], [15]. Unfortu-
nately, it is very difficult to solve the proposed planning formu-
lation in real-time with a short execution horizon. For instance,
the literature shows that GPOCS, GPOPS-ii, and our custom
software, all written in the MATLAB computation language,
are not fast enough for NMPC applications in aircraft [18],
robot [19], and UGV [12], [16] systems, respectively. As part
of this work, NLOptControl’s ability to solve the proposed
formulation in real-time wi short execution horizon is tested;
NLOptControl is our open-source, direct-collocation based
optimal control problem (OCP) solver [20]. As an example,
the trajectory planning formulation developed in this work
is tailored for a high mobility multipurpose wheeled vehicle
(HMMWV), but can be adapted to other vehicles as well.
Together, this planner and vehicle are referred to as an UGV.
This paper addresses the following research objectives:
• Introduce an NMPC-based trajectory planner with S1-S7,
tailored for a UGV application.
• Investigate the effect that different sets of specifications
have on safety, performance, and solve-time.
• Investigate the need to include a moving obstacle avoid-
ance specification for a range of execution horizons and
obstacle speeds.
• Investigate NLOptControl’s ability to solve the pro-
posed formulation in real-time with a short execution
horizon.
This paper assumes that
• both the goal and obstacle information are known,
1An execution horizon is described as "small" when reducing it does not
improve safety within a given environment.
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Fig. 2: Nonlinear model predictive control framework used
to account for non-negligible optimal control problem (OCP)
solve-times.
• the vehicle state is known, and
• the terrain is flat.
The remainder of this paper is organized as follows: Sec-
tion II describes the NMPC framework developed to consider
non-negligible trajectory planning problem solve-times and
the underlying OCP formulation developed to include S1-
S6. Section III describes the test conditions under which
the proposed planner is evaluated. In Section IV, the effect
that adding different specifications to trajectory planners has
on safety, performance, and solve-time is tested in a variety
of environments. The results of these tests are discussed
in Section V. Section VI summarizes the paper and draws
conclusions.
II. MATHEMATICAL FORMULATION
A. NMPC Framework
At heart of an NMPC formulation lies an OCP. In NMPC
simulation studies, OCP solve-times are often neglected [21],
[12]. In such a case, first the plant simulation is paused, and
the OCP is initialized at the current time t0 with the current
plant state X0. Next, the OCP is solved to produce an optimal
control signal ζ∗ (i.e., trajectory). With this signal, the plant
is then simulated starting at t0 with X0 until t0 + tex; this
yields a new initial state, which is then used to initialize
the next OCP. However, most practical OCPs take a non-
negligible amount of time to solve, after which, in a more
realistic simulation, the plant will have evolved from its current
state, where the OCP was initialized, to a new state [21]. This
computational delay renders the control signal sub-optimal and
potentially infeasible or unsafe. To achieve optimal safety and
performance, non-negligible OCP solve-times must be taken
into account. The NMPC framework used in this work, shown
in 2, accounts for these non-negligible OCP solve-times.
This framework has three main components: the OCP,
the vehicle model (or plant model), and the state prediction
function. The OCP is provided with goal and environment
information, defined as follows:
Definition: II.1. Goal information G includes the goal posi-
tion (xg, yg), the desired vehicle orientation at the goal ψg ,
and the radial tolerance for attaining the goal σ.
Definition: II.2. Environment information E includes the
sizes, initial positions, and velocities of the obstacles.
The obstacles are assumed to be ellipse-shaped, where aobs
and bobs are arrays that describe obstacles’ semi-major and
semi-minor axes, respectively; x0obs and y0obs are arrays of
the obstacles’ initial x and y positions, respectively; and vx
and vy are arrays of the obstacles’ speeds in the x and y
directions, respectively.
During the first execution horizon, the OCP has not pro-
duced a control signal for the vehicle to follow. Therefore,
the vehicle is sent a known control signal U0 (see Fig. 2), set
such that the vehicle will drive straight at a constant speed. To
account for the evolution of the plant state during the execution
horizon, a state prediction X0p, that is made for t0 + tex, is
used to initialize the OCP. The inputs of the state prediction
function are the current state of the vehicle and the current
control signal, which is U0 during the first execution horizon
and ζ∗ afterward. Then, the plant model is simulated from the
initial time t0 to t0+tex and the first OCP is solved. Real-time
feasibility of this framework requires that the OCP solve-times
be all less than the execution horizon.
Model mismatch between the plant model, the vehicle
dynamics model in the OCP, and the state prediction function
can induce biases. These biases can affect the integrity of
the research objectives, provided in the previous section.
Addressing these biases is acknowledged as an important
research problem, but is not one of the goals of this paper.
Therefore, to avoid these biases while focusing on our research
tasks, in this paper, the plant model, the vehicle model in the
OCP, and the state prediction function all use the same set of
differential equations, which is presented in detail later in this
section.
This framework runs until the UGV either reaches the goal
or fails the test. An algorithm is run after each execution
horizon to determine if the vehicle has reached the goal within
the radial goal tolerance σ. The test fails if
1) the vehicle crashes into an obstacle,
2) the vertical tire load in the plant model goes below
100 N for any of the four tires,
3) any of the solve-times exceeds 300 s, or if
4) the solution to the nonlinear programming problem
(NLP) is not considered to be optimal based on the
tolerances and the Karush-Kuhn-Tucker conditions.
B. Optimal Control Problem
This section describes how the set of planner specifica-
tions S1-S6 are incorporated into the OCP. At a high-level,
these specifications are all incorporated into the single-phase,
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continuous-time OCP defined in Eqn. 1 - Eqn. 4 as
minimize
ξ(t), ζ(t), tf
M(ξ(t0 + tex), t0 + tex, ξ(tf ), tf )+∫ tf
t0+tex
L(ξ(t), ζ(t), t) dt (1)
subject to
dξ
dt
(t)− f(ξ(t), ζ(t), t) = 0 (2)
C(ξ(t), ζ(t),A(t), tf ) ≤ 0 (3)
φ(ξ(t0 + tex), t0 + tex, ξ(tf ), tf ) = 0 (4)
where tf is the free final time, t ∈ [t0 + tex, tf ] is the time,
ξ(t) ∈ Rnst is the state and ζ(t) ∈ Rnctr is the control, with
nst defined as the number of states and nctr defined as the
number of controls. The Mayer term isM : Rnst×R×Rnst×
R→ R and the Lagrange term is L : Rnst ×Rnctr ×R→ R.
The dynamic constraints are given by f : Rnst × Rnctr →
Rnst . The path constraints are captured by C : Rnst×Rnctr×
Ra × R → Rp, which bound: the state and control based on
the vehicle’s dynamic limits, and any additional information,
denoted as A(t) ∈ Ra; and tf based on a maximum final
time tfmax . Finally, the event constraints are expressed with
φ : Rnst × R× Rnst × R→ Rq .
The remainder of this section describes how S1-S6 are
incorporated into Eqn. 1 - Eqn. 4.
a) Cost Functional: First, the cost functional in Eqn. 1
is set to Eqn. 5 as
J = wttf
+ wg
(x(tf )− xg)2 + (y(tf )− yg)2
(x(t0 + tex)− xg)2 + (y(t0 + tex)− yg)2 + 
+ wcf
∫ tf
t0+tex
[wδf δf (t)
2 + wγγ(t)
2 + wJJx(t)
2]dt
+ wFz
∫ tf
t0+tex
[tanh(−Fzrl − a
b
) + tanh(−Fzrr − a
b
)]dt+ %
+ whaf
∫ tf
t0+tex
[sin(ψg)(x− xg)− cos(ψg)(y − yg)]2dt (5)
where wt, wg, wcf , wδf , wγ , wJ , wFz , whaf are weight terms,
x(t) and y(t) represent the vehicle’s global position coordi-
nates on a flat plane,  is a small number set to 0.01 to avoid
singularities, δf (t) is the steering angle at the front of the
vehicle, γ(t) is the steering rate, Jx(t) is the longitudinal jerk,
a and b are parameters to prevent Fzrl and Fzrr from being
close to the minimum vertical tire load limit, denoted as Fzmin ,
as described in [12], and % is a term for penalizing the slack
variables on the initial and terminal conditions.
There are six terms in Eqn. 5, the first of which minimizes
the final time tf , which helps establish a minimum-time-to-
goal specification. The second term helps the vehicle reach the
goal when the goal is not within the LiDAR range, denoted
as Lrange. If the goal is within a distance of Lrange, then
wg is set to zero, and the vehicle is constrained to reach
the goal. This constraint is described in greater detail later
in this section. The third term minimizes the control effort,
which encourages smooth control signals. The fourth term
dissuades the controller from generating solutions near the
x
y
Ψ
αr
Fyr
δf
αf
FyfV U
ωz
Lr
Lf
Fig. 3: 3DoF dynamic vehicle model [8].
minimum vertical tire load limit. This is done to prevent
vehicle rollover and infeasible initializations in the next OCP.
The fifth term establishes soft constraints on the initial and
terminal conditions. This term is also described in greater
detail later in this section. Finally, to help the vehicle pass
the goal location through the desired direction ψg the sixth
term is added, which minimizes the area between a line in the
(x, y) plane going through the goal in the desired direction ψg
and the vehicle’s trajectory in the (x, y) plane [12].
b) Dynamic Vehicle Model: When including both the
dynamic vehicle model and minimum time-to-goal specifica-
tions, it is important to consider that the vehicle may need to
operate at its dynamic limits. Thus, this work leverages the
3DoF vehicle model developed in [8] (shown in Fig. 3). This
model is designed to plan trajectories that operate a HMMWV
safely at its dynamic limits [8]. To achieve this, it has eight
states, two controls, uses a pure-slip Pacejka tire model [22],
and considers the longitudinal load transfer effects when
calculating the vertical tire forces. The differential equations
that are used to model the plant, the vehicle dynamics in the
OCP, and the state prediction function are shown in Eqn. 6 as
f(ξ(t), ζ(t), t) = D(ξ(t)) + Bζ(t) (6)
where,
D(ξ(t)) =

U(t) cos Ψ(t)− (V (t) + Lfωz(t)) sin Ψ(t)
U(t) sin Ψ(t) + (V (t) + Lfωz(t)) cos Ψ(t)
(Fyf (t) + Fyr(t))/Mt − U(t)ωz(t)
(Fyf (t)Lf − Fyr(t)Lr)/Izz
ωz(t)
0
ax(t)
0

,
ξ(t) =

x(t)
y(t)
V (t)
ωz(t)
Ψ(t)
δf (t)
U(t)
ax(t)

4
BT =
[
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
]
and ζ(t) =
[
γ(t)
Jx(t)
]
Eqn. 6 breaks the dynamics constraints in Eqn. 2 into two
terms. The first of these terms, D(ξ(t)), establishes the state
dynamics for the global position of the vehicle, the lateral
speed V (t), the yaw rate ωz(t), the heading angle Ψ(t), the
steering angle δf (t), the longitudinal speed U(t), and the lon-
gitudinal acceleration ax(t). The second term, Bζ(t), relates
state variable rates to their respective control variables, i.e.,
dδf
dt (t) to the steering rate γ(t), and
dax
dt (t) to the longitudinal
jerk Jx(t). Finally, Lf and Lr are the distances from the front
and rear axles to center-of-mass (COM), Izz is the moment
of inertia about the COM, Fyf and Fyr are the front and rear
lateral tire forces, and Mt is the total vehicle mass. Table IV,
which is in Appendix A, contains all of the vehicle parameters
used in this paper.
The vertical tire load on each of the four tires is constrained
to be above the minimum vertical tire load limit Fzmin . These
constraints helps prevent vehicle roll-over and are incorporated
into Eqn. 3. To calculate the vertical loads on the tires, this
work uses a vertical load transfer model [12]. The vertical tire
forces are approximated as
Fzrl =
1
2
(Fzr0 +Kzx(ax(t)− V (t)ωz(t))−Kzyr
Fyf + Fyr
Mt
Fzrr =
1
2
(Fzr0 +Kzx(ax(t)− V (t)ωz(t)) +Kzyr
Fyf + Fyr
Mt
Fzfl =
1
2
(Fzf0 −Kzx(ax(t)− V (t)ωz(t))−Kzyf
Fyf + Fyr
Mt
Fzfr =
1
2
(Fzf0 −Kzx(ax(t)− V (t)ωz(t)) +Kzyf
Fyf + Fyr
Mt
where Fzrl and Fzrr are the rear left and rear right vertical
tire loads, Fzfl and Fzfr are the front left and front right
vertical tire loads, Fzr0 =
MtLfg
Lf+Lr
is the static rear axle load,
Fzf0 =
MtLrg
Lf+Lr
is the static front axle load, and Kzx is the
longitudinal load transfer coefficient, Kzyf and Kzyr are the
front and rear lateral load transfer coefficients [12].
c) State and Control Limits: Actuator and other physical
plant limits help establish the state and control bounds, which
are added to Eqn. 3. Specifically, five of the states and both
controls are bounded with constant upper and lower bounds
as
xmin ≤ x(t) ≤ xmax
ymin ≤ y(t) ≤ ymax
ψmin ≤ ψ(t) ≤ ψmax
δf,min ≤ δf (t) ≤ δf,max
Umin ≤ U(t) ≤ Umax
γf,min ≤ γf (t) ≤ γf,max
Jx,min ≤ Jx (t) ≤ Jx,max
Finally, nonlinear functions of the vehicle’s speed bound the
vehicle’s acceleration as
ax,min[U(t)] ≤ ax(t) ≤ ax,max[U(t)]
Maximum deceleration/acceleration data collected from a
14DoF HMMWV model are used to establish these nonlinear
functions for the maximum deceleration/acceleration [12].
No explicit lateral speed or yaw rate constraints exist.
d) Obstacle Avoidance: Two possible approaches for
incorporating the static and moving obstacle avoidance spec-
ifications into the OCP include soft constraints (or artificial
potential-fields) and time-varying hard constraints [23]. There
are two limitations to the soft constraints approach: (1) a
trajectory may be generated that is deemed feasible according
to the formulation, but actually goes through an obstacle, and
(2), the NLP solve-times are known to be large, when com-
pared with the time-varying hard constraints approach [16].
Therefore, in this formulation, time-varying hard constraints
for the avoidance of static and moving obstacles avoidance
are incorporated into Eqn. 3.
Time-varying hard constraints enforce the vehicle’s trajec-
tory to avoid intersecting with the obstacles’ trajectories, while
accounting for the obstacles’ shapes and sizes. Because this
OCP will be transcribed into an NLP, the obstacles’ shapes
should be represented with twice continuously differentiable
functions, e.g., a circle or an ellipse. As such, similar to
planners tailored for spacecraft [15] and UGV [16] appli-
cations, this work establishes a moving obstacle avoidance
specification using time-varying, elliptical hard constraints.
Eqn. 7 defines these constraints as
(
x(t)− (x0obs[i] + vxt)
aobs[i] + sm(t)
)2+
(
y(t)− (y0obs[i] + vyt)
bobs[i] + sm(t)
)2 > 1, for i ∈ 1 : Q (7)
where sm(t) = sm1 + sm2−sm1tf t describes the time-varying
safety margin, which enforces the vehicle to operate further
from the obstacles as t increases, and Q is the total number
of obstacles. The notation x0obs[i] refers to the ith element
of the x0obs vector.
e) LiDAR Region Constraints: To ensure that the vehi-
cle’s trajectory does not go beyond the LiDAR region, an
additional path constraint is incorporated into Eqn. 3. This
constraint is defined in Eqn. 8 as
(x(t)−x(t0+tex))2+(y(t)−y(t0+tex))2−(Lrange+κ)2 ≤ 0
(8)
where κ is the LiDAR relaxation range [12].
f) Initial and Terminal State Constraints: In a low-
tolerance hard constraints approach, if the plant is driven into
an infeasible state space, a feasible control signal cannot be
computed [24]. To mitigate infeasible problems created using
low-tolerance hard constraints on the initial and terminal con-
ditions, soft constraints are introduced into this formulation.
Soft constraints are introduced using slack variables, where
the size of the slack variable corresponds to the respective
constraint violation [25]. These slack constraints are shown in
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Eqn. 9-14 as
X0p − ξ(t0 + tex) ≤ x0s (9)
X0p + ξ(t0 + tex) ≥ x0s (10)
xg − x(tf ) ≤ xf s[1] (11)
xg + x(tf ) ≥ xf s[1] (12)
yg − y(tf ) ≤ xf s[2] (13)
yg + y(tf ) ≥ xf s[2] (14)
where x0s is the nst dimensional vector of slack variables for
the initial conditions, and xf s is the two dimensional vector
of slack variables for the terminal conditions.
Adding slack variables to the cost functional reduces the
size of the slack constraint violations. The weight for these
slack variables is chosen to be large enough to keep the slack
constraint close to zero. The % term in Eqn. 1 is now defined
in Eqn. 15 as
% = ws0x0s +wsfxf s (15)
where ws0 is a 1×nst dimensional vector of individual weight
terms on the slack variables for the initial state constraints, and
wsf is a 1× 2 dimensional vector of individual weight terms
on the slack variables for the final state constraints.
When using only soft constraints, "optimal" trajectories
are found that have initial and terminal states which are
too far from their desired values. Adding high-tolerance hard
constraints on the initial and terminal state conditions mitigates
this issue. Thus, high-tolerance hard constraints are added to
Eqn. 4, where the entire initial state is constrained to match
X0p within a specified tolerance X0tol. Eqn. 16 establishes
these constraints as
X0p −X0tol ≤ ξ(t0 + tex) ≤ X0p +X0tol (16)
Additionally, the vehicle’s final x and y positions are
constrained to be within the goal tolerance σ using Eqn. 17 -
Eqn. 18 as
xg − σ ≤ x(tf ) ≤ xg + σ (17)
yg − σ ≤ y(tf ) ≤ yg + σ (18)
If the distance from the vehicle to the goal is greater than
the vehicle’s planning range Lrange, then the soft (Eqn. 9 -
Eqn. 14) and hard constraints (Eqn. 17 - Eqn. 18) on the final
conditions are relaxed. Setting the elements in wsf to zero
relaxes the soft constraints, and setting σ to 106 m relaxes
the hard constraints. The remaining parameter modifications
and additional constraints needed to relax the assumption that
the goal is within the vehicle’s planning range [16] are now
presented.
g) LiDAR Range Constraints: If the goal is not within
Lrange of the vehicle, then the vehicle is constrained to arrive
at the edge of the LiDAR region within a distance of κ at tf .
This is accomplished using Eqn. 19 and Eqn. 20 as
(x(tf )− x(t0 + tex))2 + (y(tf )− y(t0 + tex))2 − p1 ≤ 0
(19)
−(x(tf )− x(t0 + tex))2 − (y(tf )− y(t0 + tex))2 + p2 ≤ 0
(20)
TABLE II: Planners compared in the work
where p1 and p2 are set to (Lrange + κ)2 and (Lrange − κ)2,
respectively.
To avoid creating an infeasible problem while continuing to
drive the UGV towards the goal, the goal constraints described
in the previous section (i.e., Eqn. 9 - Eqn. 18) are relaxed and a
new soft constraint is used. This soft constraint minimizes the
squared distance from the vehicle to the goal at tf , normalized
by squared distance from the vehicle to the goal at t0 + tex
[12]. Setting the goal weight wg in Eqn. 5 to a non-zero value
enforces this constraint.
In the case that the goal is within a distance of Lrange to
the vehicle, wg is set to zero and the vehicle is constrained to
reach the goal using Eqn. 9 - Eqn. 18. This is done by setting
σ to a much smaller goal tolerance, which enforces the hard
constraints on reaching the goal, and setting the elements in
the weight vector wsf to large positive weights establishes soft
constraint on reaching the goal through slack variables. Then,
to avoid creating an infeasible problem, the hard constraints
for reaching the edge of the LiDAR region at tf are relaxed.
To do this, p1 and p2 are set to 10−6 and −10−6, respectively,
The above specifies the details of the NMPC-based tra-
jectory planning formulation with specifications S1-S6. The
evaluation of this formulation as a function of its specifications
follows.
III. EVALUATION DESCRIPTION
The next section presents comparisons among four plan-
ners within three different test environments, and evaluates
the proposed planner’s ability to improve both safety and
performance without increasing solve-times. This section de-
scribes these planners and their test environments. Afterwards,
the computer hardware platform used to produce the results
presented in this paper and the software configuration under
which NLOptControl is evaluated are described.
A. Planners
Comparisons are made among four planners (denoted as
PA-PD ). The specifications of these planners are listed in
Table II, where PA is used as the baseline planner. Note that
PA already includes the specifications of a dynamic vehicle
model and simultaneous optimization of speed and steering,
since previous work already illustrated the need to include
them; see [9], [1], [8] for the first and [12] for the latter.
The set of parameters in the left-hand column in Table V,
which is in Appendix A, define the planners. The right-hand
column in Table V defines the values of PA’s parameters. All
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of the weight terms used in this work are obtained either from
previous research [12] or manual tuning. In addition to this,
setting the moving obstacle avoidance constraint in Eqn. 7 to
false means that Eqn. 7 is modified to Eqn. 21 as
(
x(t)− x0obs?[i]
aobs[i] + sm(t)
)2+(
y(t)− y0obs?[i]
bobs[i] + sm(t)
)2 > 1, for i ∈ 1 : Q
(21)
where x0obs? and y0obs? are arrays that describe the initial
x and y positions of the obstacles, respectively. These arrays
are updated to reflect the obstacles’ current position after each
execution horizon.
Next, the values of PA’s parameters are modified to define
PB-PD. The difference between PA and PB is that the weight
on the final time wt is set to 100 for PB . To allow PA to reach
the goal or the edge of the LiDAR region at will, the final time
is left as a design variable, but the weight on it (i.e., wt) is set
to zero. Next, the difference between PB and PC is that wce is
set to 1 for the latter. Finally, the difference between PC and
PD is that PD has a moving obstacle avoidance specification,
while PC does not. PD establishes this specification with
Eqn. 7. Specifically, PC assumes that the obstacles will be
static over each prediction horizon, while PD incorporates the
movement of the obstacles into the position constraints over
the prediction horizon.
Closed-loop comparisons are made among four different
vehicles (denoted as VA − VD). PA, PB , PC , and PD control
VA, VB , VC , and VD, respectively. Unless otherwise noted, the
execution horizon is set to a value of 0.5 s for all comparisons.
B. Environment Categories
To evaluate the proposed planner, this work uses four
distinct environmental categories: unknown vs. known; un-
structured vs. structured; dynamic vs. static, and challenging
vs. simple. A description of each follows.
a) Unknown vs. Known: In an unknown environment
[12], sensors collect data from the environment for algorithms
that estimate factors including the obstacles’ sizes, positions,
and velocities. In addition to assuming that the obstacle
information is known, this paper assumes that the environment
known.
b) Unstructured vs. Structured: In an unstructured envi-
ronment [26], [27], [28], [12], there are no roads to follow or
traffic rules to obey. However, in a structured environment
[29], [30], some combination of these factors needs to be
considered. In this paper the distinction between these en-
vironment categories is that in an unstructured environment
there are no lanes to follow, while in a structured environment
there is a lane to follow.
c) Dynamic vs. Static: In a dynamic environment [31],
at least one obstacle is moving. In a static environment, all of
the obstacles are stationary. This paper uses both dynamic and
static environments.
d) Challenging vs. Simple: In planning problems, the
number of obstacles directly affects the computational load
[31]. As such, the environment becomes more challenging
as the number of obstacles increases. This paper uses an
environment with 38 obstacles as a challenging example and
an environment with 3 obstacles as a simple one.
C. Environments
UGV safety, performance, and solve-times are evaluated in
three different environments (denoted as EA-EC). Each of
these environments consists of some combination of the above
environment categories, which is now described in detail.
a) EA: Simple, Static, Unstructured Environment: Both
the increase in performance and solve-times, consequent to
including the minimum time-to-goal and minimum control
effort specifications, can be evaluated in a simple, static,
unstructured environment (denoted as EA). EA has three static
obstacles (denoted as 01, 02, and 03) and Table VI, which is
in Appendix A, lists EA’s parameters. The right trace of Fig.
4 shows the obstacle field and goal location of EA.
b) EB: Simple, Dynamic, Unstructured Environment:
The increases in both safety and solve-times, consequent to
including a moving obstacle avoidance specification, can be
evaluated in a simple, dynamic, unstructured environment
(denoted as EB). EB has three dynamic obstacles (also
denoted as 01, 02, and 03). EB is the same environment as
EA, except the obstacles are given non-zero velocities to test
the planner’s ability to avoid collisions with moving obstacles.
The respective velocities of 01, 02, and 03 are as follows:
vx = [−2,−1,−0.5] m
s
and vy = [0, 1, 6]
m
s
Fig. 5 shows the movement of these obstacles, which can
be seen in the right trace by following the obstacles’ position
at the indicated times.
c) EC: Challenging, Dynamic, Structured Environment:
Increases in safety and solve-times from including a mov-
ing obstacle avoidance specification can be further evaluated
within a challenging, dynamic, structured environment (de-
noted as EC). EC is a double lane change scenario, which
was originally developed to test a HMMWV within a static
environment [32]. Fig. 6 shows EC , which has two large
obstacles that need to be avoided, labeled 01 and 02. In this
test, the vehicle is started at the bottom of Fig. 6 traveling
in the left lane at a speed of 17 ms . From this point, it
is restricted to perform a double lane change maneuver. To
constrain the vehicle to perform this maneuver, first, minimum
and maximum constraints on the vehicle’s x position are
imposed. This restricted region is colored in light blue, where
the lower and upper limits on the vehicle’s x position are
xmin = 0 m and xmax = 24 m, respectively. Next, to ensure
that the vehicle stays in the left lane during the first part of the
maneuver, at the start of the track, until after y = 175 m, a
series of 36 cones are placed at the edge of the lane boundary.
If these cones are not present, or there are not enough cones,
then the vehicle will change lanes earlier in order to minimize
the sixth term in Eqn. 5. The first large obstacle, 01, is static
and is located in the left lane. The second large obstacle, 02,
starts at the back of the track in the right lane near the goal
and moves towards the front of the track. Table VII lists the
parameters for EC .
To improve safety and performance within EC , several
planner parameters, which are listed in Table V, are modified.
Specifically, for all of the EC simulations shown in this
paper, the Lrange, N , and κ planner parameters in Table V
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are modified. The Lrange is modified because using an Lrange
of 50 m, the vehicle crashes into 02 over a large range of
02 obstacle speeds. To avoid limiting the UGV based on its
sensing range, and not its dynamic limits, Lrange is increased
to 90 m for EC . To accommodate for this extended planning
range, the number of points in the discretization N is increased
from 10 to 15 and the LiDAR relaxation range κ is increased
from 5 m to 10 m.
D. Hardware Platform and Software Stack
The results in this paper are produced using a single ma-
chine running Ubuntu 16.04 with an Intel Core i7− 4910MQ
CPU @2.90GHz × 8, and 31.3GB of RAM. This work
evaluates NLOptControl’s ability to solve the complex OCP
formulation presented in this work in real-time. As mentioned,
NLOptControl is our open-source, direct-collocation based
OCP solver. In this work NLOptControl 0.1.6 [20] is
used with the KNITRO 10.3 NLP solver, where the default
KNITRO settings are used, except the maximum CPU-time
(i.e., solve-time), which is set to 300 s. Additionally, the
trapezoidal method [33], [34] is used to approximate both the
cost functional (Eqn. 1) and the dynamics (Eqn. 2). In order
to more closely simulate practice, where time can typically be
allocated to initialize trajectory planners, the optimizations are
warm-started.
IV. RESULTS
A. Performance and Solve-Times within EA
Planning with a minimum time-to-goal specification can
reduce the time-to-goal without increasing the solve-times in
a simple, static, unstructured environment. In particular, using
either PB or PC in lieu of PA within EA, reduces the time-
to-goal from 9.0 s to 7.0 s (see Fig. 4). This is because,
until about t = 5.5 s, both VB and VC accelerate while VA
decelerates; this results in higher speeds for both VB and VC .
Next, while both PB and PC run in real-time in EA, PA does
not. This can be seen in the top left trace of Fig. 4, where
the solve-times for both PB and PC are all less than tex, but
several of the solve-times obtained using PA go above tex.
Again, this creates a safety issue because, in practice, if the
solve-time is greater than tex, then the vehicle will not have
a trajectory to follow.
In EA, compared to PB , PC reduces the control effort
without increasing either the time-to-goal or the solve-times.
More specifically, even though VB and VC arrive at the goal
in 7.0 s, VC uses less control effort for all of the three
control effort terms. The third term in Eqn. 5 calculates the
control effort terms for the steering angle, steering rate, and
longitudinal jerk. The overall values of each of these control
effort terms, along with their percentage decrease, are in Table
VIII, which is in Appendix A. Next, in the top left trace in
Fig. 4, it can be seen that the solve-times for PB and PC are
below the real-time threshold of 0.5 s.
B. Safety and Solve-Times within EB
Planning with a moving obstacle avoidance specification
can increase safety without increasing the solve-times in a
simple, dynamic, unstructured environment. This is shown in
the comparison between PC and PD within EB (see Fig. 5).
At the start of this test, both vehicles accelerate and then turn
in opposite directions: VC to the left and VD to the right.
PC tries to avoid 01 to the left, which results in a crash at
t = 3.5 s. On the other hand, by taking the obstacles’ motion
over the prediction horizon into account, PD turns VD to the
right. This allows VD to arrive safely at the goal at t = 6.5 s.
Lastly, as seen in the top left trace in Fig. 5, the solve-times
for both PB and PC are below the real-time threshold of 0.5 s.
C. Safety and Solve-Times within EC
Similarly, planning with a moving obstacle avoidance speci-
fication can increase safety without significantly increasing the
solve-times in a challenging, dynamic, structured environment.
This is demonstrated by testing PC and PD within EC (see
Fig. 6 - Fig. 8). At the start of the test, the first lane-change
maneuver is performed successfully for both VC and VD.
During this time, both vehicles accelerate aggressively to
increase their speed from 17 ms at t = 0 s to 26.5
m
s at
t = 19.5 s. At this time, VC crashes into 02 (see Fig. 7
for a zoomed in view of the crash) while VD avoids 02 and
eventually attains the goal. Additionally, PD is able to avoid
this collision with a solve-time that is only slightly higher than
the one obtained with PC’s just before is causes VC to crash.
The next section discusses the larger solve-times encountered
at 19.0 s. Finally, the solve-times for PD are less than the
real-time threshold of 0.5 s, despite the fact that this is a
challenging environment (i.e., with 38 obstacles instead of 3).
D. Execution Horizon and Obstacle Speed Analysis within EC
Including a moving obstacle avoidance specification in-
creases safety over a range of execution horizons and obstacle
speeds. To shown this VC and VD are tested within EC for
a range of execution horizons (tex = [0.01, 0.0621, . . . , 1] s)
and obstacle velocities (vy[2] = [0,−2.11, . . . ,−20] ms ). The
data from this parameter sweep are shown in Fig. 9, where a
plotted point indicates a successful simulation. For instance,
when the execution horizon is 0.01 s and the velocity of 02 is
−2.11 ms , both VC and VD attain the goal.
The data follow the expected trend: i.e., VD is safer than VC ,
and the results are statistically significant (p = 2.2× 10−16),
as shown by a Fisher Test, in Appendix A. VD accounts for
the majority (87.1%) of the successful trials, and VC accounts
for the majority of (60.0%) of the trials that failed.
While making the execution horizon small creates a more
reactive planner, which can more reliably avoid collisions
with fast moving obstacles, it makes it more difficult to
obtain the planning solutions in real-time. Fig. 10 depicts
this issue, where the real-time-factor (RTF) and probability-
of-safety (POS) are defined as follows
Definition: IV.1. Real-time-factor (RTF): RTF = solve-timesmaxtex .
To calculate solve-timesmax, the maximum value in a vector
of solve-times for each test case (i.e., obstacle speed and
execution horizon) is averaged across obstacle speeds.
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Fig. 4: Closed-loop comparison of PA, PB , and PC in EA.
Definition: IV.2. Probability-of-safety (POS): The probability
that the vehicle will attain the goal, which is calculated over
the range of obstacle velocities for each execution horizon.
For both PC and PD, the RTF is very high at small
execution horizons and drops for larger execution horizons,
as shown in Fig. 10. For PC , the POS is very low across
the entire range of execution horizons. In contrast, PD’s POS
is higher for smaller execution horizons and lower for larger
execution horizons. Additionally, when using PD there are two
cases where the RFT is less than 1, namely when the execution
horizon is either 0.687 or 0.790 s. In these cases the POS is
0.45 and 0.25, respectively.
V. DISCUSSION
This paper develops four NMPC-based trajectory planners,
each with a different set of specifications. Comparisons among
these planners, within three different environments, illuminate
the potential effects of several key planner specifications on
UGV safety and performance. These comparisons provide the
basis for this paper’s contributions.
This work was motivated by the assumption that including
the set of specifications S1-S7 into a planner will improve
both performance and safety, compared with less compre-
hensive sets. The results presented in this paper support this
assumption. In particular, the results show that including (a)
minimum time-to-goal, (b) minimum control effort, and (c)
moving obstacle avoidance specifications improves the closed-
loop performance and safety for a UGV application.
Contrary to our expectations, adding several key planner
specifications does not lead to larger solve-times. Specifically,
the results show that adding (a) minimum time-to-goal, (b)
minimum control effort, and (c) moving obstacle avoidance
specifications does not lead to an increase in NLP solve-times.
In fact, adding a minimum time-to-goal specification ac-
tually reduces the solve-times within the simple, static, un-
structured environment (see the top left trace in Fig. 4). The
minimum time-to-goal specification helps balance the sixth
term in Eqn. 5, which minimizes the area between the vehicle’s
position trajectory and a line that runs through the goal in the
y-direction. To see this balancing effect, compare the position
trajectories of VA to those of VB and VC in Fig. 4. The
baseline planner, i.e., PA, more effectively minimizes the area
mentioned above for VA than either PB or PC does for VB
and VC , respectively. VB and VC have a larger area because
both PB and PC have, in addition to the sixth term in Eqn.
5, a minimum time-to-goal specification. To reduce this area
more effectively, VA aggressively decelerates over the entire
test and operates at lower speeds; these lower speeds allow VA
to return to the line that runs through the goal in the y-direction
sooner than either VB or VC . These differences between the
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Fig. 5: Closed-loop comparison of PC and PD in EB .
vehicle’s trajectories may have led to the differences in the
planners’ solve-times, where PA has longer solve-times than
either PB or PC . Notice that at around 6 s, VA’s steering
angle δf (t) and longitudinal deceleration ax(t) are large,
and PA’s solve-time increases sharply. On the basis of such
observations, this paper speculates that planning aggressive
deceleration and steering trajectories at low speeds may be
more computationally expensive than planning less aggressive
deceleration and steering trajectories at high speeds.
The results presented in this paper show that
NLOptControl can solve UGV OCPs in real-time,
suggesting that NLOptControl can solve complex OCPs
faster than MATLAB [12], [16]. Our latest UGV work [16]
has a less complex OCP than this work, while using the same
computer and the same class of collocation methods2 as this
work. Thus, the OCP solve-times obtained in this paper and
our previous work can be compared to help evaluate the ability
of the respective software stacks to quickly solve complex
OCPs. Our previous work uses MATLAB in conjunction with
the IPOPT NLP solver to solve a UGV planning problem. To
illustrate a shortcoming of this work, Table III, in Appendix
A, summarizes long solve-times obtained using this software
stack and hard and soft constraints for obstacle avoidance to
2In both cases local-collocation methods are used; this work uses the
trapezoidal method and our previous work uses Euler’s backward method.
solve a single OCP in dynamic, unstructured environments
with 3 and 17 obstacles. Similar research shows that solving
real-time UGV planning problems using MATLAB and IPOPT
is challenging [12] — planning problems are solved up to
30 times slower than real-time with a 2.90GHz Intel Xenon
processor and a 0.5 s execution horizon. This paper shows
that solving UGV OCPs, using a direct-collocation method
implemented in NLOptControl [20] in conjunction with
the KNITRO NLP solver, makes real-time solutions feasible.
Additionally, unreported tests in EA-EC indicate that using
NLOptControl in conjunction with the open-source IPOPT
NLP solver yields similar solve-times. Therefore, this step
forward for real-time UGV planning can be attributed to the
novel design specifications of NLOptControl and not the
KNITRO NLP solver.
As the number of obstacles increase, the environment be-
comes more challenging, because the number of obstacles
directly affects the computational load [31]. In the formulation
developed in this work, the NLP dimensions grow linearly
as the number of obstacles increases. Thus, increasing the
number of obstacles from 3 (in EA and EB) to 38 (in EC)
enlarges the size of the NLP and the computational load. It is
reasonable to assume that this increase is a major factor in the
corresponding increase of solve-times. To see this increase in
solve-times, compare Fig. 4 and Fig. 5 to Fig. 8. Increasing
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the number of obstacles may result in a loss of real-time
solutions. However, several approaches may be taken to use
the formulation presented in this paper in an environment
with many obstacles. These approaches include: developing
a strategy that considers a smaller number of obstacles at
a time, grouping several small, closely packed obstacles as
a single obstacle, increasing computational power, or some
combination of these.
For a given UGV, as obstacle speed increases, the environ-
ment becomes more challenging, because the vehicle is put
in an increasingly difficult situation. The data plotted in Fig.
9 support this claim; even with a moving obstacle avoidance
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specification, it is not possible to reliably avoid the oncoming
obstacle 02 in EC when it is moving faster than 21.1 ms .
A moving obstacle avoidance specification may be unnec-
essary if the planner is updating quickly and the obstacles
are moving slowly. The data plotted in Fig. 9 also support
this claim. The data reveals that if the obstacle is moving
directly toward the vehicle at a speed less than 2.11 ms , and
if the execution horizon is less than 0.375 s, then a planner
without a moving obstacle avoidance specification will safely
attain the goal. Removing the moving obstacle avoidance
specification will also eliminate the need for an algorithm to
predict the speed of the obstacles. This simplification may
be appropriate for some industrial applications, where the
obstacles are known to move slowly.
In addition to a moving obstacle avoidance specification, as
obstacle speed increases, a small execution horizon becomes
increasingly crucial for safety. The data plotted in Fig. 9
supports this claim as well; over a range of obstacle speeds,
planning with a smaller execution horizon makes it more likely
that the vehicle attains the goal. It is therefore desirable to
make the execution horizon as small as possible in order
to create a more reactive and safer planner. Having a small
execution horizon, however, makes it more difficult for the
planner to obtain solutions in real-time.
In order to ensure that the planning solutions are obtained
in real-time while maintaining safety, it may be necessary to
operate the UGV within environments where the obstacles
are traveling from low to moderate speeds. Particular sets of
data plotted in Fig. 9 support this claim as well. Specifically,
when disregarding the cases where the obstacle is traveling
faster than 16.8 ms , the RTF decreases to 0.933 and the POS
increases to 0.889. Similarly, when disregarding the data where
the obstacle is traveling faster than 4.21 ms , the RTF is further
reduced to 0.920 and the POS increases to 1.
In addition to reducing the execution horizon, planning in
a dangerous situation can increase the RTF. This results from
the fact that planning in a dangerous situation can lead to
less feasible or even infeasible NLP constraints, which make
it more challenging or even impossible for the NLP solver
to obtain a solution. The top trace of Fig. 8 supports this
claim; it shows that solve-times increase sharply just before
VD avoids a collision with 02. It is important to consider these
situations in terms of solve-time; if the planner cannot obtain
a trajectory within the real-time limit, then the vehicle will
not have a trajectory to follow and the situation status will go
from dangerous to disastrous.
VI. CONCLUSION
This paper incorporates planner specifications S1-S7 (listed
in Table I) into an NMPC-based trajectory planner for a UGV.
UGV safety and performance is tested within four simulation-
based comparisons. The results show that
• planners with less comprehensive sets of specifications
than S1-S7 reduce UGV safety and performance,
• if the planner is updating quickly, then a slowly moving
obstacle can be safely avoided without a moving obstacle
avoidance specification,
• to avoid faster obstacles, both the moving obstacle avoid-
ance and small execution horizon specifications are nec-
essary,
• a small execution horizon improves safety, but decreases
the feasibility of obtaining trajectories in real-time, and
• planning in an environment with more obstacles increases
OCP solve-times.
Contrary to our expectations, our results show that adding the
minimum-time-to-goal, minimum control effort, and moving
obstacle avoidance specifications does not lead to larger solve-
times. In fact, adding a minimum-time-to-goal specification
actually reduces planning solve-times in the simple, static,
unstructured environment. For our final research objective, the
first three comparisons show that NLOptControl solves the
OCP formulations, with a minimum-time-to-goal specification,
in real-time, i.e., the solve-times are all less than the chosen
execution horizon of 0.5 s. In contrast, previous work [16],
[12] shows that MATLAB cannot solve OCP formulations that
have a similar level of complexity in real-time. Therefore,
NLOptControl is found to be a suitable tool for quickly
solving complex OCPs. While this work tailors the NMPC-
based trajectory planner for a UGV application, a variety of
automated vehicle systems, e.g., UAVs and spacecraft, can also
make use of the approach detailed here.
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APPENDIX A
SUPPLEMENTARY DATA
TABLE III: Long MATLAB solve-times
Solve-times
Constraints 3 Obstacles 17 Obstacles
Hard constraints 44.4 s 193 s
Soft constraints 110 s 2.19× 103 s
TABLE IV: Vehicle Parameters
Variable Value Units
Mt 2689 kg
Izz 4110 kg −m2
Lf ,Lr 1.58,1.72 m
Kzx ,Kzyr ,Kzyf 806,1076,675
N
m
s2
Fzmin 1000 N
a,b 1300,100 -
ψmin,ψmax [−2pi, 2pi] ◦
δf,min,δf,max [−30, 30] ◦
γf,min,γf,max [−5, 5] ◦s
Jx,min,Jx,max [−5, 5] ms3
Umin,Umax [0.01, 29] ms
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TABLE V: Simulation Parameters for PA
Variable or Conditions Value and Units
tex,N ,Lrange,κ 0.5 s,10,50.0 m,5.0 m
sm1, sm2, sm 2.5 m,4 m,2 m
X0 [200 m, 0 m, 0, 0, 1.57rad, 0, 17 ms , 0]
X0tol [0.5 m, 0.5 m, 0.5, 0.005, 0.5, 0.25, 0.5
m
s , 0.5]
XFtol [5.0 m, 5.0 m, NaN,NaN,NaN, . . .
NaN,NaN,NaN ]
wic,wx0,wy0,wv0,wr0,wψ0,wsa0,wux0,wax0,wxf 100,1,1,10,10,10,2,0.1,0.1,100
wg ,wt,whaf ,wFz ,wce,wsa,wsr,wax,wjx 10,0,1,0.5,0,0.1,1,0.1,0.01
moving obstacle avoidance constraint in Eqn. 7 false
TABLE VI: Environment for EA
Variable Description Value Unit
aobs array of the obstacles semi-major axes [5, 4, 2] m
bobs array of the obstacles semi-minor axes [5, 4, 2] m
x0obs array of the obstacles initial x positions [205, 180, 200] m
y0obs array of the obstacles initial y positions [57, 75, 63] m
vx array of obstacles speeds in x direction [0, 0, 0] ms
vy array of obstacles speeds in y direction [0, 0, 0] ms
xg x position of goal location 200 m
yg x position of goal location 125 m
σ tolerance on goal location 15 m
ψg desired orientation at goal pi2 rad
TABLE VII: Environment for EC
see Table. VI for Variable Descriptions
Variable Value Unit
aobs [6, 6, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, . . . m
. . . 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, . . .
. . . 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387, 0.387]
bobs same as aobs m
x0obs [6, 18, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, . . . m
. . . 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12, 12]
y0obs [281, 650, 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, . . . m
. . . 95, 100, 105, 110, 115, 120, 125, 130, 135, 140, 145, 150, 155, 160, 165, 170, 175]
vx [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
m
s
vy [0,−10, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0] ms
xg 18 m
yg 700 m
σ 25 m
ψg
pi
2 rad
TABLE VIII: Control Effort
Effort Term PB PC Decrease
Steering Angle 0.000586 0.000422 28.0 %
Steering Rate 0.00129 0.000922 28.5 %
Longitudinal Jerk 0.530 0.420 20.8 %
Total 0.532 0.421 20.9 %
TABLE IX: Fisher’s exact test for attaining the goal for PC
and PD in EC (p = 2.2× 10−16)
Fail Pass Total
PC 378 (60.0 %) 22 (12.9 %) 400
PD 252 (40.0 %) 148 (87.1 %) 400
Total 630 ( 100%) 170 (100 %) 800
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