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Short Geodesics in Hyperbolic Manifolds
Abstract
Given a closed Riemannian n-manifold M , its shortest closed geodesic
is called its systole and the length of this geodesic is denoted syst1(M).
For any ε > 0 and any n > 2 one may construct a closed hyperbolic n-
manifold M with syst1(M) 6 ε. Constructions are detailed herein. The
volume of M is bounded from below, by An/ syst1(M)
n−2 where An is
a positive constant depending only on n. There also exist sequences of
n-manifolds Mi with syst1(Mi)→ 0 as i→∞, such that vol(Mi) may be
bounded above by a polynomial in 1/ syst1(Mi). When ε is sufficiently
small, the manifold M is non-arithmetic, so that its fundamental group is
an example of a non-arithmetic lattice in PO(n, 1). The lattices arising
from this construction are also exhibited as examples of non-coherent
groups in PO(n, 1).
Also presented herein is an overview of existing results in this vein,
alongside the prerequisite theory for the constructions given.
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Opening Remarks
Overview of results
In this thesis, I present some results concerning hyperbolic n-manifolds and
their systoles; that is, their shortest closed geodesics (cf. §6.1). The main
results are: that one may construct closed hyperbolic n-manifolds with systole
lengths as short as desired, and that one may bound the volumes of these
manifolds from below by a quantity that tends to infinity as the systole length
tends to zero (and the behaviour of this is described quantitatively). An
interesting by-product of the construction given here is that the manifolds
thus obtained are non-arithmetic when the systole length is sufficiently short,
and so one obtains new examples of non-arithmetic lattices in PO(n, 1). The
non-arithmetic lattices so obtained may be used to exhibit new examples of
non-coherent non-arithmetic lattices in PO(n, 1).
Existence of short systole n-manifolds
In , I. Agol showed that for any ε > 0, there exists a closed hyperbolic
4-manifold whose systole syst1(M) is at most ε. This had been known to hold
in dimensions 2 and 3, as consequences of Teichmu¨ller Theory and Thurston’s
Dehn Surgery Theorem respectively (cf. §6.2). Agol’s proof is by construction,
and uses a certain separability property (the ‘gferf’ property) of a particular
lattice in Isom(H4). (See §5.3 and §6.4 for details.) At that time it was not
vii
viii Opening Remarks
clear that the gferf property was held by higher dimensional lattices and so
his proof was restricted to the case of dimension 4.
Theorem 6.1 is a generalisation of Agol’s 4-dimensional result to every di-
mension n > 2, and its proof is a construction based on some of his ideas.
However, the proof presented here does not use the gferf property of the
lattices in question; instead Theorem 5.1 is used, which states that one may
always find a finite cover of a compact hyperbolic manifold, that admits immer-
sions of given rational hypersurfaces in such a way that they do not intersect.
A less general version of this theorem was given by Margulis and Vinberg and
the proof is a generalisation of theirs.
Since  it has emerged that the gferf property of arithmetic lattices in
PO(n, 1) does indeed hold, so that Agol’s proof may be directly generalised.
Details of this are given in §6.4.
Volumes of short systole n-manifolds
It follows from a theorem of H.-C. Wang that the volumes of the manifolds in
Agol’s construction must tend to infinity as the systole length tends to zero
(cf. §7.3), but no bounds have previously been given that explicitly describe
the behaviour of the volume growth in terms of the systole when the systole is
small. This is addressed in Theorem 7.4, where it is shown that the n-manifolds
constructed in the proof of Theorem 6.1 have volumes bounded below by
An/ syst1(M)
n−2 (for An > 0 depending on n). This result is a consequence
of recent work by M. Bridgeman and J. Kahn that gives volumes of hyperbolic
manifolds with boundaries in terms of their orthospectrum (cf. §7.2).
One may exhibit examples of sequences of manifolds from the proof of The-
orem 6.1 whose volumes grow no faster than a polynomial in 1/ syst1(M), so
as to establish the bound of Theorem 7.4 as an optimal one. (See the proof of
Proposition 7.5 and the discussion following it for details.)
The inequalities of the type in Theorem 7.4 are similar in spirit to those by
Gromov and Reznikov (cf. Theorem 7.1 and Theorem 7.6) and some discussion
of their results is included (cf. §7.1 and §7.3).
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Non-arithmeticity of short systole n-manifolds
It has been known since  that there exist, for any n > 2, non-arithmetic
lattices in PO(n, 1). The proof was given by Gromov and Piatetski-Shapiro
(cf. §8.1). The discussion in §8.2 concludes that if ε > 0 is small enough then
any closed hyperbolic n-manifold from Theorem 6.1 with systole smaller than
ε is non-arithmetic. For ε to be small enough one requires that it is less than
some εn,d which depends on both n and the Q-degree d of the field K over
which one works in the proof of Theorem 6.1. This proof is therefore a new
construction of non-arithmetic lattices in PO(n, 1). The conjecture that εn,d
is in fact independent of n and K is discussed in §8.2.
Summary of chapters
Before presenting the main results and their proofs, I give four chapters of
background material.
Chapter 1 deals with the necessary algebraic number theory, some theory
of quadratic forms, algebraic groups and orthogonal groups. Chapter 2 in-
troduces hyperbolic space, its isometry groups, and some standard results
concerning hyperplanes.
The theory of discrete groups of isometries of hyperbolic space is introduced
in Chapter 3, with some general results concerning Lie groups, including the
theorems of Kazˇdan and Margulis. In Chapter 4, the arithmeticity property
for discrete groups is introduced, and the major theorems of Borel, Harish-
Chandra and Margulis are presented. Examples of arithmetic lattices are
given.
The main result of Chapter 5 (namely Theorem 5.1) is concerned with em-
bedding quotients of hyperplanes in covers of arithmetic hyperbolic manifolds.
The remainder of the chapter introduces separability properties of groups,
including the gferf property.
In Chapter 6 is detailed the construction of short systole manifolds, consti-
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tuting the proof of Theorem 6.1. Some explanations of the previously known
low-dimensional cases are given, including Agol’s 4-dimensional construction.
A more direct generalisation of his construction (concerning the gferf prop-
erty) is also outlined.
The volume growth results (Theorem 7.4 and Proposition 7.5) are given in
Chapter 7. By way of context, Gromov’s systolic inequality is introduced,
along with the work of Bridgeman and Kahn. Reznikov’s inequality is exam-
ined and compared with Theorem 7.4.
Chapter 8 deals with the non-arithmeticity of manifolds with short systole,
as well as their non-coherence. The original construction of Gromov and
Piatetski-Shapiro is presented, along with some auxilliary results on group
presentations.
I give as many references to the literature as possible, especially in the in-
troductory material, in the hope that this will increase the accessibility of the
text to novices and non-experts.
Personal Remarks
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(Misha) Belolpetsky, between October  and August , and I am espe-
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§1.1 Algebraic number theory
Algebraic number fields
A summary of the number-theoretic facts given below can be found in Chap-
ter 0 of the book of Maclachlan and Reid [MR03], and there they are stated
in their most useful form for us. Most of what follows can also be found in (or
at least easily deduced from) standard references on algebraic number theory
(e.g., Lang [Lan70] or Neukirch [Neu99]). Some references to Lang’s ‘Alge-
bra’ [Lan02] are given, as this work more comprehensively covers the most
foundational material.
Suppose α is a root of a polynomial equation with coefficients in Z; i.e.,
amα
m + am−1αm−1 + · · ·+ a1α+ a0 = 0 where ai ∈ Z for each i.
Such an α is said to be algebraic, and if the polynomial is monic (i.e., am = 1),
then we call α an algebraic integer . We will have occasion to refer to the
set of all algebraic integers, which will be denoted by A. If α is algebraic
then it satisfies a unique monic polynomial equation of minimal degree with
coefficients in Q, called the minimal polynomial of α [Lan02, p. 224].
1
2 1 Quadratic Forms
Now supposing {αi}ki=1 to be any finite set of complex numbers, we denote
by Q(α1, . . . , αk) the smallest subfield of C containing both Q and {αi}i. The
field K = Q(α1, . . . , αk) can be viewed as a vector space over Q, and if it has
finite dimension d then K is said to be a finite extension (of Q) and d is called
the degree of the extension, denoted in general by [K : Q]. If the αi are all
algebraic then the extension K will be finite, [Lan02, p. 227, Prop. 1.6] and in
this case we call K an algebraic number field . In the case where m = 1 (i.e.,
extensions Q(α) for algebraic α), then the degree [Q(α) : Q] is equal to the
degree of the minimal polynomial of α [Lan02, p. 225, Prop. 1.4], and Q(α) is
said to be a simple extension.
Given an algebraic number field K, consider the set of all field automor-
phisms σ : K → K such that σ|Q = id. This set forms a group, denoted
Gal(K/Q), and called the Galois group of K over Q [Lan02, p. 262]. It can
be shown that the order of Gal(K/Q) is equal to the degree [K : Q] [Lan02,
p. 254, Theorem 1.8]. The non-trivial elements of Gal(K/Q) can be realised
as field isomorphisms Q(α)→ Q(αj) where the αj are the d− 1 other roots of
the minimal polynomial, given by α 7→ αj [MR03, p. 2]. We will have occasion
to write xσ in place of σ(x) (and in particular in the proof of Theorem 5.1).
We may also regard the elements of the Galois group as embeddings of
K in C (which is desirable from a formal point of view since K is a priori
defined as an algebraic object); and, taking this stance, if for every embedding
σ ∈ Gal(K/Q) we have σ(K) ⊆ R then we say that the extension K is totally
real .
The subset K ∩A ⊆ K is called the ring of integers of K (and one can show
that it is indeed a ring) [Lan70, p. 5] [Lan02, p. 336, Prop. 1.4]. It is denoted
here by OK , and the set of non-zero elements of OK will be denoted by O∗K .
If x ∈ OK then we may say that x is K-integral (and any y ∈ K may be called
K-rational).
Example 1.1.
1. The field Q is trivially a degree-1 extension over itself. In this case, the
ring of integers is Z, and there is but one Galois conjugate, namely the
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identity map.
2. The polynomial x2− 2 has two roots +√2 and −√2, so the field Q(√2)
is an algebraic number field of degree 2. The Galois conjugate different
from the identity is the map σ : a+ b
√
2 7→ a− b√2. The ring of integers
OK is {a+ b
√
2 | a, b ∈ Z}. This is a totally real extension.
In general we may consider Q(
√
d) where d is a square-free positive
integer (i.e., d has no squares as factors). This is a totally real degree-2
extension, but the ring of integers takes a form which depends on d:
OQ(√d) =

{
a+ b
√
d
∣∣ a, b ∈ Z} if d 6≡ 1 (mod 4){
1
2(2a+ 1) +
1
2b
√
d
∣∣ a, b ∈ Z} if d ≡ 1 (mod 4).
Considering the ring of integers as a Z-module, we see that a basis in the
second case is {1, 12(1 +
√
d)} [MR03, Examples 0.2.7], whilst the first
case gives rise to the simpler Z-basis {1,√d}.
3. Consider the polynomial x3 − 2. This has the roots 3√2e2ikpi/3 for k ∈
{0, 1, 2} (where 3√2 is understood to be real). The image in C of the field
Q( 3
√
2) (under the obvious identity embedding) is real, but there is an
isomorphism σ : Q( 3
√
2)→ Q( 3√2e2ipi/3) whose image is not contained in
R. Thus this extension is not totally real, even though the field Q( 3
√
2)
may be regarded as contained in R.
Ideals in number fields
A subset a ⊂ O of a ring O is called an ideal if for every x ∈ O, we have
xa ⊆ a. A prime ideal is an ideal p such that if ab ∈ p then a ∈ p or b ∈ p.
If a is a maximal ideal in O, that is, no proper ideal of O contains a (and,
by convention, a 6= O), then the quotient ring O/a is a field [Lan02, p. 93].
It turns out that the ring of integers OK of an algebraic number field K has
the property that every prime ideal is maximal [Neu99, p. 17, Theorem 3.1],
which is a consequence of its being a so-called Dedekind domain or Dedekind
ring [Lan70, p. 20] [Neu99, p.18] [Lan02, pp. 88, 116, 353]. We also find that
for an algebraic number field K every non-zero ideal a ⊆ OK gives a finite
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quotient OK/a [MR03, p. 12, Theorem 0.3.2] [Lan70, p. 17]. An ideal a ⊆ O
is principal if it can be generated by a single element a ∈ O; that is a = (a)
where the notation (a) denotes the set {ax | x ∈ O}.
Norm and trace
If K is an algebraic number field, and x ∈ K then we define the norm and
trace of x to be, respectively, the numbers N(x) and tr(x) given by
N(x) =
∏
σ∈Gal(K/Q)
σ(x) and tr(x) =
∑
σ∈Gal(K/Q)
σ(x). (1.1)
The norm enjoys the following properties:
Lemma 1.2.
1. N(x) ∈ Q for every x ∈ K;
2. N(xy) = N(x)N(y) for every x, y ∈ K;
3. N(x) = x[K:Q] if x ∈ Q; and
4. N(x) ∈ Z if x ∈ OK .
Note that the second and third statements above are immediate from the
definitions of Gal(K/Q). The first follows from the fact that the norm must
be invariant under Gal(K/Q) [MR03, p. 3]. The proof of the last assertion
can be found in, e.g., the book of Lang [Lan02, p. 337, Cor. 1.6]
We will also need the following elementary result (cf. Belolipetsky and Thom-
son [BT11, p. 1462]), which will be used in the proof of Theorem 5.1:
Lemma 1.3. Let K be a totally real algebraic number field.
1. Suppose that x ∈ OK and that
√
x ∈ K. Then √x ∈ OK .
2. If x, y ∈ K and √x/y ∈ K then √xy ∈ K.
Proof. 1. If x is an algebraic integer then it satisfies xm + am−1xm−1 +
· · · + a0 = 0 for some ai ∈ Z and some m ∈ N. It is then immediate
that
√
x satisfies (
√
x)2m + am−1(
√
x)2(m−1) + · · ·+ a0 = 0 and so is an
algebraic integer. Since
√
x ∈ K we have √x ∈ K ∩A = OK .
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2. We simply write
√
xy = y
√
x/y, which clearly lies in K.
The norm can also be defined for an ideal of a number field K. If a is a non-
zero ideal of OK then the norm N(a) is defined by N(a) = |OK/a|, which is
finite as noted above. This function is multiplicative and if a = (a) is principal
then N(a) = N(a) [MR03, Theorem 0.3.15].
§1.2 Real Quadratic Forms
A fairly general treatment of quadratic forms is given by O’Meara [O’M71],
but here we will give a slightly more specific presentation in order to make clear
the results that will be used later. Cassels [Cas08] gives a general treatment
for rational quadratic forms. For the background theory on bilinear forms the
reader may wish to consult a standard text on linear algebra (e.g., Roman
[Rom05]).
An n-ary quadratic form is a homogeneous polynomial over R, of degree 2
in n variables Xi; i.e.,
f(X) =
n∑
i,j=1
aijXiXj , where aij ∈ R. (1.2)
Given a real vector space V of dimension m > n, and a basis B for V , the form
f defines a function fB : V → R by the rule fB(x) =
∑n
i,j=1 aijxixj where the
xi are the coordinates of x with respect to B. Different quadratic forms may
actually define the same function on a vector space. If f and g are two forms,
then there may be bases B and C for V such that fB = gC , and in this case
we say that the two forms are equivalent. We may also, given a form f and a
basis B, find a form g and a basis C for V such that gC = fB and g has the
simple ‘diagonal’ form g(X) =
∑n
i=1 aiX
2
i [Rom05, p. 269].
Provided no confusion can arise, we will generally assume that a form f and
the function fB it defines on a vector space are one and the same, with the
basis and vector space being implicit.
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Associated with a quadratic form f : V → R is a bilinear form (·, ·)f : V ×
V → R given by
(x, y)f =
1
2
(
f(x+ y)− f(x)− f(y)). (1.3)
We have f(x) = (x, x)f , for
(x, x)f =
1
2
(
f(2x)− 2f(x)) = 12(4f(x)− 2f(x)) = f(x).
Here we use the fact that f is defined by a degree-2 homogeneous polynomial;
i.e., that f(λx) = λ2f(x) for any real λ. The form (·, ·)f is symmetric; that is,
(x, y) = (y, x) for every x, y ∈ V . We say that the form (·, ·)f is non-degenerate
(on V ) if, whenever (x, y) = 0 for all x ∈ V , we must have y = 0 ∈ V .
For a given basis {ei}i one can compute the matrix F associated to (·, ·)f :
by definition the entries of F are
Fij = (ei, ej). (1.4)
This matrix is symmetric, owing to the symmetry of the form (·, ·), and indeed
any symmetric matrix can be used to define a bilinear form by assuming (1.4)
to hold for a set of basis vectors for V , and extending linearly. The form
f(X) =
∑n
i,j=1 FijXiXj gives rise to the function f which is the same as
the function defined by f(x) = (x, x). Thus, the notions of quadratic form,
bilinear form, and symmetric matrix are essentially equivalent. In considering
the orthogonal groups of quadratic forms (cf. §1.5), it is often desirable to take
the matrix point of view. Regarding x, y ∈ V as column vectors, we have
(x, y) = xTFy, (1.5)
where F is as in (1.4).
If V is an n-dimensional R-vector space on which is defined a bilinear form
(·, ·), then V is sometimes called a quadratic space. Any vector x ∈ V such
that f(x) > 0 is called positive (with respect to f); and similarly any x ∈ V
with f(x) < 0 is called negative. In determining co-compactness of arithmetic
groups it is often necessary to consider whether or not the quadratic form
f(x) = (x, x) takes the value zero for any x 6= 0, and, if indeed there is
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x ∈ V r {0} such that f(x) = 0 then we say that f (or V ) is isotropic. (The
vector x may be called an isotropic vector.) If f(x) > 0 for all x 6= 0 then
f (or V ) is called positive definite. This is equivalent to f having associated
symmetric matrix whose eigenvalues are all positive. If f has some negative
eigenvalues, say k of them, then we say that f has signature (n− k, k). That
this is independent of the choice of basis is justified by the following theorem:
Theorem 1.4. [Rom05, Theorem 11.26] [Cas08, p. 27] Let f be a quadratic
form on a real vector space V , and suppose that the associated bilinear form
is non-degenerate. Then f is equivalent to the form
∑r
i=1 x
2
i −
∑n
i=n−r x
2
i .
We will be mainly concerned with quadratic forms that either have signature
(n, 1) or are positive definite.
Conventions
In most situations we will be considering quadratic forms from the point of
view of functions on Rn or Kn where K is a number field. These will always be
specified as homogeneous polynomials of degree 2 in the variables x1, . . . , xn,
where the variables are understood to correspond to the standard basis in the
obvious way:
x1 ↔ (1, 0, . . . , 0)
x2 ↔ (0, 1, . . . , 0)
...
xn ↔ (0, 0, . . . , 1).
Therefore, given a vector space, specifying a form f as a polynomial will be
sufficient to determine the quadratic space in question.
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§1.3 Quadratic Forms over Number Fields
Thus far, the quadratic forms under consideration have had coefficients in R,
but it will be important to utilise forms whose coefficients are restricted to
lying in a given algebraic number field K. Supposing f to be such a form, and
that K is minimal with respect to this property, we say that f is defined over
K. The minimality requirement in this definition is necessary, as the following
example shows: The form x21 + x
2
2 is defined over Q, but could also be viewed
as defined over Q(
√
2) (were the minimality requirement to be dropped), as
indeed the coefficients of f do lie in Q(
√
2). With this definition we find that
we are in a position to differentiate between classes of quadratic forms based
on their fields of definition. (cf. Example 1.5.)
As in §1.1, the extension K/Q has a Galois group Gal(K/Q). For every
σ ∈ Gal(K/Q) we define the conjugate form fσ by fσ = ∑i,j aσijXiXj where
f is defined using the notation of (1.2). It may be that the signature of fσ
is different from that of f when σ 6= id. This is the case, for example, with
the form f = x21 −
√
2x22. The field of definition for f is Q(
√
2), and the
(non-trivial) conjugate form of f is fσ = x21 +
√
2x22.
Remark. It will later be convenient to compute with the Galois conjugates of
field elements obtained as images under bilinear forms; that is, elements of the
form σ
(
(x, y)f
)
. In keeping with the notation on p. 2 we will write (x, y)σf for
such an element, and it should be noted that this is in general different from
the element (x, y)fσ . Explicitly, we have (x, y)
σ
f = (x
σ, yσ)fσ .
Equivalence of forms over number fields
Consider two quadratic forms f =
∑
i,j aijXiXj and g =
∑
i,j bijXiXj in n
variables. Choosing a basis of some real vector space V allows one to apply
Theorem 1.4 and obtain indices for these forms (provided that they are non-
degenerate on V ). If the indices are the same then the forms f and g are
equivalent. This does not in general follow in the case of a k-vector space (for
a number field k), since it may not be possible to find a k-basis of the space
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such that a given form can be written as
∑n
i=1(−1)δix2i .
Example 1.5. Let f and g be the two forms
f = 3X21 +X
2
2 and g = X
2
1 +X
2
2 .
Assigning X1 and X2 to the standard basis vectors for R2 we have the functions
on R2 given by
f(a, b) = 3a2 + b2 and g(a, b) = a2 + b2. (1.6)
But, in the basis {(√3, 0), (0, 1)} of R2, the form f represents the same func-
tion as g, for
f(a, b) = 3
(
1√
3
a
)2
+ b2 = a2 + b2,
whilst g(a, b) = a2 + b2.
Thus over R the two forms can be seen explicitly to be equivalent.
Now consider the space Q2. In the standard basis the forms f and g define
functions Q2 → Q given by identical expressions to those in (1.6), but this
time the set {(√3, 0), (0, 1)} is not a Q-basis of Q2, and so over Q these forms
are not equivalent as the Q-basis required for f to define the same function as
g does not exist.
In addition to dealing with equivalence of quadratic forms, we will also have
occasion to consider whether or not two quadratic forms are similar. Two
forms are similar, roughly speaking, if one is a multiple of the other. More
precisely, suppose that f and g are forms defined over a number field K. We
say that the forms f and g are similar over K if there exists λ ∈ K for which
f and λg are equivalent. This notion is used by, for example, Gromov and
Piatetski-Shapiro [GPS87, §2.6].
Isotropy of quadratic forms
As will be seen later, quadratic forms play an important role in constructing
arithmetic hyperbolic manifolds. The question of whether or not a particu-
lar manifold is compact translates into one of whether or not an associated
quadratic form is isotropic or not.
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Theorem 1.6 (Meyer). [Cas08, p. 75] [Ser73, p. 43] Suppose that f is an
indefinite quadratic form in n variables, where n > 5, defined over Q. Then f
is isotropic over Q.
By an indefinite form is meant a form that is isotropic over R; i.e., viewing f
as attached to Rn there is a non-zero vector v ∈ Rn such that f(v) = 0. To
then say that f is isotropic over Q means that there is a vector v ∈ Qn such
that f(v) = 0.
§1.4 Algebraic Groups
Algebraic groups are usually defined abstractly using the language of affine
varieties; however for us it will be sufficient to use a more concrete definition.
The book of Platonov and Rapinchuk serves as an excellent reference to the
theory of algebraic groups [PR94, Ch. 2], which does use a relatively concrete
definition of an algebraic group, whilst the book of Humphreys [Hum75] is a
fairly accessible introduction to the more abstract theory.
Fix some n ∈ N. If M is an n×n matrix then its n2 entries are customarily
denoted by x11, x12, . . . , xnn, and we may consider polynomials in these n
2
variables, with coefficients in a field K ⊆ C. The collection of such polynomials
is usually denoted K[x11, . . . , xnn] but here we will use K[xij ]n for brevity. If
p ∈ K[xij ]n, then denote by Var(p) the set {M ∈ GLn(R) | p(M) = 0}
where p(M) indicates substitution of the entries of M into the corresponding
variables of p. For a finite collection P ⊂ K[xij ]n we write Var(P) for the set
of common zeroes of all the p ∈ P:
Var(P) =
⋂
p∈P
Var(p).
On GLn(R) we can define a topology, called the Zariski topology , as follows:
we call a set elementary if it is of the form Var(P) for some finite collection P
of polynomials. The Zariski-closed sets are then (by definition) those sets that
can be written as a combination of intersections and finite unions of elementary
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sets. One can actually show that a Zariski-closed set is itself elementary so
that any Zariski-closed set is defined by a finite collection P of polynomials
[Hum75, 1.2].
If G ⊂ GLn(R) is a Zariski-closed subset defined by polynomials pm (1 6
m 6 `), and K is a field, then we say that G is defined over K if K is the
smallest field such that pm ∈ K[xij ]n for every m. If G is also a subgroup of
GLn(R) then we call G an algebraic group. Note that GLn(R) is itself algebraic
(and defined over Q) if it is viewed as a subset of GLn+1(R) via the embedding
ι : M 7→
M 0
0
1
det(M)
 .
Thus ι
(
GLn(R)
)
is defined by the polynomials xn+1,i (i = 1, . . . , n), xj,n+1
(j = 1, . . . , n), and
(
xn+1,n+1 · det(xkl)nk,l=1
) − 1, and is therefore Zariski-
closed. (Note that this embedding in fact realises GLn as a subset of SLn+1.)
A slightly simpler example of an algebraic subgroup of GLn(R) is SLn(R):
SLn(R) =
{
M ∈ GLn(R) | det(Mij)ni,j=1 − 1 = 0
}
.
This group is particularly useful since unit determinants allow integral matrices
to have integral inverses.
It will later be useful to consider Zariski dense subsets of some algebraic
group; that is, subsets (or subgroups) Γ ⊂ G such that the closure of Γ with
respect to the Zariski topology is the entirety of G.
Restriction of Scalars
We will often be concerned with groups defined over Q; but even when the
group is defined over a (non-trivial) finite extension of Q, it can still be shown
to embed in a group of higher dimension that is defined over Q, in such a
way as to preserve certain ‘rationality’ properties [Zim84, pp. 115-116] [MR03,
pp. 316-317]. In what follows this is described in more detail.
Suppose G is an algebraic subgroup of GLn(R), defined over an algebraic
number field K, having finite degree d = [K : Q]. Then G is the set of
common zeroes of some polynomials p1, . . . , pk ∈ K[xij ]n.
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Let a ∈ K. Regarding K as a Q-vector space, we have associated with the
number a a linear map φa : K → K defined by φa(x) = ax, and the map
ρ : a 7→ φa is known as the left regular representation of K over Q. In fixing
a Q-basis {vi}i for K, each of the linear maps φa can be written as a matrix
with respect to {vi}. The image ρ(K) ⊆Md(Q) is defined by (say) ` equations
F`(x
αβ) = 0 in the d2 variables xαβ (α, β = 1, . . . , d) (and these equations are
linear since each entry of φa is a rational multiple of one of the coordinates of
a ∈ K).
We now ‘expand’ each entry of a matrix [xij ] in Mn(K), by replacing xij with
a matrix (xαβij )αβ, and by using ρ we identify Mnd(Q) with Mn(K). In this
way Mnd(Q) can be viewed as partitioned into ‘blocks’, with the i, j specifying
the block and the α, β the entry within a given i, j block.
Now the equations pi = 0 (i = 1, . . . , k) still need to be satisfied if their
coefficients (which lie in K) are replaced by their images under ρ (which lie in
Md(Q)), and their variables xij by the blocks xαβij . Thus the group of rational
points H(Q) defined by these new polynomials p˜i, subject to the Fs(xαβij ) (for
every block ij), is isomorphic to the group G(K) of K-points of G.
The group H is often denoted by ResK/Q(G). The groups of real points of
G and H are not in general isomorphic, of course.
There is an alternative view of restriction of scalars that is often more useful
in practice. Suppose again that G is defined over an algebraic number field
K of degree d, so that it is defined as a subgroup of GLn(C) by a collection
{pi | i ∈ I} of polynomials with coefficients in K. Now for each σ ∈ Gal(K/Q),
denote by Gσ the algebraic group defined by the set of polynomials {σ(pi) |
i ∈ I}. Then we have an embedding
G ↪→
∏
σ∈Gal(K/Q)
Gσ given by g 7→ (g, σ2(g), . . . , σd(g)). (1.7)
Indeed, the product of the Gσ is isomorphic to ResK/Q(G) [PR94, (2.4), p. 50].
Unipotency
An element of an algebraic group G is unipotent if all its eigenvalues are equal
to 1. In other words, if g ∈ G is unipotent, then (g− id)` = 0 for some ` ∈ N.
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(As previously remarked, we are viewing the group G as a subgroup of some
GLn(C).) A subgroup of G is called unipotent if all its elements are unipotent.
One thinks of unipotent elements (in particular in the case of GLn) as being
conjugate to upper-triangular matrices with all the diagonal entries equal to 1.
For an algebraic group G that is connected (in the Zariski topology), its
unipotent radical Ru(G) is its maximal connected unipotent normal subgroup
[PR94, p. 58] [Hum75, Sect. 19.5]. If Ru(G) is trivial then G is said to be
reductive. As an algebraic group GLn is connected and, in fact, reductive.
Note also that semisimple groups are reductive (cf. p. 28).
§1.5 Orthogonal Groups
The notion of an orthogonal group associated to a quadratic form is examined
by both O’Meara [O’M71] and Cassels [Cas08]. The draft book of David
Witte Morris [WM08] also covers some properties of the orthogonal groups of
quadratic forms.
Let f : V → R be a quadratic form on a quadratic space as in §1.2. Suppose
T : V → V is an invertible linear map such that f(T (v)) = f(v) for all v ∈ V .
Then T is said to be an orthogonal transformation, or an isometry of the
quadratic space V . By abuse of notation let T also denote the matrix of the
map T with respect to a basis B, and let F be the matrix of the quadratic
form f with respect to B as in (1.4). Then TTFT = F , for (viewing any v as
a column vector)
f
(
T (v)
)
= f(v)⇔ T (v)TFT (v) = vTFv
⇔ vTTTFTv = vTFv;
and indeed this reasoning shows that f
(
T (v)
)
= f(v) for every v ∈ V if and
only if TTFT = F . Thus we define the orthogonal group of f by
Of =
{
T ∈ GL(V ) | TTFT = F}. (1.8)
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Note that this definition shows Of to be an algebraic group as in §1.4. Thus
we can write Of (R) to refer to the subgroup of invertible elements of Of (R)
whose entries lie in some ring R.
It is common to denote the orthogonal group of the form x21 + · · · + x2n by
O(n), and that of the form x21 + · · ·+ x2n − x2n+1 by O(n, 1).
Example 1.7. Let G be the orthogonal group of the quadratic form f(X) =
X21 −
√
2X22 , which has associated matrix
F =
1 0
0 −√2
 .
Thus the definition of Of (as in (1.8)) becomes x211 −√2x221 x11x12 −√2x21x22
x11x12 −
√
2x21x22 x
2
12 −
√
2x222
 =
1 0
0 −√2
 .
If G denotes the orthogonal group of f , then G is defined by the polynomials
p1(x) = x
2
11 −
√
2x221 − 1,
p2(x) = x
2
12 −
√
2x222 +
√
2,
and p3(x) = x11x12 −
√
2x21x22 [where x = (x11, x12, x21, x22)];
as above. The field K over which G is defined is Q(
√
2), which has a Q-basis
consisting of vectors v1 = 1 and v2 =
√
2. With respect to this basis we have
matrices for the left regular representation given by
ρa+b
√
2 =
a 2b
b a
 ,
and the image ρK is defined by the equations
F1(y) = y
11 − y22
and F2(y) = y
21 − 2y12 [where y = (y11, y12, y21, y22)].
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We make the identification M4(Q) ∼= M2
(
M2(Q)
)
. The final set of polynomials
is then
P˜1(x) =
1 0
0 1
x1111 x1211
x2111 x
22
11
2 −
0 2
1 0
x1121 x1221
x2121 x
22
21
2 −
1 0
0 1
 ,
P˜2(x) =
1 0
0 1
x1112 x1212
x2112 x
22
12
2 −
0 2
1 0
x1122 x1222
x2122 x
22
22
2 −
0 2
1 0
 ,
and P˜3(x) =
1 0
0 1
x1112 x1212
x2112 x
22
12
x1111 x1211
x2111 x
22
11

−
0 2
1 0
x1121 x1221
x2121 x
22
21
x1122 x1222
x2122 x
22
22
−
1 0
0 1
 .
Setting each of these equal to the zero matrix and multiplying out, we have a
total of 3× 4 = 12 equations. These define an alegbraic group over Q, whose
Q-points forms a group isomorphic to the Q(
√
2)-points of G. The group G
is a 1-dimensional Lie group; but note that as a real Lie group ResK/Q(G)(R)
has dimension 4 (by considering the number of equations defining it as an
algebraic variety in the 16-dimensional ambient space).

2Hyperbolic Geometry
§2.1 The hyperboloid model of
hyperbolic n-space
Let fn denote the quadratic form on Rn+1, which with respect to the standard
basis has the diagonal form fn(x) = x
2
1 + x
2
2 + · · · + x2n − x2n+1. The set Hn
given by
Hn = {x ∈ Rn+1 | fn(x) = −1, xn+1 > 0} (2.1)
is the upper sheet of a two-sheeted hyperboloid Hn in Rn+1, and we will
endow it with a metric, whereupon it is referred to as the hyperboloid model of
hyperbolic n-space. Associated to fn in the usual way (cf. §1.2) is the bilinear
form (·, ·)fn on Rn+1 given by
(x, y)fn = x1y1 + x2y2 + · · ·+ xnyn − xn+1yn+1,
and this in turn defines the metric dHn on the set Hn when we declare
cosh dHn(x, y) = −(x, y)fn . (2.2)
The Special Theory of Relativity in physics is in some sense a study of
the geometry of the quadratic form f3 [Nab03]. From this theory arises the
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following nomenclature: a vector x ∈ Rn+1 is space-like if x is positive with
respect to fn, time-like if x is negative and light-like or null if x is isotropic
(cf. §1.2). Figure 2.1 shows how the space Rn+1 is partitioned into the three
subsets of space-, time- and light-like vectors. The set of light-like vectors is
often called the light cone.
Figure 2.1: The hyperboloid in Rn+1 with the light cone
bounding it.
By (2.1), every point in Hn is a time-like vector in Rn+1; but we can
conversely associate to any time-like vector x ∈ Rn+1 the (unique) point
(1/
√|fn(x)|)x ∈ Hn. Thus Hn can also be viewed as the space of lines through
the origin in Rn+1, having timelike direction vectors.
The set Hn is a Riemannian manifold, and this can be seen by the following
[BP92]: the tangent space to Hn at x ∈ Hn can be identified with the set {y ∈
Rn+1 | (x, y)fn = 0}, but this is simply the orthogonal complement 〈x〉⊥fn .
On this subspace fn is positive definite and so defines a Riemannian metric on
Hn; although we shall have little occasion to consider the Riemannian metric
on Hn as such. The interested reader will find further details on various forms
that the Riemannian metric can take in the book of Bridson and Haefliger
[BH99, pp. 92–96].
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It has been asserted above that (2.2) implies that (Hn,dHn) is a metric space,
and we justify this claim now, following essentially the same argument of Brid-
son and Haefliger [BH99, pp. 20–21]. It is easy to see from (2.2) that the metric
defined therein is positive definite, for all vectors in Hn are negative. To es-
tablish the triangle inequality we first introduce a convenient parameterisation
of a geodesic segment [x, y] between two distinct points x, y ∈ Hn. Let u be
the unit vector (1/ sinh(`))
(
y + (x, y)fnx
)
where ` = dHn(x, y). Note that
u ∈ 〈x〉⊥. Furthermore, the curve
β : R→ Hn : t 7→ (cosh t)x+ (sinh t)u
satisfies β(0) = x and β(`) = y.
Now if [x, y] and [x, z] are two hyperbolic line segments with unit vectors u
and v as above, then we call the quantity α ∈ [0, pi], such that cosα = (u, v)fn ,
the hyperbolic angle between [x, y] and [x, z]. (This is called the Lorentzian
space-like angle by Ratcliffe [Rat06, p. 68].)
Lemma 2.1 (Hyperbolic Cosine Rule). Let 4 be a triangle with vertices
A, B and C, and side lengths a, b and c (with a opposite A as usual). Then
cosh c = cosh a cosh b− sinh a sinh b cosC. (2.3)
Proof. [BH99, p. 20] Let [C,A] and [C,B] have unit vectors u and v respec-
tively, as above. Then
cosh c = −(A,B) (by (2.2))
= −((cosh b)C + (sinh b)u , (cosh a)C + (sinh a)v)
= − cosh a cosh b(C,C)− sinh a sinh b(u, v)
= cosh a cosh b− sinh a sinh b cosC.
This leads to a proof of the triangle inequality for the hyperbolic metric:
Proposition 2.2. Let x, y and z be distinct points in Hn. Then
dHn(x, y) 6 dHn(x, z) + dHn(z, y). (2.4)
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Proof. [BH99, p. 21] Let a = dHn(y, z), b = dHn(z, x) and c = dHn(x, y), and
let α be the hyperbolic angle between [x, z] and [z, y]. The function
φ : t 7→ cosh a cosh b− sinh a sinh b cos t
is increasing on [0, pi] to its maximum at t = pi, whence its value may be
written as cosh(a+ b) by standard formulae concerning hyperbolic functions.
So, by (2.3),
cosh c = φ(α) 6 φ(pi) = cosh(a+ b)
with equality if and only if α = pi. Since cosh is monotone increasing, c 6
a+ b.
§2.2 Isometries of Hn
We will write Isom(Hn) for the group of isometries of Hn.
Clearly if T ∈ O(n, 1) (cf. p. 14), then T preserves distances according to
(2.2). However not every element of O(n, 1) preserves Hn, for such maps as
(x1, . . . , xn+1) 7→ (x1, . . . , xn,−xn+1) will interchange the two sheets of the
hyperboloid Hn. In light of this, we consider the quotient group PO(n, 1) =
O(n, 1)/{±id}. This corresponds to identifying x ∈ Hn with −x (which lies
on the lower sheet of the hyperboloid Hn), or equivalently thinking of Hn as
a space of lines as described above (cf. p.18). One can show [Rat06, p. 63,
Theorem 3.2.3] that any isometry of Hn extends to a linear map in PO(n, 1)
so that Isom(Hn) ∼= PO(n, 1).
It is frequently desirable to consider only those isometries that preserve the
orientation of Hn (which form a subgroup denoted Isom+(Hn), and these are
the maps in PO(n, 1) that are the image (under the projection O(n, 1) →
PO(n, 1)) of maps in O(n, 1) with determinant equal to 1. The subgroup of
such maps is denoted PSO(n, 1) and has index 2 in PO(n, 1).
One also sees in the literature the notation O0(n, 1), for the identity compo-
nent of the group O(n, 1). This group may be identified with Isom(Hn) (for it
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is the group that preserves the upper sheet ofHn. The group SO0(n, 1) denotes
the intersection O0(n, 1) ∩ SO(n, 1) and may be identified with Isom+(Hn).
It should be noted that in the low-dimensional cases n = 2 and n = 3,
we have Isom(Hn) isomorphic to PSL2(R) and PSL2(C) respectively [WM08,
B.3].
Classification of isometries of Hn
It is well-known [Rat06, §4.7] that if γ : Hn → Hn is a non-trivial orientation-
preserving isometry, then γ is one of the following types:
1. elliptic, if it fixes at least one point in Hn;
2. parabolic, if it fixes exactly one point, and this lies on ∂Hn;
3. loxodromic, if it fixes exactly two points, and these lie on ∂Hn.
A loxodromic isometry preserves the geodesic whose endpoints are its two
fixed points, and this is known as the axis of the transformation [Rat06, p. 140].
Additionally, a parabolic isometry preserves a horosphere tangent to ∂Hn at
the fixed point of the transformation [Rat06, p. 139].
§2.3 Construction of Hn from other
quadratic forms
If f =
∑n+1
i,j=1 aijxixj is a quadratic form then it defines a function f : Rn+1 →
R. It is well-known [Rom05, p. 269] that there is a basis for Rn+1 (depending
on f) so that f : Rn+1 → R can be written as ∑n+1i=1 bix2i with respect to this
basis. Therefore without loss of generality we may consider only diagonal
forms, and if we require the signature to be (n, 1) then we may assume all
coefficients to be positive, except for the last which will be negative. Now
suppose g =
∑n
i=1 aix
2
i − an+1x2n+1 is such a form, with all ai > 0 (and so
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having signature (n, 1)). The map φ : Rn+1 → Rn+1, given by
φ : (x1, . . . , xn+1) 7→
(√
a1x1, . . . ,
√
an+1xn+1
)
, (2.5)
has the property that g(x) = fn
(
φ(x)
)
. So by a suitable isomorphism of Rn+1
we find a basis in which g is represented by our standard form fn.
The construction of Hn as above (cf. §2.1) can be carried out with a more
general inner product (·, ·)g in place of (·, ·)fn , if g is a quadratic form of
signature (n, 1). Then the restriction φ˜ : Hng → Hnfn : x 7→ φ(x) is an isometry,
for
(x, y)g =
1
2
(
g(x+ y)− g(x)− g(y))
= 12
(
fn(φ(x) + φ(y))− fn(φ(x))− fn(φ(y))
)
=
(
φ(x), φ(y)
)
fn
.
The isometry groups of Hng and Hnfn are related by conjugation. That is,
there is a matrix M ∈ GLn+1(R) such that Og(R) = M−1 Ofn(R)M .
Notation. Henceforth, we shall use the notation (·, ·) in place of (·, ·)fn when-
ever there can be no confusion. It will also be convenient to write ‖x‖ instead
of
√
fn(x) (allowing the possibility that ‖x‖ be imaginary).
§2.4 Volume in Hn
The space Hn inherits a natural volume from its Riemannian metric [Rat06,
§3.4]. Thus one may speak of volumes of measurable subsets of Hn. If A ⊂ Hn
is measurable, then we denote its volume by vol(A).
We will not be so concerned with calculating volumes of arbitrary subsets of
Hn, and so we simply remark here that the volume of a ball Br of radius r in
hyperbolic space is given by [Rat06, Ex. 3.4.1, p. 70]
vol(Br) = vol(Sn−1)
∫ r
0
sinhn−1 t dt (2.6)
where Sn−1 is the (n − 1)-sphere. For convenience we note that the volumes
of the n-spheres (n = 2k − 1 or n = 2k) are given by (abusing notation for
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vol( · ) slightly) [Rat06, Ex. 2.4.5, p. 46]
vol(S2k−1) =
2pik
(k − 1)!
and vol(S2k) =
2k+1pik
(2k − 1)(2k − 3) · · · 3 · 1 .
(2.7)
§2.5 Hyperplanes
If e ∈ Rn+1 is a space-like vector (cf. p. 18), then its orthogonal complement
〈e〉⊥ intersects Hn. We call Hn∩〈e〉⊥ a hyperplane in Hn. Clearly if λ ∈ Rr{0}
then λe defines the same hyperplane as e. In particular if e has K-rational
entries then by multiplying by suitable λ ∈ K we can use λe to define a
hyperplane by a vector with K-integral entries instead. (We will use this fact
in §5.1.) This definition of a hyperplane illustrates a particular advantage of
the hyperboloid model, namely that hyperplanes are very simply described in
terms of a single vector. The image of a hyperplane under an isometry of Hn
can be easily computed by applying the isometry’s corresponding matrix in
O0(n, 1) (or a representative in PO(n, 1)) to the vector defining the hyperplane.
We will later need to deal with two related questions concerning hyperplanes
in Hn: whether or not two given hyperplanes intersect, and, if they do not,
what the distance between them is. For intersection, the following will be of
fundamental importance later [Rat06, pp. 68–70]:
Theorem 2.3. Suppose H1 and H2 are hyperplanes in Hn, defined by vectors
e1 and e2 respectively, where e1 6= λe2 for any λ ∈ R.
1. If
∣∣(e1, e2)∣∣ > ‖e1‖‖e2‖ then H1 ∩ H2 = ∅ and the hyperplanes do not
meet at infinity.
2. If
∣∣(e1, e2)∣∣ = ‖e1‖‖e2‖ then H1 ∩ H2 = ∅ but the hyperplanes meet at
infinity.
3. If
∣∣(e1, e2)∣∣ < ‖e1‖‖e2‖ then H1 and H2 intersect in Hn.
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Supposing two hyperplanes do not intersect, we have the following means of
establishing the distance between them [Rat06, p. 69]:
Theorem 2.4. Suppose H1 = Hn∩〈e1〉⊥ and H2 = Hn∩〈e2〉⊥ are two disjoint
hyperplanes, and denote by ` the hyperbolic line segment [a, b] orthogonal to
both of them. Then the hyperbolic distance dHn(H1, H2) between the endpoints
a and b is equal to the length of ` and is given by
cosh dHn(H1, H2) =
∣∣(e1, e2)∣∣
‖e1‖‖e2‖ . (2.8)
A hyperplane H in hyperbolic space is an example of a totally geodesic
subspace; that is, one in which for every pair of distinct points x, y ∈ H there
is a geodesic in H containing both x and y [Rat06, p. 26].
3Discrete subroups of Lie groups
Most of what is described below may be found in references such as the works
of Vinberg and Shvartsman [VS93], and a second work by those authors and
Gorbatsevich [VGS00]. The book of Raghunathan [Rag72] contains the proofs
of many results listed below. The unpublished book of Morris [WM08] remains
a good reference in addition.
§3.1 Lie Groups
For the more specifically ‘Lie-theoretic’ aspects of Lie group theory, the reader
may find that such books as that of Onishchik and Vinberg [OV93] serve as a
good introduction, along with such works as that of Fulton and Harris [FH91],
where representations of Lie groups form the main theme of the exposition.
A (real) Lie group G is a group that is also a (real) differentiable manifold,
with the property that the multiplication and inversion maps
( · , · ) : G×G→ G : (g, h) 7→ gh (3.1)
·−1 : G→ G : g 7→ g−1 (3.2)
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are both differentiable. A Lie group is an example of a topological group,
and in light of this one may regard subgroups of a Lie group as being open
(and/or closed) if they are open (and/or closed) subsets of the topological
space G. Note that if H 6 G is an open subgroup of a Lie group G then
H is also closed, since its (set-theoretic) complement in G is open, being a
union of its cosets gH, which are open owing to the continuity of the map
in (3.1). If H 6 G is closed and of finite index in G, then it is also open,
for its complement is a finite union of closed (co)sets. One may also make
reference to other topological properties of subgroups of a Lie group, such as
compactness, discreteness, density etc.
Haar measure and symmetric spaces
Lie groups have the property that they are Hausdorff, locally compact (every
element has a compact neighbourhood) and second-countable (the topology
on the group has a countable base). A significant consequence of having this
collection of properties is the following theorem [WM08, Prop. A.19]:
Theorem 3.1. On any locally compact topological group G there is a measure
µ (unique up to a multiplicative constant) such that
1. µ(C) is finite if C ⊆ G is compact;
2. µ(gS) = µ(S) for every g ∈ G and all Borel measurable sets S ⊆ G; and
3. µ is a σ-finite Borel measure.
(By a σ-finite measure is meant that G is a countable union of sets of finite
µ-measure.) Such a measure µ is known as a Haar measure on G. Since a
Haar measure is unique only up to multiplication by a constant, one must fix
a normalisation for the measure.
Before considering the normalisation of Haar measure for Isom(Hn), we in-
troduce the concept of a symmetric space. (The reader may find further details
in the book of D. Witte Morris [WM08, §1A & §1B].) Let X be a connected
Riemannian manifold. The space X is called a symmetric space if for every
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x ∈ X, there is a symmetry τ of X such that τ(x) = x and dxτ = −id. We
call a symmetric space irreducible if its universal cover is not isometric to a
non-trivial product X1 × X2. It is well-known that if G is a connected Lie
group and K < G is a maximal compact subgroup of G, and σ is an automor-
phism of G with σ2 = id such that Fix(σ) contains K as an open subgroup,
then G/K can be given the structure of a symmetric space; and, moreover,
every symmetric space arises in this way.
By way of example, consider Hn, and fix a basepoint x0 ∈ Hn. Since
Isom(Hn) acts transitively on Hn, for any x ∈ Hn there is g ∈ Isom(Hn) such
that g(x0) = x. The coset space Isom(Hn)/ Stab(x0) may be identified homeo-
morphically with Hn and this identification may be acheived using any contin-
uous map η : Isom(Hn)→ Hn such that η−1(η(g)) = g Stab(x0) [Rat06, The-
orem 5.1.5]. One may prescribe an explicit homeomorphism Ψ: Bn ×O(n)→
Isom(Hn), where Bn is the Poincare´ Ball model of hyperbolic space (cf. p. 33).
The map Ψ is given by Ψ(b, A) = τbA where
τb(x) =
(1− |b|2)x+ 2(1 + x · b)b
|x+ b|2 .
(See Ratcliffe [Rat06, p. 155].)
Now, we consider the normalisation of the Haar measure on Isom(Hn) such
that volumes in Isom(Hn) in some sense correspond to volumes in Hn. We fol-
low the exposition of Ratcliffe [Rat06, p. 560]. Denote G = Isom(Hn) and let
H be the compact subgroup H = StabG(x0) for some x0 ∈ Hn. (Note that H
is isomorphic to SO(n).) Note that by identifying Bn with Hn via an isometry
ζ : Bn → Hn, and composing with the map Ψ(·, id), we obtain a homeomor-
phism η0 : Isom(Hn)→ Hn satisfying the properties of η above. Let ν be a left-
invariant Haar measure on H, and let ω be the left-invariant Haar measure on
G/H, normalised via the homeomorphism η0, so that ω(C/H) = volHn(η0(C))
whenever η0(C) ⊆ Hn is a measurable set. Then, we normalise the Haar mea-
sure on H so that
∫
H dν(h) = 1. The Haar measure of a measurable subset
B ⊆ G (with indicator function χB) is then given by the integral∫
G
χB(g) dµ(g) =
∫
G/H
(∫
H
χB(gh) dν(h)
)
dω(gH).
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Semisimplicity
There are several notions of semisimplicity appearing in the literature. Broadly
speaking, these mean that an object is ‘nearly simple’, in that it is a direct
product (or sum) of ‘simple’ objects. For us, semisimplicity appears in the
theory of Lie groups, as well as algebraic groups.
Suppose that G1 and G2 are Lie groups. We say that G1 and G2 are isoge-
nous if they both finitely cover some common connected Lie group.
A Lie group is semisimple if it is isogenous to a (finite) direct product of
simple Lie groups, where by a simple Lie group is meant a non-Abelian Lie
group with no non-trivial, proper, connected, closed normal subgroups.
By way of example, note that SLn(R) is a semisimple Lie group, whereas
GLn(R) is not. Of particular interest is the fact that SO(n,m) is semisimple
for n+m > 3 [WM08, 3.22]. So, SO(n, 1) is semisimple for n > 2.
Now let G be an algebraic group. One may associate with G an algebra
(called the Lie algebra of G) in a manner analogous to that for Lie groups
[Hum75, Sect. 9.1]. If G is connected (in the Zariski topology) and has a Lie
algebra containing no non-zero commutative ideals, then we call G semisim-
ple [Hum75, Sect. 13.5]. (This definition implies that G has no non-trivial,
connected, Abelian normal subgroups.)
§3.2 Discrete subgroups of Lie Groups
Let Γ 6 G be a subgroup of a Lie group. If Γ is a discrete subset of the
topological space G then it is called a discrete subgroup (of G).
A fundamental domain for Γ in G is a set F ⊆ G such that there is a bijection
F → Γ\G, where Γ\G is the space of right cosets of Γ in G. One can show
that if U ⊆ G is an open set such that UU−1∩Γ = {1} then for some sequence
{gn}n ⊂ G we have ⋃
n
Ugn = G
3.3 Discrete subgroups of Isom(Hn) 29
and the set B given by
B =
∞⋃
n=1
(
Ugn r
⋃
i<n
ΓUgi
)
is a Borel fundamental domain for Γ in G [WM08, Lemma 4.1]. If F is now
any Borel fundamental domain then the measure ν on Γ\G given by
ν(A) = µ
(
F ∩ pi−1Γ (A)
)
is G-invariant and σ-finite, where piΓ : G → Γ\G is the natural projection
map. If ν(Γ\G) is finite then we call Γ a lattice in G. If Γ\G is a compact set
(equivalently if there exists a compact fundamental domain for Γ in G) then
we say that Γ is co-compact or uniform.
§3.3 Discrete subgroups of Isom(Hn)
The group Isom(Hn) can be given the structure of a Lie group, and in its
realisation as PO(n, 1) its topology is naturally inherited from the Euclidean
norm topology on O(n, 1), in turn coming from Mn+1(R) regarded as an (n+
1)2-dimensional vector space.
We are concerned with discrete subgroups of Isom(Hn). The notions de-
scribed in §3.2 (fundamental domains, co-volume, etc.) of course apply to
such discrete groups. However they can be translated into analogous concepts
in terms of the action of Isom(Hn) and its discrete subgroups on Hn, and these
are described presently.
Let Γ < Isom(Hn) be a discrete group. Then Γ acts on Hn by isometries;
i.e., we have for each γ ∈ Γ a map
γ : Hn → Hn : x 7→ γ(x),
and the multiplication in the group is compatible with the action in the sense
that
1. 1(x) = x for every x ∈ Hn; i.e., the identity element in G acts as the
identity map; and
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2. (γ1γ2)(x) = γ1 ◦ γ2(x) for every x ∈ Hn.
Suppose F ⊆ Hn is an open subset of hyperbolic space such that
1.
⋃
γ∈Γ
γ(F ) = Hn and
2. γ1(F ) ∩ γ2(F ) 6= ∅ ⇔ γ1 = γ2 for every γ1 and γ2 in Γ.
(Here, F denotes the topological closure of F in Hn.) The set F is then called
a fundamental domain for Γ in Hn. The space Γ\Hn of orbits for the action, or
quotient space, may be regarded as the closure of a fundamental domain, with
points on the boundary identified if they are in the same Γ-orbit. Equivalent
to the previous definition of Γ being a lattice in Isom(Hn) (cf. §3.2) is the
condition that Γ must have a finite-volume fundamental domain in Hn. If Γ
has a compact fundamental domain in Hn then Γ is called co-compact , and
the volume of the fundamental domain is called the co-volume of Γ.
Note that we have two similar notions of ‘fundamental domain’. This per-
tains to the discussion on p. 27 concerning symmetric spaces and the possibility
of choosing to work either in the group Isom(Hn) or in the space Hn itself.
Actions of discrete groups on Hn
Suppose that Γ < Isom(Hn) is any subgroup (and not necessarily discrete).
We say that the action of Γ on Hn is discontinuous (or in some nomenclature
properly discontinuous) if for every compact subset C ⊂ Hn
the set {γ ∈ Γ | γ(C) ∩ C 6= ∅} is finite; (3.3)
equivalently, if the collection {γ(C) | γ ∈ Γ} is locally finite. We have the
following characterisations [Rat06, Theorem 5.3.4, Theorem 5.3.5]:
Theorem 3.2. Let Γ < Isom(Hn). Then the following are equivalent:
1. Γ is discrete;
2. Γ acts discontinuously on Hn;
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3. for any x ∈ Hn the stabiliser StabΓ(x) is finite and the orbit Γ(x) is
closed and discrete.
If Γ has a discontinuous action, then the quotient space Γ\Hn is known as a
hyperbolic orbifold . It is often desirable that the quotient might be, in fact, a
manifold, and for this, we require the action of Γ on Hn to be free; that is, we
require that for every x ∈ Hn the stabiliser StabΓ(x) is trivial (and not merely
finite). This assertion is a consequence of the following theorem:
Theorem 3.3. [Rat06, Theorem 8.1.3, Theorem 8.2.1] Let Γ < Isom(Hn).
1. The group Γ acts freely if and only if Γ has no elements of finite order.
2. Supposing the action of Γ is free and discontinuous, the quotient map
pi : Hn → Γ\Hn is a local isometry and covering projection, and Γ is the
group of covering transormations of pi.
The elements of finite order in a group are known as the torsion elements,
and a group without non-trivial torsion elements is said to be torsion-free.
If Γ < Isom+(Hn) is discrete then the non-trivial torsion elements of Γ are
precisely the elliptic elements of Γ [Rat06, p. 177]).
In light of Theorem 3.3 it is desirable to be able to obtain torsion-free discrete
groups. The following well-known result shows that this is easier than might
be expected, at least in principle:
Theorem 3.4 (Selberg’s Lemma). [Rat06, Cor. 4, p. 331] Suppose that Γ
is a finitely-generated subgroup of GLn(C) for some n ∈ N. Then Γ has a
torsion-free subgroup of finite index.
It should be remarked that the usual method of proving Selberg’s Lemma is
by exhibiting a congruence subgroup Γ(p) of Γ (cf. §4.2) and showing that it
is torsion-free for appropriate choice of ideal p.
Since O(n, 1) may be regarded as a subgroup of GLn+1(C), Theorem 3.4
also applies to finitely generated subgroups of PO(n, 1). (PO(n, 1) can even
be viewed as a subgroup of GLn+1(C) by viewing it as the group of so-called
‘positive’ Lorentzian matrices [Rat06, p. 58].) Thus for any finitely-generated
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group Γ < Isom(Hn) we can always find a subgroup of finite index, Γ1 < Γ say,
such that the space Γ1\Hn is a manifold. The subgroup Γ1 corresponds to a
(finite) cover of the orbifold Γ\Hn. In some sense, one does not lose too much
from a geometric point of view in passing from the orbifold to the manifold.
For instance, we have the simple formula
vol(Γ1\Hn) = |Γ : Γ1| vol(Γ\Hn), (3.4)
meaning that the volume of the cover is an integer multiple of the ‘base’
orbifold.
For later reference we note that in a hyperbolic n-manifold M , a closed
geodesic corresponds to a loxodromic element γ (cf. §2.2) of the discrete group
giving rise to the manifold M : the closed geodesic is the quotient of the axis
of the loxodromic transformation γ by the group 〈γ〉 generated by that trans-
formation.
§3.4 First examples of discrete subgroups
of Isom(Hn)
The hyperbolic space Hn has isometry group PO(n, 1). One can look at the
integral matrices in that group, namely the subgroup PO(n, 1)(Z) obtained
by considering the projection of O(n, 1)∩GLn+1(Z) to PO(n, 1). Clearly this
group is discrete, since Z(n+1)2 is a discrete set in R(n+1)2 in the usual topology,
inside which lies O(n, 1); and so the group of invertible integral elements in
PO(n, 1) forms a discrete subgroup. It is not immediately obvious whether or
not this group is a lattice, but the fact that it is follows from the discussion in
§§4.3–4.4.
A similar and well-known example of a discrete group is the group SL2(Z),
which is the group of invertible integral 2× 2 matrices of determinant 1. This
is a subgroup of SL2(R), which acts on H2, using the alternative realisation
of H2 as the upper half-plane H2U = {z ∈ C | Im(z) > 0} ⊂ C and using the
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metric [Kat92, Theorem 1.2.6]
exp
(
dH2U
(z, w)
)
=
|z − w|+ |z − w|
|z − w| − |z − w|
and the SL2(R)-action [Kat92, Theorem 1.1.2]
g =
a b
c d
 ⇒ g(z) = az + b
cz + d
.
The group SL2(Z) also turns out to be a lattice in SL2(R). One may show
that the set
{
z ∈ H2U
∣∣ |z| > 1, −12 < Re(z) < 12} is a fundamental domain for
SL2(Z) in H2U [Kat92, p. 55], and that it has hyperbolic area pi/3.
Clearly there are some fairly trivial examples of discrete groups. For exam-
ple, one might take a hyperbolic transformation γ (cf. §2.2) and consider the
group Γ = 〈γ〉. This will be discrete, but not a lattice. Such groups are known
as elementary groups [Rat06, §5.5]. A group is said to be elementary if it has
a finite orbit in the closure of hyperbolic space Hn. (In considering the closure
of hyperbolic space one tends to make use of models such as the Poincare´ ball
model
Bn = {x ∈ Rn | |x| < 1} with cosh dBn(x, y) = 1 + 2|x− y|
2(
1− |x|2)(1− |y|2) ,
in which the boundary has the convenient realisation as Sn−1 [Rat06, §4.5].)
§3.5 The Kazˇdan-Margulis Theorem and
Margulis’ Lemma
A significant early work by D. Kazˇdan and G. Margulis [KM68a] contains as
one of its corollaries the following result:
Theorem 3.5. [KM68a, Corollary to Theorem 1] Let G be the connected com-
ponent of an algebraic semisimple group with no compact factors. There ex-
ists a contsant µ0 > 0 such that for any discrete subgroup Γ < G, we have
µ(Γ\G) > µ0 (where µ is the Haar measure on Γ\G).
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For us, the following particular case is most relevant:
Corollary 3.6. Let n > 2, with n ∈ N. Then there is µn > 0 such that any
orientable hyperbolic n-orbifold Γ\Hn has volume vol(Γ\Hn) > µn.
This result does not say whether or not a minimum volume exists (i.e., that
there is an orbifold attaining it), but results of M. Belolipetsky and V. Emery
(and others such as Siegel before) address this question, in the case of arith-
metic orbifolds (which will be defined in §4.2):
Theorem 3.7. [Bel04, Theorem 4.1] [BE11, Theorems 1 & 2] Let n ∈ N with
n > 4.
1. There exists a unique orientable arithmetic compact hyperbolic n-orbifold
of minimal volume.
2. There exists a unique orientable arithmetic non-compact hyperbolic n-
orbifold of minimal volume.
Thus we see that the minimum is indeed attained in a particular class. The
compact orbifold in Theorem 3.7 is defined over Q(
√
5) whilst the non-compact
orbifold is defined over Q. Note that this theorem does not say anything about
the situation for non-arithmetic hyperbolic manifolds, and in this case the
question is still open.
Fundamental to the study of the structure of hyperbolic manifolds is the
lemma of Margulis:
Theorem 3.8 (Margulis’ Lemma). Let n > 2 (with n ∈ N). Then there is
εn > 0 such that for any positive ε 6 εn, for any discrete Γ < Isom(Hn), and
for any x ∈ Hn, the subgroup Γε(x) < Γ, generated by the set{
γ ∈ Γ ∣∣ dHn(x, γ(x)) 6 ε}
is elementary.
The proof of this lemma can be found in the book of Ratcliffe [Rat06, Theorem
12.6.1], and also in that of Benedetti and Petronio [BP92, Theorem D.1.1]
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where it is stated in its slightly different form; namely that there is δn > 0
such that Γδ(x) is almost nilpotent for any positive δ 6 δn, any discrete
Γ < Isom(Hn) and any x ∈ Hn. (A group G is nilpotent if the sequence
of subgroups generated by the commutators
[
G,G
]
,
[
G, [G,G]
]
, . . . ,
[
G,
[
G, . . . , [G,G]
]]
, . . .
terminates after a finite number of steps in the trivial subgroup {1} 6 G. A
group G is almost nilpotent if it has a nilpotent subgroup H 6 G of finite
index.)
Recall that if M is a Riemannian manifold, and x ∈M , then the injectivity
radius of M at x, denoted InjRadx(M), is the biggest distance in M for which
the map exp: TxM →M is a diffeomorphism. The injectivity radius at x may
be regarded as the largest real number r for which a ball of radius r, centred
at x, may be embedded in M . The geometric significance (especially to us) of
Theorem 3.8 is the following result:
Theorem 3.9. [BP92, Theorem D.3.3] Let M = Γ\Hn be a closed hyperbolic
n-manifold, and let ε < εn. Denote by M(0,ε] the thin part of M, namely the
set
{x ∈M | InjRadx(M) 6 ε}.
Then M(0,ε] consists of either closed geodesics of length ε, or regions of the
form Dn−1 × S1.
The latter regions described in this theorem are known as Margulis tubes. One
also notes that the complement MrM(0,ε) is compact if M is of finite volume.
In the case where M is not compact (but still of finite volume), the thin
part will also contain cusp parts homeomorphic to V × [0,∞) for an oriented
Euclidean manifold V without boundary [BP92, Theorem D.3.3].

4Arithmetic Lattices
In this chapter we introduce some general theory concerning arithmetic lattices
in Isom(Hn), and look at some specific examples. One reference for this is the
book of Margulis [Mar91], but for an introduction the reader may find useful
the books of Maclachlan and Reid [MR03], Zimmer [Zim84], and Witte Morris
[WM08]. The book of Klopsch, Nikolov and Voll is also worthwhile [KNV11]
for its emphasis on the algebraic group approach.
§4.1 Commensurability of subgroups
We begin with two elementary facts, which will be used later. One can find
similar results in W. R. Scott’s book on group theory [Sco87, Sect. 1.7].
Lemma 4.1. Let G be a group.
1. Let H and K be subgroups of G, both having finite index in G. Then
|G : H ∩K| 6 |G : H||G : K|. (4.1)
2. Suppose H1, H2 and H3 are subgroups of G. Then we have
|H1 ∩H2 : H1 ∩H2 ∩H3| 6 |H2 : H2 ∩H3|. (4.2)
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Proof.
1. Denote, for any subgroup S 6 G, the collection of (left) cosets of S in G
by G/S: this set need not form a group. Define a map
φ : G/(H ∩K)→ G/H ×G/K by φ : a(H ∩K) 7→ (aH, aK).
Now, to show that this is well-defined and injective, suppose that a(H ∩
K) = b(H ∩K). We have
a(H ∩K) = b(H ∩K)⇔ ab−1 ∈ H ∩K
⇔ aH = bH and aK = bK
⇔ (aH, aK) = (bH, bK)
⇔ φ(a(H ∩K)) = φ(b(H ∩K))
and so φ is well-defined. However this also shows that φ is injective, and
so there must be at most |G/H ×G/K| elements in the domain of φ.
2. Define a map
φ : (H1 ∩H2)/(H1 ∩H2 ∩H3)→ H2/(H2 ∩H3)
by φ : x(H1 ∩H2 ∩H3) 7→ x(H2 ∩H3). (4.3)
Then, as above
a(H1 ∩H2 ∩H3) = b(H1 ∩H2 ∩H3)⇔ ab−1 ∈ H1 ∩H2 ∩H3
⇔ ab−1 ∈ H2 ∩H3
⇔ a(H2 ∩H3) = b(H2 ∩H3).
Thus φ is both well-defined and injective, and the same argument as
above applies.
Now, suppose that we have two subgroups Γ1 and Γ2 of a group G. We say
that Γ1 and Γ2 are commensurable if
|Γi : Γ1 ∩ Γ2| <∞ for both i = 1 and i = 2. (4.4)
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It should be noted that commensurability is an equivalence relation on the class
of all subgroups of G. That the relation of commensurability is symmetric and
reflexive is trivial: any group has finite index in itself, and by definition the
relation is symmetric as it deals with a common intersection of two groups. To
see that it is transitive, let Γ1 and Γ2 be commensurable subgroups of G, and
suppose that Γ3 is a further subgroup (of G), commensurable with Γ2. Then
on the one hand
|Γ1 ∩ Γ3 : Γ1 ∩ Γ2 ∩ Γ3| · |Γ3 : Γ1 ∩ Γ3| = |Γ3 : Γ1 ∩ Γ2 ∩ Γ3|, (4.5)
whereas on the other
|Γ2 ∩ Γ3 : Γ1 ∩ Γ2 ∩ Γ3| · |Γ3 : Γ2 ∩ Γ3| = |Γ3 : Γ1 ∩ Γ2 ∩ Γ3|. (4.6)
(Note that both of the right-hand side expressions are the same.) Now by
Lemma 4.1, the leftmost factors are finite since Γ3 and Γ2 are commensurable,
and the middle factor in (4.6) is again finite by the same commensurability
relation. Thus |Γ3 : Γ1 ∩ Γ3| < ∞. Interchanging Γ1 and Γ3, we have |Γ1 :
Γ1 ∩ Γ3| <∞, completing the proof of transitivity.
Supposing Γ to be a discrete subgroup of some Lie group G, it will often be
the case that for some g ∈ G we find that Γ and g−1Γg are commensurable.
With this in mind, we define the commensurator of Γ in G to be the set
CommG(Γ) = {g ∈ G | Γ is commensurable with g−1Γg}.
Note that this set actually forms a subgroup of G, since commensurability is
an equivalence relation. Indeed, if g ∈ CommG(Γ) and h ∈ CommG(Γ), then
— denoting commensurability by ∼ for brevity — we have Γ ∼ g−1Γg and
Γ ∼ h−1Γh, so that
h−1g−1Γgh ∼ h−2Γh2 ∼ h−1Γh ∼ Γ.
Hence the product gh lies in CommG(Γ).
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§4.2 Arithmetic Groups
and Congruence Subgroups
Let G be an algebraic group defined over an alegbraic extension K/Q. (So
we are considering G to be a Zariski-closed subgroup of some GLn(C).) A
subgroup Γ ⊆ G is said to be arithmetic if it is commensurable with the group
of K-integral points G(OK) (cf. §4.1). The group of K-integral points G(OK)
will depend on the embedding of G in GLn(C), but we do have the following
[PR94, Prop. 4.1]:
Proposition 4.2. Let φ : G → G′ be an isomorphism of algebraic groups,
with the groups and the morphism φ defined over Q. Suppose Γ 6 G is an
arithmetic subgroup. Then φ(Γ) is an arithmetic subgroup of G′.
This proposition only applies directly to groups defined over Q (in which case
OK = Z), but as Platonov and Rapinchuk point out [PR94, p. 175], one can
simply use restriction of scalars (cf. p. 11) to obtain a group defined over Q.
Example 4.3. A standard example of an arithmetic group is the group SL2(Z)
of integral matrices that lie in the group SL2(R) of 2× 2 matrices of determi-
nant 1. We note that SL2(Z) is a discrete subgroup of SL2(R), and we saw on
p. 33 that it is an example of a lattice in SL2(R).
Congruence subgroups
The example of an arithmetic group given above is a fairly trivial one, for it is
the group G(Z) and is trivially commensurable with itself. It is often desirable
to obtain groups that are commensurable with, but not equal to, G(Z), and
one extremely useful means of obtaining such groups is by reduction modulo
some ideal in a number field. To be more precise, suppose that we have an
algebraic group G defined over an algebraic extension K/Q. The group G(OK)
is an arithmetic group. As mentioned above, we regard G as a Zariski-closed
subgroup of some GLn(C), and so have a concrete realisation of G(OK) as a
matrix group. Now let a be an ideal in OK . If m,n ∈ OK then we say that m
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is congruent to n modulo a, and write m ≡ n (mod a), if m− n ∈ a. We can
define the principal congruence subgroup G(OK)(a) by
G(OK)(a) = {M ∈ G(OK) |Mij ≡ δij (mod a)} (4.7)
where δij is the Kronecker delta. Thus G(OK)(a) is the kernel of the homo-
morphism G(OK) → G(OK/a). By the remarks on p. 4 we find that this
kernel must have finite index in G(OK) if a is non-zero, since OK/a must be
finite, which implies that G(OK/a) must be finite. It is well-known that the
kernel of a group homomorphism is a normal subgroup in the domain of the
map, and so the principal congruence subgroups defined here are normal in
G(OK). In general a congruence subgroup of an arithmetic group is one that
contains a principal congruence subgroup.
It has already been remarked (cf. p. 31) that principal congruence subgroups
are torsion-free for the appropriate choice of a. In fact, for all but finitely many
prime ideals p, one finds that the groups G(OK)(p) are torsion-free [Mil76,
p. 239]. Therefore, when constructing hyperbolic manifolds, one often chooses
a congruence subgroup Γ(a) of some arithmetic lattice Γ such that Γ(a) is
torsion-free, and then invokes Theorem 3.3.
§4.3 Arithmetic subgroups of Isom(Hn)
The isometry groups of hyperbolic spaces are closely related to linear algebraic
groups and so it is natural to carry over the notion of arithmeticity to these
groups. There are several major results concerning arithmetic subgroups of
semisimple Lie groups, which will be outlined below.
Switching from the algebraic group point of view to the Lie group one, we
may regard arithmetic subgroups as discrete subgroups of Lie groups. In this
case, one asks in the first instance whether or not these groups are in fact
lattices, and in the second whether or not they are co-compact. The following
result of Borel and Harish-Chandra, also given by Mostow and Tamagawa
[MT62], is fundamental:
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Theorem 4.4. [BHC62, Theorem 7.8] Let G be a semisimple algebraic Lie
group, defined over Q. Then G(Z)\G(R) has finite volume; i.e., G(Z) is a
lattice in G(R).
Thus we see that we have a source of examples of lattices in semisimple Lie
groups, and in particular in Isom(Hn). Co-compact lattices are characterised
in the following way (cf. Witte Morris [WM08, Prop. 5.30]):
Theorem 4.5 (Godement Compactness Criterion). Suppose that G is
a semisimple Lie group with finite centre, and defined over Q. Then G(Z)\G
is compact if and only if G(Z) contains no non-trivial unipotent elements.
(Unipotency is explained on p. 12.) Again, this deals with groups defined over
Q, but by restriction of scalars one may consider groups defined over algebraic
number fields, although the assumption that G has no compact factors is
required [WM08, Theorem 5.31].
Note that whilst Z is discrete in R, the ring of integers OK (of some number
fieldK of degree d > 2) need not be. Thus, Theorem 4.4 (along with restriction
of scalars) is important in that it tells us we do in fact have a discrete group
in the K-integral points (cf. §4.4). On the other hand, it might not be obvious
that the set of (K-)integral points of an algebraic group is infinite, which it
would need to be in a non-compact setting if it were to constitute a lattice.
We will be concerned mainly with orthogonal groups of quadratic forms with
coefficients in number fields. In this setting, one has the following characteri-
sation:
Proposition 4.6. Suppose that f is a quadratic form in more than two vari-
ables with coefficients in an alegbraic number field K. The lattice POf (OK)
is co-compact in POf (R) if and only if the form f is not isotropic.
(This is stated in Platonov and Rapinchuk [PR94, p. 212] and Witte Morris
[WM08, Prop. 5.32] for quadratic forms over Q.) This proposition is related to
Theorem 4.5, and follows from it when one shows that unipotent elements only
arise from isotropic quadratic forms [Cas08, p. 300]. The result also follows
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from the so-called Mahler Compactness Criterion [WM08, Prop. 4.34; cf. also
pp. 79–80] [PR94, Prop. 4.8].
It is not a priori clear whether or not every lattice in a semisimple Lie
group might be arithmetic, so we make the following definition, making use
of a homomorphism from an algebraic group onto a Lie group [Zim84, p. 114]
[MR03, p. 316]: suppose that G is a connected semisimple Lie group with no
compact factors. A lattice Γ in G is called an arithmetic lattice if there is a
surjective homomorphism f : H(R)0 → G such that
1. H is an algebraic group defined over Q;
2. ker f is compact; and
3. f
(
H(Z) ∩H(R)0) is commensurable with Γ.
Note that the notation H(R) refers to the (Lie) group of real points of the
(algebraic) group H. The superscript ·0 denotes the identity component.
It turns out, after all, that lattices in Isom(Hn) are not always arithmetic:
Theorem 4.7 (Gromov-Piatetski-Shapiro [GPS87]). For any n > 2,
there exists a non-arithmetic lattice in PO(n, 1).
(For a description of the proof of this theorem, see §8.1.)
Before turning to the theorem of Margulis, we briefly recall some definitions
concerning lattices in Lie groups. Supposing G to be an algebraic group, a
torus is a connected diagonalisable subgroup T of G, where by ‘diagonalisable’
is meant that there is an injective homomorphism φ : G→ GLm(C) such that
φ(T ) consists of diagonal matrices. A torus is R-split if g actually has real
entries (i.e., g ∈ GLm(R)). Now, the R-rank of G is the dimension of a
maximal R-split torus in G.
The situation described in Theorem 4.7 does not occur for groups of higher
rank, it turns out:
Theorem 4.8 (Margulis). [Mar91, Theorem A][Zim84, Theorem 6.1.2] Let
G be a connected semisimple real Lie group of rank at least 2, with trivial centre
and no compact factors. Then any irreducible lattice in G is arithmetic.
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By an irreducible lattice Γ in G is meant one such that ΓN is dense in G for ev-
ery non-compact closed normal subgroup N of G [WM08, 4.23]. Raghunathan
shows that if G is connected, semisimple and without compact factors, then
this is equivalent to saying that for any proper connected normal subgroup
H / G, the intersection H ∩ Γ is not a lattice in Γ [Rag72, 5.21].
Theorem 4.8 (in light of Theorem 4.7) marks out the case of rank 1 as one for
investigation, and it is here that much attention is focussed in the literature.
As well as the orthogonal groups, one also has the unitary groups SU(n, 1) (for
n > 2), the symplectic groups Sp(n, 1) (for n > 2), and an exceptional group
F−204 [WM08, §7F]. K. Corlette proved the ‘superrigidity’ of lattices in the
groups Sp(n, 1) and F−204 [Cor92], which implies arithmeticity of these lattices
(cf. §12C of Witte Morris [WM08]). This leaves the question of whether or
not there exist any non-arithmetic lattices in SU(n, 1) for any n > 2. This is
not known for n > 4, but examples do exist in dimensions 2 and 3, notably
those given by Deligne and Mostow [Mos78] [DM93]. A survey on lattices in
complex hyperbolic space has been given by J. Parker [Par09].
§4.4 Examples of Arithmetic Lattices in Isom(Hn)
The simplest example of an arithmetic lattice in Isom(Hn) is one obtained by
taking the integral points of an appropriate algebraically defined subgroup.
Let f : Rn+1 → R be a quadratic form of signature (n, 1), with coeffi-
cients in an algebraic number field K, such that every conjugate form fσ
(for σ ∈ Gal(K/Q)) is positive definite. (For example, one might take a
form such as f = x21 + · · · + x2n −
√
3x2n+1, defined over Q(
√
3).) Then the
group Of is an algebraic group defined over K, and it is isomorphic to the
Lie group O(n, 1). The group POf is then isomorphic to PO(n, 1) and so
may be identified with Isom(Hn). Now, by definition, Of (OK) is an algebraic
subgroup of Of (R), and by restriction of scalars we could view this as defined
over Q. Indeed, using (1.7) we find that Of (OK) is an arithmetic lattice in
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∏
σ∈Gal(K/Q) Ofσ (cf. Morris [WM08, 5.45, p. 86]). However since each f
σ is
positive definite for σ 6= id, we find that all the factors corresponding to σ 6= id
are compact groups. Therefore, projecting onto the first factor leaves us with
an arithmetic lattice in Of . There is an isomorphism φ : Of (R) → O(n, 1),
and φ
(
Of (OK)
)
is a discrete group in O(n, 1). Composing φ with the natural
projection pi : O(n, 1)→ PO(n, 1), we have an arithmetic lattice in PO(n, 1).
The question of whether or not Of (K) is co-compact has been examined
above (cf. Proposition 4.6) and, combining that discussion with Theorem 1.6,
one finds that for n > 4, the group Of (OK) is co-compact if and only if
[K : Q] > 2. In lower dimensions, it is still true that for [K : Q] > 2
the form f is non-isotropic, but for K = Q one must examine each form
individually. For example, the form x21 + x
2
2 − x23 is defined over Q and has
the vector x = (3, 4, 5) as a non-trivial solution to f(x) = 0. Thus the lattice
associated to this quadratic form is non-co-compact. On the other hand, the
form f = x21 + x
2
2 − 3x23 has no non-trivial solutions (in Q3) to the equation
f(x) = 0, and so it will produce a co-compact lattice.
A geometric example
A specific example of an arithmetic lattice in Isom(Hn) will be of interest to
us later, and so it is presented here.
Let φ denote the algebraic integer 12(1 +
√
5) (arising from the polynomial
x2 − x − 1), and let q4 be the quadratic form −φx20 + x21 + · · · + x24, which is
defined over Q(
√
5). Now POq4(R) ∼= Isom(H4), and in the same manner as
above, POq4(OQ(√5)) is a co-compact arithmetic lattice in POq4(R).
From a geometric point of view, this lattice is interesting since it is com-
mensurable with a group generated by reflections in the faces of the 120-cell
in H4 [ALR01, Lem. 3.3]. The 120-cell is an object of much interest from var-
ious geometrical viewpoints, and the article of J. Stillwell [Sti01] makes for an
excellent overview of the object’s properties from these different perspectives.
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§4.5 Some properties of arithmetic lattices
Arithmetic lattices provide a convenient way of obtaining finite-volume orb-
ifolds and manifolds, but are interesting objects in themselves, and in partic-
ular from a group-theoretic point of view. It is natural to ask whether or not
a group is finitely presented, and in turns out that the answer to this in the
case of arithmetic groups is affirmative [PR94, Theorem 4.2, p. 195]:
Theorem 4.9. Let Γ be an arithmetic subgroup of an algebraic group G de-
fined over Q. Then Γ is finitely presented.
In proving this theorem one often considers fundamental domains for Γ, and
in particular one may show that Γ has an open, connected fundamental do-
main [WM08, 4.57]. It can then be shown that this implies that Γ is finitely
generated, and moreover finitely presented [WM08, 4.54]. The proof given by
Platonov and Rapinchuk considers an open connected set Ω ⊂ G/K (where K
is a maximal compact subgroup of G and G/K is the symmetric space associ-
ated to G), such that ΓΩ = G/K, and such that ∆ = {γ ∈ Γ | γ(Ω)∩Ω = ∅}.
The existence of such a set is given by the results of Borel and Harish-Chandra.
The set ∆ is a set of generators for the group Γ [PR94, Lemma 4.9]. For the
generators, one considers the free group F∆ on the elements of ∆, and consid-
ers the natural homomorphism f : F → Γ. Relators for Γ are then given by
F (δi)F (δj)F (δiδj)
−1 for every i, j for which δiδj ∈ ∆.
The notion of the commensurator of a subgroup of some ambient group G has
already been introduced (cf. p. 39), and this turns out to be of great interest
in the theory of arithmetic groups, because of the following dichotomy:
Theorem 4.10 (Margulis). [MR03, Theorem 10.3.5, p. 318][Mar91, The-
orem B, p. 298] Suppose that G is a connected semisimple Lie group with
trivial centre and no compact factors, and that Γ is an irreducible lattice in G.
Exactly one of the following two cases occurs:
1. Γ is a finite-index subgroup of CommG(Γ), and Γ is non-arithmetic; or
2. CommG(Γ) is dense in G, and Γ is arithmetic.
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Thus we arrive at a characterisation of arithmeticity of lattices in semisimple
Lie groups based on group-theoretic properties of the lattice.

5Hyperplane and Subgroup Separability
Suppose that H0 and H1 are hyperplanes in Hn. If M is a hyperbolic manifold
given as a quotient Γ\Hn by a discrete group Γ, then each of H0 and H1 project
under the quotient map to immersed totally geodesic submanifolds of M (cf.
p. 24). In general the images of H0 and H1 may intersect even when H0 and
H1 do not, and moreover each of the submanifolds may not be embedded (i.e.,
they may have self-intersections). Nevertheless it is sometimes possible to find
a finite cover of M such that the images of H0 and H1 are both embedded,
and do not intersect each other if H0 and H1 are disjoint in Hn.
We will examine two approaches to finding such covers, one being based on
arguments concerning congruence covers and some hyperbolic geometry, the
other relating to so-called separability properties of the fundamental groups
of the manifolds in question.
§5.1 Congruence covers and hyperplanes
Suppose that f is a quadratic form over a totally real number field K, hav-
ing signature (n, 1), with positive definite conjugate forms fσ for each σ ∈
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Gal(K/Q)r {id} (cf. p. 8) . (We allow the possibility of K = Q, whereupon
Gal(K/Q) is trivial and there are no conjugate forms.) As in §4.4, the group
Γ = POf (OK) is an arithmetic lattice in POf (R), and it is co-compact if and
only if the form f is not isotropic over K. By Meyer’s Theorem (Theorem 1.6),
if n+ 1 > 5 then the form will be isotropic if it is defined over Q; but in lower
dimensions one finds that groups defined by rational forms may be either co-
compact or non-co-compact (cf. §4.4). If the form f is defined over a number
field of degree at least 2 then the lattice so obtained will be co-compact.
Theorem 5.1 (Belolipetsky-Thomson, 2011). Suppose that f and K are
as above, and let H0, . . . ,Hk be pairwise disjoint hyperplanes in Hn given by
Hi = 〈ei〉⊥f ∩ Hn, for some ei ∈ Kn+1 (i = 0, . . . , k). Then there exists a
finite-index subgroup Γ′ < POf (OK) such that for every h ∈ Γ′
either h(H0) = H0 or h(H0) ∩ (H0 ∪H1) = ∅. (5.1)
This theorem was given for K = Q by Margulis and Vinberg [MV00] and again
by Kapovich, Potyagailo and Vinberg [KPV08]. The extension to the case
K 6= Q (i.e., d > 2) is necessary to produce co-compact groups Γ′ satisfying
(5.1). The proof in the case K = Q is relatively straightforward, owing to the
fact that OK = Z is discrete in R. This discreteness is not manifest if K 6= Q,
and so the norm on the field extension is used in order to work with integers.
(Examination of the following proof indicates that the case |α| < 1 (p. 52)
does not occur when K = Q and so the result still follows from this proof.)
Proof of Theorem 5.1. First of all, let us assume without loss of generality
that the form f has coefficients in OK and that ei ∈ On+1K for each i (cf. §2.5).
(If f does not have coefficients in OK then we can multiply f by some suitable
constants until it does, and this will give an equivalent form as in §1.3, and
the arguments in §2.3 apply.) For brevity we will write (·, ·) for (·, ·)f . Thus,
if h ∈ Γ, then (h(e0), ei) ∈ OK .
Throughout this proof, inner products and orthogonal complements are un-
derstood to be with respect to f as in (1.3).
Assume first that k = 1.
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Let p be the principal ideal generated by the K-integer β:
p = (β) ⊆ OK , where β = 2C(e0, e1), (5.2)
and where C > 1 is an integer determined by (5.10) (cf. p. 53); and let Γ1
denote the principal congruence subgroup Γ(p) < Γ as defined in (4.7). (Here
we use the fact that POf (R) can be identified with the matrix group Of (R)0,
the subgroup of the orthogonal group Of (R) which preserves the upper half-
space (cf. §2.2).) Hence, for h ∈ Γ1 = Γ(p), we have h ≡ id (mod p), so
that (
h(e0), e1
)
=
(
e0, e1
)
+ αβ (5.3)
for some α ∈ OK (where α depends on h). We wish to show that for every
h ∈ Γ1 we have h(H0) ∩H1 = ∅.
To be able to examine the intersections of the hyperplanes we use Theo-
rem 2.3, by which we find that hyperplanes defined by vectors v0 and v1 are
disjoint in Hn if ∣∣(v0, v1)∣∣ >√(v0, v0)(v1, v1), (5.4)
where | · | denotes the standard absolute value on R. Note that (5.4) is an
equality if the two hyperplanes coincide.
If α = 0 in (5.3) then
∣∣(h(e0), e1)∣∣ = ∣∣(e0, e1)∣∣ >√(e0, e0)(e1, e1) = √(h(e0), h(e0))(e1, e1) (5.5)
(where the inequality follows from (5.4) and the initial condition H0∩H1 = ∅),
and hence the hyperplanes h(H0) and H1 are either disjoint or equal. We will
eliminate the possibility of equality later in the proof.
If |α| > 1, then
∣∣(h(e0), e1)∣∣ = ∣∣(e0, e1) + αβ∣∣
>
∣∣|α||β| − |(e0, e1)|∣∣ (by the triangle inequality for | · |)
=
∣∣(e0, e1)∣∣ · ∣∣2C|α| − 1∣∣
>
∣∣(e0, e1)∣∣ (since C > 1).
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The case |α| < 1 requires consideration of the norm N(x) of x as defined
in §1.1. The motivation for this comes from Lemma 1.2: if x ∈ OK then
N(x) ∈ Z so that |N(x)| > 1 for x ∈ O∗K (cf. p. 2). Since α ∈ O∗K and |α| < 1,
the definition of the norm (as the product of conjugates) implies that |ασj | > 1
for some j ∈ {2, . . . , d}. For this j, we get∣∣(h(e0), e1)σj ∣∣ = ∣∣(e0, e1)σj + ασjβσj ∣∣
>
∣∣∣|ασj ||βσj | − |(e0, e1)σj |∣∣∣ = ∣∣βσj ∣∣ ∣∣∣∣|ασj | − 12C
∣∣∣∣
> 12
∣∣βσj ∣∣ = C∣∣(e0, e1)σj ∣∣.
We have∣∣(h(e0), e1)σj ∣∣ > C∣∣(e0, e1)σj ∣∣ = C∣∣(e0, e1)σj ∣∣ ∣∣(h(e0), e1)σj ∣∣∣∣(h(e0), e1)σj ∣∣ . (5.6)
Now since (·, ·)fσj is positive definite (for j > 2), the Cauchy-Schwarz inequal-
ity ∣∣(h(e0), e1)σj ∣∣ 6√(h(e0), h(e0))σj(e1, e1)σj
applies and we can use it to bound the denominator from above. Thus (5.6)
becomes∣∣(h(e0), e1)σj ∣∣ > C ∣∣(e0, e1)σj ∣∣∣∣(h(e0), e1)σj ∣∣√(
h(e0), h(e0)
)σj(e1, e1)σj = C
∣∣(e0, e1)σj ∣∣∣∣(h(e0), e1)σj ∣∣√
(e0, e0)σj (e1, e1)σj
,
where for the equality we note that h is an isometry of the quadratic space on
which (·, ·) is defined (cf. §1.2). Multiplying each side of this inequality by all
the
∣∣(h(e0), e1)σk ∣∣ for which k 6= j gives∣∣N((h(e0), e1))∣∣ > C ∣∣N((h(e0), e1))∣∣︸ ︷︷ ︸
(∗)
∣∣(e0, e1)σj ∣∣√
(e0, e0)σj (e1, e1)σj
. (5.7)
We can replace (∗) by ∣∣N((e0, e1))∣∣, for∣∣N((h(e0), e1))∣∣ = ∣∣N((e0, e1) + 2Cα(e0, e1))∣∣
=
∣∣N((e0, e1))∣∣ · ∣∣N(1 + 2Cα)∣∣ (by Lemma 1.2)
>
∣∣N((e0, e1))∣∣ (since 1 + 2Cα ∈ O∗K).
(5.8)
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Writing both norms in (5.7) as products of Galois conjugates, (5.7) and (5.8)
give
d∏
i=1
∣∣(h(e0), e1)σi∣∣ > C ( d∏
i=1
∣∣(e0, e1)σi∣∣) ∣∣(e0, e1)σj ∣∣√
(e0, e0)σj (e1, e1)σj
,
so that by rearranging,
∣∣(h(e0), e1)∣∣ > C ∣∣(e0, e1)σj ∣∣√
(e0, e0)σj (e1, e1)σj
(
d∏
i=2
∣∣(e0, e1)σi∣∣∣∣(h(e0), e1)σi∣∣
) ∣∣(e0, e1)∣∣.
Applying the Cauchy-Schwarz inequality to the denominator of the product
gives the final estimate
∣∣(h(e0), e1)∣∣ > C ∣∣(e0, e1)σj ∣∣√
(e0, e0)σj (e1, e1)σj
(
d∏
i=2
∣∣(e0, e1)σi∣∣√
(e0, e0)σi(e1, e1)σi
)∣∣(e0, e1)∣∣.
(5.9)
At this point we see that having chosen C to be sufficiently large we have
ensured that
∣∣(h(e0), e1)∣∣ > ∣∣(e0, e1)∣∣. Notice that since α depends on h, so
too does j; however, C is independent of h having assumed
C >
∏
σj∈S
(e0, e0)
σj (e1, e1)
σj
[(e0, e1)σj ]2
, (5.10)
where S ⊆ {σ2, . . . , σd} is the set of all σj for which the corresponding factors
in (5.10) are greater than 1.
Thus we get
∣∣(h(e0), e1)∣∣ > ∣∣(e0, e1)∣∣ > √(h(e0), h(e0))(e1, e1) as in the
other two cases for α. This means that h(H0) either coincides with, or does
not intersect H1.
To avoid the possibility of h(H0) coinciding with H1, we have to ensure that
h(e0) 6= ±ωe1 for some ω ∈ R>0. If it exists, then this ω would be given by
ω =
√
(e0, e0)/(e1, e1) and there are two possible cases:
(i) ω /∈ K, whence h(e0) = ±ωe1 is impossible.
(ii) ω ∈ K.
For the second case, let e′1 be the vector obtained by scaling ωe1 by
√
(e0, e0) ·√
(e1, e1), so that e
′
1 = (e0, e0)e1. Similarly, define e
′
0 =
√
(e0, e0)(e1, e1) e0.
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Thus we have h(e0) = ±ωe1 if and only if h(e′0) = ±e′1. Lemma 1.3 shows that
e′0 and e′1 are in fact in On+1K .
Now for either of the equalities h(e′0) = ±e′1 to hold we must have e′0 + v =
±e′1 for some v, where v ≡ 0 modulo p. If e′0 +e′1 and e′0−e′1 are not congruent
to 0 modulo p, then this coincidence will not occur, and we can ensure this by
choosing C sufficiently large.
It remains to check that h(H0) and H0 either coincide or are disjoint. One
can repeat all of the above argument as far as (5.9), with e0 in place of e1, and
we find that the ideal p′ = 2(e0, e0) actually suffices in place of p to ensure
that we have |(h(e0), e0)| >
√
(h(e0), h(e0))(e0, e0) for every h ∈ Γ(p′). Denote
Γ(p′) by Γ0.
If k > 2, then to separate all hyperplanes we apply the above argument
to all other ei, (i = 2, . . . , k) so that we get Γ2, . . . ,Γk which are also finite-
index subgroups of Γ. The group Γ′ = Γ0 ∩ Γ1 ∩ · · · ∩ Γk will then satisfy the
conclusion of the theorem, and is still of finite index in Γ (cf. Lemma 4.1).
Remark. If we assume that the hyperplanes H0, . . . ,Hk are not only disjoint
but also do not meet at infinity then the inequality in (5.5) becomes strict and
the coincidence of h(H0) and Hi (for i = 1, . . . , k) is automatically avoided.
Remark. One may prove Theorem 5.1 for the case of complex hyperbolic space;
however it could not assist in proving a complex version of Theorem 6.1, due to
the absence of real co-dimension-1 hypersurfaces in complex hyperbolic space.
(See also the remarks on p. 68 and p. 85.)
§5.2 Subgroup separability and
the lerf property
Let G be a group. We say that G is residually finite if for every non-trivial
g ∈ G, there exists G1 6 G with |G : G1| <∞ and g /∈ G1. Now let H 6 G be
a subgroup. By definition the statements ‘G is H-separable’, ‘G is H-residually
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finite’, or ‘H is separable in G’ are all taken to be synonymous and mean that
for every g ∈ GrH, there is K 6 G such that
|G : K| <∞, H 6 K, and g /∈ K.
Additionally, we say that G is lerf (for ‘locally extended residually finite’) if
G is H-separable for every finitely generated H 6 G, and that G is subgroup
separable if it is H-separable for all H 6 G.
The term ‘H-residually finite’ appears in Scott’s  article [Sco78] but the
more recent literature [Ago06, ALR01] uses ‘H-separable’. An alternative view
which we can see to be equivalent is used by authors such as Agol [Ago06]:
Lemma 5.2. G is H-separable if and only if
H =
⋂
H6B6G
|G:B|<∞
B. (5.11)
Proof. (Only if): Assume G is H-separable, and let g ∈ H{ (where ·{ de-
notes the set-theoretic complement in G). Denote by B the set of finite index
subgroups of G that contain H. Now there exists B ∈ B with g /∈ B (by the
separability assumption), so g ∈ (∩B∈BB){. Conversely let g ∈ (∩B∈BB){.
Then for some B ∈ B, we have g /∈ B, and so g ∈ H{. This establishes the
equality in (5.11).
(If): Suppose that (5.11) holds and let g ∈ H{. Then we must find that
there exists B ∈ B with g /∈ B; otherwise g ∈ H. So, H is separable in G.
Residual finiteness has this consequence:
Lemma 5.3 (Scott [Sco78]). Let X be a Hausdorff topological space with a
regular covering X˜, and covering group G. Then the following are equivalent:
1. G is residually finite.
2. If C ⊂ X˜ is compact, then there exists G1 6 G of finite index, such that
gC ∩ C = ∅ for every g ∈ G1 r {1}.
3. If C ⊂ X˜ is compact then there is a finite covering X1 of X such that C
projects homeomorphically into X1.
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Proof. (Scott)
(2)⇔(3): If G1 is as in (2) then X/G1 = X1 works in (3). Conversely let G1
be the covering group in (3), so that (2) is satisfied.
(1)⇒(2): The set
GC = {g ∈ G | g ∩ gC 6= ∅}
is finite (cf. (3.3) on p. 30). For each of the g ∈ GC , there is Gg 6 G of finite
index such that g /∈ Gg. Then if G1 = ∩g∈GCGg, we find, using Lemma 4.1,
that G1 satisfies (2).
(2)⇒(1): Let g ∈ G r {1}. Let x ∈ X˜ and C = gx ∪ x. Then (2) gives
G1 6 G of finite index with g1(C)∩C = ∅ for all g1 ∈ G1r{1}. Then g /∈ G1,
for if it were in G1,
(g−1x ∪ x) ∩ (x ∪ gx) = ∅.  
Thus G is residually finite.
We will also use a corollary of the following lemma, also due to Scott. The ‘only
if’ part of the proof is given, as it will provide the conclusion of Corollary 5.5.
Lemma 5.4 (Scott [Sco78]). Let X be a Hausdorff topological space with
regular covering X˜ and covering group G. Then G is lerf if and only if for
every finitely generated S 6 G and any compact subset C ⊆ X˜/S, there exists
a finite covering X1 of X such that the projection p : X˜/S → X factors through
X1 and C projects homeomorphically into X1.
Proof of ‘only if’ [Sco78]. Assume G is lerf and that S 6 G is finitely
generated; and also let C ⊆ X˜/S be compact. The inverse image p−1(C) has
a compact subset D ⊆ p−1(C) such that p(D) = C, and the set {g ∈ G |
g(D) ∩ D 6= ∅} is finite (cf. (3.3)). Since S is separable in G there exists
G1 6 G, of finite index, and containing S, such that whenever g(D) ∩D 6= ∅
(for g ∈ G1) we must have g ∈ S. For, suppose that g ∈ G r S is such that
g(D) ∩ D 6= ∅: there are only finitely many such g. By the separability of
S in G one finds a finite-index subgroup Gg ⊆ G such that g /∈ Gg. The
finite intersection ∩gGg has finite index in G (by Lemma 4.1) and provides the
required G1. This gives the required finite cover X˜/G1.
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The following will be used in §6.4, and we use the notation of that section:
Corollary 5.5. Suppose that Γ is a discrete subgroup of Isom(Hn), and that
G < Γ is separable in Γ. Let C ⊂ G\Hn be compact. Then there exists a finite-
index subgroup Γ1 6 Γ such that C embeds homeomorphically in the quotient
Γ1\Hn.
Proof. One follows the proof of Lemma 5.4, with Γ in place of G, and G in
place of S, with the a priori assumption that G is separable in Γ.
§5.3 The gferf property
We turn now to groups that are geometrically finite. If n = 2 or n = 3 then a
discrete group Γ < Isom(Hn) is called geometrically finite if it admits a convex
finite-sided polyhedron as a fundamental domain. In higher dimensions this
definition can be used, but it is customary to use a slight variation on the
definition. A group Γ is said to be geometrically finite if it has a fundamental
domain F that satisfies the following [Rat06, p. 251, p. 627, p. 637]:
1. F is a convex polyhedron;
2. for every side S of F there is γ ∈ Γ with S = F ∩ γ(F ) (i.e., F is an
exact polyhedron for Γ);
3. for every x ∈ F ∩ ∂Hn there is a neighbourhood U 3 x in Hn such that
U only meets the sides of F incident to x (F is a geometrically finite
polyhedron).
In particular, finite-sided convex polyhedra are geometrically finite. Geo-
metrical finiteness has important consequences for a group, such as its be-
ing finitely generated [Rat06, Theorem 12.4.9]. A full discussion of this is
given by B. Bowditch, and he gives five equivalent definitions [Bow93, Sect. 4].
Bowditch also shows that the lattices Γ (i.e., where Γ\Hn is a finite-volume
orbifold) are geometrically finite [Bow93, Prop. 4.7].
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We now introduce another separability notion: a group Γ is gferf (for
‘geometrically finite extended residually finite’) if Γ is H-subgroup separable
for every geometrically finite subgroup H < Γ. Since geometrically finite
groups are finitely generated, any lerf group is also gferf. The gferf
property has significance in the construction of short-systole manifolds, as will
be seen later (cf. §6.4). Certain specific examples of discrete subgroups of
Isom(Hn) were known to be gferf, and notably I. Agol, D. Long and A. Reid
showed that the Bianchi groups and groups generated by the reflections in
the faces of so-called all right polyhedra are gferf [ALR01, Theorem 1.1,
Theorem 3.1]. The following represents a well-known example of a lattice that
is gferf:
Example 5.6. [ALR01, Theorem 3.1, Lemma 3.2] Let P be the 120-cell in
H4 (cf. p. 45). Then the group generated by the reflections in the faces of P
is gferf. Moreover, this group is commensurable with POf (OQ(√5)) where f
is the quadratic form x21 + · · ·x24 − 12(1 +
√
5)x25.
It is also noted in a  article of M. Kapovich, L. Potyagailo and E. Vinberg
that every non-co-compact lattice in Isom(Hn) is gferf if n 6 5 [KPV08, The-
orem C]. We record here the following recent result of N. Bergeron, F. Haglund
and D. Wise, which generalises the results of Agol, Long and Reid, and
Kapovich, Potyagailo and Vinberg:
Theorem 5.7. [BHW11, Cor. 1.12] Let Γ be an arithmetic (congruence) lat-
tice in SO(n, 1). Then Γ is gferf.
The article of Bergeron, Haglund and Wise is concerned with generalising
J. Millson’s famous results on separating hypersurfaces [Mil76], but Theo-
rem 5.7 is a corollary to some of the work there, concerning embeddings of
arithmetic lattices into so-called right-angled Coxeter groups. For later refer-
ence, we give Millson’s result in the form stated by Bergeron, Haglund and
Wise, along with a useful lemma from Millson’s article:
Theorem 5.8. Suppose that Γ is an arithmetic torsion-free discrete subgroup
of Isom+(Hn), and let piΓ : Hn → Γ\Hn be the natural projection to the mani-
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fold Γ\Hn. Suppose H ⊂ Hn is a hyperplane such that piΓ(H) is an immersed
totally geodesic compact submanifold of Γ\Hn. Then there is a subgroup Γ1 6 Γ
of finite index, such that
1. the image piΓ1(H) is an embedded submanifold of Γ1\Hn and
2. [piΓ1(H)] 6= 0 in Hn−1(Γ1\Hn).
Here, Hn−1(M) denotes the (n − 1)-th homology group of M . A lemma, to
be found in Millson’s article, illustrates the consequences of having trivial (or
non-trivial) homology class:
Lemma 5.9. Let S be an oriented totally geodesic co-dimension 1 submanifold
of a connected orientable n-dimensional Riemannian manifold. Then [S] = 0
in Hn−1(M) if and only if S separates M into two parts.
This lemma therefore characterises in an intuitive manner the trivial (n− 1)-
homology classes.

6Existence of hyperbolic manifolds with
short closed geodesics
The notions of ‘systole’ and ‘systole length’ for a compact Riemannian mani-
fold are defined below (cf. §6.1). In this chapter is outlined a construction by
which one can produce a closed hyperbolic n-manifold with a systole as short
as desired. These are interesting examples since they represent extremal cases
of spaces studied in systolic geometry.
A good survey of what is known in systolic geometry is provided by the book
of M. Katz [Kat07], and another is given by M. Gromov [Gro96].
§6.1 Systoles of Riemannian Manifolds
LetM be a non-contractible compact Riemannian manifold, and define the sys-
tole of M , denoted syst1(M), to be the length of the shortest non-contractible
curve in M . Since M is compact, this value is positive [Kat07].
When M is a surface (i.e., when it is 2-dimensional), one sometimes uses
the notation systpi1(M) for the systole to indicate that this is the shortest
loop in the fundamental group of M , and usually this is done when one wishes
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to distinguish from the homology systole of M , (denoted systH1(M)) which
is the length of the shortest curve in M not homologous to 0 (in H1(M,Z)).
(By Lemma 5.9, ‘non-homologous to zero’ is equivalent to stating that the
curve does not separate M into two parts.) We of course have systpi1(M) 6
systH1(M) when M is a surface [Gro96, §2.A].
§6.2 Euclidean and low-dimensional
hyperbolic manifolds with short systoles
‘Thin’ flat tori
Let ε > 0. The additive Abelian group Z⊕ n−1· · · ⊕ Z⊕ εZ acts on Rn by
(m1, . . . ,mn−1, εmn) · (x1, . . . , xn) = (x1 +m1, . . . , xn + εmn),
and the space of orbits is the n-torus Tnε = S
1 × n−1· · · × S1 × εS1. Here, the
curve α : [0, 1] → Tnε given by α(t) = (0, . . . , 0, εt) is a simple closed geodesic
of length ε. Thus it is very easy to construct a closed Euclidean manifold with
a systole as short as one would like.
It is somewhat less straightforward to provide such constructions in hyper-
bolic space.
Hyperbolic surfaces with ‘thin’ parts
It is shown, for example, in the notes of W. Thurston [Thu80], that a closed
hyperbolic surface S of genus g may be decomposed into 2g − 2 pieces called
pairs of pants, each of which is homeomorphic to a sphere with three open
discs removed. These pieces are obtained as pairs of isometric hyperbolic
hexagons with a common edge e identified, and two other non-adjacent edges,
not meeting e, also identified. The pairs of pants are separated by 3g − 3
closed curves Li (for i = 1, . . . , 3g − 3) of lengths l1, . . . , l3g−3. Each curve Li
is a boundary component of a pair of pants, and two pairs of pants are glued
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together by an isometry αi between the two copies of Li. The isometry may
be changed by ‘twisting’ one of the Li by an angle τi ∈ R.
The Teichmu¨ller space T (S) of S is the space of all marked hyperbolic struc-
tures on S; that is the space of all hyperbolic structures on S up to isotopy
equivalence. For the surface S of genus g, the space T (S) is homeomorphic to
R6g−6, and explicit co-ordinates are given by
(log l1, τ1, . . . , log l3g−3, τ3g−3),
with the li and τi as above [Thu80, Theorem 5.3.5] (and these are known as
Fenchel-Nielsen co-ordinates). Thus we see that it is possible to have simple
closed curves of length as small (or large) as we would like by choosing one of
the li to be sufficiently small.
A more detailed exposition of the theory of hyperbolic surfaces, including
the main aspects of Teichmu¨ller theory, may be found in Chapter 9 of the
book of Ratliffe [Rat06].
Hyperbolic 3-manifolds
Producing manifolds with short systole in three dimensions can be acheived
using Dehn filling.
It is well-known that an orientable non-compact hyperbolic 3-manifold has
finitely many ends, and these are isometric to T 2 × [0,∞) [MR03, Theorem
1.3.2]. For a given end, the process of Dehn filling is one whereby a solid
torus is glued into the end, and the non-compact part discarded. That is,
we remove the end T 2 × (t,∞) and glue a solid torus V into the resulting
boundary torus W . The gluing is described by an identification of a meridian
curve on the solid torus V with a simple closed curve on W corresponding to
an element mp`q ∈ pi1(W ) for some coprime integers p, q, and generators m
and ` of pi1(W ) that intersect in only one point. By taking large p and q one
may obtain small systole length for the resulting manifold. A discussion of this
is given by W. Neumann and D. Zagier where the lengths of closed geodesics
arising from the filling process are indicated [NZ85, Prop. 4.3].
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That the process of Dehn filling indeed produces a manifold admitting a hy-
perbolic structure follows from Thurston’s Hyperbolic Dehn Surgery Theorem
[Thu80, Theorem 5.8.2].
Hyperbolic 4-manifolds
In 2006, Ian Agol showed [Ago06] that it is possible to construct closed hyper-
bolic 4-manifolds with short systoles. His construction involves immersing two
hyperplanes as totally geodesic submanifolds of an arithmetic compact mani-
fold, cutting along these hyperplanes, and taking the double of the connected
component containing the geodesic segment between them. This geodesic seg-
ment becomes a closed loop in the double, and by taking the two hyperplanes
close together we make this loop as short as desired.
In order to achieve embedding of the two submanifolds a certain property
of the ambient lattice is required; namely the gferf property (as defined in
§5.3).
Instead of giving all the details of Agol’s construction at this point, we
postpone their examination until after the general one given below; and we
will also see how his construction more directly generalises using the results of
Bergeron, Haglund and Wise (Theorem 5.7 of this thesis) [BHW11].
§6.3 Hyperbolic n-manifolds with short systoles
In this section we prove the following theorem [BT11, Lemma 3.1]:
Theorem 6.1 (Belolipetsky-Thomson, 2011). Let ε > 0 and let n be an
integer at least 2. Then there exist closed hyperbolic n-manifolds with systole
length at most ε.
The proof of this theorem relies on Theorem 5.1 and thus avoids the need to
generalise the results on subgroup separability used by Agol. Nevertheless the
proof does use some of Agol’s main ideas: see §6.4 for further discussion of his
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proof versus the one given presently. The proof presented here is that given
by Belolipetsky and Thomson [BT11].
Let us for the remainder of this chapter fix ε > 0 and n > 2, where ε ∈ R
and n ∈ N.
Overall strategy of the proof of Theorem 6.1
We seek two hyperplanes in hyperbolic space that are at most a distance ε/2
apart, and that admit compact quotients embedding with empty intersection
as totally geodesic submanifolds in a compact hyperbolic manifold. By cutting
along these embedded submanifolds, and doubling the connected component
containing the geodesic segment orthogonal to them, we obtain a compact
manifold in which this geodesic doubles to a closed loop of length at most ε.
Initial Configuration
We fix the following:
1. a totally real algebraic number field K, with degree [K : Q] at least 2
denoted by d, and ring of integers OK , as defined in §1.1;
2. a quadratic form f : Rn+1 → R with coefficients in K and signature
(n, 1), such that fσ has signature (n + 1, 0) for each σ ∈ Gal(K/Q) r
{id} (i.e., every non-trivial conjugate form is positive definite), and with
associated bilinear form (·, ·)f which for brevity we will denote (·, ·) (cf.
§1.2);
3. a vector e0 ∈ Kn+1, which we regard as lying in Rn+1 via the identity
embedding σid : K ↪→ R, such that f(e0) > 0.
In adopting this scenario we arrive at a model of hyperbolic space as in the
construction in §2.1 and §2.3, and the isometry group of this resulting hyper-
bolic space is POf (R). We may assume without loss of generality that the
form f has coefficients in OK (as with the start of the proof of Theorem 5.1).
Since the degree of the field is at least 2, the discrete group POf (Ok) is a
co-compact arithmetic lattice in POf (R). By Selberg’s lemma (Theorem 3.4)
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there is a finite-index torsion-free subgroup Γ 6 POf (OK), so that by Theo-
rems 3.2 and 3.3 the quotient space Γ\Hn is a compact arithmetic hyperbolic
manifold.
The vector e0 defines a hyperplane H0 = 〈e0〉⊥ ∩Hn. Note that scaling the
vector e0 produces the same hyperplane and so we may assume without loss of
generality that e0 is in fact K-integral; i.e., e0 ∈ On+1K . Since this vector has
entries in K, the stabiliser StabΓ(H0) (denoted Γ0) is actually a co-compact
subgroup of Isom(H0); that is, the quotient Γ0\H0 is compact.
We will also suppose that we have (see Figure 6.1)
4. a vector e1 ∈ On+1K with f(e1) > 0, that defines a hyperplane H1 =
〈e1〉⊥ ∩ Hn such that H0 ∩ H1 = ∅ but dHn(H0, H1) < ε/2 (where dHn
denotes the distance between the two hyperplanes as in Theorem 2.4).
Figure 6.1: Initial configuration of hyperplanes in Hn.
Since H1 is also K-rational, the stabiliser Γ1 = StabΓ(H1) is co-compact in
Isom(H1). Note that it is occasionally convenient to regard H1 as the image
of H0 under some map γ ∈ POf (K). This group is dense in POf (R) (cf. The-
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Figure 6.2: The manifold Γ\Hn. In this instance the
hyperplanes do not intersect each other but the projec-
tion of H0 has a self-intersection at the point circled.
orem 4.10), and so the shortest distance between H0 and H1 can be realised:
for, if φ is any isometry moving H0 to a desired H1 (that is ε/2-close to H0),
then there is γ ∈ POf (K) that is as close as we would like to φ. (See the exam-
ples beginning on p. 80 for an illustration of finding suitable transformations
γ.)
Embedding Submanifolds
The quotients Γ0\H0 and Γ1\H1 each immerse into Γ\Hn as totally geodesic
submanifolds: see Figure 6.2. The two immersions may have nonempty inter-
section, however, and they may not be embeddings. Nevertheless Theorem 5.1
implies that there exists a finite-index subgroup Γ′ 6 POf (OK) such that each
h ∈ Γ′ satisfies (5.1); i.e.,
either h(H0) = H0 or h(H0) ∩ (H0 ∪H1) = ∅. (6.1)
Similarly for H1 in place of H0 (and vice-versa) we obtain Γ
′′ 6 POf (OK)
of finite index. Now we set Λ = Γ ∩ Γ′ ∩ Γ′′, so that Λ satisfies (6.1) for
each of the Hi and is of finite index in Γ (cf. Lemma 4.1). Thus we have
empty intersection piΛ(H0)∩piΛ(H1) of the images of the Hi under the natural
projection piΛ : Hn → Λ\Hn. We also have an embedding Λi\Hi → Λ\Hn for
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Figure 6.3: The cover Λ\Hn.
each Hi, where Λi = StabΛ(Hi), again by (5.1): see Figure 6.3. Since the Hi
were ε/2-close, so too are the Λ\Hi.
Let g be a geodesic segment orthogonal to both submanifolds, so that g has
length at most ε/2.
Cutting and doubling
We cut Hn along the two embedded submanifolds Λ1\H1 and Λ2\H2. Then,
the double of the resulting manifold, along the boundary arising from these
cuts, will contain the double of g, which is a closed geodesic of length at most
ε: see Figure 6.4. If the cutting procedure separates Λ\Hn into multiple parts
then we may consider only the connected component containing g.
This concludes the proof of Theorem 6.1.
Remark. As already remarked (cf. p. 54), Theorem 5.1 applies in the complex
hyperbolic case too, but the hypersurfaces are complex co-dimension-1, which
are not suitable for use in a cut-and-paste construction such as the one above.
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Figure 6.4: Cutting and doubling the manifold. In this
case, the projection of H1 separates Λ\Hn into two, and
the piece not containing g is simply disregarded.
Therefore, the proof of this theorem does not directly generalise to the case of
complex hyperbolic space.
§6.4 An alternative approach to constructing
short systole manifolds
In his 4-dimensional construction (mentioned in §6.2), Agol produces a geo-
metrically finite (in fact, finite-sided) fundamental domain for a group whose
quotient has a short systole but is of infinite volume [Ago06, p. 3]. The systole,
being compact, is shown to embed in some finite cover of an initial compact
manifold using Corollary 5.5. We give some details:
Let e0 and e1 be rational vectors in Q5 ↪→ R5, such that their respective
orthogonal hyperplanes H0 and H1 in H4 are at most ε/2 apart but not inter-
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secting. Let q denote the geodesic segment between the Hi (i = 0, 1), and for
both Hi let pi denote the endpoint of q on Hi. Let Γ denote a torsion-free sub-
group of POf (OK), where f is the quadratic form x21 + · · ·+x24− 12(1 +
√
5)x25
and K = Q(
√
5). It is known that Γ is gferf, independently of Theorem 5.7
(cf. Example 5.6). The stabilisers in Γ of the hyperplanes H0 and H1 respec-
tively have subgroups, G0 and G1, say, such that dHn
(
pi, g(pi)
)
> δ(ε) for
every g ∈ Gi r {1}, where δ(q) is a constant depending on the length of the
geodesic segment q. The group G = 〈G0 ∪G1〉 can be shown to be geometri-
cally finite, and since Γ is gferf, the subgroup G < Γ must be separable in
Γ. Then, by Corollary 5.5, one may find Γ1 < Γ, of finite index, such that the
compact set q ∪ (G0\H0) ∪ (G1\H1) embeds in Γ1\H4. Then, cutting along
G0\H0 and G1\H1 and taking the double of the remaining part containing q,
one completes the construction.
The major obstacle to directly generalising this procedure, prior to the
knowledge of Theorem 5.7, was that it was not proven that lattices in any
given dimension were gferf, and so Scott’s lemma (Lemma 5.4) could not be
used. Theorem 5.1 removes this obstacle and allows a slightly different path
to be taken, that, incidentally does not rely on the lemma of Scott.
It is clear that in light of Theorem 5.7, the lattice Γ could be taken to be
any torsion-free subgroup of an arithmetic lattice in higher dimensions, and
Agol’s argument may be directly generalised to these dimensions.
7Systolic inequalities and volumes of
short systole manifolds
Systolic geometry studies inequalities of the type in (7.1) below, which relate
the volume of a Riemannian manifold to its systole length. (As mentioned in
Chapter 6, the book of Katz [Kat07] and the notes of Gromov [Gro96] make
for good introductions to the area.) In this chapter we examine inequalities
of this type for the manifolds produced in Theorem 6.1, and we also examine
some explicit examples towards the end of the chapter.
§7.1 Gromov’s systolic inequality
The ‘systolic inequality’ of M. Gromov gives a lower bound for the volume of
a Riemannian manifold (or at least a certain type of Riemannian manifold) in
terms of the systole.
A closed Riemannian n-manifold is called essential if, in the homology of
its fundamental group, its fundamental class (i.e., generator of Hn(M)) is
non-zero [Kat07, p. 95]. We have the following [Kat07, Theorem 12.2.2]:
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Theorem 7.1 (Gromov’s systolic inequality). Any essential, compact
Riemannian n-manifold M satisfies
syst1(M)
n 6 Cn vol(M), (7.1)
where Cn > 0 and depends only on the dimension n.
Gromov’s inequality is perhaps surprising in that it applies to a very general
class of manifolds (which includes, for example, those manifolds M with pij(M)
trivial for j > 2). We will see later (cf. Proposition 7.5) how a similar inequality
can be obtained for manifolds with short systoles constructed as in §6.3. If
it were the case that there was a lower bound on the systole of a hyperbolic
n-manifold, then (7.1) would imply that the volume of any n-manifold were
bounded below; but, Theorem 6.1 of course tells us that there is no lower
bound for the systole length (cf. Theorem 3.7).
Similar results to those of Gromov existed previously, but only for certain
special cases. For example, C. Loewner showed that if T is a 2-torus with
any Riemannian metric, then syst1(T ) 6 (2/
√
3) vol(T )1/2 [Gro96, 1.B], and
a similar inequality exists for the real projective plane, due to P. Pu [Kat07]
[Gro96].
Non-essential manifolds
The inequality (7.1) fails for some manifolds, and by way of example, con-
sider an essential compact Riemannian n-manifold M with positive systole
syst1(M), and form the closed manifold M × εS2, where ε > 0 and where by
εS2 is meant S2 with a metric such that vol(εS2) = ε. The systole of M × εS2
is equal to that of M but we have vol(M × εS2) as small as desired so as
to violate (7.1). We thus find an example of a non-essential manifold (i.e.,
M × S2). (This argument is similar to one in Gromov’s original article on
systolic inequalities [Gro83].)
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§7.2 Orthospectra and orthogeodesics of
hyperbolic manifolds
If M is a compact hyperbolic n-manifold with totally geodesic boundary, then
an orthogeodesic for M is a geodesic segment with endpoints lying on the
boundary of M and orthogonal to that boundary at both endpoints. The
orthospectrum for M is the set
ΛM = {` | ` is the length of an orthogeodesic} with multiplicities.
M. Bridgeman and J. Kahn use this terminology in a recent article [BK10],
where they attribute the first appearance of ‘orthospectrum’ to A. Basmajian
in . For us a relevant result from their article is the following:
Theorem 7.2 (Bridgeman-Kahn). Let n > 2. Then there exists a function
Fn : R>0 → R>0 that is continuous and monotonically decreasing, such that
for any compact hyperbolic n-manifold with totally geodesic boundary,
vol(M) =
∑
l∈ΛM
Fn(l). (7.2)
Furthermore, there exists Kn > 0 such that
lim
l→0
ln−2Fn(l) = Kn. (7.3)
This theorem is proven by using the observation that for a hyperbolic n-
manifold (or indeed any Riemannian n-manifold), we have
vol(M) =
1
vol(Sn−1)
vol(T1M)
where T1M is the unit tangent bundle of M and Sn−1 is the (n−1)-sphere. To
each tangent vector v ∈ T1M is assigned a geodesic arc αv of maximal length
with v as tangent. The set T f1 M , of all v ∈ T1M such that αv has endpoints in
∂M , has full measure in T1M by ergodicity of the geodesic flow on the double
DM . The set T f1 M is partitioned into equivalence classes by considering
homotopy of orthogeodesics, and this partitioning allows the decomposition
into a sum. The function Fn is given explicitly in the article and for some
small n is presented in convenient forms [BK10, p. 1221].
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§7.3 Volumes of short systole
hyperbolic manifolds
Whilst Theorem 6.1 asserts that it is possible to have hyperbolic manifolds
with a systole as short as we would like, it seems reasonable that there should
be some restriction on the geometry of the resulting manifolds. We turn to
the following result of H.-C. Wang [Wan72, 8.1]:
Theorem 7.3 (Wang). Let G be a connected semisimple Lie group with nei-
ther compact nor three-dimensional factor, and let c > 0. Then there is a
finite collection Γ1, . . . ,Γm(c) of lattices in G such that any other lattice Γ with
co-volume at most c is conjugate (in G) to one of the Γi (i = 1. . . . ,m).
(Recall that the dimension of SL2(R) is equal to 3, so it is excluded from the
above theorem, and hence the result does not apply to hyperbolic surfaces;
i.e., to hyperbolic 2-manifolds.) It turns out that this result is not quite
correct, and contradicts the discussion in §6.6 of Thurston’s notes [Thu80],
which asserts (among other things) that for hyperbolic 3-manifolds, the set of
manifolds with volume bounded by a given c > 0 is infinite. The Lie group
associated with the symmetric space H3 is SL2(C) (cf. p. 21 and p. 27), which
also needs to be excluded from Theorem 7.3. A. Borel gives a discussion of
this [Bor81, 8.3], pointing out that Wang’s mistake is to mis-quote a theorem
of H. Garland and M. S. Raghunathan concerning rigidity. The upshot is that
for n > 4 and for any c > 0, there are only finitely many isometry classes of
hyperbolic n-manifold with volume at most c.
If we construct a sequence of hyperbolic n-manifolds Mm (for n > 4) with
systole syst1(Mm) → 0 as m → ∞, then the above discussion implies that
we must have vol(Mm) → ∞ as m → ∞. In the particular case of manifolds
constructed as in the proof of Theorem 6.1, we have the following [BT11]:
Theorem 7.4 (Belolipetsky-Thomson). Let n > 3. Then there exists
Cn > 0 (depending only on n), such that for any n-manifold M constructed in
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§6.3 we have
vol(M) > Cn
syst1(M)
n−2 . (7.4)
Despite the above discussion concerning the case n = 3, shortening the systole
does indeed imply volume growth for 3-manifolds constructed in §6.3, as well as
for n-manifolds with n > 4. The bound given in (7.4) is optimal in the sense
that one may find a sequence {Mi} of manifolds with at most polynomial
volume growth in 1/ syst1(Mi) [BT11]:
Proposition 7.5 (Belolipetsky-Thomson). Let n > 2. There exists a
sequence (Mi)i of n-manifolds as in §6.3, with syst1(Mi)→ 0 as i→∞, and
positive constants Bn and γn such that
vol(Mi) 6
Bn
syst1(Mi)
γi
. (7.5)
Let us return presently to the Theorem:
Proof of Theorem 7.4. Let M be a manifold as constructed in §6.3 with
systole of length at most ε. ThenM is a double of a manifoldN with boundary,
which has as one of its orthogeodesics a curve of length at most ε/2. Thus
` = 12 syst1(M) is in the orthospectrum of N , and by Theorem 7.2 we have
vol(N) =
∑
l∈ΛN
Fn(l) > Fn(`);
that is vol(M) > 2Fn(`). (Here, Fn is of course the function given in Theo-
rem 7.2.) By the same theorem we also have liml→0 ln−2Fn(l) = Kn for some
constant Kn > 0. Noting that Fn is positive we find another constant K
′
n > 0
such that for ` < 1
Fn(`) > K ′n/ln−2.
Thus when syst1(M) < 2, we have
vol(M) = 2 vol(N) > 2
n−1K ′n
syst1(M)
n−2 . (7.6)
Supposing syst1(M) > 2, we find that the expression in (7.6) could be very
small, but by Theorem 3.5 (Kazˇdan-Margulis) the volume of M must be
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bounded below by some constant αn. If we set Cn = min{2n−1K ′n, 2n−2αn},
then for syst1(M) > 2 we have
vol(M) > αn >
2n−2αn
syst1(M)
n−2 >
Cn
syst1(M)
n−2 . (7.7)
Together, (7.6) and (7.7) imply the conclusion of Theorem 7.4.
Remark. One might hope to apply the results of Bridgeman and Kahn to
a closed hyperbolic manifold, by using Theorem 5.1 to obtain an embedded
totally geodesic submanifold of co-dimension 1, along which a cut can be made
so as to obtain an orthogeodesic. Doing this would require taking the finite
covers as described in Theorem 5.1, and one would need to be able to estimate
the degree of such a cover and hence bound the volume of the initial manifold
M .
A similar lower bound to that in Theorem 7.4, for the volume of a hyperbolic
manifold in terms of its systole, has already been given by A. Reznikov [Rez95].
In full generality it is as follows:
Theorem 7.6 (Reznikov). Suppose M is a compact hyperbolic manifold of
dimension n > 4. Then we have a positive constant Cn (depending only on n)
such that
InjRad(M) > Cn
vol(M)1+4/(n−3)
. (7.8)
On noting that InjRad(M) = 12 syst1(M), one immediately obtains C
′
n > 0
such that
vol(M) > C
′
n
syst1(M)
n−3
n+1
. (7.9)
However, the proof given by Reznikov can be slightly simplified in the case
where the geodesic realising the systole corresponds to an isometry of Hn with
no rotational part. What follows is a description of this, and we keep the
notation similar to that of Reznikov’s.
Let M be a compact hyperbolic n-manifold Γ\Hn. Let γ denote the closed
geodesic in M that realises the systole of M , and let γ˜ denote the geodesic line
in Hn that projects to M under the natural map Hn → Γ\Hn. Assume that
the systole of M is smaller than 2εn where εn is the nth Margulis constant (cf.
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Theorem 3.8 on p. 34). The closed geodesic γ corresponds to an isometry φ
of Hn that leaves γ invariant: we consider the special case where this has no
rotational part.
Given any positive ε < εn, the ‘ε-thin’ part of the manifold M , i.e., {x ∈
M | InjRadx(M) < ε} (cf. §3.5), contains the systole of M : let Q denote
the connected component of the thin part in which γ lies. The estimate of
the volume of M is in fact an estimate for the volume of the Margulis tube
Q. The length of γ will be denoted by `, and the width w(z, Z) of Q will be
the distance between z ∈ γ and the first intersection of a geodesic in the Z
direction with ∂Q (Z ∈ Tz(M)), where Z is assumed to be orthogonal to γ˙(z).
Now suppose that we have chosen z ∈ γ and that ζ is the geodesic in
some Z-direction. Denote its first intersection with the boundary ∂Q by q.
The points z and q lift to points z˜ and q˜ in Hn. By the definition of Q,
we have dHn
(
q˜, φ(q˜)
)
> ε. Reznikov also uses the estimate dHn
(
q˜, φ(q˜)
)
6
Cn exp
(
w(z, Z)
)
`, so that we have
exp
(
w(z, Z)
)
> Cn,ε
`
. (7.10)
Now, we have, considering the volume of an (n− 1)-ball,
vol(Q) > C ′n` exp
(
(n− 1)w(z, Z))
>
C ′n,ε
`n−2
.
The volume vol(Q) is a lower bound for vol(M), so we establish the same
volume growth as in (7.4), noting that ` is the systole length of M .
The upper bound in (7.5) is proven by taking a concrete example that may
be constructed in any dimension:
Proof of Proposition 7.5. [BT11] We provide the sequence {Mi}i∈Z for
the conclusion of the proposition by the construction that follows. Let K =
Q(
√
5) and f = −√5x20 + x21 + · · · + x2n. We first claim that the sequence
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{Ai}i∈Z of matrices
Ai =

i2+
√
5
i2−√5 0 · · · 0
−2i
i2−√5
0 1 0
...
. . .
...
0 1 0
−2i√5
i2−√5 0 · · · 0
i2+
√
5
i2−√5

(i ∈ Z)
lies in Of (K). Indeed, we have
f(Aix) = −
√
5
(
i2 +
√
5
i2 −√5x0 +
−2i
i2 −√5xn
)2
+ x21 + · · ·+ x2n−1
+
(
−2i√5
i2 −√5x0 +
i2 +
√
5
i2 −√5xn
)2
= −
√
5
(i2 +
√
5)2 − 4i2√5
(i2 −√5)2 x
2
0 + x
2
1 + · · ·+ x2n−1
+
(i2 +
√
5)2 − 4i2√5
(i2 −√5)2 x
2
n
= f(x),
(7.11)
so each Ai is an isometry of the quadratic space of f . Clearly Ai → id as
i→∞. Let e0 = (0, 0, . . . , 0, 1), so that
Ai(e0) =
(
−2i
i2 −√5 , 0 , . . . , 0 ,
i2 +
√
5
i2 −√5
)
∈ Kn+1.
Rescaling e0 and Ai(e0), we define
e
(i)
0 = (0, 0, . . . , i
2 −
√
5) and e
(i)
1 = (−2i, 0, . . . , 0, i2 +
√
5),
which give(
e
(i)
0 , e
(i)
1
)
= i4 − 5 and (e(i)0 , e(i)0 ) = (e(i)1 , e(i)1 ) = (i2 −√5)2.
Then e
(i)
0 and e
(i)
1 can be seen to define disjoint hyperplanes in Hn by Theo-
rem 2.3 (as in (5.4)): note that the inequality is strict.
For our choice of K there is only one non-trivial Galois automorphism σ : a+
b
√
5 7→ a− b√5, so we also compute(
e
(i)
0 , e
(i)
1
)σ
= i4 − 5 and (e(i)0 , e(i)0 )σ = (e(i)1 , e(i)1 )σ = (i2 +√5)2.
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The proof of Theorem 5.1 gives two ideals p
(i)
0 =
(
2
(
e
(i)
0 , e
(i)
0
))
and p
(i)
1 =(
2C
(
e
(i)
0 , e
(i)
1
))
, and in order to satisfy (5.10) we require that
C > (i
2 +
√
5)2
(i2 −√5)2 .
We also need e
(i)
0 ± e(i)1 to be nonzero modulo p(i)1 . That is,
(−2i, 0, . . . , 0, 2i2) and (2i, 0, . . . , 0,−2
√
5)
must not be zero modulo p
(i)
1 . Since p
(i)
1 =
(
2C(i4 − 5)2), this holds auto-
matically. Observe that if i is large, then C = 2 is sufficient. Note also that
since p
(i)
0 divides p
(i)
1 , we need only consider p
(i)
1 and can take Γ
′
i = Γ(p
(i)
1 ).
(Actually by the remark on p. 54 we needn’t make this justification but it is
included here for completeness of exposition.)
Note that the proof of Theorem 6.1 requires Theorem 5.1 to be applied a
second time, with e
(i)
0 and e
(i)
1 interchanged. However, since both vectors are
of the same length, the ideal Q(i)1 =
(
4(e
(i)
0 , e
(i)
1 )
)
is equal to p
(i)
1 anyway, and
so we can effectively ignore this step.
Now by (2.8) we have
cosh dHn
(
H
(i)
0 , H
(i)
1
)
=
∣∣(e(i)0 , e(i)1 )∣∣∥∥e(i)0 ∥∥∥∥e(i)1 ∥∥ =
i2 +
√
5
i2 −√5 (7.12)
where dHn
(
H
(i)
0 , H
(i)
1
)
is the distance between the hyperplanes H
(i)
0 and H
(i)
1
defined by e
(i)
0 and e
(i)
1 respectively. We see that dHn
(
H
(i)
0 , H
(i)
1
) → 0 as
i→∞.
In the manifold Mi obtained by the inbreeding construction, we have εi =
syst1(Mi) = 2ρi where ρi = dHn
(
H
(i)
0 , H
(i)
1
)
. Now, by (7.12),
cosh(εi/2) =
(
i2 +
√
5
i2 −√5
)
,
and by using a Taylor expansion for cosh(εi/2) we obtain (for large i)
εi ∼ 2
√ √
5
i2 +
√
5
, (7.13)
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so that for some constant δ > 0
εi ∼ δ
i
for large i.
Writing p
(i)
1 = (β) with β = 4(i
4 − 5)2, we have |N(p(i)1 )| = 16(i4 − 5)2 ∼
B(δ/εi)
8 for some constant B > 0.
Now for a given p(i), note that |N(p(i))| is the number of elements in the
residue class ring OK/p(i) [Lan70, Ch. I, Sect. 7], so |Γ : Γ′i| 6 |N(p(i))|(n+1)
2
since |Γ : Γ′i| is the order of a matrix group over OK/p(i). Thus for some
positive constant D,
vol(Γ′i\Hn) = vol(Γ\Hn) · |Γ : Γ′i| 6 D
(
B(δ/εi)
8
)(n+1)2
, (7.14)
which is a polynomial in 1/ syst1(Mi) of degree 8(n+ 1)
2.
Finding rational hyperplanes with small distance apart
Producing examples such as those in the proof of Proposition 7.5 essentially
amounts to choosing matrices that lie in Of (K) for the field K over which the
quadratic form f is defined. A priori this might seem like a highly non-trivial
task (especially in higher dimensions), for it amounts to finding K-rational
solutions to systems of quadratic equations in several variables over K, namely
the equations that define the orthogonal group of f . However, by considering
products of reflections in hyperplanes defined by integral vectors, one easily
arrives at explicit examples. (By way of motivation, one considers the result
that every element of Of (K) must be a product of reflections [O’M71, 43:3;
also §42E]. This sort of approach has been used by authors seeking solutions
to this problem for classical orthogonal groups [Sch08].)
Let us consider a slightly more general example than that in the proof of
Proposition 7.5. Let n ∈ N with n > 2.
Suppose that for every i ∈ N, we denote by ui the vector (Fi, 0, . . . , 0, 1) ∈
Rn+1, where Fi ∈ Q>0 and Fi → 0 as i → ∞. Thus ui → (0, 0, . . . , 0, 1) as
i→∞. Now let f be the quadratic form −ϕx20 + x21 + · · ·+ x2n, where ϕ is a
positive algebraic integer, thus giving f signature (n, 1).
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With respect to f one has the reflection Rui in the hyperplane defined by
ui:
Rui : x 7→ x− 2
(x, ui)f
(ui, ui)f
ui
i.e., Rui :

x0
x1
...
xn
 7→

x0
x1
...
xn
− 2
−ϕx0Fi + xn
−ϕF 2i + 1

Fi
0
...
0
1

.
(7.15)
Note that Rui , being a reflection, is not orientation-preserving, but by com-
posing with the map
R :

x0
...
xn
 7→

x0
...
−xn
 (7.16)
one obtains the map R ◦Rui with matrix
Ai =

1 + ϕF 2i
1− ϕF 2i
0 · · · 0 −2Fi
1− ϕF 2i
0 1 0
...
. . .
...
0 1 0
−2ϕFi
1− ϕF 2i
0 · · · 0 1 + ϕF
2
i
1− ϕF 2i

.
One may verify directly that Ai lies in SOf (K) (as in (7.11)), but this is clear
anyway since it is the product of two reflections.
In the short systole manifold construction (of §6.3) one only requires to be
able to find two positive K-integral vectors e0 and e1. The matrix Ai provides
a convenient way of doing this as Ai(e0) is clearly positive whenever e0 is.
(One may need to scale Ai(e0) so as to ensure that it is integral, of course.)
A further volume growth example
Using the notation above, let ϕ =
√
d where d is a square-free positive integer.
Let K = Q(
√
d) (cf. p. 3), and let f be the quadratic form defined in the
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previous subsection.
Now denote by ui (for i ∈ Z) the vector
(
1/i, 0, . . . , 0, (i + 1)/i
) ∈ Kn+1.
Again, let e0 = (0, . . . , 0, 1) ∈ Kn+1, so that ui → e0 as i → ∞. For every
i, the map R ◦ Rui (cf. (7.15) and (7.16)), applied to e0, gives a vector ei in
Kn+1, such that ei → e0 as i→∞. By scaling the vectors e0 and ei we have,
for every i, the following pair of f -positive K-integral vectors in Rn+1:
e
(i)
0 =
(
0, . . . , 0, (i+ 1)2 − ϕ) and e(i)1 = (−2(i+ 1), 0, . . . , 0, ϕ+ (i+ 1)2).
(7.17)
The inner products computed in the proof of Proposition 7.5 are
(e
(i)
0 , e
(i)
0 ) = (e
(i)
1 , e
(i)
1 ) =
(
(i+ 1)2 − ϕ)2 and (e0,i, e1,i) = (i+ 4)4 − ϕ2,
(7.18)
and so their conjugates are
(
e
(i)
0 , e
(i)
1
)σ
=
(
e
(i)
1 , e
(i)
1
)σ
=
(
(i+1)2 +ϕ
)2
and
(
e
(i)
0 , e
(i)
1
)σ
= (i+4)4 +ϕ2.
(7.19)
The vectors in (7.17) give rise to hyperplanes H
(i)
0 and H
(i)
1 respectively.
The distance between these hyperplanes is given by
cosh dHn(H
(i)
0 , H
(i)
1 ) =
(i+ 1)4 − ϕ2(
(i+ 1)2 − ϕ)2 , (7.20)
so that we indeed have the distance between H
(i)
0 and H
(i)
1 tending to zero as
i tends to infinity. Analogously to (7.13), we have for large i
εi ≈ 4ϕ(i+ 1)
2(
(i+ 1)2 − ϕ)2 ≈ Ai2 for some A > 0. (7.21)
We also need to consider the norm of the ideal p
(i)
0 generated by 2C(e
(i)
0 , e
(i)
1 ),
where C is an integer satisfying (5.10). As with the proof of Proposition 7.5,
we can assume that C > 2; in fact, C = 2 will suffice for all but finitely many
i. So, we compute N(p
(i)
0 ) = 16
(
(i + 1)16 − ϕ4). By using this, along with
(7.21) and the estimates for (7.14), we find that the volume again grows like
a polynomial in 1/εi (i.e., 1/ syst1(Mi)), of at most degree 8(n+ 1)
2.
8(Non-)arithmeticity and (non-)coherence
of lattices in PO(n, 1)
§8.1 The existence of non-arithmetic lattices
in PO(n, 1)
It has been known for some time that not all lattices in PO(n, 1) are arithmetic,
in contrast to the case of a Lie group of real rank at least 2 (cf. Theorem 4.8).
More precisely, a construction of non-arithmetic groups in every dimension
n > 2 was given by Gromov and Piatetski-Shapiro in  [GPS87]. Their
basic method is to obtain two arithmetic manifolds with a common totally
geodesic submanifold as boundary, and by an isometry between the two copies
of the submanifold glue the manifolds together. If the manifolds are not com-
mensurable, then the resulting manifold is non-arithmetic [GPS87, 0.2]. It
is shown to be easy to arrange non-commensurability of the two manifolds
[GPS87, 2.6, 2.7].
The construction of Gromov and Piatetski-Shapiro is also described by Mar-
gulis [Mar91], and by Vinberg and Shvartsman [AVS93, p. 228]. Both Mar-
gulis, and also Vinberg and Shvartsman, describe in addition the existence
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of non-arithmetic reflection groups in lower dimensions using a criterion of
Vinberg [AVS93, Theorem 3.1, p. 226].
We illustrate the construction of Gromov and Piatetski-Shapiro by giving
an example. Fix n ∈ N>2, let ϕ = 12(1 +
√
5) and let f0 be the quadratic
form x21 + · · ·+ x2n−1 − ϕx2n. This has signature (n− 1, 1) and is defined over
K = Q(
√
5), whence the only non-trivial conjugate form of f is fσ = x21 +
· · ·+ 12(
√
5− 1)x2n, which is positive definite. Thus POf0(OK) is an arithmetic
lattice in POf0(R). We also define forms f1 = x20 + f0, and f2 = 7x20 + f0. Let
Γi(p) denote the principal congruence subgroup (cf. §4.2) POfi(OK)(p) (for
i = 0, 1, 2), where p is such that all Γi(p) are torsion-free.
Hyperbolic (n− 1)-space Hn−1 can be identified with the hyperplane
{(x0, . . . , xn−1, 0)} ⊆ Hn.
In this way, we have an embedding ι : Hn−1 → Hn. Then the map pii ◦ ι, where
pii : Hn → Γi(p)\Hn (i = 1, 2) is the natural projection, gives an immersion
of Hn−1 into the two quotients. It turns out that we can in fact achieve an
embedding ιi : Γ0(p)\Hn−1 ↪→ Γi(p)\Hn (i = 1, 2) so that the diagram
Hn−1
pi0

  ι // Hn
pii

Γ0(p)\Hn−1   ιi // Γi(p)\Hn
commutes for each i [GPS87, 2.8.A]. The quotients Γi(p)\Hn will be denoted
by Vi(p), and V0(p) will denote the image ιi
(
Γ0(p)\Hn−1
)
in Vi(p) for i = 1, 2.
There is a double cover of each Vi(p), denoted V˜i(p), such that V0(p) lifts to a
separating hypersurface V˜0(p) which is the union of two copies of V0(p). Then
there is a connected submanifold V +i ⊆ V˜i(p) with ∂V +i = V˜0(p). We can
identify V +1 and V
+
2 along ∂V
+
1 = ∂V
+
2 so as to obtain a new manifold.
The new manifold V obtained in this way is non-arithmetic, for in order
for it to have arithmetic fundamental group we would need Γ1 and Γ2 to be
commensurable [GPS87, 0.2]. Commensurability is only achieved if the forms
f0 and f1 are similar over Q(
√
5) (cf. §1.3) [GPS87, 2.6], and for this to happen
we would need 7 to be a square in Q(
√
5) [GPS87, 2.7], which is not the case.
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The technique used here — that of gluing together non-commensurable man-
ifolds — is known as interbreeding . In §6.3 manifolds are constructed by taking
a double of a manifold with boundary, and so by contrast this is known as in-
breeding [BT11, p. 1467] [Ago06].
Remark. This geometric approach relies on the existence of real co-dimension
1 totally geodesic submanifolds in a given closed hyperbolic manifold. One
finds in complex hyperbolic geometry that these submanifolds do not exist
and so this approach is not immediately applicable to SU(n, 1) and hence
cannot be directly adapted to produce examples of non-arithmetic lattices in
those groups.
It has been shown by Bergeron, Haglund and Wise that any non-arithmetic
lattice Γ < SO(n, 1), constructed in the above way, may be virtually embedded
as a ‘quasi-convex’ subgroup of an arithmetic lattice in SO(n+ 1, 1) [BHW11,
Prop. 9.1]. It is shown in §8.2 that for small enough ε, the manifolds con-
structed in Theorem 6.1 are also non-arithmetic, and so it is natural to ask
whether or not this result also holds for these lattices. (This is something for
future investigation, but it is expected that the result of Bergeron-Haglund-
Wise would not hold for short systole lattices.)
We remark that the ‘technology’ used by Gromov and Piatetski-Shapiro —
cutting and pasting covers — has recently been put to use in a preprint of
J. Raimbault on maximal lattice growth in SO(n, 1) [Rai11].
§8.2 Non-arithmeticity of
short systole manifolds
T. Gelander has shown that non-compact arithmetic hyperbolic manifolds can-
not have systoles of length shorter than some εn where this εn depends on the
dimension n [Gel04, Rem. 5.7]. He also shows that compact arithmetic man-
ifolds have a shortest possible systole, but the εn in this case depends not
only on the dimension, but also on the field of definition of the manifold. The
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arguments used are outlined below, and we also allude to the implications for
the manifolds obtained in §6.3.
Non-compact arithmetic manifolds
For non-compact lattices, we have the following lemma [Gel04, Lem. 5.1]:
Lemma 8.1 (Gelander). Fix n > 2. There are numbers εn > 0 and m ∈ N
such that if Γ 6 Isom(Hn) is a non-co-compact torsion-free lattice then for
every x ∈ Hn the following is satisfied:
• Write Γεn(x) =
〈
γ ∈ Γ | dHn
(
x, γ(x)
)
6 εn
〉
. The group of real points of
the Zariski closure Γεn(x) has at most m connected components and its
identity component is unipotent (cf. p. 12).
Thus, we cannot have, in a non-compact arithmetic hyperbolic n-manifold, a
closed geodesic of length less than εn, for this would correspond to a hyperbolic
element γ of the fundamental group of m, with dHn
(
x, γ(x)
)
6 εn for every
x ∈ Hn. Along with Theorem 4.5 (the Godement criterion), Lemma 8.1 tells
us that this cannot happen, as such an element would need to have a unipotent
power [Gel04, Rem. 5.7]. (To see this, suppose γ is not unipotent. There are
only finitely many cosets of the unipotent subgroup so some powers γi and γj
lie in the same coset; that is the product γiγ−j lies in the subgroup, and this
is of course a power of γ.)
Compact arithmetic manifolds
Consideration of compact manifolds involves the notion of Mahler measure. If
p(X) is a monic polynomial with coefficients in Z and n roots α1, . . . , αn then
we define its Mahler measure m(p) by
m(p) =
n∏
i=1
max
{
1, |αi|
}
.
(What is called Mahler measure here might more correctly be called expo-
nential Mahler measure as it is the exponential of another quantity which is
sometimes used to define Mahler measure. On the other hand, some authors
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simply use exponentiation in their definitions.) As noted by Smyth [Smy08],
it follows from a result of Kronecker that the Mahler measure of p equals 1 if
and only if either p or −p is of the form XkΦn−k(X) (for some 0 6 k 6 n),
where Φ` denotes the `th cyclotomic polynomial
Φ`(X) =
∏
ω`=1
ω primitive
(X − ω).
(Recall that the root ω is primitive if for every k = 1, . . . , ` − 1 we have
ωk 6= 1.) If α is an algebraic integer, then it is a root of a unique monic
integral polynomial p of smallest degree (cf. §1.1), and so for any such α we
define m(α) to equal m(p). We will need the following [SZ65]:
Theorem 8.2 (Schinzel-Zassenhaus). Let α be an algebraic integer, with
α 6= 0, and α not a root of unity. Let its conjugates (including α itself) be
denoted by α1, . . . , αn. Suppose that 2s of its conjugates are complex (i.e.,
0 6 s 6 n/2). Then
max
16i6n
|αi| > 1 + 1
4s+2
.
This has the immediate consequence that m(α) > 1 + 1/4s+2, and hence the
Mahler measure of any irreducible monic polynomial with integer coefficients
and bounded degree is bounded away from 1. In Smyth’s survey he explains
that the smallest known Mahler measure is m(p) = 1.176280818, where p is
the polynomial
p(x) = x10 + x9 − x7 − x6 − x5 − x4 − x3 + x+ 1
[Smy08, Sect. 2]. Lehmer’s problem is to find polynomials of smaller Mahler
measure, or even to find polynomials with Mahler measure arbitrarily close
to 1. It is conjectured that one cannot find such polynomials (and this is
sometimes known as Lehmer’s Conjecture). That is, it is conjectured that
there exists β > 1 such that m(p) > β for any monic integral non-cyclotomic
polynomial p.
If M is a compact arithmetic hyperbolic n-manifold, then it is a quotient
of the space Hn by a torsion-free group of isometries Γ, whose elements may
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be regarded as K-integral matrices for some degree d number field K/Q; and
using restriction of scalars (cf. p. 11) we can view elements of Γ as Q-integral
matrices. A matrix γ ∈ Γ has a monic characteristic polynomial pγ with
integral coefficients and degree at most d(n+ 1). Hence by Theorem 8.2 there
exists a constant δn,d > 0 such that m(pγ) > 1 + δn,d for every γ ∈ Γ, and this
δn,d depends on n and d. If the roots of pγ are bounded away from 1, then so
too must be the translation length of γ; thus we see that there is some εn,d
such that for every x ∈ Hn and every γ ∈ Γ, d(x, γx) > εn,d.
To put this more precisely into the context of the construction of §6.3, sup-
pose that M is a manifold produced by the proof of Theorem 6.1, arising as
the double of some manifold M ′. It follows from the argument used by Gro-
mov and Piatetski-Shapiro [GPS87, §1.6, §1.7] that if M is arithmetic then
its fundamental group is commensurable with POf (OK) (with f and K as in
§6.3). Thus we can apply the above argument to establish non-arithmeticity
in the case of K being fixed (cf. Gelander [Gel04, Prop. 10.5]). Summarising
this discussion, we have the following proposition:
Proposition 8.3. Let n > 2 and let K be an algebraic number field of degree
d = [K : Q]. Then there is a constant εn,d > 0 such that the following holds:
• If M is a closed hyperbolic manifold from the inbreeding construction in
Theorem 6.1, obtained as the double of some manifold M ′ with bound-
ary, where in turn M ′ is obtained by cutting an arithmetic manifold
commensurable with some POf (OK); and if syst1(M) < εn,d, then M is
non-arithmetic.
It is conjectured that there exists L > 0 such that for any arithmetic hyper-
bolic 2-manifold (or 3-manifold) M , we have syst1(M) > L. This is known as
the Short Geodesic Conjecture, and if Lehmer’s conjecture is true then so is the
Short Geodesic Conjecture [Bel10]. Note in particular that if Lehmer’s Con-
jecture were true then the εn,d in the argument above would be independent
of the field K or the dimension n.
Some of the above arguments also appear in the  article of Belolipetsky
and Thomson [BT11].
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§8.3 Non-coherence of some lattices in PO(n, 1)
Coherence is concerned with whether of not groups are finitely presented: we
say that a group Γ is coherent if every finitely generated subgroup of Γ is also
finitely presented. In other words, Γ is non-coherent if it contains a subgroup
A 6 Γ such that A is finitely generated but not finitely presented.
We first examine some elementary results that will be of use later. A good
survey of what is known of (non)-coherence of lattices in O(n, 1) and SU(n, 1)
is given by M. Kapovich in a preprint of  [Kap10].
Finite-index subgroups of finitely presented groups
Some of the following results can also follow from Reidemeister-Schreier rewrit-
ing [Joh80, p. 106], but we give elementary proofs below.
Theorem 8.4 (Schreier’s Theorem and Index Formula). [Sco87, The-
orem 8.4.13] Let F be a free group and G 6 F a subgroup. Then:
1. G is free; and
2. assuming H has finite index in F and F has finite rank, the formula
rank(G) = |F : G|(rank(F )− 1)+ 1
holds.
Since every finitely generated group is a quotient of a free group of finite rank
[Sco87, Theorem 8.22], this theorem implies that a subgroup of finite index in
a finitely generated group is also finitely generated.
Lemma 8.5. Let G be a group and H P G be a normal subgroup. Assume that
|G : H| is finite and that G is finitely generated. Then H is finitely presentable
only if G is.
Proof. Note that H is finitely generated by Theorem 8.4. Write H =
〈h1, . . . , hm | r1, . . . , rn〉, and let a1, . . . , aN be a right transversal for H in
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G; that is N = |G : H| and
G =
N⊔
i=1
Hai.
Clearly if g ∈ G then g = hai for some h ∈ H and some i ∈ {1, . . . , N}.
Thus we find that H is generated by {h1, . . . , hm, a1, . . . , an}. Now note that
for any hi and any aj as above, we have ajhia
−1
j = wij(h1, . . . , hm) for some
word wij in the generators of H: this follows since H is normal in G. For
each i = 1, . . . ,m and each j = 1, . . . , N , denote the word ajhia
−1
j (wij)
−1 by
sij and note that this is equal to the identity in g. Note also that for any
i, j = 1, . . . , N we have aiaj = vij(h1, . . . , hm)ak(i,j) for some word vij ∈ H
and some ak(i,j) as above, since aiaj ∈ G. Denote each aiaja−1k(i,j)(vij)−1 by tij
and again note that this equals the identity in G.
It is claimed that the group
G′ =
〈
h1, . . . , hm; a1, . . . , aN
∣∣∣
ri (i = 1, . . . , n), sij (i = 1, . . . ,m, j = 1, . . . , N), tij (i, j = 1, . . . , N)
〉
is isomorphic to G and so the expression in 〈· · · 〉 is a (finite) presentation
for G. To see this, first note that if g1, g2 ∈ G then g1 = hi1 · · ·hiαai and
g2 = hj1 · · ·hjβaj . Then the multiplication in G′ is the same as that in G if g1g2
can be brought into the form hak for some h ∈ H and some k ∈ {1, . . . , N}.
Indeed,
g1g2 = hi1 · · ·hiαai · hj1 · · ·hjβaj
= hi1 · · ·hiαai · hj1 a−1i ai hj2 a−1i ai hj3 · · · a−1i ai hjβ a−1i ai aj
= hi1 · · ·hiαwj1iwj2i · · · wjβi · aiaj
= h′ · vij ak(i,j) since the wij are in H; vij as above
= h′′ak since the vij are in H.
Thus the multiplication in G′ is the same as that in G (since the relations for
G′ came from G in the first place).
Remark. It appears that this is the same argument as one given by P. Hall
[Hal54].
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One also has the following converse:
Lemma 8.6. Let K P H, and assume |H : K| is finite. Furthermore assume
H is finitely presented. Then K is finitely presented.
Proof. Again note that Theorem 8.4 implies that K is finitely generated.
First write
K = 〈k1, . . . , km | u1, . . . , uj , . . .〉
and H = 〈k1, . . . , km; b1, . . . , bM | r1, . . . , rn〉
where {bi}i is a (finite) transversal for K in H. Now clearly a system of relators
of the form in the proof of Lemma 8.5, along with relators for K, is a system
of relators for H. There are only finitely many such relations, and since n is
finite there can only be finitely many relations among the ki. (Here we use
the fact that if a group is finitely presented in one set of generators then it
can be finitely presented in any finite set of generators.) Hence K is finitely
presented.
This lemma has the following consequence:
Corollary 8.7. Let H 6 G with finite index and assume G is finitely gen-
erated. Then H is finitely presented if and only if G is.
Proof. (Only if): Let a1, . . . , aN be a transversal for H in G. Now the group
K =
N⋂
i=1
a−1i Hai
has finite index in H (as it is a finite intersection of finite index subgroups:
cf. Lemma 4.1), and is normal in G. To see this, choose g ∈ G and k ∈ K: we
wish to show that gkg−1 ∈ K. For every i = 1, . . . , N we can write g = a−1i h′aj
for some j and some h′ ∈ H. We can then write k as a−1j haj for some h ∈ H,
by definition of K. Then
gkg−1 = a−1i h
′aj · a−1j haj · a−1j h′−1ai = a−1i h′′ai ∈ a−1i Hai.
Since this holds for every i, we have gkg−1 ∈ K, proving normality.
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By Lemma 8.6 we find that K is finitely presented, and then by Lemma 8.5
we find that G is finitely presented.
(If): Supposing G to have a finite presentation, we see by Lemma 8.6 that
the group K defined above also has a finite presentation. Then Lemma 8.5
implies that H has a finite presentation.
We will need the following result in the final subsection:
Proposition 8.8. Let Γ′ 6 Γ and suppose that the index |Γ : Γ′| is finite.
Then Γ is coherent if and only if Γ′ is.
Proof. We will actually prove an equivalent statement, namely that Γ is
non-coherent if and only if Γ′ is.
(If): This is fairly trivial. If A 6 Γ′ is finitely generated but not finitely
presented, then A is also a subgroup of Γ with the same property.
(Only if): Let A 6 Γ be finitely generated but not finitely presented. We
claim that A ∩ Γ′ also has this property. Indeed, since |A : A ∩ Γ′| is finite,
Corollary 8.7 asserts that A ∩ Γ′ is not finitely presented if it is finitely gen-
erated, and it is finitely generated by Theorem 8.4. Thus Γ′ has a subgroup
(i.e., A ∩ Γ′) which is finitely generated but not finitely presented.
Non-coherence of lattices in Isom(Hn)
Suppose Γ is a lattice in Isom(Hn) for some n > 2. One may ask whether or
not Γ is coherent, and whether or not its properties of (non-)arithmeticity and
(non-)co-compactness might imply its (non-)coherence; indeed, one may ask
whether or not there is any possibility of Γ being coherent. It is known that if
n = 2 or n = 3 then every lattice in Isom(Hn) is coherent. D. Wise has asked
if there are any coherent lattices in Isom(Hn) for n > 4.
In , M. Kapovich, L. Potyagailo and E. Vinberg (hereinafter abbreviated
as ‘K.P.V.’) showed the following, which we summarise as one theorem:
Theorem 8.9 (Kapovich-Potyagailo-Vinberg). [KPV08, Theorems B
& D, Corr. 1.1]
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1. If n > 4, then there are infinitely many commensurability classes of non-
co-compact non-coherent lattices in Isom(Hn).
2. If n > 6, then every non-co-compact arithmetic lattice in Isom(Hn) is
non-coherent.
3. If n > 4, then there exist both co-compact and non-co-compact non-
arithmetic non-coherent lattices in Isom(Hn).
This theorem suggests that the question of Wise is likely not to have an answer
in the affirmative.
In proving the third part of Theorem 8.9, K.P.V. use the construction of
Gromov and Piatetski-Shapiro (cf. §8.1) to produce a non-arithmetic lattice
in Isom(Hn), and they show that a specific example of a non-coherent subgroup
may be embedded in the resulting lattice. The fundamental example used in
their proof is that of the lattice Γ in Isom(H4) generated by reflections in
the faces of the 120-cell (cf. Example 5.6 and p. 45), whose non-coherence
is originally due to B. Bowditch and G. Mess. The proof of this involves
embedding an example of a non-coherent group (due to B. Neumann) into Γ
[KPV08, Proof of Theorem 3.1]. For ease of reference we record this example
as a lemma:
Lemma 8.10. Let Γ be the group in Isom(H4) generated by reflections in the
faces of the 120-cell. Then Γ is non-coherent.
In order to produce non-arithmetic examples of lattices in Isom(Hn), K.P.V.
begin with a quadratic form f of signature (n−1, 1), over an algebraic number
field K, such that POf (OK) is a lattice in POf (R) (cf. §4.4). They then
consider the quadratic form ha = f + ax
2
n, where a ∈ K, and a is positive and
such that POha(OK) is a lattice in POha(R). Denoting Γa = POha(OK) and
Γ0 = POf (OK); they choose some torsion-free finite-index subgroups Γ′i < Γi
(for i = 1 and i = a), such that Γ′1 ∩ Γ0 = Γ′a ∩ Γ0. By following the Gromov-
Piatetski-Shapiro construction (cf. §8.1), and assuming a is not a square in
K, they find a non-arithmetic lattice Γ with embedded submanifold Γ′0\Hn−1
(where Γ′0 is torsion-free and of finite index in Γ0).
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The non-coherent examples of non-arithmetic lattices are acheived by consid-
ering K = Q(
√
5) and choosing the form f above as f = −ϕx20+x21+· · ·+x2n−1,
where ϕ = 12(1 +
√
5) (cf. Example 5.6). By Lemma 8.10, Γ0 (in the nota-
tion above) is non-coherent, and so by applying the construction above to f ,
K.P.V. obtain examples of non-arithmetic non-coherent lattices in Isom(Hn)
[KPV08, Sect. 4].
Note that in moving from one group G to a finite-index subgroup H < G,
one does not ‘lose non-coherence’, since if G is non-coherent then so too is H
by Proposition 8.8.
Non-coherent short-systole manifolds
We construct a non-arithmetic non-coherent lattice in PO(n, 1) in a manner
similar to K.P.V. (see above), but using the construction of non-arithmetic
lattices as described in §6.3 (recalling the discussion in §8.2 concerning the
(non-)arithmeticity of these groups).
Let qn denote the quadratic form −ϕx20 +x21 + · · ·+x2n where ϕ = 12(1+
√
5),
and let K denote the field Q(
√
5). The group POq4(OK), where OK is the ring
of integers of K, is commensurable to the group generated by reflections in
the faces of the 120-cell in hyperbolic 4-space, and this in turn is known to be
non-coherent (see above). Fixing n for the time being, let Γ be a torsion-free
finite-index subgroup of POqn(OK).
Now consider the hyperplane H1 in Hn given by xn = 0. This is stabilised by
POq′n(R) where q
′
n = −ϕx20 + · · ·+ x2n−1. In particular we have POq′n(OK) ⊆
POqn(OK) in a natural way (i.e., if γ ∈ POq′n(OK) then γ extends to act on Hn
by fixing the nth coordinate). Thus the group Γ′ defined by Γ′ = Γ∩POqn(OK)
is a torsion-free finite-index subgroup of POq′n(OK). So, Γ′\Hn−1 is an (n−1)-
manifold. By taking a suitable congruence cover Γ(p), one can embed Γ′\Hn−1
in Γ(p)\Hn [Mil76].
Now as in §6.3 we can arrange to have a hyperplane H2 which is ε/2-close
to H1, but with H1 ∩ H2 = ∅. There is then a congruence cover Γ(p′)\Hn
which allows these hyperplanes to embed without overlap (cf. Theorem 5.1).
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Now Γ(p) ∩ Γ(p′) is again a finite cover so that the fundamental group Λ of
the embedded hyperplane (Γ(p) ∩ Γ(p′))\H1 is commensurable with Γ′.
To see that Γ′ is non-coherent, one uses Lemma 8.10; and since this group
injects into Γ′, the non-coherence is also manifest in Γ′.
In the construction of Theorem 6.1 we cut the manifold M = (Γ(p) ∩
Γ(p′))\Hn along the two embedded hyperplanes, and then take the double of
the connected component containing both of them. By the Seifert-van Kam-
pen Theorem, the fundamental group of this double will contain Λ as an
amalgamated subgroup, and so the lattice associated with this manifold is
non-coherent.
This construction does not add to the result of K.P.V. inasmuch as non-
arithmetic non-coherent groups are already known from Theorem 8.9, but
the lattices obtained from the short systole construction do constitute new
examples from those previously obtained, and thus further suggest that the
question of D. Wise has an answer in the negative.
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