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In this paper we consider a closed linear operator A with 
domain D(A) contained in a Banach space X and range R(A) con­
tained in a Banach space Y. We assume that R(A) is closed. 
Our primary investigation is closely related to the problem 
of determining whether or not R(A + C) is closed for some 
linear operator C. We shall use a(A) to denote the dimension 
of the null space of A, N(A), and 3(A) to denote the dimension 
of the quotient space Y/E(A). It is known that if either 
a(A) or 3(A) is finite then R(A + C) is closed whenever the 
norm of the operator, |C|, is sufficiently small (Kato, 6, p. 
281). We are interested in extending these results to the 
case where a(A) and 3(A) are both infinite. However, it fol­
lows from a result of Goldman (4) that this is not possible 
in general. We shall investigate conditions under which 
R(A - XB) is closed for all X in a neighborhood of 0 where B 
is some linear operator. 
In Chapter II we define a sequence of linear manifolds 
Mn(A:B) and a linear manifold J(A:B) which is the intersection 
of the manifolds M%(A:B) for all n. Kato (6, p. 297) has 
shown that if B is A-bounded (i.e. |Bx| < k(|x| + |Ax|) for 
all x c D(A) where k is a positive constant) and if 
N(A)CJ(A:B) then R(A - XB) is closed for all X in a neigh­
borhood of 0. We state this result in Theorem 2.8. Through­
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out the paper we shall assume that B is A-bounded. In Theorem 
2.9 we assume that B(N(A)) = £BW:W e N(A)J is closed and that 
R(A) and B(N(A)) are "strongly disjoint" (i.e. |y + Bw| > k|y| 
for all y e R(A) and all w c N(A) where k is a positive con­
stant). Under these conditions again R(A - XB) is shown to 
be closed for all X in some neighborhood of 0. We conclude 
the chapter with an example which shows that the conclusion 
of Theorem 2.9 does not necessarily follow if the strongly 
disjoint condition is weakened to a "disjoint" condition 
(i.e. R(A)/|B(N(A)) =F0$). 
In Chapter III we define a linear manifold K(A:B) which 
we show in Theorem 3.1 to be equivalent to B(J(A:B)). The 
main object of this chapter is to show that for all X in cer­
tain regions of the complex plane, K(A - XB:B) is independent 
of X. In Theorem 3.7 we show that this is the case for a con­
nected open set of complex numbers, P, which has the property 
that N(A - XB) C J(A - XB:B) for all X e T. Furthermore by 
Theorem 3.8 for every y c Y, either y c K(A - XB:B)CR(A - XB) 
for all X c T, or the set of all X e T for which y c R(A - XB) 
has no limit point in r. We continue in Theorem 3.9 to 
demonstrate that for X e F, a(A - XB) and P(A - XB) are con­
stant. Theorem 3.15 shows that for a connected open set of 
complex numbers, F^, which has the property that either 
ct(A - XB) or 0(A - XB) is finite for all X e F^, again 
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K(A - XB:B) Is independent of X in We conclude Chapter 
III with Theorem 3.20 in which we show that if B(N(A)) is 
closed and if R(A) and B(N(A)) are strongly disjoint, then 
K(A - XB:B) is independent of X in a deleted neighborhood of 
0. Furthermore we show that K(A - XB:B) is the direct sum 
of K(A:B) and B(N(A)) for all X in this neighborhood. 
In Chapter IV we show that the linear manifolds, AMn(A:B) 
are closed for all n under any one of the following condi­
tions: (1) N(A)C J(A:B), (2) a(A) is finite, (3) 9(A) is 
finite, (4) B(N(A)) is closed and strongly disjoint from 
R(A). It follows that K(A:B) is also closed under any of the 
four above mentioned conditions. 
Chapter V is devoted to demonstrating that if N(A) and 
J(A:B) are strongly disjoint, then the inverse of A - XB 
exists for all X in some deleted neighborhood of 0. 
We devote Chapter VI to the special case where X = Y and 
B = I (the identity operator). In this case K(A:B) reduces 
to the "Kernmannigfaltigkeit" first introduced by F. Riesz 
(8» p. 87) and which has been studied by GoSiberg and Markus 
(3), Grokhberg and Krein (2) and Homer (5). 
We consider the concepts of regular extension which have 
been studied by Homer (5). Theorem 6.3 along with a result 
of Homer give a necessary and sufficient condition for a 
regular extension at X to be a regular extension near X. 
We conclude by discussing the relationships between S(A), 
R(A) and K(AIL) which are sufficient to insure that R(A - XI) 
is closed for all X in some neighborhood of 0. Applying the 
results of Chapter I we have that R(A - XI) is closed for all 
X near 0 if either N(A)d K(A:I) or N(A) is strongly disjoint 
from R(A). The question of what happens when N(A) C~ R(A) but 
B(A)/1K(A:I) = is considered at this point. By example 
we show that this case may result in R(A - XI) being not 
closed for every X ^ 0. 
Very briefly, we would like to look at the possibilities 
of further generalizing the results of this paper. (For 
simplicity we continue to use the special case considered in 
Chapter VI.) Suppose that N(A) can be decomposed into three 
linear manifolds L^, L2 and L-j such that N(A) = L1<±)L2(£)L^ 
where Q, K(A:I) and L2 is strongly disjoint from R(A). It 
seems likely that if is finite dimensional the main results 
of this paper could be obtained. The possibilities along this 
line have not yet been investigated. However, our examples 
demonstrate that in the absence of this type of structure not 
much can be expected. 
II. OPERATORS WITH CLOSED RANGE 
Throughout this paper we shall consider two complex 
Banach spaces X and Ï and a pair of linear operators A and B. 
We assume that D(A) C. D(B) CZ X and that the range of both 
operators is contained in Y. We shall assume that for the 
complex number X0, (A - X0B) is a closed linear operator with 
closed range and that R(A - X0B) jé £o|. We further assume 
that there exist non-negative numbers of and T such that for 
all x c D(A) the following inequality is satisfied: 
|Bx| < <r[x| + T| (A - X0B)x|. 
We shall refer to the conditions stated above as the general 
hypothesis. 
In this chapter we concern ourselves primarily with the 
existence of a neighborhood of X0 = 0 such that R(A - XB) is 
a closed linear manifold for all X in the neighborhood. Our 
general hypothesis is not sufficient to guarantee the exist­
ence of such a neighborhood as we shall show by example. We , 
begin our investigation by reviewing certain finiteness con­
ditions and a restriction on N(A) which Kato (6) has shown to 
be sufficient for the existence of such a neighborhood. A new 
theorem of similar nature is then presented and we conclude 
i 
the chapter with the above mentioned example. 
We shall need to consider several quotient spaces in this 
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paper. If L is any linear manifold contained in X we use x' 
to denote the equivalence class in X/L which contains the 
element x. That is, x' = £x + t:t e ii}. If L is a closed 
linear manifold then |x'| = inf £|x + t|:t « L} can be shown 
to be a norm on the quotient space X/L and the space with this 
norm is a Banach space (Taylor, 9, p. 105). Whenever L is 
closed we shall consider X/l as a Banach space and assume that 
the norm is the one mentioned above. 
Definition 2.0: For a linear operator T with R(T)C Y we 
define P(T) to be the dimension of the quotient space Y/R(T). 
Definition 2.1: For a linear operator T we define a(T) to be 
the dimension of N(T). 
In considering the dimension of a linear space or sub-
space we shall not distinguish between the various infinite 
cardinal numbers. 
Kato (6, p. 316) has shown that if either a(A) or 0(A) 
is finite then there exists a neighborhood of 0 such that 
R(A - XB) is closed for all X in this neighborhood. 
Before proceeding to the case which allows both a(A) and 
9(A) to be infinite we shall need to consider a number of 
preliminary definitions and lemmas. 
If T is any linear operator and S is any set it will be 
convenient to use TS to denote the set of all Tx where 
x c Sf)D(T). We use T-1(S) to represent the set of all x for 
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which Tx e S. We do not imply that the inverse operator T""l 
exists. 
Definition 2.2: For two linear operators T and U such that 
D(T)C. D(U) CZ X and the range of both operators is contained 
in Y, we define a sequence of linear manifolds, = M%(T:U), 
as follows: 
*0 = x 
= 0"1(IMB_1) B = 1, 2, 3, ••• 
Definition 2.3: For such T and U we define the linear mani­
fold J(T:U) to be the intersection of the linear manifolds, 
M%(T:U), for all non-negative n. 
We remark that since IT^o] = B(U) and since 0 e TM% for 
all n, N(U) C Kg for all n. Thus N(U) CJ(T:U). 
Definition 2.4; For any linear operator T with D(T) Cl X and 
R(T) £ {o} we define the operator T1 on C by the 
equation T'x1 = Tx. 
We remark that T1 is linear, one-to-one and R(T') = R(T). 
The following lemma is well known. 
Lemma 2.5: If T is closed then T1 is closed. 
Proof: If T is closed, N(T) is closed so X/N(T) is a 
Banach space. Let x^—>x' and T'x^—>y. From the definition 
of the norm in X/N(T) there exists a sequence {jCZ ^(T) such 
that xn - x + zn—»0. T(xn + zQ) = Txn = T'x^—yy and 
xn + zn—*x imPly that x e D(T) and Tx = y since T is closed. 
Therefore x1 e D(T') and T'x1 = y. 
Definition 2.6: We define the quantity Y(T) as follows: 
if (TV)"1 is bounded and Y(T) = 0 otherwise. 
We remark that | (T1 )~1| ^  0 since R(T) ^  {o} so Y(T) is 
well defined. 
The following lemma is also known. 
Lemma 2.7: If T is closed then Y(T) > 0 if and only if R(T) 
is closed. Furthermore |T'x1| > Y(T)|x'| for all x' c D(T'). 
Proof: By Lemma 2.5, T' is closed so (T')"1 is closed. 
From Definition 2.6, Y(T) > 0 is equivalent to (T')"^ bounded. 
But (T')"1 bounded is equivalent to DQ(T1)-13 closed since 
(Ti)-l closed. Now D[ (T' ] = R(T') = R(T) so we see 
that Y(T) > 0 is equivalent to R(T) is closed. Now let 
x' c D(T') and let y = T'x'. Then x' = (T')=2y. If Y(T) > 0, 
|(T')"1y| < | (T1 )"1| |y| which implies that |y| > Y(T) | (T')-1y|. 
Thus IT1x1| > Y(T)Jx'|. If Y(T) = 0 the inequality is clearly 
true. 
We are now ready to consider another result of Kato (6) 
the proof of which is beyond the scope of this paper. 
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Theorem 2.8 (6, p. 297): If N(A)CL J(AîB)1 and X satisfies 
the inequality: 
lxl * 3g I'T'vU) 
then A - XB is a closed linear operator with closed range. 
Furthermore a(A - XB), p(A - XB) are constant, 
N(A - XB) C J(A -, XB:B) 
and Y(A - XB) > Y(A) - (3c + T Y(A))|X|. 
We note that N(A) CL J(A:B) along with our general 
hypothesis is sufficient to insure that R(A - XB) is closed 
for all X in a neighborhood of 0 regardless of whether or not 
a(A) or 9(A) are finite. 
We now state and prove a theorem which we believe to be 
new. 
Theorem 2.9: Let B(N(A)) be closed and suppose there exists 
a positive number k such that |Ax + Bwj > k|Ax| for all 
x c D(A) and all w « N(A). Then for all X which satisfy the 
inequality: 
0 < N <5-TF$XP 
^The condition V( A : B )  = oo used by Kato is clearly 
equivalent to N(A) CT J(A:B). 
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A - XB is a closed linear operator with closed range : Fur­
thermore N(A - XB) = N(A)fl H(B) and N(A - XB)C J(A - XB:B). 
We find it convenient to state and prove a number of 
lemmas which will be used in the proof of this theorem. 
Lemma 2.10 (Lorch, 7, p. 220): Let L^_and Lg be closed linear 
manifolds of a Banach space and let L be the set of all y such 
that y = + x2 for some x^ c L^ and x2 « lg. If there 
exists a positive number k such that |x^ + Xg| > kjx^l for all 
X1 e ^l an<i all x2 « L2 then L]/) Lg = £o} and L^ © Lg is a 
closed linear manifold. 
I 
We remark that although Lemma 2.10 was originally proved 
in a paper on reflexive vector spaces, the proof does not 
require reflexivity of the space. We also note that the 
positive number k will always be less than or equal to one 
(k < 1). 
We now consider two quotient spaces. Let X' = X/N(A) 
and let Y1 = Y/B(N(A)). Let 9 be the canonical mapping of X 
onto X' and let 0 be the canonical mapping of Y onto Y1. Both 
X1 and Y' are Banach spaces since N(A) and B(N(A)) are closed. 
Definition 2.11: We define the operator i from D(i) = 
Q X1 into Y' by the equation: Ax* = 0(Ax) where x c x'. 
It is clear that A is a linear operator. 
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Definition 2.12: We define the operator B from D(B) = 
gg) CZ lato Y' by the equation: Bx' = 0(Bx) where x e x1. 
To see that B is actually a function let Q(x^) = @(x2) = 
x'. Then x2 - x1 c N(A) so that Bx2 - Bx^ « B(N(A)) which 
implies that 0(Bx2) = 
It is clear that B is linear and we remark that 
D(A) C D(B) since D(A) C D(B). 
The following lemma is known. 
Lemma 2.13: Let F be a linear manifold contained in the 
Banach space X and let L be a closed linear manifold such that 
LCZF. Let y> be the canonical mapping of X onto X/L. Then 
P(F) is closed if and only if F is closed. 
Proof : Assume F is closed. Let x1 c P(F). Then there 
exists a sequence ^ x^d^(F) such that x^—*z' . From the 
definition of the norm in X/L there exists a sequence d 1 
such that xn - x + zn—* 0 where x « x' and Xq c x^ for each 
n. We can assume that ^x^J d F and since L C.F, £xn + z^C?. 
Since xQ + zn—> x, x « F because F is closed. Thus x' c P(F). 
Now assume P(F) is closed and let x c F. Then there 
exists £xn^  C. F such that xn—> x so that V^(xn)—-m(x) and 
CI P-(F). Since P(F) is closed, 1&(x) c P(F). Therefore 
there exists y e F such that P(x) = l&(y) which implies that 
x - y c L. But L C F so x c F. 
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Lemma 2.14: R(i) is closed in Y'. 
Proof: By Lemma 2.10, R(A) © B(N(A)) is closed and by 
Lemma 2.13, 0(R(A) @B(N(A) ) ) is closed. It is clear that 
J2f(R(A) ©B(N(A))) = 0(R(A)) = R(A). 
Lemma 2.15: (a) A is closed, (b) Â is one-to-one, (c) 
|Âx'| > kY(A)|x'| and (d) |Ax| < ^ jix'| for all x' « D(A). 
Proof: Let x' be an arbitrary element of D(i). Then 
|ix'| = |0(Ax) | = inf ^|Ax + Bw|:w e N(A)J . But 
|Ax + Bwj > k|Ax| 
for all x e D(A) and all w e N(A). Thus |ix'J  > k|Ax| which 
proves (d) since x' is an arbitrary element of D(A). 
From Lemma 2.7» |Ax| = |A'x'| > Y(A)|x'j. This inequal­
ity combined with (d) gives (c). From this inequality we see 
that A is one-to-one (which proves (b) ) and (Â)"1" is con­
tinuous. Since (%)""! ] = R(i) is closed by Lemma 2.14, A 
is closed so (a) is true. 
Lemma 2.16: If |Bx| < orjxj + T|AX| for all x c D(A) then 
|Bx' I  < cr|x* | + l|ix' | for all x' e D(i) .  
Proof: Let x1 be an arbitrary element of D(A). Then 
|Bx'| = |0(Bx) | < |Bx| < (?|x| + T|AX| holds for every x e x' . 
From Lemma 2.15 (d), |Ax| < l|ix' | so |Bx' | < cr|x| + l|ix' | 
is true for every x e x'. Thus 
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|B%' I < + £ x^' = *1=' I + 
Lemma 2.17: If A is closed and there exist non-negative 
numbers <7 and T such that for all x c D(A), 
I Bx J < (T|X| + T I Ax I , 
then A - XB is a closed operator for all X which satisfy the 
inequality: r |X  <1. 
Proof: Let X be any fixed complex number such that 
T |x I <1. Let xn—> x and (A - XB)xn—y. Then 
I (A - XB)xn - (A - XB)xm| > |Axn - Axm| - |x||Bxn - BxJ 
> |A%a - A=ml 
- - =ml + ^l^n " Axml>-
Thus 
\Axn - A%M|(L - |X|T) < |X|c|x^ - xj + | (A - XB)xn - (A-XB)XMJ 
and from this inequality it is clear that £AX^  is a Cauchy 
sequence. Let 
z = 11m Ax . 
n-»oo 
Then x^-» x and Ax^—» z imply that x c D(A) and z = Ax since 
A is closed. JBXj - BxJ < tf|xn - xj + T|Ax^ - Ax| from which 
we see that Bxn—» Bx. Therefore (A - XB)xn—> Ax - XBx = y. 
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Lemma 2.18: R(A - XB) = 0(R(A - XB)). 
Proof: For each x e D(A) or equivalently for each 
x1 « D (A) we see that 
0((A - XB)x) = 0(Ax - XBx) = 0(Ax) - X 0(Bx) 
= lx' - XBx' = (A - XB)x'. 
From this equation the lemma is obvious. 
Lemma 2.19: B(N(A) ) C R(A - XB) for X / 0. 
Proof: Let y c B(N(A)). Then there exists w c N(A) such 
that y = Bw. Thus - w/X c N(A) for X ^ 0. (A - XB)(- w/X) = 
Bw = y so y c R(A - XB). 
We are now ready to complete the proof of Theorem 2.9. 
We note that 
g + t'yID 2 Ï S T 
since k < 1. Thus if 
0 
" '
XL " a + Ï'YIA)' 
A - XB is closed by Lemma 2.17. 
We also note that Lemma 2.17 can be applied to A - XB 
since Â is closed by Lemma 2.15 and |Bx' ( < <y|x' j + l|ix' | 
m jk A 
for all x' c D(A) by Lemma 2.16. Thus A - XB is closed. Now 
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|(i - XB)x'| > |Âx1| - |X||Bx'| 
> |Âx'| - |X|(tf|x'| + l|Ax'|) 
= |Â%'|(1 - |X|£) - |x|a|x'| 
> k Y(A) |x' |(1 - |x|£) - |x|cr|x'  
using Lemma 2.15 (c) 
= |x'|(k Y(A) - |X|(T Y(A) + A)). 
Thus for 0 < |X| < ^  + T^ Y(A)'  P = k Y(A) - |x|(a + TY(A)) > 0 
and |(i - XB)x'| > pjx'J. Therefore (i - XB)"1 exists and is 
continuous. Since (i - XB)'1 is closed, (A - XB)™1J = 
R(i - XB) is closed. By Lemma 2.18, R(i - XB) = 0(R(A - XB)) 
so 0(R(A - XB)) is closed. Now B(N(A)) C R(A - XB) by Lemma 
2.19 and therefore, by Lemma 2.13, R(A - XB) is closed. 
To prove that N(A - XB) = N(A)f)#(B) we note that 
N(A)/lN(B) C N(A - XB) for all X. Now if z « N(A - XB) then 
Az = XBz and 0(Az) = X0(Bz). Thus iz1 = XBz'. But 1 - XB is 
one-to-one so z1 = 0. This implies that z e N(A) so Az = 0. 
Therefore XBz = 0 and z c N(B) since X ^ 0. Thus 
z c N(A) f\ N(B). 
Finally since N(B)C J(A - XB:B) and N(A - XB)CN(B), 
N(A - XB) C J(A - XB;B) and the proof of Theorem 2.9 is 
complete. 
A question which arises naturally at this point is the 
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possibility of replacing the condition: |Ax + Bw| > kjAxj 
for all x c D(A) and for all w e N(A) by the weaker condition: 
R(A) f\ B(N(A) ) =£0} in Theorem 2.9. The following example 
demonstrates that this is not possible. Moreover the example 
shows that our general hypothesis is not sufficient to 
guarantee the existence of a neighborhood of 0 such that 
R(A - XB) is closed for all X in the neighborhood. 
Consider a Banach space where 1 < p < 00 . We denote 
the elements in the space by x = £x(k)^ . We define the 
operator A by A(£x(k)$ ) = y = {y(k$ where y(k) = x(k) for k 
odd and y(k) = kx(k - 1) for k even. Thus D(A) = 
£x:x c tp, Ax c and R(A) = [y:y c <tp, y(k) = ky(k - 1) 
for k even}. Clearly N (A) = {x:x c <tp, x(k) = 0 for k odd]. 
It is easy to show that N(A) is closed. We define B = I (the 
Identity operator). 
We shall first show that R(A) is closed. Let y e R(A). 
Then there exists a sequence {y^ ^-R(A) such that yn—* y. 
We note that |yn - y| > |yn(k) - y(k)| for each k. Suppose 
y f£ R(A). Then there exists some even number k = a such that 
y (a) jé ay (a - 1). Let 6 = ^L|ay(a - 1) - y(a)|. Since yn-> y 
there exists a number N such that for all n > H, 
|yn(fc) - y(k)I < |yn - y| < 6. 
So |yn(k) - y(k)| < ô for every k and for all n > N. Thus 
for n > N, |yn(a) - y(a)| < à and |yn(a - 1) - y(a - 1)| < 6 
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but 
|yn(a) - y(a)| = |yn(a) - y(a) + ay(a - 1) - ay(a - 1)| 
= |ay(a - 1) - y(a) + ayn(a - 1) - ay(a - 1)| 
since yn(a) = ayn(a - 1) and 
Iyn(a) - y(a)I > |ay(a - 1) - y(a)| - a|yn(a - 1) - y(a - 1)| 
> 2aft - aft = aft > ft 
which, is a contradiction. Thus y(k) = ky(k - 1) for all even 
k and therefore y « R(A). 
To prove that A is closed we consider the quotient space 
<C.p/H(A) and the operator A'. It is easy to see that |Ax| = 
jA'x1 j > |x'| for all x' e D(A'). Now let xn~—* x and Axn—»y. 
Since E(A) is closed y c R(A) so there exists xQ c D(A) such 
that y = Ax0. Now 
I*' - *il 5 1 = ' " <1 + lxi " <1 5 I1' - + |Ain - ^ ol 
from which it is clear that x1 = x^ which implies that 
x - xQ e N(A). So x e D(A) and y = Ax. Thus A is closed. 
Next we show that there does not exist a positive number 
k such that |Ax + Iw| > k|Ax| for all x e D(A) and all 
w c N(A). From the definition of A it is clear that 
N(A)fl R(A) = £o}. Consider the sequences £wn} C. N(A) and 





1 if k = 2n 
0 if k ^  2n 
l/2n if k = 2n - 1 
0 if k 4 2n - 1 
Axn - Iwn| = ^  and |Axn| > 1 for all n. 
Finally we will show that for every X which satisfies 
0 < jx| < 1, R(A - XI) is not closed. (A - XI )x = y where 
y(k) = x(k) - Xx(k) for k odd and y(k) = kx(k - 1) - Xx(k) 
for k even. It is easy to see that A - XI is one-to-one for 
0 < jx| < 1. Now consider the sequence where 
ÏX/2n for k = 2n - 1 1 for k = 2n 0 otherwise 
|  ( A  -  X I ) x n |  =  | l l _ >  0  a s  n  — f o o  w h i l e  | x ^ (  >  1 .  
Thus (A - XI)"1 is not continuous and therefore 
D[ (A - XI)™13 = R(A - XI) is not closed for 0 < |x| < 1. 
19 
III. STABILITY OF K(A - XB:B) 
Definition 3.0: We define the linear manifold K(A - XB:B) to 
be the intersection of the linear manifolds, 
(A - XB)CMn(A - XB:B) ], 
for all non-negative integers n. 
We continue to use the same general hypothesis as that 
of Chapter II. In this chapter we shall consider the stabil­
ity of K(A - XB:B) as a function of X for X in certain regions 
of the complex plane. We will show such stability under the 
same type of conditions which insure that R(A - XB) is closed 
for all X in a neighborhood of 0. 
In order to simplify the notation we make the following 
abbreviations: 
1. K = K(A:B) 
2. £(X) = K(A - XB:B) 
3. J = J(A:B) 
4. J(X) = J (A - XB:B) 
5. «n = *n(A:S) 
6. MN(X) = M^ (A - XB:B) 
7. R = Y(A) 
8. Y(X) = Y(A - XB) 
Theorem 3.1: K(X) = B(J(X)). 
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Proof: Without loss of generality we can assume that 
X = 0. Then 
J = / f  * 2 =  f i  M a  =  B " 1 < i M n . 1 )  =  B - 1 (  n  U S ; , )  =  B - l ( K )  
n=0 n=l n=l n=0 
and therefore B(J) = K. 
Theorem 3.2: Let N(A - X0B)C. J(XQ). Suppose there exists 
a sequence £x^ such that Xj—>XQ (Xj 4 XQ for every j ) and 
y c E(A - XjB) for all j. Then y e K(X0). 
Proof: The theorem will be proved in three sections. 
Again we can assume that X0 = 0. 
(1) We first show that Y(X^) > Y/2 > 0. By possibly 
omitting a finite number of Xj1 s we can assume that 
|X J | < Y/(6<r + 2TY) since Y is positive by Lemma 2.7. From 
Theorem 2.8» Y(X) > Y - (3a + TY)JX|. Therefore 
T(XJ) > Y - (3<r + TT) |X31 > R -  I  = Ï > 0.  
(2) Next we show that if the equation z = (A - XjB)x is 
solvable for all j then z c R(A). 
For each j let pj be a solution of z = (A - XjB)x. Then 
by Lemma 2.7, |z| = | (A - XjB)pj | > Y(Xj)|pJ| >||pjl for a11 
j, where pj = £pj + t:t s N(A - X^B)J and |pj| = 
inf ^ |Pj + t|:t « N(A - XjB)^. For each j there exists 
rj « Pj such that |rj| < 2|p'| < £|z|. (A - XjB)^ = 
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(A - XjB)pj since c N(A - X-jB). Thus ^ jr^j is a 
bounded set of solutions of the equation z = (A - XjB)x. Now 
|z| = |(A - XjB)rj| > |Ar3| - |Xj||Brj| 
> |Arj| - |Xj|(a|rj| + T|Ar^|) 
so 
\z\ + |Xj|*|rj| > |Ar3|(l - (X^t). 
Since 
•
X31 - ÉA I 4TY - 3F' (1 ' !xjM 2 | 
and 
|Arjl < 2(!zl + |Xjl*|rj|). 
Thus £Ar^ is also bounded. Now z = (A - XjBjr^ for all j so 
that Arj - z = XjBry. Then |Ar^ - z| = |Xj j|Brj| so that 
|Arj - zj < |Xj|(tf|rj| + t|Ar^ j) from which it is clear that 
lim Ar1 = z. Since R(A) is closed z c R(A). 
j —>00 
(3) We are now ready to complete the proof of the 
theorem. Since y c R(A - XjB) for all j, the equation y = 
(A - XjB)x is solvable for each j. By Section (2), y c R(A) 
so there exists xQ c D(A) such that y = AxQ. Now let Uj be 
any sequence of solutions of the equation y = (A - XjB)x and 
note that (A - X-jB) j ~-(uj - xQ) J = BxQ. This equality is 
true for all j and thus the equation (A - XjB)x = Bx0 is 
solvable for all j. By Section (2), Bx0 « R(A) so there exists 
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« D(A) such that Bx0 = Ax^. 
Sow assume the induction hypothesis that x0, x-^, •••, xn 
have been defined such that Bxk-1 = Ax^, k = 1, 2, •••, n and 
that the equation (A - X^B)x = Bxn_1 is solvable for all j. 
Let^Vj^ be any sequence of solutions of the equation 
(A - XjB)x = Bxn_j. Then (A - XjBjT-i^v^ - x%) "j = ~ 
- Axn + BXq = Bxn. Thus (A - XjB)x = B^ is solvable for j 
all j and by Section (2), Bxn c R(A). So there exists 
xQ+1 c D(A) such that Axa+1 = Bxn. 
Thus we have shown the existence of a sequence xQ, x^, 
* , such that Ax^ = Bxn-1 for all n. Now let n be an 
arbitrary positive integer. Then AxQ = Bxn_1 implies that 
=n_i « C Ml- By applying Axn_k+1 = Bxn„k suc­
cessively as k = 1, 2, •••, n it is clear that 
« {B-1(Axn_k+i)5c:Mk. Thus x0 « and since n is 
arbitrary, xQ « Mq for all n. Therefore y = Ax0 c for 
all n. So y c K and the proof is complete. 
Theorem 3.3: Let N(A - XQB) CZ J(X0). Then y c R(A - XB) 
for all y c K(XQ) and all X which satisfy the inequality: 
|x  -  X0 |  < r(x0) 3u + t r(x„) 
Proof: Assume X0 = 0. We shall prove the theorem in 
two sections. 
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(1) We first prove that if Au e K then there exists 
v c D(A) such that Av = Bu, Av c K and 
M < FL^ V| < |(<r|u| + T|AU|). 
If Au e K then Au e AM% for all n. Let n be an arbitrary 
positive integer. Then there exists x e MQ such that Au = Ax. 
Thus u - x « H(A) but since N(A) C it follows that u c M%. 
Since n is arbitrary, u c MQ for all n so u c J. By Theorem 
3.1, Bu c E so there exists w « D(A) such that Aw = Bu. Now 
by Lemma 2.7 we have 
T|w'| < |Aw| = |Buj < tf|u| + T|Au| . 
From the definition of the norm X/N(A) it is clear that there 
exists v e w' such that |v| < 2|w' |. Since v c w', Av = Aw so 
P P 
Iv| < Y|AV| < ^ (cr|u| + TJAU|). Since Bu « K and Av = Bu, 
Av e K. 
(2) We now complete the proof of the theorem. Since 
y c K, there exists some x0 e 5(A) such that y = AxQ c K. By 
Section (1) there exists x^  such that Bx0 = Ax^  « K and 
hil < y!AxiI < |(»IX0I + T|A=o!)' 
Suppose that xQ, x1# ••', xQ have been chosen so that 
AXjL = Bx1_1 where Axi c K and 
1=11 < FL^ IL < |(2tf TY)1"1(<Y]x0| + T|AX0|) 
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for 1=1, 2, •••, n. Since AxQ e K, by Section (1) there 
exists xn+1 c D(A) such that Axn+1 = Bxn, Axn+1 « K and 
lxn+ll 5||Axn+1| <f(tf|*nl + r|Axn|). Then since 
!*J < ve have 
+ T|AXND < + T|Axn|) = |(2g } TY)|Axn[ 
and 
l=n+ll IFL^ +LL < F(GG Y + T|AI0|). 
Thus by induction we have shown the existence of a 
sequence with the following properties: (1) y = AZ@, (2) __ 
Bxn-1 = ^ n f0T A11 N* (3) l^ nl 5 (2G+LL)N-L^ |^ | + T|AX0|) 
for all n. 
Now consider the sequence where zQ = 
X0 + Xx-j^ + ••• + Xnxn C D(A). Ve see that (A - XB)zn = 
AxQ - Xn+1Bxn = y - Xn+1Axn+1 and therefore 
| (A - XB)zn - y| = |-*.n+1Ax0+1| < jx |n+1 l^ n+iI 
- 
(jg I TY)A*1(2G V TT)"(gl*ol + TI^ OD 
= 3, I TV'fg t #*(*1=0 1 + T|ti0|). 
Since < 1 for of / 0 it is clear that y = 11m (A -XB)% 
n-foo 
and therefore y e R(A - XB) because R(A - XB) is closed. If 
0=0, let X be an arbitrary fixed complex number such that 
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0 < |X|  < 1/T. Let ft = Y ( 1  T TlxP. Then |x |  = 
2|X| 
2» I TT * 6 + TÏ" HO,R 
| (A - XB)TN - y| < t J tY(6 ^ YTY) (e|x0| + T|AI0|) 
and since < 1* ^  " XB^ zn~^  7* Thus y e R(A - XB) 
since R(A - XB) is closed. 
Definition 3.4; We define G to be the set of all X such that: 
l! A - XB is a closed linear operator. 
2. R(A - XB) is closed. 
3. N(A - XB)C J(X). 
4. There exist non-negative numbers of and T such that 
|Bx| < <Y|x| + T | (A - XB)x| holds for all x c D(A). 
In order to see that G is an open set we prove the 
following lemma. 
Lemma 3.5: If |Bx| < cr|x| + r | (A - X0B)x| holds for all 
x e D(A) where <r and r are non-negative numbers, then for all 
X such that |X - X0|T <1, there exist non-negative numbers 
c? and r such that |Bxj < tf|x| + r | (A - XB)x| holds for all 
x c D(A). 
Proof: We can assume that X0 = 0. Let x e D(A). Then 
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Bx| < <R|x| + T|AX| = or|x| + T | (A - XB)x + XBx 
< cr|x| + T|(A - XB)x| + |x|r|Bx| 
so that 
|Bx|(l - |X  T) < cr | x| + T | (A - XB)x|. 
Thus 
|Bx| < â|x| + T|(A - XB)x| 
where 
cr a = - • "—•—- and T = 
1 - T|X| 1 - T|X 
Notation 3.6: It is clear from Theorem 2.8 and Lemma 3.5 that 
G is an open set. We shall use F to denote any open connected 
subset of G. 
Theorem 3.7: K(X) is independent of X in T. 
Proof: For each y e Y, let ry be the set of all X c T 
for which y e K(X). If X0 « rf)Ty then there exists a 
sequence £x^ CHry such that Xj —>X0 and y c K(X^ ) for all 
Xy Thus y c R(A - X^ B) for all Xj and by Theorem 3.2, 
y e K(X0) so X0 « Fy and hence is closed in T. 
Now let XQ c Ty. By Theorem 3.3, there exists a 
neighborhood of XQ which is contained in T such that 
y e R(A - XB) for all X in the neighborhood. By Theorem 3.2, 
X e Ty for each X  in the neighborhood. Thus r y  is open in T .  
Since F is connected, Ty is either all of T or it is 
empty. 
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Theorem 3.8: For each y e Y, either y e K(X) C R(A - XB) for 
all X e r, or there is no X e T for which y e K(x) and the set 
of all X e T such that y e R(A - XB) has no limit point in F. 
Proof: If y e K(XQ) for some XQ e T, y e K(X) for all 
' X e P by Theorem 3.7. 
Sow suppose that XQ e T  is a limit point for the set of 
all X « T such that y e R(A - XB). By Theorem 3.2, y e K(XQ) 
and the proof is complete. 
Theorem 3.9: <*(A - XB) and 0(A - XB) are constant in F. 
Proof: Let XQ be an arbitrary element of F and let 
S = [X:X e F, a(A - XB) = a(A - X0B) and 0(A - XB) = P(A-X0B)}. 
Let X^  ® S. Then since X^  e F, N(A - X^ B) C. J(X1) so by 
Theorem 2.8 there exists a neighborhood of X^  for which 
a(A - XB) and 3(A - XB) are constant for all X in the neigh­
borhood. Thus it is clear that S is open in F. 
Now let Xg e S/lr. By Theorem 2.8 there exists a 
neighborhood of X2 such that a(A - XB) and 3(A - XB) are 
constant for all X in the neighborhood. But every neighbor­
hood of Xg contains points of S so it is clear that X2 « S. 
Therefore S is closed in F. 1 
Since S is not empty and is both open and closed in F, 
S must be equal to F. 
All of the above theorems depend upon the condition 
N(A - X0B) C, J(XQ). It is interesting to note a few special 
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cases where this condition is rather easily seen to hold. For 
simplicity we consider X0 = 0. 
1. 8(A) = o. If a(A) = 0, N(A) = and since J is a linear 
manifold N(A)C J. 
2. P(A) = 0. If 9(A) = 0, R(A) = Y so that = B~1(AM0) = 
B_1(Y) = D(B). By induction it is clear that = D(B) 
for all n. Thus J = D(B) D(A) %) H(A). 
3. N(A) C. N(B). It is clear that N(B) CJ and therefore 
N(A)OJ. 
4. R(B)CL R(A). This case is similar to (2). Again it is 
easy to show that 35(B) = J. 
5. D(A)OM1. Assume D(A) C M%. Then AMQ = R(A) and 
Mn+1 = B-1(R(A) ) = so 35(A) C Mn+1« Thus D(A) C for 
all n and so N(A)C D(A) d J. 
We now turn to the case where <x(A - X0B) or P(A - X0B) 
is finite. Again we shall state a result of Kato (6) without 
proof. 
Theorem 3.10 (6,  p. 315): Let a(A -  XQB) or 9(A -  X@B) be 
finite and suppose 5(A - XQB) çâ. J(X0). Then there exists a 
positive number p and a positive integer r such that, for 
0 < |X - X0| < P, A - XB is a closed linear operator with 
closed range and a(A -  XB) = a(A -  XQB) - r, @(A -  XB) = 
P(A -  X0B) - r and N(A -  XB)Cj(X).  
Definition 3.11: We define to be the set of all X such 
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that: 
1. A - XB is a closed linear operator. 
2. E(A - XB) is closed. 
3. <x(A - XB) or 9(A - XB) is finite. 
4. There exist non-negative numbers cr and T such that 
|Bx| < <r|x| + T| (A - XB)x| holds for all x « D(A). 
Notation 3.12: Prom Theorem 3.10 and Lemma 3.5 it is clear 
that G]_ is an open set. We use to denote any connected 
open subset of G-^ . 
Notation 3.13: For any F^  we let FQ denote the set of all 
X e F1 for which N(A - XB)<y£j(X). 
Lemma 3.14: The set FQ has no limit point in F^ . 
Proof: Let X « F^ . If X e FQ then by Theorem 3.10 there 
is a deleted neighborhood of X which contains only points of 
FJ - Fq. If X « F^  - Fq then N(A - XB) d. J(X) and by Theorem 
2.8, there is a neighborhood of X which contains no points 
of Fq so Fq has no limit point in F^ . 
Theorem 3.15:^  K(X) is independent of X in F^  - F0„ Further­
more a(A - XB) and 0(A - XB) are constant for all X in F^  - FQ. 
Proof: F^  - FQ is an open connected subset of G (see 
lln the special case where I = Y and B = I (the Identity 
operator) this theorem is known. See (2, p. 242). 
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Definition 3.4) so the theorem follows directly from Theorem 
3.7 and Theorem 3.9. 
Theorem 3.16: For each y e Y, either y e K(X) for all 
X « rx - r0, or there is no X c « I*Q for which y e K(X) 
and the set of all X e such that y c R(A - XB) has no 
limit point in r1 - rQ. 
Proof: This follows directly from Theorem 3.8. 
We now return to the case where B(N(A)) is closed and 
|Ax + Bw| > k|Ax| for all x c D(A) and for all w « N(A) which 
was considered in Theorem 2.10. In Lemma 3.17 and Lemma 3.18 
the operator i is that defined by Definition 2.11 and B is 
the operator defined by Definition 2.12. We shall use the 
notation for M^ (1:B) in order to distinguish these linear 
manifolds from M^ (A:B). We note that MQ = X/N(A). 
Lemma 3.17: Let B(N(A)) be closed and suppose there exists 
k > 0 such that |Ax + BwJ > kjAxJ for all x c D(A) and for all 
w c H (A). Then AM% = 0(AMn) for all n. 
Proof: The equality is obvious for n = 0. Assume that 
* A A A 
AMJJ = p(AM^ ) for a non-negative integer m and let y' c AMm+1. 
Then there exists x^ c such that y1 = ix^. 
t*q s B-1(AHm) which implies that Bx^  = ix^  for some 
x^  c MJJ. But AMg, = ^ (Al^ ) by the induction hypothesis so 
there exists Xg « such that Ax£ = ^ (AXg). Let xQ c x^ . 
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By definition of B, Bx^  = 0(BxQ). Thus 0(BxQ) = 0(Ax2) which 
implies that BxQ - Ax2 = Bw for some w e N(A). So B(xQ - w) = 
AX2 and xQ - w c £B"1(AX2)} C. M^ . Now A(xQ - w) = 
Ax0 c AMm+1 which implies that 0(AxQ) c 0(AMm+1). But 0(AxQ) 
= - y1 30 ^ *m+l^  ' 
Now suppose y' c 0(AMm+1). There exists xQ c Ma+1 such 
that y' = 0(Axo). xQ e Mm+1 = B"1(AMm) implies that Bx0 = Ax1 
for some x^  * Again by the induction hypothesis 0(AN^ ) = 
AMjg so there exists Xg c such that ^(Ax^) = ix^. Now 
0(Bxo) = Bx^  where x^  = ©(xQ) so Bx^  = ix^  which implies that 
xo * £B"1(1x^ )} C Mm+1 and therefore ïx'Q « ÂMm+1. But y1 = 
0(AxQ) = AXQ and consequently 0(AHm+1) ^  ^m+i* Thus 
0(AMm+1) = AM^  and by induction 0(AM^ ) = AM% for all n. 
1 
Lemma 3.18: Let B(H(A)) be closed and suppose there exists 
k > 0 such that |Ax + Bwj > k|Ax| for all x e D(A) and all 
w e N(A). Then 0(£(A:B)) = K(i:B). 
Proof: 0(K(A:B)) = 0( ft A!IjCft 0(AM_). But 
n=0 n=0 
op op 
0(AM^ ) = AMq for all n by Lemma 3.17 so f\ 0(AM^ ) = f\ A^  
n=0 n=0 
= K(I:B). Thus 0(K(A:B) ) C K(i:B). 
oo 
Now let y1 c K(A:B) = f\ 0(A1L). Then y' c 0(A!L) for 
n=0 
all n. Let n be an arbitrary positive integer. Then 
y' « 0(AK%) implies the existence of yn c AM% such that y1 = 
0(yn). Now y1 c 0(AMQ) so there exists y0 c AMQ such that 
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y' = 0(yo) = 0(yn)• Thus yn - y0 e B(N(A)). But 
yn " yo ' and since B(N(A))flR(A) = £0$, yn = yQ. Since 
n is arbitrary, yQ e AM^  for all n so that y0 e K(A:B). Thus 
y' = 0(yo) 6 0(K(A:B) ) so K(Â:B) C. 0(K(AiB)). 
Lemma 3.19: Let B(N(A)) be closed and let |Ax + Bw| > k|Ax| 
for all x c D(A) and all w c N(A) where k > 0. Then 
y « R(A - XB) for all y e K and all X such that I x l  <  , — _ .  
1 1 3cr + TT 
Proof: If y c K then y' = 0(y) e K(A:B) by Lemma 3.18. 
A and B satisfy the hypothesis of Theorem 3.3 so y' c R(i- XB) 
for all X which satisfy 
. N « — Û Â L _ .  
3» + § Y(A) 
From Lemma 2.15(c) it is clear that Y(A) > k Y(A) so that 
k Y  <  r d )  
3<r + TÏ • 3<r + 1 Y(A) 
By Lemma 2.18 R(A - XB) = 0(R(A - XB)) so there exists 
yQ e R(A - XB) such that y' = 0(yo). Thus y - yQ c B(N(A)) 
but B(S(A))C R(A - XB) by Lemma 2.19 and therefore 
y c R(A - XB). 
Theorem 3.20: Let B(N(A)) be closed and let |Ax + Bw| > k|Ax| 
for all x c D(A) and all w c N(A) where k > 0. Then for all 
X such that 0 < |x| < K(X) is independent of X. 
Furthermore K0B(N(A)) = K(X). 
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Proof: Prom Theorem 2.10, N(A - XB) CZ. J (X) for 
0 < |x| < Therefore by Theorem 3.7 we see that K(X) 
is independent of X in this neighborhood. 
To prove that K^ B(H(A) ) = K(X) let y e K. By Lemma 
3.19, y « R(A - XB) for |x| < ^  Choose Xx £ 0 which 
satisfies this inequality. By Theorem 3.2, y c E(X^ ). But 
K(X]l) = K(X) for 0 < fx | <  ^ since we have shown K(X) to 
be independent of X. Thus KClK(X). Sow by Lemma 2.19, 
B(N(A))CL R(A - XB) for all X / 0 so by again using Theorem 
3.2 it is clear that B(N(A) ) CK(X). Since R(A) /"} B(N(A) ) = 
fo}, we see that K/1B(N(A)) = foj. Thus K©B(N(A))C K(X) 
since K(X) is a linear manifold. 
Now suppose y « K(X). Then y c R(A - XB) for 
0 < |X| < g ^ YTy. Thus 0(y) c 0(R(A - XB) ) = R(A - XB) and 
by Theorem 3.2, 0(y) c K(A:B). By Lemma 3.18, 0(y) « 0(K) 
which implies the existence of y0 « K such that 0(y) = 0(yQ). 
So y - y0 = Bw where w c N(A) and therefore y = yQ + Bw « 




IV. SOME CONDITIONS UNDER WHICH 
K(A - XB:B) IS CLOSED 
We shall continue to use the same general hypothesis as 
that introduced in Chapter II. In Chapter III we discussed 
the stability of the linear manifold K(X) under various con­
ditions. In this chapter we shall show that under these same 
conditions the linear manifolds AM% are closed for all n and 
hence K is closed. As in Chapter II we are considering X0 = 0. 
Lemma 4.0: If AM^  + B(N(A)) is a closed linear manifold for 
a non-negative integer n, then AMn+1 is closed. 
Proof: Let y c XHn+1. Then there exists a sequence 
{x^  CT Mn+1/1 D(A) such that Ax% —> y. By Lemma 2.7» 
lAxn * Axml = lAX " A'xml Z Y|x^  - xj where x^  and x^  
represent the equivalence classes of X/N(A) containing xn and 
xm respectively. From the above inequality it is clear that 
£x^ J is a Cauchy sequence. Let x1 = lim x^  and let x be an 
n—• oo 
arbitrary element of x'. Prom the definition of the norm in 
X/N(A) there exists a sequence £w^  d N(A) such that 
xn + wn—> x. A(xn + wn) = AXQ—> y and since A is closed, 
x e D(A) and y = Ax. Since ^ x^  C. Mn+1 = B~1(AMn) it is clear 
that ^ BXJ OAMQ. NOW 
+ wn) - Bxl < *|(*n +"W N) " =1 + t|a(Xq + wn) - Ax| 
and therefore B(xn + wQ) —> Bx. But 
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£?(*n + wn)] Al^  + B(R(i)) 
which is closed by hypothesis so Bx e AB% + B(N(A)). Thus 
there exist x c and we N(A) such that Bx = Ax + Bw. So 
B(x - w) = Ax c AMn. Therefore x - w e B'^ (AM^ ) = Mn+1 and 
y = Ax = A(x - w) e AMn+1. 
Theorem 4.1: If N(A)d J then AM^  is closed for all n and K 
is closed. 
. Proof: R(A) = AMq is closed from our general hypothesis. 
For m a non-negative integer assume the induction hypothesis 
that AJIjg is closed. Since N(A) C. J, N(A) M^ i = B"1(AMm) 
so B(N(A)) <2 Al^  and thus AX^  + B(N(A) ) = AM^  is closed. By 
Lemma 4.0, AM^  ^is closed. Therefore AMn is closed for all 
oo 
n. Clearly E = fj AIL is closed and the proof is complete. 
n=0 
Theorem 4.2: Suppose B(N(A)) is closed and there exists 
k > 0 such that (Ax + Bw| > k|Axj for all x e D(A) and all 
w « N(A). Then AMn is closed for all n and hence E is closed. 
Proof: AMq is closed by our general hypothesis. Assume 
that AMJJJ is closed for a non-negative integer m. AM^ C R(A) 
so that |Ax + Bw| > k|Ax| for all x e and all w c N(A). 
By Lemma 2.10, AM^  + B(N(A)) is closed. Thus by Lemma 4.0, 
AM%+2 closed. So by induction AMn is closed for all n. 
Theorem 4.3: If <x(A) is finite then AM% is closed for all n 
and E is closed. 
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Proof: Again AMq is closed by hypothesis. If m is a 
non-negative integer such that AM^  is closed then AM% + B(N(A)) 
is closed since it is at most a finite dimensional extension 
of AMJJJ. Applying Lemma 4.0, AMm+1 is closed. Thus AM% is 
closed for all n and K is closed. 
Before considering the case where 0(A) is finite we need 
some preliminary lemmas. Propositions similar to Lemma 4.5 
and Lemma 4.6 are stated without proof by Kato (6, p. 271). 
We shall use the abbreviation dim S to represent the dimension 
of the linear space S. 
The following lemma is obvious. 
Lemma 4.4: Let S be a linear space and L any linear manifold 
contained in S. Let y denote any element of S and let y1 
denote the equivalence class in the quotient space S/L to 
which y belongs. A set £y,:j = 1,2,•••,n^  is linearly 
linearly independent set in the quotient space S/L. 
Lemma 4.5: Let 0 be the linear operator defined by restrict­
ing B to D(A) and let L be any linear manifold in Y such that 
dim Y/L is finite. Then 
independent modulo 
dim -P(A? < dim ~ 
C-l(l) - 1 
Proof: Let :j = 1,2,•••,n^  be any linearly Independ-
u 
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ent set in and let x, e xt, 3 = 1, 2, •••, n. By 
C (L) 3 3 
Lemma 4.4, ^ Xj:j = 1,2,•••,n^  is linearly independent 
modulo C~1(L). Let y^  = Cx^ , j = 1, 2, •••, n and let yJ be 
the equivalence class in Y/L containing y. for each j. Con-
3 n 
sider scalars a,, j = 1, 2, •••, n such that E a.y' = o. 
3=1 3 3 
This implies that C E ax, = % a Ox, = E a.y c L so 
3=1 3 3 3=1 3 3 3=1 3 3 
n , 
that E a1x1 c 0~X(L). Therefore a. = o, 3 = 1, 2, • • •, n j=l 3 3 3 
so that £y^ :j = 1,2,•••,n^  is a linearly independent set in 
Y/L from which it is clear that n < dim Y/L and the conclusion 
follows immediately. 
Lemma 4.6: Let 0(A) be finite and let LCB(A) be a linear 
manifold such that dim D(A)/L is finite. Then 
dim < dim + 0(A). 
Proof: Since R(A)C. Y, R(A)/AL is a subspace of Y/AL. 
Let S = £y ':j = 1,2,•••,n^  be any linearly independent set in 
J 
R(A)/AL. Let y^  c yj, j = 1, 2, •••, n. Now yj e R(A) so 
yj = Axy j = 1, 2, •••, n. Let x^  be the equivalence class 
in D(A)/L to which x1 belongs. Consider scalars a., 3 = 1, 
Jn n J 
2, •••, n such that E «1xi = 0. Then E ci1x1 c L which 
3=1 3 3 3=1 3 3 
n n n 
implies that A( e = E a<Ax, c AL so that E a.y' = 0 
3=1 - 3 3=1 3 3 3=1 3 3 
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Thus we see that = o, 3=1, 2, •••, n and the set of xj, 
3 = 1» 2, n is a linearly independent set in D(A)/L. 
Therefore it is clear that dim ^ (4). < dim 2X4X and dim 2lAl AL — L L 
is finite by hypothesis. 
We shall now assume that dim = n and we can also 
assume that the set S is a basis for R(A)/AL. Let S be aug­
mented by m vectors which are linearly independent modulo AL 
so that the set £y^ :3 = 1,2,•••,n+mj is a linearly independent 
set in Y/AL. Consider the set '• 1 = 1,2, • • • ,m£ and let 
yn+i « yn+i* 6i' 1 = 1» 2, •••, m be any set of scalars 
such that y = E i^^ +i 6 %(&). Then y1 e R(A)/AL and so 
there exist scalars Xj, 3=1, 2, •••, n such that y' = 
m n 
E 61y' = E X1y' since the set S spans R(A)/AL. But 
1=1 1 n+i 3=1 3 3 
{ylji 3 = 1,2, •• • ,n+mj is a linearly independent set in Y/AL so 
6^  = 0, 1 = 1, 2, •••, m. Therefore ^ yn+1:i = 1,2,•• •,m^  is 
linearly independent modulo R(A) by Lemma 4.4 and 
m 
- 
dim r(XT = *(A). 
It is now clear that dim JL < dim + 0(A). AL — L 
Lemma 4.7: If 0(A) is finite then dim jg- < (n + 1)0(A) holds 
for all n. 
Proof: dim jg— = 0(A) so the lemma is true for n = 0. 
For m a non-negative integer assume that 
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dim JL < (m + 1)9(1). 
By Lemma 4.5 ,  
dim • 9(A) < dim -X-
C"1(AMM) ~ 
so that 
dim —2iA)— < (m + 1)0(A). 
c-^ Aiy " 
It is clear that i[C-l(iiy ] = AtB"1(iMm) ] = AMm+1. Thus 
by Lemma 4.6 
I 
dim —-Ï— < dim ——  +  9 ( A )  <  ( M  +  1 ) 0 (A) + 0(A) 
m^+1 C-l(AKu) 
= (M + 2) 0(A). 
Therefore by induction the inequality holds for all non-
negative integers. 
Theorem 4.8: If 0(A) is finite then AMn is closed for all n 
and K is closed. 
Proof: AMQ is closed by our general hypothesis. For m 
a non-negative integer assume that AMg is closed. By Lemma 
4.7  dim < (m + 1)0(A) from which it is clear that AM% + 
Al% ~~ 
B(N(A) ) is at most a finite dimensional extension of AHg,. 
Thus AMq + B(N(A)) is closed and by Lemma 4.0, A&n+i is closed. 
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Therefore we have shown by induction that AM% is closed for. 
all n and consequently K is closed. 
4i 
V. A THEOREM ON THE EXISTENCE OF (A - XB)"1 
In this chapter we give a sufficient condition for the 
existence of (A - XB)"1 for X in a deleted neighborhood of 0. 
We believe this to be a new result. We again assume the 
general hypothesis with X0 = 0. 
Theorem 5.0: Suppose there exists k > 0 such that 
|w + x[ > kjxj for all w e N(A) and for all x e J fl D(A). Then 
there exists p > 0 such that A - XB is one-to-one for all X 
which satisfy the inequality 0 < |xj < P. 
Proof: Assume the theorem is false. Let be a 
sequence of neighborhoods such that N j = £x:0 < |x| < l/j^ . 
For each j there exists x^  ^  0 and Xj c Nj such that Ax^  = 
XjBXj. Clearly |Xj| —* 0 as j —> oo . We can assume that 
is a normalized sequence. 
Now for j arbitrary, x^  c  X = Mq. For m a non-negative 
integer assume that x^  e Then x^ /xj c and Bx^  = 
A X j /X j  c  AMJJJ. Thus x^  c  B"1(AMm) = Mm+1. Therefore by 
induction Xj e for all n which implies that Xj ( J. Since 
3 is arbitrary x^  c J for all j. 
Now 
|A*j! = < |X3|(<T|XJ| + T |AXJ | )
so that 
|AX^ I(! - |X3|T) < |X3|ff|x3|. 
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Prom this inequality it is clear that |Ax^  | —^  0 as j—> oo . 
Prom Lemma 2.7, 
Y!xjl 5 = II = I — |xj | (crjxj | + T |AXj | )
where x^  is the equivalence class in X/N(A) to which x^  
belongs. Since Y > 0 we see by the inequality above that 
|xj | —* 0 as 3—» oo . Thus there exists a sequence fz^ J such 
that Zj c Xj for each j and | z^  | —»0 as j —» oo . Since 
zj c Xj, there exists w^  e N(A) for each j such that z^  - x^  = 
Wj. Now since x^  c jflD(A), |zj| = |xj + w^ | > k|xj| by 
hypothesis. Thus |z j| > k which contradicts |z^ |—* 0 as 
j —> oo and the theorem is proved. 
Corollary 5.1: If j/1 13(A) = then A - XB is one-to-one 
for all X 4 0. 
Proof: In the proof of Theorem 5.0 we showed that 
Xj c J where AZj = XjBXj. It is clear by the same argument 
that if x e N(A - XB) where X ^  0 then x c J. Thus 
N(A - XB) CJ for X 4 0. Since jflD(A) = £0$, N(A - XB) = 
£o} for every X 4 0. 
f 
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VI. SOME ADDITIONAL RESULTS IN THE CASE WHERE X = Y 
We shall now consider the concept of regular extension 
which Is defined in the special case where X = Y and B is the 
identity operator I. We continue to assume that A - XQI is a 
closed operator with closed range. After considering the 
main theorem of the chapter we present an example in the same 
setting which gives further information about the existence 
of a neighborhood of X0 = 0 such that R(A - XI) is closed 
for all X in the neighborhood. 
In the special case under consideration we see by Theorem 
3.1 that J(X) = K(X). We also note that the linear manifolds 
MQCx) reduce to R[ (A - XI)n3* Thus K(A - XI:I) now reduces 
to R£ (A - XI)*] . We find it convenient in this chapter 
n=l 
to denote K(A - XI:I) by K(A - XI). 
We shall now consider a pair of closed operators Aq and 
A1 in X such that AQd A^ . 
Definition 6.0: A closed operator A in X is said to be an 
extension if ÀqCJLCA^ . 
Definition 6.1: An extension A is said to be reguljar at X 
if R(A - XI) = R(A^  - XI) and A - XI has a bounded inverse. 
Definition 6.2: An operator A is said to be a regular 
extension near X0 if for every X in some neighborhood of X0> 
A is a regular extension at X. 
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Homer (5, p. 416) has shown that if A is a regular 
extension near X0 then N(AX - X0I) d K(A1 - XQI). The follow­
ing theorem is essentially the converse of the above proposi­
tion. 
Theorem 6.3: If A is a regular extension at X0 and if 
N(A^  - XQI)C K(A1 - X@I) then A is a regular extension near 
xo* 
Proof: Assume that XQ = 0. Akhiezer and Glazman (1, 
p. 91) have shown that the set of all X such that A - XI has 
a bounded inverse is an open set. Thus we need only show that 
R(A - XI) = H(AX - XI) for all X in some neighborhood of 0. 
We shall first show that D(A1) = D(A)^ )N(A1). Let 
x c D(A-l) . Then A^ x e R(A^ ) = R(A). So there exists z e D(A) 
such that A^ x = Az. But since ACA^ , x - z e D(A^ ) and we 
see that A^ (x - z) = 0. Thus x - z « N(A]_) from which it is 
clear that B(A^ )Cl)(A) + N(A^ ). Now suppose D(A)/) N(A^ ) ^  
£o} and let 0 ^  x « D(A)/1 N(A^ ). Then Ax = A1x = 0 which 
contradicts the fact that A has an inverse. It is clear that 
B(A)0S(A1)C])(A1) and thus D(A)©N(AX) = D(AX). 
We next show that K(A) = K(A^ ). To do this we need only 
show that R(An) = R(A^ ). This is true by hypothesis for 
n = 1. For m a positive integer assume the induction 
hypothesis that R(Am) = R(A™). Let y c R(A™+1). Then there 
exists some x c D(A^ ) such that y = A™+1x = A^ (A™x). Thus 
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A™x e D(A^ ) so that A™x = z + w for some z e  D(A) and 
w e N(AN). But N(A1)C:R(A1!1) since N(AN ) D: K(AN ) = YO R(A*). 
1 x n=l 1 
S o  z  =  A ™ x  - w e  R ( A ™ ) .  T h e r e f o r e  b y  t h e  i n d u c t i o n  h y p o t h e s i s  
z e R(Am) so that there exists z e  D(A) such that z = Am z. 
Now y = A-j^ A^ x) = A1(z + w) = Az = Am+1 z. Thus y e  R(Am+1). 
It is clear that R(Am+1) CZ R(A™+1). Therefore R(An) = R(A*) 
for all n and K(A) = K(A1). 
Finally we show that R(A - XI) = R(A^  - XI) for all X 
in some neighborhood of 0. It is clear that R(A - XI) d 
R(A^  - XI) for all X. Since N(A^ ) OK(Aj) by hypothesis, 
N(A1)C2K(A). Since N(A) = we can apply Theorem 3.3 to 
the operator A and we have that N(A^ )d R(A - XI) for all X 
in some neighborhood of 0. Let X be an arbitrary but fixed 
complex number in this neighborhood and let y c  R(A^  - XI)
€ 
Then y = (A^  - XI) x  for some x e  D(A^ ) and x  = z + w for some 
z e D(A) and some w e N(A^ ). Since N(A^ )d R(A - XI), w = 
(A - XI)z for some z « D(A). Now consider z  - X*z c  D(A). 
Then (A - XI)(z - Xz) = (A - XI)z - Xw = Az - X(z + w) = 
AjX - Xx = y so y e R(A = XI) and the proof is complete. 
Since the existence of a regular extension near X is 
sufficient to guarantee that N(A^  - XI)dK(A^  - XI) it is 
clear that Theorem 3.8 is a generalization of Homer's result 
on the stability of K(AX - XI) (5, p. 415). 
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We now present an example with the property that A Is a 
closed operator with closed range, N(A) d R(A) and H(A) /*|k(A) 
= {oj but R(A - XI) is not closed for all non-zero X. 
Consider an space where 1 < p < oo . Again we denote 
an element in by x = £x(k)}. We define A as follows: 
A(£x^  ) = y = £y (k)^  where y (k) = 0 for k odd and y (k) = 
(k - 1) [x(k - 1) 3 for k even. D(A) = £x:Ax e <tp^  . It is 
clear that R(A) = |y:y e -tp and y(k) = 0 for k odd J and that 
N(A) = £w:w e -t-p and w(k) = 0 for k odd^ . Thus N(A) = R(A). 
Consequently R(A2) = £oJ so that K(A) = £oJ. By Corollary 
3.10 we see that A - XI will be one-to-one for all X ^  0. We 
will omit the straightforward proof that R(A) and N(A) are 
closed. 
To show that A is closed we consider the quotient space 
-tp/N(A) and the operator A'. It is easy to see that |Ax| = 
|A'x'| > |x'| for all x' c D(A'). Suppose x^  —» x and 
Axn—» y. Then y c R(A) since R(A) is closed so there exists 
xQ e D(A) such that y = AxQ. How 
l*' - *;l 5 I*1 - *il + K - xil 5 Is ' - *£l + - ^ ol 
from which it is clear that x' = x^  so that x - xQ c N(A). 
Thus x e D(A) and y = Ax. 
For any X ^  0 consider the sequence £xnJ where 
x^  (k) — 




if k = 2n . Clearly (x^ | > 1. 
Now |(A - XI)xn| = 2n - 1 —> O as n —> oo . Thus (A - XI)"1 
exists but is not bounded for any X ^  0 so R(A - XI) is not 
closed for any X / 0, 
We recall from Theorem 2.8 and Theorem 2.9 that R(A - XI) 
is closed for all X in some neighborhood of 0 if N(A)C K(A) 
or if for some k > 0 the condition |y + wj > k|y| holds for 
all y c R(A) and all w c N(A). The previous example and the 
example of Chapter II give clear limitations of possible 
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