In this paper we show that a radially symmetric superlinear Dirichlet problem in a ball has infinitely many solutions.
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In this paper we show that a radially symmetric superlinear Dirichlet problem in a ball has infinitely many solutions.
This result is obtained even in cases of rapidly growing nonlinearities, that is, when the growth of the nonlinearity surpasses the critical exponent of the Sobolev embedding theorem.
Our methods rely on the energy analysis and the phase-plane angle analysis of the solutions for the associated singular ordinary differential equation.
Introduction.
Over the last two decades considerable progress has been made in the study of superlinear boundary value problems, such as: The main goal has been to identify the conditions on Q,g,q under which (1.1)-(1.2) has infinitely many solutions. Most of the results have been obtained using variational methods. In order to get solutions of (1.1) as critical points of a certain o functional J defined in the Sobolev space HX(Q) (see Adams [1] ), it has become customary to assume that g satisfies the growth condition that ensures J to be well defined. For general bounded regions, if g is odd and satisfies suitable growth conditions, the existence of infinitely many solutions was obtained simultaneously and independently by Bahri and Berestycki [2] and Struwe [9] . Their results were later extended by Rabinowitz [8] and Bahri and Lions [3] . The only cases known to us where infinitely many solutions are obtained for g growing up to, but excluding, the limit exponent in the Sobolev space are those of Struwe [10] . In this paper we not only get an extension of those results, but we also get cases where the growth of g surpasses the Sobolev inequality growth. Indeed, our proofs show that for radially symmetric solutions of (1.1) the growth condition depends on the sign of the value of the solution at 0. Actually our results suggest that it should be sufficient to have the growth conditions only for u > 0 or for u < 0.
We study problem (1.1) when Q is the ball of radius T in R^, centered at the origin, and
is a radially symmetric function. For the sake of simplicity of the proofs we assume, without loss of generality, that (1.4) p = L°°(Q), g(0) -0, and g is strictly increasing.
In order to state our main result we introduce the following notation:
(1.5) L(k, u) = NG(ku) -((N -2)/2)u(g(u) + oHpHooSgnfu)), Also, if \g(u)\ < Au°', A G R, 1 < a < N/(N -2), then condition (ii) holds without any growth restriction on g(u) for u < 0. Hence, cases such as g(u) = uK -e~u (N = 2, k odd) are encompassed by hypothesis (i). These results, to the best of our knowledge, have not been obtained before. Moreover, since our method is not variational we do not have to use compactness arguments of Palais-Smale type. Therefore cases such as g(u) = u ■ log(|u|), |u| > 1, satisfy the hypothesis of Theorem A, but not the hypothesis required in the work of others (see for example [2, (6.3); 3; 8, (pz); 10, (4)]). Another advantage of our method is that p can be allowed to depend on (||a;[|,u, u') as long asp(||x||,tt,u') is uniformly bounded. This is not possible when using variational arguments (see [2, 3, 8, 9, 10] ).
Our proofs rely on the study of the singular initial value problem
where n -N -1, and d is an arbitrary real number. A simple argument based on the contraction mapping principle and Lemma 2.1 shows that problem (1.8) has a unique solution u(t,d) on the interval [0, oo) depending continuously on d. In §2 we analyze the energy of the corresponding solutions, i.e. we analyze the function (1.9) E(t, d) = (u'(t, d))2/2 + G(u(t, d)).
Since radially symmetric solutions of (1.1) are the solutions of (1.8) satisfying (1.10) u(T,d)=0, we use the "shooting" method. In order to do so we estimate from below the value of in. > 0 such that the solution of (1.8) satisfies
(1.11) u(t0,d) = kd, ke(0,l).
Combining this estimate, hypotheses (1.2)-(1.3), and an argument resembling the one used in the proof of Pohozaev's identity we show that
The rest of the proof is based on the phase plane analysis. From (1.12) it follows that in the (u,u') plane for d sufficiently large a continuous argument function 0(t,d) can be defined so that 9(0, d) = 0. Imitating the proof used by Castro and Lazer [4] in §3 we show that (1.13) lim 9(T,d) = oo.
d->oo
Thus, by the intermediate value theorem we have the existence of infinitely many solutions for (1.10), therefore infinitely many radially symmetric solutions for (1.1) In a forthcoming paper we treat the jumping nonlinearity case extending the work of Castro and Shivaji [5] . PROOF. Suppose that for some increasing sequence t" -► t G R we have lim (u2(tn,d) + (u'(tn,d))2) -* oo.
n-»oo If (u'(tn,d))2 does not tend to infinity, then by the mean value theorem a new increasing sequence t'n -* t can be found so that (u'(t'n,d))2 -► oo. Thus, without loss of generality, we can assume (u'(tn,d))2 -► oo. Also, since (1.4) holds, we have G > 0. Hence where m is a constant depending on (n,T, ||p||oo,p), and we have used the fact that G > 0. Hence, from (2.2) and (2.10) by the hypothesis of the lemma we obtain the proof.
3. Phase-plane analysis. Let (u(t,d) ,u'(t,d)) ^ (0,0) for all t G \0,t). By defining r2(t,d) = u2(t,d) + (u'(t,d))2 we see that for d > 0 there exists a unique continuous argument function 9(t,d), t G [0, t), such that u(t,d) = r(t,d) cos 9(t,d), (3. from (3.11) we see that t -ti < (ir -2S)/ui(ro,6). Thus, there exists t2 G (fi,íi + (2(ir-26)/u(r0,6))) and (3.13) 9(t2,d) = (j + 2)(n/2)-6.
Imitating the argument used in establishing the existence of ii, we see that there exists Í3 G (t2,t2 + 86) such that 9(t¿,d) = (j + 2)(-k/2) + 6. Using the properties of ¿i and t2 we obtain T/4 < h < (T/4) + 166 + (2(tt -2¿)/w(r0,6)), ( ' j 9(t3,d)-9(t,d) >rt.
Repeating this argument J times we see that 
