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5.2.5 Application to mutual information
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5.4.3 Applications to some common divergence measures
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SUMMARY
A variety of divergences have been introduced in the literature for measuring the
difference between two probability distributions. A unifying concept is the Csiszár
/-divergence, which subsumes many of these as special cases.
In many applications, we have only limited information about the distributions
concerned. In this thesis we address this issue in the case of distributions with finite
support. We make substantial use of the theory of inequalities, in particular, the
Diaz-Metcalf inequality, Iyengar's inequality and the trapezoidal inequaiity'
Our main results are approximations for Csiszár /-divergence, with application
to mutual information. Special cases for various choices of the function / are aiso of
interest. A number of our results are considerable improvements on existing results,
in one case being eight times sharper than the best pre-existing result.
Some of the Ãaterial, in the thesis has been published in seven papers [3S]- [44].
