Abstract-The CAlcium fluoride for studies of Neutrino and Dark matters by Low Energy Spectrometer (CANDLES) experiment is a study of the neutrinoless double beta decay of 48 Ca. As this is an extremely rare decay, background rejection is very important in its assessment; therefore, the β-decay of 208 Tl remaining as background in the detector is removed by tagging the preceding α-decay of 212 Bi. This tagging technique requires a short dead time in the data acquisition (DAQ) system. To reduce this dead time and enhance background suppression, a microtelecommunications computing architecture DAQ (μTCA DAQ) system has been implemented in the CANDLES experiment. MicroTCA is a standard for connecting modules via point-to-point data links in the backplane. In CANDLES, data from the flash analog-to-digital converter (FADC) modules are read over the data links using the SpaceWire protocol. The FADC modules are equipped with eight event buffers, which act as derandomizers to detect sequential decays. Flexibility in the DAQ network is enhanced by equipping each μTCA DAQ crate with a GigabitEthernet-to-SpaceWire interface to enable the use of off-the-shelf computers. However, due to its long turnaround time, the interface has a high latency (about 100 μs), therefore, to reduce dead time, we developed a DAQ system with four "crate-parallel" reading threads in which the modules are read in parallel. Implementation of this system reduces the readout time by a factor of four-from 40 down to 10 ms. This performance improvement is expected to result in reduced dead time and enhanced background suppression. Furthermore, "event-parallel" reading process (in which events are read in parallel) is introduced to increase the total throughput in energy calibration: with two "event-parallel" reading processes, the data rate is doubled.
particles [1] . In addition, as neutrinoless double beta decay implies the violation of lepton number conservation [1] , studying this phenomenon can explore new physics beyond the standard model. The CAlcium fluoride for studies of Neutrino and Dark matters by Low Energy Spectrometer (CANDLES) experiment is searching for 0νββ in 48 Ca. This is a big challenge because of the extremely rare decay rate (T 0νββ 1/2 > 5.8 × 10 22 years [2] ), and therefore, obtaining 0νββ requires both a strong amount of source and a low-background environment. For a low-background environment, CANDLES is situated in the Kamioka Underground Observatory (at a 2700-m water equivalent depth), in which the underground muon flux is about 10 −5 of the surface flux [3] .
A schematic view of the current CANDLES setup (CANDLES III) is shown in Fig. 1 . As source, CANDLES uses 96 cubic crystals of CaF 2 (pure) scintillator with side lengths of 10 cm. These crystals are submerged within a vessel containing 2000 L of liquid scintillator (LS). As the decay constants of the LS and CaF 2 (pure) are approximately 10 ns and 1 μs, respectively, the difference between the respective pulse shapes allows for the use of the LS as an active veto, with highperformance flash analog-to-digital converters (FADCs) and pulse shape discrimination used to remove the background. Sixty-two photomultiplier tubes (PMTs) surrounding the LS vessel are used to detect scintillator photons. This array comprises 48 13-in PMTs (R8055, Hamamatsu) on the sides and 14 20-in PMTs (R7250, Hamamatsu) on the top and bottom of the vessel. A light-concentration system including light pipes is placed between the LS vessel and the PMTs to increase photo coverage [4] . They are all mounted in a stainlesssteel cylindrical water tank with a height and diameter of 4 and 3 m, respectively. A magnetic cancellation system is used to increase the photoelectron collection efficiency of the PMTs [5] . To increase the light output of the CaF 2 , the detector is run at a constant 2°C [5] .
The Q-value of 48 Ca (4.3 MeV) is the highest of all of the double beta decay isotopes and differs significantly from most of the natural background. Although most of the background can be removed by active shielding, background events are still present around the energy of interest. The background events contain the following: 1) two-neutrino double beta decay (2νββ); 2) external background from (n,γ ) reactions; and 3) an impurities background: a) BiPo sequential decays; and b) β-decay events 208 Tl.
0018-9499 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. To discriminate 0νββ from the 2νββ background 1), it is necessary to improve the energy resolution. The (n,γ ) reactions 2) inside and outside the water tank induce a background around the energy of interest; by installing passive shielding with lead (to absorb γ -rays) and boron (to absorb neutron flux), this background can be reduced. The BiPo sequential decays a) are 212 Bi-212 Po and 214 Bi-214 Po, which form pile-up events that act as background events in CANDLES. As pile-up events, these can be rejected via pulse shape discrimination. The β-decays from 208 Tl b) have high Q-values (Q β+γ ≈ 5 MeV) and occur following the α-decay of 212 Bi. By tagging the preceding α-decay, the β-decay can be removed. However, high tagging efficiency requires that the dead time of the data acquisition (DAQ) system be minimized at the trigger rate of CANDLES (about 20 cps [6] ). In this paper, a microtelecommunications computing architecture DAQ [μTCA DAQ] system was installed in the CANDLES experiment. On the other hand, the previous CANDLES DAQ system had a readout inefficiency of 1%-2% [6] , our goal in installing the new DAQ system was to achieve an inefficiency of less than 0.2%, which corresponds to a demanding level of performance for the DAQ system.
II. CANDLES DAQ SYSTEM
The μTCA system has been developed since 2010 in a collaboration between the Japan Aerospace Exploration Agency [7] and the Shimafuji Electric Co. [8] . In 2016, we installed a μTCA DAQ system with SpaceWire-toGigabitEthernet (SpaceWire-GigabitEthernet) and eight event buffers in CANDLES (the multiple event buffers and SpaceWire-GigabitEthernet network are described in detail in Sections II-C and III, respectively). Because we started its development before DESY released MTCA.4, our μTCA does not follow the MTCA.4 standard [9] . The system details are listed in Table I .
A. μTCA DAQ and Development of MicroTCA Carrier Hub
A schematic of our μTCA DAQ is shown in Fig. 2 The AMC-FADCs, trigger FPGA (in the MCH), and master module are interconnected via the SpaceWire network. In the μTCA system, the SpaceWire network is implemented in the backplane and can be accessed by the PC via a SpaceWire-to-GigabitEthernet interface. Fig. 3 . MCH developed for the CANDLES experiment containing three FPGAs: a GbE-SpW bridge (GbE-to-SpW interface and clock distribution); a SpaceWire router (to access the trigger FPGA and all AMC-FADCs via the backplane); and a trigger FPGA (to collect/distribute local trigger, busy, and reset signals from/to the AMC-FADCs). The MCH also contains a MicroTCA carrier management controller [9] to manage the powering and cooling of modules in the crate.
in an AMC-FADC, it is adjusted via a phase-locked loop to 125 MHz for submission to the readout buffer and to 500 MHz via a clock synthesizer (MAX3674, Microsemi [12] ) for submission to a 500-MHz FADC (ADC08DL502, Texas Instruments [13] ). 3) Trigger Control: The trigger system is included in the μTCA DAQ. Each AMC-FADC uses local trigger logic to produce the higher level trigger decision made by the MCH, i.e., selecting a CaF 2 event, which is performed via a dual gate trigger using prompt-delay time window coincidence [14] . When a CaF 2 event occurs, the AMC-FADC sends the local trigger to the trigger FPGA in the MCH, which, in turn, forwards the local trigger to the master module. The master module then broadcasts the global trigger to all trigger FPGAs, which then send the global trigger to all AMC-FADCs via the backplane. Upon the occurrence of the global trigger, the received waveform is recorded in an AMC-FADC event buffer.
B. Backplane Connection
The MCHs and AMC-FADCs are connected via the backplane of the μTCA crate. Each MCH has four tongues containing different switching fabrics to connect to the backplane. The AMC-FADC backplane connection has 21 AMC ports divided into four regions: common option, fat pipe, extended fat pipe, and extended option. The μTCA is a point-to-point data link built from the switching of fabrics in the MCH and AMC ports. Fig. 4 shows the triple-star network in one of the μTCA crates. The first-star connection is used for distribution of the common 25-MHz clock from the master module. The second-star connection is used to connect the trigger module with the AMC-FADCs. Through this connection, the global trigger is broadcast from the master module once it has received the local trigger residing in the AMC-FADCs. The final connection is used to connect the SpaceWire router to the AMC-FADCs. The PC can access the AMC-FADCs via this SpaceWire router and the SpaceWire-to-GigabitEthernet interface. Table II provides the port mapping between the MCH and AMC-FADCs for trigger control, managing the SpaceWire router, clock distribution, and power/cooling management. In the backplane, one port is assigned to the trigger signals, one port is assigned to busy and reset signals, and two ports are assigned to the SpaceWire link. The GigabitEthernet-toSpaceWire bridge FPGA has a GigabitEthernet-SpaceWire interface, which gives it access to Tongue 2 to distribute the common clock to the AMC-FADCs. The trigger FPGA has access to Fabrics D and E in Tongues 3 and 4, respectively, to send (and receive) trigger, busy, and reset signals. These signals can approach each AMC-FADC via AMC ports 4 and 5 in the fat pipe, with one of the ports used for handling trigger signals and the other used for busy/reset signals. The GigabitEthernet-to-SpaceWire interface and trigger FPGA are connected to the SpaceWire Router FPGA, which has access to Fabrics F and G in Tongues 3 and 4, respectively, to form a SpaceWire network in the backplane. The SpaceWire network is connected to each AMC-FADC via AMC ports 6 and 7 in the fat pipe. The SpaceWire uses two AMC ports in the backplane, which are used to enact one SpaceWire connection.
C. AMC-FADC and Multiple Event Buffers
The AMC-FADCs in the μTCA DAQ, which have 500-MHz sampling speeds, 8-bit resolution with an adjustable gain factor, and two input channels, were codeveloped by the Research Center for Nuclear Physics at Osaka University and Shimafuji Electric Co. [8] . The 8-bit resolution is enough to obtain the photo-electron signals with low overlapping probability due to the long decay constant of CaF 2 . In CANDLES, the trigger decisions are made based on the waveform of the analog sum signal produced by the 62 PMTs. In addition to the 62 channels used to record the waveform of each PMT, 12 channels are used to record analog sum signals for trigger purposes. To record the waveforms, the signals from all of the PMTs are fed to the AMC-FADCs; to record long decayconstant CaF 2 signal, the time windows of the AMC-FADC digitized waveforms are set at about 9 μs. The data size is reduced by applying a summation function using the AMCFADCs [15] , [16] . The waveform is digitized every 2 ns for the first 768 ns; thereafter, 64-ns digitized values are summed and recorded as 16-bit strings of data. Thus, the data extracted from a waveform comprise 384 8-bit points and 128 16-bit points. Six hundred and forty bytes of waveform data are produced by each AMC-FADC channel, with a total data size per CANDLES event of nearly 50 kBytes.
Random events from the background result in inefficiency in the DAQ; to reduce this, each AMC-FADC channel is equipped with a ring buffer that acts a derandomizer. The ring buffer is installed at the front-end FPGA of each AMC-FADC.
There is a maximum of eight event buffers. Upon receiving the global trigger, the AMC-FADCs begin recording the waveform, which is delayed by nearly 1 μs in the level-1 delay buffer, into the ring buffer. The trigger flow, level-1 delay buffer, and event buffers in the AMC-FADCs are equivalent to those used in our previous DAQ system [14] . The event buffer serves as a queue of event data. A queue in which event arrival is random and readout time is deterministic can be classified following Kendall's notation as an M/D/1/N queue [17] , [18] , where N is the queue size, corresponding to the number of event buffers, and M and D represent "Markov process" (random arrival) and "deterministic," respectively. According to queueing theory, the probability of buffer occupancy (Q k ) has the following recurrence relation:
where P k is the probability of k events occurring during the readout time, which follows a Poisson distribution. Inefficiency occurs when all event buffers are occupied. Fig. 5 shows the inefficiency of the DAQ system as a function of trigger rate with the readout time set to 10 ms. Fig. 6 shows the inefficiency of the system as a function of readout time with the trigger rate set to 20 cps. It is seen that the inefficiency can be reduced by using more event buffers (Figs. 5 and 6 ) or by reducing the readout time (Fig. 6) . Increasing the number of buffers is more effective at reducing inefficiency, particularly at low CANDLES trigger rates. As shown in Fig. 6 , at a readout time of 10 ms, the inefficiency is reduced by a factor of nearly 10 6 by increasing the number of buffers from three to eight; to obtain the same reduction Inefficiency as a function of trigger rate: the inefficiencies of DAQs with one, three, and eight buffers are shown in black, blue, and red, respectively. A maximum of eight event buffers can be implemented in a CANDLES AMC-FADC. In this calculation, the readout time is set to 10 ms; inefficiency is reduced by increasing the number of event buffers. Inefficiency as a function of readout time: the inefficiencies of DAQs with one, three, and eight buffers are shown in black, blue, and red, respectively. In this calculation, the trigger rate is set to 20 cps. Inefficiency, at a readout time of 10 ms, is reduced by a factor of nearly 10 6 as the number of buffers is increased from three to eight; to obtain the same level of reduction with three buffers, it is necessary to reduce the readout time by a factor of approximately 100.
in inefficiency with three buffers, it is necessary to reduce the readout time by a factor of approximately 100.
III. SPACEWIRE NETWORK IN CANDLES DAQ SYSTEM

A. SpaceWire and Remote Memory Access Protocol
SpaceWire, which was developed based on the concept of DS-links [19] , is used to connect spacecraft subsystems. Our system uses the ECSS-E-ST-50-12C SpaceWire Standard [20] to implement a bidirectional, full-duplex data link. The data bandwidth, which is adjustable from 10 to 200 Mb/s, is set to 100 Mb/s in CANDLES. Because the physical layer of SpaceWire is low-voltage differential signaling, it is possible to use the μTCA backplane to connect the SpaceWire nodes. SpaceWire can be implemented in a small number of logic elements. All of the μTCA DAQ FPGAs have SpaceWire interfaces with registers that are accessible from the PC via the SpaceWire network. Fig. 7 shows a comparison of the SpaceWire network used in our previous advanced telecom computing architecture (ATCA) DAQ system with that in our new μTCA DAQ system. The previous DAQ system [6] , [14] employed a SpaceWire-to-PCI express (PCIe) Fig. 7 . SpaceWire networks in previous ATCA DAQ (top) and new μTCA DAQ systems (bottom). In the ATCA system, a SpaceWire-to-PCIe interface was used to access the SpaceWire network from the PC. In the μTCA system, SpaceWire-to-GigabitEthernet is introduced as an easy interface with the PC.
interface. Although this setup has a short latency, it is not convenient to use because it requires a special device driver, which is not easy to maintain, and because it requires a PCIe slot, limiting the selection of PCs that can be used. The new μTCA system features a SpaceWire-GigabitEthernet converter as a PC interface. Using a GigabitEthernet eliminates the need for a special interface and enables the use of an off-the-shelf computer for data readout.
The remote memory access protocol (RMAP) ECSS-E-ST-50-52 standard [21] is used in our system to access registers in the front-end modules. Communication between the PC and the DAQ system is implemented using the SpaceWireRMAPLibrary [22] , an open-source C++ library for the development of SpaceWire networks and data transfer through RMAP. RMAP is a transaction of sent requests and received replies (Fig. 8) . Although the front-end FPGA responds quickly, there is an inherent latency in sending and receiving via Transmission Control Protocol/Internet Protocol that cannot be ignored. The 100-μs overhead of SpaceWireto-GigabitEthernet (Fig. 9) , which is primarily caused by the waiting time in RMAP transactions, is dominant in the data readout of small-size registers. As our system reads waveform data and a high volume of data from registers, the DAQ speed is limited by the large amount of small-size register accessing. Accordingly, it is necessary to reduce readout time, because the bandwidth utilization is very low, we apply parallel-readout techniques in our DAQ to do so.
B. Parallel Readout
As mentioned in Section II-C, our system contains 74 AMC-FADC channels storing event fragment data in four μTCA crates. Using sequential reading, the PC would read the crates in order to obtain a full data set; instead, CANDLES applies two types of parallel readout: crate-and event-parallel readout. In the former, data from all four crates are read at the same time. These four reading processes are shared by four threads in the PC. Crate-parallel readout increases the DAQ speed by a factor of four. Under event-parallel readout, the events in the buffers are read in parallel. In our new system, we perform two event-parallel readouts to speed up the DAQ speed at high trigger rates. This is implemented by using two readers to read two events at the same time, with one reading the odd-event buffer and the other reading the even event buffer. This twoevent-parallel implementation doubles the DAQ speed relative to nonparallel readout, and combining it with crate-parallel readout increases the DAQ speed by a factor of eight.
C. DAQ-Middleware
The DAQ-middleware (DAQ-MW) framework [23] , which was developed by the KEK High Energy Accelerator Research Organization in Japan, allows for the easy development of DAQ software that can run on various PCs. In our new μTCA system, we reuse the DAQ-MW-based DAQ developed for our previous ATCA system [6] . The DAQ-MW process flow is shown schematically in Fig. 10 . Data are obtained by two components: the fast-reader (which reads data from the μTCA system), and the slow-reader (which reads slow control data such as high voltage, temperature, and so on). Crate-parallel readout is implemented via multiple threads within the fast reader, which reads the full data set for each event. The event-builder is not implemented in the DAQ-MW framework (although it can be); instead, event building is performed within the fast reader. All event fragments are recorded at the same event buffer and read sequentially by each thread. To enable checking, the timestamp of each FADC is also recorded. 1) the use of multiple threads with multiple event buffers that include single-event readout times; 2) data for measuring the efficiency of crate-parallel readout; and 3) the accepted rate of event-parallel readout. To evaluate DAQ performance, the full CANDLES setup (as shown in Fig. 2 ) was used.
The performance of multithread readout was assessed using a measurement of readout time. In a single-event buffer, the readout time is equivalent to the dead time, which, in the μTCA system, corresponds to the busy signal in the master module. This busy signal, which is used in readout time measurement, is initiated when a global trigger is sent and terminates when all of the buffers in the FPGA are free. To measure readout time, we subjected a single buffer to a 1-cps trigger rate from a function generator. A DSO7104B oscilloscope (Agilent Technologies [24] ) with a 4-Giga-sample/s sampling speed was used to measure the width of the busy signal. The DAQ was configured with different numbers of threads and the readout time was checked under each configuration. Because the DAQ has four crates, we configured one, two, and four threads in succession to share the data uniformly. The data rate was calculated based on the event data size mentioned in Section II-C. The measurement results are shown in Table III , from which it is seen that the readout time decreases as the number of threads increases. Using four threads reduces the readout time by a factor of four (from 40 to 10 ms), which is half of the readout time obtained in our previous ATCA DAQ system (20 ms [6] ).
The AMC-FADC event buffers function as derandomizers to reduce dead time. We calculated inefficiency as a function of the number of event buffers at a readout time of 10 ms. At 20 cps (the CANDLES trigger rate) and eight event buffers, the inefficiency with four-and one-thread readouts are 2.81×10 −9 and 0.8%, respectively. Thus, a four-thread, parallel-readout, eight-event buffer configuration meets the high work demand requirement of CANDLES (Section I). Because confirming our four-thread readout results with experimental data would require a significant measurement time (about 200 days of measurement), we compared our calculations with 40-cps data measurements obtained by applying a pseudorandom pulse generator to the 41-bit linear feedback shift register in the FPGA at a trigger rate of 40 cps. Fig. 11 compares the 40-cps measurements with the calculation results at 20 and 40 cps. The measurements and calculations at 40 cps are consistent.
A high data-taking efficiency is important in removing the background in CANDLES. The data-taking efficiency of the DAQ system was measured as a function of the trigger rate using a pseudorandom pulse generator with a trigger rate ranging from 20 to 100 cps. Four threads and eight buffers were used in the assessment. For comparison with our previous ATCA system, we also took measurements with a three-buffer configuration. Fig. 12 shows the data-taking efficiency results, with the three-and eight-event-buffer results plotted with black down-triangles and blue circle points, respectively. The ATCA system results (with three event buffers and three PCs for data event-parallel readout) are plotted with red up-triangles. With readout times reduced by one-half, the μTCA efficiencies with three and eight buffers are superior to that of the ATCA system. The μTCA DAQ with four threads and eight buffers has the best performance. At the CANDLES trigger rate (about 20 cps [6] ), this configuration produces no event loss for 4.2×10 6 events (63 h of data taking); its inefficiency is less than 10 −6 , corresponding to an efficiency very close to 100%. At the same trigger rate the, ATCA system achieved 98%-99% efficiency [6] . These results indicate that the μTCA DAQ has a level of performance compatible with the demands of the CANDLES experiment.
The event rate, which is primarily the background rate, is low during the physics run. Therefore, throughput is not important but a high data-taking efficiency is required. Fig. 12 . DAQ data-taking efficiencies of μTCAs with eight (blue circle) and three buffers (black down triangles). These results are compared to that of the previous ATCA system (red up triangles) [6] . Fig. 13 . Schematic of DAQ-MW for event-parallel readout. The two fast readers obtain data from the AMC-FADC event buffers in the μTCA system: fast reader 1 accesses even buffers, whereas fast reader 2 accesses odd buffers.
In addition to the physics run, a calibration measurement using a radioactive source is carried out every 3 months to check detector stability. In the calibration run, we acquire data at high trigger rates (up to a few thousand events/seconds). Because all event buffers are always occupied, they cannot aid in increasing the efficiency; accordingly, the calibration run throughput is important. Therefore, the event-parallel readout approach was developed to increase DAQ speed at high trigger rates.
Because it implements two fast reader components in the same computer, the event-parallel framework requires no changes to the hardware setup. Each fast reader component reads data by using four threads to access the modules in all four crates. Fig. 13 shows a schematic of the flow of event-parallel readout in DAQ-MW. The two fast readers share the data readout from eight buffers, with one obtaining data from the even buffers and the other obtaining data from the odd buffers. The serializer component arranges data from the buffers sequentially, adds data from the slow reader, and then sends these data to the logger for storage on the hard disk. The event server and monitor components do not require any preparation for this configuration. Because the data-taking time is short, we elected to perform offline analysis following the data taking. The events were generated using a pseudorandom function generator with trigger rates ranging from 30 to 2000 cps. Fig. 14 shows the accept rate as a function of trigger rate with one (blue circle points) and two fast readers (red diamond points). The 10-ms readout time limits the acceptance rate of the single fast reader to 100 cps at trigger rates higher than 100 cps. By contrast, using two fast readers doubles the number of acquired events per unit time, resulting in a maximum acceptable rate of about 200 cps at trigger rates higher than 200 cps. Thus, the DAQ speed is doubled through the use of two, instead of one, event-parallel readouts.
V. CONCLUSION
A new μTCA DAQ system has been implemented in the CANDLES experiment. The new system employs AMCFADCs with eight event buffers and uses a SpaceWireGigabitEthernet interface to enable flexible networking with an off-the-shelf PC. Although a high overhead is incurred by the software turn-around time, because the bandwidth utilization is low there is a room for improvement through the use of parallel readout. Correspondingly, in this paper, we examined the use of parallel readout to improve μTCA DAQ performance. The CANDLES DAQ system applies two types of parallel readout: crate-parallel and event-parallel readouts. An assessment of crate-parallel readout with four multiple threads revealed that this configuration can reduce the readout time by a factor of four (from 40 to 10 ms). Using four threads and eight event buffers at the CANDLES trigger rate resulted in no observed loss over 63 h of measurement. This experimental result limits the inefficiency of CANDLES to less than 10 −6 , as compared to a calculated inefficiency of 2.81 × 10 −9 . Following the installation of passive shielding [25] in CANDLES, the trigger rate has been reduced to 10 cps, which we expect will equate to further-reduced inefficiencies. Because dead time increases and the event buffers become constantly occupied at high trigger rates, enhancing the data-taking efficiency requires an increase in the high-throughput event-parallel readout rather than in the number of event buffers. Using two event-parallel readers instead of one to obtain data from eight event buffers doubles the accept and data rates from 100 to 200 cps and from 5 to 10 MB/s, respectively. The increase in DAQ speed enabled by the new system allows for a reduction in the CANDLES calibration measurement time, thus increasing the live time available for 0νββ study.
