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ABSTRACT
We develop a method for performing a weak lensing analysis using only measurements of
galaxy position angles. By analysing the statistical properties of the galaxy orientations given
a known intrinsic ellipticity distribution, we show that it is possible to obtain estimates of the
shear by minimizing a χ2 statistic. The method is demonstrated using simulations where the
components of the intrinsic ellipticity are taken to be Gaussian distributed. Uncertainties in the
position angle measurements introduce a bias into the shear estimates which can be reduced
to negligible levels by introducing a correction term into the formalism. We generalize our
approach by developing an algorithm to obtain direct shear estimators given any azimuthally
symmetric intrinsic ellipticity distribution. We introduce a method of measuring the position
angles of the galaxies from noisy pixelized images, and propose a method to correct for bi-
ases which arise due to pixelization and correlations between measurement errors and galaxy
ellipticities. We also develop a method to constrain the sample of galaxies used to obtain an
estimate of the intrinsic ellipticity distribution such that fractional biases in the resulting shear
estimates are below a given threshold value. We demonstrate the angle only method by ap-
plying it to simulations where the ellipticities are taken to follow a log-normal distribution.
We compare the performance of the position angle only method with the standard method
based on full ellipticity measurements by reconstructing lensing convergence maps from both
numerical simulations and from the CFHTLenS data. We find that the difference between the
convergence maps reconstructed using the two methods is consistent with noise.
Key words: methods: statistical - methods: analytical - cosmology: theory - weak gravita-
tional lensing
1 INTRODUCTION
Gravitational lensing is a phenomenon that is predicted by General
Relativity and is a consequence of the curvature of spacetime. Light
rays from distant background objects are deflected by a massive
foreground object, such as a galaxy or a clump of dark matter. This
deflection can be used to estimate the projected mass distribution
of the foreground object. Strong gravitational lensing is concerned
with the large deflection of light from a background galaxy by a
massive foreground object close to the line of sight, which leads to
multiple images of the source galaxy; a phenomenon first observed
by Walsh et al. (1979). Weak lensing is concerned with observa-
tions where the deflections of the light rays are much smaller, re-
sulting in small distortions in the observed shapes of background
galaxies. Cosmological weak lensing (or cosmic shear) aims to de-
tect the coherent shape distortions in the images of background
galaxies due to the intervening large scale structure of the Universe.
This is achieved by performing a statistical analysis of the observed
shapes of the background galaxies in order to extract noisy esti-
mates of the weak lensing distortion (or “shear”) field. The effect is
difficult to detect due to the intrinsic randomness of galaxy shapes,
and it was only conclusively detected at the turn of the Millennium
(Bacon et al. 2000; Kaiser et al. 2000; Wittman et al. 2000; Van
Waerbeke et al. 2000). Since then, much progress has been made
in the precision of the measurements of galaxy shapes and weak
lensing is now established as a powerful cosmological tool. It has
already been used to constrain of a number of cosmological pa-
rameters, such as the amplitude of the matter power spectrum (e.g.
Brown et al. 2003; Hoekstra et al. 2006; Fu et al. 2008) and the dark
energy equation of state (e.g. Schrabback et al. 2010; Kilbinger
et al. 2013), while future surveys will provide unprecedented sensi-
tivity to dark energy parameters (e.g. Albrecht et al. 2006; Peacock
et al. 2006).
The standard method of performing a weak lensing analysis
requires measurements of the ellipticities of a set of background
galaxies. These measurements require the application of complex
correction and/or fitting algorithms (e.g. Kaiser et al. 1995; Bri-
dle et al. 2002; Miller et al. 2007; Kitching et al. 2008), which
can introduce systematic biases into the measurements if the point
spread function is not accurately accounted for, or if the prior
galaxy model is incorrect. In order to achieve unbiased ellipticity
estimates, these algorithms generally require the application of ad-
ditive and multiplicative calibration corrections derived from sim-
ulations (see e.g. Heymans et al. 2012). If the multiplicative bias is
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identical for both components of the ellipticity, then this bias will
be absent from the unit vectors that describe the galaxy orientation.
It is conceivable therefore that measurements of the orientations of
galaxies will not be subject to the multiplicative biases inherent in
the full ellipticity analysis and may consequently be more robust to
residual biases resulting from an incorrect calibration.
This paper describes a method for performing weak lensing
using only the measurements of the position angles of a set of
background galaxies. Based on an original suggestion by Kochanek
(1990), this approach was first explored in Schneider & Seitz
(1995), where it was assumed that the modulus of the intrinsic el-
lipticities follows a Gaussian distribution. Under this assumption it
was shown that the mean unit vectors describing the galaxy posi-
tion angles can be written as a function of the complex distortion.
By inverting this relationship, Schneider & Seitz (1995) were able
to obtain an estimate of both the modulus and the orientation of the
lensing distortion field.
Working in the regime of weak lensing, this paper develops the
ideas presented in Schneider & Seitz (1995). Under the assump-
tion of an azimuthally symmetric (in the {1, 2} plane) intrinsic
ellipticity distribution, and a prior knowledge of the ellipticity dis-
persion, we develop a χ2 statistic in Section 2, which can be min-
imized numerically in order to obtain estimates of the shear. It is
found that inherent biases arise from measurement errors on the po-
sition angles. However, a method for reducing these biases to neg-
ligible levels is then proposed. In Section 3 we develop a method of
measuring the position angles of galaxies from noisy pixelized im-
ages. We use the position angle measurements to recover shear es-
timates and compare the performance of this method with the KSB
method, where full ellipticity information is used. In Section 4 we
investigate the impact of an imperfect knowledge of the intrinsic
ellipticity distribution. We place constraints on the size of the sam-
ple of galaxies and the errors on the ellipticity measurements used
to estimate the distribution necessary to ensure that biases in the
shear estimates resulting from an imperfect distribution are below a
given threshold value. We compare the performance of the position
angle only approach with the standard (full ellipticity) approach by
performing mass reconstructions using simulated data (Section 5)
and using the data from the Canada France Hawaii Lensing Survey
(CFHTLenS, Section 6). We conclude with a discussion in Section
7.
2 CONSTRUCTING ANGLE ONLY SHEAR
ESTIMATORS
The standard method for performing a weak lensing measurement
involves averaging over the observed ellipticities of a set of galax-
ies. We begin by pixelizing the sky, such that we concentrate on an
area small enough that the shear can be considered constant. Work-
ing within the regime of weak lensing we can then express the ob-
served (complex) ellipticity of a galaxy, obs = obs1 + i obs2 , in
terms of the intrinsic ellipticity of the galaxy, int, and the constant
reduced shear signal in a given pixel, g, such that (see Bartelmann
& Schneider 2001 for a discussion)
obs =
int + g
1 + g∗int
, (1)
If we now assume that the expectation value of the intrinsic ellip-
ticities,
〈
int
〉
, is zero we can write the standard shear estimator
as
gˆ =
∑N
i=1 wi
obs
i∑N
i=1 wi
, (2)
where wi is a weight, which could, for example, be dependent on
the intrinsic distribution in the ellipticities and ellipticity measure-
ment errors. If we make the further assumption that the measure-
ment error on obs is much smaller than the intrinsic dispersion in
galaxy ellipticities, σ, then uniform weighting (wi = 1) is an op-
timal choice. In this case, the error on the standard estimator is a
result of the intrinsic shape dispersion only, i.e.,
σgˆ =
σ√
N
. (3)
Denoting the observed position angle as α, we can express the ob-
served ellipticity in polar form, such that
obs1 =
∣∣∣obs∣∣∣ cos (2α) ,
obs2 =
∣∣∣obs∣∣∣ sin (2α) . (4)
Let us assume that the distribution of the intrinsic ellipticities of the
galaxies can be described by an azimuthally symmetric probability
density function, f
(∣∣int∣∣). As the shear in a pixel is constant, this
implies that the observed ellipticity can be modelled as
obs = g + ran, (5)
where ran is a random vector which is dependent on the intrinsic
distribution, with a mean of zero. In this paper we are interested
in using measurements of the galaxy position angles (α) alone to
estimate the shear. We must, therefore, consider the statistics of the
sine and cosine functions. Defining the components of the shear as
g1 = |g| cos (2α0) ,
g2 = |g| sin (2α0) , (6)
it can be shown that, for any distribution of ran which exhibits
reflection symmetry about the vector g1, the mean of the cosines
and sines of the position angles, 〈cos (2α)〉 and 〈sin (2α)〉, can be
written as
〈cos (2α)〉 =F1 (|g|) cos (2α0) ,
〈sin (2α)〉 =F1 (|g|) sin (2α0) . (7)
Defining
∣∣intmax∣∣ as the maximum value of the modulus of the in-
trinsic ellipticity, the function F1 (|g|) can be written in terms of
the intrinsic ellipticity distribution, such that
F1 (|g|) = 1
pi
∫ |intmax|
0
∫ pi
2
−pi
2
dαintd
∣∣∣int∣∣∣ f (∣∣∣int∣∣∣)
× h1
(
|g| ,
∣∣∣int∣∣∣ , αint) , (8)
where αint is the intrinsic position angle and the function
h1
(|g| , ∣∣int∣∣ , αint) is found to be
h1
(
|g| ,
∣∣∣int∣∣∣ , αint) = ′1√
′21 + 
′2
2
, (9)
1 ran is symmetrically distributed about g for any azimuthally symmetric
intrinsic ellipticity distribution.
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with
′1 = |g|
(
1 +
∣∣∣int∣∣∣2)+ (1 + |g|2) ∣∣∣int∣∣∣ cos(2αint)
′2 =
(
1− |g|2) ∣∣∣int∣∣∣ sin(2αint) (10)
From equation (7) it is clear that we can estimate the orientation of
the shear as
α0 =
1
2
tan−1
( 〈sin (2α)〉
〈cos (2α)〉
)
, (11)
which is equal to the mean observed position angle, 〈α〉.
Letting 2α = θ and 2α0 = θ0, a more general form of equa-
tion (7) can be written as
〈cos (nθ)〉 = Fn (|g|) cos (nθ0) ,
〈sin (nθ)〉 = Fn (|g|) sin (nθ0) , (12)
where n is any positive integer.
By considering a general function hn
(|g| , ∣∣int∣∣ , αint), we
can write the general Fn (|g|) function for any azimuthally sym-
metric intrinsic probability distribution as
Fn (|g|) = 1
pi
∫ |intmax|
0
∫ pi
2
−pi
2
dαintd
∣∣∣int∣∣∣ f (∣∣∣int∣∣∣)
× hn
(
|g| ,
∣∣∣int∣∣∣ , αint) . (13)
The F2 (|g|) function will be useful in later discussions regarding
the variance of cos (2α) and sin (2α). The corresponding h2 ≡
h2
(|g| , ∣∣int∣∣ , αint) function is
h2 =
′21 − ′22
′21 + 
′2
2
(14)
From equation (7) it is clear that the mean sine and cosine func-
tions trace the sine and cosine of the shear orientation, subject to a
scaling factor which depends on |g|.
2.1 Shear estimation using χ2 minimization
It is possible to obtain constraints on the shear parameters from
measurements of the galaxy position angles, α(i), alone using the
least-squares method (Press et al. 1992). For any azimuthally sym-
metric intrinsic ellipticity distribution, equation (7) suggests the
definition of a general χ2 as
χ2 =
N∑
i,j=1
(
n(i) − F1 (|g|) g|g|
)T
Cij
(
n(j) − F1 (|g|) g|g|
)
,
(15)
where we have defined the observed unit vector for the ith galaxy
as
n(i) =
(
cos(2α(i))
sin(2α(i))
)
, (16)
andC is the covariance matrix.
For the case when there are no measurement errors on α, it can
be shown, using equation (12), that the variance on the unit vector
components is
σ2n1,2 =
1
2
(
1− F 21
)± 1
2
(
F2 − F 21
)
cos (4α0) , (17)
where we define Fk ≡ Fk (|g|), and the plus and minus signs cor-
respond to the first and second components of n respectively. In
Figure 1. The F1 (|g|) function for case of the Rayleigh distribution given
in equation (19).
the limit of zero shear the value of the variance is 0.5 for both com-
ponents as there is no preferred observed position angle.
The form of the covariance is found to be
cov (cos (2α) , sin (2α)) =
1
2
(
F2 − F 21
)
sin (4α0) , (18)
which is zero in the limit of zero shear.
If the components of the intrinsic ellipticity are Gaussian dis-
tributed, then
∣∣int∣∣ is Rayleigh distributed (for a discussion on the
motivation for this form of distribution see, for example, Viola et al.
2013):
f
(∣∣∣int∣∣∣) = ∣∣int∣∣
σ2
(
1− exp
(
−|intmax|
2
2σ2
)) exp(− ∣∣int∣∣2
2σ2
)
.
(19)
Using this form for the distribution of
∣∣int∣∣, with σ = 0.3/√2
and
∣∣intmax∣∣ = 1.0, we constructed F1 (|g|), shown in Figure 1, and
F2 (|g|). Using these two functions we found that, for shear values
in the range |g| 6 0.1, equation (17) gives a variance in the range
0.44 . σ2n 6 0.5, while equation (18) predicts a covariance in
the range −0.014 . cov (cos (2α) , sin (2α)) . 0.014. For the
subsequent numerical calculations we use σ2 = σ2n = 0.5 and
cov (cos (2α) , sin (2α)) = 0 in every χ2 that we construct. If we
make the further assumption that the measurements of the position
angles of different galaxies are independent we can simplify the χ2,
such that it now takes the form
χ2 =
N∑
i=1
∣∣∣n(i) − F1 (|g|) g|g| ∣∣∣2
σ2
. (20)
The minimization of this χ2 gives us an estimate of the shear, gˆ,
c© 2014 RAS, MNRAS 000, 1–24
4 Lee Whittaker, Michael L. Brown & Richard A. Battye
which satisfies the equations
1
N
N∑
i=1
cos(2α(i)) = F1 (|gˆ|) gˆ1|gˆ| ,
1
N
N∑
i=1
sin(2α(i)) = F1 (|gˆ|) gˆ2|gˆ| . (21)
Taking the ratio of these two equations yields an estimate of the
orientation of the shear:
gˆ2
gˆ1
=
∑N
i=1 sin(2α
(i))∑N
i=1 cos(2α
(i))
. (22)
If, instead, we square and sum them together we obtain an estimate
of the F1 (|g|) function which, in turn, depends on the modulus of
the shear:
F1 (|gˆ|) =
√√√√[ 1
N
N∑
i=1
cos (2α(i))
]2
+
[
1
N
N∑
i=1
sin (2α(i))
]2
.
(23)
Equation (23) can be solved numerically to yield an estimate of
the shear modulus using, for example, the Secant method (Press
et al. 1992), or by tabulating F1 (|g|) and inverting the function to
recover |gˆ|. By combining equations (22) and (23) we can therefore
obtain estimates for both components of the shear. The error on the
shear estimates can then be estimated as
σgˆ =
|gˆ|
F1 (|gˆ|)
σˆn√
N
, (24)
where σˆn is found by substituting the estimated shear values into
equation (17).
Using a simulation composed of 500 galaxies with input shear
values of g1 = −0.05 and g2 = 0.05, and assuming a Rayleigh dis-
tribution for
∣∣int∣∣ with σ = 0.3/√2, we tested the performance
of this method. A zero measurement error on α was assumed for
this initial test. To estimate the shear, we performed a grid-based
search over the shear parameters, calculating the χ2 correspond-
ing to each parameter value. The best-fit values were those which
minimized the χ2 statistic and these were found to be consistent
with equation (21). The results of the test are shown in the left
panel of Fig. 2. The best-fit values were found to be gˆ1 = −0.048
and gˆ2 = 0.039, with χ2 = 964; using 500 galaxies we expect a
value of χ2 ≈ 1000, therefore this value of χ2 is consistent with
our model providing a good fit to the data. The right hand panel of
Fig. 2 shows the distribution of the best-fit g1 values obtained over
104 realizations; with each realization consisting of 500 galaxies
and where we have used a bin size of ∆gˆ1 = 0.001.
We also ran simulations for a range of input shear values in
order to check for biases. For each input shear value, we performed
104 simulations with each simulation composed of 104 galaxies.
The result is shown in Fig. 3. Note that in order to obtain the shear
estimates for this test, rather than using the grid-based approach, we
used equation (22) to estimate the shear orientation and we solved
equation (23) by tabulating F1 (|g|) and then inverting the function
to find the modulus of the shear.2
2 A small bias is expected in this approach due to the numerical integration
of the F1 (|g|) function which is performed during the estimation process.
However, this bias was found to be negligible in all of the tests that we have
performed.
Figure 3. Residual bias in the shear estimates obtained using equations (22)
and (23) as a function of the input shear value, g1. For each simulation, the
input value of g2 was randomly selected from a uniform distribution in the
range −0.1 6 g2 6 0.1. The green dashed line shows the line of zero bias
and the black dashed line is the line of best fit for the data. The line of best
fit is consistent with an overall bias of zero.
2.2 Removal of noise bias
Estimators based on equation (20) are found to be biased in the
presence of measurement errors on α. We can write the measured
position angles as αˆ = α+δα, where δα is a random measurement
error on the position angle. It is possible to correct for the resulting
noise bias by examining the averages of equation (21). Allowing
for the measurement error on α we have
〈cos (2αˆ)〉 = 〈cos (2α+ 2δα)〉 ,
〈sin (2αˆ)〉 = 〈sin (2α+ 2δα)〉 . (25)
If we take the limit as N →∞ and assume that δα is independent
of α then we can expand the trigonometric functions, such that
〈cos (2αˆ)〉 = 〈cos (2α)〉 〈cos (2δα)〉 − 〈sin (2α)〉 〈sin (2δα)〉 ,
〈sin (2αˆ)〉 = 〈sin (2α)〉 〈cos (2δα)〉+ 〈cos (2α)〉 〈sin (2δα)〉 .
(26)
If we further assume that the error distribution is symmetric about
zero, then
〈cos (2αˆ)〉 = 〈cos (2α)〉 〈cos (2δα)〉 ,
〈sin (2αˆ)〉 = 〈sin (2α)〉 〈cos (2δα)〉 . (27)
Upon defining
β ≡ 〈cos (2δα)〉 , (28)
we can invert equation (27) and correct for the bias, so that the
corrected mean unit vector is now given by
〈n〉corrected = 〈n〉
β
. (29)
For the specific case where δα is a Gaussian distributed measure-
ment error with zero mean and variance σ2α, it can be shown that
β = exp
(−2σ2α) . (30)
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Figure 2. Left panel: The grey-scale shows the χ2 of equation (20) recovered from a set of simulated galaxy position angles with input
shear values of g1 = −0.05 and g2 = 0.05 and where we assume a Rayleigh distribution for
∣∣int∣∣. The best-fit shear is given by
the minimum value of the χ2 and the contours show the 68.3%, 95.4% and 99.73% confidence levels, plotted under the assumption
that the shear estimates are Gaussian distributed. Right panel: The distribution of the best-fit gˆ1 values obtained from 104 realizations.
The red curve is a Gaussian distribution constructed using the variance and the mean of the best-fit values. The green curve shows a
marginalized plot of the distribution of the left panel, and hence is the distribution of g1 for one realization. The agreement between the
curves demonstrates that the shear estimates are approximately Gaussian distributed and validates the use of the χ2 contours plotted in
the left panel.
We can incorporate this correction into the formulation of the
χ2 by defining
χ2 =
N∑
i=1
∣∣∣n(i) − F1 (|g|) g|g|β∣∣∣2
σ2
. (31)
Equation (31) is minimized when
1
N
N∑
i=1
cos
(
2αˆ(i)
)
= F1 (|gˆ|) gˆ1|gˆ|β,
1
N
N∑
i=1
sin
(
2αˆ(i)
)
= F1 (|gˆ|) gˆ2|gˆ|β. (32)
Following the same procedure as for the case of σα = 0 in the
previous section, we can now estimate the orientation of the shear
as
gˆ2
gˆ1
=
∑N
i=1 sin(2αˆ
(i))∑N
i=1 cos(2αˆ
(i))
, (33)
while the estimate of the F1 (|g|) function, which depends on the
modulus of the shear, becomes
F1 (|gˆ|) = 1
β
√√√√[ 1
N
N∑
i=1
cos (2αˆ(i))
]2
+
[
1
N
N∑
i=1
sin (2αˆ(i))
]2
.
(34)
From equations (33) and (34) we see that the estimator for the shear
orientation remains unchanged in the presence of a measurement
error on the position angle. However, the expression for F1 (|g|) is
modified; failing to include this noise correction term will result in
an estimate of |g| that is too small.
Estimator σgˆ1 σ
theory
gˆ1
〈gˆ1〉
original est. 0.0103 0.0102 −0.0436± 0.0001
corrected est 0.0119 0.0117 −0.0502± 0.0001
Table 1. The mean and standard deviation of the shear estimates recovered
from 104 simulations. Values are quoted for both the original χ2 (equation
(20)) and the corrected χ2 (equation (31)). The input shear value used was
g1 = −0.05.
We can also examine the impact on the variance on the
trigonometric functions when a measurement error on α is in-
cluded. This variance is found to be
σ2n1,2 =
1
2
(
1− F 21 β2
)± 1
2
(
F2β2 − F 21 β2
)
cos (4α0) , (35)
where the plus and minus signs correspond to the first and second
components of n respectively and where we have defined
β2 ≡ 〈cos (4δα)〉 . (36)
For the case of a Gaussian measurement error on the position an-
gle β2 = exp
(−8σ2α). By substituting the estimated shear values
into equation (35), we can estimate the error on the corrected shear
estimator as
σgˆ =
|gˆ|
F1 (|gˆ|)β
σˆn√
N
. (37)
Fig. 4 demonstrates the reduction in bias when this correction
is applied to simulations that include measurement errors on the
galaxy position angles. Table 1 shows the mean estimated value
of g1, 〈gˆ1〉, and the standard deviation in the estimated values, σgˆ1 ,
c© 2014 RAS, MNRAS 000, 1–24
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Figure 4. The distribution of the best-fit estimates obtained using the original χ2 of equation (20) (left panel) and the corrected form
of the χ2 of equation (31) (right panel) in the presence of a Gaussian-distributed measurement error on the galaxy position angles with
σα = 15◦. The simulations consisted of 104 realizations, with 500 galaxies in each realization, and assumed a Rayleigh distribution
for
∣∣int∣∣. The vertical black line shows the input shear value and the red dashed line shows the mean recovered best-fit value. The red
curves are Gaussian distributions with the mean and variance of the estimators. The green curves are Gaussian distributions using the
input shear value to obtain theoretical predictions for the variance from equations (24) and (37) for the left and right panels respectively.
This figure demonstrates that the bias introduced by measurement errors on the position angles is reduced to negligible levels when the
corrected form of the χ2 given in equation (31) is used. It also indicates that equations (24) and (37) provide good descriptions of the
errors in both cases.
Figure 5. The residual bias in the best-fit shear estimates in the presence of a Gaussian measurement error on α and obtained by
minimizing the two forms of the χ2 (equations (20) and (31)). For each point plotted we used 104 realizations, with each realization
composed of 104 galaxies, in order to suppress numerical error. The left panel shows the bias as a function of σα with g1 = 0.05 and
with g2 uniformly distributed in the range −0.1 6 g2 6 0.1. The right panel shows the bias as a function of g1 with σα = 15◦ and
where g2 is again uniformly distributed in the range−0.1 6 g2 6 0.1 These figures show that the noise bias due to measurement errors
on the position angles is reduced to negligible levels when the bias correction is used.
c© 2014 RAS, MNRAS 000, 1–24
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obtained from the 104 realizations that were used to produce Fig. 4.
The right column shows how using the corrected form of the χ2
greatly reduces the bias introduced by the 15◦ error on the posi-
tion angle measurements. However, from the left column we see
that there is a modest increase (∼16%) in the dispersion of the es-
timates. The middle column shows the theoretical dispersion in the
estimators obtained using the input values with equations (24) and
(37).
We also ran the simulation for a range of input shear values
and for a range of Gaussian measurement error values. Fig. 5 shows
the residual bias in the derived shear estimates as a function of
these two quantities. These results show that the bias in the un-
corrected estimator (equation 20) increases approximately linearly
with the input shear, and exponentially with the measurement error.
The success of the correction obtained in equation (29) is clearly
demonstrated in this figure.
3 MEASURING POSITION ANGLES
In this section we introduce a method of estimating the position
angles directly from the data. We use this method to recover a con-
stant shear signal from sets of simulated galaxy images and com-
pare these results with those obtained using the KSB method. For
the simulations in this section we follow the approach outlined in
Viola et al. (2011) and consider sets of simulated galaxies assuming
a Se´rsic brightness profile:
I(r) = I0 exp
[
−bns
((
r
Re
) 1
ns − 1
)]
, (38)
where ns is the Se´rsic index and where we assume that ns = 1.5,
which is the average value for bright galaxies in the Cosmic Evo-
lution Survey (COSMOS) field (Sargent et al. 2007). Re is the half
light radius and bns is a constant which depends on ns. A value of
ns = 1.5 gives bns = 2.674. I0 is the surface brightness of the
galaxy at the half light radius. The size of each image is 51 × 51
pixels, with each galaxy model 10-fold oversampled, and we set
Re = 2 pixels.
When background noise is introduced into the images, we as-
sume a Gaussian noise, and fix the variance of the noise distribu-
tion, such that the resulting signal to noise ratio is 30. The signal to
noise ratio (SNR) is defined as (Bridle et al. 2010)
SNR =
√∑N
i=1 I
2
i
σ2b
, (39)
where Ii is the intensity in the ith pixel of the low resolution image
prior to the addition of noise and σb is the dispersion in the back-
ground noise. An example of the process used to create the galaxy
images in shown in Figure 6.
We simulate sets of galaxies using a Rayleigh intrinsic ellip-
ticity distribution and then apply a constant shear to these galax-
ies. These sheared galaxies are then pixelized and Gaussian noise
is added following the above procedure. We ignore the effects of
PSF convolution and, when using a Gaussian weighting function
to suppress noise at large scales, we set the width of the weight-
ing function to 2Re. The effects of PSF convolution and the de-
pendence of shear estimates on the size of the weighting function
will be explored in future work. We recover estimates of the shear
using a common variant of the KSB method and using the angle
only method and compare the results. In order to use the angle only
method we introduce a method of measuring the position angles of
the galaxies using the light distribution of the galaxy images.
We define the angular moments of the galaxy’s surface bright-
ness, I(θ), as
Qij...k =
∫
d2θI(θ)θiθi...θk∫
d2θI(θ)
, (40)
where θ is the angular position of the image on the sky. We can
define the ellipticity of the galaxy image in terms of the second
order moments. The two definitions of ellipticity commonly used
are
 =
Q20 −Q02 + 2iQ11
Q20 +Q02 + 2
√
Q20Q02 −Q211
, (41)
which corresponds to the shear transformation given in equation
(1). An alternative form is
χ =
Q20 −Q02 + 2iQ11
Q20 +Q02
, (42)
which is the form used in the KSB method and corresponds to a
shear transformation, such that
χ =
χint + 2g + g2χint
∗
1 + |g|2 + 2< (gχint∗) . (43)
When estimating the shear using the KSB method we follow
the method outlined in Viola et al. (2011), and first discussed by
Kaiser et al. (1995), where the estimator is found to be
gˆα =
〈(
P shαβ
)−1
χβ
〉
, (44)
such that the tensor, P shαβ , is approximated by half its trace
To find the centroid of the galaxy image in the presence of
noise, we first apply the weighting function centred on the bright-
est pixel. We then recalculate the centroid using equation (40) and
re-apply the weighting function centred on this new estimation of
the centroid. We iterate this step until the difference between suc-
cessive estimates is less than 10−4 of a pixel.
3.1 Using the angle only method
The F1 (|g|) function corresponding to the definition of ellipticity
given in equation (41) is given in equation (8). It is also possible to
derive the F1 (|g|) function which corresponds to the χ-ellipticity
definition given in equation (43), Fχ1 (|g|). The form of this func-
tion is
Fχ1 (|g|) =
1
pi
∫ |χintmax|
0
dαintd
∣∣∣χint∣∣∣ f (∣∣∣χint∣∣∣)
× hχ1
(
|g| ,
∣∣∣χint∣∣∣ , αint) , (45)
where αint is the intrinsic position angle and the function
hχ1
(|g| , ∣∣χint∣∣ , αint) is
hχ1
(
|g| ,
∣∣∣χint∣∣∣ , αint) = χ′1√
χ′21 + χ
′2
2
, (46)
with
χ′1 =2 |g|+
(
1 + |g|2) ∣∣∣χint∣∣∣ cos(2αint) ,
χ′2 =
(
1− |g|2) ∣∣∣χint∣∣∣ sin(2αint) . (47)
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Figure 6. An example of the simulated galaxy images used in this section. Here we have displayed the central region of the images, with the scale
identical for each image. left panel: First we simulated the galaxy using a high resolution grid consisting of 510 × 510 pixels. centre panel: The
pixelized noise free galaxy image is then produced by averaging over the pixel values in the high resolution grid to produce a grid of 51×51 pixels.
right panel: Gaussian noise is then added to the galaxy image with SNR = 30, in accordance with equation (39).
We use this form of the F1 (|g|) function in the following analysis
in order to make a direct comparison of the shear estimates recov-
ered when using an angle only method - where we measure the
position angles directly from the image data with those obtained
using the KSB method. For this analysis we also assume a perfect
knowledge of the intrinsic ellipticity distribution, f
(∣∣χint∣∣); the
effects of an imperfect knowledge of f
(∣∣χint∣∣) are discussed in
Section 4.
An estimation of the shear is obtained, such that
Fχ1 (|gˆ|) =
√√√√[ 1
N
N∑
i=1
cos (2α(i))
]2
+
[
1
N
N∑
i=1
sin (2α(i))
]2
,
αˆ0 =
1
2
tan−1
∑Ni=1 sin
(
2α(i)
)
∑N
i=1 cos (2α
(i))
 . (48)
3.2 A method for measuring the position angles
We now consider a method of obtaining an estimate of the position
angle by considering the intensity profile of the galaxy as a function
of the assumed position angle, under the assumption that the galaxy
exhibits reflection symmetry about its major axis.
Given a noisy pixelized galaxy image, we begin by obtaining
an estimate of the centroid. To find the centroid of the galaxy im-
age we follow a similar procedure to that discussed above. First we
multiply by the weighting function centred on the brightest pixel,
however, for the angle only method we then convolve the image
with a Gaussian kernel to reduce pixelization effects (the advan-
tage of this step is discussed shortly), and then recalculate the cen-
troid using equation (40). We re-apply the weighting function to
the original image centred on the new estimate of the centroid and
convolve this image with the Gaussian kernel. We iterate this step
until the difference between successive estimates is less than 10−4
of a pixel.
We then integrate the convolved, weighted surface brightness,
Iw(r, α), over the radial direction, such that
I ′(θ) =
∫
drIw(r, θ), (49)
Figure 7. The integrated light distribution as a function of the assumed
galaxy orientation for the ideal case of zero noise and with the centroid of
the galaxy situated at the centre of a pixel. The input position angle is 45◦.
where r = 0 corresponds to the centroid of the galaxy image and
where θ is the assumed galaxy orientation. This gives us the inte-
grated light distribution as a function of θ.
Defining a set of axes which align with the edges of the pixels,
we propose a method of performing this integration by rotating the
image about the centroid and integrating along the x-axis of the
image, through the centroid, such that
I ′(θ) =
∫ xmax
xmin
dxIθ(x, yˆ), (50)
where Iθ is the convolved, weighted surface brightness distribution
rotated by −θ about the centroid, and yˆ is the y component of the
estimated centroid, (xˆ, yˆ). This allows us to carry out the integra-
tion by simply summing the intensity over the row of pixels with
y = yˆ.
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If we omit the convolution with a Gaussian kernel, an example
of this distribution is shown in Figure 7, where we obtain the inte-
grated light distribution for a galaxy with ellipticity |χ| = 0.27,
position angle α = 45◦ and situated at the centre of the central
pixel with zero noise. Using this distribution we can obtain an esti-
mate of the position angle of the galaxy such that
αˆ =
1
2
tan−1
( ∫
dθI ′ (θ) sin (2θ)∫
dθI ′ (θ) cos (2θ)
)
. (51)
Applying this equation to the above distribution leads to the
exact estimate of αˆ = 45◦. However, if we now consider the case
where the centroid of the galaxy is not positioned at the centre of
a pixel, the integrated light distribution is not so well behaved. The
left-hand panel in Figure 8 shows one particular distribution using
a randomly centred galaxy. This distribution leads to an estimated
position angle of 31.0◦ for an input angle of 45◦. This error in the
estimation is due to the pixelization of the image. One can soften
the effect of pixelization by convolving the image with a Gaussian
kernel as described above. After we have done this with a kernel of
width one pixel, we obtain the distribution shown in the right-hand
panel of Figure 8. Using this distribution we obtain the estimate
of αˆ = 45.1◦. For the remainder of this section we use a Gaus-
sian kernel of width one pixel in every position angle measurement
performed.
3.3 Debiasing angle only shear estimates using simulations
For the analysis in Section 2 we assumed that measurement errors
on the position angles were independent of the true position an-
gles. However, for a fixed signal to noise ratio we find that there
are two sources of non-zero covariance between the measurement
errors and the position angles, these are pixelization and a correla-
tion between the measurement errors and galaxy ellipticities in the
presence of a non-zero shear. To understand why these covariances
present a problem we begin by writing the mean estimated cosines
and sines of the measured position angles, αˆ, in terms of the true
position angles, α, and an error on the measurement, δα, such that
〈cos (2αˆ)〉 = 〈cos (2α+ 2δα)〉
〈sin (2αˆ)〉 = 〈sin (2α+ 2δα)〉 . (52)
If we now abandon the assumption that the measurement errors
are independent of the position angles of the galaxies and make
no assumption about the distribution of the errors, we can write
equation (52) in terms of the covariance between the true position
angles and the measurement errors, such that
C′ = 〈cos (2α)〉βc − 〈sin (2α)〉βs
S′ = 〈sin (2α)〉βc + 〈cos (2α)〉βs, (53)
where we define
C′ = 〈cos (2αˆ)〉 − cov (cos (2α) , cos (2δα)) +
cov (cos (2α) , cos (2δα)) ,
S′ = 〈sin (2αˆ)〉 − cov (sin (2α) , cos (2δα)) +
cov (cos (2α) , sin (2δα)) ,
βc = 〈cos (2δα)〉 ,
βs = 〈sin (2δα)〉 . (54)
We can now use equation (53) to write the means of the cosines and
sines of the true position angles as
〈cos (2α)〉 = 1
β2c + β2s
(
C′βc + S
′βs
)
,
〈sin (2α)〉 = 1
β2c + β2s
(
S′βc − C′βs
)
. (55)
It is these averages which must be used to estimate the shear when
using equation (48)3. Incorrectly accounting for the covariance
terms in equation (55) will introduce a bias into the shear estimates.
To understand how pixelization of the galaxy images intro-
duces non-zero covariance terms into equation (55), let us assume
that the centre of a galaxy coincides with the centre of a pixel. In the
absence of noise the central pixel of this image will be the brightest.
If we define the pixel axes as a set of axes with the origin at the cen-
tre of the brightest pixel and with the axes aligned with the edges of
the pixel, then the contribution of light from the central pixel will be
greatest in the directions of ±45◦ and least in the directions of 0◦
and 90◦. This effect will bias the angle measurements towards an-
gles of ±45◦ and away from angles of 0◦ and 90◦. Convolving the
galaxy image with a Gaussian kernel reduces this effect. However,
for a randomly positioned galaxy centroid, with a signal to noise
ratio of 30, using a Gaussian kernel with a width of 1 pixel results
in correlations on the order of 1%, which produces significant bi-
ases in the shear estimates. The covariance terms in equation (54)
due to this effect can be obtained using a set of simulated galaxy
images under the assumption of zero shear. From these simulations
we can also obtain a first estimate of βc and βs. If we align the
shear axes with the pixel axes, then the g1 component of the shear
will be aligned with the pixel axes and the g2 component will align
with the directions of ±45◦, this will lead to a biasing in the direc-
tion of g2 and away from the direction of g1. In order to avoid this
effect, we choose to orientate our shear axes, when performing the
angle only analysis, such that the direction of the g1 component is
orientated at −22.5◦ to the pixel axes.
The second source of bias arises from correlations between
measurement errors and galaxy ellipticities in the presence of a
non-zero shear. For a fixed signal to noise ratio it is found that the
measurement error on the position angle is dependent on the mod-
ulus of the ellipticity - galaxies with high ellipticities have smaller
measurement errors on the position angles than galaxies with low
ellipticities. In the absence of a shear there will be no correlation
between orientation and ellipticity and, hence, there will be no bias
contribution due to this effect. However, in the presence of a non-
zero shear there will be a preference for galaxies with a higher el-
lipticity to align with the direction of the shear. This implies that, on
average, the measurement errors on galaxy position angles where
the galaxies are aligned with the shear are smaller than those where
the galaxies are anti-aligned with the shear. This effect is also large
enough to produce significant biases in the shear estimates. In the
following subsection we introduce an iterative method using simu-
lations to significantly reduce this effect.
3 This result is general and is expected to hold for any method used to
measure galaxy position angles.
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Figure 8. left panel: The integrated light distribution as a function of the assumed galaxy orientation for the case of a randomly positioned
galaxy. This distribution leads to an incorrect estimation of the true position angle. right panel: The integrated light distribution once the
image has been convolved with a Gaussian kernel of width 1 pixel; this reduces the effects of pixelization
Figure 9. The distribution of the estimates for the two components of the shear including correction for pixelization. The black curves
show the distributions in shear estimates using the KSB method, with the vertical black line indicating the mean estimate. The red curves
show the distributions in shear estimates using the angle only method, where we measure the position angles of the galaxies using the
integrated light distribution and use sets of zero-shear realizations in order to reduce the bias due to pixelization; the vertical red line
indicates the mean estimate. The green dashed line indicates the input shear signal. The residual bias in the angle only estimates is due
to correlations between the measurement errors and the position angles which result from a non-zero shear signal.
3.4 A comparison of angle only shear estimates with the KSB
method
Using sets of simulated galaxy images, with a signal to noise
ratio of 30, assuming a Rayleigh intrinsic ellipticity distribution
with a dispersion σχ = 0.3/
√
2, using an input shear signal of
g1 = g2 = 0.05/
√
2 and with 100 galaxies per realization, we
recovered shear estimates from 960 realizations. We compared the
estimates recovered using the angle only estimator, where the an-
gles were measured using the method described above, with those
recovered using the KSB method. For the angle only method we
also used 960 zero-shear realizations in order to obtain a first esti-
mate of the covariance terms in equation (55); this corrects for the
effect of pixelization on the shear estimates. The results of these
simulations are shown in Figure 9. The two panels show the distri-
bution of estimates for the two components of the shear. The black
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Figure 10. The distribution in shear estimates for the two components of the shear including corrections for pixelization and an iterative
scheme for removing the bias due to shape dependent noise. The black curves show the distributions in shear estimates using the KSB
method. The red curves show the distributions in shear estimates using the angle only method, where we have used the estimated shear
values shown in Figure 9 as the input shear signal in a set of simulations, which we then use to re-evaluate the covariance terms in
equation (54). The bias in the angle only shear estimates has been greatly reduced.
curves show the distributions of recovered shear estimates using the
KSB method. The red curves show the distributions of recovered
shear estimates using the angle only method. Here we see that the
width of the distribution is slightly larger for the angle only method.
Also, the bias in the shear estimates using the angle only method is
clearly visible. As explained above, this bias is due to the correla-
tion between measurement errors and galaxy ellipticities, which is
introduced in the presence of a non-zero shear. However, one can
obtain a better estimate of these covariance terms by using the es-
timated shear values as the input shear for a new set of simulated
galaxy images.
Using each of the shear estimates shown in Figure 9 as the
input shear for a further 960 realizations, we re-evaluated the co-
variance and β terms in equation (54). We then used these values
of the covariances to obtain new estimates of the shear. The dis-
tribution in these estimates is shown in Figure 10 as the red curve.
From these plots we see that the bias in the shear estimates has been
greatly reduced. We also see that the width of the distribution of the
shear estimates using the angle only method has been reduced, and
is now similar to the width of the distribution of shear estimates
using the KSB method.
Next, we carried out this analysis for a range of input |g| val-
ues, keeping the input shear position angle fixed at α0 = 22.5◦.
The results of this test are shown in Figure 11. The left panel shows
the results of the angle only method upon carrying out the iterative
procedure described above, using just one iteration. The right panel
shows the results of the KSB method. Each point plotted consists
of 960 realizations, with each realization consisting of 100 galax-
ies. From these plots, we see that the performance of the angle only
method is comparable with the KSB method, and that the distribu-
tion of the recovered shear values is consistent with noise for the
number of galaxies and realizations used.
4 IMPACT OF ERRORS ON f
(∣∣int∣∣) ESTIMATES
All of the work prior to this section has assumed an exact knowl-
edge of f
(∣∣int∣∣). In practice an estimate of f (∣∣int∣∣) is neces-
sary in order to allow an estimation of the shear using the angle
only method. Errors on the form of f
(∣∣int∣∣) will, therefore, prop-
agate as a bias into estimates of |g|. In this section we examine the
effects of the size of the sample of galaxies, and of measurement
errors on the ellipticities of galaxies in the sample, on estimates of
the shear. For the following analysis we assumed the underlying
form of f
(∣∣int∣∣) to be that given in equation (71).
We began by assuming a negligible measurement error on the
galaxy ellipticities. We are thus implicitly assuming that a high sig-
nal to noise sample of galaxies are available from which f
(∣∣int∣∣)
can be estimated with negligible measurement errors. In order to
explore how the size of the galaxy sample can be used to esti-
mate how f
(∣∣int∣∣) affects the shear estimates, we reconstructed
f
(∣∣int∣∣) using sample sizes consisting of a various number of
galaxies, N by producing histograms of
∣∣int∣∣ which were ran-
domly drawn from the underlying distribution. For each sample
size we repeated this process for 100 realizations.
For each estimate of f
(∣∣int∣∣) we calculated the correspond-
ing F1 (|g|) function, Fˆ1 (|g|), the results of this analysis are
shown, for the case of 5 × 104 galaxies, in Figure 12. From this
plot we see that the errors on the estimates of F1 (|g|) are small
compared to the errors on the f
(∣∣int∣∣), this is because the calcula-
tion of the F1 (|g|) function involves an integral over the estimated
values of f
(∣∣int∣∣
i
)
, which smooths the f
(∣∣int∣∣).
We propagated the errors on Fˆ1 (|g|) into errors on the esti-
mates of |g|. This procedure was carried out for a variety of input
shear signals, with the results displayed in Figure 13.
In order to quantify the errors introduced due to an imprecise
knowledge of f
(∣∣int∣∣) we can, for example, constrain the num-
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Figure 11. The recovered shear estimates as a function of the input shear values. The left panel shows the recovered shear values obtained
using the angle only method, and upon using one iteration in order to calculate the covariance terms in equation (54). The right panel
shows the recovered shear values using the KSB method.
Figure 12. left panel: The f
(∣∣int∣∣) for the case of 5 × 104 galaxies. The red points indicate the mean of f (∣∣int∣∣
i
)
recovered from
100 realizations. The error bars indicate the standard deviation of the values of f
(∣∣int∣∣
i
)
over 100 realizations (note that only 1 in 10
points have been plotted for clarity). The black curve shows the true f
(∣∣int∣∣). right panel The estimated F1 (|g|) function obtained
from the estimated f
(∣∣int∣∣). The red points show the mean estimated F1 (|g|i) over 100 realizations. The error bars indicate the
standard deviation over 100 realizations (note that only 1 in 20 points have been plotted for clarity). The black curve shows the true
F1 (|g|) function obtained using the true f
(∣∣int∣∣).
ber of galaxies in the sample used to estimate f
(∣∣int∣∣) such that
biases in the estimations of |g| are below some threshold value at a
particular confidence level. As an example, let us define
B ≡ |〈|g| − |gˆ|〉|+ σ|gˆ||g| , (56)
which is the fractional absolute value of the bias plus the fractional
standard deviation of the recovered estimates of |g|. We can find
the number of galaxies required to estimate f
(∣∣int∣∣), such that B
is below some value for a specific set of |g| values. From Figure 13
we see that the range of the fractional error bars on the recovered
estimates of |g| decreases as the input |g| increases, therefore, for
the analysis which follows we focused our attention on the case
when |g| = 0.01.
In Figure 14 we have plotted B as a function of the number
of galaxies in the sample (black curve). We see, as expected, that
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Figure 13. The fractional bias in the recovered |g| estimates for the case of
5 × 104 galaxies. The error bars indicate the fractional standard deviation
of the estimates over 100 realizations.
Figure 14. The absolute value of the fractional bias plus the fractional error
(equation (56)) as a function of the number of galaxies in the sample used
to estimate f
(∣∣int∣∣). The black curve shows the values obtained from the
simulations. Over-plotted in red is a curve of the form M/
√
N + C.
the value of B decreases as the number of galaxies increases. For a
fixed bin size this is a result of the fractional error decreasing as the
number of galaxies increases. The red curve in Figure 14 is a curve
of the form M/
√
N + C, where M and C are parameters fitted to
the data. For this data we find M ≈ 1.90 and C ≈ 1.13 × 10−3.
The additional constant, C, quantifies the residual bias due to the
finite bin width used when reconstructing f (|g|).
From the fitted curve we can calculate the number of galaxies
that one would require in order to ensure that B is less than some
value. We have verified that the recovered estimates of |g| are ap-
Figure 15. The absolute value of the fractional bias plus the fractional error,
for the case of 2 × 105 galaxies, as a function of the ellipticity measure-
ment error. The black curve shows the values obtained from the simulations.
Over-plotted in red is a curve of the form Mσ2 + C.
proximately Gaussian distributed about the mean estimate. We can,
therefore, state that the bias in the estimates of |g| arising as a re-
sult of a finite number of galaxies in the sample will be less than
or equal to 1.0% for all values of |g| > 0.01, at a confidence level
of 68%, if B = 0.01. We can then invert the fitted curve in Figure
14 to find that, for this constraint, we need N ∼> 5× 10
4. Looking
again at Figure 13, which displays the fractional bias for the case
whenN = 5×104 we see that the error bars are, indeed, contained
within the range [−0.01, 0.01].
For any true ellipticity measurements there will, of course, be
measurement errors. These errors modify the form of the estimated
f
(∣∣int∣∣) by distributing the measured ∣∣int∣∣more evenly between
the bins. This is true even if the measurements of
∣∣int∣∣ are unbi-
ased.
Assuming 2 × 105 galaxies in the sample used to estimate
f
(∣∣int∣∣), we repeated the analysis above. This time we added a
Gaussian measurement error to the components of the ellipticity
before estimating
∣∣int∣∣. To achieve this, we first randomly draw
2× 105 samples of ∣∣int∣∣
i
from the underlying ellipticity distribu-
tion. We then simulated the measured components of the ellipticity,
such that
ˆint1 =
∣∣∣int∣∣∣ cos(2αint)+ δ1 ,
ˆint2 =
∣∣∣int∣∣∣ sin(2αint)+ δ2 , (57)
where αint is uniform distributed in the range−pi/2 < αint 6 pi/2
and where δ1 and δ2 are Gaussian distributed measurement errors
with zero mean and variance σ2. We used these noisy ellipticity
values to calculate the measured
∣∣int∣∣ of the galaxies, such that∣∣ˆint∣∣ = √ˆint21 + ˆint22 . The ∣∣ˆint∣∣i were then binned to give the
estimated f
(∣∣int∣∣).
The number of galaxies in the sample was chosen, such that
the error bars shown in figure 13 were reduced, approximately, by
a factor of two. This reduction in the size of the error bars resulting
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from a finite sample size allows a value ofB 6 0.01 to be achieved
when measurement errors on the ellipticities are included.
Figure 15 shows B as a function of σ for the case of 2 × 105
galaxies and for |g| = 0.01. Over plotted in red is a curve of the
form Mσ2 + C, and fitted with M ≈ 189 and C ≈ 5.03× 10−3.
We can now constrain the allowed value of σ such that B is less
than some value. From the curve fitted in Figure 15 we find that, for
2×105 galaxies,B 6 0.01 for |g| > 0.01 if σ . 0.005. Therefore,
we conclude that galaxies with a high signal to noise must be used
if we are to avoid significant biases in the shear estimates arising
from an imperfect estimate of f
(∣∣int∣∣).
5 TESTS ON SIMULATIONS
To compare the performance of the position angle only method with
the standard method based on full ellipticity measurements, we
have compared the convergence fields reconstructed from numeri-
cal simulations using both approaches. These tests were performed
following the procedure outlined in Brown & Battye (2011a).
Briefly, we used a single field from the simulated lensing con-
vergence and shear maps of White (2005), which consist of ≈
1000 deg2 of simulated sky, based on a ΛCDM cosmology with
the parameters: Ωm = 0.28, Ωbh2 = 0.024, h = 0.7, σ8 = 0.9
and ns = 1. The input convergence distribution used for the sim-
ulation is shown in the upper-left panel of Fig. 17. The upper-right
panel shows the input convergence distribution smoothed on a scale
of 1.5 arcmin.
We simulated a population of source galaxies assuming that
the intrinsic ellipticities,
∣∣int∣∣, follow the log-normal distribution
f
(∣∣∣int∣∣∣) = K|int| exp
(
−
(
ln
(∣∣int∣∣)− µ)2
2σ2
)
, (58)
where the mean and variance are given by
mean = exp
(
µ+
σ2
2
)
,
σ2 ≡ variance =
(
exp
(
σ2
)− 1) exp (2µ+ σ2) , (59)
and where the normalization constant, K, was determined numeri-
cally.
In anticipation of our tests on the CFHTLenS data (see Sec-
tion 6) we set the mean value of
∣∣int∣∣ to be 0.3370, which we
estimated from the CFHTLenS data by finding the average of the
modulus of the observed ellipticity value,
〈∣∣obs∣∣〉. The variance is
taken to be σ2 = 0.25392, which is the square of the dispersion fit-
ted to the disc dominated galaxies in the CFHTLenS data. We also
applied a maximum cut-off to the ellipticity of
∣∣intmax∣∣ = 0.804
(Miller et al. 2013). It should be noted at this point that the elliptic-
ities of the CFHTLenS data are not well described by a log-normal
distribution. However, this distribution is easily simulated and is
useful in demonstrating our method.
The number density of the background galaxies was taken to
be n¯ = 17 arcmin−2 in accordance with the number density of re-
solved galaxy images observed by the CFHTLenS (Heymans et al.
2012).
When performing the reconstruction using the position angle
only method we assume that f
(∣∣int∣∣) has been estimated from
a large sample of high signal to noise galaxy images (see Section
4), such that residual biasing due to an imperfect knowledge of the
distribution is negligible. To recover the shear estimates we used
Figure 16. The fractional difference between the full F1 (|g|) function and
the 3rd order approximation used to estimate the shear for the simulations.
We see that the fractional difference is less than 5% for the range of |g|
considered.
the corrected form of the 3rd order estimator given in equation (B-
12); where the best fit parameters are found to be u = 2.423, v =
4.557 andw = −17.465. Figure 16 shows the fractional difference
between the full F1 (|g|) function and the approximate form used
in this analysis. The latter is accurate to within 5% for all values of
|g| in the range considered.
For this set of simulations we assume that the measurement
errors on the position angles are independent of the true position
angles and are Gaussian distributed, with zero mean and standard
deviation σα = 15◦. We are, thus, ignoring any effects which
may contribute to the covariance terms in equation (55) and which
would arise as a result of the method used to measure the position
angles. Since it is difficult to identify a level of ellipticity measure-
ment that directly corresponds to our choice of σα, for the purpose
of our simulation we have assumed a zero measurement error on the
ellipticity measurements. This would obviously not be the case in
real data and so the reader should bear in mind that the precision of
the ellipticity-based reconstruction, relative to that of the position
angle only reconstruction, will be somewhat over-estimated.
If we assume that the shear is small enough so that, for a given
ellipticity distribution, we can use a first order approximation of the
F1 (|g|) function, then one can easily obtain a first order approxi-
mation to the error on the angle only estimator. In such a case the
first order corrected estimator is found to be
gˆ =
1
uβN
N∑
i=1
n(i), (60)
where u is the first order coefficient of the expansion given in equa-
tion (B-3), and where β is the noise bias correction term corre-
sponding to a Gaussian measurement error on the position angles
of 15◦. The first order error is therefore given by
σgˆ =
1
uβ
√
N
σn. (61)
If we also assume that the shear is small enough that we can ap-
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proximate σ2n ≈ 0.5 (which is the maximum value that σ2n can
take and, from equation (24), is correct to first order in |g|), then
equation (61) simplifies to
σgˆ ≈ 1
uβ
√
2N
. (62)
From equation (62) we estimate the error on the shear estimates
from these simulations to be σgˆ ≈ 0.33/
√
N . The error on the
shear estimates when using the standard method is σst = σ/
√
N ,
as we have assumed zero measurement error on the ellipticities.
Therefore, we can estimate the ratio of the errors using the two
methods to be
σgˆ
σst
≈ 1.3. (63)
To perform the reconstruction, for each map pixel of side 1
arcmin, the shear is estimated by assigning a weight to each of the
galaxies in the field so that the shear estimate for each map pixel
contains a contribution from all of the galaxies in the field. For this
analysis we adopted the Gaussian weighting function:
W
(i,j)
k = exp
(
− (θi,j − θk)
2
2θ20
)
, (64)
where θ0 is the smoothing scale, which, in this case, is taken to be
1.5 arcmin.
The shear in each pixel in then estimated using both the stan-
dard estimator and the position angle only estimator in order to
produce two shear maps. When using the position angle only ap-
proach, the weighting is applied to the observed unit vectors so that
the average unit vector which describes the average orientation is
given by
〈n〉i,j =
∑N
k=1 W
(i,j)
k nk∑
k=1 W
(i,j)
k
. (65)
In the standard approach the weighting is applied to the galaxy el-
lipticities.
The convergence field is estimated separately for the two ap-
proaches using the discrete Kaiser-Squires inversion (Kaiser &
Squires 1993), which is given as a convolution of the shear with
the kernel
D (θ) = − 1
(θ1 − iθ2)2
, (66)
such that the convergence is estimated as
κˆ (θ) =
1
pi
∑
i,j
= Re [D∗ (θ − θi,j) gˆ (θi,j) (1− κˆ (θi,j))] ,
(67)
which is solved iteratively.
The reconstructed convergence maps are shown in the lower
panels of Fig. 17. We see that the position angle only approach
successfully recovers the major mass concentrations with a perfor-
mance that is qualitatively similar to that of the standard estimator.
In order to quantify the level of agreement between the two
reconstructions, we have compared the residual map obtained from
the difference between the two reconstructions to the residuals one
would expect to see solely due to noise. To perform the compar-
ison, we simulated 100 maps containing only galaxy shape noise
(and measurement noise with σα = 15◦ in the case of the posi-
tion angle analysis). We then repeated the mass reconstructions for
each realization for both the position angle only approach and for
the standard approach. A set of 100 simulated residual maps was
Figure 18. The distribution of the r.m.s. residuals, σres, obtained from 100
simulated and differenced maps containing only noise contributions. The
vertical red line shows the r.m.s. residual obtained from the difference of
the reconstructed mass maps shown in Fig. 17. This plot shows that the dif-
ference between the two reconstructed mass maps is consistent with noise.
then constructed by taking the difference between the noise-only
maps recovered by the two approaches.
Fig. 18 shows a histogram of the r.m.s. residuals, σres, as mea-
sured from the suite of noise-only difference maps. When calcu-
lating the residuals we ignored all pixels that lay within 5 arcmin
of the edge of the reconstructed maps in order to avoid edge ef-
fects. The vertical red line shows the value of σres obtained from
the difference of the two lower panels shown in Fig. 17. Since this
is consistent with having been drawn randomly from the histogram
distribution, we conclude that the two convergence reconstructions
are consistent with each other. The simulated noise maps also pro-
vide us with an estimate of the error on both the standard estimator
and the position angle only estimator for the case of zero shear. The
ratio of these errors was found to be σgˆ/σst ≈ 1.3, which agrees
with equation (63).
6 DEMONSTRATION ON THE CFHTLenS DATA
The CFHTLenS (Heymans et al. 2012) has observed four distinct
fields, W1 (∼63.8deg2), W2 (∼22.6 deg2), W3 (∼44.2deg2) and
W4 (∼23.3 deg2), providing full ellipticity measurements for each
detected galaxy in addition to weights associated with each mea-
surement. As a means of comparing our position angle only ap-
proach with the standard approach using real data we have recon-
structed the mass maps of all four fields using both techniques.
The weighting provided for each ellipticity measurement has a
contribution from the intrinsic shape dispersion and a measurement
error, such that the weighting of the ith galaxy is given as (Miller
et al. 2013)
wi =
[
σ2i
∣∣intmax∣∣2
|intmax|2 − 2σ2i
+ σ2
]−1
, (68)
where σi is the measurement error associated with the ellipticity
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Figure 17. Reconstruction of the distribution of dark matter in a 1.75 deg2 region of the simulations. The upper-left panel shows the
input convergence field, with the upper-right panel showing the input convergence field smoothed on a scale of 1.5 arcmin. The lower
left panel shows the simulated reconstruction using the standard method with full ellipticity information and with zero measurement
errors. The lower right panel shows the reconstruction using the 3rd order estimator of the position angle only approach in the presence
of measurement errors on the galaxy position angles with σα = 15◦.
of the ith galaxy. The 1D dispersion in the intrinsic galaxy shapes
is taken to be σ = 0.2539 (Miller et al. 2013). There are also
two calibration values for each galaxy, (1 + mi) and c2,i, which
are, respectively, multiplicative and additive corrections. The c2,i
correction is deducted from the obs2 component of the ellipticity
and the (1 + mi) correction is applied to the average ellipticity in
a given pixel, such that the standard shear estimator for each pixel
is found to be (Van Waerbeke et al. 2013)
gˆ =
∑N
i=1 wi
(
obsi − ci
)∑N
i=1 wi (1 +mi)
, (69)
where ci = (0, c2,i). Following the same procedure as in Section
5, we applied the Gaussian weight given in equation (64) to each
galaxy so that the estimated shear in each pixel contains a contri-
bution from all of the galaxies in a particular field. When consider-
ing the CFHTLenS data, this weighting process allows for a shear
to be obtained for the regions that are masked. A cut-off was ap-
plied, such that, if the contribution to a given pixel has a maximum
weighting of less than 0.5, then this pixel is ignored during the re-
construction.
In order to perform the position angle only analysis we have
chosen to reconstruct the orientation of each galaxy by using equa-
tion (4) to obtain the relation
α =
1
2
tan−1
(
obs2 − c2,i
obs1
)
. (70)
The multiplicative calibration factor is identical for both compo-
nents of the ellipticity and so cancels out during the calculation of
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the position angles. However, the additive correction must be ap-
plied. We note that position angles reconstructed from the elliptic-
ity measurements in this way would presumably retain many of the
systematics that might already be present in the ellipticity measure-
ments. In future work we intend to assess the potential advantages
of a position angle approach to weak lensing in a more comprehen-
sive manner by measuring the galaxy position angles directly from
the imaging data using, for example, the method discussed in Sec-
tion 3. However, our current goal is to demonstrate the feasibility
of our proposed technique for which reconstructing the position an-
gles from the already carefully measured and calibrated ellipticity
estimates, suffices.
To implement the position angle only approach we also re-
quire an estimate of the intrinsic ellipticity distribution. To obtain
this, we assumed that all of the galaxies in the CFHTLenS data
are disc dominated – Miller et al. (2013) state that this accounts
for approximately 90% of the galaxy population in the survey. In
this case, and assuming that the shear signal is small, the functional
form of the intrinsic ellipticity distribution can be approximated us-
ing the prior distribution (Miller et al. 2013)
f
(∣∣∣int∣∣∣) = K
(
1− exp
( |int|−|intmax|
σ
))
(1 + |int|) (|int|2 + 20) 12 , (71)
where K is a constant which was determined numerically to nor-
malize the probability. The maximum ellipticity cut-off used was∣∣intmax∣∣ = 0.804, which arises primarily from the finite thickness
of the galaxy discs. The dispersion was σ = 0.2539 and the “cir-
cularity” parameter was 0 = 0.0256. We tabulated the F1 (|g|)
function corresponding to equation (71) and inverted the function,
using equation (34), to obtain an estimate of |g|.
Finally, to complete the position angle only estimator, we re-
quire a correction term in order to remove the noise bias associated
with the measurement errors on the galaxy position angles. As de-
scribed above, the position angle estimates were derived from the
ellipticity measurements. For our current implementation, the posi-
tion angle errors will therefore arise due to the propagation of the
ellipticity errors through equation (70).
Assuming that the measurement errors are independent of the
galaxy orientation, we obtained the noise bias correction term using
the procedure outlined in Appendix A. We began by assuming that
the measurement errors on the ellipticities are Gaussian distributed
(Miller et al. 2013). In this case, the probability distribution for the
estimated ellipticity, ˆ, of the ith galaxy is
f (i) (ˆ) = K exp
(
−
∣∣ˆ− truei ∣∣2
2σ2i
)
, (72)
where truei is the true ellipticity of the galaxy and the measure-
ment error, σi, can be calculated using equation (68). To arrive at
the probability distribution for the estimated position angle (αˆ), we
must now marginalize over |ˆ|:
f (i) (αˆ) =
∫ 1
0
f (i) (ˆ) |ˆ| d|ˆ|. (73)
An exact implementation of equation (73), requires knowledge of
the true value of the ellipticity of each galaxy, truei , which is ob-
viously not known. In order to calculate the noise bias correction
term, we have therefore used equation (73) with the approximation
that truei ≈ obsi , where obsi is the observed ellipticity. While this
will obviously not hold for each individual galaxy, we expect that
after averaging over all of the galaxies in the survey, the derived
mean correction term will be approximately correct.
The marginalized distribution returned by equation (73) will
be symmetrically distributed about the observed position angle
value. When this distribution is shifted, such that the mean value
is at zero, we recover the distribution of the measurement error on
the position angle, δα. For each galaxy we then found the value
of 〈cos (2δα)〉i. Doing this for all galaxies in a particular field of
the CFHTLenS data, the final correction term is simply the mean
of all of the values of 〈cos (2δα)〉i. The bias correction was found
independently for each field. All four corrections were found to be
β ≈ 0.8 which corresponds to an equivalent Gaussian measure-
ment error of σα ≈ 19◦. It is conceivable that this error could be
reduced if, in future surveys, measurements of the position angles
are obtained directly from the imaging data as discussed in Section
3.
Using the angle only method, and following the approach
adopted in Section 5, we constructed mass maps for each of the
four fields in the CFHTLenS. The pixel size used to reconstruct the
maps was 4 arcmin, with a smoothing scale of 8.9 arcmin, which
is the same as used in Van Waerbeke et al. (2013). The resulting
maps are shown in Figs. 19–22, where we also present maps re-
constructed using the standard (full ellipticity) approach for visual
comparison. One can immediately see the qualitative agreement in
the maps reconstructed using the two methods – the position angle
only approach recovers mass concentrations at the same locations
as the standard estimator and on a similar scale.
Following the approach described in Section 5 we have at-
tempted to quantify the level of agreement between the two sets
of mass reconstructions by making use of simulations including
only the effects of shape and measurement noise. For the case of
the CFHTLenS data we created noise realizations by assigning a
random orientation to every galaxy in the dataset. We performed
two mass reconstructions for each realization – one using the stan-
dard method and one using the position angle only method to es-
timate the shear. We produced a histogram of the r.m.s. residuals
as measured from the difference between the reconstructed maps.
The results are shown in Fig. 23 (black curves). When calculating
the residuals we ignored all pixels in the mass maps that lie within
∼30 arcmin of a masked region in order to reduce edge effects.
The vertical red lines show the r.m.s. residuals obtained from dif-
ference maps constructed from the mass reconstructions shown in
Figs. 19–22. For each of the four fields, the residual maps obtained
by differencing the mass reconstructions are shown to be consistent
with the corresponding difference maps from the simulations con-
taining only noise. These results suggest that systematic differences
between the two shear estimation techniques are sub-dominant to
the noise in the reconstructions.
7 CONCLUSIONS
Building on the work of Schneider & Seitz (1995) we have demon-
strated a method of performing a weak lensing analysis using only
the position angle measurements for a set of galaxies. By using the
probability distribution for the intrinsic ellipticities of the galaxies
one can express the mean of the trigonometric functions in terms of
the underlying shear unit vector and a function that depends on the
modulus of the shear. Obtaining an estimate of the shear compo-
nents is then possible by means of inverting this relationship. It has
been shown that the bias introduced by position angle measurement
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Figure 19. Mass reconstructions for the W1 field of the CFHTLenS. The top panel shows the reconstruction obtained using the standard
method and the bottom panel is performed using the position angle only approach. The smoothing scale for these reconstructions is 8.9
arcmin. The colour bars indicate the scale of the convergence fields.
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Figure 21. Mass reconstructions for the W3 field of the CFHTLenS. The top panel shows the reconstruction obtained using the standard
method and the bottom panel is performed using the position angle only approach. The smoothing scale for these reconstructions is 8.9
arcmin. The colour bars indicate the scale of the convergence fields.
errors can be reduced to negligible levels by the introduction of a
correction term, which can be calculated numerically for a general
error distribution.
The method has been successfully demonstrated using both
simulations and using the data from the CFHTLenS. Upon compar-
ing the residuals of the mass maps constructed using both the stan-
dard method and the position angle only method, we have demon-
strated that the difference between the two approaches is consis-
tent with noise. This demonstration was performed using simula-
tions where the intrinsic ellipticity distribution was assumed to be
a log-normal distribution, and using the data from the CFHTLenS,
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Figure 20. Mass reconstructions for the W2 field of the CFHTLenS. The
top panel shows the reconstruction obtained using the standard method and
the bottom panel is performed using the position angle only approach. The
smoothing scale for these reconstructions is 8.9 arcmin. The colour bars
indicate the scale of the convergence fields.
where we used the best-fit intrinsic ellipticity distribution for the
disc dominated galaxies (Miller et al. 2013).
For the demonstration of our method on the CFHTLenS data,
we derived the position angle estimates from the ellipticity mea-
surements provided with the CFHTLenS data release. In order to
fully exploit the potential advantages of position angle based weak
lensing analyses, we have introduced a method of measuring the
position angles of the galaxies directly from the imaging data. This
method will be developed in future work with the goal of reduc-
ing systematics and complementing parallel weak lensing analyses
based on the full ellipticity information.
In the absence of direct position angle measurements we find
that when we calculate the position angles from the ellipticities pro-
vided by CFHTLenS, the multiplicative bias cancels out. Our po-
sition angle only shear estimates will therefore only be sensitive to
additive biases. However, for the position angle only method to be
successful, it is vital that the correct form of the intrinsic ellipticity
Figure 22. Mass reconstructions for the W4 field of the CFHTLenS. The
top panel shows the reconstruction obtained using the standard method and
the bottom panel is performed using the position angle only approach. The
smoothing scale for these reconstructions is 8.9 arcmin. The colour bars
indicate the scale of the convergence fields.
distribution is used for any particular survey. If an incorrect form
is used, then the form of the F1 (|g|) function will be incorrect and
this will itself lead to mis-calibrated shear estimates. It has been
shown that a realistic sample size of high resolution galaxy images
can be used to obtain an estimate of the intrinsic ellipticity distribu-
tion such that residual biases in the shear estimates, resulting from
an incorrect distribution, are negligible.
In future surveys where the polarization information associ-
ated with radio emission will be available, such as those conducted
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by e-MERLIN4, the methods described in this paper could be used
to provide information about the intrinsic orientation of the galax-
ies (Brown & Battye 2011b), and thereby provide a method of mit-
igating intrinsic alignment contamination in future weak lensing
surveys.
APPENDIX A: INCLUDING A VARIABLE σα
Assuming that the measurement errors are independent of the posi-
tion angles and symmetrically distributed about zero, we derive the
bias correction for a general distribution of measurement errors.
We begin by writing the measured position angle as αˆ =
α + δα, where δα is a random measurement error. Assuming that
this error is independent of α, we can write the mean unit vector
components as
〈cos (2αˆ)〉 = 〈cos (2α)〉 〈cos (2δα)〉 − 〈sin (2α)〉 〈sin (2δα)〉 ,
〈sin (2αˆ)〉 = 〈sin (2α)〉 〈cos (2δα)〉+ 〈cos (2α)〉 〈sin (2δα)〉 .
(A-1)
Making the further assumption that δα is distributed symmetrically
about zero, we obtain a relation between the mean measured unit
vector components and the corrected unit vector components
〈n〉 = 〈n〉corrected 〈cos (2δα)〉 . (A-2)
In practice the distribution of δα may be different for each galaxy,
and, therefore, one would need to determine the multiplicative fac-
tor for the ith galaxy, 〈cos (2δα)〉i. If we define the overall correc-
tion term, β, where
〈n〉corrected = 〈n〉
β
, (A-3)
we can determine β by finding the mean of the individual multi-
plicative factors, 〈cos (2δα)〉i, such that
β =
1
N
N∑
i=1
〈cos (2δ)〉i . (A-4)
As an example, let us assume that the measurement errors are
Gaussian distributed and that the variance on the error distribution
for the ith galaxy is σ2α,i, then the mean unit vector becomes
〈n〉 = 〈n〉corrected 〈cos (2δα)〉
= 〈n〉corrected
∫
dσαf (σα) exp
(−2σ2α) , (A-5)
where f (σα) is the probability density function of σα. If we now
make the further assumption that σα is Gaussian distributed about
the mean error, σ¯α, with a variance of σ2σα , it can be shown that the
corrected mean unit vector becomes
〈n〉corrected = 〈n〉 exp
(
2σ¯2α
1 + 4σ2σα
)√
1 + 4σ2σα , (A-6)
such that the correction term is
β =
exp
( −2σ¯2α
1+4σ2σα
)
√
1 + 4σ2σα
. (A-7)
4 http://www.e-merlin.ac.uk/legacy/projects/superclass.html
The correction due to a distribution in σα can, therefore, be at-
tributed to an effective correction. This indicates that the distribu-
tion in errors can be viewed as a single Gaussian distribution, which
for this case, has a variance of
σ2α =
σ¯2
1 + 4σ2σα
+
1
4
ln
(
1 + 4σ2σα
)
. (A-8)
APPENDIX B: DERIVING THE 3RD ORDER ESTIMATOR
Here we construct a 3rd order shear estimator for the case of a
general intrinsic ellipticity distribution. In order to obtain a di-
rect estimator in the general case, one can numerically obtain the
F1 (|g|) function that corresponds to a given intrinsic distribution,
f
(∣∣int∣∣), by using equation (8). Assuming that the shear is much
smaller than the dispersion in the intrinsic ellipticities, we can ex-
pand the F1 (|g|) function in powers of |g|. For a zero shear sig-
nal there will be no preferred position angle so that F1 (|g|) → 0
as |g| → 0. We can, therefore, write an approximate form of the
F1 (|g|) function as
F1 (|g|) ≈ u |g|+ v |g|2 + w |g|3 , (B-1)
for some u, v, w. We can fit the approximate form of the F1 (|g|)
function to a numerically determined function.
From the measured position angles in a given pixel, we can
estimate the value of F1 (|g|), such that
Fˆ1 =
√√√√[ 1
N
N∑
i=1
cos (2α(i))
]2
+
[
1
N
N∑
i=1
sin (2α(i))
]2
. (B-2)
By equating this expression with the right hand side of equation
(B-1) we can obtain an estimate of |g| which satisfies the condition
u |gˆ|+ v |gˆ|2 + w |gˆ|3 − Fˆ1 = 0. (B-3)
Solutions of this equation are obtained from the general solution
for the roots of a 3rd order polynomial, which is
|gˆ| =
{
q +
[
q2 +
(
r − p2)3] 12} 13 +{
q −
[
q2 +
(
r − p2)3] 12} 13 + p, (B-4)
where
p =− v
3w
,
q =
Fˆ1
2w
+
uv
6w2
− v
3
27w3
,
r =
u
3w
. (B-5)
Let us now consider the case where q2 +
(
r − p2)3 < 0. In this
case we can rewrite equation (B-4) as
|gˆ| =
{
q + i
[(
p2 − r)3 − q2] 12} 13 +{
q − i
[(
p2 − r)3 − q2] 12} 13 + p. (B-6)
However, |g| must be a real solution of equation (B-3), therefore
we can immediately assume the form of the solution to be
|gˆ| = 2B
1
6
0 cos
[
1
3
tan−1
(√
B1
A
)
+
2npi
3
]
− v
3w
, (B-7)
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Figure 23. The distribution of the r.m.s residuals, σres, obtained from 100 pairs of reconstructed maps containing only noise for each of
the four fields of the CFHTLenS. The vertical red lines show the values of σres obtained from the difference between the reconstructed
maps shown in Figs. 19–22. These results indicate that the difference between the two sets of reconstructed mass maps is consistent with
noise.
where n = −1, 0, 1 and
A =q,
Bk =
(
p2 − r)3 − kq2. (B-8)
The specific choice of n is dependent on the form of the F1 (|g|)
function, but it will always be the value of n which minimizes the
absolute value of the cosine term in equation (B-7). In all of the
simulations that we have conducted we find that n = −1.
Let us now examine the case where q2 +
(
r − p2)3 > 0. In
such a case |gˆ| can be obtained directly from equation (B-4), that is
|gˆ| =
(√−B1 +A) 13 − (√−B1 −A) 13 − v
3w
, (B-9)
which can have only one real solution.
An estimate for the orientation of the shear is obtained from
equation (22), such that
2α0 = tan
−1
∑Ni=1 sin
(
2α(i)
)
∑N
i=1 cos (2α
(i))
 . (B-10)
By taking the cosine and sine of equation (B-10) and dividing
through by N , it can be shown that the estimated shear unit vec-
tor nˆ0 can be written as
nˆ0 =
1
Fˆ1
 1N ∑Ni=1 cos(2α(i))
1
N
∑N
i=1 sin
(
2α(i)
)  . (B-11)
The full 3rd order estimator can now be obtained, such that
gˆ = |gˆ| nˆ0. (B-12)
If we assume a measurement error on the position angles
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which is independent of the true position angles and drawn from
a distribution which is symmetric about zero, then we can correct
for the measurement error bias using equation (29). It can be shown
that, to correct the third order estimator, we only need to modify the
term q in equation (B-5), such that
q =
Fˆ1
2wβ
+
uv
6w2
− v
3
27w3
. (B-13)
For a more general error distribution we must use the form of
the cosines and sines given in equation (55), which may be deter-
mined using an iterative method as outlined in Subsections 3.3 and
3.4.
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