In this paper, we discuss a new mechanism for chaos in light of some new developments in the theory of dynamical systems. It was shown in [Wang & Young, 2002b ] that strange attractors occur when an autonomous system undergoing a generic Hopf bifurcation is subjected to a weak external forcing that is periodically turned on and off. For illustration purposes, we apply these results to the Chua's system. Derivation of conditions for chaos along with the results of numerical simulations are presented.
Introduction
In this paper we discuss a new mechanism of creating chaos in a system of differential equations. Our discussion follows the line of [Wang & Young, 2001 , 2002a , 2002b , 2004a , 2004b , where the authors first developed a theory on the dynamical properties of rank one maps, then applied it to prove the existence of strange attractors in certain systems of differential equations. The illustrative example we use in this paper is the well-known Chua's circuit (or system) [Madan, 1993; Chua, 1994 ]. Chua's circuit has been studied extensively in recent years. Its chaotic dynamics were verified numerically [Matsumoto, 1984] , and experimentally [Zhong & Ayrom, 1985] . It has also been rigorously proved that Shilnikov's type chaos exists in this system [Chua et al., 1986] .
To properly motivate the studies presented in this paper, we first give a brief overview on the studies of nonuniformly hyperbolic strange attractors that are most relevant. 1 Let us start with the logistic family f a (x) = 1 − ax 2 . We know that, for a ∈ [1, 2], there are two dominating dynamical scenarios competing against each other in the parameter space. They are Scenario 1: f a possesses a stable periodic solution.
Scenario 2: For almost every x ∈ [−1, 1], lim sup n→∞ (1/n) log |(f n a ) (x)| > c > 0.
Let Λ 1 be the set of a in [1, 2] such that f a is as in Scenario 1, and Λ 2 be the set of a in [1, 2] such that f a is as in Scenario 2. Λ 1 and Λ 2 are mutually exclusive. Scenario 1 is characterized by the presence of nonpositive Lyapunov exponent on an open set in phase space and Scenario 2 is characterized by the measure dominance of positive Lyapunov exponents in phase space. It has been proved that (a) Λ 1 is open and dense in [1, 2] ; and (b) Λ 2 is a set of positive Lebesgue measure in [1, 2] .
Because Λ 1 ∩ Λ 2 = ∅, (a) implies that Λ 2 is a set that is nowhere dense in [1, 2] . (b) on the other hand asserts that Scenario 2 is observable. We note that the rigorous proofs for both (a) and (b) are very involved. See [Lyubich, 1997] for (a) and [Jakobson, 1981] for (b).
The next major mathematical development on this subject was in the study of the Hénon maps. Benedicks and Carleson studied [1991] the Hénon family T a,b : (x, y) → (1 − ax 2 + y, bx), and proved that for every b > 0 sufficiently small, there is a set Λ of positive Lebesgue measures for a, such that T = T a,b , a ∈ Λ is a map of Scenario 2. More precisely, their study implies that, for almost every
, b small and a ∈ Λ. This result is clearly a generalization of item (b). Observe that when b = 0, T a,b is reduced to the logistic family.
In [Wang & Young, 2001 , 2004b , Benedicks and Carleson's work on the Hénon maps are developed into a theory on the dynamical properties of rank one maps defined by a list of qualitative, checkable conditions. This theory is then applied [Wang & Young, 2002a , 2002b , 2004a ] to certain systems of differential equations to rigorously prove the existence of chaotic attractors.
We would like to emphasize that the geometric structure and dynamical properties of the kind of chaotic attractors studied in [Wang & Young, 2001 , 2004b are much richer than those of a horseshoe map, and the studies presented in these two papers went way beyond proving the existence of a positive Lyapunov exponent. A package of more sophisticated dynamical properties, including the existence of the so-called Sinai-Ruelle-Bowen (SRB) measures, are proved in [Wang & Young, 2001 , 2004b . We refer the reader to [Wang & Young, 2001 ] for more details. We also refer the reader to [Young, 2002] for more information on the studies of SRB measures and other related developments.
In Sec. 2, we discuss how to introduce periodic kicks, and use the theorems previously proved in [Wang & Young, 2001 , 2002a , 2002b , 2004a , 2004b , especially those in [Wang & Young, 2002b , 2004a , to mathematically justify, as an observable phenomenon, the existence of chaotic attractors around a small limit cycle emerging from the Hopf bifurcation. In Sec. 3, we apply the results of Sec. 2 to the Chua's system, and present the results of numerical simulations.
Strange Attractors as an Observable Phenomenon
In this section, we discuss how to introduce periodic kicks, and justify the existence of strange attractors around the stable periodic solutions emerging from the point of Hopf bifurcation through theorems proved in [Wang & Young, 2002b , 2004a . The proofs of these theorems are based on a theory of strange attractors developed in [Wang & Young, 2001 , 2004b .
Rank one attractors
Let X = S 1 × D m−1 where S 1 is the unit circle and D m−1 is the closed unit disk in R m−1 , m ≥ 2. Points in X are denoted as (θ, w) where θ ∈ S 1 and w = (w 1 , . . . , w m−1 ) ∈ D m−1 . Let T a,b be a two parameter family of maps from X → X, and
. . .
In the above we assume that (a, b) ∈ P := (0, 2π] × {b n } where b n → 0 is a sequence of positive real numbers. We further assume that the following holds for {T a,b }:
(C1) For any given (a, b) ∈ P, T a,b is a diffeomorphism from X to its image; and as functions in (x, y, a, b) , the C 3 -norms of y, a), u(x, y, a, b) and v(x, y, a, b) are uniformly bounded. Furthermore, there exists K > 1 such that for arbitrary (θ 1 , w 1 ), (θ 2 , w 2 ) ∈ X,
where L is a fixed constant and Φ(θ) a Morse function. 2 (C3) For all a, θ ∈ (0, 2π), 
Note that SRB measures are invariant probability measures with absolutely continuous conditional measures on unstable manifolds. See [Young, 2002] for an exposition. It follows from Proposition 2.1 that
Remark. Maps satisfying (C1)-(C3) are special cases of the maps studied in [Wang & Young, 2001 , 2004b . Here we assume a specific form for f a to avoid rather involved technical conditions detailed in [Wang & Young, 2004b] . The fact that f a , as assumed in (C2), satisfies the original assumptions of [Wang & Young, 2004b] was proved in [Wang & Young, 2002a] . (C3) is also a little stronger than the corresponding condition formulated in [Wang & Young, 2004b] .
Hopf bifurcation and strange attractors
It was observed in [Wang & Young, 2002a , 2002b that, when a weakly stable limit cycle of a given set of ordinary differential equations is periodically kicked, the time T -map of the flow assumes the form of T = T a,b in Eq. (1). 3 Consequently, concrete examples of differential equations are constructed for which (C1)-(C3) are checked to hold. In [Wang & Young, 2002b , 2004a , the authors studied the effect of kicking the limit cycles emerged from the center of a given system of Hopf bifurcation. Let u ∈ R m , m ≥ 2 be the phase variable and t ∈ R be the time. We begin with the following µ-dependent system of equations
where A µ is a real m by m matrix and f µ (u) is a vector valued real analytic function in u defined on a given neighborhood of u = 0 such that f (0) = 0, D u f (0) = 0. Both A µ and f µ (u) are smooth dependents of parameter µ around µ = 0. We assume:
be the eigenvalues of A µ . There is a conjugated pair, say λ 1 and λ 2 , i.e.
Equation (2) has a well-defined twodimensional invariant central manifold W c that is tangent to V c , the eigen-space of λ 1,2 at u = 0; and it is well-known that the so-called central flow on W c can be explicitly written by using a complex variable z in the following normal form:
where k 1 (µ), k 2 (µ) are complex numbers. The fact that there is a well-defined computational process to reach the indicated normal form is important to us. Let us write
If |E(µ)| = 0 then a hyperbolic periodic solution emerges from u = 0 for parameters µ on one side of µ = 0. The stability of this periodic solution is determined by sign(E(0)). We will work exclusively with generic Hopf bifurcations (E(0) = 0) with a stable limit cycle emerging from the center, i.e. we also assume
To create solutions of chaotic nature we now add a time-dependent forcing term on the righthand side of (2) to form the following system of equations:
where ε is a parameter that controls the magnitude of the forcing, Φ(u) is a real vector valued function of u that represents the shape of the forcing, and
. We let u = rs where r ∈ [0,ε) for someε > 0 and s ∈ S m−1 , the unit sphere in R m . (r, s) is the polar coordinate for u ∈ R m . We also assume that for Φ(u)
Let us first find a real linear coordinate change
where ξ, η are scalars, w an (m − 2)-vector, A (s) an (m − 2) by (m − 2) matrix of stable eigenvalues, and
Let (r,ŝ) ∈ R + × S m−1 be such that (ξ, η, w) =rŝ and define
The flow induced time-T map of Eq. (5) is denoted as F T,µ .
Proposition 2.2. Assume (A1)-(A3), and let
P T (t) = ∞ n=−∞ δ(t −
nT ). Further assume that φ(θ), as defined in (10), is a Morse function in θ.
Let us fix µ > 0 sufficiently small, and define
Then there is a coordinate system in which we can write the time T -map F T,µ in a small neighborhood of the limit circle emerging from the center as T a,b in (1) using parameters a and b as given above. Furthermore, (C1)-(C3) hold with
where
Proposition 2.2 implies that, for Eq. (2) satisfying assumptions (A1)-(A3), Proposition 2.1 applies to the time T -map T a,b := F T,µ of Eq. (5) provided that (1) φ(θ) is a Morse function, and ε is small, (2) F (0)/E(0) is such that ε|F (0)/E(0)| is large, and (3) T is large enough so that
Consequently, strange attractors are observable around the corresponding limit cycles emerging from the center of a Hopf bifurcation. Proposition 2.2 is proved in [Wang & Young, 2004a] .
Remark. There is also an improved version of Proposition 2.2 in [Wang & Young, 2004a] , where
This allows us to apply Proposition 2.2 in principle to systems with an external force of finite magnitude that is periodically turned on and off.
From invariant curves to strange attractors: An illustration
Let us conclude this section by illustrating on an intuitive level how strange attractors are created by the external force. In Fig. 1(a) , the dotted circle represents the limit cycle emerging from the center. When the external force is applied, this circle is deformed to become the solid curve in Fig. 1(a) . At this point, two competing factors are in action. The first is the effect of shearing, meaning points at different distances from the center of the circle rotate at different speeds. Shearing acts to exaggerate the initial deformation brought in by the external forcing. The strength of shearing is measured by the ratio of the imaginary and the real parts of the constant k 1 in Eq. (3), i.e. |F (0)/E(0)|. The second factor is the attraction that pushes the images back onto the original limit cycle. It acts against the deformation created by the kicking force. If the shearing is weak, and the stability of the original limit cycle is strong, then attraction overcomes the initial deformation. Consequently, all points nearby are attracted to a simple closed curve, and the time-T map induced on this invariant curve is conjugate to a circle diffeomorphism. However, if the shearing is strong, and the stability of the original limit cycle is weak, then the initial deformation brought in by the kicking force is exaggerated. The attracting set starts to be disintegrated into a finite collection of periodic saddles and sinks. As shearing gets stronger, the unstable manifolds of the saddles involved would fold to create horseshoes, getting us into a scenario in which positive Lyapunov exponents (therefore chaos) occur but only on a set of Lebesgue measure zero, which is not observable in numerical simulations.
When the strength of shearing is further increased, the initial deformation introduced by the kicking force is exaggerated further getting us into a situation in which Scenarios 1 and 2 coexist. Scenario 1, in which sinks occur as the only observable set of attraction, remains a dominating picture. On the other hand, according to Propositions 2.1 and 2.2, strange attractors with complicated fractal structure will also occur as an observable phenomenon. We would expect, from the existence of an ergodic SRB measure, to observe strange attractors roughly in the shape depicted in Fig. 1(b) . Gradually, chaotic attractors will be observed more frequently as the shearing gets stronger. Eventually, it will dominate.
Note that in the above we fixed ε to discuss the impact of the strength of shearing on the dynamical properties of the attracting set. In reality, the way in which the stable and chaotic scenarios compete against each other is determined by the size of L = ε(F (0)/E(0)). For |L| small, the attractor for F T,µ is a simple closed curve so there is no chaos. As |L| increases, we start to have two competing scenarios as described in the above, with chaos gradually occurring as an observable phenomenon. Eventually, chaos dominates for large |L|.
Application to Chua's Circuit
In this section, we use the well-known Chua's circuit as an illustrative example.
Derivation of equations
The dimensionless form of the Chua's system is given by
where f (x) is chosen to be a cubic function of the form, f (x) = b 1 x + b 3 x 3 . Equation (11) can be rewritten as
and α > 0, β > 0, and γ = −b 1 α satisfying −α < γ < 0. To get into a scenario of Hopf bifurcation, we let β vary around
It follows from a straight-forward computation that a super-critical Hopf-bifurcation occurs at p 0 = (0, 0, 0), and the local pictures around p 0 are wellknown as follows: For β > β 0 sufficiently close to β 0 , p 0 is an asymptotically stable equilibrium point. As β decreases passing β 0 , p 0 becomes unstable but a weakly stable periodic solution emerges from p 0 . To Eq. (12), we now add a time-periodic forcing term in the form of an impulse train to obtain the following set of nonautonomous differential equations:
where ε > 0 is a constant that controls the magnitude of the forcing, and P T (t) is a function of period T serving as a switch, and is given by
where δ(t) is the standard δ function. It follows that the eigenvalues of A at β = β 0 are ωi, −ωi and γ − 1 where ω is such that
From this point on, all computations are performed at β = β 0 . To convert the linear part of Eq. (15) into the standard Jordan form we let 
It follows that
and P is such that
In terms of the new variables ξ, η and ζ, Eq. (12) becomes
We now compute the central manifold and the normal form. Let
be the central manifold at ξ = η = ζ = 0 where h i are the terms of degree i. Because the starting nonlinear term in (12) is of degree three, we have
So in computing k 1 of Eq. (3) we can practically regard the central manifold as ζ = 0. If we define z = ξ + iη, then
We set ζ = 0 in Eq. (22), to obtain
Note that k 1 in Eq. (3) is the coefficient in front of z 2z . Thus, comparing Eqs. (3) and (27) we have
Following the notations in Sec. 2.2, we find that
To formally prove that chaotic attractors are observable through Propositions 2.1 and 2.2, we need to set
large and check that φ(θ) as defined in Eq. (10) is a Morse function. To compute φ(θ) we follow the steps outlined in Sec. 2.2. It follows that for Eq. (3),
which is, in fact, a Morse function.
Numerical simulations:
In this subsection, we present the results of numerical simulations for Eq. (15) with
This simulation is performed using the fourth-order Runge-Kutta routine starting at t 0 = 0 + . Note that the forcing function P T (t) in Eq. (15) is zero for t = kT , k ∈ Z + . Thus, integrating Eq. (15) on (kT, (k + 1)T ) is reduced to integrating only the autonomous part. On the other hand, for t = kT , k ∈ Z + , we need to take into account the effect of the external force. Therefore, we regard t = kT as an interval in time, which we denote as [kT − , kT + ]. On [kT − , kT + ], contribution from the autonomous part is negligible so we can write Eq. (15) as
In short, integrating Eq. (15) consists of (i) integrating the autonomous part of Eq. (15) from t = kT to t = (k + 1)T , then (ii) changing the value of
In what follows, one orbit that is close to the attracting set of the time-T map for Eq. (15) is plotted in each picture. For all pictures presented, we keep α = 2, b 3 = −1, and vary ε, b 1 and T . We will also let β = β 0 − 0.01 so as to stay close to a point of Hopf bifurcation. For Fig. 2 we set ε = 0, and b 1 = 0.2495 giving β 0 = 2.249999. Note that since β = β 0 − 0.01, we are close to a point of Hopf bifurcation. What is depicted in Fig. 2 is the limit circle emerging from the center of a Hopf bifurcation for the autonomous part of Eq. (15). We now set ε > 0 and consider the case of small L. Recall that L = ε(F (0)/E(0)) and, for α = 2, b 3 = − 1,
where b 1 ∈ (0, 1). The graph of |F (0)/E(0)| as a function of b 1 is depicted in Fig. 3 . Let us also recall that ω(0) = 2 b 1 (1 − b 1 ). To design numerical simulations in conjunction with the contents of Sec. 2.3 and Proposition 2.2, it is necessary to stay away from parameter values such that ω(0) = 0 because √ µω(0)T needs to be large (see item (3) after Proposition 2.2). This implies that we are forced to stay away from b 1 = 0 and 1. Consequently, with ε and T given, it is not always possible to make |L| small by adjusting b 1 (as can be seen from Fig. 3 ). For instance, numerical simulations indicate that, for ε = 0.15, T = 95, we cannot make e − √ µω(0)T and |L| small enough to obtain an attractor that is a simple closed curve. For this we need smaller ε, which is what we choose for We now move to the parameters for which strange attractors are observable. For this we surely want ε larger. On the other hand, to make the orbit of interest stay in a reasonably small neighborhood of the center of the associated Hopf bifurcation, ε should be kept appropriately small. To balance these considerations, we set in our simulations ε = 0.15, which served our purpose well. For Figs. 5-8, we set ε = 0.15, T = 95, and adjust |L| by varying b 1 (refer again to Fig. 3 ). The size of |L| is determined now by the distance of b 1 from 0.25. Figure 5 (b 1 = 0.24) is a case in which the visible part of the attractor is a periodic sink. What is depicted in Fig. 5 is the x-coordinate of the attracting sink versus time. Figure 6 (a) (b 1 = 0.242) shows an observable strange attractor. To clearly illustrate the chaotic nature of the attractor in Fig. 6(a) , it is also helpful to look at the time evolution of x(t), y(t), z(t), as well as the Fourier spectrum of one, or some of these variables. However, due to a great number of points required to obtain the attractor in Fig. 6(a) , it is more practical to do this on the sampled data, i.e. on the time-T map variables x(kT ), y(kT ) and z(kT ) where k ∈ Z + . Note that the plots obtained that way will be qualitatively representative of the time behavior of the flow variables, x(t), y(t), z(t), Thus, the four horizontal lines in Fig. 7 indicate a period-4 motion. Our simulations show that chaotic attractors occur more frequently as b 1 approaches to 0.25. We now follow a different venue by setting all the parameters, except T , the period of the external force, to the same values as those for Fig. 6 (a) (see Proposition 2.2). We let T = 94.95 for Fig. 9 , and T = 95.1 for Fig. 10 , both of which are examples of periodic sinks. Figures 6(a) , 9 and 10 are consistent with our earlier claim that stable periodic sinks and chaotic attractors are the major observable competing dynamical scenarios.
P T = P p,T (t)
In this subsection, we present the results of our numerical simulations for Eq. (15) with P T (t) = P p,T (t) (see the remark at the end of Sec. 2.2). The same numerical techniques as in Sec. 3.2 are employed in solving Eq. (15). The difference, this time, is that Eq. (15) is directly integrated using the fact that 
Conclusion
In this paper, we have presented a new mechanism of producing chaos in Chua's system. It is shown that when Chua's system undergoing generic Hopf bifurcation is subjected to periodic kicks, strange attractors occur. The results of our numerical simulations are in perfect agreement with the theoretical findings of [Wang & Young, 2002b , 2004a . These results indicate that periodic sinks and strange attractors are the two competing dynamical scenarios, as predicted by the theory. We also study the case in which the forcing function is a bounded pulse train. The fact that Chua's circuit, and the P T = P p,T (t) type of forcing functions are physically realizable should make it possible to experimentally verify these results.
