In this paper, we prove the Lorentz space L q,p -estimates for gradients of very weak solutions to the linear parabolic equations with Aq-weights
Introduction and main results
In this article, we are concerned with the global weighted Lorentz space estimates for gradients of very weak solutions to linear parabolic equations in divergence form:
where Ω T := Ω × (0, T ) is a bounded open subset of R N +1 , N ≥ 2, ∂ p (Ω × (0, T )) = (∂Ω × (0, T )) ∪ (Ω × {t = 0}), F ∈ L p (Ω T , R N ), p > 1 is a given vector field and the matrix function A : R N × R × R N → R N is a Carathéodory vector valued function, i.e. A is measurable in (x, t) and continuous with respect to ∇u for a.e. (x, t). We suppose in this paper that A satisfies
for every ξ ∈ R N and a.e. (x, t) ∈ R N × R, where Λ is a positive constant. Our main result is that, for any q > 1 and any w ∈ A q (the Muckenhoupt class for parabolic, see below), F ∈ L q w (Ω T , R N ), and under some additional conditions on the matrix A and on the boundary of Ω, there exists a unique very weak solution u ∈ L q0 (0, T, W 1,q0 0
(Ω)) for some q 0 > 1 of (1.1) satisfyingˆΩ
In this paper, a very weak solution u of (1.1) is understood in the standard weak (distributional) sense, that is u ∈ L 1 (0, T, W . Case w ≡ 1, the result was obtained by Byun and Wang in [2, 3] . Moreover, w ∈ A q/2 for q ≥ 2 and w 3 ∈ A 1 for 1 < p < 2 was proved by author in [11, see Theorem 1.3] . The result of this paper is inspired by [1] , they have demonstrated for linear elliptic equation, their approach employs a local version of the sharp maximal function of Fefferman and Stein. Our approach in this paper is different from [1] , we use Hardy-Littlewood maximal function. It is worth mentioning that the result of this paper can imply results in [1] , see Corollary 1.2. Furthermore, the requirement w ∈ A q in (1.3) is optimal, this was discussed in [1] .
For our purpose, we need to assume that Ω is a Lipschitz domain with small Lipschiptz constant. We say that Ω is a (δ, R 0 )−Lip domain for δ ∈ (0, 1) and R 0 > 0 if for every x ∈ ∂Ω, there exists a map Γ : R n−1 → R such that ||∇Γ|| L ∞ (R n−1 ) ≤ δ and, upon rotating and relabeling of coordinates if necessary,
It is well-known that Ω is a (δ, R 0 )−Lip domain for δ ∈ (0, 1) and R 0 > 0 then, Ω is also a (δ, R 0 )−Reifenberg flat domain, see [2, 3, 11] . We also require that the matrix function A satisfies a smallness condition of BMO type in the x-variable in the sense that A(x, t) satisfies a (δ, R 0 )-BMO condition for some δ, R 0 > 0 if
where A Br (y) (t) is denoted the average of A(t, .) over the ball B r (y), i.e,
A(x, t)dx.
The above condition appeared in our previous paper [10] . It is easy to see that the (δ, R 0 )−BMO is satisfied when A is continuous or has small jump discontinuities with respect to x. We recall that a positive function w ∈ L
w(y, s)dyds
w(y, s)
) is called an A ∞ weight if there are two positive constants C and ν such that
for all cylinder Q =Q ρ (x, t) and all measurable subsets E of Q. The pair (C, ν) is called the A ∞ constant of w and is denoted by [w] A∞ . It is well known that this class is the union of A p for all p ∈ (1, ∞), see [6] . Furthermore, if w ∈ A p with [w] Ap ≤ M then there exists a constant ε 0 = ε(N, p, M ), and a constant
If w is a weight function belonging to w ∈ A ∞ and E ⊂ R N +1 a Borel set, 0 < q < ∞, 0 < p ≤ ∞, the weighted Lorentz space L q,p w (E) is the set of measurable functions g on E such that
Here we write w(O) =´O w(x, t)dxdt for a measurable set O ⊂ R N +1 . Throughout the paper, we always denote
and ρ > 0. Moreover, M denotes the parabolic Hardy-Littlewood maximal function defined for each locally integrable function
If q > 1 and w ∈ A q we verify that M is operator from [12, 13, 14] . We would like to mention that the use of the Hardy-Littlewood maximal function in nonlinear degenerate problems was started in the elliptic setting by T. Iwaniec in his fundamental paper [7] . We now state the main result of the paper.
Here C depends only on N, Λ, q, p, [w] Aq and T 0 /R 0 .
As an immediate consequence of Theorem 1.1, we obtain a version of Theorem 1.1 for the linear elliptic equations. This result was obtained in [1] . (Ω) for some q 0 > 1 of
Here C depends only on N, Λ, q, p, [w] Aq and diam(Ω)/R 0 .
Interior estimates and boundary estimates for parabolic equations
In this section we present various local interior and boundary estimates for weak solution u of (1.1). They will be used for our global estimates later. In [11] , author proved the following result.
where C depends only on N, Λ, q and
Let s > 0. We apply Theorem (2.1) to G = F and q = s, there is a constant
where C = C(N, Λ, s, T 0 /R 0 ). In this section, we assume that Ω is a (δ 0 , R 0 )-Lip domain and [A] R0 ≤ δ 0 for some R 0 > 0, where δ 0 is as above. For some technical reasons, throughout this section, we always assume that u ∈ L s (−∞, T ; W 
Interior Estimates
Since Ω is a (δ 0 , R)-Lip domain and [A] R ≤ δ 0 , thus, applying Theorem 2.1 to Ω T = Q 2R and G = F , the following equation
where C depends only on N, Λ, s. Note that the constant (diam(Ω) + T 1/2 )/R 0 in Theorem 2.1 equals 6 in this case. We now set w = u − W , so w is a solution of
The following a variant of Gehring's lemma was proved in [9, 5] .
Lemma 2.2 There exist a constant C > 0 depending only on N, Λ such that the following estimate
To continue, we denote by
where
Proof. The proof can be found in [10, Lemma 7.3] .
and ||∇v||
where C depends only on N, Λ, s.
Proof. By standard interior regularity and inequality (2.6) in Lemma 2.2 and (2.9) in Lemma 2.3 we have
Thus, from this and inequality (2.4), we get (2.10).
On the other hand, applying (2.8) in Lemma 2.3 yields
Combining this with (2.4), we get (2.11). The proof is complete.
Boundary Estimates
In this subsection, we focus on the corresponding estimates near the boundary. Throughout this subsection, Ω is a (δ/4, R 0 )-Lip domain and [A] R0 ≤ δ/4 for δ < δ 0 . Let x 0 ∈ ∂Ω be a boundary point and 0 < R < R 0 and t 0 ∈ (0, T ). Since, for any η > 0,
for some ε > 0 and η 0 > 0. Therefore, there a ball B of radius R/8 and ε 1 , ε 2 > 0 depending only on N such that B ε1R (x) ⊂ B ⊂ B R (x) and B ∩ Ω is (δ, ε 2 R)− Lip domain.
We
ε2R ≤ δ 0 , we apply Theorem 2.1 to Ω T =Ω R/8 , G = F and q = s, there exists a unique very weak solution W to
where C depends only on N, Λ, s. Note that the constant (diam(Ω) + T 1/2 )/R 0 in Theorem 2.1 equals 3 8ε2 in this case. In what follows we extend F by zero to (Ω × (−∞, T )) c , and W by zero to R N +1 \Ω R/8 . We now set w = u − W , so w is a solution of
Lemma 2.5 There exist a constant C > 0 depending only on N, Λ such that the following estimate
Above lemma was proved in [10, Theorem 7.5]. Next, we set ρ = ε 1 R(1 − δ)/8 so that 0 < ρ/(1 − δ) < ε 1 R 0 /8. By the definition of Lipschiptz domains and B ε1R (x 0 ) ⊂ B, there exists a coordinate system {y 1 , y 2 , ..., y N } with the origin 0 ∈ Ω such that in this coordinate system x 0 = (0, ..., 0, −
. 
to the following equation
. We put v = w outsideΩ ρ (0). As Lemma 2.3 (see [11, Lemma 2.8]) we have the following result. Lemma 2.6 There exist positive constants C 1 = C 1 (N, Λ) and C 2 = C 2 (Λ) such that
We can see that if the boundary of Ω is irregular enough, then the L ∞ -norm of ∇v up to ∂Ω ∩ B ρ (0) × (t 0 − ρ 2 , t 0 ) may not exist. However, we have the following Lemma obtained in [10, Lemma 7.12].
Lemma 2.7 For any ε > 0, there exists a small
and 
Proof. We can assume that δ ∈ (0, 1/100). So
By Lemma 2.7 for any ε > 0, we can find a small positive δ = δ(N, Λ, s, q 0 , ε) < 1/100 such that there is a function 
Then, by (2.19) in Lemma 2.6 and (2.15) in Lemma 2.5 and (2.22), we get
Using (2.13) and (2.18), (2.19) in Lemma 2.6 and (2.24) we find that
and
Then we derive (2.21). This completes the proof.
Global integral gradient bounds for parabolic equations
The following good-λ type estimate will be essential for our global estimates later.
for all λ > 0, where the constant C depends only on N, Λ,
To prove above estimate, we will use L. Caddarelli and I. Peral's technique in [4] . Namely, it is based on the following technical lemma whose proof is a consequence of Lebesgue Differentiation Theorem and the standard Vitali covering lemma, can be found in [3, 8] with some modifications to fit the setting here. . Let E ⊂ F ⊂ Ω T be measurable sets for which there exists 0 < ε < 1 such that w(E) < εw(Q r (y i , s j )) for all i = 1, ..., L, j = 0, 1, ..., [ 2T r 2 ]; and for all (x, t) ∈ Ω T , ρ ∈ (0, 2r], we haveQ ρ (x, t) ∩ Ω T ⊂ F if w(E ∩Q ρ (x, t)) ≥ εw(Q ρ (x, t)). Then w(E) ≤ εBw(F ) for a constant B depending only on N and [w] A∞ .
Proof of Theorem 3.1. By Theorem 2.1, we find δ 0 = δ 0 (N, Λ, s) then there exists a
⊂ Ω and a ball B 0 with radius 2T 0 such that
We verify that
for some δ 2 small enough depending on N, s, ǫ, [w] A∞ , T 0 /R 0 . In fact, we can assume that E λ,δ2 = ∅, so´Ω
) and (3.2) we get
where (c, ν) = [w] A∞ . It is well-known that (see, e.g [6] ) there exist c 1 = c 1 (N, c, ν) and
Therefore,
for δ 2 small enough depending on N, s, ǫ, [w] A∞ , T 0 /R 0 . Thus (3.3) follows. Next we verify that for all (x, t) ∈ Ω T , r ∈ (0, 2r 0 ] and λ > 0 we haveQ r (x, t) ∩ Ω T ⊂ F λ provided w(E λ,δ2 ∩Q r (x, t)) ≥ εw(Q r (x, t)), for some δ 2 small enough depending on N, s, ǫ, [w] A∞ , T 0 /R 0 . Indeed, take (x, t) ∈ Ω T and 0 < r ≤ 2r 0 , we setQ
We need to prove that
Therefore, for all λ > 0 and Λ 0 ≥ 3 N +2 ,
In particular, E λ,δ2 ∩Q r = ∅ if B 8r (x) ⊂⊂ R N \Ω. Thus, it is enough to consider the case B 8r (x) ⊂⊂ Ω and the case B 8r (x) ∩ Ω = ∅. First assume B 8r (x) ⊂⊂ Ω. Let v be as in Theorem 2.4 with Q 2R = Q 8r (x, t 0 ) and t 0 = min{t + 2r 2 , T }. We have
and Q4r (x,t0)
Here constants C in above two depend only N, Λ, s.
Here we used [A] R0 ≤ δ 1 in the last inequality.
In view of (3.7), we have that for Λ 0 ≥ max{3 N +2 , 2C}, C is the constant in (3.7).
|{M χQ
It follows that
Thus,
0 ) ⊂Q 10 4 r/ε1 (x 3 , t) ⊂Q 10 5 r (x, t) ⊂Q 10 6 r (x 1 , t 1 ), (3.9) and Q 5000r/ε1 (x 3 , t 0 ) ⊂Q 10 4 r/ε1 (x 3 , t) ⊂Q 10 5 r (x, t) ⊂Q 10 6 r (x 2 , t 2 ) (3.10)
Applying Theorem 2.8 with Q R = Q 5000r/ε1 (x 3 , t 0 ) and ε = δ 3 ∈ (0, 1), there exists a constant δ
and Q10r (x3,t0)
Notice that we have used [A] R0 ≤ δ 1 in the last inequality. As above we also have that for Λ 0 ≥ max{3 N +2 , 4C}, the constant C is in (3.11).
Note that the constant Λ 0 depends only on N, Λ, s. Therefore using (3.12) we obtain
and (c, ν) = [w] A∞ . Therefore, for all (x, t) ∈ Ω T , r ∈ (0, 2r 0 ] and λ > 0, if . and this inequalities is also true when p 1 = ∞. We can choose ε = ε(N, Λ, q 1 , p 1 , C) > 0 such that 2 1/p1 Λ2 1/q1 (Cε) 1/q1 ≤ 1/2, then we get ≤ C||F || L q,p w (ΩT ) . We get the result. The proof is complete.
It implies
||M(|∇u| s )|| L q 1 ,p 1 w (ΩT ) ≤ C||M(|F | s )|| L q 1 ,p 1 w (ΩT )
