Over the past decade, wavelet frames have been widely investigated in the field of image restoration. The success of them is largely attributed to their ability of sparsely representing piecewise smooth functions such as natural images. Classical wavelet frame models mostly are based on the sparsity prior of frame coefficients, e.g., the 1 norm or 0 "norm" regularizer term is commonly employed. The sparsity-promoting regularization has became so prevailing that it is desirable to explore more prior knowledge of the underlying image to achieve better recovery performance, besides the conventional sparsity prior. In this paper, we formulate a new wavelet frame-based truncated 0 -2 model which simultaneously combines sparsity, nonlocal and support prior of the frame coefficients. Specifically, we focus on investigating the role of these priors play in the regularization model for image restoration problems. Extensive deblurring and denoising experiments are reported to demonstrate the effectiveness of our proposed method, not only in terms of objective PSNR and SSIM improvements over the state-of-the-art algorithms, but also subjectively producing more pleasing recovery output.
Introduction
Image restoration is one of the most important research topics with lots of applications. It is often employed as the preprocessing step of many mid-level and high-level image processing tasks. Given a low-quality degraded observation, our goal is to recover the underlying clean image. The mathematical formulation of image restoration tasks is often casted as:
whereū denotes the clean image and g denotes the lowquality corrupted observation. η denotes additive white Gaussian noise, and its variance is σ 2 . Without loss of generality, we assume that the size of the two-dimensional latent image is n-by-n. For convenient illustration, we lexicographically stack the images and obtain the n 2 -length vectors g, u, and η, respectively. Different types of H corresponding to different image restoration tasks. For instance, when H is the identity operator, it is the image denoising problem; for image deblurring, H denotes a convolution operator with the known point spread function (PSF), etc. Since most of the image restoration tasks are ill-conditioned inverse problems, which means that direct matrix inversion will lead to useless solution with amplified noise. Therefore, a regularizer term is often introduced to tackle these ill-posed linear problems by enforcing proper prior knowledge on the interested image. The regularization-based methods can produce satisfactory recovery results by regularizing the solution space. There are amount of works on this subject, among which variational and wavelet frame-based approaches have been extensively studied over the past decades . Variational methods start from the Rudin-Osher-Fatemi (ROF) model [1] , where total variation (TV) of the solution is penalized as the regu-larizer term. It is rather effective for recovering images with simple structures, such as piecewise constant images. However, TV regularization often generates staircase artifacts in the recovered images. In order to overcome this drawback, more sophisticated variational models was further developed, and readers can consult [2] [3] [4] [5] [6] [7] and the references therein for more details.
The sparsity-inducing prior has been playing an active role in the construction of regularization models. The motivation behind the wavelet frame models is that the interested image is compressible under the wavelet frame transform, i.e., most content of the image can be included in just few large frame coefficients. Therefore, the regularization process are often chosen by minimizing a sparsity-promoting functional in the coefficient domain. One commonly utilized regularizer term is the 1 norm of the frame coefficients. There exist deep connections between wavelet frame-based analysis models and variational/PDE models [10, 11] , and such connections explain the reason why the wavelet frame models often perform better than the variational models.
According to the compressive sensing theory raised by Candes and Donoho [31, 32] , the 1 norm regularized model can obtain the sparsest solution if the operator H in (1) satisfies certain conditions. For image restoration tasks, unfortunately, the required conditions are not always satisfied. Therefore, the 1 regularized model often achieves suboptimal recovery performance and is not a preferable choice. Instead, Zhang et al. [16] proposed the wavelet framebased 0 regularization model, i.e., 0 "norm" of the frame coefficients are penalized. They also developed an algorithm called penalty decomposition (PD) to solve this 0 regularized model. However, due to the non-convexity of 0 "norm," the computational complexity of the PD algorithm is relatively high. Then, Dong et al. [17] developed a more efficient algorithm mean doubly augmented Lagrangian (MDAL) for solving the same optimization problem. The results in [17] demonstrated that the analysis-based model with 0 regularization can obtain higher-quality recovery image than its counterpart with 1 regularization. Very recently, Chen et al. [26] proposed the 0 -2 regularization model, where the nonlocal prior of frame coefficients, namely the 2 regularizer term, is incorporated into the original 0 model. Numerical experiments in [26] demonstrated the effectiveness of this added 2 regularizer term, which can produce much better texture preserved recovery image compared to the single 0 regularization model.
In recent years, a flurry of nonlocal patch-based image recovery methods have drawn much attention. The nonlocal patched approaches are built on the observation that small image patches often repeat themselves across the whole image, and exploiting this image nonlocal self-repetition prior is especially effective for texture recovery. It starts with the nonlocal means (NLM) method [33] for image denoising and then extends to solve many other restoration tasks, such as [4, [34] [35] [36] [37] . More recently, the nonlocal idea is combined with the patch-based dictionary learning methods, which achieve great success and lead to significant performance improvements [38] [39] [40] [41] [42] [43] [44] . The recovery performance of nonlocal patched methods are impressive, however, during the iteration, since a mass of image patches should be clustered and sparsely approximated, the computational burden is also considerably high.
Sharp edges are essentially helpful to make a recovered image visually pleasing. A preliminary version of this paper appeared in our own recent work [30] ; we proposed a wavelet frame-based truncated 0 regularization model for image deblurring, where the support prior of frame coefficients is also respected besides the sparsity prior. This model can produce a restored image with much better sharp edges and homogeneous regions than its counterpart with single 1 or 0 regularizer term. It is worthwhile that though the truncated 0 model [30] can preserve the sharp edges well, simultaneously not introduce unwanted artifacts in the smooth regions, the textures correspond to the small frame coefficients that are often falsely removed. More precisely, the truncated 0 regularization model performs well on the images of relatively simple structures, as the support detection of frame coefficients for these images are easier [30] . For images of complex structures, due to the relative inefficiency of the used tight wavelet frame to deal with heavily textured images, the truncated 0 model cannot always generate satisfactory recovery results in terms of texture recovery.
Therefore, the aim is to achieve both better edge enhanced and texture-preserved recovery performance. In this paper, we propose the truncated 0 -2 scheme which allows to simultaneously unifies three important image priors: (a) sparsity prior of local pixel intensity variations; (b) self-repetition prior of local image structures in spatial domain; (c) support prior of frame coefficients in framelet-based transform domain. The main differences between our proposed model and the most related wavelet frame-based image restoration models are summarized as follows: -(i) Compared with the truncated 0 regularization model [30] , the added 2 regularizer term further exploits the self-recurrence prior of local image structures in spatial domain, i.e., the nonlocal prior of frame coefficients in the transform domain is also introduced. Therefore, the textures and tiny details can be well preserved in the restored image. -(ii) Different with the 0 -2 regularization model developed in [26] , where both sparsity prior and nonlocal prior of frame coefficients are applied. The support prior of frame coefficients is also respected in our proposed truncated 0 -2 regularization model, which leads to significant improvements in terms of sharp edges preservation.
-(iii) In contrast to classical wavelet frame-based 1 or 0 regularization model [15, 17] , where only single sparsity prior is utilized. Both support and nonlocal priors of frame coefficients are added, in the terms of truncated 0 and 2 regularizer, respectively. It produces much better edge enhanced and texture preserved recovery image.
The rest of this paper is structured as follows. In Sect. 2, we give a brief revisit of the tight wavelet frames. In Sect. 3, we review the most related wavelet frame-based image restoration models. In Sect. 4, we introduce the truncated 0 -2 regularization model and develop a corresponding efficient algorithm. In Sect. 5, comprehensive tests are conducted to evaluate the performance of our proposed algorithm for image denoising and deblurring, by comparing it with the prevailing image restoration methods, including several current state-of-the-art nonlocal patch-based approaches. Finally, conclusion is drawn in Sect. 6.
Notations and preliminaries
In this section, we briefly review some notations of wavelet frames in the discrete setting. One wavelet frame for L 2 (R) is a system generated by the shifts and dilations of a finite set of generators = {Ψ 1 , Ψ 2 , . . . , Ψ r } ⊂ L 2 (R):
The construction of framelets can be obtained according to the unitary extension principle (UEP) [46, 47] . Taking the balance of recovery performance and efficiency into account, linear B-spline framelet is used in the experimental implementations. The linear B-spline framelet has two generators, and its associated masks are:
Given the 1D tight wavelet frame, construction of 2D framelets for L 2 (R 2 ) is the tensor products of 1D framelets. In the discrete setting, let W ∈ R m×n 2 with m ≥ n 2 denote the transform matrix of framelet decomposition and its transpose W T denote the fast reconstruction. According to the unitary extension principle, we have W T W = I . The L-level framelet decomposition of u is denoted as:
for 0 ≤ l ≤ L − 1, j ∈ I The regularization parameters μ, γ
The penalty parameters ρ
The threshold parameter More specifically,
where I denotes the index set of the framelet bands, W l, j u denotes the frame coefficients of u in bands j at level l. W l, j u[i] is the frame coefficient of u corresponding to pixel i in bands j at level l. The readers are referred to [45] [46] [47] for more details of wavelet frames and its applications.
To facilitate the following presentation and make the readers understand the equations in this paper easily, Table 1 elaborates the meaning of these notations.
Previous related works
There has been an abundant research literature on the wavelet frame-based methods for image restoration tasks. To make the paper self-contained, in this section, we only briefly revisit the most related wavelet frame-based image recovery models with ours.
Single 1 or 0 regularization model
Due to the redundant property of wavelet frame systems (W W T = I ), there are three different kinds of wavelet frame models, i.e., synthesis-based models, analysis-based models and balanced-based models [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . These models mostly penalize the 1 norm of frame coefficients as the regularizer term, detailed description of them can be referred to [22] . Numerical experiments in [22] demonstrated that the three different models achieve highly competitive recovery performance. In this paper, we only consider the analysis-based model:
where the generalized 1 -norm here is defined as:
The convex optimization problem of (2) can be effectively solved via the split bregman iteration or equivalently the alternating direction of multipliers method [48, 49] . In fact, the most direct functional promotes the sparsity is the 0 "norm" of the underlying solution. Specifically, the 1 norm-based approaches are grounded on the consideration that 1 -regularized models are able to obtain the sparsest solution if the operator H in (1) satisfies certain conditions in light of the compressive sensing theories [31, 32] . Unfortunately, such assumptions may be violated in real applications, which means that the 1 norm regularization for image restoration often obtains a suboptimal solution. Instead, Zhang et al. [16] proposed an alternative of (2), namely the analysis-based 0 "norm" regularized model:
where ||α|| 0 denotes the number of the nonzero entries of α. Due to the non-convexity of the 0 regularization model, it remains a critical issue to solve the above optimization problem. Zhang et al. [16] proposed the penalty decomposition (PD) method to solve the 0 minimization problem. Recently, Dong et al. [17] further developed an efficient algorithm called mean doubly augmented Lagrangian (MDAL) for solving it. It is noteworthy that convergence of the arithmetic means of the sequence generated by DAL method has been studied for the convex optimization problems [51] . However, due to the non-convexity of 0 "norm," the theoretical results can not be directly applied for the MDAL method. Empirically, numerical experiments empirically show that the arithmetic means of the sequence yielded by the MDAL method [17] is convergent, both the convergence speed and the quality of recovery images are superior to those of the PD method. However, rigorous theoretical analysis about the convergence to a local minimizer of the sequence produced by the MDAL method for the 0 -typed optimization problem is still an open problem.
Combined 0 -2 regularization model
Let us denote
where * denotes the discrete convolution operator. The discrete wavelet frame coefficients W l, j u are obtained by convoluting the image u with the operator h (l) j , which is denoted by α l, j = W l, j u. Note that the convolution is implemented in the local image domain. Therefore, for two pixels p and q, if the corresponding patches centered at p and q are similar, it will have:
The formula (6) indicates that the similarity of coefficients α l, j [p] and α l, j [q] can be evaluated by the similarity of the image patches centered at pixel p and pixel q. Therefore, one frame coefficient of given patch can be approximated by the coefficients of its similar patches. Let us denote the patch centered at pixel p as u p = {u q , q ∈ N (p)}, where N (p) denotes the neighborhood at pixel p. By clustering s similar patches {u p 1 , u p 2 , . . . , u p s }, the nonlocal estimation of α l, j [p] can be computed by:
where w i denotes the similarity weight of two patches, it is inversely proportional to the Euclidean distance between the patches u p and u p i , i.e.,
where parameter h acts a degree of filtering and C is the normalizing constant. The wavelet frame-based 0 -2 regularization model is formulated as:
where β = {β l, j } 0≤l≤L−1, j∈I denotes the nonlocal estimation of frame coefficients W u. In the combined 0 -2 model (9), the first data fidelity term constrains the image structure similarity, i.e., the recovered output should be consistent with the corrupted input. The second regularization term aims at preserving the sharp edges while maintaining smooth regions in the restored image. The third regularization term aims at preserving the small frame coefficients corresponding to textures and tiny details [26] . The variables u and β are updated separately in an alternating order. When β is fixed, the minimization problem (9) with respect to u is solved via the MDAL method [17] . When u is fixed, the update of β relies on the frame coefficients α = W u. The estimation of β at the (k + 1)th iteration is based on current estimate α k :
In the numerical experiments section, we call the algorithm developed in [26] as nonlocal MDAL for convenience.
Truncated 0 regularization model
The truncated 0 regularization model of [30] treats the sparsity prior and support prior as peers and incorporates them into a unified model, which comes from the simple intuition that a frame coefficient should be not enforced to move closer to 0 and needs to be eliminated out of the original 0 regularizer term, if this coefficient is estimated to be a nonzero element with large magnitude. It aims at overcoming the drawback of 0 regularization model, where solely sparsity prior is exploited and the paradox between retaining smooth components and enhancing sharp edges exists [17] . Visual quality improvements of the truncated 0 regularization model are owed to better preservation of sharp edges and suppression of undesirable artifacts in the recovered images.
The support-driven truncated 0 model takes the following form:
where T is the complementary set of the support set S, 1 i.e., T = S C . Compared with the 0 regularization model, only difference with (11) is the regularizer term; (W u) T is the truncated version of W u, the entries corresponding to the index set T remain in the regularizer term, while those corresponding to S will be removed out. Note that S is unknown in advance, when S is an empty set, it reduces to the plain 0 regularization model. Given an image, the support prior of frame coefficients under the given wavelet frame is completely determined and unique, which can be pre-learned for use in the regularization model. Due to the fact that the ground truth image is not available, we could not know the exact support index set S. Therefore, the critical issue of (11) is to perform support estimation to learn and determine the S, i.e., which frame coefficients should be truncated out of the original 0 regularizer term.
In order for faithful image restoration, it is expected that the obtained support index set should be as close as possible to those of the unknown ground truth image under the given wavelet frame. In principle, if a reference image is closer to the original image, more exact support set can be attained. Therefore, a higher-quality reference image is preferable to acquire more reliable support set. As we know, the recovery performance of the nonlocal patched approaches are far more prominent than the classical sparsity-inducing regularized methods. So we can use the result of existing best image restoration method to perform the support detection. In summary, the algorithmic framework first performs support detection of the frame coefficients on a reference image and then returns an updated one by solving the resulting wavelet frame-based truncated 0 model.
Proposed model based on truncated 0 -2 regularization
In the above section, we have briefly reviewed several typical wavelet frame-based image restoration models. The single 1 and 0 regularization models utilize the assumption of local intensity variations, i.e., sparsity prior of the frame coefficients is applied. The combined 0 − 2 regularization model further exploits the self-repetition prior of local image structures in spatial domain, i.e., the nonlocal prior of the frame coefficients is added. The truncated 0 regularization model applies the sparsity and support priors of frame coefficients. In this section, we introduce the truncated 0 -2 regularization model, which allows to simultaneously exploit the sparsity, nonlocal, and support priors of the frame coefficients, aiming at better preserving the sharp edges and finer textures in the restored image at the same time. The proposed model is formulated as follows:
underlying true image, we perform the support detection on a reference image and determine the S, recall that T = S C . Then, we solve the truncated 0 -2 regularization model (12) with T fixed. Note that the only difference with the truncated 0 model (11) is we need to solve a truncated 0 -2 model at this time.
Given a reference image, support detection is performed on it to estimate the support prior of the original true image under given wavelet frame. Specifically, the reference images is resorted to the results of current state-of-the-art image restoration methods, e.g., the nonlocal patch-based approaches can be employed. The support detection is implemented via the thresholding strategy [30, 50] , the indexes of frame coefficients whose absolute values larger than the threshold value are defined as the support set. After we obtain the reference image u ref , the support index set of frame coefficients is computed as follows:
with ρ > 0. Empirically, the performance of our method is not sensitive to the choice of ρ, a small percentage of wrong support indexes is permitted and would not significantly degrade the recovery performance [30] . When the support index set S is known, i.e., T is fixed. Then (12) becomes a non-convex optimization problem and the algorithms in [26] for common 0 -2 (without truncation) minimization model can be slightly modified and adopted.
We introduce α = W u in (12) and obtain the equivalent constraint optimization problem:
When u is fixed, the update of β relies on the frame coefficients α = W u same as (10) .
When β is fixed, the optimization problem of (14) is solved via the MDAL method [17] :
The subproblem of u is a least-square problem with the normal equation: (16) where I stands for the identity matrix. For image denoising, we can easily see that the left-hand side matrix is a diagonal matrix. For image deconvolution, under the periodic boundary conditions for u, the left-hand side matrix in (16) can be diagonalized by the fast Fourier transform (FFT), and thus it is efficient to solve.
Excluding the constant, we obtain the equivalent α subproblem as follows:
We decompose the (17) to:
It can be observed that the first component of (18) is a standard 0 minimization problem, when θ ∈ T , its optimum can be attained via the hard-thresholding operator. The second component is a quadratic optimization problem, when θ ∈ S, the optimum is α θ = τβ+μ(W u k+1 +b k )+γ α k τ +μ+γ . Concluding the above analysis, each subproblem of (15) has a closed form solution, which can be rewritten as follows:
where the operator H is a generalized selective (determined by T ) hard-thresholding operator defined component-wisely as follows:
The key of image restoration is to preserve the sharp edges and maintain the smooth components. It is well known that the sharp edges of an image normally correspond to the large nonzero coefficients, while the smooth components corresponding to small frame coefficients in the transform domain. Therefore, it is natural to set the small frame coefficients to zero and sharpen the nonzero large frame coefficients so that image edges are enhanced. Such processing is called as shrinkage whose main purpose is to enhance image edges while retaining smoothness in smooth areas. In contrast to the standard hard-thresholding operator, we can see that the above computation of α is a selective hard-thresholding procedure. Assuming that we can acquire accurate support index set, nonzero entries will not be shrunk via this data-driven adaptive hard-thresholding operator, which can reduce the wrong shrinkage and lead to significant performance gain. As a refinement of the non-convex 0 -2 model [26] , our proposed truncated 0 -2 model is expected to achieve better recovery performance as long as the detected support index set is reliable. Our claims are confirmed by the extensive experiments in Sect. 5.
Following the implementation of [17] , we treat the arithmetic means of the solution sequence, denoted by:
as the actual output, instead of the sequence (u k , α k ) itself. The overall algorithmic framework for the proposed model (12) 
until the stopping criteria is met. 4. Output the recovered imageū k+1 .
Numerical experiments
Two fundamental and widely studied image restoration tasks: deblurring and denoising are considered to validate the effectiveness of our proposed algorithm.
Comparison methods
The competing methods include the Bregmanized operator splitting technique for Nonlocal Total Variation (NLTV) 2 regularization deblurring problems [4] , Split Bregman (SB) algorithm 3 for the wavelet frame-based 1 regularization model [15] , the MDAL method 4 for the 0 regularization model [17] , the Nonlocal MDAL method for the 0 -2 regularization model [26] , and the SDSR algorithm for the truncated 0 regularization model [30] . For better illustrating the different priors used in these wavelet frame-based models, we give a comparison of them in Table 2 . Besides these wavelet frame-based regularization methods, the nonlocal patch-based approaches, e.g., IDD-BM3D [37] , 5 SAPCA-BM3D [36] , 6 NCSR [42], 7 WNNM [44] , 8 which represent the current state-of-the-art image restoration methods will also be compared.
Evaluation metrics
The recovered images are quantitatively evaluated by the peak signal-to-noise ratio (PSNR) value, which is defined as:
where M and N are the dimensions of the image, and u(i, j),ū(i, j) are the pixel intensities of the evaluated image and ground truth image at the pixel location (i, j). Additionally, another often used perceptual quality metric: Structural SIMilarity (SSIM) index is also reported. The higher SSIM value implies the better visual quality, and it is more consistent with human eye perception. Interested readers are referred to [52] for more details. 
Experiment settings
Throughout the numerical experiments, six typical natural images, which consists of complex components in different scales and with different patterns (pixel intensity ranges from 0 to 255), as shown in Fig. 1 , are used for our test.
In the experiments of deblurring, two blur kernels are used for simulation, each test images is convoluted by a blur kernel with periodic boundary condition, followed by addition of white Gaussian noise with standard deviations σ = √ 2, 2. The whole degraded scenarios are summarized in Table 3 . The IDD-BM3D deblurring algorithm [37] has remained the state of the art in the literature since its publication, its recovery results will be acted as the reference images in our algorithm.
In the experiments of image denoising, the noisy images are synthesized by adding i.i.d. Gaussian white noise with different standard deviations: σ = 30, 50, 70, 100. The ref- Table 3 Four typical deblurring scenarios with two blur PSFs and two noise levels 
Design of parameters
In this section, the parameters of Algorithm 1 will be discussed in details. The linear B-spline framelet is adopted in our implementation. Taking the balance of performance and efficiency into account, also for fair comparison, the level of framelet decomposition is fixed to be L = 1 for all the wavelet frame-based approaches. According to the suggestion in literature [30] , for image deblurring, the penalty parameters are fixed to be μ = 0.01, γ = 0.003, we fix the threshold parameter ρ = 200 for Algorithm 1. For image denoising, the penalty parameters are fixed to be μ = 0.8, γ = 0.003, threshold parameter ρ is related to the noise level, which is set as in Table 4 . We understand that optimal adjustments of these parameters may obtain better recovery results; however, it will also reduce the practicality of our algorithm. Empirically, the recovery performance under current parameter settings are consistently promising already. The settings of the regularization parameters λ and τ are the same as that in literature [26] . Specifically, the λ and τ are set to be two fixed constants, which are adjusted to be suitable values in the following experiments, in the sense that after many trials, two values that give the best restoration performance in terms of PSNR and SSIM results.
The parameters about the nonlocal patches are set same as that in [26] . Empirically, the recovery performance of our algorithm is quite robust to these parameters. We fix the sizes of the image patches and searching window to be 5 × 5 and 11 × 11, respectively. The 15 nearest similar patches of a given patch is clustered to perform the nonlocal estimation, i.e., we set s = 15 in (10).
The stopping criterion of Algorithm 1 is:
To enable fairy comparison, the source codes of all the competitive algorithms are obtained from their original authors and implemented under the same settings. All the parameters in the competing algorithms are manually adjusted to obtain the best PSNR and SSIM values or automatically assigned as the authors stated in the reference papers. All the computations are done in MATLAB v7.10.0 (R2010a) installed on a desktop with Intel(R) Core(TM) i7-4790 CPU (3.60 GHz) and 32 GB of memory running Windows 7.
Results and discussions
The PSNR and SSIM values obtained from the different approaches for image deconvolution are summarized in Table 5 . The highest PSNR and SSIM results for each image and on each degraded scenario is highlighted in bold. It can be seen that our proposed algorithm consistently outperforms the other competing methods. Compared to the wavelet frame-based methods, our algorithm outperforms the SB [15] , MDAL [17] , and Nonlocal MDAL [26] methods by a large margin. It also has modest gain over the SDSR [30] method, which demonstrates that exploiting more proper prior knowledge is indeed helpful to improve the recovery quality. The sparsity prior, nonlocal prior, and support prior of the frame coefficients are complementary to improve the recovery quality, turning off one of them leads to worse results.
Compared with the state-of-the-art nonlocal patched IDD-BM3D algorithm, the SDSR method [30] for truncated 0 model performs well on the images of relatively simple edge structures (e.g., "Cameraman", "Monarch"). While it achieves less performance gain or even performance loss for images with more textures (e.g., "Barbara") with respect to PSNR values , such a phenomenon mainly comes from the relative inefficiency of the used tight wavelet frame to deal with heavily textured images, since the tiny textures corresponding to the small frame coefficients are often falsely removed.
Our proposed algorithm for truncated 0 -2 model further exploits the nonlocal prior of frame coefficients and generates much better texture preserved restored image. Apparently for images with highly-repetition patterns, the nonlocal prior plays more important role. The performance gain of the proposed algorithm over SDSR method on images of complex structures (e.g., "Barbara") is relatively major (up to 1.2 dB in terms of PSNR improvements on image Barbara with scenarios 2 and 4).
The visual improvements of the proposed algorithm are also consistent with the improvements on PSNR and SSIM values; see Figs. 2, 3 and 4 for the visual comparisons of the results on two test images. From this, we can observe that our algorithm is superior to other competing algorithms, in terms of both the sharpness of the edges and smoothness of the homogenous regions in the recovered images. In order to make the comparison more clear, we zoom in on one joint area of the recovery images by these competing algorithms, both the smooth regions and texture regions are shown, in Figs. 5, 6 and 7, respectively.
From the enlarged image in Fig. 5 , we can observe that there are obvious textured artifacts on the smooth regions under the beak of Parrot image by IDD-BM3D algorithm. It is well known that the nonlocal patched methods have the great capability of recovering the fine textures. However, The highest PSNR and SSIM scores are highlighted in bold they are less effective of sparsely representing the piecewise smooth regions than the wavelet frame-based approaches. Our proposed algorithm performs much better than other competing approaches on the smooth regions. Figures 6 and  7 present the recovered images of the heavily textured Barbara image that are degraded by scenario 2 and scenario 4, respectively. It can be clearly observed from the recovery results of wavelet frame-based methods excluding ours that some artifacts appear on texture-like regions, while our pro-posed algorithm significantly overcomes this drawback, we can see that the texture details on the scarf, headband and curtain of our algorithm are much cleaner than that from the IDD-BM3D method.
For image denoising, we compare the proposed algorithm with three recently developed state-of-the-art denoising methods, including the shape-adaptive PCA-based BM3D (SAPCA-BM3D) [36] (which outperforms the benchmark BM3D algorithm [35] ), NCSR [42] , and WNNM [44] . The PSNR and SSIM results of these methods are reported in Table 6 . The highest PSNR and SSIM values for each image and on each noise level is highlighted in bold. From Table 6 , we can see that the proposed algorithm achieves greatly competitive denoising performance, the PSNR values of the competing algorithms are highly comparable. Ours achieves the highest SSIM results among the competitors consistently on all the four noise levels excluding the Bar-bara, an image with high amount of nonlocal redundancy. The main reason is that these nonlocal patched methods is rather suitable for recovering the stripe textures that are prevailing in the image Barbara. While for the images dominated by the cartoon-type regions, our algorithm achieves highly comparable (often better) recovery performance. This indicates that our algorithm has strong denoising capability. However, it still slightly lags behind the state-of-the-art Fig.2 (best viewed on high-resolution display). Scenario: 2. a Ground truth. b Blurred. c NLTV [4] . d SB [15] . e MDAL [17] . f Nonlocal MDAL [26] . g IDD-BM3D [37] . h SDSR [30] . i Ours nonlocal patched methods in the field of image denoising when processing images of complex structures, there are tremendous rooms for further improvements on highly textured images, future work will consider more sophisticated analysis transforms [24, 27, 29] in our algorithmic framework, rather than the simple B-spline framelet used in this paper.
In Figs. 8, 9 and 10, we visually show the denoising results on three test images with moderate noise corruption and strong noise corruption, respectively. Figure 8 shows that the proposed algorithm reconstructs much cleaner image from the noisy observation. As can be seen from the highlighted window, there are textured artifacts on the smooth regions of Lena image by SAPCA-BM3D and WNNM methods, the edges (e.g., the bongrace of Lena) of our algorithm are much sharper than NCSR approach. Figure 9 presents Cameraman image with moderate noise, we can see that bright spots and ringing artifacts appear on the edges of tripod by NCSR and WNNM, respectively. Our algorithm obtains sharper edges and cleaner smooth regions (e.g., the sky and buildings of Cameraman) than SAPCA-BM3D. Figure 10 shows an example with strong noise corruption. It is clear to see Fig.3 (best viewed on high-resolution display). Scenario: 2. a Ground truth. b Blurred. c NLTV [4] . d SB [15] . e MDAL [17] . f Nonlocal MDAL [26] . g IDD-BM3D [37] . h SDSR [30] . i Ours that there are bright spots on the wings of Monarch image by NCSR method, while obvious artifacts appear on the smooth regions by the SAPCA-BM3D and WNNM algorithms. In summary, our algorithm generates much less artifacts and preserves much better image sharp edges than other competing methods.
Convergence property
As the optimization problem of (12) is highly non-convex, it is natural to consider that whether our optimization method converges (to a good local minimum). It is difficult to provide the theoretical proof, and thus in this paper, we refrain from the theoretical concerns and just quantitatively evaluate the convergence properties of our algorithm. Figures 11  and 12 plot the evolutions of PSNR versus iteration numbers in the cases of deblurring and denoising, respectively. It can be easily seen that with the growth of iteration number, all the PSNR curves increase monotonically and ultimately become flat and stable, which empirically validates the fast convergence property of the proposed algorithm. Fig.4 (best viewed on high-resolution display). Scenario: 4. a Ground truth. b Blurred. c NLTV [4] . d SB [15] . e MDAL [17] . f Nonlocal MDAL [26] . g IDD-BM3D [37] . h SDSR [30] . i Ours
Analysis of the parameters
In this section, we will further discuss the sensitivity of the parameters of our algorithm. The parameters μ and γ are the penalty parameters which mainly affect the speed of convergence. To the parameters about the nonlocal patches, we adopt the similar setting which is commonly used in many previous literatures [26, 41, 42] . Empirically, these parameters are unsensitive to different types of images, blurs and noise levels. The thresholding parameter ρ, and the regularization parameters λ and τ will largely influence the final recovery performance of our algorithm. Figure 13 plots the curves of PSNR values v.s. the thresholding parameter ρ. The six test images are blurred by scenario 2 and contaminated by noise with noise level σ = 50. It is observed that the quality of recovery images is not very sensitive to parameter ρ, while in the experiments of denoising, it should be tuned more carefully. Figure 14 shows the evolution of PSNR values with different regularization parameters λ and τ . Here the test image is only C.man, since the other cases have the similar conclusions. From the results, we can observe that our algorithm is not very sensitive to these parameters. 
Running time
The mostly computational cost of Algorithm 1 is the Initialization process, i.e., obtain a high-quality reference image via the current state-of-the-art nonlocal patched approach. While the computational burden of solving the truncated 0 - the average iteration number of solving the truncated 0 -2 model is about 300 and the average running time is around 1.5 minutes. Therefore, the computational burden of our whole algorithm is very high. However, we are mainly focusing on the recovery quality, and the proposed algorithm is performing much better than the competing methods, the achieved better recovery performance is considered to be worth the extra computational cost.
Limitations
Despite the good recovery performance of our algorithm, it also has limitations. Figure 15 plots the evolution of PSNR values of Algorithm 1 with different initializations, namely, the reference image comes from various methods. Here, the test images are C.man and Barbara, the deblurring scenario is 2, it is noted that the other cases have the similar conclusions. Additionally, one may choose to run Algorithm 1 several times, i.e., taking the recovered result as the reference image recursively. From Fig. 15 , it allows us to conclude that: (1) Our algorithm heavily depends on the initialization process, the initial reference image affects the final recov-ery performance, a better one more likely leads to a better recovered image. (2) the recovery quality does not increase strictly as the outer loop proceeds, our algorithm usually performs well when the outer loop only executes one iteration, more iterations do not always lead to significantly noticeable improvements, on the contrary, it even produces worse results. More precisely, it indicates that the quality of our recovered image may worse than that of the reference image, which is validated in the experiments of denoising that the recovered image of our algorithm does not always superior to the reference image in the quality. In fact, in the extreme case, if the input reference image is the underlying ground truth image, the recovered image of our algorithm is definitely worse than the reference image in the quality. Therefore, in practice, we can compare the quality between the recovered image and reference image, and choose the better one as the final output, of course, this will waste some time when the recovered image is worse than the reference image by running our algorithm. Fortunately, the computational cost of solving the proposed truncated 0 -2 model is not very high, and thus it is justified when computational aspects are less important. 
Conclusion
In this paper, we propose a new wavelet frame-based image restoration model which simultaneously combines the sparsity, support and nonlocal prior of frame coefficients. We focus on studying the role of different priors (sparsity prior, support prior and nonlocal prior) play in the regularization model for image restoration problems. Specifically, in the formulated truncated 0 -2 regularization model, the truncated 0 regularizer term aims at rectifying the shortcoming of original 0 functional, where the paradox between maintaining smooth components and keeping sharp edges exists. By exploiting the support prior of the frame coefficients, it is capable of better preserving sharp edges while suppressing undesirable artifacts in the recovered image. The 2 regularizer term plays the role of retaining the frame coefficients that contain the textures and fine details, leading to better texture preserved performance. Experimental results on image denoising and deblurring demonstrate that the proposed algorithm compares favorably against recent developed state-of-the-art methods, not only in terms of objective PSNR and SSIM improvements, but also visually preserves much better the sharp edges and textures and generates much less artifacts in the restored images. 
