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Abstract
We study a fractional conformal curvature flow on the standard unit sphere and prove a
perturbation result of the fractional Nirenberg problem with fractional exponent σ ∈ (1/2, 1).
This extends the result of Chen-Xu (Invent. Math. 187, no. 2, 395-506, 2012) for the scalar
curvature flow on the standard unit sphere.
1 Introduction
Let (Sn, gSn) be the standard unit sphere equipped with round metric gSn of dimension n ≥ 2.
Denote by [gSn ] = {ρgSn ; 0 < ρ ∈ C∞(Sn)} the conformal class of gSn . By viewing (Sn, [gSn ])
as the conformal infinity of the Poincare´ ball and using Graham-Zworski [31], there is a family of
conformally covariant (pseudo) differential operators P gσ for g ∈ [gSn ], where σ ∈ (0, n/2) and
the principle symbol of P gσ is |ξ|2σ. These operators satisfy the conformal transformation relation
P ρ
4
n−2σ g
σ (φ) = ρ
−n+2σ
n−2σP gσ (ρφ), ∀ ρ, φ ∈ C∞(Sn) with ρ > 0. (1.1)
We call
Rgσ = P
g
σ (1) (1.2)
Q-curvature of order 2σ. Up to positive constants, Rg1 is the scalar curvature and R
g
2 is the fourth
order Q-curvature of Paneitz [52] and Branson [4]. We refer to Fefferman-Graham [25, 26],
Graham-Jenne-Mason-Sparling [30], Gover-Peterson [29], Juhl [44] and references therein for the
construction of conformally covariant operators and Q-curvatures on manifolds.
The operator Pσ := P
gSn
σ is referred to the intertwining operator, see Beckner [3], Branson [5]
and Morpurgo [49]. It can be written as
Pσ =
Γ(B + 12 + σ)
Γ(B + 12 − σ)
and B =
√
−∆gSn +
(
n− 1
2
)2
, (1.3)
where Γ is the Gamma function and∆gSn is the Laplace-Beltrami operator of gSn . More precisely,
B and Pσ are determined by the formulas
B(Y (k)) =
(
k +
n− 1
2
)
Y (k) and Pσ(Y
(k)) =
Γ(k + n2 + σ)
Γ(k + n2 − σ)
Y (k)
1
for every spherical harmonic Y (k) of degree k ≥ 0. Furthermore, Pσ is the pull back of the
fractional Laplacian (−∆)σ on Rn via the stereographic projection through
(Pσ(φ)) ◦Ψ = (det dΨ)−
n+2σ
2n (−∆)σ((det dΨ)n−2σ2n φ ◦Ψ) for φ ∈ C2(Sn), (1.4)
where Ψ : Rn → Sn is the inverse of the stereographic projection from the south pole and det dΨ
is the determinant of the Jacobian of Ψ. When σ ∈ (0, 1), Pavlov and Samko [53] proved that
Pσ(v)(x) = cn,−σ
ˆ
Sn
v(x) − v(y)
|x− y|n+2σ dVgSn (y) +Rσv(x) for v ∈ C
2(Sn), (1.5)
where |x − y| =
√∑n+1
i=1 (xi − yi)2, cn,−σ =
22σσΓ(n+2σ
2
)
π
n
2 Γ(1−σ) and Rσ = Pσ(1) =
Γ(n
2
+σ)
Γ(n
2
−σ) is the
2σ-order Q-curvature of gSn .
In a series of papers [39, 40, 41], Jin-Li-Xiong studied the prescribing fractional Q-curvature
problem on Sn for σ ∈ (0, n/2), generalizing the classical Nirenberg problem (σ = 1). This
fractional Nirenberg problem is equivalent to solving
Pσ(v) = fv
n+2σ
n−2σ , v > 0 on Sn, (1.6)
where f is a given continuous function on Sn. When σ = 1/2 and 2, it recovers the prescrib-
ing mean curvature problem and fourth order Q-curvature problem, respectively; see [39, 41] for
brief reviews of the classical Nirenberg problem and its generalizations, as well as references in
this area. Other studies on the fractional Nirenberg problem include Chen-Zheng [18], Abdelhedi-
Chtioui-Hajaiej [1], Chen-Liu-Zheng [19], Guo-Nie-Niu-Tang [32], Liu-Ren [47], Niu-Tang-Wang
[51], etc. The limiting case σ = n/2 is of particular interest; see Moser [50], Chang-Yang [14],
Wei-Xu [57, 58], Brendle [6, 7], Da Lio-Martinazzi-Rivie´re [20], etc. When σ ∈ (0, 1), (1.6) is re-
lated to the fractional Yamabe problem, which has been studied by Gonza´lez-Qing [27], Gonza´lez-
Wang [28], Kim-Musso-Wei [45], etc.
In this paper, we are interested in the flow approach to the fractional Nirenberg problem. The
flow approach has been studied in the limiting case (σ = n/2) by Brendle [7, 9], Struwe [55],
Malchiodi-Struwe [48] and Chen-Xu [16], Ho [34, 35, 36] etc. The scalar curvature flow has
been studied by Chen-Xu [17], to which this paper is close. Since the heat kernel of ∂t + (−∆)σ
changes signs when σ > 1, we confine the study to the range σ ∈ (0, 1). If σ > 1, one may
consider some nonlocal flows as Baird-Fardoun-Regbaoui [2] and Gursky-Malchiodi [33] did for
the fourth order Q-curvature.
For any positive smooth function f on Sn, we study the Cauchy problem{
∂g
∂t = −(Rgσ − αf)g on Sn × (0,∞),
g(0) = g0 ∈ [gSn ],
(1.7)
where
α(t) =
´
Sn
RgσdVg´
Sn
fdVg
. (1.8)
The above evolution equation is a negative gradient flow of the normalized total fractional Q-
curvature functional
S(g) =
´
Sn
RgσdVg
(
´
Sn
fdVg)
n−2σ
n
for g ∈ [gSn ].
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If σ = 1, it is the scalar curvature flow studied by Chen-Xu [17]. If f = 1 and σ ∈ (0, 1), it is the
fractional Yamabe flow studied by Jin-Xiong [42]; see also Daskalopoulos-Sire-Va´zquez [21] and
Chan-Sire-Sun [11] on manifolds. Using the localization formula of Caffarelli-Silvestre [10] or
Chang-Gonza´lez [13], this flow coincides with the one of prescribing mean curvature in the unit
Euclidean ball by Xu-Zhang [59] when σ = 1/2.
If we write g(t) = u(t)4/(n−2σ)gSn with u(0) = u0 ∈ C∞(Sn) being a positive function,
(1.7) becomes {
∂u
∂t = −n−2σ4 (Rgσ − αf)u on Sn × (0,∞),
u(0) = u0.
(1.9)
By (1.2), the above first equation becomes
4
n+ 2σ
∂
∂t
u
n+2σ
n−2σ = −Pσ(u) + αfu
n+2σ
n−2σ on Sn × (0,∞). (1.10)
Our first theorem asserts that the Cauchy problem has a unique global solution.
Theorem 1.1. Suppose that σ ∈ (0, 1) and u0, f ∈ C∞(Sn) are positive functions. Then for any
0 < T <∞, the Cauchy problem (1.9) has a unique smooth positive solution in Sn × (0, T ].
Due to the Kazdan-Warner type obstruction [39] to the existence of positive solutions of (1.6),
solutions of (1.9) is not necessary bounded. In particular, it is the case when f = 2 + xn+1.
The flow (1.10) has a good structure. Inspired by Schwetlick-Struwe [54], Brendle [8] and
Chen-Xu [17], we are able to derive the evolution equations of fractional Q-curvature and its Lp
convergence for all p ≥ 1.
The next theorem extends Chen-Xu [17].
Theorem 1.2. Suppose that σ ∈ (1/2, 1) and f ∈ C∞(Sn) is a positive Morse function. Suppose
that
(i)
max
Sn
f
/
min
Sn
f < 2
2σ
n−2σ . (1.11)
(ii)
|∇f |2gSn + |∆gSnf |2 6= 0 on Sn.
(iii) For any integer 0 ≤ i ≤ n, denote
γj = #{θ ∈ Sn;∇Snf(θ) = 0,∆Snf(θ) < 0, ind(f, θ) = n− i}, (1.12)
where ind(f, θ) stands for the Morse index of f at the critical point θ. There are no non-
negative constants k1, k2, · · · , kn satisfying
γ0 = 1 + k0, γi = ki−1 + ki for 1 ≤ i ≤ n, kn = 0. (1.13)
Then there exists at least one positive smooth solution of (1.6).
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We refer to [17] for more comments on the condition (ii) in Theorem 1.2. Because of (1.11),
we regard Theorem 1.2 as a perturbation result. The perturbation type theorems for the Nirenberg
problem was proved by Chang-Yang [15], Li [46], Ji [37, 38] and references therein. Jin-Li-Xiong
[40] proved a perturbation theorem for the fractional Nirenberg problem when σ ∈ (1/2, 1). Jin-
Li-Xiong [41] established uniform a priori estimates with respect to σ ∈ (0, n/2) and a degree
argument deforming σ to σ = 1 allows them to avoid proving perturbation theorems for the
fractional Nirenberg problem.
The paper is organized as follows. In Section 2, we derive an extension formula of Pσ in the
unit ball B1 of R
n+1 and a Stroock-Varopoulos type inequality which is crucial in the curvature
estimates later, as well as other elementary facts. In Section 3, we collect some basic properties of
the fractional Q-curvature flow (1.7). In Section 4, we prove Lp and Hσ estimates of αf − Rg(t)σ
with respect to the flow metric g(t). In Section 5, we do a blow-up analysis for any sequence of
solutions to the flow (1.7) and establish a compactness-concentration lemma, and show that only
single bubble occurs under condition (1.11). Starting from Section 6, we restrict σ to (1/2, 1);
see Section 6.2 for the reason. We adopt a contradiction argument, if the flow diverges, then we
show that a shadow flow v(t) converges to 1 in the topology C1,λ(Sn) for some λ ∈ (0, 1). In
Section 7, after characterizing the homotopy type of a suitable sub-level set of S(g), we reach a
contradiction with condition (iii) in Theorem 1.2.
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2 Preliminaries
For σ ∈ (0, 1), we define the norm inHσ(Sn) by
‖u‖Hσ(Sn) =
(ˆ
Sn
uPσudVgSn
)1/2
.
The Sobolev inequality asserts that
Yσ(S
n)
(ˆ
Sn
|u| 2nn−2σ dVgSn
)n−2σ
n
≤
ˆ
Sn
uPσudVgSn for u ∈ Hσ(Sn), (2.1)
with equality if and only if
u = (det dφ)
n−2σ
2n
for some conformal transformation φ on Sn, up to a nonzero constant multiple. See Beckner [3,
Theorem 6] together with (1.4). By (2.1) and (1.1) , for g ∈ [gSn ] there holds
Yσ(S
n)
(ˆ
Sn
|u| 2nn−2σ dVg
)n−2σ
n
≤
ˆ
Sn
uP gσudVg for u ∈ Hσ(Sn, g). (2.2)
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We are going to derive an extension formula for P gσ in the unit ball B1 ⊂ Rn+1, which is of
independent interest. Let g = u4/(n−2σ)gSn and u ∈ C∞(Sn) be positive, and v ∈ C∞(Sn).
Step 1. An extension formula in Rn+1+ := {x = (x′, xn+1) ∈ Rn+1;xn+1 > 0} equipped
with a Riemannian metric.
Denote en+1 = (0, · · · , 0, 1) ∈ Rn+1. Let Ψ¯ : Rn+1+ → B1 be an inversion with respect to
the sphere ∂B√2(−en+1), which is a conformal map from Rn+1+ to B1, explicitly,
Ψ¯(x) =
2(x+ en+1)
|x+ en+1|2 − en+1 := y ∈ B1.
In particular, Ψ := Ψ¯|∂Rn+1+ : ∂R
n+1
+ → Sn = ∂B1 is the inverse of the stereographic projection
from the south pole, and its inverse is given by
x = Ψ¯−1(y) =
2(y + en+1)
|y + en+1|2 − en+1.
Thus, we obtain
xn+1 =
1− |y|2
|y + en+1|2 and |JΨ¯(x)| =
( √
2
|x+ en+1|
)2(n+1)
=
( √
2
|y + en+1|
)−2(n+1)
. (2.3)
We now set w(x′) = detΨ(x′)
n−2σ
2n u ◦Ψ(x′), where
detΨ(x′) =
( √
2
|x′ + en+1|
)2n
=
( √
2
|y + en+1|
)−2n
(2.4)
for x′ ∈ ∂Rn+1+ and y = Ψ(x′) ∈ Sn = ∂B1. In other words,
w
4
n−2σ |dx′|2 = Ψ∗(u 4n−2σ gSn).
For x ∈ Rn+1+ , we define
W (x) = Pσ[w](x) := β(n, σ)
ˆ
Rn
x2σn+1
(|x′ − y′|2 + x2n+1)
n+2σ
2
w(y′) dy′ (2.5)
and
ξ := Pσ[(wv) ◦Ψ],
where β(n, σ) is a positive constant defined in Theorem 2.1 below. Then W (x′, 0) = w(x′),
ξ(x′, 0) = w(x′)v(x′) and W (x) > 0 in Rn+1+ . Since u and v are smooth on Sn, it follows from
the regularity theory (see [39]) that
W0,1, x
1−2σ
n+1 ∂xn+1W0,1, ξ0,1, x
1−2σ
n+1 ∂xn+1ξ0,1 ∈ C0(B1 × [0, 1]),
where
W0,1(x) =
(
1
|x′|2 + x2n+1
)n−2σ
2
W
(
(x′, xn+1)
|x′|2 + x2n+1
)
5
and ξ0,1 is defined in the same way. Hence in the following computations, we can always regard
R
n+1
+ as the unit ball of R
n+1.
By Caffarelli-Silvestre [10],W satisfies
div(x1−2σn+1 ∇xW ) = 0 in Rn+1+ and − limxn+1→0x
1−2σ
n+1 ∂xn+1W = N(σ)(−∆)σW (x′, 0),
where N(σ) = 21−2σΓ(1− σ)/Γ(σ), as well as does ξ. Let us introduce a Riemannian metric
g¯ = W (x)
4
n−2σ |dx|2 in Rn+1+ .
It follows from the proof of [43, Proposition 3.2] or a direct computation that for a = 2−4σn−2σ , there
hold
divg¯
(
x1−2σn+1 W
a∇g¯ ξ
W
)
= 0 in Rn+1+ (2.6)
and
lim
xn+1→0
x1−2σn+1 W
a ∂
∂νg¯
ξ
W
= − lim
xn+1→0
x1−2σn+1 W
a− 2
n−2σ
∂
∂xn+1
ξ
W
=N(σ)w−
n+2σ
n−2σ (−∆)σ(wv ◦Ψ)−N(σ)v ◦Ψw−n+2σn−2σ (−∆)σw. (2.7)
Under stereographic projection coordinates, it follows from (1.1) and (1.4) that
P gσ (φ) ◦Ψ = w−
n+2σ
n−2σ (−∆)σ(wφ ◦Ψ), ∀ φ ∈ C∞(Sn).
This together with (2.7) and (1.4) yields
P gσ (v) ◦Ψ =
1
N(σ)
lim
xn+1→0
x1−2σn+1 W
a ∂
∂νg¯
ξ
W
+ (Rgσv) ◦Ψ. (2.8)
Step 2. Write (2.6), (2.8) in B1.
Notice that the push-forward metric of (B1, g¯) by the map Ψ¯ is given by
g˜ :=Ψ¯∗(g¯) = (W ◦ Ψ¯−1)
4
n−2σ |JΨ¯−1 |
2
n+1 |dy|2
=
(
W ◦ Ψ¯−1|JΨ¯−1 |
n−2σ
2(n+1)
) 4
n−2σ |dy|2 := W˜ 4n−2σ |dy|2.
This together with (2.3) implies that |JΨ¯−1 | = (
√
2
|y+en+1|)
2(n+1) and
(x1−2σn+1 W
a) ◦ Ψ¯ = (1− |y|2)1−2σ |y + en+1|−2(1−2σ)(W ◦ Ψ¯)
2−4σ
n−2σ
= 22σ−1(1− |y|2)1−2σW˜ 2−4σn−2σ .
In terms of the variable y, (2.6) and (2.8) become
divg˜
(
(1− |y|2)1−2σW˜ a∇g˜ ξ˜
W˜
)
= 0 in B1,
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P gσ (v)(x) =
22σ−1
N(σ)
lim
y→x(1− |y|
2)1−2σW˜ a
∂
∂νg˜
ξ˜
W˜
+Rgσv for any x ∈ Sn,
where limy→x is understood as y = τx with τ ր 1, and ξ˜ = ξ|JΨ¯−1 |
n−2σ
2(n+1) . For x ∈ B1 and
y ∈ ∂B1, by (2.5) we have
W (Ψ¯−1(x)) = β(n, σ)
ˆ
Sn
(1− |x|2)2σ |x+ en+1|−4σ
|Ψ¯−1(x)− Ψ¯−1(y)|n+2σ w(Ψ¯
−1(y))|JΨ¯−1|Sn (y)|dVgSn (y)
=β(n, σ)
ˆ
Sn
(1− |x|2)2σ |x+ en+1|n−2σ|y + en+1|n+2σ
2n+2σ |x− y|n+2σ u(y)
( √
2
|y + en+1|
)n+2σ
dVgSn (y)
=β(n, σ)
( |x+ en+1|√
2
)n−2σ
2−2σ
ˆ
Sn
(1− |x|2)2σ
|x− y|n+2σ u(y) dVgSn (y),
where the second identity follows from definition of w, (2.4) and
|x+ en+1|√
2
|y + en+1|√
2
|Ψ¯−1(x)− Ψ¯−1(y)| = |x− y|.
By definition of W˜ and (2.3) we conclude that
W˜ (x) = 2−2σβ(n, σ)
ˆ
Sn
(1− |x|2)2σ
|x− y|n+2σ u(y) dVgSn (y) =: Qσ[u](x)
for x ∈ B1. Similarly, we have ξ¯(x) = Qσ [uv](x). Furthermore, it is easy to check that
limx→yQσ[w](x) = w(y) for any fixed y ∈ Sn and w ∈ C(Sn).
In conclusion, we now in a position to state the following extension formula in the unit ball.
Theorem 2.1 (Extension formula of Pσ). Given σ ∈ (0, 1), and let g = u4/(n−2σ)gSn with
0 < u ∈ C∞(Sn), then for any v ∈ C∞(Sn), there hold
divg˜
(
(1− |y|2)1−2σUa∇g˜ V
U
)
= 0 in B1, (2.9)
P gσ (v) =
22σ−1
N(σ)
Ng˜ V
U
+Rgσv on S
n, (2.10)
where a = 2−4σn−2σ , N(σ) = 2
1−2σΓ(1− σ)/Γ(σ), g˜ = U4/(n−2σ)|dy|2 is a Riemannian metric on
B1, and
U(y) = Qσ[u](y) = 2−2σβ(n, σ)
ˆ
Sn
(1− |y|2)2σ
|x− y|n+2σ u(x) dVgSn (x) for y ∈ B1, (2.11)
similarly, V (y) = Qσ[uv](y), and Ng˜ = limy→x(1− |y|2)1−2σU(y)a ∂∂νg˜ is the conormal deriva-
tive respect to the divergence equation (2.9), limy→x is understood as y = τx with τ ր 1, and
β(n, σ) is a positive constant such that
β(n, σ)
ˆ
Rn
x2σn+1
(|x′|2 + x2n+1)
n+2σ
2
dx′ = 1.
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Remark 2.1. When σ = 1/2, the formula (2.11) coincides with the classical Poisson’s formula in
the unit ball (B1, gRn+1).
Next, we prove a Stroock-Varopoulos type inequality, a related inequality was proved in [22]
for the Euclidean space.
Proposition 2.2. Let g ∈ [gSn ]. Then for any p ≥ 2 and v ∈ C∞(Sn), there hold
ˆ
Sn
|v|p−2vP gσ (v) dVg ≥
4(p − 1)
p2
ˆ
Sn
|v| p2P gσ (|v|
p
2 ) dVg +
(p− 2)2
p2
ˆ
Sn
Rgσ|v|p dVg (2.12)
and ˆ
Sn
|v|p−2v(P gσ −Rgσ)(v) dVg ≥ 0. (2.13)
Proof. Suppose g = u4/(n−2σ)gSn for some positive function u ∈ C∞(Sn). Let U = Qσ[u],
V = Qσ [uv] and g˜ = U4/(n−2σ)|dy|2. By Theorem 2.1, we haveˆ
Sn
|v|p−2vP gσ (v) dVg
=
ˆ
Sn
∣∣V
U
∣∣p−2 V
U
(
22σ−1
N(σ)
Ng˜ VU +Rgσv
)
dVg
=
22σ−1
N(σ)
ˆ
B1
(1− |y|2)1−2σUa〈∇VU ,∇
(∣∣V
U
∣∣p−2 V
U
)
〉g˜ dVg˜ +
ˆ
Sn
Rgσ|v|p dVg
=
22σ−14(p − 1)
N(σ)p2
ˆ
B1
(1− |y|2)1−2σUa|∇|VU |
p
2 |2g˜ dVg˜ +
ˆ
Sn
Rgσ|v|p dVg.
Let η = Qσ[|v|
p
2u]. By (2.9), we have divg˜((1 − |y|2)1−2σUa∇g˜ ηU ) = 0 in B1. Notice that
η
U = |v|
p
2 on Sn. Denote ζ = U |VU |
p
2 − η. Then we have
22σ−1
N(σ)
ˆ
B1
(1− |y|2)1−2σUa|∇|VU |
p
2 |2g˜ dVg˜
=
22σ−1
N(σ)
ˆ
B1
(1− |y|2)1−2σUa
(
|∇ ηU |2g˜ + |∇ ζU |2g˜ + 2〈∇ ηU ,∇ ζU 〉g˜
)
dVg˜
=
22σ−1
N(σ)
ˆ
B1
(1− |y|2)1−2σUa(|∇ ηU |2g˜ + |∇ ζU |2g˜) dVg˜
≥2
2σ−1
N(σ)
ˆ
B1
(1− |y|2)1−2σUa|∇ ηU |2g˜ dVg˜
=
ˆ
Sn
|v| p2P gσ (|v|
p
2 ) dVg −
ˆ
Sn
Rgσ|v|p dVg, (2.14)
where the second identity follows from integration by parts together with ζ = 0 on ∂B1 and the
equation of η in B1, and the last equality again follows from (2.10). Therefore, putting these facts
together, we obtain
ˆ
Sn
|v|p−2vP gσ (v) dVg ≥
4(p − 1)
p2
ˆ
Sn
|v| p2P gσ (|v|
p
2 ) dVg +
(p− 2)2
p2
ˆ
Sn
Rgσ|v|p dVg,
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which is (2.12).
By (2.12) and the last equation in (2.14), we immediately obtain
ˆ
Sn
|v|p−2v(P gσ −Rgσ)(v) dVg
≥4(p− 1)
p2
ˆ
Sn
|v| p2P gσ (|v|
p
2 ) dVg − 4(p − 1)
p2
ˆ
Sn
Rgσ|v|p dVg
≥4(p− 1)
p2
ˆ
Sn
|v| p2 (P gσ −Rgσ)(|v|
p
2 ) dVg ≥ 0.
Therefore, we complete the proof.
For 0 < β < min{1, 2σ} and T > 0, we say that a function v ∈ Cβ, β2σ (Sn × (0, T ]) if
‖v‖
β, β
2σ
;Sn×(0,T ] = ‖v‖0;Sn×(0,T ] + [v]β, β
2σ
;Sn×(0,T ]
:= sup
Y ∈Sn×(0,T ]
|v(Y )|+ sup
Y1 6=Y2,Y1,Y2∈Sn×(0,T ]
|v(Y1)− v(Y2)|
ρ(Y1, Y2)β
<∞,
where Y1 = (x1, t1), Y2 = (x2, t2), ρ(Y1, Y2) = (|x1 − x2|2 + |t1 − t2| 1σ ) 12 and |x1 − x2| is
understood as the Euclidean distance from x1 to x2 in R
n+1.
Lemma 2.3 (Maximum Principle). For T > 0 and let g(t) ∈ [gSn ] for t ∈ [0, T ]. Suppose that
w ∈ C2σ,1(Sn × [0, T ]) is a solution of
wt + aP
g
σw + bw ≥ 0 in Sn × [0, T ],
where a, b ∈ C(Sn × [0, T ]) and a ≥ δ > 0. If w(·, 0) ≥ 0, then w ≥ 0 in Sn × [0, T ].
Proof. Write g = u(t)4/(n−2σ)gSn for some positive u(t) ∈ C∞(Sn). By (1.1) and (1.5), for
every fixed t we have
u(x)
n+2σ
n−2σP gσw(x) =Pσ(uw)(x)
=cn,−σ
ˆ
Sn
u(x)w(x) − u(y)w(y)
|x− y|n+2σ dVgSn (y) +Rσu(x)w(x)
=cn,−σ
ˆ
Sn
(w(x) − w(y))u(y)
|x− y|n+2σ dVgSn (y) + h(x)w(x),
where we have dropped the t variable in the above computations for convenience, and
h(x) = cn,−σ
ˆ
Sn
u(x)− u(y)
|x− y|n+2σ dVgSn (y) +Rσu(x).
Let b˜ := b+au−(n+2σ)/(n−2σ)h, M˜ = maxSn×[0,T ] |b˜|+1 <∞ by the hypotheses of this lemma,
and w˜ = e−M˜tw. It follows that
w˜t+cn,−σau
−n+2σ
n−2σ
ˆ
Sn
(w˜(x)− w˜(y))u(y)
|x− y|n+2σ dVgSn (y)+(M˜− b˜)w˜ ≥ 0 in S
n× [0, T ]. (2.15)
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By negation, we assume that w˜ achieves its negative minimum at (x0, t0) ∈ Sn × [0, T ].
Obviously, t0 > 0. Then we have
w˜t(x0, t0) ≤ 0,
ˆ
Sn
(w˜(x0, t0)− w˜(y, t0))u(y, t0)
|x− y|n+2σ dVgSn (y) ≤ 0, and (M˜−b˜)w˜(x0, t0) < 0.
We now arrive at a contradiction with (2.15). Therefore, w˜ ≥ 0 and thus w ≥ 0.
The following proposition was proved in [42, Proposition 4.2]:
Proposition 2.4. Let 0 < β < min{1, 2σ} such that 2σ + β is not an integer. Let a, b, d ∈
Cβ,
β
2σ (Sn× (0, 1]), v0 ∈ C2σ+β(Sn) and λ−1 ≤ a(x, t) ≤ λ for some constant λ ≥ 1. Then there
exists a unique function v ∈ C2σ+β,1+ β2σ (Sn × (0, 1]) such that{
avt + Pσ(v) + bv = d, in S
n × (0, 1];
v(x, 0) = v0(x), on S
n.
Moreover, there exists a constant C depending only on n, σ, λ, ‖a‖
β, β
2σ
;Sn×(0,1] and ‖b‖β, β
2σ
;Sn×(0,1]
such that
‖v‖
2σ+β,1+ β
2σ
;Sn×(0,1] ≤ C(‖v0‖2σ+β;Sn×(0,1] + ‖d‖β, β
2σ
;Sn×(0,1]).
Convention. In the following, let ωn = Vol(S
n, gSn) and
ffl
Sn
denote ω−1n
´
Sn
for simplicity.
3 Basic properties of the flow
First of all, by the same proof of [42, Proposition 4.8], for any given g0 ∈ [gSn ] there exist a
constant T > 0 and a unique positive smooth solution of (1.7) for all 0 < t ≤ T . Next, we collect
some basic properties along the flow.
By (1.1) we have
S(g) =
´
Sn
uPσ(u)dVgSn
(
´
Sn
f |u| 2nn−2σ dVgSn )
n−2σ
n
:= Ef [u]. (3.1)
Proposition 3.1. Let g(t) be a solution of (1.7) with σ ∈ (0, 1). Then
(1) ∂∂tdVg = −n2 (Rgσ − αf)dVg and thus the volume Volg(t)(Sn) is preserved,
(2) ∂∂t(R
g
σ − αf) = −n−2σ4 P gσ (Rgσ − αf) + n+2σ4 Rgσ(Rgσ − αf)− α′f,
(3) ddtS(g) = −n−2σ2
´
Sn
(Rgσ−αf)2dVg
(
´
Sn
fdVg)
n−2σ
n
≤ 0.
Proof. Item (1) follows immediately from (1.9).
Write g(t) = u(t)4/(n−2σ)gSn . By definition of R
g
σ, (1.1) and (1.9), we have
∂
∂t
Rgσ = −
n+ 2σ
n− 2σu
− 2n
n−2σ utPσ(u) + u
−n+2σ
n−2σPσ(ut)
=
n+ 2σ
4
(Rgσ − αf)u−
n+2σ
n−2σPσ(u)− n− 2σ
4
u−
n+2σ
n−2σPσ
(
(Rgσ − αf)u
)
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=
n+ 2σ
4
Rgσ(R
g
σ − αf)−
n− 2σ
4
P gσ (R
g
σ − αf). (3.2)
Since (αf)′ = α′f , item (2) follows.
By item (1) and the fact that Pσ is self-adjoint, we have
d
dt
(ˆ
Sn
RgσdVg
)
= 2
ˆ
Sn
uPσ(ut)dVgSn
=
n− 2σ
2
ˆ
Sn
uPσ((αf −Rgσ)u)dVgSn
=
n− 2σ
2
ˆ
Sn
Pσ(u)(αf −Rgσ)udVgSn
=− n− 2σ
2
ˆ
Sn
Rgσ(R
g
σ − αf)dVg.
(3.3)
Using item (1) again and (3.3), we have
d
dt
S(g) =
d
dt(
´
Sn
RgσdVg)
(
´
Sn
fdVg)
n−2σ
n
− n− 2σ
n
(
´
Sn
RgσdVg)(
´
Sn
f ∂∂tdVg)
(
´
Sn
fdVg)
n−2σ
n
+1
=− n− 2σ
2
´
Sn
Rgσ(R
g
σ − αf)dVg
(
´
Sn
fdVg)
n−2σ
n
+
n− 2σ
2
α
´
Sn
f(Rgσ − αf)dVg
(
´
Sn
fdVg)
n−2σ
n
=− n− 2σ
2
´
Sn
(Rgσ − αf)2dVg
(
´
Sn
fdVg)
n−2σ
n
.
Hence, item (3) is proved.
Without loss of generality, we assume
´
Sn
dVg(0) = ωn. It follows from item (1) of Proposition
3.1 that along the flow (1.7), ˆ
Sn
dVg(t) = ωn. (3.4)
Lemma 3.2. Let 0 < m := minSn f ≤ maxSn f =: M <∞. Then there exist positive constants
α1, α2 and α3, depending only on n, σ, g0,m andM , such that
0 < α1 ≤ α ≤ α2, α′ ≤ α3
for all 0 ≤ t ≤ T .
Proof. By the Sobolev inequality (2.2) and (3.4), we have
α =
´
Sn
RgσdVg´
Sn
fdVg
=
´
Sn
uPσ(u)dVgSn´
Sn
fdVg
≥Yσ(S
n)(
´
Sn
u
2n
n−2σ dVgSn )
n−2σ
n
Mωn
=
Yσ(S
n)ω
− 2σ
n
n
M
:= α1.
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On the other hand, it follows from item (3) of Proposition 3.1 that
α ≤ S(g0)
(ˆ
Sn
fdVg
)− 2σ
n
≤ S(g0)(mωn)− 2σn := α2.
Differentiating both sides of the equation α
´
Sn
fdVg =
´
Sn
RgσdVg with respect to t, by
Proposition 3.1 we have
α′
ˆ
Sn
fdVg − n
2
ˆ
Sn
αf(Rgσ − αf)dVg = −
n− 2σ
2
ˆ
Sn
Rgσ(R
g
σ − αf)dVg. (3.5)
It follows from Young’s inequality that
α′
ˆ
Sn
fdVg =− n− 2σ
2
ˆ
Sn
(Rgσ − αf)2dVg + σ
ˆ
Sn
αf(Rgσ − αf)dVg
≤C(n, σ)α2
ˆ
Sn
f2dVg.
Then,
α′ ≤ Cα
2
´
M f
2dVg´
Sn
fdVg
≤ Cα
2
2M
2
m
=: α3.
Therefore, the lemma is proved.
Lemma 3.3. There holds
Rgσ − αf ≥ min
{
inf
Sn
Rg(0)σ − α2M,−
M
α1m
( 4
n+ 2σ
α3 + α
2
2M
)}
:= γ
for all t ≥ 0.
Proof. Let L := ∂t +
n−2σ
4 (P
g
σ −Rgσ) + n+2σ4 αf. By (3.2), we have
L(Rgσ) =
n− 2σ
4
[P gσ (αf)−Rgσαf ] +
n+ 2σ
4
(Rgσ)
2.
Set w = αf + γ. We have
L(w) = α′f +
n− 2σ
4
[P gσ (αf)−Rgσαf ] +
n+ 2σ
4
αf(αf + γ)
≤ α3M + n− 2σ
4
[P gσ (αf)−Rgσαf ] +
n+ 2σ
4
(α22M
2 + α1mγ)
≤ n− 2σ
4
[P gσ (αf)−Rgσαf ] ≤ L(Rgσ).
Since w(0) ≤ α2M + γ ≤ infSn Rg(0)σ ≤ Rg(0)σ , applying Lemma 2.3 to Rgσ − w we have
Rgσ − w ≥ 0. Therefore, the lemma is proved.
Lemma 3.4. There exist positive constants C1, C2, depending only on n, σ, g0 m and M , such
that
1
C1
e−C2T ≤ u(x, t) ≤ C1eC2T in Sn × [0, T ].
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Proof. It follows from (1.9) and Lemma 3.3 that
∂u
∂t
= −n− 2σ
4
(Rgσ − αf)u ≤ −
n− 2σ
4
γ u
for all t ≥ 0. Hence,
u(x, t) ≤ u0(x)e−
n−2σ
4
γt ≤ (max
Sn
u0)e
−n−2σ
4
γT (3.6)
for any (x, t) ∈ Sn × [0, T ]. This gives the upper bound of u.
By Lemma 3.3, we have
0 ≤ (Rgσ − αf − γ)u
n+2σ
n−2σ = Pσ(u)− (αf + γ)u
n+2σ
n−2σ .
By stereographic projection, we define w(y) = detΨ(y)
n−2σ
2n u ◦ Ψ(y) and W (X) = Pσ[w](X)
as in (2.5). By Lemma 3.2, definition of γ in Lemma 3.3 and (3.6), we have
a0 := max
Sn×[0,T ]
(
|αf + γ|u 4σn−2σ
)
≤ C(T ).
Thus by definition of w and (1.4) we have
(−∆)σw + a0
(
2
1 + |y|2
)2σ
w ≥ (−∆)σw − (αf ◦Ψ+ γ)w n+2σn−2σ ≥ 0, w > 0 in Rn.
By the weak Harnack inequality (see [39, Proposition 2.6 (ii)]) or Jin-Xiong [56], we have
inf
B1
w ≥ 1
C
ˆ
B2×[0,2]
W (X)dX =
1
C
ˆ
B2×[0,2]
Pσ[w](X) dX
≥ 1
C
ˆ
Rn
w(y)
(1 + |y|)n+2σ dy.
where the last inequality follows fromˆ
B2×[0,2]
Pσ[w](X) dX =
ˆ
Rn
w(y)dy
ˆ
B2×[0,2]
β(n, σ)τ2σ
(|x− y|2 + τ2)n+2σ2
dX
≥
ˆ
Rn
w(y)dy
ˆ
B2×[1,2]
β(n, σ)
(|x− y|2 + 4)n+2σ2
dX
≥ C(n, σ)
ˆ
Rn
w(y)
(1 + |y|)n+2σ dy.
Pulling back to Sn by stereographic projection and using a standard partition of unity argument,
we have
inf
Sn×[0,T ]
u ≥ 1
C
ˆ
Sn
udVgSn .
By (3.4), we have
ωn =
ˆ
Sn
u
2n
n−2σ dVgSn ≤ C
(
inf
Sn×[0,T ]
u
)(
sup
Sn×[0,T ]
u
)n+2σ
n−2σ
.
Therefore, the lower bound follows from the upper bound.
Proof of Theorem 1.1. It follows from Lemmas 3.4, 3.2, the Ho¨lder estimates for parabolic non-
local equations, as well as Proposition 2.4.
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4 Curvature convergence in integral norms
For p ≥ 2, we let
Fp(t) =
ˆ
Sn
|αf −Rgσ|pdVg
and
Gp(t) =
ˆ
Sn
|αf −Rgσ|p−2(αf −Rgσ)P gσ (αf −Rgσ)dVg.
By Proposition 3.1, we have
d
dt
ˆ
Sn
|αf −Rgσ|pdVg
=− p(n− 2σ)
4
ˆ
Sn
|αf −Rgσ|p−2(αf −Rgσ)P gσ (αf −Rgσ)dVg
+
p(n+ 2σ)
4
ˆ
Sn
αf |αf −Rgσ|pdVg + pα′
ˆ
Sn
f |αf −Rgσ|p−2(αf −Rgσ)dVg
+
(
n
2
− p(n+ 2σ)
4
)ˆ
Sn
|αf −Rgσ|p(αf −Rgσ)dVg.
(4.1)
Lemma 4.1. For 2 ≤ p ≤ max{2, n/(2σ)}, there hold
ˆ ∞
0
Fp(t) dt <∞ and lim
t→∞Fp(t) = 0. (4.2)
Proof. By item (3) of Proposition 3.1, we have for every T > 0,
n− 2σ
2
ˆ T
0
F2(t)
(
´
Sn
f dVg)
n−2σ
n
dt = S(g(0)) − S(g(T )) ≤ S(g(0)).
Sending T →∞ and using (3.4), we obtain
ˆ ∞
0
F2(t) dt ≤ 2
n− 2σ (Mωn)
n−2σ
n S(g(0)) <∞. (4.3)
(i) n < 4σ, which forces p = 2. It follows from (4.1) with p = 2 that
d
dt
F2(t) = −n− 2σ
2
ˆ
Sn
(αf −Rgσ)P gσ (αf −Rgσ)dVg +
n+ 2σ
2
ˆ
Sn
αf |αf −Rgσ|2dVg
+ 2α′
ˆ
Sn
f(αf −Rgσ)dVg − σ
ˆ
Sn
|αf −Rgσ|2(αf −Rgσ)dVg
:= I1 + I2 + I3 + I4.
(4.4)
By Sobolev inequality (2.2) we have
I1 =− n− 2σ
2
ˆ
Sn
(αf −Rgσ)P gσ (αf −Rgσ)dVg
≤− n− 2σ
2
Yσ(S
n)
(ˆ
Sn
|αf −Rgσ|
2n
n−2σ dVg
)n−2σ
n
.
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By Lemma 3.2, we have
I2 =
n+ 2σ
2
ˆ
Sn
αf |αf −Rgσ|2dVg ≤ CF2(t)
and using (3.5) and Young’s inequality,
I3 = 2α
′
ˆ
Sn
f(αf −Rgσ)dVg
=
2
´
Sn
f(αf −Rgσ)dVg´
Sn
fdVg
[
−n− 2σ
2
ˆ
Sn
(Rgσ − αf)2dVg + σ
ˆ
Sn
αf(Rgσ − αf)dVg
]
≤ CF2(t)(1 + F2(t) 12 ).
By Ho¨lder’s and Young’s inequalities, we have for every small ǫ > 0,
I4 =− σ
ˆ
Sn
|αf −Rgσ|2(αf −Rgσ)dVg
≤σ
(ˆ
Sn
|αf −Rgσ|
2n
n−2σ dVg
)n−2σ
4σ
(ˆ
Sn
|αf −Rgσ|2dVg
) 6σ−n
4σ
≤ǫ
(ˆ
Sn
|αf −Rgσ|
2n
n−2σ dVg
)n−2σ
n
+ Cǫ
(ˆ
Sn
|αf −Rgσ|2dVg
) 6σ−n
4σ−n
.
Let 0 < ǫ ≤ n−2σ2 Yσ(Sn), then it follows that
d
dt
F2(t) ≤ CF2(t)(1 + F2(t)
2σ
4σ−n ), (4.5)
where we have used 2σ4σ−n >
1
2 > 0 and the basic inequality
ap ≤ am1 + am2 for any a ≥ 0 and 0 ≤ m1 ≤ p ≤ m2. (4.6)
By (4.3), let tj → ∞ as j → ∞ be an increasing sequence such that F2(tj) → 0, and let
H(t) = ρ(F2(t)), where ρ(τ) =
´ τ
0 (1 + s
2σ
4σ−n )−1 ds. It follows from (4.5) that
H(t) ≤ H(tj) + C
ˆ ∞
tj
F2(s) ds, ∀ tj ≤ t. (4.7)
Therefore, H(t) → 0 as t → ∞. Since ρ(·) is increasing and ρ(0) = 0, it yields F2(t) → 0 as
t→∞.
(ii) n ≥ 4σ. We rearrange (4.1) as
d
dt
Fp(t) =−
(n
2
− pσ
) ˆ
Sn
|αf −Rgσ|p(Rgσ − αf)dVg
− p(n− 2σ)
4
ˆ
Sn
[|αf −Rgσ|p−2(αf −Rgσ)P gσ (αf −Rgσ)−Rgσ|αf −Rgσ|p] dVg
+ pσ
ˆ
Sn
αf |αf −Rgσ|pdVg + pα′
ˆ
Sn
f |αf −Rgσ|p−2(αf −Rgσ)dVg
15
≤−
(n
2
− pσ
) ˆ
Sn
|αf −Rgσ|p(Rgσ − αf)dVg + CFp(t)(1 + Fp(t)1/p), (4.8)
where we have used (2.13) and similar arguments for estimating I2 and I3. Observe thatˆ
Sn
|αf −Rgσ|p+1dVg
=
ˆ
{αf≤Rgσ}
|αf −Rgσ|p(Rgσ − αf)dVg +
ˆ
{αf>Rgσ}
|αf −Rgσ|p+1dVg
=
ˆ
Sn
|αf −Rgσ|p(Rgσ − αf)dVg + 2
ˆ
{αf>Rgσ}
|αf −Rgσ|p(αf −Rgσ)dVg.
By Lemma 3.3 we obtainˆ
{αf>Rgσ}
|αf −Rgσ|p(αf −Rgσ)dVg ≤ −γFp(t)
and then
d
dt
Fp(t) + (
n
2
− pσ)Fp+1(t) ≤ CFp(t)(1 + Fp(t)1/p). (4.9)
If we let p = 2 in (4.9), then the above inequality leads to ddtF2(t) ≤ CF2(t)(1 + F2(t)1/2)
and thus (4.7) holds with ρ(τ) =
´ τ
0 (1 + s
1/2)−1 ds. Since ρ(·) is continuous, increasing and
ρ(0) = 0, it yields F2(t)→ 0 as t→∞. Hence, we prove (4.2) for p = 2.
If 2 < p ≤ n2σ , then n > 4σ. Integrating both sides of (4.9) over (0,∞) with p = 2 to showˆ ∞
0
F3(t) dt ≤ 2
n− 4σ
(
C
ˆ ∞
0
F2(t) dt+ F2(0)
)
<∞,
where we have used (4.2) for p = 2. For any 2 ≤ p ≤ 3, using (4.6), we have ´∞0 Fp(t) dt <∞.
For any 2 ≤ p ≤ min{3, n/(2σ)}, taking an increasing sequence tj → ∞ as j → ∞ such that
Fp(tj) → 0, by (4.9) we have ddtFp(t) ≤ CFp(t)(1 + Fp(t)1/p) and thus (4.7) holds with F2
replaced by Fp and ρ(τ) =
´ τ
0 (1 + s
1/p)−1 ds. Hence, Fp(t) → 0 as t → ∞. If n/(2σ) > 3,
repeating this process, we have (4.2) for 2 ≤ p ≤ min{4, n/(2σ)}. By repeating such a process
finite times, the lemma follows.
By Lemma 4.1, integrating (4.4) over (0,∞) when n < 4σ and using the estimates of I4 with
0 < ǫ ≤ n−2σ4 Yσ(Sn), otherwise integrating the first identity of (4.8) over (0,∞) with p = 2, we
conclude that ˆ ∞
0
ˆ
Sn
(αf −Rgσ)P gσ (αf −Rgσ) dVgdt <∞ (4.10)
and then by (2.2) ˆ ∞
0
(ˆ
Sn
|αf −Rgσ|
2n
n−2σ dVg
)n−2σ
n
dt <∞. (4.11)
Lemma 4.2. For p > n/(2σ), there holds
d
dt
Fp(t) + θF pn
n−2σ
(t)
n−2σ
n ≤ CFp(t)(1 + Fp(t)
2σ
2σp−n ),
where θ is a positive constant depending only on n and σ.
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Proof. By (3.5) and Lemma 4.1, we have
|α′| ≤ CF2(t) + CF2(t) 12 ≤ CF2(t) 12 .
Going back to the first identity of (4.8), we have
d
dt
Fp(t) ≤− p(n− 2σ)
4
ˆ
Sn
|αf −Rgσ|p−2(αf −Rgσ)P gσ (αf −Rgσ)dVg
+ CFp+1(t) + CFp(t). (4.12)
By Proposition 2.2 and Sobolev inequality (2.2) we have
− p(n− 2σ)
4
Gp(t)
≥− (p− 1)(n − 2σ)
p
ˆ
Sn
|αf −Rgσ|
p
2P gσ (|αf −Rgσ|
p
2 ) dVg
− (p− 2)
2(n− 2σ)
4p
(ˆ
Sn
αf |αf −Rgσ|p dVg −
ˆ
Sn
(αf −Rgσ)|αf −Rgσ|p dVg
)
≥− (p− 1)(n − 2σ)
p
Yσ(S
n)
(ˆ
Sn
|αf −Rgσ|
pn
n−2σ dVg
)n−2σ
n
− CFp+1(t)− CFp(t).
Notice that p > n/(2σ), npn−2σ − (p + 1) > 2σn−2σ > 0. Using Ho¨lder’s and Young’s inequalities,
for any ǫ > 0, we can find Cǫ > 0 such that
Fp+1(t) ≤ F pn
n−2σ
(t)
n−2σ
2pσ Fp(t)
2(p+1)σ−n
2pσ ≤ ǫF pn
n−2σ
(t)
n−2σ
n + CǫFp(t)
2(p+1)σ−n
2pσ−n .
Choosing ǫ small enough, by (4.6) we obtain
d
dt
Fp(t) +
1
2
(n− 2σ)2Yσ(Sn)F pn
n−2σ
(t)
n−2σ
n ≤ CFp(t)(1 + Fp(t)2σ/(2σp−n)).
Therefore, the lemma follows with θ = 12(n− 2σ)2Yσ(Sn).
Lemma 4.3. For any p ≥ 2, there holds Fp(t)→ 0 as t→∞.
Proof. First we claim that there exist p0 > n/(2σ) and ν0 ∈ (0, 1] such that
ˆ ∞
0
(ˆ
Sn
|αf −Rgσ|p0dVg
)ν0
dt <∞. (4.13)
Indeed, if n < 4σ, we choose p0 = 2 and ν0 = 1 by Lemma 4.1.
If n = 4σ, we choose p0 = 2n/(n − 2σ) = 4 > 2 and ν0 = (n − 2σ)/n = 1/2 by estimate
(4.11).
If n > 4σ, then for any p < n/(2σ), integrating (4.9) over (0,∞) and using Lemma 4.1, we
have ˆ ∞
0
Fp+1(t) dt ≤ 2
n− 2σp
(
C
ˆ ∞
0
Fp(t) dt+ Fp(0)
)
<∞.
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This together with Lemma 4.1 implies that for any p < 1 + n2σ ,
´∞
0 Fp(t) dt <∞. Hence, (4.13)
is proved.
By Lemma 4.1, we only need to consider p > n/(2σ). Let p0, ν0 be given in (4.13) and
pk = p0
(
n
n−2σ
)k
, νk =
n−2σ
n for k ∈ N+. We claim that for all k ∈ N,
ˆ ∞
0
Fpk(t)
νkdt <∞ and lim
t→∞Fpk(t) = 0. (4.14)
Suppose (4.14) holds for k, and we will prove that it holds for k+ 1. By Lemma 4.2 with p = pk,
we have
d
dt
Fpk(t) + θFpk+1(t)
νk+1 ≤ CFpk(t)νk .
Integrating the above differential inequality over (0,∞), by (4.14) we have
ˆ ∞
0
Fpk+1(t)
νk+1 dt ≤ 1
θ
(
C
ˆ ∞
0
Fpk(t)
νk dt+ Fpk(0)
)
<∞. (4.15)
By Lemma 4.2 with p = pk+1, we have
d
dt
Fpk+1(t) ≤ CFpk+1(t)νk+1(Fpk+1(t)β1 + Fpk+1(t)β2), (4.16)
where
β1 = 1− νk+1 = 2σ
n
and β2 = β1 +
2pσ
2pσ − n > β1.
Let H1(t) = ρ(Fpk+1(t)), where ρ(t) =
´ t
0 (s
β1 + sβ2)−1ds. By (4.15), we choose {tj} to be an
increasing sequence with tj → ∞ as j → ∞ such that Fpk+1(tj) → 0 as j → ∞. By (4.16), we
have
H1(t) ≤ H1(tj) + C
ˆ ∞
tj
Fpk+1(t)
νk dt ∀ tj ≤ t ≤ tj+1.
Thus, limt→∞H1(t) = 0. Since ρ(·) is continuous, increasing and limτց0 ρ(τ) = 0, we have
Fpk+1(t) → ∞ as t → ∞. From this together with (4.15), we prove (4.14) for k + 1. Hence,
(4.14) holds for all k ∈ N.
By Lemma 4.1, (4.14) and the basic inequality (4.6), the proof is complete.
Lemma 4.4. There hold G2(t)→ 0 as t→∞, andˆ ∞
0
ˆ
Sn
|P gσ (αf −Rgσ)|2 dVg dt <∞.
Proof. By (1.1), (1.9) and Proposition 3.1, we have
d
dt
G2(t) =
d
dt
(ˆ
Sn
u(αf −Rgσ)Pσ(u(αf −Rgσ))dVgSn
)
=2
ˆ
Sn
∂
∂t
(u(αf −Rgσ))Pσ(u(αf −Rgσ))dVgSn
=
n− 2σ
2
ˆ
Sn
(αf −Rgσ)2P gσ (αf −Rgσ)dVg
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+ 2
ˆ
Sn
[
−n− 2σ
4
P gσ (αf −Rgσ) +
n+ 2σ
4
Rgσ(αf −Rgσ) + α′f
]
P gσ (αf −Rgσ)dVg
=− 2σ
ˆ
Sn
(αf −Rgσ)2P gσ (αf −Rgσ)dVg −
n− 2σ
2
ˆ
Sn
|P gσ (αf −Rgσ)|2dVg
+
n+ 2σ
2
ˆ
Sn
αf(αf −Rgσ)P gσ (αf −Rgσ)dVg + 2α′
ˆ
Sn
fP gσ (αf −Rgσ)dVg
=:J1 + J2 + J3 + J4.
By Young’s inequality, for any ǫ > 0 we estimate
|J1| ≤ ǫ
ˆ
Sn
|P gσ (αf −Rgσ)|2dVg + CǫF4(t)
and by Ho¨lder’s inequality and Lemma 4.3
F4(t) ≤ Fn
σ
(t)
2σ
n F 2n
n−2σ
(t)
n−2σ
n ≤ CF 2n
n−2σ
(t)
n−2σ
n .
By Lemma 3.2, (3.4) and using Young’s inequality, we have for any ǫ > 0
J3 ≤ ǫ
ˆ
Sn
|P gσ (αf −Rgσ)|2dVg + CǫF2(t)
and
J4 ≤ ǫ
ˆ
Sn
|P gσ (αf −Rgσ)|2dVg + C|α′|2 ≤ ǫ
ˆ
Sn
|P gσ (αf −Rgσ)|2dVg + CF2(t).
Choosing ǫ sufficiently small, we have
d
dt
G2(t) +
n− 2σ
4
ˆ
Sn
|P gσ (αf −Rgσ)|2dVg ≤ CF2(t) +CF 2n
n−2σ
(t)
n−2σ
n . (4.17)
By (4.10) we can find an increasing sequence {tj} with tj →∞ as j →∞ such that G2(tj)→ 0.
Integrating (4.17) over (tj , t), we obtain
G2(t) ≤ G2(tj) + C
ˆ ∞
tj
F2(s) ds+ C
ˆ ∞
tj
F 2n
n−2σ
(s)
n−2σ
n ds
and then G2(t) → 0 as t → ∞ due to (4.11) and Lemma 4.1. By integrating (4.17) over (0,∞),
the second conclusion follows.
5 Blow-up analysis
Define
C∞∗ :=
{
0 < u ∈ C∞(Sn);
ˆ
Sn
u
2n
n−2σ dVgSn = ωn
}
.
Lemma 5.1. Let u be a smooth positive solution of (1.9) with initial datum u0 ∈ C∞∗ . Then for
any tk →∞ as k →∞, {uk := u(tk)} is a Palais-Smale sequence of Ef in Hσ(Sn).
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Proof. By items (1) and (3) of Proposition 3.1, {uk} is uniformly bounded inHσ(Sn) andEf [uk]→
e∞ for some e∞ > 0. Hence, it remains to show dEf [uk]→ 0. To that end, for any ϕ ∈ Hσ(Sn),
there holds
1
2
(ˆ
Sn
fu
2n
n−2σ
k dVgSn
)n−2σ
n
|〈dEf [uk], ϕ〉|
=
∣∣∣∣
ˆ
Sn
ϕPσ(uk)dVgSn − α(tk)
ˆ
Sn
fu
n+2σ
n−2σ
k ϕdVgSn
∣∣∣∣
=
∣∣∣∣
ˆ
Sn
(R
g(tk)
σ − α(tk)f)u
n+2σ
n−2σ
k ϕdVgSn
∣∣∣∣
≤
(ˆ
Sn
(Rg(tk)σ − α(tk)f)
2n
n+2σ u
2n
n−2σ
k dVgSn
)n+2σ
2n
(ˆ
Sn
|ϕ| 2nn−2σ dVgSn
)n−2σ
2n
=‖Rg(tk)σ − α(tk)f‖
L
2n
n+2σ (Sn,g(tk))
‖ϕ‖
L
2n
n−2σ (Sn)
= o(1)‖ϕ‖
L
2n
n−2σ (Sn)
,
as k →∞ by Lemma 4.3, where g(tk) = u4/(n−2σ)k gSn . Therefore, the lemma is proved.
Lemma 5.2 (Concentration-compactness). Let u be a positive smooth solution of (1.9) with u0 ∈
C∞∗ . For any tk → ∞ as k → ∞, let uk := u(tk). Then, after passing to a subsequence, there
exist a non-negative integer L, a convergent sequence {xk,ν} ⊂ Sn and a non-negative smooth
function u∞, a sequence of real numbers {λk,ν} with λk,ν →∞ and α(tk)→ α∞ as k →∞ for
any fixed ν = 1, 2, · · · , L such that
uk =
L∑
ν=1
u¯xk,ν ,λk,ν + u∞ + o(1) in H
σ(Sn),
where
u¯xk,ν ,λk,ν (x) =
( Rσ
α∞f(−xk,ν)
)n−2σ
4σ
( 2λk,ν
2 + (λ2k,ν − 1)(1 − 〈x, xk,ν〉)
)n−2σ
2
satisfies
Pσ(u¯xk,ν ,λk,ν ) = α∞f(−xk,ν)u¯
n+2σ
n−2σ
xk,ν ,λk,ν
on Sn, (5.1)
and u∞ satisfies
Pσu∞ = α∞fu
n+2σ
n−2σ∞ on Sn. (5.2)
Proof. By Lemma 5.1, the proof of Lemma 5.2 is well-known now. Indeed, one can use Theorem
2.1 and the proofs in [24]. We omit the details.
In view of (1.11), we can choose ǫ0 > 0 sufficiently small such that[
(1 + ǫ0)
maxSn f
minSn f
]n−2σ
n
< 2
2σ
n . (5.3)
We set
β = Rσω
2σ
n
n (1 + ǫ0)
n−2σ
n (min
Sn
f)−
n−2σ
n . (5.4)
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Define
C∞f := {u ∈ C∞∗ ;Ef [u] ≤ β}.
Lemma 5.3. Let u be a smooth positive solution of (1.9) with u(0) = u0 ∈ C∞f . For any tk →∞
as k → ∞, let uk := u(tk). Suppose that f satisfies (1.11), i.e., maxSn f < 22σ/(n−2σ) minSn f .
Let L be the nonnegative integer defined in Lemma 5.2. Then L ≤ 1.
Proof. Suppose L > 0 otherwise it is trivial. By Lemmas 4.3, 5.2 and (5.8), we have
ˆ
Sn
|Rg(tk)σ | n2σ dVg(tk) =
ˆ
Sn
|α(tk)f |
n
2σ dVg(tk)
+ o(1)
=
L∑
ν=1
ˆ
Sn
|α(tk)f |
n
2σ u¯
2n
n−2σ
xk,ν ,λk,ν
dVgSn +
ˆ
Sn
|α(tk)f |
n
2σ u
2n
n−2σ∞ dVgSn + o(1)
≥LR
n
2σ
σ ωn + o(1).
On the other hand,
α(tk)
(ˆ
Sn
|f | n2σ dVg(tk)
) 2σ
n
≤ Ef [u0]
(ˆ
Sn
fdVg(tk)
)− 2σ
n
(ˆ
Sn
|f | n2σ dVg(tk)
) 2σ
n
≤ β
(ˆ
Sn
fdVg(tk)
)− 2σ
n (
max
Sn
f
)n−2σ
n
(ˆ
Sn
fdVg(tk)
) 2σ
n
= Rσω
2σ
n
n
[
(1 + ǫ0)
maxSn f
minSn f
]n−2σ
n
< 2
2σ
n Rσω
2σ
n
n ,
where the first inequality follows from item (3) of Proposition 3.1, the second inequality follows
from (1.11) and (5.4), and the last inequality follows from (5.3). It follows by sending k → ∞
that
L
2σ
n Rσ < 2
2σ
n Rσ.
Namely, L < 2. We complete the proof.
For p ≥ 1, we define
H2σ,p(Sn) := {u ∈ Hσ(Sn);Pσu ∈ Lp(Sn)}.
In particular, we set H2σ(Sn) = H2σ,2(Sn). For s > 0 and 1 < p < ∞, we first state an
embedding theorem for Hs,p(Sn) (see [40, p.1587]) as follows: if sp < n, then the embedding
Hs,p(Sn) →֒ L npn−sp (Sn) is continuous, and Hs,p(Sn) →֒ Lq(Sn) is compact for all q < npn−sp ; if
0 < s− np < 1, then the embedding Hs,p(Sn) →֒ Cs−
n
p (Sn) is continuous.
Lemma 5.4. Assume as in Lemma 5.3. If L = 0, then as k →∞, up to a subsequence, uk → u∞
inH2σ,p(Sn), R
g(tk)
σ → α∞f in Lp(Sn) for any p ≥ 1 and u∞ > 0 is a smooth solution of (5.2).
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Proof. Since L = 0, by Lemma 5.2, after passing to a subsequence, uk → u∞ in Hσ(Sn) as
k → ∞. It follows that u∞ ≥ 0 and is not identically zero. By the strong maximum principle,
u∞ > 0. By the regularity theory (see [39]), u∞ ∈ C2(Sn).
For any domain Ω ⊂ Sn, we have
ˆ
Ω
|Rg(tk)σ u
4σ
n−2σ
k |
n
2σ dVgSn
≤2n−2σ2σ
ˆ
Ω
[
|Rg(tk)σ − α(tk)f |
n
2σ u
2n
n−2σ
k + (α(tk)f)
n
2σ
(
u
2n
n−2σ
k − u
2n
n−2σ∞ + u
2n
n−2σ∞
)]
dVgSn
=o(1) + 2
n−2σ
2σ
ˆ
Ω
(α(tk)f)
n
2σ u
2n
n−2σ∞ dVgSn
≤o(1) + C|Ω|, (5.5)
where |Ω| = Vol(Ω, gSn), C > 0 is independent of k, and we have used Lemma 4.3 and uk → u∞
in L2n/(n−2σ)(Sn) as k →∞. Applying Moser’s iteration to the equation
Pσuk = (R
g(tk)
σ u
4σ
n−2σ
k )uk on S
n
and making use of (5.5) together with a finite covering of Sn, we have
‖uk‖Lp¯(Sn) ≤ C‖uk‖
L
2n
n−2σ (Sn)
≤ C
for some constants p¯ > 2nn−2σ and C > 0 which are independent of k; see [39]. Choose δ, q > 0
such that 2n+2δn−2σ < p¯,
2n
n−2σ
1+q
q ≤ p¯ and qδ < n. By Ho¨lder’s inequality, we obtainˆ
Sn
|Rg(tk)σ u
4σ
n−2σ
k |
n+δ
2σ dVgSn
=
ˆ
Sn
|Rg(tk)σ |n+δ2σ u
2n−2qδ
n−2σ
k u
2(1+q)δ
n−2σ
k dVgSn
≤
(ˆ
Sn
|Rg(tk)σ |
n(n+δ)
2σ(n−qδ) dVg(tk)
)n−qδ
n
(ˆ
Sn
u
2n
n−2σ
1+q
q
k dVgSn
) qδ
n
≤ C.
Applying Moser’s iteration again, by the above inequality we have
‖uk‖Cγ (Sn) ≤ C (5.6)
for some constants γ ∈ (0, 1) and C > 0 which are independent of k. It follows that, after
passing to a subsequence, uk → u∞ uniformly on Sn as k → ∞. Hence, for large k, we have
0 < 12 minSn u∞ ≤ uk ≤ 2maxSn u∞ <∞. By Lemma 4.3, we conclude that as k →∞
R
g(tk)
σ − α(tk)f → 0 in Lp(Sn)
for any 2 ≤ p < ∞. By Ho¨lder’s inequality, this is also true for p < 2. Together with (5.6), we
have Pσuk = R
g(tk)
σ u
(n+2σ)/(n−2σ)
k ∈ Lp(Sn) for any p > 1. Hence, uk ∈ H2σ,p(Sn). By the
compactness, after passing to a subsequence, uk → u∞ inH2σ,p(Sn) for any 1 ≤ p <∞.
Therefore, we complete the proof.
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If u∞ > 0, we have already proved the main theorem.
By Lemma 5.3, if u∞ = 0, then there holds
uk = u¯xk,λk + o(1) in H
σ(Sn), (5.7)
where λk →∞ as k →∞ and
u¯xk,λk(x) = bk
( 2λk
2 + (λ2k − 1)(1 − 〈x, xk〉)
)n−2σ
2
:= bkuxk,λk(x), x ∈ Sn
for some xk ∈ Sn and λk > 1, and bk = ( Rσα∞f(−xk))(n−2σ)/4σ . In particular, let φxk,λk =
Ψxk ◦ δλk ◦Ψ−1xk be a conformal transformation on Sn such that
φ∗xk,λk(gSn) = u
4
n−2σ
xk,λk
gSn ,
where Ψ−1xk is the stereographic projection on S
n from xk. Furthermore, for k sufficiently large we
have ∣∣∣∣
 
Sn
ϕu
2n
n−2σ
xk ,λk
dVSn − ϕ(−xk)
∣∣∣∣ = o(1) (5.8)
for any ϕ ∈ C0(Sn). Up to a subsequence, let bk → b∞ as k →∞.
For t ≥ 0, let
Θ(t) =
ˆ
Sn
xdVg
be the center of mass of g = g(t), and whenever Θ 6= 0, let
θ = θ(t) = Θ/|Θ| ∈ Sn
be its image under the radial projection. Clearly Θ(t) smoothly depends on the time t if u does.
There exists a family of conformal diffeomorphisms φ(t) = φθ(t),r(t) : S
n → Sn, with θ(t) ∈ Sn
and r(t) ≥ 1, which are explicitly given by
φθ(t),r(t)(x) =
2r(t)(x− 〈θ(t), x〉θ(t)) + [r(t)2(1 + 〈θ(t), x〉)− (1− 〈θ(t), x〉)]θ(t)
r(t)2(1 + 〈θ(t), x〉) + (1− 〈θ(t), x〉) (5.9)
such that ˆ
Sn
xdVh = 0 for all t > 0, (5.10)
where the new metric
h = φ(t)∗(g) = v(t)
4
n−2σ gSn
is called the normalized metric, where v(t) = (u(t) ◦ φ(t))|det dφ(t)|(n−2σ)/2n and dVh =
v(t)2n/(n−2σ)dVgSn .Meanwhile, the normalized function v satisfies
Pσ(v) = R
h
σv
n+2σ
n−2σ on Sn, (5.11)
where Rhσ = R
g
σ ◦ φ(t) is 2σ-order Q-curvature of h. From now on, we set fφ = f ◦ φ(t). It
follows from [40, Lemma 3.1] that v enjoys the following properties:ˆ
Sn
vPσ(v) dVgSn =
ˆ
Sn
uPσ(u) dVgSn and
 
Sn
v
2n
n−2σ dVgSn =
 
Sn
u
2n
n−2σ dVgSn = 1. (5.12)
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Lemma 5.5. Assume as in Lemma 5.3. Assume further that L = 1 and u∞ = 0. Then there exists
a sequence of conformal transformations φk as (5.9) on S
n such that
vk → 1 in H2σ,p(Sn) for any 1 ≤ p <∞,
where vk = |det dφk|(n−2σ)/2nuk ◦ φk satisfies (5.10).
Proof. By our assumption, we have (5.7). Let Θk =
 
Sn
xu
2n/(n−2σ)
k dVgSn . By (5.7),
Θk =
 
Sn
xu¯
2n
n−2σ
xk,λk
dVgSn + o(1) = −xk + o(1) 6= 0.
Let φk be the conformal transformations on S
n given by (5.9) and v¯k = |det dφk|(n−2σ)/2nu¯xk,λk◦
φk, then by (5.1) we have
Pσ(v¯k) = α∞f(−xk)v¯
n+2σ
n−2σ
k on S
n. (5.13)
Let Ψ−1 be the stereographic projection with Θk/|Θk| as the south pole. By (3.4), (5.10) and
(5.7), we obtain as k →∞ ˆ
Sn
xv¯
2n
n−2σ
k dVgSn → 0, (5.14)
equivalently, the classification theorem of (5.13) for v¯k gives
ˆ
Rn
y
1 + |y|2
(
λk/rk
1 + |y − rkyk|2λ2k/r2k
)n
dy → 0,
ˆ
Rn
1− |y|2
1 + |y|2
(
λk/rk
1 + |y − rkyk|2λ2k/r2k
)n
dy → 0,
where yk → 0 is Ψ−1(xk) up to some uniform constant, and rk = r(tk). It forces λk/rk → 1 and
rkyk → 0. Indeed, if after passing to a subsequence λk/rk → 0 or∞, then there exists Θ∞ ∈ Sn
such that
´
Sn
xv¯
2n/(n−2σ)
k dVgSn → Θ∞ or−Θ∞ along the subsequence, which contradicts (5.14).
Hence, after passing to a subsequence we assume λk/rk → c¯ ∈ (0,∞). If rk|yk| → ∞, by
Lebesgue’s dominant convergence theorem we have, as k →∞,
ˆ
Rn
1− |y|2
1 + |y|2
(
λk/rk
1 + |y − rkyk|2λ2k/r2k
)n
dy =
ˆ
Rn
1− |y + rkyk|2
1 + |y + rkyk|2
(
λk/rk
1 + |y|2λ2k/r2k
)n
dy
→ −
ˆ
Rn
(
c¯
1 + c¯2|y|2
)n
dy.
This again yields a contradiction with (5.14). Therefore, after passing to a subsequence we assume
λk/rk → c¯ ∈ (0,∞) and rkyk → y0 as k → ∞. By (5.14), we apply Lebesgue’s dominant
convergence theorem again to obtain
ˆ
Rn
y
1 + |y|2
(
c¯
1 + c¯2|y − y0|2
)n
dy = 0,
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ˆ
Rn
1− |y|2
1 + |y|2
(
c¯
1 + c¯2|y − y0|2
)n
dy = 0.
Therefore, we conclude that y0 = 0 and c¯ = 1.
Hence vk → b∞ inHσ(Sn) as k →∞. By Lemma 4.3, for any p ≥ 1 we have
ˆ
Sn
|Rg(tk)σ − α(tk)fφk |p dVg(tk) → 0 as k →∞.
Meanwhile, by the conservation of the volume (3.4), we have
1 =
 
Sn
u
2n
n−2σ
k dVgSn =
 
Sn
v
2n
n−2σ
k dVgSn → b
2n
n−2σ∞ as k →∞,
which yields b∞ = 1. Using the above facts, by the same argument of (5.6) we have
‖vk‖Cγ (Sn) ≤ C
for some γ ∈ (0, 1) and C > 0 independent of k. It follows that ‖vk‖H2σ,p(Sn) ≤ C(p) for any
1 ≤ p <∞. It follows that, up to a further subsequence,
vk → 1 in H2σ,p(Sn) as k →∞. (5.15)
This completes the proof.
For the convenience of future citation, we recall an elementary result in [17, Lemma 6.2] here.
Lemma 5.6. With a uniform consitant C > 0, there holds
‖fφ − f(θ(t))‖L2(Sn) + ‖∇fφ‖
L
2n
n+2 (Sn)
≤ Cǫ,
where ǫ = r(t)−1.
Lemma 5.7. Let f be a positive smooth non-degenerate Morse function on Sn and satisfy condi-
tion (1.11). Suppose f cannot be realized as 2σ-order Q-curvature of a conformal metric. Let u(t)
be a smooth positive solution of the flow (1.9), and v(t) be the corresponding normalized flow de-
fined in (5.11). Then, as t→∞, we have v(t)→ 1, h(t) = v(t)4/(n−2σ)gSn → gSn in H2σ,p(Sn)
for all p ≥ 1. Furthermore, ‖φ(t)− θ(t)‖L2(Sn) → 0; hence also ‖f ◦φ(t)− f(θ(t))‖L2(Sn) → 0
and α(t)f(θ(t))→ Rσ.
Proof. Since the idea of the proof is nearly identical to the one of [17, Lemma 4.11], we omit it
here.
Notice that
F2(t) =
ˆ
Sn
|αf −Rgσ|2dVg =
ˆ
Sn
|αfφ −Rhσ|2dVh
and
G2(t) =
ˆ
Sn
(αf −Rgσ)P gσ (αf −Rgσ)dVg =
ˆ
Sn
(αfφ −Rhσ)P hσ (αfφ −Rhσ)dVh.
25
Lemma 5.8. With error o(1)→ 0 as t→∞, there holds
d
dt
F2 ≤ −
(
n− 2σ
2
+ o(1)
)
G2 +
(
n+ 2σ
2
Rσ + o(1)
)
F2.
Proof. By (4.1) and (3.5), we have
d
dt
F2 = −n− 2σ
2
G2 +
n+ 2σ
2
ˆ
Sn
αfφ|αfφ −Rhσ|2dVh + 2α′
ˆ
Sn
fφ(αfφ −Rhσ)dVh
− σ
ˆ
Sn
|αfφ −Rhσ|2(αfφ −Rhσ)dVh
=− n− 2σ
2
G2 +
n+ 2σ
2
ˆ
Sn
αfφ|αfφ −Rhσ|2dVh
+
2
´
Sn
fφ(αfφ −Rhσ)dVh´
Sn
fφdVh
[
−n− 2σ
2
ˆ
Sn
(Rhσ − αfφ)2dVh + σ
ˆ
Sn
αfφ(R
h
σ − αfφ)dVh
]
− σ
ˆ
Sn
|αfφ −Rhσ|2(αfφ −Rhσ)dVh
≤− n− 2σ
2
G2 +
n+ 2σ
2
RσF2 +
n+ 2σ
2
(αf(θ)−Rσ)
ˆ
Sn
|αfφ −Rhσ|2dVh
+
n+ 2σ
2
α
ˆ
Sn
(fφ − f(θ))|αfφ −Rhσ|2dVh + C
ˆ
Sn
|αfφ −Rhσ|3dVh.
By Lemma 5.7, we have αf(θ)→ Rσ as t→∞ and then
(αf(θ)−Rσ)
ˆ
Sn
|αfφ −Rhσ|2dVh = o(1)F2(t).
By Ho¨lder’s inequality, (2.2) and Lemma 4.3, we estimate
ˆ
Sn
|αfφ −Rhσ|3dVh ≤‖αfφ −Rhσ‖L n2σ (Sn,h)‖αfφ −Rhσ‖2L 2nn−2σ (Sn,h)
≤Yσ(Sn)−1F n
2σ
(t)G2(t) = o(1)G2(t).
By a similar argument in the proof of [17, Lemma 6.1], using Lemma 5.6 and Sobolev inequality
(2.2) we may bound∣∣∣∣α
ˆ
Sn
(fφ − f(θ))|αfφ −Rhσ|2dVh
∣∣∣∣
≤α‖fφ − f(θ)‖L n2σ (Sn,h)‖αfφ −Rhσ‖2L 2nn−2σ (Sn,h) = o(1)G2(t).
Therefore, the desired estimate follows by collecting all the above estimates together.
6 Finite dimensional dynamics
We recall the following Kazdan-Warner identity (see [39, Proposition A.1]).
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Proposition 6.1. If u ∈ C2(Sn) is a positive function satisfying (1.6), then
ˆ
Sn
〈X,∇f〉gSnu
2n
n−2σ dVgSn = 0
for any conformal Killing vector field X on Sn.
In particular, if we take X = ∇gSnxi for i = 1, 2, · · · , n + 1 in Proposition 6.1 where
(x1, x2, · · · , xn+1) ∈ Sn, then by Proposition 6.1 we have
ˆ
Sn
〈∇xi,∇Rgσ〉gSnu
2n
n−2σ dVgSn = 0 for i = 1, 2, · · · , n + 1, (6.1)
where Rgσ is 2σ-order Q-curvature of g = u4/(n−2σ)gSn .
If we let ξ = (dφ)−1 dφdt , then there holds (see also [17, (5.7)])
vt = (ut ◦ φ(t))|det dφ(t)|
n−2σ
2n +
n− 2σ
2n
vdivh(ξ), (6.2)
where
v(t) = (u(t) ◦ φ(t))|det dφ(t)|n−2σ2n with φ(t)∗g(t) = |det dφ(t)| 2n gSn . (6.3)
Here we use Hadamard identity to give an alternative proof of (6.2). The Hadamard identity states
that: Let Ω be a domain in Rn and F ∈ C2(Ω¯;Rn), denote by Bij the algebraic cofactor of the
element ∂F
i
∂xj
, 1 ≤ i, j ≤ n in the determinant JF (x). Then there holds
n∑
i=1
∂
∂xj
Bij(x) = 0, i = 1, · · · , n.
In order to show (6.2), it reduces to proving
d
dt
log det(dφ) =
1
det(dφ)G0
∂
∂xj
[det(dφ)G0ξ
j ] = divφ∗(g0)(ξ) (6.4)
by virtue of (6.3). To this end, denote by G0(x)dx
1 ∧ · · · ∧ dxn and Jφ the volume form of gSn
and the determinant of n-th order matrix ( ∂φ
i
∂xj
), respectively, then it is easy to show that
det(dφ) = (G0 ◦ φ)JφG−10 .
For brevity, set y = φ(t)x. A direct computation yields
d
dt
log det(dφ) =
d
dt
det(dφ) det(dφ)−1 (6.5)
and
d
dt
det(dφ) =ξ · d(G0 ◦ φ)JφG−10 + det(dφ)
n∑
i,j=1
∂xj
∂yi
d
dt
∂φi
∂xj
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=ξ · d(G0 ◦ φ)JφG−10 + det(dφ)
n∑
i,j=1
∂xj
∂yi
∂
∂xj
dφi
dt
+ (G0 ◦ φ)G−10
n∑
i,j=1
∂
∂xj
(
Jφ
∂xj
∂yi
)
dφi
dt
, (6.6)
where the third term on the right hand of (6.6) identically vanishes by Hadamard identity. Thus,
(6.4) follows from (6.5) and (6.6).
Hence, it follows from (5.10) that
0 =
2n
n− 2σ
ˆ
Sn
xv−1vtdVh
=
n
2
ˆ
Sn
x(αfφ −Rhσ)dVh +
ˆ
Sn
xdivh(ξ)dVh
=
n
2
ˆ
Sn
x(αfφ −Rhσ)dVh +
ˆ
Sn
ξdVh.
(6.7)
6.1 Scaled stereographic projection
Let π : Sn \ {S} → Rn be the stereographic projection from the south pole S, i.e.
π(x) =
(x1, · · · , xn)
1 + xn+1
, x ∈ Sn.
Then its inverse Ψ = π−1 is given by
Ψ(z) =
(2z1, · · · , 2zn, 1− |z|2)
1 + |z|2 , z ∈ R
n.
For q ∈ Rn and r > 0, let ψq,r : Rn → Sn \ {S} be the conformal map given by
ψq,r = Ψ ◦ δq,r,
where δq,r = q + rz for z ∈ Rn. A direct computation yields that, for 1 ≤ i, j ≤ n,
∂Ψi
∂zj
=
2δij
1 + |z|2 −
4zizj
(1 + |z|2)2 = δij(1 + xn+1)− xixj ,
and
∂Ψn+1
∂zj
= − 4zj
(1 + |z|2)2 = −(1 + xn+1)xj .
Then we have
n∑
i=1
zi
∂Ψk
∂zi
= xkxn+1 for 1 ≤ k ≤ n
and
n∑
i=1
zi
∂Ψn+1
∂zi
= |xn+1|2 − 1.
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This implies that∥∥∥∥∥
n∑
i=1
zi
∂Ψ
∂zi
∥∥∥∥∥
∞
≤ 1 and
∥∥∥∥∂Ψ∂zi
∥∥∥∥
∞
≤ 2 for i = 1, 2, · · · , n. (6.8)
Notice that φ(t) = Ψ ◦ δq(t),r(t) ◦ π on Sn, then we can write its differential as dφ = dΨ ◦
r(t)I ◦dπ and hence (dφ)−1 = r−1(dπ)−1◦(dΨ)−1. Also notice that (dπ)−1 = dΨ. Let ǫ = r−1
as before. As in [17, (5.5)], we compute the conformal vector field
ξ = (dφ)−1
dφ(t)
dt
= ǫ
n∑
i=1
(
dqi
dt
+ zi
dr
dt
)
∂Ψ
∂zi
. (6.9)
For simplicity of computations, we can assume q(t) = 0 for time t by a suitable selection of the
coordinates on Sn. Again by [17, (5.6),(5.7)], we obtain
X =
 
Sn
ξdVgSn =
n
n+ 1
ǫ
(
dq
dt
,−dr
dt
)⊤
. (6.10)
Lemma 6.2. There exists a constant C > 0 independent of t such that
‖ξ‖2∞ ≤ C
 
Sn
(αfφ −Rhσ)2dVh and ‖divSnξ‖2∞ ≤ C
 
Sn
(αfφ −Rhσ)2dVh.
Proof. By (6.9), (6.8) and (6.10) we have
‖ξ‖∞ ≤ 2ǫ
(∣∣∣∣dqdt
∣∣∣∣+
∣∣∣∣drdt
∣∣∣∣
)
=
2(n + 1)
n
‖X‖.
On the other hand, it follows from (6.7) and definition of X that
‖X‖ ≤
∣∣∣∣n2
 
Sn
x(αfφ −Rhσ)dVh
∣∣∣∣+
∣∣∣∣
 
Sn
ξ(1− v 2nn−2σ )dVgSn
∣∣∣∣
≤
∣∣∣∣n2
 
Sn
x(αfφ −Rhσ)dVh
∣∣∣∣+ ‖ξ‖∞‖1− v 2nn−2σ ‖C0(Sn).
It follows from Lemma 5.7 that ‖1− v2n/(n−2σ)‖C(Sn) → 0 as t→∞. and ‖ξ‖ is continuous on
S
n × [0, T + 1] for any finite T > 0. Thus, the first assertion follows from these two estimates.
For the second assertion, by (6.9) we have
divSn(ξ) =
n∑
i,j=1
∂Ψj
∂xi
∂ξi
∂zj
+
n∑
i=1
∂Ψi
∂xn+1
∂ξn+1
∂zi
=ǫ
[
dr
dt
(
n− 2(n + 1)|z|
2
1 + |z|2
)
− 2(n+ 1)
n∑
i=1
dqi
dt
zi
1 + |z|2
]
.
Thus, we obtain
‖divSnξ‖∞ ≤ (n+ 2)ǫ
(∣∣∣∣dqdt
∣∣∣∣+
∣∣∣∣drdt
∣∣∣∣
)
=
(n+ 1)(n + 2)
n
‖X‖∞
≤(n+ 1)(n + 2)
n
‖ξ‖∞.
Now the second assertion follows from the first one.
29
6.2 Shadow flow
When 0 < σ < 1/2, the Sobolev space H2σ,p(Sn) is too weak to obtain C0-estimates of the first
order derivatives of v(t), which are necessary in the following arguments in Section 6.2, so we
assume henceforth 1/2 < σ < 1.
Let {ϕi; i ∈ N} be an L2(Sn)-orthonormal basis of eigenfunctions of −∆gSn , satisfying
−∆gSnϕi = λiϕi,
with the eigenvalues 0 = λ0 < λ1 = · · · = λn+1 < λn+2 ≤ · · · . Now in terms of the orthonormal
bases {ϕgi }, {ϕhi } of the eigenfunctions of −∆g, −∆h respectively, we expand
α(t)f −Rgσ =
∞∑
i=0
βigϕ
g
i and α(t)fφ −Rhσ =
∞∑
i=0
βihϕ
h
i (6.11)
with coefficients
βih =
 
Sn
(α(t)fφ −Rhσ)ϕhi dVh =
 
Sn
(α(t)f −Rgσ)ϕgi dVg = βig (6.12)
for all i ∈ N.
First notice that
β0g = 0 (6.13)
by virtue of (1.8) and ϕhi = ϕ
g
i ◦ φ.
Lemma 6.3. As t → ∞, we have λgi = λhi → λi and we can choose ϕi such that ϕhi → ϕi in
L2(Sn) for all i ∈ N.
The proof of Lemma 6.3 is standard, for instance, [17, Appendix B]; see also [54, Lemma 4.2
and Remark 4.3].
The eigenvalues of Pσ are denoted by
Rσ = Λ0 < Λ1 ≤ Λ2 ≤ · · · ≤ Λn+1 < Λn+2 ≤ · · ·
counting with multiplicity. It is well known (see [49, p. 479]) that Pσ has the spherical harmonics
as eigenfunctions with the corresponding eigenvalues
Γ(k + n2 + σ)
Γ(k + n2 − σ)
, k ∈ N,
and multiplicity (2k + n − 1)(k + n − 2)!/[(n − 1)!k!]. In particular, x1, x2, · · · , xn+1 are the
eigenfunctions of eigenvalues
Λ1 = Λ2 = · · · = Λn+1 =
Γ(1 + n2 + σ)
Γ(1 + n2 − σ)
=
n+ 2σ
n− 2σRσ,
that is,
Pσ(x) = Λ1x, for x ∈ Sn. (6.14)
Let {Λgi ; i ∈ N} and {Λhi ; i ∈ N} be the sets of eigenvalues of P gσ and P hσ , respectively. Then it
follows from Lemmas 5.7 and 6.3 that for every i ∈ N,
Λgi = Λ
h
i → Λi as t→∞. (6.15)
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Lemma 6.4. With a uniform constant C > 0, there holds
‖Pσ(v(t) − 1)‖L2(Sn) ≤ C(F2(t)
1
2 + ‖fφ − f(θ(t))‖L2(Sn))
for all sufficiently large t > 0.
Proof. Expand v2n/(n−2σ) − 1 and v − 1 in terms of eigenfunctions of Pσ to get
v
2n
n−2σ − 1 =
∞∑
i=0
V iϕi and v − 1 =
∞∑
i=0
viϕi.
By (3.4), we have
ˆ
Sn
(v
2n
n−2σ − 1)dVgSn =
ˆ
Sn
(u
2n
n−2σ − 1)dVgSn = 0,
which implies that V 0 = 0. From this and Taylor’s expansion, we have
0 =
 
Sn
(v
2n
n−2σ − 1)dVgSn =
2n
n− 2σ
 
Sn
(v − 1)dVgSn +O(1)
 
Sn
(v − 1)2dVgSn ,
which implies that
v0 =
 
Sn
(v − 1)dVgSn = O(1)‖v − 1‖2Hσ(Sn). (6.16)
On the other hand, it follows from (5.10) that V i = 0 for 1 ≤ i ≤ n+ 1. By Taylor’s expansion,
we have
2n
n− 2σv
i =
2n
n− 2σ
 
Sn
(v − 1)ϕidVgSn
=
 
Sn
(v
2n
n−2σ − 1)ϕidVgSn +O(‖v − 1‖2Hσ(Sn))
= V i + o(1)‖v − 1‖Hσ(Sn) for 1 ≤ i ≤ n+ 1,
since ϕi are smooth. Thus, we have
n+1∑
i=0
|vi|2 = o(1)‖v − 1‖2Hσ(Sn). (6.17)
We may write
Pσ(v − 1) =Pσ(v)− Pσ(1) = Rhσv
n+2σ
n−2σ −Rσ
=
[
(Rhσ − αfφ) + (αfφ − αf(θ)) +
(
αf(θ)−
 
Sn
RhσdVh
)
+
( 
Sn
RhσdVh −Rσ
)]
v
n+2σ
n−2σ +Rσ(v
n+2σ
n−2σ − 1).
(6.18)
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By Lemma 5.7, we have∣∣∣∣αf(θ)−
 
Sn
RhσdVh
∣∣∣∣ =
∣∣∣∣
 
Sn
α(f(θ)− fφ)dVh +
 
Sn
(αfφ −Rhσ)dVh
∣∣∣∣
≤ C‖f(θ)− fφ‖L2(Sn) + CF2(t)
1
2 .
(6.19)
Since  
Sn
RhσdVh −Rσ =
 
Sn
(v − 1)Pσ(v − 1)dVgSn + 2Rσ
 
Sn
(v − 1)dVgSn ,
we have ∣∣∣∣
 
Sn
RhσdVh −Rσ
∣∣∣∣ ≤
∣∣∣∣
 
Sn
(v − 1)Pσ(v − 1)dVgSn
∣∣∣∣+ o(1)‖v − 1‖Hσ(Sn) (6.20)
by (6.17). Also, by Taylor’s expansion, we have
v
n+2σ
n−2σ − 1 = n+ 2σ
n− 2σ (v − 1) +O(|v − 1|
2). (6.21)
On one hand, by (6.17) we have
 
Sn
|Pσ(v − 1)|2dVgSn =
∞∑
i=0
Λ2i |vi|2 =
∞∑
i=n+2
Λ2i |vi|2 + o(1)‖v − 1‖2Hσ(Sn).
On the other hand, it follows from (6.18)-(6.21) and Young’s inequality that for any δ > 0, there
exists a constant C(δ) > 0 such thatˆ
Sn
|Pσ(v − 1)|2dVgSn
≤C(δ)(F2 + ‖f(θ)− fφ‖2L2(Sn)) + (1 + δ)
[ 
Sn
(v − 1)Pσ(v − 1)dVgSn
]2
+ (1 + δ)
(
n+ 2σ
n− 2σ
)2
R2σ‖v − 1‖2L2(Sn) + o(1)‖v − 1‖2L2(Sn)
≤C(δ)(F2 + ‖f(θ)− fφ‖2L2(Sn)) + (1 + δ)‖v − 1‖2L2(Sn)
[ 
Sn
|Pσ(v − 1)|2dVgSn
]
+ (1 + δ)
(
n+ 2σ
n− 2σ
)2
R2σ
∞∑
i=n+2
|vi|2 + o(1)‖v − 1‖2Hσ(Sn).
(6.22)
Notice that
Λn+2 =
Γ(2 + n2 + σ)
Γ(2 + n2 − σ)
=
2 + n+ 2σ
2 + n− 2σ
n+ 2σ
n− 2σ
Γ(n2 + σ)
Γ(n2 − σ)
>
n+ 2σ
n− 2σRσ (6.23)
and ‖v − 1‖L2(Sn) → 0 as t→ ∞. Hence by (6.22), we can choose sufficiently large t0 > 0 and
sufficiently small δ > 0 such thatˆ
Sn
|Pσ(v − 1)|2dVgSn ≤ C(δ)(F2 + ‖f(θ)− fφ‖2L2(Sn)) (6.24)
for all t ≥ t0.
32
Now we define
b =
 
Sn
x(αfφ −Rhσ)dVh.
For brevity, set B = b/
√
n+ 1 and βg = (β
1
g , · · · , βn+1g ), then
|bi −√n+ 1βig| ≤ ‖ϕhi − ϕi‖L2(Sn)F2(h(t))
1
2 = o(1)F2(t)
1
2 (6.25)
for i = 1, 2, · · · , n + 1 by Lemma 6.3, where o(1)→ 0 as t→∞.
Lemma 6.5. Assume σ ∈ (1/2, 1). With error o(1)→ 0 as t→∞, there holds
dB
dt
= o(1)F2(t)
1
2 .
Proof. Up to a constant, we may argue for b instead of B. Note that
 
Sn
xRhσdVh =
 
Sn
xvPσ(v)dVgSn and b =
 
Sn
xαfφdVh −
 
Sn
xvPσ(v)dVgSn .
Differentiating the second equation, we obtain
db
dt
= α′
 
Sn
xfφdVh +
 
Sn
xα(dfφ · ξ)dVh + 2n
n− 2σ
 
Sn
xαfφv
n+2σ
n−2σ vtdVgSn
−
 
Sn
xvtPσ(v)dVgSn −
 
Sn
xvPσ(vt)dVgSn .
(6.26)
Since Pσ is self-adjoint, we have 
Sn
xvPσ(vt)dVgSn =
 
Sn
Pσ(xv)vtdVgSn .
Hence, we can rewrite (6.26) as
db
dt
=α′
 
Sn
xfφdVh +
[ 
Sn
xα(dfφ · ξ)dVh + 2n
n− 2σ
 
Sn
x(αfφv
n+2σ
n−2σ −Rσv)vtdVgSn
]
−
 
Sn
xvt (Pσ(v)−Rσv) dVgSn −
 
Sn
(
Pσ(xv)− n+ 2σ
n− 2σRσxv
)
vtdVgSn
:=I5 + I6 + I7 + I8. (6.27)
We are going to estimate each of the terms Ii, 5 ≤ i ≤ 8. To this end, by (6.2) and (1.9) we have
vt =
n− 2σ
4
(αfφ −Rhσ)v +
n− 2σ
2n
vdivh(ξ)
and then
‖vt‖L2(Sn) ≤C‖v‖L∞(Sn)‖αfφ −Rhσ‖L2(Sn) + C‖∇v‖L2(Sn)‖ξ‖L∞(Sn)
+ C‖v‖L2(Sn)‖divSn(ξ)‖L∞(Sn))
≤CF2(t)
1
2 (6.28)
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by Lemmas 6.2 and 5.7. By (5.12) and Lemma 5.7, we have
I5 = α
′
 
Sn
xfφdVh = α
′
 
Sn
x(fφ − f(Q(t)))dVh = o(1)F2(t)
1
2 .
By (6.2), Lemmas 5.7 and 6.2, we have
I6 =
 
Sn
xα(dfφ · ξ)dVh +
 
Sn
xαfφdivSn(v
2n
n−2σ ξ)dVgSn
+
n
2
 
Sn
x(αfφ −Rhσ)(αfφv
2n
n−2σ −Rσv2)dVgSn
−Rσ
 
Sn
xv2−
2n
n−2σ divSn(v
2n
n−2σ ξ)dVgSn
=
n
2
 
Sn
x(αfφ −Rhσ)(αfφ −Rσv2−
2n
n−2σ )dVh
−
 
Sn
ξ(αfφ −Rσv2−
2n
n−2σ )dVh +
(
2− 2n
n− 2σ
)
Rσ
 
Sn
v(dv · ξ)dVgSn
≤C‖αfφ −Rσv2−
2n
n−2σ ‖L2(Sn,h)(‖αfφ −Rhσ‖L2(Sn,h) + ‖ξ‖L∞(Sn))
+ C‖ξ‖L∞(Sn)‖∇v‖L2(Sn)
=o(1)F2(t)
1
2 .
By (6.28) and Lemma 5.7, we have
I7 = −
 
Sn
xvt(Rσv
n+2σ
n−2σ −Rσv)dVgSn ≤ C‖v
n+2σ
n−2σ − v‖L2(Sn)‖vt‖L2(Sn) = o(1)F2(t)
1
2 .
Notice that
y(v(y) − 1)− z(v(z) − 1) = (y − z)(v(z) − v(y)) + y(v(y) − v(z)) + (y − z)(v(y) − 1),
it follows from this and the symmetry of the sphere that
Pσ(x(v(x) − 1))(y) = yPσ(v − 1)(y) + Cn,−σ
ˆ
Sn
(y − z)(v(z) − v(y))
|y − z|n+2σ dVgSn (z).
Thus, by (6.14), Ho¨lder inequality we have
‖Pσ(xv)− Pσ(x)v‖L2(Sn)
≤‖Pσ(x(v − 1))‖L2(Sn) + ‖Pσ(x)(v − 1)‖L2(Sn)
≤‖Pσ(v − 1)‖L2(Sn) + Cn,−σ
∥∥∥∥
ˆ
Sn
(y − z)(v(z) − v(y))
|y − z|n+2σ dVgSn (z)
∥∥∥∥
L2(Sn)
+ C‖v − 1‖L2(Sn)
≤C‖Pσ(v − 1)‖L2(Sn).
Using the above inequality, (6.28) and Lemma 6.4, we have
I8 = −
 
Sn
(Pσ(xv)− Pσ(x)v) vtdVgSn ≤ C‖Pσ(v − 1)‖L2(Sn)‖vt‖L2(Sn) = o(1)F2(t)
1
2 .
Therefore, inserting all these estimates into (6.27), we obtain the desired estimate.
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Lemma 6.6. Let σ ∈ (1/2, 1), then with error o(1) → 0 as t → ∞, there holds F2(t) =
(1 + o(1))|B(t)|2.
Proof. Let Fˆ2 =
∑∞
i=n+2 |βig|2 for brevity, then with error o(1)→ 0 as t→∞,
F2 = |βg|2 + Fˆ2 = |B|2 + Fˆ2 + o(1)F
1
2
2
by (6.25). Then by (6.11), (6.12), (6.13) and (6.23), we have
−n− 2σ
2
G2 +
n+ 2σ
2
RσF2 =− n− 2σ
2
∞∑
i=0
λgi |βig|2 +
n+ 2σ
2
Rσ
∞∑
i=0
|βig|2
≤− 2σ(n+ 2σ)
2 + n− 2σ Rσ
∞∑
i=n+2
|βig|2 + o(1)F2. (6.29)
Combining (6.15), (6.29) and Lemma 5.8, we obtain
d
dt
F2 ≤ −2σ(n+ 2σ)
2 + n− 2σ RσFˆ2 + o(1)F2. (6.30)
We first assume that |B(t1)|2 ≥ Fˆ2(t1) for some large t1 ≥ 0. For t near t1, we may then
express F2 as
F2(t) = (1 + δ(t))|B(t)|2
with −1/2 < δ(t) ≤ 1 if t1 is sufficiently large. Inserting the above expression into (6.30), we
obtain
d
dt
F2 =
dδ
dt
|B|2 + 2(1 + δ)B · dB
dt
≤ −
[
2σ(n + 2σ)
2 + n− 2σ Rσ
δ
1 + δ
+ o(1)
]
F2. (6.31)
By Lemma 6.5 we have ∣∣∣∣dBdt
∣∣∣∣ = o(1)F2(t) 12 .
Therefore, we can conclude from (6.31) that
dδ
dt
|B|2 ≤−
[
2σ(n + 2σ)
2 + n− 2σ Rσ
δ
1 + δ
+ o(1)
]
F2
=−
[
2σ(n + 2σ)
2 + n− 2σ Rσδ + o(1)
]
|B|2.
Canceling the (nonvanishing) factor |B|2, we have
dδ
dt
≤ −2σ(n + 2σ)
2 + n− 2σ Rσδ + o(1).
This implies that δ(t)→ 0 as t→∞; whence, F2 = (1 + o(1))|B|2.
It remains to show |B(t1)|2 ≥ Fˆ2(t1) for some large t1. If not, we assume that |B(t)|2 < Fˆ2(t)
for all sufficiently large t. Thus, for sufficiently small ǫ > 0, it follows from (6.30) that
d
dt
F2 ≤ −
(
σ(n+ 2σ)
2 + n− 2σRσ + o(1)
)
F2
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for all sufficiently large t. This implies that
F2(t) ≤ Ce−
σ(n+2σ)
2(2+n−2σ)
t
for all t ≥ t0 and C = C(t0) > 0. But then, given any r0 > 0 and any Q ∈ Sn, we can estimate∣∣∣∣ ddtVol(Br0(Q), g)
∣∣∣∣ =
∣∣∣∣∣n2
ˆ
Br0 (Q)
(αf −Rgσ)dVg
∣∣∣∣∣ ≤ CF2(t) 12 ≤ Ce−
σ(n+2σ)
4(2+n−2σ)
t
,
where Br0(Q) = Br0(Q, gSn). This implies that
Vol(Br0(Q), g(t)) ≤ Vol(Br0(Q), g(t0)) + Ce−
t1
2C <
1
2
ωn (6.32)
uniformly for t ≥ t1 > t0 and sufficiently small r0 . On the other hand, by Lemma 5.7 we infer
that for the concentration point Q and any r0 > 0,
Vol(Br0(Q), g(t)) → ωn
as t→∞, which contradicts (6.32). This completes the proof of Lemma 6.6.
Lemma 6.7 (c.f. [17, Lemma 6.7]). For all t > 0, with O(1)→ 0 as t→∞ there hold
b− 〈b, θ〉θ = ǫ
(
4
n
αdf(θ) +O(ǫ)
)
and
〈b, θ〉 = ǫ2
(
− 8
n(n− 2)α∆gSnf(θ) +O(1)|∇f(θ)|
2
gSn
+O(ǫ| log ǫ|)
)
.
Proof. Since −∆gSnx = nx, we have
nb =
 
Sn
nx(αfφ −Rhσ)dVh =
 
Sn
−∆gSnx(αfφ −Rhσ)dVh.
By (6.1) and integrating by parts, we have
nb = α
 
Sn
〈∇x,∇fφ〉gSndVh + E1
with the error term E1 given by
E1 =
2n
n− 2σ
 
Sn
v
n+2σ
n−2σ 〈∇x,∇v〉gSn (αfφ −Rhσ)dVgSn ,
which can be estimated by
|E1| ≤ C‖∇v‖L2(Sn)‖αfφ −Rhσ‖L2(Sn,h) ≤ C‖v − 1‖H2σ(Sn)F
1
2
2 . (6.33)
An integration by parts gives
α
 
Sn
〈∇x,∇fφ〉gSndVh =α
 
Sn
〈∇x,∇fφ〉gSndVgSn + E2
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=nα
 
Sn
x(fφ − f(θ))dVgSn + E2
with the error term E2 given by
E2 =α
 
Sn
〈∇x,∇fφ〉gSn (v
2n
n−2σ − 1)dVgSn
=nα
 
Sn
x(fφ − f(θ))(v
2n
n−2σ − 1)dVgSn
− 2n
n− 2σα
 
Sn
〈∇x,∇v〉gSn (fφ − f(θ))v
n+2σ
n−2σ dVgSn ,
which can be estimated by
|E2| ≤ C(‖v − 1‖L2(Sn) + ‖∇v‖L2(Sn))‖fφ − f(θ)‖L2(Sn)
≤ C‖v − 1‖H2σ(Sn)‖fφ − f(θ)‖L2(Sn).
(6.34)
Together with error estimates (6.33) and (6.34), we can apply Lemmas 6.6 and 6.4 to compute
both tangent and normal parts of
 
Sn
x(fφ − f(θ))dVgSn
in the same way as the proof of [17, Lemma 6.7]. Therefore, the desired assertion follows by
collecting these estimates.
By [17, (6.18)], we obtain a precise estimate of
‖fφ − f(θ)‖2L2(Sn) ≤ C|∇f(θ)|2gSnǫ2 + Cǫ3. (6.35)
From (6.35) and Lemmas 6.6-6.7, we have
F2 = O(|∇f(θ)|2gSn )ǫ2 +O(ǫ4),
‖v − 1‖2H2σ(Sn) ≤ C|∇f(θ)|2gSnǫ2 + Cǫ3.
(6.36)
Lemma 6.8. As t→∞, there holds
b =
2ǫ
n+ 1
(
dq1
dt
, · · · , dq
n
dt
,−dr
dt
)
+O(|∇f(θ)|2gSn )ǫ2 +O(ǫ3).
Proof. By (6.7), we have
n
2
b =
n
2
 
Sn
x(αfφ −Rhσ)dVh =
 
Sn
ξdVh = X + I,
where X is defined as in (6.10), and I =
 
Sn
ξ(v
2n
n−2σ − 1)dVgSn can be estimated by
|I| ≤ C‖ξ‖L∞(Sn)‖v
2n
n−2σ − 1‖L2(Sn) ≤ CF
1
2
2 ‖v − 1‖L2(Sn).
Now the assertion follows from (6.10) and (6.36).
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Lemma 6.9. As t→∞, there holds
1− |Θ|2 =
(
4n
n− 2 + o(1)
)
ǫ2.
We omit the proof of Lemma 6.9 since it is the same as the proof of [17, Lemma 6.9].
Proposition 6.10. (i) As t→∞, we have
b− 〈b, θ〉θ = ǫ(A1αdf(θ) +O(ǫ)),
〈b, θ〉 = ǫ2(−A2α∆Snf(θ) +O(1)|∇f(θ)|2gSn +O(ǫ| log ǫ|),
d
dt
(Θ − 〈Θ, θ〉θ) = 4n−1(n+ 1)αǫ2(df(θ) +O(ǫ)),
and
d
dt
(1− |Θ|2) = 32(n + 1)
(n− 2)2 αǫ
4(∆Snf(Θ) +O(1)|∇f(Θ)|2gSn +O(ǫ| log ǫ|)),
where A1 and A2 are the positive constants in Lemma 6.7.
(ii) As t→∞, the metric g(t) concentrate at a critical point Q of f where ∆Snf(Q) ≤ 0.
Proof. The proof of part (i) follows directly from Lemmas 6.7-6.9. The proof of part (ii) follows
the same lines of [17, Proposition 6.1(ii)], so we omit here.
Lemma 6.11. As t→∞, there holds
Ef [u(t)] → Rσf(Q)
2σ−n
n ω
2σ
n
n ,
where Q = limt→∞Θ(t) is the unique limit of the shadow flow Θ(t) asscoiated with u(t).
7 Existence of conformal metrics
For γ ∈ R, we denote the sub-level set of Ef by
Lγ = {u ∈ C∞∗ ;Ef [u] ≤ γ}.
For convenience, we label all critical points of f by p1, · · · , pN such that f(pi) ≤ f(pi+1) for
i = 1, 2, · · · , N − 1. We set
βi = Rσω
2σ
n
n f(pi)
2σ−n
n .
Without loss of generality, we assume all critical levels f(pi) are different, where 1 ≤ i ≤ N .
Hence, there exists a ν0 > 0 such that βi − 2ν0 > βi+1 for all 1 ≤ i ≤ N .
Proposition 7.1. (i) If β1 < β0 ≤ β, where β has been chosen as in (5.4), then the set Lβ0 is
contractible.
(ii) For any 0 < ν ≤ ν0, the sets Lβi−ν and Lβi+1+ν are homotopic equivalent for each 1 ≤ i ≤
N .
(iii) For each critical point pi of f with∆Snf(pi) > 0, the sets Lβi+ν0 and Lβi−ν0 are homotopic
equivalent.
(iv) For each critical point pi with ∆Snf(pi) < 0, the set Lβi+ν0 is homotopic to the set Lβi−ν0
with (n− ind(f, pi))-cell attached.
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By assuming Proposition 7.1, we can complete the proof of our main theorem.
Proof of Theorem 1.2. By contradiction, we suppose that the flow does not converge and f can-
not be realized as 2σ-order Q-curvature of any conformal metric of gSn . Then Proposition 7.1
shows that Lβ0 is contractible for some suitable chosen β0; in addition, the flow gives a homotopy
equivalence of the set Lβ0 with a set E∞ whose homotopy type consists of a point {θ0} with
(n − ind(f, θ))-dimensional cell attached for each critical point θ of f where ∆Snf(θ) < 0. By
[12, Theorem 4.3 on p. 36], we can conclude that the following identity
n∑
j=0
sjγj = 1 + (1 + s)
n∑
j=0
sjkj (7.1)
holds with kj ≥ 0 and γj is given in (1.12). Equating the coefficients of s in the polynomials on
both sides of (7.1), we obtain (1.13), which violates the hypothesis in Theorem 1.2 and thus leads
to the desired contradiction.
Before presenting the proof of Proposition 7.1, we first need the continuous dependence of the
initial data of the flow (1.10), which is necessary in the construction of homotopy equivalences.
Lemma 7.2. Given any real number T > 0, let ui(t) = u(t, u
0
i ) be the solutions of the flow (1.10)
with initial data u0i ∈ C∞f , where i = 1, 2. Then there exists a constant C > 0, depending on T ,
n and ‖ui‖L∞([0,T ];C2N (Sn)) for i = 1, 2 such that
sup
0≤t≤T
‖u1(t)− u2(t)‖H2N (Sn) ≤ C‖u01 − u02‖H2N (Sn) with N =
[
n
2σ − 1
]
+ 1.
Proof. By Theorem 1.1, we know that ui(t), where i = 1, 2, are smooth in the time interval [0, T ].
Moreover, by Lemma 3.4, there exists two constant Ci(T ) depending on ‖u0i ‖L∞(Sn) such that
C−1i ≤ ‖ui(t)‖L∞(Sn×[0,T ]) ≤ Ci for i = 1, 2. (7.2)
For any positive smooth function u, we set
α[u] =
´
Sn
RgσdVg´
Sn
fdVg
=
´
Sn
uPσ(u)dVgSn´
Sn
fu
2n
n−2σ dVgSn
,
where g = u4/(n−2σ)gSn . We let gi = ui(t)4/(n−2σ)gSn and
α[ui] = αi(t) =
´
Sn
Rgiσ dVgi´
Sn
fdVgi
.
Letting w = u2 − u1, we have
α[u2]− α[u1]
=
ˆ 1
0
∂
∂s
α[u1 + sw]ds
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=ˆ 1
0
[
2
´
Sn
((1− s)Pσ(u1) + sPσ(u2))wdVgSn´
Sn
f(u1 + sw)
2n
n−2σ dVgSn
− 2n
n− 2σ
α[u1 + sw]´
Sn
f(u1 + sw)
2n
n−2σ dVgSn
ˆ
Sn
f(u1 + sw)
n+2σ
n−2σwdVgSn
]
ds
=
ˆ 1
0

2 ´Sn((1− s)Rg1σ u
n+2σ
n−2σ
1 + sR
g2
σ u
n+2σ
n−2σ
2 )wdVgSn´
Sn
f(u1 + sw)
2n
n−2σ dVgSn
− 2n
n− 2σ
α[u1 + sw]´
Sn
f(u1 + sw)
2n
n−2σ dVgSn
ˆ
Sn
f(u1 + sw)
n+2σ
n−2σwdVgSn
]
ds
≤C(‖Rg1σ ‖2L2(Sn) + ‖Rg2σ ‖2L2(Sn) + S(g1) + S(g2))‖w‖L2(Sn)
≤C‖w‖L2(Sn) (7.3)
by (7.2), Proposition 3.1 and Lemma 3.2. From (1.9), we have
wt = −n− 2σ
4
[(Rg2σ − α[u2]f)u2 − (Rg1σ − α[u1]f)u1]
= −n− 2σ
4
[(
Pσ(u2)u
−n+2σ
n−2σ
2 − α[u2]f
)
u2 −
(
Pσ(u1)u
−n+2σ
n−2σ
1 − α[u1]f
)
u1
]
= −n− 2σ
4
[
u
− 4σ
n−2σ
2 Pσ(w) + d(x, t)w
]
+
n− 2σ
4
(α[u2]− α[u1])u2f,
(7.4)
where
d(x, t) =
u
− 4σ
n−2σ
2 − u
− 4σ
n−2σ
1
u2 − u1 Pσ(u1)− α[u1]f.
Thus, from (7.4), we have
d
dt
ˆ
Sn
w2dVgSn =2
ˆ
Sn
wwtdVgSn
=− n− 2σ
2
ˆ
Sn
[
u
− 4σ
n−2σ
2 wPσ(w) + d(x, t)w
2
]
dVgSn
+
n− 2σ
2
ˆ
Sn
(α[u2]− α[u1])u2fwdVgSn .
By Ho¨lder’s and Young’s inequalities, we have
ˆ
Sn
u
− 4σ
n−2σ
2 wPσ(w)dVgSn
=
Cn,−σ
2
ˆ
Sn
ˆ
Sn
(w(x) − w(y))
(
w(x)u
− 4σ
n−2σ
2 (x)− w(y)u
− 4σ
n−2σ
2 (y)
)
|x− y|n+2σ dVgSn (x)dVgSn (y)
+Rσ
ˆ
Sn
u
− 4σ
n−2σ
2 w
2dVgSn
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≥1
2
min
Sn
u
− 4σ
n−2σ
2 · ‖w‖2Hσ(Sn) − Cmax
Sn
u
− 4σ
n−2σ
2
ˆ
Sn
w2dVgSn .
Hence, we have
d
dt
ˆ
Sn
w2dVgSn + C1‖w‖2Hσ(Sn) ≤ C2
ˆ
Sn
w2dVgSn
for some constants C1, C2 > 0. Integrating the above inequality over (0, t), we have
ˆ
Sn
w(t)2dVgSn ≤ eC1T
ˆ
Sn
w(0)2dVgSn for 0 < t ≤ T. (7.5)
Next, for any positive integer k ≤ N , by (7.4) we have
d
dt
ˆ
Sn
|(−∆gSn )kw|2dVgSn = 2
ˆ
Sn
wt(−∆gSn )2kwdVgSn
=− n− 2σ
2
ˆ
Sn
(−∆gSn )2kw
[
u
− 4σ
n−2σ
2 Pσ(w) + d(x, t)w
]
dVgSn
+
n− 2σ
2
ˆ
Sn
(−∆gSn )2kw(α[u2]− α[u1])u2fdVgSn .
Note that (−∆gSn )Pσ = Pσ(−∆gSn ). Hence,ˆ
Sn
(−∆gSn )2kwu
− 4σ
n−2σ
2 Pσ(w)dVgSn
=
ˆ
Sn
(−∆gSn )kw(−∆gSn )k
(
u
− 4σ
n−2σ
2 Pσ(w)
)
dVgSn
≥1
2
min
Sn
u
− 4σ
n−2σ
2 · ‖(−∆gSn )kw‖2Hσ(Sn) − C
ˆ
Sn
w2dVgSn ,
where we have used the following interpolation inequalities: ∀ǫ > 0, there holds
ˆ
Sn
|∇Pσ
(
(−∆gSn )lw
)
|2gSndVgSn ≤C‖w‖2H2l+2σ+1(Sn)
≤ε‖(−∆gSn )kw‖2Hσ(Sn) + C(ε)
ˆ
Sn
w2dVgSn
for any integer 0 ≤ l < k. Other terms can be estimated similarly. Therefore, we have
d
dt
ˆ
Sn
|(−∆gSn )kw|2dVgSn + C3‖(−∆gSn )kw‖2Hσ(Sn) ≤ C4
ˆ
Sn
w2dVgSn
for some constants C3, C4 > 0 depending only T , n and ‖ui‖L∞([0,T ];C2n(Sn)) with i = 1, 2.
For any t ∈ (0, T ), integrating the above inequality over (0, t) and using (7.5), we complete the
proof.
Proof of Proposition 7.1 (i) and (ii). Let u0 ∈ Lβ0 , and u(t, u0) be the solution of the flow (1.10)
with initial datum u0. Then
Ef [u(t, u0)] ≤ β0.
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Claim. Given any ǫ > 0, there exists a sufficiently large T1 = T1(u0, ǫ) > 0 continuously
depending on u0 in the H
2N (Sn) topology, such that if t > T1,
‖v(t) − 1‖C1(Sn) < ǫ. (7.6)
To this end, by Lemmas 4.3, 5.7, (6.18) and Lemma 6.4 we obtainˆ
Sn
|Pσ(v(t)− 1)|N+1dVgSn ≤ C1(F 1/22 (t) + ‖fφ − f(θ(t))‖L2(Sn))
for all sufficiently large t > 0, whereC1 depends onmaxSn f, n, σ and the upper bound of F2N (t).
Then by the Sobolev embedding theorem, there exists a positive constant C0 = C0(n, σ) such that
‖v − 1‖C1(Sn) ≤ C0
(ˆ
Sn
|Pσ(v − 1)|N+1dVgSn
) 1
N+1
.
Choose B = (ωnmaxSn f)
n−2σ
n 2n/(n − 2σ), we define
g1(t) = F2(t) +B
(
Ef [u(t, u0)]−Rσω
2σ
n
n f(Q)
2σ−n
n
)
,
where Q is the unique concentrate point of the flow (1.10). Thus by item (3) of Proposition 3.1
and Lemma 5.8, there hold g′1(t) < 0 and g1(t) > 0 for all sufficiently large t. Finally, a similar
argument as in [17, p.478] provides a large T1 continuously depending on u0 in the H
2N (Sn)
topology, which is guaranteed by the monotonicity of g1(t) and Lemma 7.2, and (7.6) holds for
all t ≥ T1. This proves the claim.
Next we choose two positive constants ρ1, ρ2 to normalize the two functions v = u(T1) ◦
φ[det(dφ)]
n−2σ
2n and 1, such that
ρ
2n
n−2σ
1
ˆ
Sn
f ◦ φv 2nn−2σ dVgSn = 1 and ρ
2n
n−2σ
2
ˆ
Sn
f ◦ φdVgSn = 1. (7.7)
It follows from (7.6) that
|ρ1 − ρ2| = O(ǫ). (7.8)
Now we define a homotopy on Lβ0 by
H(s, u0) =

u(3sT1, u0), if 0 ≤ s ≤ 13 ;
1
ρ1
[
(2− 3s)ρ
2n
n−2σ
1 u(T1, u0) + (3s− 1)ρ
2n
n−2σ
2 det(dφ
−1)
]n−2σ
2n
, if 13 ≤ s ≤ 23 ;
ρ2
ρ1
[
det
(
d[Ψ ◦ δ−q(T1),3(1−s)r(T1)+(3s−2) ◦ π]
)]n−2σ2n
, if 23 ≤ s ≤ 1.
It is clear that H(s, u0) induces a contraction within C
∞∗ . It is easy to verify that Ef [H(s, u0)] ≤
β0 if s ∈ [0, 1/3] ∪ [2/3, 1]. So we are left to check that Ef [H(s, u0)] ≤ β0 if s ∈ [1/3, 2/3]. For
simiplicity, we let F (s) = Ef [H(s, u0)] for
1
3 ≤ s ≤ 23 . Then we claim that, for sufficiently large
T1 > 0, there holds
d2
ds2
F (s) > 0 for 1/3 ≤ s ≤ 2/3. (7.9)
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This shows that F (s) achieves its maximum value at s = 1/3 or s = 2/3, which implies that
Ef [H(s, u0)] ≤ β0 if s ∈ [1/3, 2/3]. So the homotopy H(s, u0) is a contraction in C∞f .
In order to prove (7.9), we first note that (see [40, Lemma 3.1])
Ef [H(s, u0)] = Ef◦φ[H(s, u0) ◦ φ(det(dφ))
n−2σ
2n ].
Hence, if we set
v
2n
n−2σ
s = (2− 3s)(ρ1v)
2n
n−2σ + (3s − 1)ρ
2n
n−2σ
2 , (7.10)
then
ρ1H(s, u0) ◦ φ(det dφ)
n−2σ
2n = vs and Ef [H(s, u0)] = Ef◦φ[vs]
by the basic fact that
Ef [ρu] = Ef [u] for any constant ρ > 0.
Therefore, we only need to consider the energy Ef◦φ[vs] for s ∈ [1/3, 2/3].
We denote the s-derivative by a dot. It follows from (7.10) together with (7.6) and (7.8) that
v˙s =
3(n − 2σ)
2n
v
−n+2σ
n−2σ
s (ρ
2n
n−2σ
2 − (ρ1v)
2n
n−2σ ), ‖v˙s‖C0(Sn) = O(ǫ). (7.11)
and
v¨s = −n+ 2σ
n− 2σv
−1
s |v˙s|2, ‖vs − ρ1‖C0(Sn) = O(ǫ), ‖∇vs‖C0(Sn) = O(ǫ). (7.12)
Also, it follows from (5.10) and (7.7) thatˆ
Sn
f ◦ φv
2n
n−2σ
s dVgSn = 1 and
ˆ
Sn
xv
2n
n−2σ
s dVgSn = 0. (7.13)
Differenting (7.13) givesˆ
Sn
f ◦ φv
n+2σ
n−2σ
s v˙sdVgSn = 0 and
ˆ
Sn
xv
n+2σ
n−2σ
s v˙sdVgSn = 0. (7.14)
A direct computation yields
dEf [u](η)
=2
(ˆ
Sn
fu
2n
n−2σ dVgSn
)−n−2σ
n
[ˆ
Sn
ηPσ(u)dVgSn −
´
Sn
uPσ(u)dVgSn´
Sn
fu
2n
n−2σ dVgSn
ˆ
Sn
fu
n+2σ
n−2σ ηdVgSn
]
and
d2Ef [u](η, ζ)
=
d
dr
(
dEf [u+ rζ](η)
)∣∣∣∣
r=0
=
[ˆ
Sn
ζPσ(η)dVgSn
ˆ
Sn
fu
2n
n−2σ dVgSn −
n+ 2σ
n− 2σ
ˆ
Sn
uPσ(u)dVgSn
ˆ
Sn
fu
4σ
n−2σ ζηdVgSn
− 2
ˆ
Sn
ζPσ(u)dVgSn
ˆ
Sn
fu
n+2σ
n−2σ ηdVgSn − 2
ˆ
Sn
ηPσ(u)dVgSn
ˆ
Sn
fu
n+2σ
n−2σ ζdVgSn
+
4(n − σ)
n− 2σ
´
Sn
uPσ(u)dVgSn´
Sn
fu
2n
n−2σ dVgSn
ˆ
Sn
fu
n+2σ
n−2σ ζdVgSn
ˆ
Sn
fu
n+2σ
n−2σ ηdVgSn
]
2
(ˆ
Sn
fu
2n
n−2σ dVgSn
) 2(σ−n)
n
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for any η, ζ ∈ Hσ(Sn). Note that the Sobolev inequality (2.1) shows that the map
u 7→ d2Ef [u](·, ·) ∈ L(Hσ(Sn)×Hσ(Sn);R)
is continuous.
Hence, it follows from (7.12), (7.13) and (7.14) that
d2
ds2
Ef◦φ[vs]
=d2Ef◦φ[u](v˙s, v˙s) + dEf◦φ[vs](v¨s)
=2
ˆ
Sn
v˙sPσ(v˙s)dVgSn −
2(n + 2σ)
n− 2σ
ˆ
Sn
vsPσ(vs)dVgSn
ˆ
Sn
f ◦ φv
4σ
n−2σ
s v˙
2
sdVgSn
− 2(n + 2σ)
n− 2σ
[ˆ
Sn
v−1s v˙
2
sPσ(vs)dVgSn −
ˆ
Sn
vsPσ(vs)dVgSn
ˆ
Sn
f ◦ φv
4σ
n−2σ
s v˙
2
sdVgSn
]
=2
ˆ
Sn
v˙sPσ(v˙s)dVgSn −
2(n + 2σ)
n− 2σ
ˆ
Sn
v−1s v˙
2
sPσ(vs)dVgSn .
(7.15)
We first claim that ∣∣∣∣
ˆ
Sn
v−1s v˙
2
sPσ(vs − ρ1)dVgSn
∣∣∣∣ = O(ǫ)‖v˙s‖2Hσ(Sn). (7.16)
To this end, by (7.11), (7.12) and Ho¨lder’s inequality, we have∣∣∣∣
ˆ
Sn
v−1s v˙
2
sPσ(vs − ρ1)dVgSn
∣∣∣∣
=
∣∣∣∣Cn,−σ2
ˆ
Sn×Sn
[v−1s (x)v˙2s (x)− v−1s (y)v˙2s (y)](vs(x)− vs(y))
|x− y|n+2σ dVgSn (x)dVgSn (y)
+Rσ
ˆ
Sn
v−1s v˙
2
s(vs − ρ1)dVgSn
∣∣∣∣
≤C
ˆ
Sn×Sn
|v−1s (x)− v−1s (y)|v˙2s(x)|vs(x)− vs(y)|
|x− y|n+2σ dVgSn (x)dVgSn (y)
+ C
ˆ
Sn×Sn
|v˙2s(x)− v˙2s(y)|v−1s (y)|vs(x)− vs(y)|
|x− y|n+2σ dVgSn (x)dVgSn (y) +O(ǫ)‖v˙s‖
2
L2(Sn)
≤O(ǫ2)
ˆ
Sn×Sn
v˙2s(x)dVgSn (x)dVgSn (y)
|x− y|n+2σ−2
+O(‖∇vs‖C(Sn))
ˆ
Sn×Sn
(v˙s(x) + v˙s(y))|v˙s(x)− v˙s(y)|
|x− y|n+2σ−1 dVgSn (x)dVgSn (y)
+O(ǫ)‖v˙s‖2L2(Sn)
≤O(ǫ)‖v˙s‖2L2(Sn) +O(ǫ)‖v˙s‖Hσ(Sn)
[ˆ
Sn×Sn
(v˙s(x) + v˙s(y))
2
|x− y|n+2σ−2 dVgSn (x)dVgSn (y)
] 1
2
≤O(ǫ)‖v˙s‖2Hσ(Sn).
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By (7.11), (7.14) and (7.6), we have
ˆ
Sn
v˙sdVgSn = o(ǫ)‖v˙‖L2(Sn) and
ˆ
Sn
v˙sxidVgSn = o(ǫ)‖v˙‖L2(Sn) for 1 ≤ i ≤ n+ 1.
Therefore, putting these facts together we have
d2
ds2
Ef◦φ[vs] =(2 +O(ǫ))
ˆ
Sn
v˙sPσ(v˙s)dVgSn −
2(n + 2σ)
n− 2σ Rσ
ˆ
Sn
v−1s v˙
2
sdVgSn
≥2
(
Λn+2 − n+ 2σ
n− 2σRσ +O(ǫ)
)ˆ
Sn
v˙2sdVgSn > 0.
This proves (7.9).
Thus, the homotopy H(s, u0) is homotopic to the constant ρ2/ρ1 together with Ef [ρ2/ρ1] =
Ef [1] < β0. Therefore, this proves (i).
In order to prove (ii), given an initial datum u0, we rescale the time t by letting τ(t) solve
dτ
dt
= min
{
1
2
, ǫ(t, u0)
2
}
, τ(0) = 0. (7.17)
Then, we have τ(t) → ∞ as t → ∞ (see [17, (6.27)]). Set U(τ, u0) = u(t(τ), u0) and Γ(τ) =
Θ(t(τ), u0). It follows from Proposition 6.10 that, for ǫ
2 <
1
2
, the rescaled flow satisfies (in the
stereographic coordinates)
(
dΓ(τ)
dτ
)⊤
= 4n−1(n+ 1)α(df(θ) +O(ǫ))
and
d
dτ
(1− |Γ(τ)|2) = 32(n + 1)
(n − 2)2 αǫ
3(∆Snf(Γ(τ)) +O(1)|∇f(Γ(τ))|2gSn +O(ǫ| log ǫ|)),
with error O(1) which is bounded as ǫ → 0. By using the non-increasing energy of the flow (see
Proposition 3.1 (3)) and asymptotic behaviors of its shadow flow (see Lemma 5.7), we apply a
very similar argument in the proof of [17, Proposition 7.1 (ii) on p.484] to conclude that there
exists T > 0 such that
u(T,Lβi−ν) ⊂ Lβi+1+ν .
Then, for u ∈ Lβi−ν \ Lβi+1+ν , define
T (u0) := inf{t ≥ 0;Ef [u(t, u0)] ≤ βi + ν} ≤ T.
By Lemma 7.2, T (u0) depends continuously on u0. A map K(s, u0) = u(sT (u0), u0) for 0 ≤
s ≤ 1 if u ∈ Lβi−ν \ Lβi+1+ν and K(s, u0) = u0 if u0 ∈ Lβi+1+ν defines the desired homotopy
equivalence between Lβi+1+ν and Lβi−ν .
For the rest parts of Proposition 7.1, we need some technical lemmas.
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Lemma 7.3. There exists two dimensional constants C1, C2 > 0 such that if ‖v − 1‖Hσ(Sn) is
sufficiently small, then
C1‖v − 1‖2Hσ(Sn) ≤
 
Sn
vPσ(v)dVgSn −Rσ ≤ C2‖v − 1‖2Hσ(Sn)
for all v ∈ H2σ(Sn) ∩ C∞∗ satisfying (5.10).
Proof. Observe that
 
Sn
vPσ(v)dVgSn −Rσ =
 
Sn
(v − 1)Pσ(v − 1)dVgSn + 2Rσ
 
Sn
(v − 1)dVgSn .
This together with (6.16) implies that
 
Sn
vPσ(v)dVgSn −Rσ =
 
Sn
(v − 1)Pσ(v − 1)dVgSn + o(1)‖v − 1‖2Hσ(Sn).
From these, we obtain
 
Sn
vPσ(v)dVgSn −Rσ ≤ C1‖v − 1‖2Hσ(Sn)
for some constant C1 > 0. On the other hand, if ‖v − 1‖Hσ(Sn) is sufficiently small, by (6.17),
(5.12) and (6.23) we have
 
Sn
vPσ(v)dVgSn −Rσ
=
 
Sn
(v − 1)Pσ(v − 1)dVgSn + 2Rσ
 
Sn
(v − 1)dVgSn
≥
 
Sn
(v − 1)Pσ(v − 1)dVgSn + o(1)‖v − 1‖2Hσ(Sn)
+ 2Rσ
[
n− 2σ
2n
 
Sn
(v
2n
n−2σ − 1)dVgSn −
1
2
n+ 2σ
n− 2σ
 
Sn
(v − 1)2dVgSn
]
≥
∞∑
i=n+2
(
Λi −Rσ n+ 2σ
n− 2σ
)
|vi|2 + o(1)‖v − 1‖2Hσ(Sn)
≥
(
Λn+2 −Rσ n+ 2σ
n− 2σ + o(1)
)
‖v − 1‖2Hσ(Sn) ≥
2σ
2 + n− 2σ‖v − 1‖
2
Hσ(Sn).
This proves the assertion.
For r0 > 0 and each critical point pi ∈ Sn of f , we define
Br0(pi) =
{
u ∈ C∞∗ ; g = u
4
n−2σ gSn induces normalized metrics
h = φ∗g = v
4
n−2σ gSn with φ = φ−p,ǫ for some p ∈ Sn and
0 < ǫ ≤ 1 such that ‖v − 1‖2Hσ(Sn) + |p− pi|2 + ǫ2 < r20
}
.
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As shown in [48], the new coordinates (ǫ, p, v) are introduced to each u ∈ Br0(pi). Under the
assumption on f , by the Morse lemma, we can introduce the local coordinates p = p+ + p− near
pi = 0, such that
f(p) = f(pi) + |p+|2 − |p−|2.
Lemma 7.4. For r0 > 0 and u = (ǫ, p, v) ∈ Br0(pi), with o(1)→ 0 as r0 → 0:
(a) There holds
 
Sn
f ◦ φ−p,ǫdVh = f(p) + 2
n− 2ǫ
2∆gSnf(p) +O(ǫ
3| log ǫ|) + o(ǫ)‖v − 1‖Hσ(Sn). (7.18)
(b) There holds∣∣∣∣ ∂∂ǫEf [u] + 4(n− 2σ)n(n− 2)
( 
Sn
uPσ(u)dVgSn
)
ǫ ω
2σ
n
n f(p)
2(σ−n)
n ∆gSnf(p)
∣∣∣∣
≤Cǫ2| log ǫ|+ C(ǫ+ |p− pi|)‖v − 1‖Hσ(Sn).
(7.19)
In particular, if ∆gSnf(p) > 0, then
∂
∂ǫ
Ef [u] ≤ −4(n− 2σ)
n(n− 2) Rσǫ ω
2σ
n
n f(p)
2(σ−n)
n ∆gSnf(p)
+ Cǫ2| log ǫ|+ C(ǫ+ |p − pi|)‖v − 1‖H1(Sn).
(7.20)
(c) For any q ∈ Tp(Sn), there holds∣∣∣∣ ∂∂pEf [u] · q + n− 2σn
( 
Sn
vPσ(v)dVgSn
)
ω
2σ
n
n f(p)
2(σ−n)
n df(p) · q
∣∣∣∣
≤Cǫ(ǫ+ ‖v − 1‖Hσ(Sn))|q|.
(7.21)
(d) There exists a uniform constant C0 > 0 such that〈
∂
∂v
Ef [u], v − 1
〉
≥ C0‖v − 1‖2Hσ(Sn) + o(ǫ)‖v − 1‖Hσ(Sn), (7.22)
where 〈·, ·〉 denotes the duality of pairing of Hσ(Sn) with its dual.
Proof. For notational convenience, let
A = A(u) =
 
Sn
f ◦ φ−p,ǫdVh.
(a) Observe that
A− f(p) =
 
Sn
(f ◦ φ−p,ǫ − f(p))dVgSn + I,
where the error term I is given by
I =
 
Sn
(f ◦ φ−p,ǫ − f(p))(v
2n
n−2σ − 1)dVgSn
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which can be estimated as follows:
|I| ≤ ‖f ◦ φ−p,ǫ − f(p)‖L2(Sn)‖v
2n
n−2σ − 1‖L2(Sn)
≤ o(ǫ)‖v − 1‖Hσ(Sn)
in view of (6.35) and |df(p)| → 0 as r0 → 0 since pi is a critical point of f . Now we can follow
the proof of [17, Lemma 7.3 (a)] to conclude that
 
Sn
(f ◦ φ−p,ǫ − f(p))dVgSn =
2
n− 2ǫ
2∆gSnf(p) +O(ǫ
3| log ǫ|).
Thus, (a) follows from combining all these.
(b) By (3.1), (3.4) and (5.12), we have
ω
− 2σ
n
n Ef [u] =
ffl
Sn
uPσ(u)dVgSn
(
ffl
Sn
fu
2n
n−2σ dVgSn )
n−2σ
n
=
ffl
Sn
vPσ(v)dVgSn
(
ffl
Sn
f ◦ φ−p,ǫv
2n
n−2σ dVgSn )
n−2σ
n
.
Then
ω
− 2σ
n
n
∂
∂ǫ
Ef [u] = −n− 2σ
n
( 
Sn
vPσ(v)dVgSn
)
A−
2(n−σ)
n
∂
∂ǫ
 
Sn
f ◦ φ−p,ǫv
2n
n−2σ dVgSn .
As in the proof of [17, Lemma 7.3 (b)], we can introduce the stereographic coordinates and denote
φ−p,ǫ by ψǫ to get
∂
∂ǫ
 
Sn
f ◦ φ−p,ǫv
2n
n−2σ dVgSn = ω
−1
n
ˆ
Rn
∂
∂ǫ
f(ψǫ(z))
(
2
1 + |z|2
)n
dz
+ ω−1n
ˆ
Rn
∂
∂ǫ
f(ψǫ(z))(v
2n
n−2σ − 1)
(
2
1 + |z|2
)n
dz
:= I + II.
Then, by the same argument in the proof of [17, Lemma 7.3 (b)], we have
I =
4
n− 2ǫ∆gSnf(p) +O(ǫ
2| log ǫ|).
On the other hand, as in the proof of [17, Lemma 7.3 (b)], we have∣∣∣∣ ∂∂ǫf(ψǫ(z))
∣∣∣∣ ≤ C|z| for z ∈ Rn
and ∣∣∣∣ ∂∂ǫf(ψǫ(z))
∣∣∣∣ ≤ C|p− pi||z|+ Cǫ|z|2 in Bǫ−1(0).
Then
|II| ≤ C
[
(ǫ+ |p− pi|)
ˆ
B
ǫ−1 (0)
|v 2nn−2σ − 1|
(1 + |z|2)n−1dz +
ˆ
Rn\B
ǫ−1 (0)
|v 2nn−2σ − 1||z|
(1 + |z|2)n dz
]
≤ C(ǫ+ |p− pi|)‖v − 1‖Hσ(Sn).
48
Thus, (7.19) follows from combining all these and (a). Moreover, (2.13) together with u ∈ C∞∗
gives  
Sn
uPσ(u)dVgSn =
 
Sn
vPσ(v)dVgSn ≥ Rσ.
Hence, if ∆gSnf(p) > 0, then (7.20) follows from (7.19).
(c) For any q ∈ Tp(Sn), we have
ω
− 2σ
n
n
∂
∂p
Ef [u] · q + n− 2σ
n
( 
Sn
vPσ(v)dVgSn
)
A
2(σ−n)
n df(p) · q
=
2σ − n
n
( 
Sn
vPσ(v)dVgSn
)
A
2(σ−n)
n
[ 
Sn
(d(f ◦ φ−p,ǫ) · q − df(p) · q)dVgSn
+
 
Sn
(d(f ◦ φ−p,ǫ) · q − df(p) · q)(v
2n
n−2σ − 1)dVgSn
]
=
2σ − n
n
( 
Sn
vPσ(v)dVgSn
)
A
2(σ−n)
n (I1 + I2).
Similar to the proof of [17, Lemma 7.3 (c)]), we have
|I1| ≤ Cǫ2|q| and |I2| ≤ Cǫ‖v − 1‖Hσ(Sn)|q|.
Now (7.21) follows from these.
(d) A direct computation yields
ω
− 2σ
n
n
〈
∂
∂v
Ef [u], v − 1
〉
=2A
2σ−n
n
[ 
Sn
(v − 1)Pσ(v)dVSn −
( 
Sn
vPσ(v)dVSn
)
A−1
 
Sn
f ◦ φ−p,ǫv
n+2σ
n−2σ (v − 1)dVSn
]
=2A
2σ−n
n
[ 
Sn
(v − 1)Pσ(v − 1)dVSn −Rσ
 
Sn
(v
n+2σ
n−2σ − 1)(v − 1)dVSn + I
]
,
where
I = −
 
Sn
[( 
Sn
vPσ(v)dVSn
)
A−1f ◦ φ−p,ǫ −Rσ
]
v
n+2σ
n−2σ (v − 1)dVSn .
By (6.17) and (6.21), we compute 
Sn
(v − 1)Pσ(v − 1)dVSn −Rσ
 
Sn
(v
n+2σ
n−2σ − 1)(v − 1)dVSn
=
 
Sn
(v − 1)Pσ(v − 1)dVSn − n+ 2σ
n− 2σRσ
 
Sn
(v − 1)2dVSn + o(1)‖v − 1‖2Hσ(Sn)
=
∞∑
i=0
(
Λi − n+ 2σ
n− 2σRσ
)
|vi|2 + o(1)‖v − 1‖2Hσ(Sn)
≥Λn+2 −
n+2σ
n−2σRσ
Λn+2 + 1
∞∑
i≥n+2
(Λi + 1)|vi|2 + o(1)‖v − 1‖2Hσ(Sn)
≥C0‖v − 1‖2Hσ(Sn).
(7.23)
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Moreover, we can split
I = −
( 
Sn
vPσ(v)dVSn −Rσ
)
A−1
 
Sn
f ◦ φ−p,ǫv
n+2σ
n−2σ (v − 1)dVSn
−RσA−1
 
Sn
(f ◦ φ−p,ǫ −A)v
n+2σ
n−2σ (v − 1)dVSn
= I1 + I2.
By Lemma 7.3, we have
|I1| ≤ C‖v − 1‖3Hσ(Sn) = o(1)‖v − 1‖2Hσ(Sn).
On the other hand, using (6.35), (7.18) and the fact that
|df(p)| → 0 as r0 → 0,
we can estimate
|I2| ≤ C
∣∣∣∣
 
Sn
(f ◦ φ−p,ǫ − f(p))v
n+2σ
n−2σ (v − 1)dVSn
∣∣∣∣
+ C
∣∣∣∣
 
Sn
(f(p)−A)v n+2σn−2σ (v − 1)dVSn
∣∣∣∣
≤ C(‖f ◦ φ−p,ǫ − f(p)‖L2(Sn) + |f(p)−A|)‖v − 1‖Hσ(Sn)
≤ (o(ǫ) +Cǫ2)‖v − 1‖Hσ(Sn) = o(ǫ)‖v − 1‖Hσ(Sn).
Now (7.22) follows by collecting all these.
We are in a position to complete the proof of Proposition 7.1 by proving parts (iii) and (iv).
Proof of Proposition 7.1 (iii) and (iv). As in the proof of part (ii), we choose ν ≤ r30 < ν0 and
r0 > 0 sufficiently small such that Br0(pi) ⊂ Lβi+ν \ Lβi−ν . As in (ii), for any 1 ≤ i ≤ N , we
show that there exists a sufficiently large T > 0 such that u(T,Lβi+ν0) ⊂ Lβi+ν . In addition, for
any u0 ∈ Lβi+ν , we can choose a larger T = T (u0) > 0 such that either u(T, u0) ∈ Lβi−ν or
u(t, u0) ∈ Br0/4(pi) for some t ∈ [0, T ].
For u = (ǫ, p, v) ∈ Br0(pi), we have
ω
− 2σ
n
n (Ef [u]− βi)
=
ffl
Sn
uPσ(u)dVgSn
(
ffl
Sn
fu
2n
n−2σ dVgSn )
n−2σ
n
−Rσf(pi)
2σ−n
n
=
ffl
Sn
vPσ(v)dVgSn
(
ffl
Sn
f ◦ φ−p,ǫv
2n
n−2σ dVgSn )
n−2σ
n
−Rσf(pi)
2σ−n
n
=A
2σ−n
n
[( 
Sn
vPσ(v)dVgSn −Rσ
)
−Rσf(pi)
2σ−n
n (A
n−2σ
n − f(pi)
n−2σ
n )
]
,
(7.24)
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where A =
 
Sn
f ◦ φ−p,ǫv
2n
n−2σ dVgSn . Observe that
A
n−2σ
n − f(pi)
n−2σ
n = f(pi)
n−2σ
n
[(
1 +
A− f(pi)
f(pi)
)n−2σ
n
− 1
]
= f(pi)
n−2σ
n
[
n− 2σ
n
A− f(pi)
f(pi)
+O(|A− f(pi)|2)
]
and
A− f(pi) = A− f(p) + f(p)− f(pi).
Combining these with Lemma 7.4 (a), we find
f(pi)
2σ
n (A
n−2σ
n − f(pi)
n−2σ
n )
=
2(n − 2σ)
n(n− 2) ǫ
2∆gSnf(p) +
n− 2σ
n
(|p+|2 − |p−|2)
+ o(1)(ǫ2 + |p− pi|2 + ‖v − 1‖2Hσ(Sn)).
(7.25)
Hence, from Lemma 7.3, we can conclude that
Ef [u]− βi ≥ C2‖v − 1‖2Hσ(Sn) −C(ǫ2 + |p− pi|2).
Consequently, for u ∈ Lβi+ν ∩Br0(pi), we have
‖v − 1‖2Hσ(Sn) ≤ C(ǫ2 + |p− pi|2 + r30). (7.26)
We still use the same normalization (7.17) in t used in the proof of part (ii). With this time
scale, it follows from Proposition 3.1 (3), Lemma 6.6 and Lemma 6.7 that
d
dτ
Ef [U(τ, u0)] = ǫ
−2 d
dt
Ef [u(t(τ), u0)]
≤ −C3(|∇f(p)|2gSn + ǫ2|∆gSnf(p)|2)
≤ −C4(ǫ2 + |p− pi|2)
with uniform constants C3 > 0, C4 > 0 for all u0 ∈ Br0(pi). We would like to explain how
to get this estimate. With the coordinates we chose, there holds |∇f(p)|2gSn = |p − pi|2. Also
the non-degeneracy condition implies that |∆gSnf(p)| > 0 if r0 is sufficiently small since pi is a
critical point of f . From these, it is not hard to see the above estimate holds.
Thus, for u0 ∈ Br0(pi) \Br0/4(pi), we have
d
dτ
Ef [U(τ, u0)] ≤ −C5r20,
with a uniform constant C5 > 0 in view of (7.26). Hence, the transversal time of the annular
region Lβi+ν ∩ (Br0/2(pi) \Br0/4(pi)) is uniformly positive. Choosing sufficiently large T ∗ > 0
and sufficiently small ν > 0, we have
U(T ∗, Lβi+ν) ⊂ Lβi−ν ∪ (Br0/2(pi) ∩ Lβi+ν).
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Then
Tν(u0) = min
{
T ∗, inf{t;Ef [U(t, u0)] ≤ βi − ν}
}
continuously depends on u0. Thus the map (t, u0) 7→ U(min{t, Tν(u0)}, u0) gives a homotopy
equivalence of Lβi+ν with a subset of Lβi−ν ∪ (Br0/2(pi) ∩ Lβi+ν).
For part (iii), with the above preparations, a similar argument of the proof in [17, Proposition
7.1 (iii) on p.493-494] goes through.
For part (iv), assume ∆gSnf(pi) < 0. By (7.24), (7.25) and Lemma 7.3, we have
ω
− 2σ
n
n (Ef [u]− βi)
≥A 2σ−nn
[
C2‖v − 1‖2Hσ(Sn) −
2(n− 2σ)
n(n− 2) Rσǫ
2∆gSnf(p)
+
n− 2σ
n
Rσ(|p−|2 − |p+|2) + o(1)(ǫ2 + |p− pi|2 + ‖v − 1‖2Hσ(Sn))
]
with o(1) → 0 as r0 → 0. We can then deduce that there exists some number δ > 0 with
4δ2 ≤ 79 min{1, r20} such that
ǫ2 + |p−|2 + ‖v − 1‖2Hσ(Sn) ≤
r20
4
(7.27)
for any u = (ǫ, p, v) ∈ Br0(pi) ∩ Lβi+ν with |p+| < 2δr0, provided that r0 > 0 is sufficiently
small and ν ≤ r30.
Let a+ = max{a, 0} for a ∈ R. Let η be a cut-off function defined by
η = η(|p+|) =
(
1− (|p
+| − δr0)+
δr0
)
+
with δ > 0 given as above. For 0 ≤ r ≤ 1 and u = (ǫ, p, v) ∈ Br0(pi), we choose ǫ0 > 0
sufficiently small such that 0 < ǫ/3 < ǫ0 < 2ǫ/3 and define ur by
ur = (ǫr, pr, vr) =
(
ǫ+ (ǫ0 − ǫ)rη, p − rηp−, ((1 − rη)v
2n
n−2σ + rη)
n−2σ
2n
)
.
Claim. If ‖v − 1‖C1(Sn) is sufficiently small, then ur ∈ Br0(pi).
To that end, we first consider η = 1 and define
H(r) = (ǫ+ (ǫ0 − ǫ)r)2 + |p− rp−|2 +
ˆ
Sn
(vr − 1)Pσ(vr − 1)dVgSn .
A direct computation yields
H ′(r) = 2(ǫ+ (ǫ0 − ǫ)r)(ǫ0 − ǫ) + 2〈p − rp−,−p−〉+ 2
ˆ
Sn
v′rPσ(vr − 1)dVgSn
Notice that
v′r =
n− 2σ
2n
v
−n+2σ
n−2σ
r (1− v
2n
n−2σ ), v′′r = −
n+ 2σ
n− 2σv
−1
r (v
′
r)
2.
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Then we have
1
2
H ′′(r) =(ǫ0 − ǫ)2 + |p−|2 +
ˆ
Sn
v′rPσ(v
′
r)dVgSn +
ˆ
Sn
v′′rPσ(vr − 1)dVgSn
=(ǫ0 − ǫ)2 + |p−|2 +
ˆ
Sn
v′rPσ(v
′
r)dVgSn + o(1)‖v′r‖2Hσ(Sn) ≥ 0,
where the second identity follows from
ˆ
Sn
v′′rPσ(vr − 1)dVgSn =−
n+ 2σ
n− 2σ
ˆ
Sn
v−1r (v
′
r)
2Pσ(vr − 1)dVgSn
=o(1)‖v′r‖2Hσ(Sn)
through a similar argument to derive (7.16).
Thus, we conclude that
H(r) ≤ max{H(0),H(1)} ≤ max{r20, ǫ20 + |p+|2}.
Next, if ηr > 0, then |p+| < 2δr0. From this and (7.27), we have ǫ2 ≤ r20/4 and then ǫ20 ≤ r20/9.
By the selection of δ, there holds g(1) ≤ ǫ20 + |p+|2 ≤ (1/9 + 4δ2) < r20. Hence, H(ηr) ≤
H(1) ≤ r20.
Hence, under the condition of ‖v − 1‖C1(Sn) being small (which can be guaranteed by the
construction of homotopies below), we have shown that the homotopy H1 : Br0(pi) ∩ Lβi+ν ×
[0, 1] → Br0(pi) given byH1(u, r) = ur is well defined andH1(·, 1)maps the set {u ∈ Br0(pi)∩
Lβi+ν ; |p+| < δr0} to a set B+δr0 , where
B+ρ := {u ∈ Br0(pi); ǫ = ǫ0, p− = 0, |p+| < ρ, v = 1} for 0 < ρ < r0
is clearly diffeomorphic to a unit ball of dimension n− ind(f, pi).
Now we need to show that the energy of ur satisfies Ef [ur] ≤ βi+ ν if ν is sufficiently small.
To that end, we compute
d
dr
Ef [ur] =η
(
∂Ef [ur]
∂ǫr
(ǫ0 − ǫ)− ∂Ef [ur]
∂pr
p−
− n− 2σ
2n
〈
∂Ef [ur]
∂vr
, v
−n+2σ
n−2σ
r (v
2n
n−2σ − 1)
〉)
=η(1− rη)−1
(
∂Ef [ur]
∂ǫr
(ǫ0 − ǫr)− ∂Ef [ur]
∂pr
· p−r
− n− 2σ
2n
〈
∂Ef [ur]
∂vr
, v
−n+2σ
n−2σ
r (v
2n
n−2σ
r − 1)
〉)
:=η(1− rη)−1D := η(1 − rη)−1(I − II − III).
The last term can be rewritten as
III =
n− 2σ
2n
〈
∂Ef [ur]
∂vr
, v
−n+2σ
n−2σ
r (v
2n
n−2σ
r − 1)
〉
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=
n− 2σ
n
ω
2σ
n
n A
2σ−n
n
r
 
Sn
v
−n+2σ
n−2σ
r (v
2n
n−2σ
r − 1)Pσ(vr)dVgSn
− n− 2σ
n
ω
2σ
n
n A
2σ−n
n
−1
r
( 
Sn
vrPσ(vr)dVgSn
) 
Sn
f ◦ φ−pr,ǫr(v
2n
n−2σ
r − 1)dVgSn
:=
n− 2σ
n
ω
2σ
n
n A
2σ−n
n
r (III1 + III2),
where Ar =
 
Sn
f ◦ φ−pr ,ǫrv
2n
n−2σ
r dVgSn . Notice that ‖vr − 1‖C1(Sn) = o(1) follows from ‖v −
1‖C1(Sn) = o(1). We can estimate III1 as follows:
III1 =
 
Sn
v
−n+2σ
n−2σ
r (v
2n
n−2σ
r − 1)Pσ(vr)dVgSn
=
2n
n− 2σ
( 
Sn
(vr − 1)Pσ(vr − 1)dVSn − n+ 2σ
n− 2σRσ
 
Sn
(vr − 1)2dVSn
)
+ o(1)‖vr − 1‖2Hσ(Sn)
≥(C0 + o(1))‖vr − 1‖2Hσ(Sn)
for some constant C0 > 0 depending only on n, σ, where the last inequality follows from (7.23).
We can rewrite III2 as
III2 = −
( 
Sn
vrPσ(vr)dVgSn
)(
1−A−1r
 
Sn
f ◦ φ−pr,ǫrdVgSn
)
.
Note that it follows from the proof of Lemma 7.4 (a) that 
Sn
f ◦ φ−pr,ǫrdVgSn − f(pr) = (Ar − f(pr)) + o(ǫr)‖vr − 1‖Hσ(Sn).
Hence,
1−A−1r
 
Sn
f ◦ φ−pr,ǫrdVgSn = A−1r
[
Ar − f(pr)−
( 
Sn
f ◦ φ−pr ,ǫrdVgSn − f(pr)
)]
= o(ǫr)‖vr − 1‖Hσ(Sn),
which implies that
III2 = −o(ǫr)‖vr − 1‖Hσ(Sn)
( 
Sn
vrPσ(vr)dVgSn
)
.
Therefore, we obtain
III ≥n− 2σ
n
ω
2σ
n
n A
2σ−n
n
r C0‖vr − 1‖2Hσ(Sn)
+ o(1)(ǫr + ‖vr − 1‖Hσ(Sn))‖vr − 1‖Hσ(Sn).
By Lemma 7.4, we have
I =− 4(n − 2σ)
n(n− 2)
( 
Sn
vrPσ(vr)dVgSn
)
ǫr ω
2σ
n
n A
2(σ−n)
n
r ∆gSnf(pr)(ǫ0 − ǫr)
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+ C
[
ǫ2r| log ǫr|+ (ǫr + |pr − pi|)‖vr − 1‖Hσ(Sn)
]
(ǫr − ǫ0)
and
II =− n− 2σ
n
( 
Sn
vrPσ(vr)dVgSn
)
ω
2σ
n
n A
2(σ−n)
n
r df(pr) · p−r
+ Cǫr(ǫr + ‖vr − 1‖Hσ(Sn))|p−r |.
Since f(pr) = f(pi) + |p+r |2 − |p−r |2 in the local coordinates near pi, there holds df(pr) · p−r =
−2|p−r |2. Therefore, by combining I , II and III , we conclude that
D ≤n− 2σ
n
ω
2σ
n
n A
2σ−n
n
r
{
− 4
n− 2
( 
Sn
vrPσ(vr)dVgSn
)
ǫr(ǫ0 − ǫr)∆gSnf(pr)
Ar
− 2
( 
Sn
vrPσ(vr)dVgSn
) |p−r |2
Ar
+C‖vr − 1‖Hσ(Sn)|p+r |(ǫr − ǫ)
− C0‖vr − 1‖2Hσ(Sn) + o(1)
(
ǫr(ǫr − ǫ0) + ‖vr − 1‖2Hσ(Sn) + |p−r |2
)}
.
Thus, we follow the same lines as in [17, p. 499] to conclude that for any u ∈ Br0(pi)∩Lβi+ν , if
r0 is sufficiently small, then
d
dr
Ef [ur] < 0.
This gives
Ef [ur] < Ef [ur]|r=0 = Ef [u] ≤ βi + ν.
With these preparations, we can follow the argument in the proof of Proposition 7.1 (iv) in
[17, p. 499-500] to finish the proof of part (iv).
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