Consider the multi-user downlink beamforming problem where the base station transmits data to its intended mobile stations. Both the base stations and the users are equipped with multiple antennas. The objective of beamforming is to minimize the power consumption in the network while satisfying the users' SINR constraints. Based on the analysis of the KKT conditions of the problem, we propose a low complexity iterative algorithm that computes a local minimum of the optimization problem. The numerical experiments show that the proposed algorithm is efficient in achieving low power consumption while satisfying the QoS constraints. Our numerical experiments indicate that, unlike many existing algorithms, the proposed method can be initialized from infeasible points. Moreover, our theoretical analysis shows that the algorithm monotonically converges to a KKT point of the problem.
I. INTRODUCTION
In a multiuser MIMO (MU-MIMO) downlink system, a base sta tion (BS) equipped with multiple antennas simultaneously transmits data to a group of users with multiple antennas. The performance of the MU-MIMO system is limited by multi-user interference, which must be mitigated by physical layer techniques such as beamforming.
Generally, there are two main objectives in the beamformer design problem. One is to maximize a system utility (e.g., throughput) under a total power constraint, while the other one is to minimize the system transmission power subject to QoS requirements. Although both formulations try to improve power efficiency, the latter guarantees each user's transmission with a desired quality of service (QoS).
The QoS-constrained power minimization (QCPM) problem in the MU-MIMO scenario is nonconvex and difficult to solve. This problem has been widely investigated in the literature. As an example, the interference nulling approach [1] , [2] can eliminate the inter-user interference and simplify the beamformer design problem. In this approach, the search space of transmit and receive beamformers is limited to zero forcing transceivers, leading to simple but suboptimal solutions. In addition, this method typically requires that the number of transmit antennas is equal to or greater than the total number of active users, which is impractical in many scenarios.
Another approach for solving the QCPM problem is based on iterative optimization [3] - [5] , [7] . The works [3] - [5] provide iterative algorithms that are able to successively decrease the transmission power. The key idea of these methods is the uplink-downlink duality (UDD) theory [8] , [9] : a set of target SINR levels is achievable in downlink channel if and only if the same set of SINR levels is achievable in a dual uplink channel. Using the UDD theory, iterative algorithms are proposed which update the transmit beamformers, receive beamformers, and power by switching between the downlink and the dual uplink channel. The UDD algorithms guarantee a Differently from the previous works, the reference [7] considers solving the QCPM problem directly. The authors propose an MMSE SOCP algorithm, which consists of the following key steps: 1)
Fixing the transmit power, update the receive beamformers using MMSE receiver, and 2) Fixing the receive beamformers, update the transmit beamformers by solving the power minimization problem with respect to the transmit beamformers. The authors show that the total transmission power monotonically decreases and thus converges.
An interesting observation has been reported in [4] , [7] -the pro posed iterative algorithm always generates a sequence that converges to a unique solution irrespective of the initial point (or at least with high probability, see [4] ). Hence, a conjecture has been made in [7] without proof: the MMSE-SOCP algorithm reaches at least a local optimum of the QCPM problem. It is the objective of this paper to settle this conjecture. We first analyze the KKT conditions of the QCPM problem. Based on the analysis results, we propose an iterative MMSE-DUAL algorithm which is essentially equivalent to the MMSE-SOCP algorithm, with an additional benefit of having almost closed form updates. Importantly we prove that the MMSE DUAL algorithm monotonically converges to a stationary point of the QCPM problem. Additionally, we reveal some connections between the MMSE-SOCP algorithm [7] and the UDD algorithm [5] .
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a multi-user MIMO downlink system with K users, where the BS is equipped with M > 1 antennas and each user k is equipped with Nk > 1 antennas. Let us define K to be the set of all users, i.e., K = {I, 2, ... ,K}. We assume that the BS transmits the single stream Sk to the intended receiver k with no multiplexing.
Let us also assume that the BS (resp. receiver k) utilizes the transmit beamformer Vk E eMX1 (resp. receive beamformer Uk E e N k X1) for communication. The estimated symbol Sk'S at the receivers can be mathematically expressed as
where Hk E e N k x M denotes the channel matrix from the BS to the receiver k; nk E e N k x 1 is the additive white Gaussian noise with distribution CN(O, a% ) . The data streams Sk'S are i.i.d. independent of the noise variables and have distribution CN(O, 1).
We are interested in designing transmit and receive beamforming such that the system transmission power is minimized while satisfying the QoS requirements. Here the QoS is measured by the signal-to interference-plus-noise ratio (SINR), which is defined as SINR � luf:Hkvkl2
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Mathematically, the QCPM problem can be written as
where "{k > 0 is the intended SINR level of user k; the set of all transmit beamformers (resp. receive beamformers) is denoted by v £ {VI, ... , V K} (resp. U £ {Ul, ... , UK}). Throughout the paper, we assume that problem (PI) is feasible.
III. EXISTING ALGORITHMS: A BRIEF REVIEW
In this section, we briefly review the existing MMSE-SOCP algorithm [7] and the UDD algorithm [5] .
A. MMSE-SOCP Algorithm
The MMSE-SOCP algorithm [7] alternates between the following two steps: I) Fixing all the transmit beamformers, update the receive beam formers using the MMSE receiver, i.e., 
B. UDD Algorithm
Let Pk £ Il vk W be the power allocated to user k. Similarly, define qk £ Il uk W to be the power of user k in the dual uplink channel.
Based on the uplink-downlink duality theory [5] , [6] , the UDD algorithm monotonically decreases the transmit power consumption by repeating the following steps: I) Fixing the transmit beamformers, update the receive beamform ers using the MMSE receiver.
2) Update the dual uplink transmit powers by solving the following optimization problem K min LaZqk {q k ;>°h k= 1 qkllv�H�UkW It should be pointed out that, the UDD algorithm requires a feasible initialization [5] ; otherwise, the problems (5) and (4) do not have feasible solution.
IV. KKT ANALYSIS
In this section, we analyze the KKT conditions of the problem (PI).
First, let us define the Lagrange function associated with problem (PI) as j # rk r k (L Ilu�HkVjl12 +<7kIIUkI12) ::; lu�HkVkI2, (10) j # Ak :::: 0 , (11) for k = 1, 2, ... , K. In the sequel, we analyze the above KKT Proof Clearly, (7) implies that Ak must have at least one zero eigenvalue. On the other hand, since Ak = c t (I -� k C:!HkVkV:H: C:!) c t, (12) Ak has at most one nonpositive eigenvalue. Hence, the minimum eigenvalue of Ak is zero. Furthennore, the equation (12) 
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Combining (13) and Lemma 1 implies that Uk = Ck '
HkVk is the unique solution of (7) up to scaling.
• Defining Dk � 1+ L j # AjHfUjUfHj and Bk � 1+ L j # AjHf ujufHj -�= H: Uku:Hk, the next lemma follows directly from the KKT equations (8) and (9) . The proof of the lemma is similar to the proof of lemma 2. 
At the optimality, the above inequality must hold with equality;
otherwise Bk >-0 by Schur complement contradicting Lemma 3.
Hence, (14) holds. Moreover, the RHS of (14) is a standard function [12] of {Ad, thus the solution is unique and can be obtained by a fixed point algorithm.
•
V. MMSE-DUAL ALGORITHM
In this section, we first present a new iterative algorithm called MMSE-DUAL algorithm to solve the system of KKT equations (7) (8) (9) (10) (11) . The MMSE-DUAL algorithm will play a key role in establishing the connection between the MMSE-SOCP algorithm and the UDD algorithm.
In the MMSE-DUAL algorithm, the receive beamformers are first updated using Lemma 2, followed by the computation of the transmit bearnformers using Lemma 3 and Corollary 1. The algorithm is outlined in TABLE I, where N is the total number of fixed point iterations for calculating the optimal Lagrange multipliers. Note, the procedure of updating the transmit beamformers for fixed receive beamformers in the proposed algorithm is equivalent to solving K min LllvkW (P2) since the KKT condition of (P2) is identical to (8) (9) (10) (11) and strong duality holds for problem (P2) [10] . Hence, our algorithm is in essence the MMSE-SOCP algorithm in [7] , with the only difference in that we solve (P2) by the dual method instead of the SOCP [7] which gives us almost closed form updates of the variables. However, it is not hard to see that each iteration of the fixed point algorithm Due to the coupling of v and U in the constraints, the classical results developed for the convergence of the alternating optimization methods (e.g., see [13] ) do not guarantee the convergence of the MMSE-DUAL algorithm. In the following theorem, such convergence result is obtained by exploring the special structure of problem (PI).
Proposition 1: Assume feasible initialization of the MMSE-DUAL algorithm (or equivalently the MMSE-SOCP algorithm). Then the algorithm generates a sequence that every limit point of the sequence is a stationary point of (P 1).
Proof Here we prove the result for the MMSE-SOCP algorithm. The proof for the MMSE-DUAL algorithm follows immediately due to its equivalence to MMSE-SOCP algorithm. Let uT := {uk l k E K} be the set of receive beamformers obtained at iteration r. Similarly, define vT := {v;; l k E K} to be the set of transmit beamformers at iteration r in the MMSE-SOCP algorithm. Consider a sub-sequence {( uTj , vTj )}� l converging to a limit point {u*, vOl. Moreover, by restricting to a subsequence, we can assume that VT ,il converges to a limit point v**. In the sequel, we first prove that v* = v**: Clearly, On the other hand, since SINRk( vTj -1, u:i) 2: "/k, letting j --+ 00 implies SINRk(v**,uk) 2: "/k, Vk. 
(27)
Clearly, the equations (23), (24) and (27) imply that the limit point (u*, v*) is a KKT point of (PI).
• Note that Proposition 1 is a stronger result as compared to the existing convergence result in [7] , where only the monotonic decrease of the objective value of the QCPM problem is shown.
VI. SIMULATION RESULTS
In this section, we numerically evaluate the performance of the MMSE-DUAL algorithm and the UDD algorithm. The QoS level and noise variance are set equally to be "/ and CT2 across all the users, Uncorrelated fading channel model for all channel matrices between users and the BS are assumed. Each channel coefficient is generated from the zero mean complex Gaussian distribution with unit variance.
We also set N = 20 for the number of fixed point iterations. In our first numerical experiment, we study the effect of the infeasible initialization on the algorithms. The UDD algorithm is known to fail for an infeasible initialization [5] . Here we study the convergence of MMSE-DUAL algorithm with an infeasible initialization. In this experiment, the BS serves two users, all equipped with two antennas, i.e., M = N = K = 2. We set "/ = 10, CT2 = 1, and the channel matrices between the BS and the two users are respectively Furthermore, it can be easily checked that the linear system on ql and q 2 with the fixed initial beamformers 1 --qklv�H�UkI2 -Lqjllv�HfUjl1 2 = Il vkl 1 2, k = 1, 2 'Yk j # has negative solutions ql = -3.5627 and q 2 = -1. 1379. Therefore, the uplink power update cannot be done in the UDD algorithm. While the UDD algorithm fails to perform with this initialization, the MMSE-DUAL algorithm can quickly reach a feasible point in the second iteration and then exhibits a monotonic convergence, as shown in Fig. 1 .
In our next set of numerical experiments, we randomly initialize the MMSE-DUAL algorithm. The UDD algorithm is initialized by a feasible point obtained by few iterations of the MMSE-DUAL algorithm. Fig. 2 shows that the MMSE-DUAL algorithm and the UDD algorithm have a very similar convergence behavior. This similar behavior can be also observed in Fig. 3 and Fig. 4 
