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Introduc¸a˜o 2
Nesta tese, estuda-se o problema de controle na˜o linear robusto em relac¸a˜o a va-
riac¸o˜es de paraˆmetros e/ou incertezas de modelo na˜o estruturadas. Na literatura,
existem numerosos me´todos de controle na˜o linear, mas poucos possuem as proprieda-
des de robustez necessa´rias a`s aplicac¸o˜es industriais. Entre estes, pode-se citar certas
formas de backstepping [26, 27] e de controle a estrutura varia´vel [6, 19]. No entanto,
a ana´lise da robustez obtida com estes me´todos e´ complexa e feita geralmente caso a
caso, o que dificulta a s´ıntese de controladores, especialmente para a escolha de ganhos
e outros paraˆmetros.
Por outro lado, para os sistemas lineares existem va´rios me´todos de s´ıntese que
permitem a obtenc¸a˜o de controladores robustos (H∞, µ-ana´lise entre outros). Todavia,
a aplicac¸a˜o direta de um controlador linear, mesmo que seja robusto, a um sistema na˜o
linear na˜o proporciona bons resultados, principalmente quando o sistema se afasta do
ponto de operac¸a˜o utilizado no projeto do controlador.
O ideal seria encontrar um me´todo que conserve a simplicidade da s´ıntese linear,
mas que considere ao mesmo tempo as na˜o linearidades do sistema. Para tanto, esta
tese trata da concepc¸a˜o de um controle na˜o linear robusto para os sistemas na˜o lineares
afins na entrada utilizando uma abordagem baseada na linearizac¸a˜o por realimentac¸a˜o.
A linearizac¸a˜o por realimentac¸a˜o e´ um me´todo que possibilita a transformac¸a˜o exata
de um sistema na˜o linear em um sistema linear (no caso nominal). Neste me´todo, uma
primeira malha de realimentac¸a˜o lineariza o sistema. Em seguida, uma segunda malha,
formada por um controlador linear, age sobre o sistema linearizado. Esta e´ a grande
vantagem da linearizac¸a˜o por realimentac¸a˜o, que torna poss´ıvel a utilizac¸a˜o de te´cnicas
de s´ıntese linear para o projeto de um controlador para um sistema na˜o linear.
Em particular, com a linearizac¸a˜o por realimentac¸a˜o robusta (a abordagem utilizada
neste trabalho), o sistema linear obtido corresponde a` aproximac¸a˜o linear do sistema
na˜o linear em torno de um ponto de operac¸a˜o. Consequ¨entemente, o comportamento
do sistema resultante e´ similar ao comportamento do sistema original. Desta forma, as
propriedades do controlador linear sa˜o (em parte) mantidas quando ele e´ associado a`
linearizac¸a˜o por realimentac¸a˜o robusta e aplicado ao sistema na˜o linear.
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Portanto, a opc¸a˜o natural para o controlador linear e´ um controlador robusto, por
exemplo, um controlador H∞. Neste caso, e´ poss´ıvel provar que a estabilidade robusta
local e´ atingida, o que e´ demonstrado neste trabalho. Tambe´m e´ poss´ıvel estabelecer
margens de robustez associadas ao sistema em malha fechada, permitindo determinar
quais incertezas sa˜o aceita´veis.
Assim, o controle na˜o linear robusto estudado nesta tese consiste na associac¸a˜o da
linearizac¸a˜o por realimentac¸a˜o robusta a um controlador H∞.
O desempenho e a robustez deste controle sa˜o avaliados em uma aplicac¸a˜o, a sus-
pensa˜o magne´tica com quatro po´los. Este sistema possui fortes na˜o linearidades e pode
estar submetido a grandes incertezas. Consequ¨entemente, este e´ um bom exemplo de
sistema na˜o linear para o qual e´ necessa´rio utilizar um controle na˜o linear robusto. Uma
comparac¸a˜o e´ feita com outros dois me´todos (o controle linear direto e a linearizac¸a˜o
por realimentac¸a˜o cla´ssica associada a um controlador H∞, os quais sa˜o revistos neste
documento) e as vantagens do controle na˜o linear robusto sa˜o destacadas.
Contudo, a utilizac¸a˜o do controle na˜o linear robusto e´ restrita aos sistemas cujo
estado e´ mensura´vel, pois o conhecimento dos valores das varia´veis do sistema e´ ne-
cessa´rio para a realizac¸a˜o da linearizac¸a˜o por realimentac¸a˜o. Para estender o campo de
aplicac¸a˜o desta forma de controle aos sistemas cujo estado na˜o e´ mensura´vel, estudou-se
a possibilidade de estimar o estado destes sistemas. Treˆs diferentes tipos de observa-
dores sa˜o analisados e os resultados preliminares deste estudo sa˜o apresentados neste
documento.
Para avaliar o desempenho e a robustez do controle na˜o linear robusto quando
combinado aos treˆs diferentes observadores, utiliza-se como exemplo uma suspensa˜o
magne´tica com um u´nico eletro´ıma˜ que se opo˜e a` forc¸a gravitacional. Apesar de ser
mais simples que a suspensa˜o magne´tica com quatro po´los, este sistema tambe´m possui
na˜o linearidades e incertezas importantes.
Este documento e´ organizado em duas partes. A primeira diz respeito a` teoria e
compreende os Cap´ıtulos 1, 2 e 3. A segunda apresenta os exemplos de aplicac¸a˜o e
compreende os Cap´ıtulos 4 e 5. Uma descric¸a˜o de cada cap´ıtulo e´ dada a seguir:
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• No Cap´ıtulo 1, e´ apresentada a linearizac¸a˜o por realimentac¸a˜o. As condic¸o˜es
necessa´rias e suficientes para a realizac¸a˜o da linearizac¸a˜o sa˜o revistas e os me´todos
de linearizac¸a˜o por realimentac¸a˜o cla´ssica e robusta sa˜o expostos.
• No Cap´ıtulo 2, o controle na˜o linear robusto e´ proposto e o teorema de estabilidade
robusta e´ enunciado e demonstrado. O me´todo de s´ıntese de McFarlane-Glover, o
qual permite a obtenc¸a˜o de um controlador H∞ de maneira anal´ıtica, e´ revisado.
• No Cap´ıtulo 3, os observadores para sistemas na˜o lineares sa˜o analisados. O
conceito de observabilidade na˜o linear e´ evocado e a relac¸a˜o entre um sistema
observa´vel e um sistema lineariza´vel por realimentac¸a˜o e´ estabelecida.
• No Cap´ıtulo 4, e´ apresentado o primeiro exemplo de aplicac¸a˜o, a suspensa˜o
magne´tica com quatro po´los.
• No Cap´ıtulo 5, e´ apresentado o segundo exemplo de aplicac¸a˜o, a suspensa˜o
magne´tica com um u´nico eletro´ıma˜.
Neste documento, os resultados retirados da literatura sa˜o apresentados nas pro-
posic¸o˜es enquanto as contribuic¸o˜es originais sa˜o dadas sob a forma de lemas e teo-
remas .
CAPI´TULO 1
Linearizac¸a˜o por Realimentac¸a˜o
de Sistemas Na˜o Lineares
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1.1 Introduc¸a˜o
Um dos me´todos mais difundidos para o controle de um sistema na˜o linear consiste
em projetar um controlador linear para a aproximac¸a˜o deste sistema em torno de um
ponto de operac¸a˜o e, a seguir, aplica´-lo diretamente ao sistema na˜o linear. A princi-
pal vantagem deste me´todo e´ de poder utilizar qualquer uma das diversas te´cnicas de
s´ıntese de controladores da teoria de sistemas lineares, que e´ mais simples e mais conhe-
cida que a teoria de sistemas na˜o lineares. Por outro lado, uma grande desvantagem
deste me´todo e´ que a aproximac¸a˜o linear do sistema e´ va´lida em uma regia˜o limitada
em torno do ponto de operac¸a˜o e, durante o seu funcionamento, o estado do sistema
pode se afastar consideravelmente desta regia˜o. Neste caso, o sistema apresenta um
comportamento diferente do esperado, o que pode reduzir a eficieˆncia do controlador.
A ide´ia da linearizac¸a˜o por realimentac¸a˜o surgiu como uma maneira de contornar
este problema. Neste me´todo, existe uma primeira malha de realimentac¸a˜o que trans-
forma o sistema na˜o linear em um sistema linear e, enta˜o, uma segunda malha com
um controlador linear que atua sobre a primeira malha. Evidentemente, em relac¸a˜o ao
me´todo mencionado anteriormente, mante´m-se a vantagem de utilizar uma te´cnica de
s´ıntese linear para o projeto do controlador. Ale´m disso, a desvantagem e´ eliminada,
pois realiza-se uma transformac¸a˜o exata do sistema na˜o linear em sistema linear ao
inve´s de uma simples aproximac¸a˜o.
A linearizac¸a˜o por realimentac¸a˜o cla´ssica1, desenvolvida no in´ıcio dos anos 80 em
trabalhos como, por exemplo, [20], e´ atualmente um me´todo bem conhecido, apresen-
tado em muitos livros dida´ticos de controle na˜o linear [22, 25, 36]. Neste me´todo, o
sistema na˜o linear e´ transformado em um sistema linear na forma canoˆnica de Bru-
novsky, que corresponde a cadeias de integradores. Apesar de permitir o projeto de
um controlador linear, esta forma representa um inconveniente, pois e´ extremamente
sens´ıvel a variac¸o˜es de paraˆmetros, ale´m de na˜o ter nenhuma semelhanc¸a com o sistema
original.
1O termo “cla´ssico” foi adicionado para diferenciar este me´todo do outro me´todo de linearizac¸a˜o
por realimentac¸a˜o apresentado neste documento.
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Com o objetivo de obter maior robustez para o sistema controlado, um novo me´todo
de linearizac¸a˜o por realimentac¸a˜o, a linearizac¸a˜o por realimentac¸a˜o robusta2 , foi
proposto recentemente em [16]. Neste me´todo, o sistema resultante, apo´s a trans-
formac¸a˜o, corresponde a` aproximac¸a˜o linear do sistema original em torno de um ponto
de operac¸a˜o. Assim, o comportamento do sistema linearizado resultante e´ semelhante
ao comportamento do sistema original. Intuitivamente, pode-se presumir que isto im-
plica em maior robustez do sistema em malha fechada, pois em caso de variac¸o˜es de
paraˆmetros e/ou incertezas de modelo na˜o estruturadas os dois sistemas apresentam
respostas parecidas. Portanto, as propriedades atribu´ıdas ao controlador linear sa˜o
conservadas quando ele e´ associado a` linearizac¸a˜o por realimentac¸a˜o robusta e aplicado
ao sistema na˜o linear. Exemplos de utilizac¸a˜o deste me´todo sa˜o dados em [5, 38].
Na Sec¸a˜o 1.2 deste cap´ıtulo, o problema da linearizac¸a˜o por realimentac¸a˜o e´ for-
mulado. Na Sec¸a˜o 1.3, as condic¸o˜es necessa´rias e suficientes para a linearizac¸a˜o por
realimentac¸a˜o sa˜o revistas. A linearizac¸a˜o por realimentac¸a˜o cla´ssica e´ apresentada na
Sec¸a˜o 1.4 e a linearizac¸a˜o por realimentac¸a˜o robusta, na Sec¸a˜o 1.5.
1.2 Formulac¸a˜o do Problema
Seja o sistema na˜o linear afim na entrada com n varia´veis de estados e m entradas
descrito pela equac¸a˜o de estados
x˙ = f(x) + g(x)u = f(x) +
m∑
i=1
gi(x)ui (1.1)
na qual x ∈ Rn representa o estado, u ∈ Rm representa a entrada de controle e
f(x), g1(x), . . . , gm(x) sa˜o campos vetoriais suaves definidos em um subconjunto
aberto de Rn, e seja o ponto de operac¸a˜o x0. Assume-se que o estado x e´ conhecido.
O objetivo da linearizac¸a˜o por realimentac¸a˜o e´ encontrar uma transformac¸a˜o de
2Na traduc¸a˜o da denominac¸a˜o francesa “line´arisation par bouclage robuste”, utilizada pelos autores
em [16].
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coordenadas, dada por um difeomorfismo3 φ(x), tal que
z = φ(x) (1.2)
com z ∈ Rn, e uma realimentac¸a˜o de estados
u(x, v) = α(x) + β(x)v (1.3)
sendo v ∈ Rm a nova varia´vel de controle, que permitam transformar o sistema (1.1)
em um sistema linear na forma
z˙ = Az +Bv (1.4)
na qual (A,B) e´ um par controla´vel.
A linearizac¸a˜o por realimentac¸a˜o e´ implementada conforme o diagrama de blocos
mostrado na Figura 1.1. Assim, o sistema visto de v a z e´ linear e pode ser tratado
como tal.
v u x z
φ(x)α(x) + β(x)v Sistema
Na˜o Linear
Sistema Linearizado
Figura 1.1: Linearizac¸a˜o por realimentac¸a˜o.
Inicialmente, e´ necessa´rio definir as condic¸o˜es que o sistema (1.1) deve satisfazer
para que possa ser linearizado por realimentac¸a˜o. Estas condic¸o˜es sa˜o apresentadas na
pro´xima sec¸a˜o.
3A definic¸a˜o de difeomorfismo e´ apresentada no Apeˆndice B.
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1.3 Condic¸o˜es Necessa´rias e Suficientes a` Linea-
rizac¸a˜o por Realimentac¸a˜o
Sejam as distribuic¸o˜es4 G0 ⊂ G1 ⊂ . . . ⊂ Gn−1 associadas ao sistema na˜o linear
(1.1) e constru´ıdas de acordo com
Gi = span{ad
k
fgj : 0 ≤ k ≤ i , 1 ≤ j ≤ m}, 0 ≤ i ≤ n− 1 (1.5)
Assume-se que as distribuic¸o˜es Gi satisfazem as hipo´teses:
(H1) cada uma das distribuic¸o˜es Gi, para 0 ≤ i ≤ (n − 1), tem dimensa˜o constante
ao redor de x0,
(H2) cada uma das distribuic¸o˜es Gi, para 0 ≤ i ≤ (n− 2), e´ involutiva e
(H3) a distribuic¸a˜o Gn−1 tem dimensa˜o n.
As duas proposic¸o˜es relembradas a seguir sa˜o cla´ssicas [22]:
Proposic¸a˜o 1.1. Se as distribuic¸o˜es G0, G1, . . . , Gn−1 satisfazem as hipo´teses H1, H2
e H3, enta˜o existem func¸o˜es escalares reais λ1(x), · · · , λm(x) definidas em uma vizi-
nhanc¸a U de x0, de graus relativos r1, · · · , rm, com r1 + · · ·+ rm = n, tais que:
• para todo i ∈ [1,m], todo j ∈ [1,m] e todo x ∈ U
Lgiλj(x) = LgiLfλj(x) = · · · = LgiL
rj−2
f λj(x) = 0
• a matriz M(x) dada por
M(x) =


Lg1L
r1−1
f λ1(x) · · · LgmL
r1−1
f λ1(x)
...
. . .
...
Lg1L
rm−1
f λm(x) · · · LgmL
rm−1
f λm(x)


4As definic¸o˜es de distribuic¸a˜o, involutividade e grau relativo (conceitos utilizados nesta sec¸a˜o) sa˜o
dadas no Apeˆndice B. As ferramentas matema´ticas derivada de Lie e colchete de Lie sa˜o apresentadas
no Apeˆndice A.
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e´ na˜o singular para todo x ∈ U .
O vetor λ(x) formado pelas func¸o˜es λ1(x), · · · , λm(x), na forma
λ(x) =


λ1(x)
...
λm(x)

 (1.6)
e´ escolhido como a sa´ıda para a equac¸a˜o de estados (1.1), resultando no novo sistema
x˙ = f(x) + g(x)u = f(x) +
m∑
i=1
gi(x)ui
y = λ(x)
(1.7)
Este sistema possui m entradas e m sa´ıdas, sendo por isso chamado um sistema qua-
drado.
Proposic¸a˜o 1.2 (Sistema Lineariza´vel por Realimentac¸a˜o). Se as distribuic¸o˜es
G0, G1, . . . , Gn−1 satisfazem as hipo´teses H1, H2 e H3, enta˜o o sistema na˜o linear
(1.7) e´ lineariza´vel por realimentac¸a˜o.
Tendo definido o que e´ um sistema lineariza´vel por realimentac¸a˜o, passa-se a` apre-
sentac¸a˜o dos me´todos de linearizac¸a˜o por realimentac¸a˜o cla´ssica e de linearizac¸a˜o por
realimentac¸a˜o robusta.
1.4 Linearizac¸a˜o por Realimentac¸a˜o Cla´ssica
Seja um sistema linear na forma canoˆnica de Brunovsky dado por
x˙c = Acxc +Bcvc
y = Ccxc
(1.8)
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com
Ac =


Ac1 0r1×r2 · · · 0r1×rm
0r2×r1 Ac2 · · · 0r2×rm
...
...
. . .
...
0rm×r1 0rm×r2 · · · Acm


Bc =


Bc1 0r1×1 · · · 0r1×1
0r2×1 Bc2 · · · 0r2×1
...
...
. . .
...
0rm×1 0rm×1 · · · Bcm


Cc =


Cc1 01×r2 · · · 01×rm
01×r1 Cc2 · · · 01×rm
...
...
. . .
...
01×r1 01×r2 · · · Ccm


sendo que cada matriz Aci e´ uma matriz ri × ri cuja superdiagonal e´ composta por
1’s e todos os outros elementos sa˜o 0’s, cada vetor Bci e´ um vetor ri × 1 cujo u´ltimo
elemento e´ 1 e todos os outros elementos sa˜o 0’s e cada vetor Cci e´ um vetor 1 × ri
cujo primeiro elemento e´ 1 e todos os outros elementos sa˜o 0’s. Neste sistema, xc ∈ R
n
representa o estado e vc ∈ R
m e´ a entrada de controle.
Proposic¸a˜o 1.3 (Linearizac¸a˜o por Realimentac¸a˜o Cla´ssica). O sistema (1.7) pode ser
linearizado por realimentac¸a˜o atrave´s da aplicac¸a˜o do difeomorfismo
xc = φc(x) (1.9)
e a realimentac¸a˜o de estados
uc(x, vc) = αc(x) + βc(x)vc (1.10)
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com
φc(x) =


φc1(x)
...
φcm(x)

 , φci(x) =


λi(x)
Lfλi(x)
...
Lri−1f λi(x)

 (1.11)
αc(x) = −M
−1(x)


Lr1f λ1(x)
...
Lrmf λm(x)

 (1.12)
βc(x) =M
−1(x) (1.13)
O sistema linearizado resultante, com estado xc, esta´ na forma (1.8).
A Proposic¸a˜o 1.3 pode ser interpretada da seguinte maneira: inicialmente, define-se
o novo estado xc atrave´s do difeomorfismo (1.9). Derivando-se xc, obte´m-se
x˙c =
∂φc(x)
∂x
x˙ =
(
∂φc(x)
∂x
f(x)
)∣∣∣∣
x=φ−1c (xc)
+
(
∂φc(x)
∂x
g(x)
)∣∣∣∣
x=φ−1c (xc)
u (1.14)
o que permite escrever uma nova representac¸a˜o de estados do sistema (1.7), com estado
xc e sa´ıda y, dada por
x˙c = Acxc +Bc




Lr1f λ1(x)
...
Lrmf λm(x)

+M(x)u


y = Ccxc
(1.15)
Obviamente, o sistema (1.15) e´ transformado no sistema (1.8) pela aplicac¸a˜o da lei
de controle u = uc(x, vc), dada por (1.10).
A linearizac¸a˜o por realimentac¸a˜o cla´ssica possui duas desvantagens ligadas a` forma
de Brunovsky:
• Perda do sentido f´ısico dos estados do sistema: as novas varia´veis de estado do
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sistema (vetor xc) nem sempre teˆm uma interpretac¸a˜o f´ısica, o que pode dificultar
a s´ıntese do controlador linear, pois e´ mais complicado estabelecer objetivos e
especificac¸o˜es para estas varia´veis “abstratas”.
• Cancelamento simples das na˜o linearidades do sistema: o sistema na˜o linear e
o sistema linearizado apresentam comportamentos que podem ser muito diferen-
tes devido a este cancelamento. Por outro lado, mesmo pequenas variac¸o˜es de
paraˆmetros podem impedir o cancelamento de uma na˜o linearidade. Assim, como
o controlador linear e´ projetado com a suposic¸a˜o que todos os cancelamentos fo-
ram realizados, e´ poss´ıvel que se obtenha uma resposta inesperada, ou seja, que
haja uma falha do controlador. Consequ¨entemente, o sistema em malha fechada
na˜o e´, em geral, robusto.
A linearizac¸a˜o por realimentac¸a˜o robusta, apresentada na pro´xima sec¸a˜o, foi pro-
posta para contornar estes problemas.
1.5 Linearizac¸a˜o por Realimentac¸a˜o Robusta
A linearizac¸a˜o por realimentac¸a˜o robusta, proposta em [16], e´ realizada de maneira
que o sistema resultante, apo´s a transformac¸a˜o, corresponda a` aproximac¸a˜o linear do
sistema (1.1) em torno de um ponto de operac¸a˜o x0.
Seja a aproximac¸a˜o linear do sistema (1.1) em torno de um ponto de operac¸a˜o x0
(escolhido, sem perda de generalidade, como x0 = 0), dada por
x˙r = Arxr +Brvr
y = Crxr
(1.16)
com
Ar =
∂f(x)
∂x
∣∣∣∣
x=0
Br = g(0)
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Cr =
∂λ(x)
∂x
∣∣∣∣
x=0
no qual xr ∈ R
n representa o estado e vr ∈ R
m e´ uma entrada de controle linear.
O resultado a seguir e´ demonstrado em [16].
Proposic¸a˜o 1.4 (Linearizac¸a˜o por Realimentac¸a˜o Robusta). O sistema (1.7) pode ser
linearizado por realimentac¸a˜o atrave´s da aplicac¸a˜o do difeomorfismo
xr = φr(x) (1.17)
e a realimentac¸a˜o de estados
ur(x, vr) = αr(x) + βr(x)vr (1.18)
com
φr(x) = T
−1φc(x) (1.19)
αr(x) = αc(x) + βc(x)LT
−1φc(x) (1.20)
βr(x) = βc(x)R
−1 (1.21)
T =
∂φc
∂x
∣∣∣∣
x=0
(1.22)
L = −M(0)
∂αc
∂x
∣∣∣∣
x=0
(1.23)
R =M(0)−1 (1.24)
O sistema linearizado resultante, com estado xr, esta´ na forma (1.16).
A Proposic¸a˜o 1.4 pode ser interpretada da seguinte maneira: inicialmente, se
(Ar, Br) e´ um par controla´vel, enta˜o existe uma transformac¸a˜o de base [24], com ma-
trizes constantes Tn×n, Lm×n e Rm×m tais que
T (Ar −BrRL)T
−1 = Ac (1.25)
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TBrR = Bc (1.26)
CrT
−1 = Cc (1.27)
sendo T e R matrizes na˜o singulares.
Substituindo as expresso˜es (1.25), (1.26) e (1.27) no sistema (1.8), obte´m-se
T−1x˙c = (Ar −BrRL)T
−1xc +BrRvc
y = CrT
−1xc
(1.28)
Considerando o difeomorfismo (1.17), o sistema e´ reescrito em termos do estado xr
x˙r = (Ar −BrRL)xr +BrRvc
y = Crxr
(1.29)
Utilizando-se o controle linear
vc = LT
−1xc +R
−1vr (1.30)
este sistema e´ transformado no sistema (1.16). Substituindo esta expressa˜o de vc em
(1.10), obte´m-se a lei de controle ur(x, vr), dada por (1.18).
Ale´m disso, os termos φr(x), αr(x) e βr(x) na˜o devem influenciar na linearizac¸a˜o do
sistema (1.7) em torno do ponto de operac¸a˜o x0. Portanto, e´ necessa´rio que
∂φr(x)
∂x
∣∣∣∣
x=0
=
∂φ−1r (xr)
∂xr
∣∣∣∣
xr=0
= In (1.31)
∂αr(x)
∂x
∣∣∣∣
x=0
= 0 (1.32)
βr(0) = Im (1.33)
Enta˜o, resolvendo a equac¸a˜o (1.21) e as derivadas das equac¸o˜es (1.19) e (1.20) para as
matrizes T , L e R, obteˆm-se (1.22), (1.23) e (1.24).
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Portanto, conclui-se que este me´todo e´ uma extensa˜o da linearizac¸a˜o por reali-
mentac¸a˜o cla´ssica, a qual e´ combinada a` transformac¸a˜o de base dada por (1.25), (1.26)
e (1.27). Com esta modificac¸a˜o, sa˜o eliminadas as desvantagens citadas anteriormente.
Evita-se a perda do sentido f´ısico dos estados do sistema, pois o vetor de estados xr e´
semelhante a x. Ale´m disso, as na˜o linearidades do sistema sa˜o substitu´ıdas por suas
aproximac¸o˜es lineares, em lugar de serem simplesmente canceladas.
Observac¸a˜o: Esta linearizac¸a˜o por realimentac¸a˜o e´ chamada robusta pois, como o
sistema resultante apo´s a transformac¸a˜o corresponde a` aproximac¸a˜o linear do sistema
original em torno de um ponto de operac¸a˜o, o comportamento do sistema linearizado
e´ semelhante ao comportamento do sistema original. Intuitivamente, presume-se que
isto implica em maior robustez do sistema em malha fechada, pois em caso de variac¸o˜es
de paraˆmetros ou incertezas de modelo na˜o estruturadas os dois sistemas apresentam
respostas parecidas. As propriedades do controlador linear utilizado sera˜o enta˜o prova-
velmente conservadas. Ale´m disso, no caso de um controlador obtido por uma s´ıntese
H∞ e´ poss´ıvel provar teoricamente que a robustez e´ mantida.
Comparac¸a˜o com o Controle Linear
Como foi dito na introduc¸a˜o deste cap´ıtulo, um me´todo comum em controle de sis-
temas na˜o lineares consiste em determinar um controlador para a aproximac¸a˜o linear
deste sistema em torno do ponto de operac¸a˜o x0, dada por (1.16), e aplica´-lo direta-
mente ao sistema na˜o linear. Isto e´ equivalente a controlar o sistema (1.1) com vr. No
entanto, e´ importante notar que existe uma grande diferenc¸a entre este me´todo e a
utilizac¸a˜o da linearizac¸a˜o por realimentac¸a˜o robusta combinada ao controlador linear,
o que e´ ilustrado a seguir.
Seja a situac¸a˜o mostrada na Figura 1.2. Em torno do ponto x0, existe uma regia˜o
onde a aproximac¸a˜o linear (1.16) e´ va´lida. Entretanto, e´ poss´ıvel que a regia˜o de
operac¸a˜o do sistema seja maior. Seja um ponto qualquer xq que pertence a regia˜o de
operac¸a˜o, mas na˜o a` regia˜o de validade da aproximac¸a˜o linear. Quando o controlador
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linear e´ aplicado diretamente ao sistema na˜o linear, ele e´ aplicado neste ponto xq, como
mostrado na Figura 1.2, o que pode resultar em mau desempenho.
x0
xq
vr
Regia˜o de
Regia˜o de
Operac¸a˜o
Validade da
Aproximac¸a˜o
Linear
Figura 1.2: Controle linear aplicado diretamente ao sistema na˜o linear.
Por outro lado, se e´ utilizada a linearizac¸a˜o por realimentac¸a˜o robusta, o sistema
e´ inicialmente transformado na sua aproximac¸a˜o linear e, a partir deste momento, o
controlador linear e´ aplicado a um sistema linear que e´ va´lido em toda a regia˜o de
operac¸a˜o, como mostrado na Figura 1.3, garantindo o desempenho que foi projetado.
x0x0
xqxq
vr
ur
φr
Regia˜o de
Regia˜o de
Regia˜o de
Operac¸a˜oOperac¸a˜o
Validade da
Aproximac¸a˜o
Linear
Figura 1.3: Linearizac¸a˜o por realimentac¸a˜o robusta combinada ao controle linear.
Este resultado pode ser formalizado, o que e´ feito na sequ¨eˆncia.
Lema 1.1. No contexto da linearizac¸a˜o por realimentac¸a˜o robusta, tem-se a igualdade
Arxr +Brvr =
∂φr(x)
∂x
(f(x) + g(x)ur) (1.34)
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Prova: De (1.17), sabe-se que xr = φr(x). Derivando-se esta expressa˜o, obte´m-se
x˙r =
∂φr(x)
∂x
x˙ =
∂φr(x)
∂x
(f(x) + g(x)ur) (1.35)
Por outro lado, de (1.16), sabe-se que x˙r = Arxr +Brvr. Logo,
Arxr +Brvr =
∂φr(x)
∂x
(f(x) + g(x)ur) (1.36)
Inicialmente, considera-se o caso nominal.
Teorema 1.1. Seja o sistema
x˙ = f(x) + g(x)u (1.37)
(i) Se a linearizac¸a˜o por realimentac¸a˜o robusta e´ utilizada, isto e´, se u = ur, este
sistema pode ser escrito como
x˙r = Arxr +Brvr (1.38)
(ii) Se o controlador linear e´ aplicado diretamente ao sistema na˜o linear, isto e´, se
u = vr, este sistema pode ser escrito como
x˙r = Arxr +Brvr + ∆CL(x, vr)|x=φ−1r (xr) (1.39)
com
∆CL(x, vr) =
∂φr(x)
∂x
g(x)
(
−αr(x) + (I − βr(x)) vr
)
Prova: Para a parte (i): se u = ur, o sistema (1.37) e´ igual a
x˙ = f(x) + g(x)ur (1.40)
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Utilizando o difeomorfismo φr(x), obte´m-se
x˙r =
∂φr(x)
∂x
x˙ =
∂φr(x)
∂x
(f(x) + g(x)ur) (1.41)
Do Lema 1.1, deduz-se que
x˙r = Arxr +Brvr (1.42)
Para a parte (ii): se u = vr, o sistema (1.37) e´ igual a
x˙ = f(x) + g(x)vr (1.43)
Utilizando o difeomorfismo φr(x), obte´m-se
x˙r =
∂φr(x)
∂x
x˙ =
∂φr(x)
∂x
(f(x) + g(x)vr) (1.44)
que pode ser reescrito como
x˙r =
∂φr(x)
∂x
(f(x) + g(x)ur) +
∂φr(x)
∂x
(g(x)vr − g(x)ur) (1.45)
Do Lema 1.1, deduz-se que
x˙r = Arxr +Brvr +
∂φr(x)
∂x
g(x) (vr − ur) (1.46)
Substituindo ur pela expressa˜o (1.18), obte´m-se finalmente
x˙r = Arxr +Brvr + ∆CL(x, vr)|x=φ−1r (xr) (1.47)
com
∆CL(x, vr) =
∂φr(x)
∂x
g(x)
(
−αr(x) + (I − βr(x)) vr
)
Deste teorema, conclui-se que quando o controlador linear e´ aplicado diretamente
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ao sistema na˜o linear, existe uma incerteza causada pela diferenc¸a entre o sistema
na˜o linear e a sua aproximac¸a˜o linear. Esta incerteza pode prejudicar o desempenho
do controlador. Evidentemente, quando a linearizac¸a˜o por realimentac¸a˜o robusta e´
associada ao controlador linear, na˜o ha´ incerteza.
Em um segundo tempo, considera-se o caso em que ha´ variac¸a˜o de paraˆmetros.
Neste caso, pode-se dizer que o sistema real e´ dado por
x˙ = f˜(x) + g˜(x)u (1.48)
que e´ equivalente a
x˙ = f(x) + g(x)u+∆f (x) + ∆g(x)u (1.49)
com ∆f (x) = f˜(x)− f(x) e ∆g(x) = g˜(x)− g(x).
Teorema 1.2. Seja o sistema
x˙ = f(x) + g(x)u+∆f (x) + ∆g(x)u (1.50)
(i) Se a linearizac¸a˜o por realimentac¸a˜o robusta e´ utilizada, isto e´, se u = ur, este
sistema pode ser escrito como
x˙r = Arxr +Brvr + ∆LR(x, vr)|x=φ−1r (xr) (1.51)
com
∆LR(x, vr) =
∂φr(x)
∂x
(
∆f (x) + ∆g(x)αr(x) + ∆g(x)βr(x)vr
)
(ii) Se o controlador linear e´ aplicado diretamente ao sistema na˜o linear, isto e´, se
u = vr, este sistema pode ser escrito como
x˙r = Arxr +Brvr + ∆CL(x, vr)|x=φ−1r (xr) (1.52)
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com
∆CL(x, vr) = ∆LR(x, vr) +
∂φr(x)
∂x
g˜(x)
(
−αr(x) + (I − βr(x))vr
)
Prova: Para a parte (i): se u = ur, o sistema (1.50) e´ igual a
x˙ = f(x) + g(x)ur +∆f (x) + ∆g(x)ur (1.53)
Utilizando o difeomorfismo φr(x), obte´m-se
x˙r =
∂φr(x)
∂x
x˙ =
∂φr(x)
∂x
(f(x) + g(x)ur) +
∂φr(x)
∂x
(∆f (x) + ∆g(x)ur) (1.54)
Do Lema 1.1, deduz-se que
x˙r = Arxr +Brvr +
∂φr(x)
∂x
(∆f (x) + ∆g(x)ur) (1.55)
Substituindo ur pela expressa˜o (1.18), obte´m-se
x˙r = Arxr +Brvr + ∆LR(x, vr)|x=φ−1r (xr) (1.56)
com
∆LR(x, vr) =
∂φr(x)
∂x
(
∆f (x) + ∆g(x)αr(x) + ∆g(x)βr(x)vr
)
Para a parte (ii): se u = vr, o sistema (1.50) e´ igual a
x˙ = f(x) + g(x)vr +∆f (x) + ∆g(x)vr (1.57)
Utilizando o difeomorfismo φr(x), obte´m-se
x˙r =
∂φr(x)
∂x
x˙ =
∂φr(x)
∂x
(f(x) + g(x)vr) +
∂φr(x)
∂x
(∆f (x) + ∆g(x)vr) (1.58)
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que pode ser reescrito com
x˙r =
∂φr(x)
∂x
(f(x) + g(x)ur) +
∂φr(x)
∂x
(∆f (x) + ∆g(x)ur)+
+
∂φr(x)
∂x
(g(x)vr − g(x)ur) +
∂φr(x)
∂x
(∆g(x)vr −∆g(x)ur)
(1.59)
Do Lema 1.1, deduz-se que
x˙r = Arxr +Brvr +
∂φr(x)
∂x
(∆f (x) + ∆g(x)ur) +
∂φr(x)
∂x
g˜(x) (vr − ur) (1.60)
Substituindo ur pela expressa˜o (1.18), obte´m-se
x˙r = Arxr +Brvr + ∆CL(x, vr)|x=φ−1r (xr) (1.61)
com
∆CL(x, vr) = ∆LR(x, vr) +
∂φr(x)
∂x
g˜(x)
(
−αr(x) + (I − βr(x))vr
)
Deste teorema, conclui-se que no caso em que ha´ variac¸o˜es de paraˆmetros, a in-
certeza ∆LR(x, vr) depende da diferenc¸a entre o sistema real e o sistema nominal e, se
as variac¸o˜es de paraˆmetros sa˜o “aceita´veis”, enta˜o o desempenho do controlador na˜o e´
prejudicado. Contrariamente, a incerteza ∆CL(x, vr) depende na˜o so´ da diferenc¸a entre
o sistema nominal e o sistema real, mas tambe´m da diferenc¸a entre o sistema na˜o li-
near e a sua aproximac¸a˜o linear. Assim, principalmente longe do ponto de equil´ıbrio, o
valor desta incerteza pode ser maior que o valor de ∆LR(x, vr) (visto que na˜o e´ poss´ıvel
garantir o sinal do segundo termo de ∆CL(x, vr)). Consequ¨entemente, as mesmas va-
riac¸o˜es de paraˆmetros que sa˜o “aceita´veis” para linearizac¸a˜o robusta podem diminuir o
desempenho do controlador linear direto e mesmo causar a instabilidade do respectivo
sistema em malha fechada.
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1.6 Conclusa˜o
Neste cap´ıtulo, foram revistas as condic¸o˜es necessa´rias e suficientes para que um
sistema na˜o linear MIMO afim na entrada seja lineariza´vel por realimentac¸a˜o. A seguir,
dois me´todos de linearizac¸a˜o por realimentac¸a˜o foram apresentados: o cla´ssico e o
robusto.
Apo´s realizar a linearizac¸a˜o por realimentac¸a˜o do sistema, e´ poss´ıvel utilizar qual-
quer me´todo de controle linear para projetar um controlador para o sistema linearizado.
Ao utilizar a linearizac¸a˜o por realimentac¸a˜o cla´ssica, nenhuma robustez e´ garantida,
pois o sistema linearizado na forma de Brunovsky tem comportamento completamente
diferente do sistema na˜o linear original. Por outro lado, conclui-se de maneira intuitiva
que ao utilizar a linearizac¸a˜o por realimentac¸a˜o robusta, o sistema em malha fechada
apresenta uma certa robustez, pois o controle linear e´ projetado para um sistema si-
milar a`quele no qual o controle e´ aplicado e que responde de maneira semelhante a`s
variac¸o˜es de paraˆmetros.
No pro´ximo cap´ıtulo, demonstra-se que ao utilizar um controlador obtido por uma
s´ıntese H∞ combinado com a linearizac¸a˜o por realimentac¸a˜o robusta conduz a um
controle na˜o linear robusto.
No Apeˆndice D, e´ apresentado um programaMatlab que testa se um sistema satisfaz
as condic¸o˜es necessa´rias para a linearizac¸a˜o e que determina as func¸o˜es utilizadas para
a linearizac¸a˜o por realimentac¸a˜o cla´ssica (αc(x), βc(x) e φc(x)) e para a linearizac¸a˜o
por realimentac¸a˜o robusta (αr(x), βr(x) e φr(x)). Este programa aceita como entrada
sistemas com m entradas e m sa´ıdas escritos de forma simbo´lica.
CAPI´TULO 2
Controlador
Na˜o Linear Robusto
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2.1 Introduc¸a˜o
No cap´ıtulo anterior, foi apresentado o me´todo de linearizac¸a˜o por realimentac¸a˜o
robusta de um sistema. Concluiu-se, de maneira intuitiva, que este me´todo proporciona
uma certa robustez a` malha fechada, pois o sistema linearizado esta´ pro´ximo do sistema
na˜o linear original, ao contra´rio do que acontece na linearizac¸a˜o por realimentac¸a˜o
cla´ssica, que resulta num sistema na forma de Brunovsky.
Neste cap´ıtulo, mostra-se que em certos casos e´ poss´ıvel demonstrar teoricamente a
robustez de um sistema em malha fechada em relac¸a˜o a incertezas tais como variac¸o˜es
de paraˆmetros e/ou incertezas de modelo na˜o estruturadas. Nestes casos, e´ tambe´m
poss´ıvel determinar uma margem de estabilidade associada a tal sistema. Isto acon-
tece quando a linearizac¸a˜o por realimentac¸a˜o robusta e´ combinada a um controlador
linear H∞, o que resulta em um controlador na˜o linear robusto (CNLR). Este resul-
tado foi estabelecido em [16] para o caso em que um controlador H∞ “elementar” e´
utilizado. Por “controlador H∞ elementar”, entende-se um controlador K tal que a
inequac¸a˜o ‖Fa(P (s), K)‖∞ <
1
δ
(com δ > 0) e´ satisfeita. A demonstrac¸a˜o de [16] e´
revista aqui. Em seguida, demonstra-se que a robustez do sistema na˜o linear pode
ser igualmente estabelecida no caso em que o controlador H∞ utilizado e´ obtido pelo
me´todo da fatorac¸a˜o coprima normalizada, conforme a te´cnica proposta por McFar-
lane e Glover [15, 33] (esta demonstrac¸a˜o constitui a parte propriamente original deste
cap´ıtulo). O interesse deste me´todo vem do fato que o controlador pode ser determi-
nado de forma anal´ıtica e de que e´ poss´ıvel especificar o desempenho desejado atrave´s
do loop-shaping. As duas demonstrac¸o˜es evocadas anteriormente baseiam-se no con-
ceito de W-estabilidade, introduzido em [3, 4], e que e´ particularmente u´til para definir
a estabilidade local de sistemas na˜o lineares.
Na Sec¸a˜o 2.2 deste cap´ıtulo, o problema da obtenc¸a˜o do controlador na˜o linear
robusto pela combinac¸a˜o da linearizac¸a˜o por realimentac¸a˜o robusta a um controlador
H∞ e´ formulado. Na Sec¸a˜o 2.3, o conceito de W-estabilidade local e´ revisto e algumas
de suas propriedades sa˜o apresentadas. A definic¸a˜o de um controlador H∞ elementar e
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a prova de estabilidade robusta correspondente sa˜o dadas, respectivamente, nas Sec¸o˜es
2.4 e 2.5. Na Sec¸a˜o 2.6, apresenta-se o me´todo de McFarlane-Glover para a obtenc¸a˜o de
um controlador H∞ com loop-shaping. A demonstrac¸a˜o de estabilidade robusta corres-
pondente e´ dada na Sec¸a˜o 2.7. Finalmente, na Sec¸a˜o 2.8, apresenta-se o procedimento
de obtenc¸a˜o do controlador na˜o linear robusto, etapa por etapa.
2.2 Formulac¸a˜o do Problema
Seja um sistema na˜o linear sujeito a incertezas causadas por variac¸o˜es de paraˆmetros
e/ou erros de modelagem na˜o estruturados, cujo modelo nominal e´ dado por
x˙ = f(x) + g(x)u (2.1)
Assume-se aqui que o sistema nominal e´ lineariza´vel por realimentac¸a˜o, conforme a
Proposic¸a˜o 1.2, e que o estado x e´ conhecido.
O objetivo deste cap´ıtulo e´ definir um controle na˜o linear robusto para o sis-
tema incerto, isto e´, um controlador que garanta que o sistema em malha fechada
e´ esta´vel mesmo na presenc¸a de variac¸o˜es de paraˆmetros e/ou incertezas de modelo
na˜o estruturadas. Este controlador e´ composto pela combinac¸a˜o da linearizac¸a˜o por
realimentac¸a˜o robusta, dada (ver Proposic¸a˜o 1.4) pelo difeomorfismo
xr = φr(x) (2.2)
e a realimentac¸a˜o de estados
ur(x, vr) = αr(x) + βr(x)vr (2.3)
com um controle linear H∞ na forma
vr = Kxr (2.4)
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Evidentemente, este controlador linear H∞ e´ projetado para a aproximac¸a˜o linear do
sistema (2.1) em torno do ponto de operac¸a˜o x0, que corresponde a
x˙r = Arxr +Brvr (2.5)
O controlador na˜o linear robusto e´ aplicado ao sistema na˜o linear como mostrado
no diagrama de blocos da Figura 2.1.
vr ur x xrφr(x)αr(x) + βr(x)vr
K
Sistema
Na˜o Linear
Sistema Linearizado
Figura 2.1: Controle na˜o linear robusto.
2.3 Revisa˜o da W-Estabilidade
As demonstrac¸o˜es de estabilidade e robustez de sistemas na˜o lineares deste cap´ıtulo
utilizam o conceito de W-estabilidade, introduzido em [3, 4]. A teoria de W-estabilidade
permite analisar a estabilidade local do tipo “entrada-sa´ıda” de um sistema na˜o linear
e permite obter caracterizac¸o˜es da estabilidade tanto no domı´nio do tempo como no
domı´nio da frequ¨eˆncia.
Nesta teoria, utiliza-se o espac¸o W n, conhecido como espac¸o de Sobolev, que e´ o
conjunto das func¸o˜es h : R+ → Rn tais que h e sua derivada h˙ pertencem ao espac¸o1
Ln2 e h(0) = 0.
1O espac¸o Ln2 e´ o espac¸o de Lebesgue das func¸o˜es h : R
+ → Rn que sa˜o Lebesgue-mensura´veis e
quadraticamente-integra´veis.
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A norma de h em W n e´ definida como
‖h‖W =
√
‖h‖22 + ‖h˙‖
2
2 =
√∫
∞
0
hT(t)h(t)dt+
∫
∞
0
h˙T(t)h˙(t)dt (2.6)
Os principais resultados da W-estabilidade sa˜o revistos a seguir. Inicialmente,
apresenta-se a definic¸a˜o de sistema localmente W-esta´vel.
Definic¸a˜o 2.1. Seja G : W n → Wm um operador entrada-sa´ıda na˜o linear invariante
no tempo e seja
Kl = {k > 0,∃ǫ > 0 : ‖Gu‖W ≤ k‖u‖W, sempre que u ∈ W
n e´ tal que ‖u‖W < ǫ}
(2.7)
Se Kl e´ um conjunto na˜o vazio, enta˜o G e´ um sistema localmente W-esta´vel e
γWl(G) = inf(Kl) (2.8)
e´ o W-ganho local de G. Se Kl e´ vazio, enta˜o γWl(G) =∞.
A interpretac¸a˜o intuitiva desta definic¸a˜o e´ a seguinte: a energia generalizada da
sa´ıda ‖Gu‖W pode ser arbitrariamente diminu´ıda desde que a energia generalizada da
entrada ‖u‖W seja suficientemente pequena. Enta˜o a sa´ıda Gu e´ limitada e de fraca
amplitude pois ‖Gu(t)‖ ≤ ‖Gu‖W, ∀t.
A pro´xima definic¸a˜o mostra que, se certas condic¸o˜es sa˜o satisfeitas, existe uma
maneira simples de calcular o ganho γWl(G).
Proposic¸a˜o 2.1. Seja G : W n → Wm um sistema na˜o linear com estado x e ponto
de equil´ıbrio x0 = 0. Se a aproximac¸a˜o linear deste sistema em torno de x0 = 0, com
func¸a˜o de transfereˆncia G(s), e´ detecta´vel e estabiliza´vel, enta˜o o W-ganho local de G
em torno de x0 = 0 e´
γWl(G) = ‖G‖∞ (2.9)
Finalmente, atrave´s da teoria da W-estabilidade, e´ poss´ıvel definir uma versa˜o local
do Teorema do Pequeno Ganho [4].
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Proposic¸a˜o 2.2 (Versa˜o Local do Teorema do Pequeno Ganho). Seja a malha fechada
padra˜o formada pelos sistemas na˜o lineares G1 : W
n → Wm e G2 : W
m → W n
mostrada na Figura 2.2. O sistema em malha fechada e´ localmente W-esta´vel se
γWl (G1) γWl (G2) < 1 (2.10)
G1
G2
+
+
+
−
Figura 2.2: Forma padra˜o do sistema em malha fechada.
Este resultado fornece uma ferramenta para analisar as propriedades de robustez
de um sistema na˜o linear em malha fechada e sera´ utilizado nas pro´ximas sec¸o˜es.
2.4 Controlador H∞ Elementar
Seja o sistema linear P (s) sujeito a` incerteza linear ∆(s) mostrado na Figura 2.3.
Este sistema tem entradas ua ∈ R
ma e ub ∈ R
mb e sa´ıdas ya ∈ R
pa e yb ∈ R
pb .
ua
ub
ya
yb
∆(s)
P (s)
Figura 2.3: Diagrama padra˜o de ana´lise da robustez de um sistema linear.
O resultado que segue [10, 40] e´ um caso particular bem conhecido do Teorema do
Pequeno Ganho.
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Proposic¸a˜o 2.3. Seja um controlador linear K, tal que ub = Kyb. Se este controlador
estabiliza o sistema linear P (s) e se, ale´m disso, a matriz de transfereˆncia de ua para
ya, denotada Fa(P (s), K), satisfaz
‖Fa(P (s), K)‖∞ <
1
δ
(2.11)
enta˜o o sistema em malha fechada, mostrado na Figura 2.4, e´ esta´vel para toda incerteza
∆(s) tal que ‖∆(s)‖
∞
≤ δ. A constante δ e´ a margem de estabilidade associada a
Fa(P (s), K).
ua
ub
ya
yb
∆(s)
P (s)
K
Figura 2.4: Sistema linear em malha fechada com controlador K.
2.5 CNLR com H∞ Elementar
Nesta sec¸a˜o, e´ apresentada a demonstrac¸a˜o de estabilidade robusta do controla-
dor na˜o linear composto pela linearizac¸a˜o por realimentac¸a˜o robusta combinada a um
controlador H∞ elementar. Esta demonstrac¸a˜o foi proposta em [16].
Seja o sistema na˜o linear P sujeito a` incerteza na˜o linear ∆ mostrado na Figura
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2.5. Este sistema tem a forma
x˙ = f(x) + ga(x)ua + gb(x)ub
ya = h(x) + ka(x)ua + kb(x)ub
yb = x
(2.12)
com entradas ua ∈ R
ma e ub ∈ R
mb e sa´ıdas ya ∈ R
pa e yb ∈ R
n.
ua
ub
ya
yb
∆
P
Figura 2.5: Diagrama padra˜o de ana´lise da robustez de um sistema na˜o linear.
A aproximac¸a˜o linear do sistema P em torno do ponto de operac¸a˜o x0 = 0, com
matriz de transfereˆncia P (s), e´ dada por
x˙ = Ax+Baua +Bbub
ya = Cx+Daua +Dbub
yb = x
(2.13)
sendo
A =
∂f(x)
∂x
∣∣∣∣
x=0
Ba = ga(0) , Bb = gb(0)
C =
∂h(x)
∂x
∣∣∣∣
x=0
Da = ka(0) , Db = kb(0)
Desconsiderando-se a entrada ua e a sa´ıda ya do sistema na˜o linear P, que sa˜o
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ligadas a` incerteza, obte´m-se o sistema na˜o linear
x˙ = f(x) + gb(x)ub
yb = x
(2.14)
A linearizac¸a˜o por realimentac¸a˜o robusta deste sistema e´ feita pelo difeomorfismo
xr = φr(x) (2.15)
e a realimentac¸a˜o de estados
ub = αr(x) + βr(x)u
′
b (2.16)
sendo u′b o controle linear. Este controle e´ dado por
u′b = Kxr (2.17)
no qual K e´ um controlador H∞ projetado para o sistema (2.13) de acordo com a
Proposic¸a˜o 2.3.
O controlador na˜o linear robusto definido por (2.15), (2.16) e (2.17) e´ enta˜o aplicado
ao sistema P, como mostra a Figura 2.6.
ua
ub
u′b
ya
yb
y′b
∆
Λ
P
K
φ(x)LR
Figura 2.6: Sistema na˜o linear com linearizac¸a˜o por realimentac¸a˜o e controle.
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Obte´m-se enta˜o um novo sistema na˜o linear Λ : (ua, u
′
b)→ (ya, y
′
b), dado por
x˙r = Axr +
(
∂φr(x)
∂x
ga(x)
)∣∣∣∣
x=φ−1r (xr)
ua +Bbu
′
b (2.18)
ya = (h(x) + kb(x)αr(x))|x=φ−1r (xr) + ka(x)|x=φ−1r (xr) ua + (kb(x)βr(x))|x=φ−1r (xr) u
′
b
y′b = xr
e o operador na˜o linear T(Λ, K) que relaciona ua a ya, dado por
x˙r = (A+BbK)xr +
(
∂φr(x)
∂x
ga(x)
)∣∣∣∣
x=φ−1r (xr)
ua (2.19)
ya = (h(x) + kb(x)αr(x))|x=φ−1r (xr) + (kb(x)βr(x))|x=φ−1r (xr)Kxr + ka(x)|x=φ−1r (xr) ua
Tendo definido o controlador na˜o linear e como o mesmo e´ aplicado ao sistema P,
e´ poss´ıvel enunciar a proposic¸a˜o que trata da sua estabilidade robusta.
Proposic¸a˜o 2.4. Seja o controlador na˜o linear formado pelo controlador linear K
combinado a` linearizac¸a˜o por realimentac¸a˜o robusta e aplicado ao sistema P, segundo
o esquema da Figura 2.6. Se o controlador linear K estabiliza P (s) e satisfaz
‖Fa(P (s), K)‖∞ <
1
δ
(2.20)
enta˜o o sistema T(Λ, K) e´ localmente W -esta´vel e
γWl(T(Λ, K)) <
1
δ
(2.21)
De acordo com a Proposic¸a˜o 2.2, o sistema em malha fechada e´ enta˜o esta´vel para toda
incerteza na˜o linear ∆ tal que γWl(∆) ≤ δ. A constante δ e´ a margem de estabilidade
local associada a T(Λ, K).
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Prova: A aproximac¸a˜o linear de T(Λ, K) em torno de xr = 0, T (s), e´ dada por
T (s) = Fa(Λ(s), K) (2.22)
sendo Λ(s) a aproximac¸a˜o linear de Λ em torno de xr = 0, cuja equac¸a˜o de estados e´
x˙r = A¯xr + B¯aua + B¯bu
′
b = Axr +Baua +Bbu
′
b
ya = C¯xr + D¯aua + D¯bu
′
b = Cxr +Daua +Dbu
′
b
y′b = xr
(2.23)
pois, utilizando as condic¸o˜es (1.31), (1.32) e (1.33),
A¯ = A
B¯a =
(
∂φr(x)
∂x
ga(x)
)∣∣∣∣
x=φ−1r (0)
= Ba , B¯b = Bb
C¯ =
(
∂h(x)
∂x
+
∂kb(x)
∂x
αr(x) + kb(x)
∂αr(x)
∂x
)∣∣∣∣
x=φ−1r (0)
∂φ−1r (xr)
∂xr
∣∣∣∣
xr=0
= C
D¯a = ka(x)|x=φ−1r (0) = Da , D¯b = (kb(x)βr(x))|x=φ−1r (0) = Db
Assim, conclui-se que Λ(s) = P (s) e
T (s) = Fa(Λ(s), K) = Fa(P (s), K) (2.24)
Como (A+BbK) e´ esta´vel, e´ poss´ıvel aplicar a Proposic¸a˜o 2.1, o que implica
γWl(T(Λ, K)) = ‖T (s)‖∞ (2.25)
e, consequ¨entemente,
γWl(T(Λ, K)) = ‖Fa(P (s), K)‖∞ <
1
δ
(2.26)
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Portanto, pela versa˜o local do Teorema do Pequeno Ganho, dada na Proposic¸a˜o 2.2,
o controlador na˜o linear garante a W -estabilidade local do sistema em malha fechada
para toda incerteza na˜o linear ∆ tal que γWl(∆) ≤ δ.
2.6 Controlador H∞ de McFarlane-Glover
Dentre os diversos me´todos de s´ıntese H∞, o me´todo de McFarlane-Glover, proposto
inicialmente em [15], destaca-se por permitir que o controlador seja determinado de
forma anal´ıtica, sem utilizar algoritmos iterativos.
O me´todo de s´ıntese H∞ de McFarlane-Glover utiliza a fatorac¸a˜o coprima norma-
lizada de um sistema2. Nesta sec¸a˜o, apresenta-se, inicialmente, o me´todo utilizando a
fatorac¸a˜o coprima normalizada a` esquerda, como proposto em [15]. A seguir, e´ proposta
a reformulac¸a˜o do me´todo para a fatorac¸a˜o coprima normalizada a` direita. Esta refor-
mulac¸a˜o e´ necessa´ria para este trabalho, pois pretende-se aplicar o me´todo ao sistema
na˜o linear, que admite somente a fatorac¸a˜o coprima normalizada a` direita.
Seja um sistema linear de m entradas e p sa´ıdas com matriz de transfereˆncia
G(s) = C(sI − A)−1B +D (2.27)
sendo (A,B,C,D) uma realizac¸a˜o de estados mı´nima de G(s).
Uso da Fatorac¸a˜o Coprima Normalizada pela Esquerda
Se a fatorac¸a˜o coprima normalizada pela esquerda de G(s) e´ dada por
G(s) =M−1L (s)NL(s) (2.28)
2Um resumo sobre a fatorac¸a˜o coprima normalizada de sistemas lineares e na˜o lineares e´ apresen-
tado no Apeˆndice C.
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enta˜o o modelo perturbado de G(s), mostrado na Figura 2.7, pode ser escrito como
GPL(s) = (ML(s) + ∆ML(s))
−1(NL(s) + ∆NL(s)) (2.29)
no qual ∆ML(s) e ∆NL(s) sa˜o matrizes de transfereˆncia esta´veis desconhecidas que
representam a incerteza no modelo nominal.
∆NL(s)
NL(s)
∆ML(s)
M−1L (s)
+
+ +
−
KL
Figura 2.7: Sistema linear perturbado com fatorac¸a˜o a` esquerda.
O objetivo da estabilizac¸a˜o robusta e´ estabilizar na˜o apenas o sistema nominal G(s),
mas tambe´m toda a famı´lia de sistemas perturbados definida por
GPL(s) =
{
(ML(s) + ∆ML(s))
−1(NL(s) + ∆NL(s)) :
∥∥∥[∆NL ∆ML]∥∥∥
∞
<
1
γ
}
(2.30)
sendo 1
γ
> 0 a margem de estabilidade.
Os dois resultados seguintes sa˜o cla´ssicos [40]. O primeiro e´ uma consequ¨eˆncia
imediata do Teorema do Pequeno Ganho.
Proposic¸a˜o 2.5. Seja o sistema linear em malha fechada mostrado na Figura 2.7.
A estabilidade deste sistema e´ robusta se e somente se o sistema nominal em malha
fechada e´ esta´vel e
∥∥∥∥∥∥

KL(s)
I

 (I −G(s)KL(s))−1M−1L (s)
∥∥∥∥∥∥
∞
≤ γ (2.31)
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Proposic¸a˜o 2.6. Seja o controlador KL, dado por
KL =

 AKL BKL
CKL DKL

 =

 A+BFL + γ2L−1ZCT(C +DFL) γ2L−1ZCT
BTX −DT

 (2.32)
no qual Z e´ a u´nica soluc¸a˜o definida positiva da equac¸a˜o alge´brica de Riccati
(A−BS−1DTC)Z + Z(A−BS−1DTC)T − ZCTR−1CZ +BS−1BT = 0
e X e´ a u´nica soluc¸a˜o definida positiva da equac¸a˜o alge´brica de Riccati
(A−BS−1DTC)TX +X(A−BS−1DTC)−XBS−1BTX + CTR−1C = 0
com
FL = −S
−1(DTC +BTX)
L = (1− γ2)I + ZX
R = I +DDT
S = I +DTD
Este controlador garante que
∥∥∥∥∥∥

KL(s)
I

 (I −G(s)KL(s))−1M−1L (s)
∥∥∥∥∥∥
∞
≤ γ (2.33)
para um valor pre´-determinado γ > γmin sendo
γmin =
{
1−
∥∥∥[NL(s) ML(s)]∥∥∥2
H
}
−
1
2
= (1 + ρ(XZ))
1
2 (2.34)
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Uso da Fatorac¸a˜o Coprima Normalizada pela Direita
Se a fatorac¸a˜o coprima normalizada pela direita de G(s) e´ dada por
G(s) = NR(s)M
−1
R (s) (2.35)
enta˜o o modelo perturbado de G(s), mostrado na Figura 2.8, pode ser escrito como
GPR(s) = (NR(s) + ∆NR(s))(MR(s) + ∆MR(s))
−1 (2.36)
no qual ∆MR(s) e ∆NR(s) sa˜o matrizes de transfereˆncia esta´veis desconhecidas que
representam a incerteza no modelo nominal.
∆NR(s)
NR(s)
∆MR(s)
M−1R (s)
+
++
−
KR
Figura 2.8: Sistema linear perturbado com fatorac¸a˜o a` direita.
O objetivo da estabilizac¸a˜o robusta e´ estabilizar na˜o apenas o sistema nominal G(s),
mas toda a famı´lia de sistemas perturbados definida por
GPR(s) =

(NR(s) + ∆NR(s))(MR(s) + ∆MR(s))−1 :
∥∥∥∥∥∥

∆NR
∆MR


∥∥∥∥∥∥
∞
<
1
γ

 (2.37)
sendo 1
γ
> 0 a margem de estabilidade.
Lema 2.1. Seja o sistema linear em malha fechada mostrado na Figura 2.8. A esta-
bilidade deste sistema e´ robusta se e somente se o sistema nominal em malha fechada
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e´ esta´vel e ∥∥∥M−1R (s)(I −KR(s)G(s))−1 [KR(s) I]∥∥∥
∞
≤ γ (2.38)
Prova: A prova e´ obtida aplicando a Proposic¸a˜o 2.5 ao sistema dual GT(s) = BT(sI−
AT)−1CT +DT.
Lema 2.2. Seja o controlador KR, dado por
KR =

 AKR BKR
CKR DKR

 =

 A+ FRC + γ2(B + FRD)BTXL−1 ZCT
γ2BTXL−1 −DT

 (2.39)
no qual Z e´ a u´nica soluc¸a˜o definida positiva da equac¸a˜o alge´brica de Riccati
(A−BS−1DTC)Z + Z(A−BS−1DTC)T − ZCTR−1CZ +BS−1BT = 0
e X e´ a u´nica soluc¸a˜o definida positiva da equac¸a˜o alge´brica de Riccati
(A−BS−1DTC)TX +X(A−BS−1DTC)−XBS−1BTX + CTR−1C = 0
com
FR = −(BD
T + ZCT)R−1
L = (1− γ2)I + ZX
R = I +DDT
S = I +DTD
Este controlador garante que
∥∥∥M−1R (s)(I −KR(s)G(s))−1 [KR(s) I]∥∥∥
∞
≤ γ (2.40)
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para um valor pre´-determinado γ > γmin sendo
γmin =

1−
∥∥∥∥∥∥

NR(s)
MR(s)


∥∥∥∥∥∥
2
H


−
1
2
= (1 + ρ(XZ))
1
2 (2.41)
Prova: A prova e´ obtida aplicando a Proposic¸a˜o 2.6 ao sistema dual GT(s) = BT(sI−
AT)−1CT +DT.
Lema 2.3. O controlador KR pode ser obtido do controlador KL atrave´s da trans-
formac¸a˜o de base
AKR = Q
−1AKLQ
BKR = Q
−1BKL
CKR = CKLQ
DKR = DKL
(2.42)
com Q = γ2L−1. Portanto,
KR(s) = KL(s) (2.43)
e (AKR , BKR , CKR , DKR) e (AKL , BKL , CKL , DKL) sa˜o duas realizac¸o˜es de estados do
mesmo sistema.
Prova: A prova e´ obtida por inspec¸a˜o.
Loop-Shaping
O me´todo de McFarlane-Glover, como apresentado ate´ este ponto, proporciona
apenas estabilidade robusta ao sistema. Normalmente, deseja-se tambe´m especificar o
desempenho do sistema em malha fechada. Para que estas especificac¸o˜es sejam consi-
deradas, foi proposta em [33] a introduc¸a˜o do loop-shaping no me´todo de McFarlane-
Glover.
Seja o sistema linear G(s) a ser controlado. A este sistema, e´ adicionado um pre´-
compensador W1(s) e/ou um po´s-compensador W2(s), como mostrado na Figura 2.9.
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W1 W2G
Gs
Ks
Figura 2.9: Loop-shaping de um sistema linear.
As ponderac¸o˜esW1(s) e W2(s) sa˜o escolhidas de maneira que a resposta frequ¨encial
do sistema aumentado Gs(s), dado por
Gs(s) = W2(s)G(s)W1(s) (2.44)
seja satisfato´ria [10]. Em geral, deseja-se ganhos elevados em baixas frequ¨eˆncias (por
exemplo, com a inclusa˜o de um integrador emW1(s) ouW2(s)) e ganhos baixos em altas
frequ¨eˆncias (por exemplo, com a inclusa˜o de um filtro passa-baixa em W2(s)). Ale´m
disso, procura-se obter uma inclinac¸a˜o de -20dB/de´cada na vizinhanc¸a da frequ¨eˆncia
de cruzamento de 0dB, sendo que o valor desta frequ¨eˆncia (que corresponde a` banda
passante do sistema) e´ definido ajustando-se o ganho de uma das ponderac¸o˜es.
Quando o me´todo de McFarlane-Glover (seja utilizando a fatorac¸a˜o a` esquerda,
seja utilizando a fatorac¸a˜o a` direita) e´ aplicado ao sistema aumentado Gs(s), desde que
este seja controla´vel e observa´vel, um controlador Ks(s) e´ obtido. Este controlador
mante´m (em parte) as caracter´ısticas inclu´ıdas pelas ponderac¸o˜es, mas as modifica, se
necessa´rio, para aumentar a robustez do sistema em malha fechada.
Enta˜o, o controlador para G(s) e´ dado por
K(s) = W1(s)Ks(s)W2(s) (2.45)
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2.7 CNLR com H∞ de McFarlane-Glover
Nesta sec¸a˜o, demonstra-se as propriedades de robustez do controlador na˜o linear
robusto composto pela combinac¸a˜o da linearizac¸a˜o por realimentac¸a˜o robusta com um
controlador H∞ obtido pelo me´todo de McFarlane-Glover com loop-shaping. Esta de-
monstrac¸a˜o difere da demonstrac¸a˜o apresentada na Sec¸a˜o 2.5 por considerar uma di-
ferente representac¸a˜o das incertezas do sistema (a estrutura baseada na fatorac¸a˜o co-
prima normalizada a` direita do sistema) e por incluir as ponderac¸o˜es necessa´rias ao
loop-shaping.
Seja o sistema na˜o linear P, com representac¸a˜o de estados
x˙ = f(x) + g(x)u
y = x
(2.46)
na qual x ∈ Rn representa o estado, u ∈ Rm e´ a entrada de controle e y ∈ Rn e´ a sa´ıda
medida (que neste caso corresponde a x, pois assume-se que o estado e´ conhecido).
Utilizando-se a linearizac¸a˜o por realimentac¸a˜o robusta dada pelo difeomorfismo
xr = φr(x) (2.47)
e pela lei de controle
u = αr(x) + βr(x)vr (2.48)
obtidos de acordo com a Proposic¸a˜o 1.4, este sistema e´ transformado na sua apro-
ximac¸a˜o linear em torno de x0 = 0, G(s), dada por
x˙ = Ax+Bu
y = x
(2.49)
sendo
A =
∂f(x)
∂x
∣∣∣∣
x=0
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B = g(0)
Sejam as ponderac¸o˜es na˜o lineares Wi, i = 1, 2, com representac¸o˜es de estado
x˙wi = fwi(xwi) + gwi(xwi)uwi
ywi = hwi(xwi) + lwi(xwi)uwi
, fwi(0) = hwi(0) = 0 (2.50)
Cada uma das ponderac¸o˜es Wi, i = 1, 2, tem a aproximac¸a˜o linear Wi em torno de
xwi = 0 dada por
x˙wi = Awixwi +Bwiuwi
ywi = Cwixwi +Dwiuwi
(2.51)
com
Awi =
∂fwi(xwi)
∂xwi
∣∣∣∣
xwi=0
Bwi = gwi(0)
Cwi =
∂hwi(xwi)
∂xwi
∣∣∣∣
xwi=0
Dwi = lwi(0)
O sistema aumentado Ps = W2PW1, obtido apo´s o loop-shaping (ilustrado na
Figura 2.10), e´ dado por
˙
xw1
x
xw2


︸ ︷︷ ︸
x˙s
=


fw1(xw1)
f(x) + g(x)hw1(xw1)
fw2(xw2) + gw2(xw2)x


︸ ︷︷ ︸
fs(xs)
+


gw1(xw1)
g(x)lw1(xw1)
0


︸ ︷︷ ︸
gs(xs)
us
ys = hw2(xw2) + lw2(xw2)x︸ ︷︷ ︸
hs(xs)
(2.52)
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A aproximac¸a˜o linear de Ps em torno de xs0 = 0, Gs(s), tem a representac¸a˜o de estados
Gs =

 As Bs
Cs Ds

 =


Aw1 0 0 Bw1
BCw1 A 0 BDw1
0 Bw2 Aw2 0
0 Dw2 Cw2 0

 (2.53)
sendo
As =
∂fs(xs)
∂xs
∣∣∣∣
xs=0
Bs = gs(0)
Cs =
∂hs(xs)
∂xs
∣∣∣∣
xs=0
Ds = 0
Consequ¨entemente, Gs(s) corresponde ao sistema linear (2.49) aumentado pelas
ponderac¸o˜es lineares (2.51). Portanto, um controlador Ks pode ser obtido para Gs(s)
utilizando o me´todo de McFarlane-Glover com fatorac¸a˜o coprima normalizada a` direita,
atrave´s do Lema 2.2. O controlador para o sistema G(s) e´ dado por
K =W1KsW2 (2.54)
LR
Ks
P
Ps
W1 W2 φ
Figura 2.10: Loop-shaping do sistema na˜o linear.
Na sequ¨eˆncia, supo˜e-se que o sistema na˜o linear Ps esta´ fatorado na forma coprima
normalizada a` direita (Apeˆndice C) e esta´ sujeito a`s incertezas na˜o lineares ∆NR e
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∆MR como mostrado na Figura 2.11. Assim, o sistema na˜o linear perturbado tem a
fatorac¸a˜o coprima normalizada a` direita dada por
NR : x˙s = f˜s(xs) + gs(xs)q
ys = hs(xs) + pn
(2.55)
M−1
R
: x˙s = fs(xs) + gs(xs)(us − pm)
q = (us − pm)− h˜s(xs)
(2.56)
com
f˜s(xs) = fs(xs)− gs(xs)g
T
s (xs)
(
∂V (xs)
∂xs
)T
h˜s(xs) = −g
T
s (xs)
(
∂V (xs)
∂xs
)T
sendo V (xs) uma soluc¸a˜o suave positiva definida da equac¸a˜o de Hamilton-Jacobi-
Bellman
2
∂V (xs)
∂xs
fs(xs)−
∂V (xs)
∂xs
gs(xs)g
T
s (xs)
(
∂V (xs)
∂xs
)T
+ hTs (xs)hs(xs) = 0 (2.57)
M−1
R
NR
∆MR ∆NR
pm pn
LR
Ks
Ps
φ
q
+
++
−
Figura 2.11: Sistema na˜o linear fatorado a` direita.
Tendo estabelecido estas relac¸o˜es preliminares, pode-se enunciar o teorema a seguir.
Teorema 2.1. O controlador linear Ks obtido pelo me´todo de McFarlane-Glover com
loop-shaping para o sistema Gs(s), combinado a` linearizac¸a˜o por realimentac¸a˜o robusta,
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e aplicado ao sistema na˜o linear Ps (como mostrado na Figura 2.11), assegura que o
sistema em malha fechada e´ localmente W-esta´vel para incertezas na˜o lineares ∆NR e
∆MR tais que
γWl



∆NR
∆MR



 < 1
γ
(2.58)
A constante 1
γ
e´ a margem de estabilidade local associada a` malha fechada. Ale´m disso,
o controlador na˜o linear para o sistema P e´ dado pela combinac¸a˜o do controlador linear
calculado para G(s), isto e´,
K =W1KsW2 (2.59)
com a linearizac¸a˜o por realimentac¸a˜o robusta.
Prova: Pelo me´todo de McFarlane-Glover, e´ poss´ıvel obter, para o sistema linearizado
Gs, um controlador Ks que garante
∥∥∥M−1R (s)(I −Ks(s)Gs(s))−1 [Ks(s) I]∥∥∥
∞
≤ γ (2.60)
sendo
M−1R (s) = I +B
T
s X(sI − As)
−1Bs (2.61)
e X a u´nica soluc¸a˜o definida positiva de
ATs X +XAs −XBsB
T
s X + C
T
s Cs = 0 (2.62)
Utilizando este controlador Ks, conforme o diagrama de blocos da Figura 2.11, o
operador na˜o linear T que relaciona a sa´ıda q a`s entradas pm e pn e´ dado por
x˙s = fs(xs) + gs(xs)(us − pm)
q = (us − pm)− h˜s(xs)
(2.63)
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sendo
us = αr ◦ ψ(xs, pn) + βr ◦ ψ(xs, pn)vr
vr = Ksφr ◦ ψ(xs, pn)
ψ(xs, pn) = hs(xs) + pn , ψ(0, 0) = 0
Linearizando este sistema em torno da origem, (xs = us = pm = pn = 0), usando as
condic¸o˜es (1.31), (1.32) e (1.33) e aplicando a regra da cadeia a`s func¸o˜es compostas,
obte´m-se
x˙s = Asxs +Bs(us − pm)
q = (us − pm)−B
T
s X˜xs
(2.64)
com
us = vr
vr = Ks(Csxs + pn)
sendo X˜ a soluc¸a˜o definida positiva da equac¸a˜o de Hamilton-Jacobi-Bellman do sistema
linearizado, dada por
xTs (A
T
s X˜ + X˜As − X˜BsB
T
s X˜ + C
T
s Cs)xs = 0 (2.65)
que e´ equivalente a` equac¸a˜o de Riccati (2.62). Pela unicidade da soluc¸a˜o, tem-se que
X˜ = X (2.66)
Apo´s algumas manipulac¸o˜es alge´bricas, a func¸a˜o de transfereˆncia do sistema linea-
rizado T (s) e´ obtida como
T (s) =M−1R (s)(I −Ks(s)Gs(s))
−1
[
Ks(s) I
]
(2.67)
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De (2.60), tem-se que ‖T (s)‖
∞
≤ γ. Assim sendo, de acordo com a Proposic¸a˜o 2.1,
γWl (T) = ‖T (s)‖∞ ≤ γ (2.68)
Considerando a malha fechada mostrada na Figura 2.12, a versa˜o local do Teorema
do Pequeno Ganho (Proposic¸a˜o 2.2) implica que este sistema e´ localmente W-esta´vel
se
γWl



∆NR
∆MR



 γWl (T) < 1 (2.69)
isto e´, o sistema em malha fechada e´ localmente W-esta´vel para incertezas∆NR e∆MR
tais que
γWl



∆NR
∆MR



 < 1
γ
(2.70)
+
-
+
+
[
∆NR
∆MR
]
T
Figura 2.12: Sistema na˜o linear fatorado a` direita em malha fechada.
Enfim, a partir das condic¸o˜es (1.31), (1.32) e (1.33), constata-se que em torno da
origem o diagrama de blocos da Figura 2.10 pode ser simplificado, o que conduz ao
diagrama de blocos da Figura 2.13.
Consequ¨entemente, o controlador para o sistema na˜o linear P e´ dado por
K =W1KsW2 (2.71)
associado a` linearizac¸a˜o por realimentac¸a˜o robusta.
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W1 W2P
Ks
Figura 2.13: Loop-shaping do sistema na˜o linear simplificado em torno da origem.
2.8 Procedimento para a Obtenc¸a˜o do CNLR
Para finalizar este cap´ıtulo, e´ apresentado o procedimento de obtenc¸a˜o do contro-
lador na˜o linear robusto, etapa por etapa.
Seja o sistema na˜o linear afim na entrada com n varia´veis de estado e m entradas
descrito pela equac¸a˜o de estados
x˙ = f(x) + g(x)u (2.72)
e cujo ponto de operac¸a˜o e´ x0 = 0 (se o ponto de operac¸a˜o e´ diferente de zero, e´
necessa´rio fazer uma transformac¸a˜o de coordenadas).
O procedimento para obter o controlador na˜o linear robusto consiste nas etapas
descritas a seguir:
1. Construc¸a˜o das distribuic¸o˜es G0, G1, . . . , Gn−1 associadas ao sistema na˜o linear,
conforme (1.5).
2. Verificar que estas distribuic¸o˜es satisfazem as hipo´teses H1, H2 e H3. Neste caso,
continua-se o procedimento. Sena˜o, o sistema na˜o e´ lineariza´vel por realimentac¸a˜o
e, portanto, na˜o e´ poss´ıvel utilizar o controle na˜o linear robusto.
3. Definir as func¸o˜es escalares λ1(x), · · · , λm(x) e a matriz M(x) de acordo com a
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proposic¸a˜o 1.1. O vetor λ(x) e´ dado por (1.6) e o sistema quadrado
x˙ = f(x) + g(x)u
y = λ(x)
(2.73)
e´ lineariza´vel por realimentac¸a˜o.
4. Calcular as func¸o˜es φr(x), αr(x) e βr(x) conforme (1.19), (1.20) e (1.21), respec-
tivamente.
5. Determinar a aproximac¸a˜o linear do sistema, fazendo
x˙r = Arxr +Brvr (2.74)
com Ar =
∂f(x)
∂x
∣∣∣
x=0
e Br = g(0).
6. Calcular a matriz de transfereˆncia G(s) = (sI − Ar)
−1Br.
7. Realizar o loop-shaping de G(s):
(a) Definir o ı´ndice de robustez desejado em porcentagem (irob), o que permite
calcular γ = 100/irob.
(b) Determinar um pre´-compensador W1(s) e/ou um po´s-compensador W2(s)
que resultem nas caracter´ısticas desejadas para a resposta frequ¨encial de
Gs(s) =W2(s)G(s)W1(s):
• Ganhos elevados em baixas frequ¨eˆncias e ganhos baixos em altas
frequ¨eˆncias.
• Uma frequ¨eˆncia de cruzamento de 0dB que corresponda a` banda pas-
sante desejada para o sistema em malha fechada.
• Uma inclinac¸a˜o -20dB/de´cada na vizinhanc¸a da frequ¨eˆncia de cruza-
mento de 0dB.
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Um integrador pode ser adicionado em uma das ponderac¸o˜es, para evitar
erros em regime permanente no caso de refereˆncias constantes.
(c) Calcular γmin conforme (2.41). Se γ < γmin, retornar ao passo anterior e
modificar as ponderac¸o˜es.
8. Considerando o sistema aumentado Gs(s), calcular o controlador linear Ks con-
forme (2.39).
9. O controlador para G(s) e´ dado por K(s) =W1(s)Ks(s)W2(s).
Assim, o controlador na˜o linear robusto que associa a linearizac¸a˜o por realimentac¸a˜o
robusta ao controlador H∞ de McFarlane-Glover e´ implementada segundo o diagrama
de blocos da Figura 2.1, com o difeomorfismo
xr = φr(x) (2.75)
e a realimentac¸a˜o de estados
ur(x, vr) = αr(x) + βr(x)vr (2.76)
sendo
vr = Kxr (2.77)
Neste procedimento, o loop-shaping e´ realizado de forma iterativa, buscando as
ponderac¸o˜es que resultem na resposta frequ¨encial e na robustez desejadas. Todos os
outros elementos do controlador sa˜o determinados de maneira anal´ıtica.
2.9 Conclusa˜o
Neste cap´ıtulo, foi mostrado como obter um controlador na˜o linear robusto para um
sistema na˜o linear MIMO afim na entrada associando a linearizac¸a˜o por realimentac¸a˜o
robusta a um controlador linear H∞.
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Para tal controlador, e´ poss´ıvel provar teoricamente a robustez local, atrave´s da Pro-
posic¸a˜o 2.4 e do Teorema 2.1, utilizando a teoria da W-estabilidade. A mesma robustez
na˜o e´ obtida quando e´ utilizada a linearizac¸a˜o por realimentac¸a˜o cla´ssica, pois clara-
mente estes resultados na˜o se aplicam (porque o sistema linearizado por realimentac¸a˜o
esta´ na forma de Brunovsky, e na˜o na forma da aproximac¸a˜o linear).
Ale´m disso, foi apresentado o me´todo de s´ıntese H∞ de McFarlane-Glover, que
permite determinar analiticamente o controlador e utilizar loop-shaping para especi-
ficar o desempenho desejado para o sistema em malha fechada, o que o torna muito
interessante para a construc¸a˜o do controlador na˜o linear robusto.
No pro´ximo cap´ıtulo, sa˜o estudados observadores na˜o lineares, com o objetivo de
utilizar a linearizac¸a˜o por realimentac¸a˜o robusta mesmo quando o estado do sistema
na˜o e´ conhecido.
No Apeˆndice D, sa˜o apresentados dois programasMatlab que calculam controladores
H∞ utilizando o me´todo de s´ıntese de McFarlane-Glover com fatorac¸a˜o coprima a` direita
e a` esquerda.
CAPI´TULO 3
Observadores para
Sistemas Na˜o Lineares
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3.1 Introduc¸a˜o
A linearizac¸a˜o por realimentac¸a˜o robusta e´ muito interessante, pois permite o uso
de um controlador linear para o controle de um sistema na˜o linear. No entanto, este
me´todo se aplica somente aos sistemas cujo estado e´ conhecido, o que limita o seu
potencial de utilizac¸a˜o. A`s vezes, pore´m, o estado, apesar de na˜o ser mensura´vel, pode
ser estimado a partir da sa´ıda e da entrada do sistema. Nestes casos, o sistema e´ dito
observa´vel e um observador de estados pode ser constru´ıdo. Assim, esta estimativa
pode ser utilizada na linearizac¸a˜o por realimentac¸a˜o do sistema. Portanto, o objetivo
deste cap´ıtulo e´ obter um observador de estados que possa ser combinado a` linearizac¸a˜o
por realimentac¸a˜o robusta, estendendo-a aos sistemas cujo estado na˜o e´ mensura´vel.
O problema de observac¸a˜o de sistemas na˜o lineares tem sido muito estudado na
literatura nos u´ltimos anos. Isto porque, ao contra´rio dos sistemas lineares, para os
quais a observabilidade e´ um conceito global bem definido e o observador de Luenberger
[29] e´ amplamente utilizado, os resultados obtidos para os sistemas na˜o lineares sa˜o
muitas vezes locais e limitados a classes espec´ıficas destes sistemas. Uma revisa˜o dos
conceitos de observabilidade e de alguns tipos de observadores na˜o lineares e´ dada neste
cap´ıtulo e tambe´m em [23] e [28].
Propo˜em-se aqui a combinac¸a˜o de treˆs observadores diferentes a` linearizac¸a˜o por rea-
limentac¸a˜o robusta. O procedimento adotado neste cap´ıtulo e´ essencialmente emp´ırico.
Ele e´ validado pela sua aplicac¸a˜o com sucesso a um exemplo e na˜o por uma justificativa
teo´rica rigorosa, que ainda deve ser efetuada.
Na Sec¸a˜o 3.2 deste cap´ıtulo, o problema da obtenc¸a˜o de um observador para o
sistema na˜o linear e´ formulado. Na Sec¸a˜o 3.3 e´ evocado o conceito de observabilidade de
sistemas na˜o lineares e a relac¸a˜o entre um sistema observa´vel e um sistema lineariza´vel
por realimentac¸a˜o e´ estabelecida. A seguir, os observadores (linear e na˜o linear) de
ordem reduzida sa˜o revistos e um observador de ordem completa com termo integral
e´ proposto, respectivamente nas Sec¸o˜es 3.4 e 3.5. Os procedimentos de obtenc¸a˜o dos
treˆs observadores, descritos etapa por etapa, sa˜o dados na Sec¸a˜o 3.6.
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3.2 Formulac¸a˜o do Problema
Seja o sistema na˜o linear com n varia´veis de estado, m entradas e p sa´ıdas descrito
pela equac¸a˜o de estados
x˙ = f(x) + g(x)u
y = h(x)
(3.1)
na qual x ∈ Rn representa o estado, u ∈ Rm e´ a entrada de controle, y ∈ Rp e´ a sa´ıda
medida e f(x), g1(x), . . . , gm(x), h(x) sa˜o campos vetoriais suaves definidos em um
subconjunto aberto de Rn. Assume-se que o estado x na˜o e´ conhecido.
Se o sistema (3.1) e´ observa´vel, enta˜o existe um observador de estados na forma
z˙ = fobs(z, u, y)
xˆ = hobs(z, u, y)
(3.2)
sendo z ∈ Rq o estado interno do observador e xˆ ∈ Rn uma estimativa do estado x, tal
que o erro e = x− xˆ tende a zero.
Assim, um observador pode ser combinado a` linearizac¸a˜o por realimentac¸a˜o nos
casos em que o estado na˜o e´ conhecido, de acordo com o diagrama de blocos mostrado
na Figura 3.1.
vr u y
xˆr
xˆ
φr(xˆ)
αr(xˆ) + βr(xˆ)vr
Sistema
Na˜o Linear
Observador
de Estados
Controlador
Linear
Figura 3.1: Linearizac¸a˜o por realimentac¸a˜o robusta combinada ao observador.
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Uma outra maneira de tratar este problema e´ resolveˆ-lo na ordem inversa: supondo
que a linearizac¸a˜o por realimentac¸a˜o robusta lineariza o sistema (3.1), estima-se o
estado da aproximac¸a˜o linear e, em seguida, calcula-se o estado estimado do sistema
na˜o linear a partir do estado estimado do sistema linear.
Assim, utiliza-se um observador linear para estimar o estado xr do sistema
x˙r = Arxr +Brvr
y = Crxr
(3.3)
e a seguir obte´m-se a estimativa do estado x atrave´s da transformac¸a˜o inversa
xˆ = φ−1r (xˆr) (3.4)
Neste caso, tem-se uma modificac¸a˜o do esquema de implementac¸a˜o do observador,
que agora e´ feita na forma mostrada na Figura 3.2.
vr u y
xˆr
xˆ
φ−1r (xˆr)
αr(xˆ) + βr(xˆ)vr
Sistema
Na˜o Linear
Observador
de Estados
Controlador
Linear
Figura 3.2: Linearizac¸a˜o por realimentac¸a˜o robusta combinada ao observador linear.
Obviamente, o me´todo de linearizac¸a˜o por realimentac¸a˜o robusta tem por obje-
tivo simplificar o projeto de um controlador para um sistema na˜o linear, permitindo
o uso de um controlador linear. Neste contexto, a utilizac¸a˜o de um observador de es-
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tados de formulac¸a˜o muito complexa (como, por exemplo, observadores baseados em
estrutura varia´vel ou adaptativos) esta´ descartada, pois o interesse e´ manter a sim-
plicidade de toda a malha fechada. Logo, busca-se neste trabalho um observador de
formulac¸a˜o descomplicada que apresente bons resultados, mesmo na presenc¸a de va-
riac¸o˜es de paraˆmetros e/ou incertezas de modelo na˜o estruturadas.
Inicialmente, e´ necessa´rio definir as condic¸o˜es que o sistema (3.1) deve satisfazer
para que seja observa´vel. Estas condic¸o˜es sa˜o apresentadas na pro´xima sec¸a˜o.
3.3 Observabilidade de um Sistema Na˜o Linear
Seja o sistema na˜o linear com n varia´veis de estado, m entradas e p sa´ıdas descrito
pela equac¸a˜o de estados1
x˙ = f(x, u)
y = h(x, u)
(3.5)
na qual x ∈ Rn representa o estado, u ∈ Rm e´ a entrada de controle, y ∈ Rp e´ a sa´ıda
e f(x, u) e h(x, u) sa˜o campos vetoriais suaves definidos em um subconjunto aberto do
R
n.
O estado x na˜o e´ conhecido. No entanto, se a condic¸a˜o inicial x(0) deste sistema
pode ser determinada a partir de u e y, enta˜o o estado x pode ser calculado pela
integrac¸a˜o de x˙ = f(x, u). Logo, a observabilidade de (3.5) esta´ ligada ao conceito de
“condic¸o˜es iniciais distingu´ıveis”.
Definic¸a˜o 3.1. Seja o sistema na˜o linear (3.5).
(i) Duas condic¸o˜es iniciais x0 e x¯0 sa˜o ditas indistingu´ıveis se para toda entrada
admiss´ıvel u e t ≥ 0,
y(t, x0, u) = y(t, x¯0, u) (3.6)
sendo y(t, x0, u) = h(x(t, x0, u), u) a sa´ıda do sistema para a entrada u e a condic¸a˜o
inicial x0 no tempo t e y(t, x¯0, u) = h(x(t, x¯0, u), u) a sa´ıda do sistema para a entrada
1Esta e´ uma formulac¸a˜o geral para um sistema na˜o linear, que engloba os sistemas afins na entrada
como o sistema (3.1).
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u e a condic¸a˜o inicial x¯0 no tempo t.
(ii) Se, para duas condic¸o˜es iniciais x0 e x¯0, ∃u e ∃t tais que
y(t, x0, u) 6= y(t, x¯0, u) (3.7)
enta˜o a entrada u distingue x0 e x¯0 em t.
A observabilidade do sistema (3.5) e´ enta˜o definida por [17]:
Definic¸a˜o 3.2. O sistema na˜o linear (3.5) e´ observa´vel se, para todo par de condic¸o˜es
iniciais distintas x0 e x¯0, ele admite uma entrada u que as torna distingu´ıveis.
A Definic¸a˜o 3.2 mostra que a observabilidade e´ uma noc¸a˜o que depende das en-
tradas do sistema. Contudo, certos sistemas teˆm a propriedade de serem observa´veis
independentemente da entrada aplicada. Assim, a observabilidade pode tambe´m ser
definida de maneira uniforme [28].
Definic¸a˜o 3.3. O sistema na˜o linear (3.5) e´ uniformemente observa´vel se toda entrada
o torna observa´vel. Mais precisamente, se para toda entrada u e para todas condic¸o˜es
iniciais distintas x0 e x¯0, existe t tal que y(t, x0, u) 6= y(t, x¯0, u).
Evidentemente, a Definic¸a˜o 3.2 e a Definic¸a˜o 3.3 na˜o podem ser facilmente veri-
ficadas. Portanto, atrave´s dos anos, va´rios crite´rios para testar a observabilidade de
um sistema na˜o linear foram desenvolvidos. Em [14], trata-se do caso especial de um
sistema afim na entrada com uma u´nica sa´ıda. Em [49], foi proposto pela primeira
vez o chamado mapa de observabilidade, que e´ utilizado em trabalhos recentes como
[30, 11]. Este mapa de observabilidade, cuja definic¸a˜o e´ dada a seguir, aplica-se aos
sistemas na˜o lineares MIMO na forma (3.5).
Definic¸a˜o 3.4 (Mapa de Observabilidade). Seja
R =
[
r1 . . . rp
]
(3.8)
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um vetor de nu´meros inteiros na˜o negativos tal que r1 + · · · + rp = n. O mapa de
observabilidade do sistema na˜o linear (3.5) e´ definido como
ω(x, U) =


ω1(x, U)
...
ωp(x, U)

 , ωi(x, U) =


hi(x, u)
ϕi,1(x, u, u˙)
...
ϕi,ri−1(x, u, . . . , u
(ri−1))

 (3.9)
no qual
ϕi,1(x, u, u˙) =
∂hi
∂x
f(x, u) +
∂hi
∂u
u˙ = y˙i
ϕi,2(x, u, u˙, u¨) =
∂ϕi,1
∂x
f(x, u) +
∂ϕi,1
∂u
u˙+
∂ϕi,1
∂u˙
u¨ = y¨i
...
ϕi,ri−1(x, u, . . . , u
(ri−1)) =
∂ϕi,ri−2
∂x
f(x, u) +
ri−2∑
j=0
∂ϕi,ri−2
∂u(j)
u(j+1) = y
(ri−1)
i
(3.10)
e o vetor U com m ·max(ri) elementos e´ dado por
U =


u
u˙
...
u(max(ri)−1)

 (3.11)
Proposic¸a˜o 3.1. Se existe um R tal que o mapa de observabilidade ω(x, U) seja in-
vers´ıvel, enta˜o o sistema (3.5) e´ observa´vel2.
2Para um sistema linear, esta condic¸a˜o e´ equivalente ao teste usual de observabilidade, que verifica
o posto da matriz 

C
CA
...
CAn−1


visto que, neste caso, ω(x, 0) corresponde a`s linhas linearmente independentes desta matriz multiplica-
das pelo vetor x. Se o posto da matriz e´ igual a n, enta˜o ω(x, 0) e´ formado por n equac¸o˜es linearmente
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A Proposic¸a˜o 3.1 pode ser interpretada da seguinte maneira: se o mapa de obser-
vabilidade ω(x, U) e´ invers´ıvel, enta˜o e´ poss´ıvel escrever, de maneira u´nica, o estado x
em func¸a˜o da sa´ıda y, da entrada u e de suas respectivas derivadas
x = ω−1(y1, . . . , y
(r1−1)
1 , . . . , yp, . . . , y
(rp−1)
p , u, . . . , u
(max(ri)−1)) (3.12)
ou seja, o estado pode, em teoria, ser calculado utilizando esta equac¸a˜o.
Geralmente, a equac¸a˜o (3.12) na˜o e´ utilizada para calcular o estado do sistema pois
ela na˜o dispo˜e de correc¸a˜o em caso de erro, sendo considerada um observador em malha
aberta. Por isso, preferem-se os observadores em malha fechada, que corrigem o valor
do estado estimado se ha´ divergeˆncia entre a sa´ıda medida e a sa´ıda calculada.
Observabilidade e Linearizac¸a˜o
No caso dos sistemas MIMO afins na entrada, e´ poss´ıvel mostrar que os conceitos
de sistema observa´vel e sistema lineariza´vel por realimentac¸a˜o esta˜o ligados. Isto e´
estabelecido no lema a seguir.
Lema 3.1. Se o estado x do sistema (1.1), dado por
x˙ = f(x) + g(x)u (3.13)
e´ desconhecido, mas e´ poss´ıvel obter func¸o˜es mensura´veis
λ1(x), · · · , λm(x) (3.14)
tais que as condic¸o˜es da Proposic¸a˜o 1.1 sa˜o satisfeitas, enta˜o o sistema
x˙ = f(x) + g(x)u
y = λ(x)
(3.15)
independentes, sendo portanto invers´ıvel. O vetor U e´ considerado nulo pois a observabilidade de um
sistema linear e´ independente da entrada do mesmo.
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e´ lineariza´vel por realimentac¸a˜o e observa´vel.
Prova: Da Proposic¸a˜o 1.2, sabe-se que o sistema (3.15) e´ lineariza´vel por reali-
mentac¸a˜o. Resta provar a observabilidade.
Se λ1(x), · · · , λm(x) sa˜o mensura´veis, enta˜o y = λ(x) e´ a sa´ıda medida do sistema.
Considerando as propriedades de λ1(x), · · · , λm(x), dadas na Proposic¸a˜o 1.1, isto e´,
Lgiλj(x) = LgiLfλj(x) = · · · = LgiL
rj−2
f λj(x) = 0 ∀i ∈ [1,m], ∀j ∈ [1,m]
sabe-se que a sa´ıda y e suas derivadas na˜o dependem da entrada u nem de suas deri-
vadas.
Assim, o mapa de observabilidade deste sistema e´ dado por
ω(x) =


ω1(x)
...
ωm(x)

 , ωi(x) =


λi(x)
Lfλi(x)
...
Lri−1f λi(x)

 (3.16)
que e´ equivalente ao difeomorfismo φc(x) e, portanto, invers´ıvel. Logo, o sistema (3.15)
e´ observa´vel.
A seguir, sa˜o apresentados treˆs diferentes tipos de observadores que podem ser
combinados a` linearizac¸a˜o por realimentac¸a˜o robusta.
3.4 Observadores de Ordem Reduzida
Quando algumas varia´veis de estado podem ser diretamente medidas a partir da
sa´ıda de um sistema, na˜o e´ necessa´rio estima´-las. Neste caso, um observador de ordem
reduzida pode ser utilizado.
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3.4.1 Observador Linear de Ordem Reduzida
Em um primeiro tempo, procura-se um observador linear para estimar o estado xr
do sistema (3.3). Este observador e´ implementado segundo o diagrama de blocos da
Figura 3.2.
Como alguns dos elementos do estado xr (mais precisamente, m elementos de xr)
podem ser diretamente medidos a partir de y, opta-se por um observador linear de
ordem reduzida, que estima apenas os (n−m) estados restantes. O me´todo de obtenc¸a˜o
do observador apresentado aqui e´ baseado numa transformac¸a˜o de base do sistema [12],
mas existe tambe´m uma versa˜o que utiliza equac¸o˜es de Lyapunov [7].
Assumindo que Cr tem posto igual a m, realiza-se uma transformac¸a˜o de base dada
por
A¯ = V −1ArV
B¯ = V −1Br
C¯ = CrV
x¯ = V xr
(3.17)
sendo V uma matriz invers´ıvel n× n escolhida para que se obtenha
C¯ =
[
Im 0m×(n−m)
]
(3.18)
Desta forma, os m estados conhecidos sa˜o separados dos (n−m) desconhecidos pois
x¯ =

x¯1
x¯2

 (3.19)
e x¯1 = y.
As matrizes A¯ e B¯ sa˜o particionadas da mesma maneira e o sistema (3.3) e´ reescrito
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na nova base como 
 ˙¯x1
˙¯x2

 =

A¯11 A¯12
A¯21 A¯22



x¯1
x¯2

+

B¯1
B¯2

 vr
y = x¯1
(3.20)
Este sistema esta´ agora na forma adequada para que um observador linear de ordem
reduzida seja utilizado.
Proposic¸a˜o 3.2. Se o par (C¯, A¯) e´ observa´vel, enta˜o o par (A¯12, A¯22) tambe´m o e´, e
um observador linear de ordem reduzida para o sistema (3.20) e´ dado por
z˙ = (A¯22 − LA¯12)z + (A¯22 − LA¯12)Ly + (A¯21 − LA¯11)y + (B¯2 − LB¯1)vr
ˆ¯x =

 y
z + Ly

 (3.21)
no qual z ∈ R(n−m) e´ o estado interno do observador, ˆ¯x e´ a estimativa do estado x¯ e L
e´ uma matriz (n−m)×m que corresponde ao ganho do observador.
O erro e2 = x¯2 − ˆ¯x2 satisfaz
e˙2 = (A¯22 − LA¯12)e2 (3.22)
e, pela observabilidade do par (A¯22, A¯12), os autovalores de A¯22−LA¯12 podem ser livre-
mente alocados no semiplano esquerdo. Garante-se, portanto, convergeˆncia exponencial
a zero.
A utilizac¸a˜o deste observador permite obter ˆ¯x. A estimativa do estado xr e´ enta˜o
dada por
xˆr = V
−1 ˆ¯x (3.23)
3.4.2 Observador Na˜o Linear de Ordem Reduzida
Um outro observador interessante e´ o observador na˜o linear de ordem reduzida,
proposto em [44], que se baseia numa transformac¸a˜o de coordenadas semelhante a` do
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observador linear de ordem reduzida.
Neste caso, o observador estima o estado x do sistema (3.1) e e´ implementado de
acordo com o esquema da Figura 3.1.
Se
posto
(
∂h(x)
∂x
)
= m (3.24)
enta˜o sempre e´ poss´ıvel encontrar uma matriz constante V tal que a transformac¸a˜o de
estado 
y
ξ

 = P (x) =

h(x)
V x

 (3.25)
e´ localmente invers´ıvel.
Nas novas coordenadas, o sistema e´ dado por

y˙
ξ˙

 =

η(y, ξ, u)
ϕ(y, ξ, u)


y = C¯

y
ξ


(3.26)
sendo
η(y, ξ, u) =
(
∂h(x)
∂x
(f(x) + g(x)u)
)∣∣∣∣
x=P−1(y,ξ)
(3.27)
ϕ(y, ξ, u) = (V (f(x) + g(x)u))|x=P−1(y,ξ) (3.28)
C¯ =
[
Im 0m×(n−m)
]
(3.29)
Desta forma, os m estados conhecidos sa˜o separados dos (n − m) desconhecidos.
Este sistema esta´ agora na forma adequada para que um observador na˜o linear de
ordem reduzida seja utilizado.
Proposic¸a˜o 3.3. Seja o sistema na˜o linear (3.1). Um observador na˜o linear de ordem
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reduzida para este sistema e´ dado por
z˙ = ϕ(y, z + Lry, u)− Lrη(y, z + Lry, u)
xˆ = P−1(y, z + Lry)
(3.30)
no qual z ∈ R(n−m) e´ o estado interno do observador tal que ξ = z + Lry, xˆ e´ a
estimativa do estado x e Lr e´ uma matriz (n−m)×m que e´ o ganho do observador.
O erro eξ = ξˆ − ξ satisfaz
e˙ξ = ϕ(y, ξ + eξ, u)− ϕ(y, ξ, u)− Lr [η(y, ξ + eξ, u)− η(y, ξ, u)] (3.31)
Na pra´tica, observa-se que estes dois observadores de ordem reduzida combinados
a` linearizac¸a˜o por realimentac¸a˜o robusta apresentam bons resultados somente quando
as incertezas no sistema sa˜o pequenas.
3.5 Observadores de Ordem Completa
A principal dificuldade na concepc¸a˜o de observadores para sistemas na˜o lineares e´
de demonstrar a estabilidade da malha fechada e a convergeˆncia do erro, pois a sua
dinaˆmica, e˙, e´ na˜o linear. Na maioria dos casos, utiliza-se a teoria de estabilidade de
Lyapunov para analisar e˙, mas os resultados nem sempre sa˜o conclusivos. Ale´m disso,
a na˜o linearidade de e˙ complica a escolha do ganho do observador.
A maneira mais simples de construir um observador para o sistema na˜o linear (3.1)
e´ utilizar as pro´prias func¸o˜es do sistema, fazendo
˙ˆx = f(xˆ) + g(xˆ)u+ L(xˆ, u) (y − h(xˆ)) (3.32)
no qual L(xˆ, u) uma matriz n× p que representa o ganho do observador.
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Para este observador, a dinaˆmica do erro e = x− xˆ e´ dada por
e˙ = x˙− ˙ˆx = f(x)− f(xˆ) + (g(x)− g(xˆ))u− L(xˆ, u) (h(x)− h(xˆ)) (3.33)
Como esta dinaˆmica e´ na˜o linear e depende do estado real do sistema, que na˜o e´ conhe-
cido, na˜o e´ claro se ha´ convergeˆncia do erro. O termo (g(x)− g(xˆ))u, principalmente,
pode impedir esta convergeˆncia quando o sinal de controle u possui um valor na˜o nulo
em regime permanente.
Considera-se agora o sistema obtido pela derivac¸a˜o de (3.1),
x¨ = Fd(x, u)x˙+ g(x)u˙
y˙ = Hd(x)x˙
(3.34)
com
Fd(x, u) =
∂f(x)
∂x
+
∂(g(x)u)
∂x
Hd(x) =
∂h(x)
∂x
Um observador para este sistema e´
¨ˆx = Fd(xˆ, u) ˙ˆx+ g(xˆ)u˙+ Ld(xˆ, u)
(
y˙ −Hd(xˆ) ˙ˆx
)
(3.35)
no qual Ld(xˆ, u) e´ uma matriz n× p que representa o ganho do observador.
Neste caso, o erro e = x˙− ˙ˆx tem a dinaˆmica
e˙ = Fd(x, u)x˙− Fd(xˆ, u) ˙ˆx+ (g(x)− g(xˆ)) u˙− Ld(xˆ, u)
(
Hd(x)x˙−Hd(xˆ) ˙ˆx
)
(3.36)
Assim, considerando que a entrada u e´ constante em regime permanente, a sua deri-
vada u˙ e´ nula e o termo (g(x)− g(xˆ)) u˙ tem menor influeˆncia na convergeˆncia do erro.
Obviamente, este observador estima o estado derivado x˙, sendo portanto necessa´rio
uma integrac¸a˜o para obter uma estimativa de x.
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Na sequ¨eˆncia, e´ proposto um observador ao qual e´ adicionado um termo integral.
3.5.1 Observador Na˜o Linear com Termo Integral
Inicialmente, define-se o estado aumentado z ∈ R2n tal que
z =

z1
z2

 (3.37)
com z1 = x e z2 = x˙.
Para este estado, seja o sistema aumentado
z˙ = fa(z, u) + ga(z)u˙
ya = ha(z)
(3.38)
no qual
ya =

y
y˙

 (3.39)
fa(z, u) =

 z2
Fd(z1, u)z2

 (3.40)
ga(z) =

0n×m
g(z1)

 (3.41)
ha(z) =

 h(z1)
Hd(z1)z2

 (3.42)
Lema 3.2. Seja o sistema aumentado na˜o linear (3.38). Um observador na˜o linear
para este sistema e´ dado por
˙ˆz = fa(zˆ, u) + ga(zˆ)u˙+ La(zˆ, u) (ya − ha(zˆ))
xˆ =
[
In 0n×n
]
z
(3.43)
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sendo zˆ ∈ R2n a estimativa do estado z, xˆ a estimativa do estado x e La(zˆ, u) uma
matriz 2n× 2p que corresponde ao ganho do observador.
O erro e = z − zˆ satisfaz
e˙ = fa(z, u)− fa(zˆ, u) + (ga(z)− ga(zˆ)) u˙− La(zˆ, u) (ha(z)− ha(zˆ)) (3.44)
A matriz La(zˆ, u) pode ser particionada de acordo com
La(zˆ, u) =

La1(zˆ, u) La2(zˆ, u)
La3(zˆ, u) La4(zˆ, u)

 (3.45)
sendo La1(zˆ, u), La2(zˆ, u), La3(zˆ, u) e La4(zˆ, u) matrizes n×p. Normalmente, escolhe-se
uma matriz La3(zˆ, u) nula e La4(zˆ, u) = Ld(xˆ, u), satisfazendo a equac¸a˜o (3.36). As
matrizes La1(zˆ, u) e La2(zˆ, u) correspondem a ganhos que corrigem a estimativa de x
obtida pela integrac¸a˜o, se necessa´rio.
Na pra´tica, este observador apresenta bons resultados quando utilizado em conjunto
com a linearizac¸a˜o por realimentac¸a˜o robusta e um controlador linear que possua ac¸a˜o
integral, mesmo na presenc¸a de incertezas importantes no sistema.
Observac¸a˜o: Va´rios outros tipos de observadores sa˜o propostos na literatura, mas
na˜o foram considerados neste trabalho por duas razo˜es principais:
• Teˆm uma estrutura complexa, que na˜o corresponde ao objetivo de simplificac¸a˜o
do problema de controle deste trabalho. Sa˜o exemplos o observador adaptativo
em [31] e o observador de estrutura varia´vel em [9].
• Utilizam difeomorfismos que transformam o sistema (impl´ıcita ou explicitamente)
em formas semelhantes a` de Brunovsky, o que, em geral, implica menor robustez.
Sa˜o exemplos o observador com dinaˆmica de erro linear em [18] e o observador a
grande ganho em [1, 2].
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3.6 Procedimentos de obtenc¸a˜o dos observadores
Para finalizar este cap´ıtulo, sa˜o apresentados os procedimentos de obtenc¸a˜o dos treˆs
observadores, etapa por etapa.
Seja o sistema na˜o linear afim na entrada com n varia´veis de estado, m entradas e
p sa´ıdas descrito pela equac¸a˜o de estados
x˙ = f(x) + g(x)u
y = h(x)
(3.46)
O controlador na˜o linear robusto para este sistema e´ obtido utilizando-se o proce-
dimento apresentado na Sec¸a˜o 2.8, com a suposic¸a˜o de que o estado x e´ conhecido.
Se o sistema e´ lineariza´vel por realimentac¸a˜o, enta˜o a observabilidade e´ garantida pelo
Lema 3.1.
Os procedimentos de obtenc¸a˜o dos treˆs observadores sa˜o descritos a seguir.
Obtenc¸a˜o do Observador Linear de Ordem Reduzida
1. Determinar a aproximac¸a˜o linear do sistema fazendo
x˙r = Arxr +Brvr
y = Crxr
(3.47)
com Ar =
∂f(x)
∂x
∣∣∣
x=0
, Br = g(0) e Cr =
∂h(x)
∂x
∣∣∣
x=0
.
2. Obter a matriz de transformac¸a˜o de base V que transforma o sistema (Ar, Br, Cr)
no sistema (A¯, B¯, C¯), conforme (3.17).
3. Particionar as matrizes A¯ e B¯, conforme (3.20).
4. Definir o ganho L do observador, de forma que os po´los de A¯22−LA¯12 respeitem
as seguintes regras:
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• Se o sistema (A¯22, B¯2, A¯12) tem zeros finitos, os po´los do observador devem
ser alocados nas mesmas posic¸o˜es dos zeros.
• Se os zeros do sistema (A¯22, B¯2, A¯12) esta˜o no infinito, e´ poss´ıvel posicionar
livremente os po´los de A¯22 − LA¯12 no semi-plano esquerdo. De prefereˆncia,
mais a` esquerda que os po´los de A¯22, para aumentar a velocidade de con-
vergeˆncia do erro de estimac¸a˜o.
O observador linear de ordem reduzida e´ implementado segundo o diagrama de
blocos da Figura 3.2 e e´ dado por
z˙ = (A¯22 − LA¯12)z + (A¯22 − LA¯12)Ly + (A¯21 − LA¯11)y + (B¯2 − LB¯1)vr
xˆr = V
−1

 y
z + Ly

 (3.48)
Obtenc¸a˜o do Observador Na˜o Linear de Ordem Reduzida
1. Encontrar a transformac¸a˜o de estados invers´ıvel P (x) e o novo estado ξ, conforme
(3.25).
2. Calcular as func¸o˜es η(y, ξ, u) e ϕ(y, ξ, u), conforme (3.27) e (3.28), respectiva-
mente.
3. Definir o ganho Lr do observador. Na˜o existe uma metodologia para a esco-
lha deste ganho. Uma maneira de escolher e´ considerar a aproximac¸a˜o linear
do sistema reduzido, seguindo regras semelhantes a`quelas dadas na etapa 4 do
procedimento relativo ao observador linear de ordem reduzida.
O observador na˜o linear de ordem reduzida e´ implementado de acordo com o dia-
grama de blocos da Figura 3.1 e e´ dado por
z˙ = ϕ(y, z + Lry, u)− Lrη(y, z + Lry, u)
xˆ = P−1(y, z + Lry)
(3.49)
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Obtenc¸a˜o do Observador Na˜o Linear com Termo Integral
1. Determinar as func¸o˜es fa(z, u), ga(z) e ha(z), conforme (3.40), (3.41) e (3.42),
respectivamente.
2. Escolher a matriz de ganho La(zˆ, u) do observador. Esta matriz pode ser parti-
cionada como
La(zˆ, u) =

La1(zˆ, u) La2(zˆ, u)
La3(zˆ, u) La4(zˆ, u)

 (3.50)
Supondo-se que La e´ uma matriz constante, uma escolha poss´ıvel e´:
• As matrizes La1 e La2 sa˜o ganhos de integrac¸a˜o que corrigem a estimac¸a˜o de
x.
• A matriz La3 e´ nula.
• A matriz La4 representa o ganho de um observador linear obtido para a
aproximac¸a˜o linear do sistema derivado
x¨r = Arx˙r +Brv˙r
y˙ = Crx˙r
(3.51)
que respeita indicac¸o˜es similares a`quelas dadas na etapa 4 do procedimento
relativo ao observador linear de ordem reduzida.
O observador na˜o linear com termo integral e´ implementado segundo o diagrama
de blocos da Figura 3.1 e e´ dado por
˙ˆz = fa(zˆ, u) + ga(zˆ)u˙+ La(zˆ, u) (ya − ha(zˆ))
xˆ =
[
In 0n×n
]
z
(3.52)
3.7 Conclusa˜o
Neste capitulo, foi estudada a possibilidade de combinar observadores de estado a`
linearizac¸a˜o por realimentac¸a˜o robusta, para permitir o seu uso em uma quantidade
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maior de sistemas.
Inicialmente, foi evocado o conceito de observabilidade de sistemas na˜o lineares.
Em seguida, demonstrou-se, atrave´s do Lema 3.1, que todos os sistemas na˜o lineares
afins na entrada para os quais e´ poss´ıvel medir λ1(x), · · · , λm(x) sa˜o lineariza´veis por
realimentac¸a˜o e observa´veis.
Finalmente, propoˆs-se a combinac¸a˜o de treˆs observadores diferentes (o observador
linear de ordem reduzida, o observador na˜o linear de ordem reduzida e o observador na˜o
linear com termo integral) a` linearizac¸a˜o por realimentac¸a˜o robusta. Foram escolhidos
observadores simples e que mostram bons resultados na pra´tica.
Na˜o foram obtidas demonstrac¸o˜es teo´ricas de estabilidade e robustez neste trabalho,
no entanto estas questo˜es foram investigadas atrave´s de um exemplo de aplicac¸a˜o, no
cap´ıtulo 5. Assim sendo, o problema continua aberto e sera´ estudado no futuro.
CAPI´TULO 4
Aplicac¸a˜o:
Suspensa˜o Magne´tica MIMO
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4.1 Introduc¸a˜o
O objetivo deste cap´ıtulo e´ comparar atrave´s de um exemplo o desempenho e a ro-
bustez obtidos em malha fechada pelos treˆs me´todos de controle vistos no Cap´ıtulo 1:
o controle linear calculado para a aproximac¸a˜o do sistema na˜o linear e aplicado direta-
mente ao mesmo, a linearizac¸a˜o por realimentac¸a˜o cla´ssica associada a um controlador
linear e a linearizac¸a˜o por realimentac¸a˜o robusta associada a um controlador linear.
Sa˜o utilizados controladores lineares do tipo H∞, obtidos pelo me´todo de s´ıntese de
McFarlane-Glover.
O exemplo escolhido e´ uma suspensa˜o magne´tica com quatro po´los magne´ticos, um
sistema que possui mu´ltiplas entradas e mu´ltiplas sa´ıdas. Neste sistema, um rotor e´
suspenso e posicionado utilizando forc¸as eletromagne´ticas geradas por dois pares de
estatores eletromagne´ticos. Isto elimina a fricc¸a˜o, tornando tal sistema interessante
para aplicac¸o˜es industriais, servindo como alternativa a mancais simples, que utilizam
lubrificac¸a˜o, e a mancais a ar comprimido. Contudo, a suspensa˜o magne´tica apre-
senta diversas na˜o linearidades associadas a`s dinaˆmicas eletromagne´ticas, tornando o
problema de controle complexo.
Na literatura, os primeiros trabalhos publicados propunham controles lineares de-
senvolvidos para uma aproximac¸a˜o linear do modelo da suspensa˜o magne´tica. Te´cnicas
de controle o´timo foram utilizadas, por exemplo, em [32]. No entanto, estes controlado-
res apresentam resultados limitados. Em [42], sa˜o explicitadas as vantagens de utilizar
um controle que considere as na˜o linearidades do sistema. Entre as te´cnicas de controle
na˜o linear propostas, pode-se citar backstepping, em [8], e estrutura varia´vel, em [42],
com bons resultados.
O modelo da suspensa˜o magne´tica e´ descrito na Sec¸a˜o 4.2 deste cap´ıtulo. Na Sec¸a˜o
4.3, apresenta-se o projeto dos controladores para este sistema, incluindo a linearizac¸a˜o
por realimentac¸a˜o e a s´ıntese H∞. Resultados de simulac¸a˜o que permitem comparar o
desempenho e robustez dos controladores sa˜o mostrados na Sec¸a˜o 4.4.
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4.2 Modelo da Suspensa˜o Magne´tica MIMO
Seja a suspensa˜o magne´tica mostrada na Figura 4.1. Este sistema e´ composto
pelo rotor (um disco planar de massa m) e dois pares de estatores eletromagne´ticos (o
primeiro atuando na direc¸a˜o zy e o segundo na direc¸a˜o zx). Neste trabalho, e´ utilizada
a modelagem proposta em [8].
+
-
+
-
+ -
+ -
F1
F2
F3F4
i1
i2
i3i4
e1
e2
e3e4
R1
R2
R3R4 zx
zy
Figura 4.1: Visa˜o superior da suspensa˜o magne´tica MIMO.
O rotor e´ posicionado pelas forc¸as magne´ticas F1, F2, F3 e F4 geradas pelos circuitos
eletromagne´ticos dos estatores. Mais precisamente, as forc¸as magne´ticas sa˜o produzidas
pelas correntes i1, i2, i3 e i4 que dependem das tenso˜es e1, e2, e3 e e4 aplicadas a cada
estator. Os circuitos eletromagne´ticos teˆm indutaˆncias na˜o lineares L1, L2, L3 e L4,
resisteˆncias R1, R2, R3 e R4 e forc¸as contra-eletromotrizes B1, B2, B3 e B4.
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A suspensa˜o magne´tica pode ser controlada ativamente e as suas entradas de con-
trole sa˜o as tenso˜es e1, e2, e3 e e4. Os sinais mensura´veis sa˜o as posic¸o˜es zy e zx do
rotor, as respectivas velocidades z˙y e z˙x e as correntes i1, i2, i3 e i4.
Este sistema pode ser dividido em um subsistema mecaˆnico e um subsistema
ele´trico. Na direc¸a˜o zy, o subsistema mecaˆnico e´ dado por
m
d2zy
dt2
= F1(zy, i1) + F2(zy, i2) (4.1)
e o subsistema ele´trico e´ dado por
L1(zy, i1)
di1
dt
+R1i1 +B1(zy, i1)
dzy
dt
= e1
L2(zy, i2)
di2
dt
+R2i2 +B2(zy, i2)
dzy
dt
= e2
(4.2)
Assumindo que na˜o ha´ saturac¸a˜o do circuito magne´tico e negligenciando fugas, os
fluxos magne´ticos sa˜o
λ1(zy, i1) =
L0i1
k − 2zy
(4.3)
λ2(zy, i2) =
L0i2
k + 2zy
(4.4)
com k = 2g0 + a, sendo g0 a distaˆncia entre o rotor e o estator quando o rotor esta´ na
posic¸a˜o zy = 0, a uma constante positiva introduzida no modelo para que a permeabili-
dade eletromagne´tica calculada seja finita e L0 uma constante positiva que depende da
construc¸a˜o do sistema. Este modelo e´ va´lido somente se o rotor na˜o entra em contato
com os estatores, isto e´, se |zy| < g0.
As expresso˜es (4.3) e (4.4) sa˜o utilizadas para calcular as forc¸as magne´ticas
F1(zy, i1) =
∂
∂zy
∫ i1
0
λ1(zy, i1)di1 = L0
(
i1
k − 2zy
)2
(4.5)
F2(zy, i2) =
∂
∂zy
∫ i2
0
λ2(zy, i2)di2 = −L0
(
i2
k + 2zy
)2
(4.6)
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as indutaˆncias
L1(zy, i1) =
∂λ1(zy, i1)
∂i1
=
L0
k − 2zy
(4.7)
L2(zy, i2) =
∂λ2(zy, i2)
∂i2
=
L0
k + 2zy
(4.8)
e as forc¸as contra-eletromotrizes
B1(zy, i1) =
∂λ1(zy, i1)
∂zy
=
2L0i1
(k − 2zy)2
(4.9)
B2(zy, i2) =
∂λ2(zy, i2)
∂zy
=
−2L0i2
(k + 2zy)2
(4.10)
Substituindo (4.5), (4.6), (4.7), (4.8), (4.9) e (4.10) em (4.1) e (4.2), obte´m-se o
modelo para o sistema na direc¸a˜o zy, dado por
d2zy
dt2
=
L0
m
((
i1
k − 2zy
)2
−
(
i2
k + 2zy
)2)
di1
dt
=
(
k − 2zy
L0
)
(e1 −R1i1)− 2
(
i1
k − 2zy
)
dzy
dt
di2
dt
=
(
k + 2zy
L0
)
(e2 −R2i2) + 2
(
i2
k + 2zy
)
dzy
dt
(4.11)
O sistema na direc¸a˜o zx e´ obtido de maneira ana´loga, resultando em
d2zx
dt2
=
L0
m
((
i3
k − 2zx
)2
−
(
i4
k + 2zx
)2)
di3
dt
=
(
k − 2zx
L0
)
(e3 −R3i3)− 2
(
i3
k − 2zx
)
dzx
dt
di4
dt
=
(
k + 2zx
L0
)
(e4 −R4i4) + 2
(
i4
k + 2zx
)
dzx
dt
(4.12)
Logo, na˜o existe acoplamento entre os sistemas (4.11) e (4.12), sendo poss´ıvel con-
trola´-los independentemente. Na sequ¨eˆncia, apenas o controle na direc¸a˜o zy e´ conside-
rado.
Escolhendo as varia´veis de estado x1 = zy, x2 = z˙y, x3 = i1 e x4 = i2 e as entradas
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de controle u1 = e1 e u2 = e2, o sistema (4.11) pode ser reescrito como
x˙1 = x2
x˙2 =
L0
m
(
x23
(k − 2x1)2
−
x24
(k + 2x1)2
)
x˙3 =
(k − 2x1)(u1 −R1x3)
L0
−
2x2x3
k − 2x1
x˙4 =
(k + 2x1)(u2 −R2x4)
L0
+
2x2x4
k + 2x1
(4.13)
Assumindo que o sistema tem uma corrente de pre´-magnetizac¸a˜o I0 tal que
u10
R1
=
u20
R2
= I0 (4.14)
o ponto de equil´ıbrio deste sistema e´ dado por
x10 =
k
2
(R1u20 −R2u10)
(R1u20 +R2u10)
= 0
x20 = 0
x30 =
u10
R1
= I0
x40 =
u20
R2
= I0
(4.15)
Sa˜o enta˜o definidos o novo estado


x˜1
x˜2
x˜3
x˜4

 =


x1
x2
x3 − I0
x4 − I0

 (4.16)
e o novo vetor de controle 
u˜1
u˜2

 =

u1 −R1I0
u2 −R2I0

 (4.17)
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Apo´s esta modificac¸a˜o, obte´m-se a nova equac¸a˜o de estados do sistema


˙˜x1
˙˜x2
˙˜x3
˙˜x4


︸ ︷︷ ︸
˙˜x
=


x˜2
L0
m
(
(x˜3+I0)2
(k−2x˜1)2
− (x˜4+I0)
2
(k+2x˜1)2
)
−R1(k−2x˜1)x˜3
L0
− 2x˜2(x˜3+I0)
k−2x˜1
−R2(k+2x˜1)x˜4
L0
+ 2x˜2(x˜4+I0)
k+2x˜1


︸ ︷︷ ︸
f(x˜)
+


0 0
0 0
k−2x˜1
L0
0
0 k+2x˜1
L0


︸ ︷︷ ︸
g(x˜)

u˜1
u˜2


︸ ︷︷ ︸
u˜
(4.18)
cujo ponto de equil´ıbrio e´ x˜10 = x˜20 = x˜30 = x˜40 = 0.
Os valores nominais dos paraˆmetros da suspensa˜o magne´tica sa˜o apresentados na
Tabela 4.1.
Paraˆmetro Valor Nominal
m 2 kg
g0 1× 10
−3 m
a 1.25× 10−5 m
L0 3× 10
−4 Hm
R1 1 Ω
R2 1 Ω
R3 1 Ω
R4 1 Ω
I0 6× 10
−2 A
Tabela 4.1: Valores nominais dos paraˆmetros da suspensa˜o magne´tica MIMO.
4.3 Projeto dos Controladores
Nesta sec¸a˜o, apresentam-se os projetos de um controlador que combina linearizac¸a˜o
por realimentac¸a˜o cla´ssica a um controlador H∞ (denominado LRC + H∞) e de um
controlador que combina linearizac¸a˜o por realimentac¸a˜o robusta a um controlador H∞
(denominado LRR + H∞). Este u´ltimo corresponde ao controlador na˜o linear robusto
estudado no Cap´ıtulo 2.
O projeto destes controladores consiste em duas etapas:
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• A determinac¸a˜o das leis de linearizac¸a˜o por realimentac¸a˜o cla´ssica e robusta, de
acordo com os me´todos descritos no Cap´ıtulo 1.
• A s´ıntese dos controladores lineares H∞ para os sistemas obtidos apo´s a lineari-
zac¸a˜o por realimentac¸a˜o, utilizando o me´todo de McFarlane-Glover descrito no
Cap´ıtulo 2.
Para efeitos de comparac¸a˜o, deseja-se projetar estes dois controladores de forma
que os respectivos sistemas em malha fechada tenham comportamento semelhante no
caso nominal.
Observac¸a˜o: O controle linear H∞ calculado para a aproximac¸a˜o do sistema na˜o li-
near e aplicado diretamente ao mesmo (denominado CL H∞), que tambe´m e´ testado
nas simulac¸o˜es, e´ o mesmo controlador linear obtido no caso da linearizac¸a˜o por reali-
mentac¸a˜o robusta.
Linearizac¸a˜o por Realimentac¸a˜o
O sistema na˜o linear (4.18) satisfaz as hipo´teses H1, H2 e H31, portanto, pela
Proposic¸a˜o 1.1, existem func¸o˜es λ1(x˜) = x˜1, com grau relativo r1 = 3, e λ2(x˜) = x˜3,
com grau relativo r2 = 1, tais que o sistema dado por


˙˜x1
˙˜x2
˙˜x3
˙˜x4

 =


x˜2
L0
m
(
(x˜3+I0)2
(k−2x˜1)2
− (x˜4+I0)
2
(k+2x˜1)2
)
−R1(k−2x˜1)x˜3
L0
− 2x˜2(x˜3+I0)
k−2x˜1
−R2(k+2x˜1)x˜4
L0
+ 2x˜2(x˜4+I0)
k+2x˜1

+


0 0
0 0
k−2x˜1
L0
0
0 k+2x˜1
L0



u˜1
u˜2


y =

x˜1
x˜3


(4.19)
e´ lineariza´vel por realimentac¸a˜o.
1A verificac¸a˜o das hipo´teses H1, H2 e H3 foi feita utilizando o programa crlin no Matlab e na˜o e´
apresentada aqui por ser longa e tediosa. Ale´m disso, este programa foi utilizado para determinar as
func¸o˜es αc(x˜), βc(x˜), φc(x˜), αr(x˜), βr(x˜) e φr(x˜). O programa crlin e´ apresentado no Apeˆndice D.
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Linearizac¸a˜o por Realimentac¸a˜o Cla´ssica
Pela Proposic¸a˜o 1.3, a linearizac¸a˜o por realimentac¸a˜o cla´ssica do sistema (4.19) e´
realizada utilizando-se o difeomorfismo
xc = φc(x˜) (4.20)
e a realimentac¸a˜o de estados
u˜ = αc(x˜) + βc(x˜)vc (4.21)
sendo
αc(x˜) =

 R1x˜3 + 2L0x˜2(x˜3+I0)(k−2x˜1)2
R2x˜4 +
2x˜2L0(k+2x˜1)(x˜3+I0)2
(k−2x˜1)3(x˜4+I0)

 (4.22)
βc(x˜) =

 0 L0k−2x˜1
−m(k+2x˜1)
2(x˜4+I0)
L0(k+2x˜1)(x˜3+I0)
(k−2x˜1)2(x˜4+I0)

 (4.23)
φc(x˜) =


x˜1
x˜2
L0
m
(
(x˜3+I0)2
(k−2x˜1)2
− (x˜4+I0)
2
(k+2x˜1)2
)
x˜3

 (4.24)
Obte´m-se enta˜o o sistema linearizado
x˙c =


0 1 0 0
0 0 1 0
0 0 0 0
0 0 0 0


︸ ︷︷ ︸
Ac
xc +


0 0
0 0
1 0
0 1


︸ ︷︷ ︸
Bc
vc (4.25)
que esta´ na forma canoˆnica de Brunovsky.
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Linearizac¸a˜o por Realimentac¸a˜o Robusta
Pela Proposic¸a˜o 1.4, a linearizac¸a˜o por realimentac¸a˜o robusta do sistema (4.19) e´
realizada utilizando-se o difeomorfismo
xr = φr(x˜) (4.26)
e a realimentac¸a˜o de estados
u˜ = αr(x˜) + βr(x˜)vr (4.27)
sendo
L =

0 0 −2I0R1mk 2I0R2mk
0 −2I0
k
−kR1
L0
0

 (4.28)
T =


1 0 0 0
0 1 0 0
8L0I20
mk3
0 2L0I0
mk2
−2L0I0
mk2
0 0 1 0

 (4.29)
R =

 0 L0k
−mk
2I0
L0
k

 (4.30)
αr(x˜) = αc(x˜) + βc(x˜)LT
−1φc(x˜) (4.31)
βr(x˜) = βc(x˜)R
−1 (4.32)
φr(x˜) =


x˜1
x˜2
x˜3
4I0x˜1
k
− k
2
2I0
(
(x˜3+I0)2
(k−2x˜1)2
− (x˜4+I0)
2
(k+2x˜1)2
)
+ x˜3

 (4.33)
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O sistema linearizado e´ dado por
x˙r =


0 1 0 0
8L0I20
mk3
0 2L0I0
mk2
−2L0I0
mk2
0 −2I0
k
−kR1
L0
0
0 2I0
k
0 −kR2
L0


︸ ︷︷ ︸
Ar
xr +


0 0
0 0
k
L0
0
0 k
L0


︸ ︷︷ ︸
Br
vr (4.34)
que e´ equivalente a` aproximac¸a˜o linear de (4.19) em torno de x˜0 = 0.
S´ıntese dos Controladores Lineares H∞
Apo´s a obtenc¸a˜o dos dois sistemas linearizados por realimentac¸a˜o, passa-se ao pro-
jeto dos controladores lineares. Estes controladores sa˜o projetados atrave´s do me´todo
de s´ıntese H∞ de McFarlane-Glover com loop-shaping apresentado na Sec¸a˜o 2.6. A in-
tenc¸a˜o e´ selecionar controladores com desempenho semelhante no caso nominal, por isso
sa˜o escolhidas ponderac¸o˜es que resultem em malhas abertas com respostas frequ¨enciais
pro´ximas.
Como o sistema obtido atrave´s da linearizac¸a˜o por realimentac¸a˜o robusta tem maior
relac¸a˜o com o sistema f´ısico real, a definic¸a˜o da resposta frequ¨encial desejada para seus
estados e´ mais simples. Portanto, faz-se inicialmente o loop-shaping deste sistema. A se-
guir, e´ feito o loop-shaping do sistema obtido atrave´s da linearizac¸a˜o por realimentac¸a˜o
cla´ssica de maneira que as respectivas respostas frequ¨enciais sejam semelhantes.
LRR + H∞
A matriz de transfereˆncia do sistema (4.34) e´ dada por
Gr(s) = (sI − Ar)
−1Br (4.35)
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ou, substituindo os valores dos paraˆmetros da Tabela 4.1,
Gr(s) =


29.8
(s−13.3)(s2+20s+266.9)
−29.8
(s−13.3)(s2+20s+266.9)
29.8s
(s−13.3)(s2+20s+266.9)
−29.8s
(s−13.3)(s2+20s+266.9)
6.7(s−18.3)(s2+25s+194)
(s+6.7)(s−13.3)(s2+20s+266.9)
1777.7s
(s+6.7)(s−13.3)(s2+20s+266.9)
1777.7s
(s+6.7)(s−13.3)(s2+20s+266.9)
6.7(s−18.3)(s2+25s+194)
(s+6.7)(s−13.3)(s2+20s+266.9)

 (4.36)
Este sistema e´ controlado pela realimentac¸a˜o de estados
vr = Krxr (4.37)
Para projetar o controlador Kr, faz-se inicialmente o loop-shaping de Gr. Neste caso,
utiliza-se somente a po´s-compensac¸a˜o Wr, na forma
Gsr = WrGr (4.38)
com
Wr =


200(s+25)
s
0 0 0
0 115 0 0
0 0 25 0
0 0 0 25

 (4.39)
A matriz de ponderac¸a˜o Wr adiciona um integrador a` primeira linha da matriz de
transfereˆncia Gsr, para evitar erros em regime permanente na posic¸a˜o x˜1 do rotor no
caso de refereˆncias constantes. A`s outras linhas de Gsr sa˜o adicionados somente ganhos,
respeitando as especificac¸o˜es descritas na Sec¸a˜o 2.6, ou seja, ganhos elevados em baixas
frequ¨eˆncias e ganhos baixos em altas frequ¨eˆncias. Os diagramas de valores singulares
de Gr e Gsr sa˜o mostrados na Figura 4.2.
A seguir, o controlador Ksr para o sistema aumentado Gsr e´ calculado
2 utilizando
a expressa˜o (2.39), com γr = 4.9, o que garante ı´ndice de robustez de 20%.
2Este controlador e´ calculado no Matlab pelo programa knrcf, apresentado no Apeˆndice D.
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Figura 4.2: Diagrama de valores singulares de Gr, WrGr e KrGr.
O controlador Kr e´ dado por
3
Kr = KsrWr (4.40)
O diagrama de valores singulares de KrGr tambe´m e´ mostrado na Figura 4.2. Nota-
se que a s´ıntese H∞ aumentou a inclinac¸a˜o dos valores singulares nas altas frequ¨eˆncias
(em relac¸a˜o ao modelo Gsr), o que melhora as caracter´ısticas de robustez do sistema.
LRC + H∞
A matriz de transfereˆncia do sistema (4.25) e´ dada por
Gc(s) = (sI − Ac)
−1Bc (4.41)
3Este controlador corresponde tambe´m ao controle CL H∞.
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ou,
Gc(s) =


1
s3
0
1
s2
0
1
s
0
0 1
s

 (4.42)
Este sistema e´ controlado pela realimentac¸a˜o de estados
vc = Kcxc (4.43)
Realiza-se o loop-shaping
Gsc =WcGc (4.44)
similar a Gsr, escolhendo a po´s-compensac¸a˜o Wc na forma
Wc =


9000(s+2.5)
s
0 0 180(s+2.5)
s
0 2200 0 300
0 0 125 2
0 0 2 125

 (4.45)
Como no caso “robusto”, a matriz de ponderac¸a˜o Wc adiciona um integrador a`
primeira linha da matriz de transfereˆnciaGsc, que esta´ relacionada a` posic¸a˜o x˜1 do rotor,
para evitar erros em regime permanente (o integrador e´ inserido pois os integradores
de Gc na˜o sa˜o integradores reais do sistema f´ısico e podem desaparecer quando ha´
variac¸a˜o de paraˆmetros ou perturbac¸o˜es externas). E´ tambe´m adicionado um zero para
melhorar a forma da resposta frequ¨encial. A`s outras linhas de Gsc, somente ganhos sa˜o
adicionados. Estes ganhos sa˜o escolhidos para que a malha aberta KcGc tenha resposta
frequ¨encial semelhante a` malha aberta KrGr, sendo portanto um processo de tentativa
e erro. A matriz Wc tem uma forma na˜o diagonal para evitar que se obtenha um
controlador desacoplado, o que resultaria em mau desempenho. Na Figura 4.3, os
diagramas de valores singulares de Gc e Gsc sa˜o mostrados.
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Figura 4.3: Diagrama de valores singulares de Gc, WcGc e KcGc.
A seguir, calcula-se o controlador Ksc para o sistema aumentado Gsc utilizando a
expressa˜o (2.39)4. Escolhe-se γc = 4.9, garantindo um ı´ndice de robustez de 20%.
O controlador Kc e´ obtido de
Kc = KscWc (4.46)
O diagrama de valores singulares de KcGc e´ tambe´m mostrado na Figura 4.3. A
s´ıntese H∞ modifica Gsc de forma significante para obter a robustez desejada. No
entanto, observa-se na Figura 4.4 que as respostas frequ¨enciais de KcGc e KrGr sa˜o
similares para me´dias e altas frequ¨eˆncias (> 15 rad/s). Para que fossem semelhantes
nas baixas frequ¨eˆncias, seria necessa´rio incluir va´rios po´los lentos em Wr, ou cancelar
os po´los na origem de Gc, o que em ambos os casos prejudicaria o desempenho dos
respectivos controladores.
4Novamente, o controlador e´ calculado no Matlab pelo programa knrcf.
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Figura 4.4: Diagrama de valores singulares de KcGc e KrGr.
Desempenho Nominal dos Controladores
Os dois controladores H∞ sa˜o projetados de forma que as respostas frequ¨enciais
sejam similares (como mostrado na Figura 4.4) e que os ı´ndices de robustez sejam os
mesmos (20%). Ale´m disso, os dois controladores devem proporcionar, no caso nominal,
um desempenho semelhante quando aplicados a` suspensa˜o magne´tica.
Para verificar o desempenho nominal dos controladores LRC + H∞ e LRR + H∞,
realiza-se uma simulac¸a˜o na qual o sistema parte de uma posic¸a˜o inicial zy0 = 0.55mm
e deve retornar ao seu equil´ıbrio. O comportamento da posic¸a˜o zy, que corresponde
a` sa´ıda do sistema, e´ mostrado na Figura 4.5, enquanto o das tenso˜es de controle e1
e e2 e´ mostrado na Figura 4.6. Nestas figuras, nota-se que as entradas e as sa´ıdas
sa˜o parecidas, mas na˜o iguais, o que e´ esperado devido a`s diferenc¸as que na˜o puderam
ser eliminadas nas respostas frequ¨enciais. No entanto, e´ poss´ıvel considerar que os
controladores resultam em comportamentos temporais e frequ¨enciais suficientemente
pro´ximos e sa˜o “equivalentes” no caso nominal.
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Figura 4.5: Posic¸a˜o zy no caso nominal.
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Figura 4.6: Tenso˜es e1 e e2 no caso nominal.
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4.4 Simulac¸o˜es
As simulac¸o˜es teˆm por objetivo mostrar as diferenc¸as de desempenho e robustez
dos controladores CL H∞, LRC + H∞ e LRR + H∞ quando ha´ incertezas no sistema,
na forma de variac¸o˜es de paraˆmetros.
As simulac¸o˜es foram realizadas no Simulink/Matlab, utilizando o algoritmo de in-
tegrac¸a˜o de passo varia´vel ode45/Dormand-Prince com um passo ma´ximo de 0.1 ms.
Supoˆs-se que os paraˆmetros m, L0, R1 e R2 apresentam variac¸o˜es de ate´ ±15%, en-
quanto o paraˆmetro k apresenta variac¸o˜es de ate´ ±5%, como mostrado na Tabela 4.2.
Logo, 32 diferentes combinac¸o˜es dos seus valores extremos foram testadas.
Paraˆmetro Valor Mı´nimo Valor Nominal Valor Ma´ximo
m 1.7 kg 2 kg 2.3 kg
k 1.710625× 10−3 m 2.0125× 10−3 m 2.314375× 10−3 m
L0 2.55× 10
−4 Hm 3× 10−4 Hm 3.45× 10−4 Hm
R1 0.85 Ω 1 Ω 1.15 Ω
R2 0.85 Ω 1 Ω 1.15 Ω
Tabela 4.2: Valores mı´nimos e ma´ximos dos paraˆmetros.
Os resultados para a linearizac¸a˜o por realimentac¸a˜o cla´ssica sa˜o dados nas Figuras
4.7 (posic¸a˜o zy) e 4.8 (tenso˜es e1 e e2). Para este controlador, a sa´ıda e´ insta´vel para 16
combinac¸o˜es de paraˆmetros e esta´vel para as outras 16. Em cada uma destas, apesar
de o sistema ser esta´vel, a posic¸a˜o zy apresenta sobre-sinal indesejado, oscilando antes
de convergir, o que caracteriza um mau desempenho.
Os resultados para o controle linear aplicado diretamente ao sistema na˜o linear sa˜o
dados nas Figuras 4.9 (posic¸a˜o zy) e 4.10 (tenso˜es e1 e e2). Para este controlador, a
sa´ıda e´ insta´vel para 2 combinac¸o˜es de paraˆmetros e apresenta sobre-sinal indesejado
em outras 2. As demais respostas sa˜o adequadas.
Os resultados para a linearizac¸a˜o por realimentac¸a˜o robusta sa˜o dados nas Figuras
4.11 (posic¸a˜o zy) e 4.12 (tenso˜es e1 e e2). O sistema e´ esta´vel para todas as combinac¸o˜es
de paraˆmetros, ale´m disso apresenta bom desempenho, muito pro´ximo do desempenho
nominal. Conclui-se enta˜o que a robustez obtida e´ satisfato´ria.
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Figura 4.7: Posic¸a˜o zy para o controlador LRC + H∞.
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Figura 4.8: Tenso˜es e1 e e2 para o controlador LRC + H∞.
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Figura 4.9: Posic¸a˜o zy para o controlador CL H∞.
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Figura 4.10: Tenso˜es e1 e e2 para o controlador CL H∞.
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Figura 4.11: Posic¸a˜o zy para o controlador LRR + H∞.
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Figura 4.12: Tenso˜es e1 e e2 para o controlador LRR + H∞.
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4.5 Conclusa˜o
Neste cap´ıtulo foi realizada a comparac¸a˜o entre os treˆs me´todos de controle vistos
no Cap´ıtulo 1: o controle linear calculado para a aproximac¸a˜o do sistema na˜o linear
e aplicado diretamente ao mesmo, a linearizac¸a˜o por realimentac¸a˜o cla´ssica associada
a um controlador linear e a linearizac¸a˜o por realimentac¸a˜o robusta associada a um
controlador linear. Foram utilizados controladores lineares do tipo H∞, obtidos pelo
me´todo de s´ıntese de McFarlane-Glover. A robustez de cada um dos me´todos foi testada
atrave´s de um exemplo de aplicac¸a˜o, a suspensa˜o magne´tica.
O controlador LRR + H∞, que corresponde ao controlador na˜o linear robusto pro-
posto no Cap´ıtulo 2, apresentou bons resultados, o que confirma sua robustez em relac¸a˜o
a variac¸o˜es de paraˆmetros significativas. Este resultado e´ coerente com o estudo teo´rico
apresentado no Cap´ıtulo 2.
Os controladores LRC + H∞ e CL H∞ mostraram-se na˜o robustos, evidenciando,
no primeiro caso, a fragilidade da forma de Brunovsky e, no segundo caso, a grande
influeˆncia da diferenc¸a entre o sistema na˜o linear e a sua aproximac¸a˜o linear longe do
ponto de equil´ıbrio.
Ale´m disso, observa-se que e´ muito mais fa´cil realizar o loop-shaping quando a
linearizac¸a˜o por realimentac¸a˜o robusta e´ utilizada, em comparac¸a˜o a` linearizac¸a˜o por
realimentac¸a˜o cla´ssica.
CAPI´TULO 5
Aplicac¸a˜o:
Suspensa˜o Magne´tica SISO
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5.1 Introduc¸a˜o
O objetivo deste cap´ıtulo e´ avaliar, atrave´s de um exemplo, o desempenho e a
robustez do controlador na˜o linear robusto associado aos observadores apresentados no
Cap´ıtulo 3: o observador linear de ordem reduzida, o observador na˜o linear de ordem
reduzida e o observador na˜o linear com termo integral. O controle na˜o linear robusto
utilizado combina a linearizac¸a˜o por realimentac¸a˜o robusta a um controlador linear do
tipo H∞ obtido pelo me´todo de s´ıntese de McFarlane-Glover.
O exemplo escolhido e´ uma suspensa˜o magne´tica com um u´nico eletro´ıma˜ que
mante´m uma esfera meta´lica suspensa no ar. Neste caso, a forc¸a magne´tica contrapo˜e-
se a` forc¸a gravitacional, posicionando a esfera. As na˜o linearidades desta suspensa˜o
sa˜o associadas a` forc¸a magne´tica e a` indutaˆncia do circuito eletromagne´tico.
Este sistema, mais simples que a suspensa˜o magne´tica com quatro po´los apresen-
tada no Cap´ıtulo 4.1, na˜o tem uma aplicac¸a˜o industrial direta, mas permite o estudo
de sistemas complexos como ve´ıculos em suspensa˜o magne´tica. Ale´m disso, e´ muito
utilizado como exemplo em livros e cursos de controle na˜o linear. Portanto, o interesse
por este sistema e´ acadeˆmico e dida´tico.
Na literatura, ha´ va´rios trabalhos que propo˜em controladores lineares para este
sistema, com eˆnfase na robustez. Destes, pode-se citar, por exemplo, o controlador
obtido por s´ıntese H∞ em [35] e o controlador obtido por µ-s´ıntese em [13]. Aplicac¸o˜es
dida´ticas desta suspensa˜o magne´tica sa˜o descritas em [21] e [37].
O modelo da suspensa˜o magne´tica e´ descrito na Sec¸a˜o 5.2 deste cap´ıtulo. Na Sec¸a˜o
5.3, apresenta-se o projeto do controlador na˜o linear robusto para este sistema, in-
cluindo a linearizac¸a˜o por realimentac¸a˜o robusta e a s´ıntese H∞. O projeto dos treˆs
diferentes observadores (o observador linear de ordem reduzida, o observador na˜o li-
near de ordem reduzida e o observador na˜o linear com termo integral) e´ apresentado na
Sec¸a˜o 5.4. Resultados de simulac¸a˜o que permitem comparar o desempenho e robustez
destes observadores sa˜o mostrados na Sec¸a˜o 5.5.
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5.2 Modelo da Suspensa˜o Magne´tica SISO
Seja a suspensa˜o magne´tica mostrada na Figura 5.1. Este sistema e´ composto por
uma esfera meta´lica de massa m suspensa verticalmente por um eletro´ıma˜ atrave´s da
forc¸a magne´tica F (z, i), que contrapo˜e a forc¸a gravitacional mg. A forc¸a magne´tica e´
produzida pela corrente i que circula no circuito eletromagne´tico e depende da tensa˜o
e aplicada ao mesmo. O circuito tem indutaˆncia na˜o linear L(z) e resisteˆncia R. A
entrada de controle da suspensa˜o magne´tica e´ a tensa˜o e, enquanto a sa´ıda mensura´vel
e´ a posic¸a˜o z. A modelagem utilizada neste trabalho foi proposta em [13].
i
e
Fz
mg
Figura 5.1: Esquema da suspensa˜o magne´tica SISO.
A suspensa˜o magne´tica pode ser dividida em dois subsistemas: o subsistema
mecaˆnico
m
d2z
dt2
= mg + F (z, i) (5.1)
e o subsistema ele´trico
d (L(z)i)
dt
+Ri = e (5.2)
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A forc¸a magne´tica do eletro´ıma˜ e´ dada por
F (z, i) = −k1
(
i
z + k2
)2
(5.3)
e a indutaˆncia na˜o linear do circuito e´ dada por
L(z) =
2k1
z + k2
+ L0 (5.4)
sendo k1 e k2 constantes que dependem da construc¸a˜o do sistema.
Substituindo (5.3) e (5.4) em (5.1) e (5.2), obte´m-se o modelo para o sistema
di
dt
=
(
z + k2
L0(z + k2) + 2k1
)(
e−Ri+
2k1i
(z + k2)2
dz
dt
)
d2z
dt2
= g −
k1
m
(
i
z + k2
)2 (5.5)
Escolhendo as varia´veis de estado x1 = i, x2 = z e x3 = z˙ e a entrada de controle
u = e, o sistema (5.5) pode ser reescrito como
x˙1 =
(u−Rx1)(x2 + k2) +
2k1x1x3
x2+k2
L0(x2 + k2) + 2k1
x˙2 = x3
x˙3 = g −
k1x
2
1
m(x2 + k2)2
(5.6)
cujo ponto de equil´ıbrio e´
x10 =
e0
R
x20 =
e0
R
√
k1
gm
− k2
x30 = 0
(5.7)
sendo e0 a tensa˜o inicial aplicada.
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Definindo o novo estado 

x˜1
x˜2
x˜3

 =


x1 − x10
x2 − x20
x3

 (5.8)
e a nova entrada de controle
u˜ = u− e0 (5.9)
e considerando a sa´ıda mensura´vel
y = x˜2 (5.10)
obte´m-se a nova equac¸a˜o de estados do sistema


˙˜x1
˙˜x2
˙˜x3


︸ ︷︷ ︸
˙˜x
=


(e0−R(x˜1+x10))(x˜2+x20+k2)+
2k1(x˜1+x10)x˜3
x˜2+x20+k2
L0(x˜2+x20+k2)+2k1
x˜3
g − k1(x˜1+x10)
2
m(x˜2+x20+k2)2


︸ ︷︷ ︸
f(x˜)
+


x˜2+x20+k2
L0(x˜2+x20+k2)+2k1
0
0


︸ ︷︷ ︸
g(x˜)
u˜
y = x˜2︸︷︷︸
h(x˜)
(5.11)
cujo ponto de equil´ıbrio e´ x˜10 = x˜20 = x˜30 = 0.
Os valores nominais dos paraˆmetros do sistema, retirados de [13], sa˜o apresentados
na Tabela 5.1.
Paraˆmetro Valor Nominal
m 1.75 kg
g 9.81 m/s2
k1 2.9× 10
−4 Hm
k2 −6.41× 10
−4 m
R 23.2 Ω
L0 3.75× 10
−1 H
e0 24.6 V
Tabela 5.1: Valores nominais dos paraˆmetros da suspensa˜o magne´tica SISO.
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5.3 Projeto do Controlador
Nesta sec¸a˜o, apresenta-se o projeto de um controlador na˜o linear robusto para a
suspensa˜o magne´tica SISO. O projeto deste controlador consiste em duas etapas:
• A determinac¸a˜o da lei de linearizac¸a˜o por realimentac¸a˜o robusta, de acordo com
o me´todo descrito no Cap´ıtulo 1.
• A s´ıntese do controlador linear H∞ para o sistema obtido apo´s a linearizac¸a˜o por
realimentac¸a˜o, utilizando o me´todo de McFarlane-Glover descrito no Cap´ıtulo 2.
Linearizac¸a˜o por Realimentac¸a˜o Robusta
O sistema na˜o linear (5.11) satisfaz as hipo´teses H1, H2 e H31, portanto, pela
Proposic¸a˜o 1.1, existe uma func¸a˜o λ1(x˜) = x˜2, com grau relativo r1 = 3 tal que o
sistema dado por


˙˜x1
˙˜x2
˙˜x3

 =


(e0−R(x˜1+x10))(x˜2+k˜2)+
2k1(x˜1+x10)x˜3
x˜2+k˜2
L0(x˜2+k˜2)+2k1
x˜3
g − k1(x˜1+x10)
2
m(x˜2+k˜2)2

+


x˜2+k˜2
L0(x˜2+k˜2)+2k1
0
0

 u˜
y = x˜2
(5.12)
e´ lineariza´vel por realimentac¸a˜o2.
Pela Proposic¸a˜o 1.4, a linearizac¸a˜o por realimentac¸a˜o robusta do sistema (5.12) e´
realizada utilizando-se o difeomorfismo
xr = φr(x˜) (5.13)
1A verificac¸a˜o das hipo´teses H1, H2 e H3 foi feita utilizando o programa crlin no Matlab. Este
programa foi tambe´m utilizado para determinar as func¸o˜es αr(x˜), βr(x˜) e φr(x˜). O programa crlin e´
apresentado no Apeˆndice D.
2Para simplificar a notac¸a˜o, utilizou-se a nova constante k˜2 = x20 + k2.
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e a realimentac¸a˜o de estados
u˜ = αr(x˜) + βr(x˜)vr (5.14)
sendo
αr(x˜) =
(x˜2 + k˜2)(L0(x˜2 + k˜2) + 2k1)
(x˜1 + x10)(L0k˜2 + 2k1)

mk˜2R
(
g − k1(x˜1+x10)
2
m(x˜2+k˜2)2
)
2k1
−
x210(Rx˜2 + L0x˜3)
k˜22

+
+R(x˜1 + x10)− e0 +
L0(x˜1 + x10)x˜3
x˜2 + k˜2
(5.15)
βr(x˜) =
x10(x˜2 + k˜2)(L0(x˜2 + k˜2) + 2k1)
k˜2(x˜1 + x10)(L0k˜2 + 2k1)
(5.16)
φr(x˜) =


x10x˜2
k˜2
−
mk˜22

g−
k1(x˜1+x10)
2
m(x˜2+k˜2)
2

2k1x10
x˜2
x˜3

 (5.17)
O sistema linearizado e´ dado por
x˙r =


−Rk˜2
L0k˜2+2k1
2k1(e0−Rx10)
(L0k˜2+2k1)2
2k1x10
k˜2(L0k˜2+2k1)
0 0 1
−2k1x10
mk˜22
2k1x210
mk˜32
0


︸ ︷︷ ︸
Ar
xr +


k˜2
L0k˜2+2k1
0
0


︸ ︷︷ ︸
Br
vr (5.18)
que e´ equivalente a` aproximac¸a˜o linear de (5.12) em torno de x˜0 = 0.
S´ıntese do Controlador Linear H∞
Apo´s a obtenc¸a˜o do sistema linearizado por realimentac¸a˜o, passa-se ao projeto do
controlador linear. Este controlador e´ projetado atrave´s do me´todo de s´ıntese H∞ de
McFarlane-Glover com loop-shaping apresentado na Sec¸a˜o 2.6.
Considerando que o estado do sistema e´ conhecido, a matriz de transfereˆncia do
sistema (5.18) e´ dada por Gr(s) = (sI − Ar)
−1Br ou, substituindo os paraˆmetros da
5. Aplicac¸a˜o: Suspensa˜o Magne´tica SISO 102
Tabela 5.1,
Gr(s) =


2(s−67.1)(s+61.7)
(s−61.8)(s2+107.5s+3324)
−36.4
(s−61.8)(s2+107.5s+3324)
−36.4s
(s−61.8)(s2+107.5s+3324)

 (5.19)
Este sistema e´ controlado pela realimentac¸a˜o de estados
vr = Krxr (5.20)
Para projetar o controlador Kr, faz inicialmente o loop-shaping de Gr. Neste caso,
utiliza-se somente a po´s-compensac¸a˜o Wr, na forma
Gsr = WrGr (5.21)
com
Wr =


10 0 0
0 10
5(s+20)
s
0
0 0 1000

 (5.22)
A matriz de ponderac¸a˜o Wr adiciona um integrador a` segunda linha da matriz de
transfereˆncia Gsr, para evitar erros em regime permanente na posic¸a˜o x˜2 da esfera no
caso de refereˆncias constantes. Nesta mesma linha, o zero posicionado em −20 melhora
o desempenho do sistema. A`s outras linhas de Gsr sa˜o adicionados somente ganhos,
respeitando as especificac¸o˜es descritas na Sec¸a˜o 2.6, ou seja, ganhos elevados em baixas
frequ¨eˆncias e ganhos baixos em altas frequ¨eˆncias. Os diagramas de valores singulares
de Gr e Gsr sa˜o mostrados na Figura 5.2.
A seguir, o controlador Ksr para o sistema aumentado Gsr e´ calculado
3 utilizando
a expressa˜o (2.39) dada no Lema 2.2, com γr = 4.1, garantindo ı´ndice de robustez de
24%.
O controlador Kr e´ dado por
Kr = KsrWr (5.23)
3Este controlador e´ calculado no Matlab pelo programa Knrcf, apresentado no Apeˆndice D.
5. Aplicac¸a˜o: Suspensa˜o Magne´tica SISO 103
10−1 100 101 102 103 104 105
−150
−100
−50
0
50
100
Freqüência (rad/s)
Va
lo
re
s 
Si
ng
ul
ar
es
 (d
B)
Linearização Robusta
G
r
W
r
G
r
K
r
G
r
Figura 5.2: Diagrama de valores singulares de Gr, WrGr e KrGr.
O diagrama de valores singulares de KrGr tambe´m e´ mostrado na Figura 5.2. Nota-
se que a s´ıntese H∞ aumentou a inclinac¸a˜o da curva de valores singulares nas altas
frequ¨eˆncias (em relac¸a˜o ao modelo Gsr), o que melhora as caracter´ısticas de robustez
do sistema.
Desempenho Nominal
Para verificar o desempenho nominal do controlador na˜o linear robusto, realiza-se
uma simulac¸a˜o na qual o sistema parte de uma posic¸a˜o inicial z0 = 5.5 mm e deve
retornar ao seu equil´ıbrio. O comportamento da posic¸a˜o z, que corresponde a` sa´ıda do
sistema, e´ mostrado na Figura 5.3, enquanto o da tensa˜o e e´ mostrado na Figura 5.4.
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Figura 5.3: Posic¸a˜o z no caso nominal.
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Figura 5.4: Tensa˜o e no caso nominal.
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5.4 S´ıntese dos Observadores
Como visto na Sec¸a˜o 5.3, o sistema na˜o linear


˙˜x1
˙˜x2
˙˜x3

 =


(e0−R(x˜1+x10))(x˜2+k˜2)+
2k1(x˜1+x10)x˜3
x˜2+k˜2
L0(x˜2+k˜2)+2k1
x˜3
g − k1(x˜1+x10)
2
m(x˜2+k˜2)2

+


x˜2+k˜2
L0(x˜2+k˜2)+2k1
0
0

 u˜
y = x˜2
(5.24)
e´ lineariza´vel por realimentac¸a˜o e, portanto, o Lema 3.1 estabelece que ele e´ tambe´m
observa´vel. O estado x˜2 e´ conhecido e os estados x˜1 e x˜3 devem ser estimados.
Nesta sec¸a˜o, sa˜o projetados treˆs diferentes observadores para o sistema (5.24):
• O observador linear de ordem reduzida, dado pela Proposic¸a˜o 3.2 e implementado
de acordo com o diagrama de blocos da Fig. 3.2.
• O observador na˜o linear de ordem reduzida, dado pela Proposic¸a˜o 3.3 e imple-
mentado de acordo com o diagrama de blocos da Fig. 3.1.
• O observador na˜o linear com termo integral, dado pela Lema 3.2 e implementado
de acordo com o diagrama de blocos da Fig. 3.1.
Para a construc¸a˜o do observador linear, utiliza-se a aproximac¸a˜o linear do sistema
(5.24) em torno do ponto x0 = 0. Substituindo os paraˆmetros da Tabela 5.1, esta
aproximac¸a˜o e´ dada por
x˙r =


−45.7 0 63.7
0 0 1
−18.5 4502 0


︸ ︷︷ ︸
Ar
xr +


2
0
0


︸ ︷︷ ︸
Br
vr
y =
[
0 1 0
]
︸ ︷︷ ︸
Cr
xr
(5.25)
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Observador Linear de Ordem Reduzida
Inicialmente, o sistema linear (5.25) e´ posto na forma adequada para a utilizac¸a˜o
de um observador linear de ordem reduzida. Para tanto, e´ escolhida a matriz
V =


0 1 0
1 0 0
0 0 1

 (5.26)
que permite realizar a transformac¸a˜o de base (3.17). Assim, obteˆm-se as matrizes
particionadas do sistema (5.25), que sa˜o
A¯11 =
[
0
]
, A¯12 =
[
0 1
]
, A¯21 =

 0
4502

 , A¯22 =

−45.7 63.7
−18.5 0

 (5.27)
B¯1 =
[
0
]
, B¯2 =

 2
0

 (5.28)
Como o par (A¯12, A¯22) e´ observa´vel, pela Proposic¸a˜o 3.2, o observador linear de
ordem reduzida para o sistema (5.25) e´ dado por
z˙ = (A¯22 − LA¯12)z + (A¯22 − LA¯12)Ly + (A¯21 − LA¯11)y + (B¯2 − LB¯1)vr
xˆr = V
−1

 y
z + Ly

 (5.29)
Os zeros do sistema (Ar, Br, Cr) (e, consequ¨entemente, os zeros de (A¯22, B¯2, A¯12))
esta˜o no infinito, o que permite de posicionar livremente os po´los de A¯22 − LA¯12 no
semiplano esquerdo. O ganho do observador e´ escolhido como
L =

26.44
34.34

 (5.30)
pois, para esta escolha de L, os autovalores de A¯22 − LA¯12 sa˜o p1 = −40 + 25.6189i
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e p2 = −40 − 25.6189i, enquanto os autovalores de A¯22 sa˜o p1 = −22.83 + 25.6189i
e p2 = −22.83 − 25.6189i. Assim, os autovalores sa˜o deslocados a` esquerda dos seus
valores iniciais, o que aumenta a velocidade de convergeˆncia do erro de estimac¸a˜o. Na˜o
e´ poss´ıvel utilizar um ganho maior pois observa-se nas simulac¸o˜es que a malha fechada
torna-se insta´vel.
Observador Na˜o Linear de Ordem Reduzida
Para utilizar o observador na˜o linear de ordem reduzida, e´ necessa´rio colocar o
sistema na˜o linear (5.24) na forma adequada. A matriz
V =

 1 0 0
0 0 1

 (5.31)
garante que a transformac¸a˜o de estado (3.25)


y
ξ1
ξ2

 = P (x) =


x˜2
x˜1
x˜3

 (5.32)
e´ invers´ıvel.
Nas novas coordenadas, o sistema e´ dado por

y˙
ξ˙

 =

η(y, ξ, u˜)
ϕ(y, ξ, u˜)

 (5.33)
com
η(y, ξ, u˜) = ξ2 (5.34)
ϕ(y, ξ, u˜) =

 (e0−R(ξ1+x10))(y+k˜2)+
2k1(ξ1+x10)ξ2
y+k˜2
+(y+k˜2)u˜
L0(y+k˜2)+2k1
g − k1(ξ1+x10)
2
m(y+k˜2)2

 (5.35)
Pela Proposic¸a˜o 3.3, o observador na˜o linear de ordem reduzida para o sistema
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(5.24) e´ dado por
z˙ = ϕ(y, z + Lry, u˜)− Lrη(y, z + Lry, u˜)
ˆ˜x = P−1(y, z + Lry)
(5.36)
sendo ξ = z + Lry.
Como na˜o existe uma metodologia para a escolha do ganho Lr, optou-se por utilizar
o mesmo ganho do observador linear de ordem reduzida, portanto
Lr = L =

26.44
34.34

 (5.37)
Observador Na˜o Linear com Termo Integral
Inicialmente, define-se o estado aumentado
z =
[
z11 z12 z13 z21 z22 z23
]T
=
[
x˜1 x˜2 x˜3 ˙˜x1 ˙˜x2 ˙˜x3
]T
(5.38)
Para este estado, o sistema aumentado obtido a partir do sistema (5.24) e´
z˙ = fa(z, u˜) + ga(z) ˙˜u
ya = ha(z)
(5.39)
no qual
fa(z, u˜) =


z21
z22
z23
∂f1(z)
∂z11
z21 +
∂f1(z)
∂z12
z22 +
∂g1(z)
∂z12
z22u˜+
∂f1(z)
∂z13
z23
z23
∂f3(z)
∂z11
z21 +
∂f3(z)
∂z12
z22


(5.40)
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ga(z) =


0
0
0
z12+k˜2
L0(z12+k˜2)+2k1
0
0


(5.41)
ha(z) =

z12
z22

 (5.42)
ya =

y
y˙

 (5.43)
Pelo Lema 3.2, o observador na˜o linear com termo integral para o sistema (5.39) e´
dado por
˙ˆz = fa(zˆ, u˜) + ga(zˆ) ˙˜u+ La(zˆ, u˜) (ya − ha(zˆ))
ˆ˜x =


zˆ11
zˆ12
zˆ13


(5.44)
Optou-se por utilizar uma matriz La constante na forma
La =

La1 La2
La3 La4

 (5.45)
na qual as matrizes La1, La2, La3 e La4 sa˜o escolhidas de acordo com as indicac¸o˜es
dadas no Cap´ıtulo 3:
• As matrizes La1 e La2 sa˜o ganhos de integrac¸a˜o escolhidos como
La1 = La2 =
[
0 10 0
]T
(5.46)
5. Aplicac¸a˜o: Suspensa˜o Magne´tica SISO 110
• A matriz La3 e´ nula, ou seja,
La3 =
[
0 0 0
]T
(5.47)
• A matriz La4 e´ escolhida como
La4 =
[
−299380 644 132501
]T
(5.48)
Esta escolha esta´ baseada em um observador linear para o sistema linear derivado
x¨r = Arx˙r +Brv˙r
y˙ = Crx˙r
(5.49)
e, como os zeros do sistema (Ar, Br, Cr) esta˜o no infinito, e´ poss´ıvel posicionar
livremente os po´los de Ar−La4Cr no semiplano esquerdo. Para este valor de La4,
os autovalores de Ar − La4Cr sa˜o p1 = −240, p2 = −230 e p3 = −220.
5.5 Simulac¸o˜es
Nesta sec¸a˜o, sa˜o apresentados resultados de simulac¸o˜es tendo por objetivo mostrar
as diferenc¸as de desempenho e robustez dos observadores propostos para a suspensa˜o
magne´tica SISO. As simulac¸o˜es foram realizadas no Simulink/Matlab, utilizando o al-
goritmo de integrac¸a˜o de passo varia´vel ode45/Dormand-Prince com um passo ma´ximo
de 0.1 ms. Foram simulados:
(i) O controlador na˜o linear robusto, formado pela linearizac¸a˜o por realimentac¸a˜o
robusta combinada ao controlador linear H∞, no caso em que o estado e´ conhecido.
(ii) O controlador na˜o linear robusto associado ao observador linear de ordem redu-
zida, de acordo com o esquema da Figura 3.2.
(iii) O controlador na˜o linear robusto associado ao observador na˜o linear de ordem
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reduzida, de acordo com o esquema da Figura 3.1.
(iv) O controlador na˜o linear robusto associado ao observador na˜o linear com termo
integral, de acordo com o esquema da Figura 3.1.
Supoˆs-se que os paraˆmetros m, R, L0, k1 e k2 apresentam variac¸o˜es de ±2%. Assim,
as 32 diferentes combinac¸o˜es dos seus valores extremos foram testadas em cada caso. No
caso (iv), foram tambe´m testadas variac¸o˜es de ±10% dos paraˆmetros para evidenciar
a robustez do sistema de controle utilizado.
Os resultados para o caso (i) sa˜o dados na Figura 5.5 (posic¸a˜o z) e na Figura 5.6
(tensa˜o e). O sistema e´ esta´vel para todas as combinac¸o˜es de paraˆmetros, ale´m disso
apresenta bom desempenho, muito pro´ximo do desempenho no caso nominal. Observa-
se enta˜o que a robustez esperada e´ obtida pelo controlador na˜o linear robusto.
Os resultados para o caso (ii) sa˜o dados na Figura 5.7 (posic¸a˜o z) e na Figura 5.8
(tensa˜o e). A inserc¸a˜o do observador linear de ordem reduzida modifica o desempenho
nominal do sistema (em relac¸a˜o ao caso (i)), causando uma pequena oscilac¸a˜o da res-
posta. Se o ganho do observador e´ aumentado (visando a um aumento da velocidade
de convergeˆncia), o sistema pode tornar-se insta´vel. A robustez do sistema e´ pequena,
pois para variac¸o˜es de paraˆmetros de apenas ±2% ja´ se pode perceber diferenc¸as im-
portantes de desempenho.
Os resultados para o caso (iii) sa˜o dados na Figura 5.9 (posic¸a˜o z) e na Figura
5.10 (tensa˜o e). A inserc¸a˜o do observador na˜o linear de ordem reduzida resulta em
um desempenho nominal similar ao caso (i). No entanto, como no caso (ii), a robustez
do sistema e´ pequena, pois sa˜o percebidas diferenc¸as na resposta para variac¸o˜es de
paraˆmetros de apenas ±2%.
Os resultados para o caso (iv) sa˜o dados na Figura 5.11 (posic¸a˜o z) e na Figura
5.12 (tensa˜o e) para as variac¸o˜es de ±2% e na Figura 5.13 (posic¸a˜o z) e na Figura
5.14 (tensa˜o e) para as variac¸o˜es de ±10% . Neste caso, o controlador na˜o linear ro-
busto associado ao observador na˜o linear com termo integral mostrou bom desempenho
nominal e grande robustez, mesmo para variac¸o˜es de paraˆmetros de ate´ ±10%.
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Figura 5.5: Posic¸a˜o z para o caso (i), com variac¸a˜o de paraˆmetros de ±2%.
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Figura 5.6: Tensa˜o e para o caso (i), com variac¸a˜o de paraˆmetros de ±2%.
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Figura 5.7: Posic¸a˜o z para o caso (ii), com variac¸a˜o de paraˆmetros de ±2%.
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Figura 5.8: Tensa˜o e para o caso (ii), com variac¸a˜o de paraˆmetros de ±2%.
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Figura 5.9: Posic¸a˜o z para o caso (iii), com variac¸a˜o de paraˆmetros de ±2%.
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Figura 5.10: Tensa˜o e para o caso (iii), com variac¸a˜o de paraˆmetros de ±2%.
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Figura 5.11: Posic¸a˜o z para o caso (iv), com variac¸a˜o de paraˆmetros de ±2%.
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Figura 5.12: Tensa˜o e para o caso (iv), com variac¸a˜o de paraˆmetros de ±2%.
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Figura 5.13: Posic¸a˜o z para o caso (iv), com variac¸a˜o de paraˆmetros de ±10%.
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Figura 5.14: Tensa˜o e para o caso (iv), com variac¸a˜o de paraˆmetros de ±10%.
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5.6 Conclusa˜o
Neste cap´ıtulo foi realizada a avaliac¸a˜o do desempenho e da robustez do controla-
dor na˜o linear robusto quando associado aos treˆs diferentes observadores propostos (o
observador linear de ordem reduzida, o observador na˜o linear de ordem reduzida e o
observador na˜o linear com termo integral). Cada um destes casos foi testado atrave´s
de um exemplo de aplicac¸a˜o, a suspensa˜o magne´tica.
Quanto ao caso nominal, todos os treˆs observadores mostraram bom desempenho,
sendo que para o observador linear de ordem reduzida a resposta do sistema apresenta
oscilac¸o˜es que tendem a aumentar se o ganho do observador e´ aumentado.
Quando ha´ variac¸o˜es de paraˆmetros no sistema, tanto o observador linear de ordem
reduzida como o observador na˜o linear de ordem reduzida mostraram pouca robustez,
com os respectivos sistemas em malha fechada permanecendo esta´veis apenas para
pequenas variac¸o˜es (em torno de 2%).
Por outro lado, o controlador na˜o linear robusto associado ao observador na˜o linear
com termo integral apresentou bons resultados. O sistema em malha fechada mostrou-
se robusto em relac¸a˜o a variac¸o˜es de paraˆmetros maiores (de ate´ 10%). Ale´m disso, os
resultados obtidos sa˜o compara´veis a`queles que sa˜o encontrados na literatura para o
caso em que o estado e´ conhecido.
O estudo teo´rico desta u´ltima lei de controle, que e´ original, e´ uma perspectiva para
trabalhos futuros.
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Nesta tese, mostrou-se a viabilidade e o interesse de um controlador na˜o linear
robusto que combina a linearizac¸a˜o por realimentac¸a˜o robusta a um controlador linear
H∞. A associac¸a˜o destes dois me´todos permite a obtenc¸a˜o de um controle robusto pois a
transformac¸a˜o realizada pela linearizac¸a˜o por realimentac¸a˜o respeita o comportamento
do sistema na˜o linear, permitindo que as propriedades do controlador linear H∞ sejam
conservadas. Em particular, utilizou-se para a s´ıntese deste controlador linear robusto
o me´todo de McFarlane-Glover com loop-shaping, que permite tambe´m de especificar
o desempenho desejado para o sistema em malha fechada. Em seguida, a robustez do
controle na˜o linear assim obtido foi demonstrada teoricamente no Cap´ıtulo 2.
Mostrou-se tambe´m que este controlador e´ de fa´cil determinac¸a˜o; seu projeto con-
siste em duas fases bem definidas:
• A definic¸a˜o da malha de linearizac¸a˜o por realimentac¸a˜o robusta, conforme a me-
todologia descrita no Cap´ıtulo 1.
• A s´ıntese do controlador linear H∞ para o sistema obtido apo´s a realizac¸a˜o da
linearizac¸a˜o por realimentac¸a˜o, utilizando a metodologia de McFarlane-Glover
com loop-shaping descrita no Cap´ıtulo 2.
Ale´m disso, a s´ıntese do controlador linear e´ simplificada pois as varia´veis do sistema
linearizado conservam seu significado f´ısico quando a linearizac¸a˜o por realimentac¸a˜o
robusta e´ utilizada.
Os resultados das simulac¸o˜es realizadas para a suspensa˜o magne´tica com quatro
po´los evidenciam as vantagens deste me´todo em relac¸a˜o aos dois outros me´todos testa-
dos (o controle linear direto e a linearizac¸a˜o por realimentac¸a˜o cla´ssica associada a um
controlador H∞). O controlador na˜o linear robusto proporcionou excelentes resultados
em uma situac¸a˜o cr´ıtica, na qual o sistema foi submetido a grandes incertezas e seu
estado inicial foi afastado do ponto de equil´ıbrio. Por outro lado, os demais me´todos
mostraram fraca robustez e/ou desempenho insuficiente.
A segunda etapa deste trabalho consistiu no estudo de observadores na˜o lineares,
visando a estender o campo de aplicac¸a˜o da linearizac¸a˜o por realimentac¸a˜o robusta aos
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sistemas cujo estado na˜o e´ conhecido (desde que sejam observa´veis). Treˆs diferentes
tipos de observadores foram analisados e os resultados preliminares deste estudo foram
apresentados neste documento. Como uma demonstrac¸a˜o teo´rica de robustez na˜o foi
obtida, este problema permanece aberto.
Contudo, os resultados das simulac¸o˜es realizadas para a suspensa˜o magne´tica com
um u´nico eletro´ıma˜ mostram que esta abordagem e´ promissora e deve ser estudada de
maneira mais aprofundada.
Em resumo, podem ser citadas como principais contribuic¸o˜es desta tese:
• Proposic¸a˜o de uma forma sistematizada de s´ıntese de um controlador robusto
para sistemas na˜o lineares afins na entrada.
• Demonstrac¸a˜o de estabilidade e robustez do controlador na˜o linear robusto obtido
pela combinac¸a˜o da linearizac¸a˜o por realimentac¸a˜o robusta com o controlador
linear H∞.
• Realizac¸a˜o de simulac¸o˜es com a suspensa˜o magne´tica MIMO que comprovam os
resultados teo´ricos a respeito do controlador na˜o linear robusto.
• Proposic¸a˜o do observador na˜o linear com termo integral.
• Extensa˜o do me´todo de controlador na˜o linear robusto para o caso de estimac¸a˜o
de estados com treˆs diferentes observadores (resultados ainda preliminares).
• Realizac¸a˜o de simulac¸o˜es com a suspensa˜o magne´tica SISO que mostram o bom
desempenho e a robustez do observador na˜o linear com termo integral.
Para trabalhos futuros, sa˜o propostas as seguintes direc¸o˜es de pesquisa:
• Realizar testes experimentais de aplicac¸a˜o do controlador na˜o linear robusto a um
sistema real. Estes testes teˆm como objetivo complementar o estudo desenvolvido
neste trabalho, que ja´ compreendeu a parte teo´rica e simulac¸o˜es.
• Aprofundar o estudo do observador na˜o linear com termo integral.
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• Obter uma demonstrac¸a˜o teo´rica de estabilidade da associac¸a˜o do controlador
na˜o linear robusto ao observador na˜o linear com termo integral.
• Aplicar este me´todo a um sistema MIMO.
• Realizar tambe´m testes experimentais utilizando o controlador na˜o linear robusto
associado ao observador na˜o linear com termo integral.
• Estudar a associac¸a˜o do me´todo de linearizac¸a˜o por realimentac¸a˜o robusta a
outros tipos de controladores lineares, especialmente aqueles vindos da teoria de
jogos.
Uma lista das publicac¸o˜es da autora desta tese, em ordem cronolo´gica, e´ apresentada
na sequ¨eˆncia:
Publicac¸o˜es durante o Mestrado
• Pagano, D. J., Normey-Rico, J. E. e Franco, A. L. D., “Stability analysis of a
modified smith predictor for integrative plants with dead-time uncertainties and
saturations”. Proceedings of the 40th IEEE Conference on Decision and Control,
Orlando, USA, Dezembro 2001.
• Franco, A. L. D., De Pieri, E. R., Castelan, E. B. e Guenther, R., “Design
and control of hydraulic actuators: simulations and experimental results”. Pro-
ceedings of the 15th IFAC World Congress on Automatic Control, Barcelona,
Espanha, Julho 2002.
• Franco, A. L. D., De Pieri, E. R., Castelan, E. B., Guenther, R. e Valdiero, A.
C., “Estudo experimental de controladores PID e 2DOF aplicados a um atuador
hidra´ulico”. Anais do XIV Congresso Brasileiro de Automa´tica, Natal, Brasil,
Setembro 2002.
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Publicac¸o˜es durante a Tese
• Franco, A. L. D., De Pieri, E. R., Castelan, E. B., Guenther, R. e Valdiero,
A. C., “Design and experimental evaluation of position controllers for hydraulic
actuators: backstepping and LQR-2DOF controllers”. International Journal of
Fluid Power, vol. 5, n◦ 3, Novembro 2004.
• Jungers, M., Franco, A. L. D., De Pieri, E. R. e Abou-Kandil, H., “Nash
strategy applied to active magnetic bearing control”. Proceedings of the 16th
IFAC World Congress on Automatic Control, Praga, Repu´blica Tcheca, Julho
2005.
• Franco, A. L. D., Bourle`s, H. e De Pieri, E. R., “A robust nonlinear controller
with application to a magnetic bearing system”. Proceedings of the 44th IEEE
Conference on Decision and Control, Sevilha, Espanha, Dezembro 2005.
• Franco, A. L. D., Bourle`s, H., De Pieri, E. R. e Guillard, H., “Robust non-
linear control associating robust feedback linearization and H∞ control”. IEEE
Transactions on Automatic Control, a ser publicado, Julho 2006.
Artigos Submetidos
• Ramirez, A. R. G., Franco, A. L. D., De Pieri, E. R. e Guenther, R., “Cas-
cade control with friction compensation for a flexible joint robot: theory and
experimental evaluation”. Submetido a Mechatronics.
• Do Amaral, S., Franco, A. L. D., De Pieri, E. R. e Guenther, R., “Variable
structure control of rigid robot manipulators interacting with dynamic environ-
ments”. Submetido a IEEE Transactions on Robotics.
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Neste apeˆndice, sa˜o apresentadas as definic¸o˜es de noc¸o˜es cla´ssicas da geometria
diferencial, tais como gradiente, matriz jacobiana, derivada de Lie e colchete de Lie.
Descric¸o˜es mais detalhadas podem ser encontradas em [22, 36, 41].
Definic¸a˜o A.1 (Gradiente). Seja h : Rn → R uma func¸a˜o escalar suave de x ∈ Rn.
O gradiente de h(x), denotado ∇h, e´ definido como
∇h =
∂h
∂x
(A.1)
Assim, o gradiente e´ um vetor linha formado pelos elementos ∇hi = ∂h/∂xi.
Definic¸a˜o A.2 (Matriz Jacobiana). Seja f : Rn → Rp um campo vetorial suave de
x ∈ Rn. A matriz jacobiana de f(x), denotada ∇f , e´ definida como
∇f =
∂f
∂x
(A.2)
Assim, a matriz jacobiana e´ uma matriz p×n formada pelos elementos ∇fi,j = ∂fi/∂xj.
Definic¸a˜o A.3 (Derivada de Lie). Sejam h : Rn → R uma func¸a˜o escalar suave de
x ∈ Rn e f : Rn → Rn um campo vetorial suave em Rn. A derivada de Lie de h(x)
com respeito a f(x), denotada Lfh, e´ uma func¸a˜o escalar definida como
Lfh = ∇h f (A.3)
Por definic¸a˜o,
L0fh = h (A.4)
A derivada de Lie pode enta˜o ser aplicada recursivamente, resultando em
Lifh = Lf (L
i−1
f h) = ∇(L
i−1
f h) f para i ≥ 1 (A.5)
Se g : Rn → Rn e´ um outro campo vetorial em Rn, enta˜o a func¸a˜o escalar LgLfh e´
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dada por
LgLfh = ∇(Lfh) g (A.6)
Definic¸a˜o A.4 (Colchete de Lie). Sejam f : Rn → Rn e g : Rn → Rn dois campos
vetoriais suaves em Rn. O colchete de Lie de f(x) e g(x), denotado [f, g], e´ um terceiro
campo vetorial definido como
[f, g] = ∇g f −∇f g (A.7)
O colchete de Lie e´ tambe´m denotado adfg.
Por definic¸a˜o,
ad0fg = g (A.8)
O colchete de Lie pode ser aplicado recursivamente, resultando em
adifg = adf (ad
i−1
f g) para i ≥ 1 (A.9)
Para os campos vetoriais suaves f1 : R
n → Rn, f2 : R
n → Rn, g1 : R
n → Rn
e g2 : R
n → Rn, as constantes escalares α1 ∈ R e α2 ∈ R e f , g e h definidos
anteriormente, os colchetes de Lie apresentam as seguintes propriedades:
• Bilinearidade:
[α1f1 + α2f2, g] = α1[f1, g] + α2[f2, g] (A.10)
[f, α1g1 + α2g2] = α1[f, g1] + α2[f, g2] (A.11)
• Anti-simetria:
[f, g] = −[g, f ] (A.12)
• Identidade de Jacobi:
Ladfgh = LfLgh− LgLfh (A.13)
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Neste apeˆndice, sa˜o evocadas as definic¸o˜es de certas noc¸o˜es utilizadas no contexto
de sistemas na˜o lineares, tais como difeomorfismo, distribuic¸a˜o, involutividade e grau
relativo. Descric¸o˜es mais detalhadas podem ser encontradas em [25, 36, 41].
Definic¸a˜o B.1 (Difeomorfismo). A aplicac¸a˜o φ : Ω → Rn, na qual Ω e´ um aberto
de Rn, e´ denominada um difeomorfismo se φ−1(x) existe e se φ(x) e φ−1(x) sa˜o dife-
rencia´veis e cont´ınuas em Ω. Se Ω = Rn, φ(x) e´ um difeomorfismo global.
Definic¸a˜o B.2 (Distribuic¸a˜o). Uma distribuic¸a˜o D em uma variedadeM e´ uma func¸a˜o
que atribui a cada p ∈M um subespac¸o linear D(p) do espac¸o tangente TpM .
Definic¸a˜o B.3 (Involutividade). Uma distribuic¸a˜o D e´ chamada involutive se [X,Y ] ∈
D sempre que X e Y sa˜o campos vetoriais em D.
Definic¸a˜o B.4 (Grau Relativo). Seja o sistema na˜o linear
x˙ = f(x) + g(x)u
y = h(x)
(B.1)
no qual x ∈ Rn representa o estado, u ∈ Rm e´ a entrada de controle, y ∈ Rp e´ a sa´ıda e
f(x), g1(x), . . . , gm(x), h(x) sa˜o campos vetoriais suaves definidos em um subconjunto
aberto de Rn. Cada sa´ıda hj(x) tem grau relativo rj, se
Lgihj(x) = LgiLfhj(x) = · · · = LgiL
rj−2
f hj(x) = 0 ∀i ∈ [1,m]
e se existe pelo menos um i tal que
LgiL
rj−1
f hj(x) 6= 0
O sistema na˜o linear (B.1) tem grau relativo r = r1 + · · ·+ rp.
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C.1 Fatorac¸a˜o de Sistemas Lineares
A fatorac¸a˜o coprima normalizada de sistemas lineares e´ apresentada em muitos
livros dida´ticos, como, por exemplo, em [40].
Seja o sistema linear de m entradas e p sa´ıdas com matriz de transfereˆncia
G(s) = C(sI − A)−1B +D (C.1)
Proposic¸a˜o C.1. A fatorac¸a˜o coprima normalizada a` direita de G(s) e´ dada por
G(s) = NR(s)M
−1
R (s) (C.2)
com
NR =

 A−BS−1(DTC +BTX) BS−1/2
C −DS−1(DTC +BTX) DS−1/2

 (C.3)
e
MR =

 A−BS−1(DTC +BTX) BS−1/2
−S−1(DTC +BTX) S−1/2

 (C.4)
sendo X a u´nica soluc¸a˜o definida positiva da equac¸a˜o alge´brica de Riccati
(A−BS−1DTC)TX +X(A−BS−1DTC)−XBS−1BTX + CTR−1C = 0 (C.5)
para R = I +DDT e S = I +DTD.
Observac¸a˜o: Se G(s) e´ estritamente pro´pria (isto e´, se D = 0), enta˜o
NR(s) = C(sI − A+BB
TX)−1B
MR(s) = I −B
TX(sI − A+BBTX)−1B ⇒ M−1R (s) = I +B
TX(sI − A)−1B
sendo X a u´nica soluc¸a˜o definida positiva de ATX +XA+ CTC −XBBTX = 0.
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Proposic¸a˜o C.2. A fatorac¸a˜o coprima normalizada a` esquerda de G(s) e´ dada por
G(s) =M−1L (s)NL(s) (C.6)
com
NL =

 A− (BDT + ZCT)R−1C B − (BDT + ZCT)R−1D
R−1/2C R−1/2D

 (C.7)
e
ML =

 A− (BDT + ZCT)R−1C −(BDT + ZCT)R−1
R−1/2C R−1/2

 (C.8)
sendo Z a u´nica soluc¸a˜o definida positiva da equac¸a˜o alge´brica de Riccati
(A−BS−1DTC)Z + Z(A−BS−1DTC)T − ZCTR−1CZ +BS−1BT = 0 (C.9)
para R = I +DDT e S = I +DTD.
Observac¸a˜o: Se G(s) e´ estritamente pro´pria (isto e´, se D = 0), enta˜o
NL(s) = C(sI − A+ ZC
TC)−1B
ML(s) = I − C(sI − A+ ZC
TC)−1ZCT ⇒ M−1L (s) = I + C(sI − A)
−1ZCT
sendo Z a u´nica soluc¸a˜o definida positiva de AZ + ZAT +BBT − ZCTCZ = 0.
C.2 Fatorac¸a˜o de Sistemas Na˜o Lineares
A teoria da fatorac¸a˜o coprima de sistemas na˜o lineares, considerando a repre-
sentac¸a˜o no espac¸o de estados, comec¸ou a ser estudada no in´ıcio da de´cada de 90.
Nos trabalhos de [43, 48, 34], va´rios resultados para a fatorac¸a˜o coprima a` direita
na˜o normalizada foram obtidos. Em [39], foi proposta uma extensa˜o da fatorac¸a˜o co-
prima normalizada para os sistemas na˜o lineares. Os principais resultados de [39] sa˜o
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relembrados na sequ¨eˆncia.
Seja o sistema na˜o linear suave
x˙ = f(x) + g(x)u
y = h(x)
(C.10)
no qual x ∈ Rn representa o estado, u ∈ Rm e´ a entrada de controle e y ∈ Rp e´ a sa´ıda.
A fatorac¸a˜o coprima a` direita deste sistema e´ dada pelos subsistemas
x˙ = f˜(x) + g(x)w
y = h(x)
(C.11)
x˙ = f˜(x) + g(x)w
u = h˜(x) + w
(C.12)
sendo f˜ assintoticamente esta´vel.
Definic¸a˜o C.1. A fatorac¸a˜o coprima dada pelos subsistemas (C.11) e (C.12) e´ dita
normalizada se o sistema
x˙ = f˜(x) + g(x)w
y
u

 =

h(x)
h˜(x)

+

0
I

w (C.13)
satisfaz as seguintes condic¸o˜es:
• O operador entrada-sa´ıda (de u a ya) do sistema aumentado composto pelo sis-
tema (C.13) associado ao seu adjunto na forma
x˙ = f˜(x) + g(x)w
p˙ =
(
−
∂f˜(x)
∂x
+
∂(g(x)w)
∂x
)T
p−
(
∂h(x)
∂x
)T
h(x)−
(
∂h˜(x)
∂x
)T
(h˜(x) + w)
ya = g
T(x)p+ h˜(x) + w
(C.14)
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com condic¸o˜es iniciais x(0) = 0 e p(0) = 0 e´ igual a` identidade1.
• Se y = 0 e u = 0, enta˜o x = 0.
A proposic¸a˜o abaixo permite obter as expresso˜es para f˜(x), g˜(x) e h˜(x).
Proposic¸a˜o C.3. A fatorac¸a˜o coprima normalizada a` direita do sistema (C.10) e´ dada
pelos subsistemas
x˙ = f˜(x) + g(x)w
y = h(x)
(C.15)
x˙ = f˜(x) + g(x)w
u = h˜(x) + w
(C.16)
com
f˜(x) = f(x)− g(x)gT(x)
(
∂V (x)
∂x
)T
(C.17)
h˜(x) = −gT(x)
(
∂V (x)
∂x
)T
(C.18)
sendo V (x) uma soluc¸a˜o suave positiva definida da equac¸a˜o de Hamilton-Jacobi-
Bellman
∂V (x)
∂x
f(x)−
1
2
∂V (x)
∂x
g(x)gT(x)
(
∂V (x)
∂x
)T
+
1
2
hT(x)h(x) = 0 (C.19)
O sistema na˜o linear (C.10) e´ obtido pela conexa˜o em se´rie do sistema obtido pela
inversa˜o do sistema (C.16), dado por,
x˙ = f˜(x)− g(x)h˜(x) + g(x)u
w = u− h˜(x)
(C.20)
ao sistema (C.15).
Observac¸a˜o: De acordo com [39], com a fatorac¸a˜o coprima normalizada a` esquerda de
1Esta condic¸a˜o e´ equivalente, no caso linear, a ter NR(−s)
TNR(s) +MR(−s)
TMR(s) = I.
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um sistema na˜o linear, em geral na˜o e´ poss´ıvel obter dois subsistemas independentes,
por isso ela na˜o e´ apresentada aqui.
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Neste apeˆndice, sa˜o apresentados os programas desenvolvidos neste trabalho. Estes
programas foram escritos em Matlab [45] e utilizam algumas func¸o˜es da toolbox de
“Controle Robusto” [46] e da toolbox de “Matema´tica Simbo´lica” [47].
• O programa crlin testa se as condic¸o˜es necessa´rias para a linearizac¸a˜o sa˜o sa-
tisfeitas e determina as func¸o˜es utilizadas para a linearizac¸a˜o por realimentac¸a˜o
cla´ssica (αc(x), βc(x) e φc(x)) e para a linearizac¸a˜o por realimentac¸a˜o robusta
(αr(x), βr(x) e φr(x)). Este programa aceita como entrada sistemas na˜o lineares
afins na entrada com m entradas e m sa´ıdas escritos de forma simbo´lica.
• Os programas liebrack, liederiv e reldeg determinam, respectivamente, o col-
chete de Lie de ordem desejada de dois campos vetoriais, a derivada de Lie de
ordem desejada de uma func¸a˜o escalar com respeito a um campo de vetores e
o grau relativo de cada uma das sa´ıdas de um sistema na˜o linear, e teˆm como
entrada func¸o˜es simbo´licas. Estes treˆs programas sa˜o utilizados como subrotinas
pelo programa crlin.
• Os programas knrcf e knlcf calculam controladores H∞ para um sistema linear
utilizando, respectivamente, os me´todos de s´ıntese de McFarlane-Glover com fa-
torac¸a˜o coprima a` direita e a` esquerda.
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function [alphac,betac,ulc,xc,alphar,betar,ulr,xr] = crlin(x,u,f,g,h)
%
% Tests if the nonlinear system
% dx=f(x)+g(x)u
% y=h(x)
% is feedback linearizable and, when this is the case, calculates
% the feedback linearizing functions for the classic method and
% the robust method.
%
% Syntax:
% [alphac,betac,ulc,xc,alphar,betar,ulr,xr] = crlin(x,u,f,g,h)
% Arguments:
% x: the state vector (symbolic vector nx1)
% u: the control vector (symbolic vector mx1)
% f: the function f(x) (symbolic vector nx1)
% g: the function g(x) (symbolic matrix nxm)
% h: the function h(x) (symbolic vector mx1)
% Outputs:
% Classic linearization:
% alphac: the function alphac(x) (symbolic vector mx1)
% betac: the function betac(x) (symbolic matrix mxm)
% ulc: the control vector ulc(x,w) (symbolic vector mx1)
% xc: the diffeomorphism phic(x) (symbolic vector nx1)
% Robust linearization:
% alphar: the function alphar(x) (symbolic vector mx1)
% betar: the function betar(x) (symbolic matrix mxm)
% ulr: the control vector ulr(x,v) (symbolic vector mx1)
% xr: the diffeomorphism phir(x) (symbolic vector nx1)
%
n=size(x,1);
m=size(u,1);
% Testing distributions
syms DistG DistGi aux MTest
MTest=[];
% Distribution G0
sprintf(’Distribution G0’)
DistG=g;
pretty(DistG)
% Testing condition 3 for distribution G0 (Involutivity)
for ind1=1:(m-1)
for ind2=(ind1+1):m
MTest=[DistG liebrack(1,DistG(:,ind1),DistG(:,ind2),x)];
if rank(MTest)~=rank(DistG)
disp(’Condition 3 is violated.’)
return
end
end
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end
disp(’Press any key.’)
pause
% Distributions G1 to Gn-1
DistGi=g; for i=1:(n-1)
sprintf(’Distribution G%d’,i)
aux=[];
for j=1:m
aux=[aux liebrack(i,f,g(:,j),x)];
end
DistGi=[DistGi aux];
pretty(DistGi)
disp(’Press any key.’)
pause
DistG=[DistG DistGi];
% Testing condition 3 for distribution G1 to Gn-2 (Involutivity)
if i<(n-1)
nc=size(DistGi,2);
for ind1=1:(nc-1)
for ind2=(ind1+1):nc
MTest=[DistGi liebrack(1,DistGi(:,ind1),DistGi(:,ind2),x)];
if rank(MTest)~=rank(DistGi)
disp(’Condition 3 is violated.’)
return
end
end
end
end
% Testing condition 2 for distribution Gn-1 (Dimension n)
if i==(n-1)
teste2=rank(DistGi);
if teste2~=n
disp(’Condition 2 is violated.’)
return
end
end
end
disp(’All conditions for feedback linearization are satisfied.’)
% Calculating functions
nl=size(h,1);
rd=0;
for ind=1:nl
r=reldeg(x,f,g,h(ind,1),u);
rd=rd+r;
end
if rd==n
syms xc Nc Mc
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xc=[];
Nc=[];
Mc=[];
for ind=1:nl
[r,der]=reldeg(x,f,g,h(ind,1),u);
xc=[xc;der(1:r,1)];
Nc=[Nc;liederiv(r,f,h(ind,1),x)] ;
aux=[];
for ind2=1:m
aux=[aux liederiv(1,g(:,ind2),liederiv(r-1,f,h(ind,1),x),x)];
end
Mc=[Mc;aux];
end
alphac=simple(-inv(Mc)*Nc);
betac=simple(inv(Mc));
syms w ulc
if m>1
w=[];
for ind=1:m
w=[w;sym(strcat(’w’,num2str(ind)))];
end
end
ulc=simple(alphac+betac*w);
T=subs(jacobian(xc,x),x,0*x);
L=-subs(Mc,x,0*x)*subs(jacobian(alphac,x),x,0*x);
R=subs(inv(Mc),x,0*x);
alphar=simple(alphac+betac*L*inv(T)*xc);
betar=simple(betac*inv(R));
xr=inv(T)*xc;
syms v ulr
if m>1
v=[];
for ind=1:m
v=[v;sym(strcat(’v’,num2str(ind)))];
end
end
ulr=simple(alphar+betar*v);
end
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function adkfg = liebrack(k,f,g,x)
%
% Calculates the k-Lie bracket of f(x) and g(x).
%
% Syntax:
% adkfg = liebrack(k,f,g,x)
% Arguments:
% k: number of Lie brackets (scalar 1x1)
% x: the state vector (symbolic vector nx1)
% f: the vector field f(x) (symbolic vector nx1)
% g: the vector field g(x) (symbolic vector nx1)
% Output:
% adkfg: k-Lie bracket (symbolic scalar 1x1)
%
if k==0
adkfg=g;
elseif k==1
adkfg=jacobian(g,x)*f-jacobian(f,x)*g;
else
aux=jacobian(g,x)*f-jacobian(f,x)*g;
for i=2:k
aux=jacobian(aux,x)*f-jacobian(f,x)*aux;
end
adkfg=aux;
end
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function lkfh = liederiv(k,f,h,x)
%
% Calculates the k-Lie derivative of h(x) with respect to f(x).
%
% Syntax:
% lkfh = liederiv(k,f,h,x)
% Arguments:
% k: number of Lie derivatives (scalar 1x1)
% x: the state vector (symbolic vector nx1)
% f: the vector field f(x) (symbolic vector nx1)
% h: the function h(x) (symbolic scalar 1x1)
% Output:
% lkfh: k-Lie derivative (symbolic scalar 1x1)
%%
if k==0
lkfh=h;
elseif k==1
lkfh=jacobian(h,x)*f;
else
aux=jacobian(h,x)*f;
for i=2:k
aux=jacobian(aux,x)*f;
end
lkfh=aux;
end
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function [rd,derh] = reldeg(x,f,g,h,u)
%
% Calculates the relative degree of an output h(x) of a nonlinear system
% dx=f(x)+g(x)u
% y=h(x)
% i.e., the number of times that the output h(x) must be derivated until
% at least one of the control inputs appears explicitly in its equation.
%
% Syntax:
% [rd,derh] = reldeg(x,f,g,h,u)
% Arguments:
% x: the state vector (symbolic vector nx1)
% f: the function f(x) (symbolic vector nx1)
% g: the function g(x) (symbolic matrix nxm)
% h: the function h(x) (symbolic scalar 1x1)
% u: the control vector (symbolic vector mx1)
% Outputs:
% rd: relative degree (scalar 1x1)
% derh: Lie derivatives of h(x) until rd (symbolic vector rdx1)
%
flagP=0;
i=-1;
while flagP==0
i=i+1;
if i>10
disp(’Relative degree undefined or greater than 10.’)
return
end
aux=liederiv(i,f,h,x);
aux2=liederiv(1,g,aux,x);
aux3=(aux2~=(0*aux2));
if any(aux3)~=0
flagP=1;
end
end
rd=i+1;
derh=[h];
aux=h;
if rd>0
for i=1:rd
aux=jacobian(aux,x)*(f+g*u);
derh=[derh;aux];
end
end
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function [K,gamma,Mr,Nr]=knrcf(A,B,C,D,gamma_factor)
%
% Calculates the H-infinity controller K for the linear system
% dx=Ax+Bu
% y=Cx+Du
% using the method of Glover and McFarlane (with the normalized
% right coprime factorization).
%
% Syntax:
% [K,gamma,Mr,Nr] = knrcf(A,B,C,D,gamma_factor)
% Arguments:
% A: matrix nxn
% B: matrix nxm
% C: matrix pxn
% D: matrix pxm
% gamma_factor: multiplicative gain for gamma_min
% Outputs:
% K: H-infinity controller
% gamma: used gamma (inverse of robustness gain)
% Mr and Nr: normalized right coprime factorization
%
S=eye(size(D’*D))+D’*D;
R=eye(size(D*D’))+D*D’;
Azric=(A-B*inv(S)*D’*C)’;
Rzric=C’*inv(R)*C;
Qzric=B*inv(S)*B’;
[Z1,Z2]=aresolv(Azric,Qzric,Rzric);
Z=Z2/Z1;
Axric=(A-B*inv(S)*D’*C);
Rxric=B*inv(S)*B’;
Qxric=C’*inv(R)*C;
[X1,X2]=aresolv(Axric,Qxric,Rxric);
X=X2/X1;
H=-inv(S)*(D’*C+B’*X);
An=A+B*H;
Bn=B*inv(sqrtm(S));
Cn=C+D*H;
Dn=D*inv(sqrtm(S));
Am=A+B*H;
Bm=B*inv(sqrtm(S));
Cm=H;
Dm=inv(sqrtm(S));
Nr=ss(An,Bn,Cn,Dn);
Mr=ss(Am,Bm,Cm,Dm);
gammamin=sqrt(1+max(eig(X*Z)));
gamma=gamma_factor*gammamin;
F=-(B*D’+Z*C’)*inv(R);
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L=(1-gamma^2)*eye(size(Z*X))+Z*X;
Ak=A+F*C+gamma^2*(B+F*D)*B’*X*inv(L);
Bk=Z*C’;
Ck=gamma^2*B’*X*inv(L);
Dk=-D’;
K=ss(Ak,Bk,Ck,Dk);
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function [K,gamma,Ml,Nl]=knlcf(A,B,C,D,gamma_factor)
%
% Calculates the H-infinity controller K for the linear system
% dx=Ax+Bu
% y=Cx+Du
% using the method of Glover and McFarlane (with the normalized
% left coprime factorization).
%
% Syntax:
% [K,gamma,Ml,Nl] = knlcf(A,B,C,D,gamma_factor)
% Arguments:
% A: matrix nxn
% B: matrix nxm
% C: matrix pxn
% D: matrix pxm
% gamma_factor: multiplicative gain for gamma_min
% Outputs:
% K: H-infinity controller
% gamma: used gamma (inverse of robustness gain)
% Ml and Nl: normalized left coprime factorization
S=eye(size(D’*D))+D’*D;
R=eye(size(D*D’))+D*D’;
Azric=(A-B*inv(S)*D’*C)’;
Rzric=C’*inv(R)*C;
Qzric=B*inv(S)*B’;
[Z1,Z2]=aresolv(Azric,Qzric,Rzric);
Z=Z2/Z1;
Axric=(A-B*inv(S)*D’*C);
Rxric=B*inv(S)*B’;
Qxric=C’*inv(R)*C;
[X1,X2]=aresolv(Axric,Qxric,Rxric);
X=X2/X1;
H=-(B*D’+Z*C’)*inv(R);
An=A+H*C;
Bn=B+H*D;
Cn=inv(sqrtm(R))*C;
Dn=inv(sqrtm(R))*D;
Am=A+H*C;
Bm=H;
Cm=inv(sqrtm(R))*C;
Dm=inv(sqrtm(R));
Nl=ss(An,Bn,Cn,Dn);
Ml=ss(Am,Bm,Cm,Dm);
gammamin=sqrt(1+max(eig(X*Z)));
gamma=gamma_factor*gammamin;
F=-inv(S)*(D’*C+B’*X);
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L=(1-gamma^2)*eye(size(Z*X))+Z*X;
Ak=A+B*F+gamma^2*inv(L)*Z*C’*(C+D*F);
Bk=gamma^2*inv(L)*Z*C’;
Ck=B’*X;
Dk=-D’;
K=ss(Ak,Bk,Ck,Dk);
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