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a b s t r a c t
In single machine scheduling with release times and job delivery, jobs are processed on a
single machine and then delivered by a capacitated vehicle to a single customer. Only one
vehicle is employed to deliver these jobs. The vehicle can deliver at most c jobs in a ship-
ment. The delivery completion time of a job is defined as the time in which the delivery
batch containing the job is delivered to the customer and the vehicle returns to the ma-
chine. The objective is to minimize the makespan, i.e., the maximum delivery completion
time of the jobs. We provide an approximation algorithm for this problem which is better
than that given in the literature, improving the performance ratio from 5/3 to 3/2.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Single machine scheduling with release times and job delivery to minimize the makespan can be described as follows.
There are n jobs J1, . . . , Jn to be processed first by a single machine and then delivered by a capacitated vehicle to a single
customer. Each job Jj has a processing time pj and a release time rj. Only one vehicle is employed to deliver these jobs. The
vehicle can delivery at most c jobs in a shipment. The set of all jobs delivered together in one shipment forms a delivery
batch. The round-trip transportation time between the machine and the customer is a constant T . The delivery completion
time of Jj is defined as the time in which the delivery batch containing Jj is delivered to the customer and the vehicle returns
to themachine. The objective is tominimize themakespan, i.e., themaximumdelivery completion time of the jobs. By using
the notation introduced by Graham et al. [5] and Lee and Chen [8], this problem is denoted by 1→ D|rj, c ≥ 1|Cmax.
The machine scheduling problem with job delivery has been widely discussed in manufacturing research over the last
decade. The earliest scheduling paper with job delivery was probably the one by Maggu and Das [10]. They considered a
two-machine flow shop problem to minimize the makespan. The jobs completed on the first machine need to be delivered
to the second machine. Herrmann and Lee [7], Yuan [15], Chen [2], Yang [14] and Cheng et al. [4] have considered several
batch scheduling problemswith due date relatedmeasures. Lee and Chen [8] considered another coordination of production
scheduling and transportation (subject to delivery time and vehicle capacity) tominimize themakespanwithout considering
the delivery cost. This problem has been extended by Chang and Lee [1] by considering the situation where each job might
occupy a different amount of physical space in a vehicle. They showed that it is NP-hard in the strong sense and they also
provided a 5/3-approximation algorithm. When preemption is not allowed, Lu et al. [9] show that this problem is also
strongly NP-hard for each fixed c ≥ 1. Zhong et al. [16] presented some improved approximation results for the problems
considered by Chang and Lee [1]. Wang and Cheng [13] introduced the machine availability constraint into Lee and Chens
model. Other developments of this topic can also be found in Chen and Vairaktarakis [3], Hall and Potts [6], Pundoor and
Chen [11], and Wang and Lee [12].
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In this paper, we consider the single machine scheduling problem with release times and job delivery to minimize the
makespan. The paper is organized into sections as follows. In Section 2, some notions and notations are introduced. In
Section 3, we apply the SPT rule to the scheduling problem and show that the difference between the jth ready time in a SPT
schedule and that in any feasible schedule is not greater than the maximum processing time for each 1 ≤ j ≤ n. Based on
the property of SPT schedule, we give an improved 3/2-approximation algorithm in Section 4.
2. Notions and notations
Let I be an instance containing n jobs. For job Jj, its processing time and release time are denoted by pj and rj, respectively.
T is used to denote the round-trip transportation time between the machine and customer.
Let A be a subset of the jobs in I . Let σ be a feasible schedule for the scheduling problem. In the schedule σ , we define
the following notations:
• pmax(A), the maximum processing time of jobs in A.
• p(A), the sum of processing times of all jobs in A.
• rmin(A), the minimum release time of jobs in A.
• Sj(σ ), the starting time of Jj in σ .
• ρj(σ ), the ready time of Jj, which represents the completion time of Jj on the machine.
• Rk(σ ), the kth ready time in σ , which means there are k jobs completed on the single machine by Rk(σ ) in σ .
• Qk(σ ), the set of the first k ready jobs in σ .
• Cj(σ ), the delivery completion time of Jj, which is the time at which the delivery batch containing Jj is delivered to the
customer and the vehicle returns to the machine.
• Block, which consists of the jobs that are scheduled without idle-times, such that the first job of its block starts after a
nonnegative period of idle time after which all other jobs are executed contiguously.
3. SPT rule
In this section, we will introduce the well-known SPT rule and show that the difference between the kth ready time in
the SPT schedule and that in any feasible schedule is not greater than the maximum processing time.
At any time t , if the machine is idle and a job is available, SPT rule always choose the job with the smallest processing
time from among the available jobs and schedule it.
Let σ be the schedule obtained by the SPT rule. If a job is completed on the single machine, we say the job is ready. For
convenience, we assume that Jj is the jth ready job in σ , i.e. σ = (J1, J2, . . . , Jn). Thus, ρj(σ ) = Rj(σ ).
Now, we will show that ρj(σ ) ≤ Rj(τ ) + pmax(I) for any feasible schedule τ and any integer j(1 ≤ j ≤ n). In our proof,
we work with the smallest counterexample, i.e., a counterexample consisting of a minimum number of jobs. Thereto, we
first derive two characteristics of this smallest counterexample. Let I be the smallest counterexample with n jobs. Since I is
a counterexample, there exists an integer k and a feasible schedule τ such that
ρk(σ ) > Rk(τ )+ pmax(I). (1)
Claim 1. The schedule σ consists of a single block: it possibly starts with the idle time after which all jobs are executed contigu-
ously.
Proof. Suppose that σ contains the idle time between the execution of the jobs. The jobs scheduled before this idle period
do not influence the scheduling decision concerning the jobs scheduled after this idle period, and vice versa. Therefore, the
instance can be split into two independent smaller instances. At least one of these partial instanceswill be a counterexample,
which contradicts the assumption that we considered an instance with a minimum number of jobs. 
Claim 2.
∑
j∈Qk(σ ) pj ≤
∑
Jj∈Qk(τ ) pj.
Proof. Let A = {Jj|j ∈ Qk(τ ), j ∉ Qk(σ )}, B = {Jj|j ∈ Qk(σ ), j ∉ Qk(τ )}. It is clear that |A| = |B|. Suppose |A| = m.
Suppose the m jobs in A are Ja1 , Ja2 , . . . , Jam and the m jobs in B are Jb1 , Jb2 , . . . , Jbm . Without loss of generality, suppose
pa1 ≤ pa2 ≤ · · · ≤ pam and pb1 ≤ pb2 ≤ · · · ≤ pbm .
To prove the equality
∑
j∈Qk(σ ) pj ≤
∑




j∈A pj. To establish the inequality∑
j∈B pj ≤
∑
j∈A pj, we will show that pbj ≤ paj for each integer j(1 ≤ j ≤ m).
Suppose for the sake of contradiction that pbi > pai for some i(1 ≤ i ≤ m). Without loss of generality, suppose i is the
minimum integer such that pbi > pai . Let A





Since (1) Jai ∉ Qk(σ ), (2) Jbi ∈ Qk(σ ) and (3) Jj is the jth ready job in σ for each j(1 ≤ j ≤ n), bi ≤ k < ai. Note that
pbi > pai . Let Jl be the last job in σ such that pl > pai and bi ≤ l < ai. In fact, we can show that bi ≤ l ≤ k. Suppose for the
sake of contradiction that k < l < ai, thus rai > Sl(σ ) ≥ Rk(σ ). Since Jai ∈ Qk(τ ), Rk(τ ) ≥ rai > Rk(σ ) which contradicts
the inequality (1). Therefore, bi ≤ l ≤ k and pj < pl for each j(l < j ≤ ai). Note that pbj ≥ pbi > pai for each j(i ≤ j ≤ m) and
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Jl is the last job in σ such that pl > pai(bi ≤ l ≤ k), thus Jbj(i ≤ j ≤ m) cannot start after Jl in σ . Let C = {Jj|l < j ≤ k, j ∉ B}.
It is clear that {Jj|l < j ≤ k} ⊂ C ∪ B′. Then ρk(σ ) = Sl(σ )+ pl +∑l<j≤k pj ≤ Sl(σ )+ pl +∑j∈C pj +∑j∈B′ pj.
For each Jj ∈ A′, it is clear that pj ≤ pai < pl. Moreover, for each Jj ∈ A′, since Jj ∉ Qk(σ ) and Jl ∈ Qk(σ ), Sj(σ ) > Sl(σ ).
Thus, by the SPT rule, we have rj > Sl(σ ) for each Jj ∈ A′. In the same way, for each Jj ∈ C , we have rj > Sl(σ ). Since
C

A′ ⊂ Qk(τ ) and C ∩ A′ = ∅, Rk(τ ) ≥ Sl(σ )+∑j∈C pj +∑j∈A′ pj.
Therefore, ρk(σ ) ≤ Rk(τ )+ pl ≤ Rk(τ )+ pmax(I)which contradicts our assumption. 
Theorem 1. The difference between the kth ready time in the SPT schedule and that in any feasible schedule is not greater than
pmax(I) for each 1 ≤ k ≤ n.
Proof. Suppose for the sake of contradiction that there exist instances for which the theorem is not true. Let I be an instance
with the smallest number of jobs and n be the number of jobs in I . Denote by σ the SPT schedule. Then there exists an integer
k and a feasible schedule τ for I which must satisfy the inequality (1).
By Claim 1, we know that there is only one block in σ . Then ρk(σ ) = rmin(I)+∑j∈Qk(σ ) pj.
It is clear that Rk(τ ) ≥ rmin(I) +∑Jj∈Qk(τ ) pj. By Claim 2,∑j∈Qk(σ ) pj ≤ ∑j∈Qk(π) pj. Thus we have ρk(σ ) ≤ Rk(τ ) which
contradicts our assumption that ρk(σ ) > Rk(τ )+ pmax(I). 
4. An improved approximation algorithm
In this section, we will give an approximation algorithm for the problem that is better than that given in the literature.
In fact, our algorithm improves the performance ratio from 5/3 to 3/2. Before giving the approximation algorithm, we first
present an optimal dispatch strategy [9].
Claim 3 ([9]). For the problem 1→ D|rj, c ≥ 1|Cmax, there exists an optimal dispatch strategy with the following properties.
(1) A job with an earlier ready time is delivered no later than that with a later ready time.
(2) Each delivery batch, apart from the first delivery batch, contains exactly c jobs.
By the properties of Claim 3, we can give an optimal dispatch strategy as follows.
Dispatch strategy H1:
Step 1. Assign all jobs into delivery batches such that
(a) A job with an earlier ready time is delivered no later than that with a later ready time.
(b) Each delivery batch, except the first delivery batch, contains exactly c jobs.
Step 2. Whenever the vehicle and a delivery batch are available, transport the delivery batch with the earliest ready time.
Algorithm H2:
Step 1. If pmax(I) ≤ p(I)/2, then
(1.1) schedule jobs to the single machine by SPT-rule.
(1.2) transport all jobs by Dispatch strategy H1.
Step 2. If pmax(I) > p(I)/2, then denote by Jl the job with the largest processing time in I . Let I ′ be the instance consisting
of jobs in I except Jl. Apply the SPT rule to I ′ and obtain a schedule σ ′ for I ′. Suppose there are m blocks in σ ′ and
denote them blocks in σ ′ by Bi(σ ′)(1 ≤ i ≤ m). Let ti and fi denote the starting time and completion time of Bi(σ ′)
in σ ′. Let t0 = f0 = 0, tm+1 = fm+1 = +∞. For each k(tk ≥ rl), we can obtain a schedule σk by scheduling jobs as
following:
(2.1) schedule jobs in Bj(j < k) to the single machine by SPT-rule.
(2.2) schedule Jl to start at max(fk−1, rl).
(2.3) schedule the remaining jobs by SPT-rule after Jl.
(2.4) transport all jobs by Dispatch Strategy H1.
From these schedules, select a schedule with the minimummakespan as the desired schedule.
In Algorithm H2, Step 1 is used to deal with the case pmax(I) ≤ p(I)/2 and Step 2 is used to deal with the case pmax(I) >
p(I)/2.
Theorem 2. Algorithm H2 has a performance ratio of 3/2 and the bound is tight.
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Proof. Let σ be the schedule obtained by Algorithm H2 and π be an optimal schedule which satisfies Claim 3. It is clear that
Cmax(π) ≥ p(I). (2)
Since σ satisfies the properties of Claim 3, there is an integer i (n − i is an integral multiple of c) such that Cmax(σ ) =
Ri(σ )+ (n− i)T/c + T . Moreover, for the optimal schedule π , it is clear that Cmax(π) ≥ Ri(π)+ (n− i)T/c + T . Therefore,
Cmax(σ )− Cmax(π) ≤ Ri(σ )− Ri(π) ≤ max
j
{Rj(σ )− Rj(π)}. (3)
If pmax(I) ≤ p(I)/2, then byAlgorithmH2 and Theorem1wehave Cmax(σ )−Cmax(π) ≤ maxj{ρj(σ )−Rj(π)} ≤ pmax(I) ≤
Cmax(π)/2 which implies that Cmax(σ ) ≤ 3Cmax(π)/2.
If pmax(I) > p(I)/2, letJ be the job with the largest processing time. Denote byr andS(π) the release time and the
starting time ofJ in π , respectively. SupposeS(π) ∈ [tr−1, tr)(r ≥ 1). Thus without decreasing the value Cmax(σ ) and
without increasing Cmax(π), we can suppose thatr ≥ tr−1.
For convenience, we use Jj to denote the jth job processed on the machine in σr generated by Step 2 in Algorithm H2.
Then i < j means that Jj is processed after Ji in σr . Without loss of generality, supposeJ is the lth starting job in σ , i.e., Jl is
the job with the largest processing time.
Now, we will show that for each 1 ≤ j ≤ n,
ρj(σr) ≤ Rj(π)+ 12p(I). (4)
In fact we can suppose there are a blocks in σr . Without causing any confusion, we denote the a blocks by Bi(1 ≤ i ≤ a)
indexed in order of their non-decreasing starting times. Denote by S(Bi) the starting time of Bi in σr .
Without loss of generality, suppose Jl ∈ Bk.
By the algorithm, we know that Sl(σr) = max(fr−1, rl). If Sl(σr) = fr−1, then S(Bk) = tr−1. If Sl(σr) = rl, then S(Bk) = rl.
Therefore, rl ≥ S(Bk).
For each Jj ∈ Bi(i = 1, 2, . . . , a), it is clear that (1) rj ≥ S(Bi) and (2) ρj(σr) ≤ S(Bi)+ p(Bi).
For the block Bk in which Jl is scheduled, we divide it into two subsets: B′k contains all the jobs which start before Jl in σr
and B′′k contains Jl and all the jobs which start after Jl in σr .
It is clear that rj ≥ S(Bk) for each Jj ∈ Bi(i ≥ k). Thus for each Jj ∈ B′k, there are at most j − 1 jobs which are released
before S(Bk). Therefore Rj(π) ≥ S(Bk) for each Jj ∈ B′k. Thus, ρj(σr) ≤ S(Bk)+ p(B′k) ≤ Rj(π)+ p(I)/2.
Since rj ≥ tr for each j > l, there are at most l jobs that can start before tr in the optimal schedule π . Thus Sl(π) < tr
means that Jl ∈ Ql(π). Therefore Rj(π) ≥ Rl(π) ≥ rl + pl ≥ S(Bk) + pl for each j ≥ l. Therefore, for each Jj ∈ B′′k ,
ρj(σr) ≤ S(Bk)+ p(Bk) ≤ Rj(π)+ p(Bk)− pl ≤ Rj(π)+ p(I)/2.
For each Jj in the block Bi(i ≠ k), similar to jobs in B′k, we can also show that the inequality (4) holds.
Similar to the inequality (3), for the schedule σr , we have













which implies that Cmax(σ ) ≤ 3Cmax(π)/2.
In order to show that the bound is tight, we consider an instance as follows. Let c = 1, T = 2. A job J1 with the processing
time p1 = n− 1 is released at time 0; n− 1 jobs J2, J3, . . . , Jn with the processing time 1 are released at time 1. Algorithm
H2 processes the jobs in the order J1, J2, J3, . . . , Jn. The departure times of the delivery batches are n− 1, n+ 1, . . . , 3n− 3.
Then we have Cmax(σ ) = 3n − 1. However, an optimal schedule can process and deliver these jobs as early as possible in
the order J2, J3, . . . , Jn, J1 which results in Cmax(π) = 2n+ 2. Thus, we have Cmax(σ )/Cmax(π) = (3n− 1)/(2n+ 2)→ 3/2
when n →+∞. The result follows. 
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