Abstract. We consider the task of learning a ring in a distributed way: each node of an unknown ring has to construct a labeled map of it. Nodes are equipped with unique labels. Communication proceeds in synchronous rounds. In every round every node can send arbitrary messages to its neighbors and perform arbitrary local computations. We study tradeoffs between the time (number of rounds) and the cost (number of messages) of completing this task in a deterministic way: for a given time T we seek bounds on the smallest number of messages needed for learning the ring in time T . Our bounds depend on the diameter D of the ring and on the delay θ = T − D above the least possible time D in which this task can be performed. We prove a lower bound Ω(D 2 /θ) on the number of messages used by any algorithm with delay θ, and we design a class of algorithms that give an almost matching upper bound: for any positive constant 0 < ε < 1 there is an algorithm working with delay θ ≤ D and using O(D 2 (log * D)/θ 1−ε ) messages.
Introduction
The model and the problem. Constructing a labeled map of a network is one of the most demanding distributed tasks that nodes can accomplish in a network. Each node has a distinct label and in the beginning each node knows only its own label. Moreover, ports at each node of degree d are arbitrarily numbered 0, . . . , d − 1. The goal is for each node to get an isomorphic copy of the graph underlying the network, including node labels and port numbers. Once nodes acquire this map, any other distributed task, such as leader election [9, 13] , minimum weight spanning tree construction [2] , renaming [1] , etc. can be performed by nodes using only local computations. Thus constructing a labeled map converts all distributed network problems to centralized ones, in the sense that nodes can solve them simulating a central monitor. We are interested in the efficiency of deterministic algorithms for labeled map construction.
In this paper we use the extensively studied LOCAL model of communication [12] . In this model, communication proceeds in synchronous rounds and all nodes start simultaneously. In each round each node can exchange arbitrary messages with all its neighbors and perform arbitrary local computations. The time of completing a task is the number of rounds it takes. Our goal is to investigate tradeoffs between the time of constructing a labeled map and its cost, i.e., the number of messages needed to perform this task. To see extreme examples of such a tradeoff, consider the map construction task on an n-node ring. The fastest way to complete this task is in time D, where D = n/2 is the diameter of the ring. This can be achieved by flooding, but the number of messages used is then Θ(n 2 ). On the other hand, cost Θ(n) (which is optimal) can be achieved by a version of the time slicing algorithm [11] , but then time may become very large and depends on the labels of the nodes.
The general problem of tradeoffs between time and cost of labeled map construction can be formulated as follows.
For a given time T , what is the smallest number of messages needed for constructing a labeled map by each node in time T ?
For trees this problem is trivial: leaves of an n-node tree initiate the communication process and information about ever larger subtrees gets first to the central node (or central pair of adjacent nodes) and then back to all leaves, using time equal to the diameter of the tree and O(n) messages, both of which are optimal. However, as soon as there are cycles in the network, there is no canonical place to start information exchange on each cycle and proceeding fast seems to force many messages to be sent in parallel, which in turn intuitively implies large cost. This phenomenon is present already in the simplest such network, i.e., the ring. Indeed, our study shows that meaningful tradeoffs between time and cost of labeled map construction already occur in rings.
We consider rings whose nodes have unique labels that are binary strings of length polynomial in the size of the ring. (Our results are valid also for much longer labels, but these can be dismissed for practicality reasons.) In the beginning, every node knows only its own label, the allowed time T and the diameter D of the ring. Equivalently, we provide each node with its label, with the diameter D and with the delay θ = T − D, which is the extra time allowed on top of the minimum time D in which labeled map construction can be achieved, knowing D a priori.
Knowing its own label is an obvious assumption. Without any additional knowledge, nodes would have to assume the least possible time and hence do flooding at quadratic cost. Instead of providing nodes with D and θ, we could have provided them only with the allowed delay over the least possible time of learning the ring without a priori knowledge of the diameter. This would not affect our asymptotic bounds. However, it would result in more cumbersome formulations because, without knowing D a priori, the optimal time of labeled map construction varies between D and D + 1, depending on whether the ring is of even or odd size. We are interested in achieving map construction with small delay: in particular, we assume θ ≤ D.
We assume that messages are of arbitrary size, but in our algorithms they need only to be sufficiently large to contain already acquired information about the n-node ring, i.e., strings of up to n labels and port numbers. This is a natural assumption for the task of labeled map construction whose output has large size, similarly as is done, e.g., in gossiping [7] . This should be contrasted with such tasks as leader election [9] , distributed minimum weight spanning tree construction [2] , or distributed coloring [8] , where each node has to output only a small amount of information, and considered messages are often of small size. Our results. We prove almost tight upper and lower bounds on the minimum cost (number of messages) needed to deterministically perform labeled map construction on a ring in a given time. Our bounds depend on the diameter D of the ring and on the delay θ = T − D above the least possible time D in which this task can be performed. We prove a lower bound Ω(D 2 /θ) on the cost of any algorithm with delay θ, and we design a class of algorithms that give an almost matching upper bound: for any positive constant 0 < ε < 1 there is an algorithm working with delay θ ≤ D and using O(D 2 (log * D)/θ 1−ε ) messages. We also provide tradeoffs between time and cost of labeled map construction for a more general class of graphs, when the delay is larger.
Due to the lack of space, several proofs are omitted. Related work. The task of constructing a map of a network has been studied mostly for anonymous networks, both in the context of message passing systems [14] and using a mobile agent exploring a network [3] . The goal was to determine the feasibility of map construction (also called topology recognition) and to find fast algorithms performing this task. For networks with unique labels, map construction is of course always feasible and can be done in time equal to the diameter of the network plus one (in the LOCAL model), which is optimal.
Tradeoffs between the time and the number of messages have been studied for various network problems, including leader election [6, 9, 13] weak unison [10] , and gossiping [5] . It should be noticed that if the requirement concerning time is loose, i.e., concerns only the order of magnitude, then there are no tradeoffs to speak of for labeled map construction. It follows from [2] that minimum weight spanning tree construction can be done in time O(n) and at cost O(m+n log n) in any network with n nodes and m edges, both of which are known to be optimal. This implies the same complexities for constructing a labeled map. However, our results show that the task of labeled map construction is very sensitive to time: time vs. cost tradeoffs occur for the ring between the time spans D and 2D.
To the best of our knowledge, the problem of time vs. cost tradeoffs for labeled map construction has never been studied before.
The lower bound
The main result of this section is a lower bound Ω(D 2 /θ) on the cost of any labeled map construction algorithm working with delay θ on a ring with diameter D. We prove the lower bound on the class of oriented rings of even size. (Restricting the class on which the lower bound is proved only increases the strength of the result.) We formalize orientation by assigning port numbers 0 and 1 in the clockwise order at each node. For every node v, let (v) be its label.
We first define the history H(v, t) of node v at time t. Intuitively H(v, t) represents the entire knowledge that node v can acquire by time t. Since we want to prove a lower bound on cost, it is enough to assume that whenever a node v sends a message to a neighbor in round t + 1, the content of this message is its entire history H(v, t). We define histories of all nodes by simultaneous induction on t. Define H(v, 0) as the one-element sequence (v) . In the inductive definition, we will use two symbols, s 0 and s 1 , corresponding to the lack of message (silence) on port 0 and 1, respectively. Assume that histories of all nodes are defined until round t. We define H(v, t + 1) as:
, if v did not get any message in round t+1 on port 0 but received a message on port 1 from its clockwise neighbor u in that round; -H(v, t), H(w, t), s 1 , if v did not get any message in round t + 1 on port 1 but received a message on port 0 from its counterclockwise neighbor w in that round; -H(v, t), H(w, t), H(u, t) , if v received a message on port 0 from its counterclockwise neighbor w and a message on port 1 from its clockwise neighbor u, in round t + 1.
We define a communication pattern until round t for the set E of all edges of the ring as a function f : E × {1, . . . , t} −→ {0, 1}, where f (e, i) = 0, if and only if no message is sent on edge e in round i. Executing a map construction algorithm A on a given ring determines a communication pattern, which in turn determines histories H(v, t), for all nodes v and all rounds t.
For any path π k = u 0 . . . u k between nodes u 0 and u k we define, by induction on k, the communication delay
Intuitively the communication delay on a path between u and v indicates the additional time, with respect to the length of this path, that it would take node v to acquire any information about node u, along this path, if no information could be coded by silence. In fact some information can be coded by silence, and analyzing this phenomenon is the main conceptual difficulty of our lower bound proof. In particular, we will show that if map construction has to be performed quickly, then the number of configurations that can be coded by silence is small with respect to the total number of possible instances, and hence many messages have to be used for some of them.
We define the communication delay induced by a communication pattern f between a node x and its antipodal node x as the minimum of the delays induced by f on the two paths connecting x and x. By N (v, i) we denote the neighborhood of v with radius i, i.e., the set of nodes at distance at most i from v, including v itself. We also use N ← (v, i) and N → (v, i) to denote the part of the neighborhood N (v, i) clockwise (respectively counterclockwise) from v, including v itself.
The next lemma will be used to provide a necessary condition for correctness of a map construction algorithm working with a given delay. This condition will be crucial in proving the lower bound on the cost of such algorithms. Lemma 1. Let A be a labeled map construction algorithm. Let R and R be two rings of size 2D, such that R is obtained from R by changing the label (x) of a single node x to label (x). Let x be the antipodal node of node x. Assume that A determines the same communication pattern f on R and R . Let τ be the delay induced by f between x and x. Then the history H(x, D + τ − 1) is the same in R and R . Proof. Let A be a labeled map construction algorithm working with delay θ on the class of rings of diameter D. Consider an oriented ring R of size 2D. We will assign labels to nodes in R in such a way that A uses at least D D/(θ + 1) messages. If, for some node x there exist two labels (x) and (x) such that, for some labeling of the remaining nodes, the communication pattern f determined by A on both resulting rings is the same, and the delay induced by f between x and its antipodal node x is larger than θ, then algorithm A is incorrect, by Lemma 1. Indeed, the history H(x, D + θ) would be the same in both labeled rings, and node x would fail in the correct construction of the labeled map for one of them.
Hence, for any node x, there can be only one label (x) for any communication pattern inducing communication delay larger than θ between x and x. Let X be the set of all such labels. Since there are at most D + θ ≤ 2D rounds of communication, there are at most (2D) 2D distinct communication patterns. Hence |X| ≤ (2D) 2D . Let x 0 , x 1 , . . . , x 2D−1 be the clockwise enumeration of all nodes in the ring. Assign the lexicographically smallest label i / ∈ X ∪{ j : j < i} to node x i . Recall that by our assumption, labels are binary sequences of length polynomial in D. In fact for the purpose of this proof it is enough to work with sequences of length bounded by
, hence there are enough available labels outside of X for the construction of our labeled ring. We will show that algorithm A uses at least D D/(θ + 1) messages for the above labeling of ring R. Let g be the communication pattern induced by algorithm A on this labeled ring. Let y 0 , y 1 , . . . , y 2D/(θ+1) −1 be nodes of the ring R such that y i+1 is at clockwise distance θ +1 from y i . Assume, without loss of generality, that for at least D/(θ + 1) nodes y j , the communication delay on the clockwise path between y j and its antipodal node y j is at most θ. Let Y be the set of these nodes y j . For any node y = x h in Y , we define the set Z y of size D as follows. 
The algorithm
The general idea of our labeled map construction algorithm is to spend the allowed delay θ in a preprocessing phase that deactivates some nodes, using the residual time D for a phase devoted to information spreading. This results in a reduction of the overall cost of the algorithm, with respect to flooding, since non-active nodes are only responsible for relaying messages originated at nodes that remained active after the preprocessing phase. Hence, this approach requires to deactivate as many nodes as possible. However, within delay θ, we cannot afford to deactivate sequences of consecutive nodes of length larger than 2θ. Indeed, deactivating such long sequences would imply that the label of some non-active node is unknown to all active nodes, which would make the time of the information spreading phase exceed the remaining D rounds. We reconcile these opposite requirements by defining local rules that allow us to deactivate almost half of the currently active nodes, without deactivating two consecutive ones. This process is then iterated as many times as possible within delay θ. The preprocessing phase of our algorithm is divided into stages, each of which is in turn composed of multiple steps. In the first stage, all nodes are active. Nodes that become non-active at the end of a stage will never become active again. In order to simplify the description of the algorithm, we will use the concept of residual ring. In such a ring, the set of nodes is a subset of the original set of nodes, and edges correspond to paths of consecutive removed nodes. In particular, stage i is executed on the residual ring R i composed of nodes that remained active at the end of the previous stage. Communication between consecutive nodes R i is simulated by a multi-hop communication in the original ring, where non-active nodes relay messages of active nodes. Each simulated message exchange during stage i is allotted 2 i−1 rounds.
Steps inside stage i are devoted to the election of (i, j)-leaders, where j is the number of the step. At the beginning of the first step of stage i, (i, 0)-leaders are all still active nodes.
Step j of stage i is executed on the residual ring R i,j composed of (i, j − 1)-leaders from the step j − 1. Multi-hop communication between two consecutive nodes in R i,j is allotted 2 i−1 4 j−1 rounds. Whenever a node v (active or not) sends or relays a message to its neighbor w, it appends to the message its label and the port number, at v, corresponding to the edge {v, w}. In order to simplify the description of the algorithm, we omit these message parts. We use log to denote logarithms to base two.
We first introduce three procedures that will be used as parts of our algorithm. The first procedure is due to Cole and Vishkin [4] and Goldberg et al. [8] . It colors every ring with at most three colors, so that adjacent nodes have distinct colors. We call it Procedure RTC as an abbreviation of ring three coloring.
The procedure starts from a ring whose nodes have unique labels of k bits and produces a coloring of the ring using at most 3 colors in time O(log * k). Let {1, 2, 3} be the set of these colors. Let α log * k, where α is a positive constant, be an upper bound on the duration of this procedure, when labels are of k bits. The procedure with input i, j is executed on the residual ring R i,j . The third procedure is used to deactivate a subset of active nodes at the end of each stage.
Procedure Deactivate Input: i, ε. Each (i, log(8/ε) )-leader u sends its color c(u) ∈ {1, 2, 3} to both its neighbors in R i . All nodes in R i that are not (i, log(8/ε) )-leaders, upon receiving a message containing a sequence of colors from a neighbor in R i , add their color to the message and relay it to the other neighbor in R i .
Let l and r be two consecutive (i, log(8/ε) )-leaders. Let S be the sequence of consecutive active nodes between l and r. Each node in the sequence S, upon discovering the sequence of colors in S and its position in the sequence, proceeds according to the following rules.
-If S is of odd length, i.e., S = la 1 . . . a k−1 a k b k−1 . . . b 1 r , nodes a t and b t become non-active, for all odd values of t. This means that every second node is deactivated, starting from both ends.
-If S is of even length, i.e., S = la k . . . a 1 b 1 . . . b k r , nodes a t and b t become non-active, for all even values of t. This means that every second node is deactivated, starting from the neighbors of the two central nodes.
We are now ready to provide a detailed description of our labeled map construction algorithm. For each task that cannot be carried out locally, we allot a specific number of rounds to maintain synchronization between the execution of a given part of the algorithm by different nodes. In the analysis we will show that the allotted times are always sufficient.
Algorithm RingLearning Input: D, θ, and ε. Phase 1 -preprocessing set all nodes as active -(locally); for i ← 1 to log θ − 2 log(8/ε) − log(α(log * D + 3)) //STAGE construct the residual ring R i of active nodes -(locally); elect all nodes in R i as (i, 0)-leaders -(locally); for j ← 1 to log(8/ε) //STEP construct the residual ring R i,j of (i, j − 1)-leaders -(locally); assign color c(u) to all nodes u in R i,j with procedure RTC(i, j);
(allotted time 2 i−1 4 log(8/ε) ) Phase 2 -information spreading in round θ + 1 each node that is still active constructs locally a labeled map of the part of the original ring consisting of nodes from which it received messages during Phase 1, and sends this map to its neighbors; both active and non-active nodes that receive a message from one neighbor, send it to the other neighbor; at time D + θ, all nodes have the labeled map of the ring and stop.
We now prove the correctness of Algorithm RingLearning and analyze it by estimating its cost for a given delay θ. The first two lemmas show that the time The next two lemmas will be used to prove the correctness of Algorithm RingLearning.
Lemma 3. All calls to procedures RTC, Elect, and Deactivate can be carried out within times allotted in Algorithm RingLearning.
Proof. In view of Lemma 2, time 2 i−1 4 j−1 is sufficient to perform a message exchange between consecutive (i, j − 1)-leaders in stage i.
Let L be the length of the binary strings that are labels of nodes. Since L is polynomial in D, the execution of Procedure RTC(i, j) in the residual ring R i,j is completed in time at most
. Hence the allotted time is sufficient. Running Procedure Elect(i, j) requires time 2 i−1 4 j−1 to allow each (i, j −1)-leader to learn the new color of its neighboring (i, j − 1)-leaders. Hence the allotted time is sufficient.
Running Procedure Deactivate(i, ε) on the residual ring R i takes time 2 i−1 4 log(8/ε) . Indeed, within this time, all nodes between two consecutive (i, log(8/ε) )-leaders learn labels of all nodes between them and decide locally if they should be deactivated. Hence the allotted time is sufficient. Lemma 4. log θ − 2 log(8/ε) − log(α(log * D + 3)) stages can be completed in time θ.
We are now ready to prove the correctness of our algorithm.
Theorem 2. Upon completion of Algorithm RingLearning all nodes of the ring correctly construct its labeled map.
Proof. The correctness of Procedure RTC follows from [8] , provided that enough time is allotted for its completion. Elections of (i, j)-leaders are carried out according to the largest color rule by Procedure Elect(i, j), provided that each node knows the colors assigned to its neighbors in R i,j . Decisions to become nonactive can be carried out locally by each node, according to the appropriate rule from Procedure Deactivate, provided that nodes of each sequence S between two (i, log(8/ε) )-leaders know the entire sequence. By Lemma 3 the times allotted to all three procedures are sufficient to satisfy the above conditions. Due to Lemma 4, all nodes stop executing the preprocessing phase within round θ, hence D more rounds are available for the information spreading phase. At the end of stage i each (i, log(8/ε) )-leader knows the sequences of node labels and port numbers connecting it to both closest (i, log(8/ε) )-leaders. Hence, at the beginning of the information spreading phase, the union of the sequences known to all active nodes covers the entire ring, and consecutive sequences overlap. This in turn implies that, after D rounds of the information spreading phase, all nodes get the complete labeled map of the ring. .
Since the number of stages is less than log θ, the overall cost of the preprocessing phase is less than
Bounding each summand with the last one which is the largest we obtain
Lemma 7. The cost of the information spreading phase of Algorithm RingLearning with input parameters D, θ, and ε, where Proof. Lemmas 6 and 7 imply that the cost of Algorithm RingLearning, executed with parameters D, θ, and ε, in a ring of diameter D, is of the order O(D log * D θ log(1+ε/2) log θ + D 2 log * D/(θ 1−ε )), for any constant 0 < ε < 1. Since log(1 + ε/2) − ε is negative for all ε > 0, and θ ≤ D, we have θ 1+log(1+ε/2)−ε log θ < D, for sufficiently large D. Hence
Discussion and open problems
We proved almost matching upper and lower bounds for the tradeoffs between time and cost of the labeled map construction task in the class of rings. Can these tradeoffs be generalized to a larger class of networks? Since lower bounds are stronger when established on a more restricted class of graphs, the challenge would be to extend our algorithms, that provide an almost matching upper bound, to more general networks. First observe that our approach could not be extended directly. Indeed, we rely on repeated stages consisting of coloring with few colors and of node deactivation. A subsequent stage works on the residual network of active nodes from the previous stage. In the case of rings, the residual network remains a ring and hence coloring with few colors can be done again. As soon as we move to networks of degree higher than two, the maximum degree of the residual network can grow exponentially in the number of stages, and thus the technique of fast coloring with few colors cannot be applied repeatedly. However, allowing delays larger than D, but still linear in D, permits to use a different approach that is successful on a larger class of networks.
Consider the class of networks in which neighborhoods of nodes grow polynomially in the radius. More precisely, let N r (v) be the set of all nodes within distance at most r from v. We will say that a network has polynomially growing neighborhoods, if there exists a constant c ≥ 1 (called the growth parameter) such that |N r (v)| ∈ Θ(r c ) for all nodes v. Notice that the class of networks with polynomially growing neighborhoods is fairly large, as it includes, e.g., all multidimensional grids and tori, as well as rings. On the other hand, all such networks have bounded maximum degree.
Consider the following doubling algorithm, working in two phases. The preprocessing phase of the algorithm is a generalization of the leader election algorithm for rings from [9] . In the beginning all nodes are active. Each node v that is active at the beginning of stage i ≥ 0 has the largest label in the neighborhood N 2 i (v). In stage i, every active node sends its label at distance 2 i+1 and it remains active at the end of this stage, if it does not receive any larger label. We devote a given amount of time τ to the preprocessing phase. The rest of the algorithm is the information spreading phase, in which each node that is still active constructs independently a BFS spanning tree of the network in time D. Information exchange in each BFS tree is then initiated by its leaves and completed in additional time 2D. (Hence BFS trees constructed by active nodes are used redundantly, but -as will be seen -the total cost can still be controlled.) Upon completion of information spreading, each node has a labeled map of the whole network.
We now analyze the cost of the above doubling algorithm.
Proposition 1. The cost of the doubling algorithm, executed in time 3D + τ on a network with polynomially growing neighborhoods, of diameter D and size n, is in O(n log τ + nD β /τ β ), for some constant β > 1.
In particular, for τ ∈ Θ(D), i.e., when the total available time is (3 + η)D for some constant η > 0, the total cost is O(n log D).
We close the paper with two open problems. The above tradeoffs are valid for fairly large running times (above 3D). This means that the tradeoff curve remains flat for a long period of time. It is thus natural to ask for tradeoffs between cost and time for delays below D, i.e., for overall time below 2D. Can such tradeoffs be established for some other classes of networks (such as bounded degree networks or even just grids and tori), similarly as we did for rings?
Finally, notice that for rings the information spreading phase can be performed in time 2D (instead of 3D) by letting each active node initiate two sequences of messages (one clockwise, and the other counterclockwise), each containing labels of all already visited nodes. Moreover, the overall cost of the doubling algorithm, executed in time 2D + τ on a ring of diameter D and size n, is O(n log τ + nD/τ ) = O(D log τ + D 2 /τ ). This should be compared to the cost of Algorithm RingLearning, that can be as small as O(D 1+ε log * D) for total time 2D and any constant ε > 0. The cost of the doubling algorithm becomes asymptotically smaller when the overall time is larger than 2D + D 1−ε / log * D. Closing the small gap between our bounds on the time vs. cost tradeoffs for labeled map construction on rings is another open problem.
