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Abstract
This thesis focuses on sustainability of the balance of payments as well as government surplus
and debt.
Chapter 2 uses the standard model for exports and imports demand proposed by Khan
(1974) and used by Haynes and Stone (1983) and many others. The income-trade relationship
is first analysed using WTO and IMF data for 15 countries for 1970-2013. We estimate
ARDL/ECM models and find evidence of strong short-run and long-run effect of income on
trade. Focusing on the UK and US cases, for which longer trade data is available from ONS
and BEA, we adopt the theoretical framework proposed in Boyd et al. (2001) and find that
the Marshall-Lerner condition holds only for the UK. This raises the question of how the
balance of payments adjusts.
Chapter 3 examines adjustment directly using a reduced form autoregressive model of
feedback for the balance of payments for a panel of 17 countries for 1870-2016. The data
comes from the Jorda-Schularick-Taylor (JST) Macrohistory Database. The theoretical
framework is based on the works by Bohn (1998, 2007) and Obstfeld and Rogoff (2002).
Pooled estimates (allowing for cross-country fixed effects) for both, the balance of trade
and current account models, suggest that both processes are stabilising. This provides
strong evidence of the balance of payments sustainability. There appears to be roughly
symmetric adjustment by imports and exports. When the data are disaggregated by country
and sub-sample, the evidence is somewhat more mixed.
Chapter 4 examines the government surplus (deficit) and debt, which raises similar
sustainability issues to the balance of payments. Again a reduced form autoregressive
specification and the JST data are used to analyse the sustainability of the public sector
surplus and debt. Pooled estimates suggest that public surplus is stabilising on its own lagged
values, however unlike the balance of payments, the adjustment is not symmetric but done
mainly by revenue. However, when we consider heterogeneous estimates, the feedback from
debt is mostly insignificant. It seems that the level of debt a government can maintain mostly
depends on the credibility of the borrowing government. In addition, we find that there is
stronger pressure to adjust on countries running current account (or public) deficits versus
those running surpluses.
x
Chapter 5 compares stand-alone European countries that have control over their interest
rate and exchange rate, which are traditionally seen as main instruments of adjustment, with
European Monetary Union members that do not. We investigate whether joining the euro
caused structural changes to promote adjustment. We construct counterfactuals using both
single equation models and a six equation vector autoregression with foreign exogenous
variables. We find no major differences between the two groups, thus, other adjustment
mechanisms than structural change must be at play.
There is a conclusion that discusses the contribution that the use of long span heteroge-
neous panels can make to the analysis of sustainability.
This thesis was written before the pandemic associated with the coronavirus. The
pandemic disrupted trade and prompted large increases in government debts and deficits.
These events will have important implications for the analysis of balance of payments and
fiscal sustainability. This topic, while not covered in this thesis, might be an area for future
research.
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It is often argued that certain levels of balance of payments deficits, budget deficits or debt-
GDP ratios are unsustainable. For instance, the Maastrich euro convergence criteria put
certain restrictions on the European Union members, such as the debt-to-GDP ratio has to be
less than 60%, government budget deficit relative to GDP must not exceed 3% as well as
being in the exchange rate mechanism under the European Monetary System (EMS). Having
certain constraints on how much a nation or a government can borrow proved to be of a vital
importance during the 2007-2008 crisis.
As such, the initial motivation for the thesis was to analyse the adjustments associated
with the slowdown in the growth of world trade after the 2007-2008 crisis. The period since
the crisis has threatened the long-run trend towards globalisation and was characterised by the
outbreak of tariff wars and increase in protectionism. In addition, some countries have seen
deterioration in their balance of payments positions which are regarded as unsustainable. For
instance, Figure 1.1 shows the downward trend in the UK balance of payments in 1948-2018.
The UK has had a persistent current account deficit since the 1990s. In fact, it has been
reporting the balance of payments deficit every year since 1984, except 1997. The trend
deterioration in the balance of payments since the 1970s does not seem sustainable. Similar
graphs could be provided for other countries, such as the US. These deficits are matched by
increasing surpluses elsewhere.
In standard open economy models balance of payments adjustment is normally thought
of as done through the exchange rates. A large balance of payments deficit represents a
higher demand for foreign goods and services and causes a real exchange rate depreciation.
Meanwhile, government deficit adjustment is usually thought to happen through the changes
in the interest rates, such that if governments borrow too much, interest rates for them go up,
making further borrowing more expensive. However, do these adjustments actually happen
and if so, what are the main adjustment mechanisms? In this thesis we analyse sustainability
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Fig. 1.1 UK Balance of Payments: Current Account Balance as Percent of GDP (1948-2018;
Annual Data)
Source: Office for National Statistics (2017).
condition and the adjustment processes for the balance of payments and government debt
using a long span of data for many countries.
We begin our analysis by searching within the context of what is the standard model,
general demand for exports and imports equations proposed by Khan (1974) and used by
Haynes and Stone (1983) as well as many others. Within the context of this model, adjustment
happens through the real exchange rate and Marshall-Lerner (ML) condition, according to
which a depreciation will improve the current account balance as long as the sum of the
demand elasticities for exports and imports is greater than one (in absolute value). In the
beginning of the second chapter, as in the three chapters that follow it, we provide a literature
review on the topic discussed in the chapter. When we estimate our models we check
how sensitive the results are by considering different sub-periods and comparing estimates
obtained by analysing data from two different data sources. We also check whether the
Marshall-Lerner condition holds and compare these findings with ones found in the literature
on this subject.
Moving to the empirical part, we first estimate a general model for exports which has a
function of the world and domestic incomes, foreign and domestic consumer price indices
and exchange rate. We use World Trade Organisation (WTO) data for 15 countries for
1970-2014. Aiming to end up with one common model for all 15 economies, we follow
basic steps of the algorithm proposed by Hoover and Perez (1999) and drop variables with
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insignificant coefficients in order to move from the general unrestricted model to the specific
model. However, this analysis produces mixed results, which are sensitive to the model
specifications, sample size and estimation period.
Nonetheless, world income effect on exports appears to be significant for most countries
in our sample. Hence, we then focus on the income effect and estimate a simple error-
correction model (ECM) for exports with world income as the only explanatory variable.
The ECM model produces estimates which are more consistent with the economic theory,
but the results on the long-run effect of income on trade are mixed.
We also compare our estimates with the paper written by Constantinescu et al. (2015).
They follow similar framework, but use International Monetary Fund data. When we try
to estimate short-run and long-run income elasticity of trade using two datasets, WTO and
IMF, for the same sample and estimation period we find that there seems to be a relationship
between IMF and WTO short-run and long-run elasticities, more so in case of short-run ones.
However, the actual values of these coefficients seem to vary depending on the dataset.
To check sensitivity of the estimates to the sample period we run structural break analysis
and also check whether a common breakpoint might be around the crisis 2007-2008. We
find that breaks occur at different years in different countries, but when we split our data in
pre-2000 and post-2000 sub-periods, most short-run and long-run coefficients are significant.
Hence, for our data 2000 appears to be a suitable year for a common breakpoint.
By this stage it became clear that the longer data could substantially improve to what
extent one can reliably estimate the effect of income on trade. While availability of sufficiently
long data is an issue for the analysis of the relationship under consideration, fairly long
quarterly data are available for countries such as the UK and US (1955Q1-2018Q1 for the UK
and 1950Q1-2018Q1 for the US). Hence, we use these data for UK and US to further analyse
income-trade relationship and check whether Marshall-Lerner condition holds for these
two countries. We compare our estimates with the results from the paper by Hooper et al.
(2000), who obtained fairly stable income-trade elasticities estimates for the G7 countries.
We find that our short-run and long-run income elasticity estimates are somewhat different
from theirs, but the effect of income on trade is once again apparent. We also find that the
Marshall-Lerner condition holds in case of the UK, but not for the US.
Overall, there is strong evidence of the significant effect of income on trade when we use
sufficiently long data. It is, however, more challenging to establish significance of the income
effect on trade over short sub-periods, and it appears that our estimates are sensitive to the
model specifications, estimation period and dataset we used. Correlations between variables
may have caused part of this sensitivity. We also find that the Marshall-Lerner condition
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holds for the UK, but not for the US. Hence, it seems the evidence of an Marshall-Lerner
type of exchange rate adjustment are mixed.
However, since we believe that balance of payments deficits cannot explode, there must
be some sort of mechanism ensuring its sustainability. The initial analysis of the balance of
trade components (exports and imports) shows that more structural models do not seem to
be working very well, hence we then consider a reduced form autoregressive specification
instead. In the third chapter we look at the feedback directly and over long period for
many countries to see whether we could improve precision of the short-run estimations by
averaging over time and countries. This uses the panel (JST data1) of 17 countries over
1870-2016. In addition, to further analyse the adjustment patterns we also focus on three
sub-periods, 1870-1914, 1915-1950 and 1951-2016.
The JST dataset has been used for many purposes, but to the best of the author’s knowl-
edge, not for the study of solvency. In the main theory of solvency, due to Bohn (2007),
the adjustment is typically seen in terms of stock (net debt) rather than flow. In case of
the balance of payments the stock is net foreign assets of a country. These data are not
available for the long span covered by the JST panel, which is an issue as we have established
that there is a big advantage of analysing solvency using a big panel and long span data.
Hence, we approach solvency of the balance of payments in terms of autoregressive feedback
mechanism using the balance of trade and current account data instead.
We consider a variable yt with a steady state value y∗t , there is stabilising adjustment if
λ > 0 in the error-correction/autoregressive model
∆yt = λ (y∗t − yt−1)+νt .
We use two proxies for the balance of payments: the current account and the balance of
trade. The current account data are directly available in the JST dataset, while balance of
trade is computed as the difference between nominal exports and imports, both are expressed
as shares of GDP. It is reasonable to try these two different proxies for the balance of
payments, as they seem to be quite different from each other (Figure 1.2) with the correlation
coefficient of 0.44, which is relatively low. Not surprisingly, these two proxies for the balance
of payments produce quite different results.
Building on the theoretical framework proposed by Bohn (2007), we use autoregressive
models for the balance of trade and current account to check if these two processes are
stabilising on their own lagged values. If they do, then we can conclude that the necessary
1Oscar Jordà, Moritz Schularick and Alan M. Taylor. 2017. “Macrofinancial History and the New Business
Cycle Facts.” in NBER Macroeconomics Annual 2016, volume 31, edited by Martin Eichenbaum and Jonathan
A. Parker. Chicago: University of Chicago Press.
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Fig. 1.2 Relationship between the Current Account and the Balance of Trade (Expressed as












Source: Jordà-Schularick-Taylor Macrohistory Database. (2019).
corrective adjustments are taken in order to prevent the balance of payments deficits from
exploding.
We find strong evidence of sustainability for the balance of trade for pooled data for 17
countries for the whole period, 1870-2016. It appears that the balance of trade adjusts by
about 10% per year to maintain a sustainable level. The adjustment done by its components,
exports and imports, is about symmetric with both adjusting by about 5% per annum.
If the model is estimated for individual countries over the whole period, the sustainability
condition is confirmed for more than half of the sample, 10 out of 17 countries. However, it
appears that sufficiently long data are required to assess sustainability of the balance of trade
as there is less evidence of stabilisation if the model is estimated for individual countries
over shorter sub-periods.
When we consider the average adjustment to equilibrium across countries it falls from
35% per year in 1870-1914 to 34% in 1915-1950 to 16% in 1951-2016. But the mean is
sensitive to outliers of which there are a number in the first two sub-periods, for instance,
in case of Japan 74% of the difference from equilibrium is removed each year when we
consider the first sub-period. When the country-specific equations are estimated over the
whole period, 1870-2016, the average annual adjustment is 15%. This is similar, though
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slightly larger than the homogeneous fixed-effect panel estimate of 10%. It is possible that
under the Gold Standard there were much stronger pressures to adjust rapidly than under the
more recent floating rate period.
The sustainability condition is also confirmed for the current account when the autore-
gressive model is estimated over 1870-2016. Then the adjustment of the current account
components is considered by estimating individual models for exports shares of GDP, imports
shares of GDP and for the non balance of trade elements of the current account represented
by zt .
The adjustment of current account seems to be largely by imports (10% per year) and
exports (7%), with a smaller portion (4%) of the annual adjustment been done by the
other components of the current account. For the pooled data current account adjustment
also comes to 21% per year. Heterogeneous estimates some support for the stabilisation
of the current account, but less so when we estimate the model over shorter sub-periods.
Nonetheless, over the whole period the current account appears to be a stationary process in
13 out of 17 countries and the average adjustment is about 21% per year. Moreover, in 14
out of 17 economies there is evidence of stationarity in at least one of the sub-period. The
exceptions are three countries, for one of which there is insufficient number of observations
in the first sub-period.
We also consider whether there might be more pressure to adjust on the countries running
deficits versus those running surpluses. Hence, we check for the asymmetry in the adjustment
towards equilibrium, and based on the estimations for pooled long span data the annual
adjustment in countries running deficits is twice higher than in those running surplus (26%
versus 13% per year). Hence, we conclude that there does seem to be asymmetric adjustment.
There is also evidence of asymmetric adjustment when we consider 17 countries individually
and estimate the model over the whole period. Nonetheless, when we consider shorter
sub-periods we run into an issue of insufficient number of observations for seven countries
for the first sub-period and in general most coefficients appear to be insignificant when we
reduce sample size and/or estimation period.
Overall, we conclude that there is strong evidence of sustainability of the balance of trade,
current account and, hence, the balance of payments, when we analyse pooled long span
data.
Under traditional view, if an economy is running balance of payments deficit, besides
exchange rate depreciation and increase in the interest rate, another important part of the
adjustment process of the balance of payments back to the equilibrium, is to reduce the
government deficit, as it often goes hand in hand with the trade deficit. As government
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spending increases, part of it is spent on imports, hence, worsening an economy’s balance of
payments position. Thus, we consider whether there is stabilisation on the fiscal policy side.
Even though we do not have sufficiently long data for our sample for foreign assets to
estimate sustainability for the balance of payments in terms of net debt, we do have the
stock of debt data for the analysis of the fiscal sustainability. Thus, in the fourth chapter we
look at the solvency condition in terms of sustainability of the government debt and surplus
and analyse how the government surplus responds to both, the lagged surplus and stock
of debt. As in the chapter on the balance of payments sustainability, we are building our
theoretical framework on Bohn’s (2007) paper. The algebra in terms of theoretical framework
for the balance of payments and fiscal sustainability is similar. However, there are two main
differences.
Firstly, from the economics side in the balance of payments case the net foreign assets
have to add to zero across countries. Therefore, there are lenders (countries who have positive
net foreign assets) and borrowers (those with negative net foreign assets). In the public sector
case, in general, governments only have debt, they are mainly net borrowers not net lenders.
Secondly, balance of payments deficit can be financed through exchange rate adjustments or
changing reserves and borrowing. As for the government deficit, it can be financed through
issuing new debt (there may be interest rate adjustment) and printing money. Otherwise,
basic theory for our analysis of the solvency condition for the balance of payments and
government debt is similar.
In his paper Bohn (2007) emphasises the importance of an error-correction response of
surplus to the stock of debt. He argues that if surplus-GDP ratio is a positive linear function of
debt-GDP ratio, then one can conclude that a government takes adjusting actions in response
to augmentation of debt, so that the debt-GDP ratio remains bounded. Hence, fiscal policy
can be considered sustainable. We estimate an augmented error-correction model for surplus,
which allows for the feedbacks from not only lagged debt-GDP, but also lagged surplus. We
then split the main equation for surplus into two components, revenue and expenditure, to
see which of these two components is doing most of the adjustment. We use the same dataset
(JST data) as for the analysis of the balance of payments solvency.
When we look at the pooled results for surplus, revenue and expenditure, in each case
there is a stabilising feedback on both, the lagged debt-GDP and lagged surplus. However,
when we estimate these equations for individual countries, there does not seem to be a
significant feedback coming from the lagged debt-GDP. Nonetheless, the heterogeneous
estimates suggest that large deficits do tend to adjust themselves, and the adjustment is mainly
done through revenue, not expenditure.
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In addition, there does not seem to be a natural equilibrium level for the stock of debt,
which suggests that the debt-GDP ratio does not have steady state value. In fact, this is
consistent with the debt-GDP ratios being very high in some countries and very low in others.
For instance, according to the IMF database in 2018 the debt-GDP ratio was about 100% in
Belgium and 238% in Japan, while only about 14% in Russia and 22% in Luxembourg (IMF
World Economic Outlook, 2018). Thus, we conclude that different countries can have very
different debt-GDP ratios, and there is no tendency to converge to some common or standard
one. In contrast, a feedback process from the surplus suggests that large deficits do tend to
adjust themselves.
We also try to include key macroeconomic variables, namely GDP growth, long-term
interest rate and inflation, in the model for surplus. They are likely to be correlated with the
debt-GDP and, therefore, their inclusion might alter the feedback on debt-GDP ratio. We
find that the coefficient of debt-GDP ratio is significant for the pooled panel data with fixed
country effects, but only for two economies when we estimate the model for each country
individually.
Hence, while there is a significant feedback coming from debt for the pooled data, the
heterogeneous estimates are mixed and overall we cannot know whether the best estimate
for the effect of the lagged debt-GDP on the dependent variable is its coefficient or zero.
Hence, it seems that on the individual level, in most cases there is a feedback coming from
the lagged surplus, but not the lagged debt-GDP, and the adjustment of surplus to its previous
values is mainly done through revenue.
Moreover, pooled data estimates provide evidence of the asymmetric adjustment when
we consider the whole period. As in case with the current account deficit, there seems to be
more pressure to adjust on governments running deficits than on those running surpluses.
We also use a basic national accounting identity that links balance of payments and
government surplus together and check how the two adjust to each other. Our estimates
suggest little cross-surplus adjustment even when the models are estimated over the whole
period, 1870-2016.
In traditional economic theory, in case of balance of payments deficit, governments
tend to increase interest rates in order to reduce income. This would be done to deflate the
domestic economy in order to reduce demand for imports and bring the balance of payments
back to the equilibrium. However, the extent of these adjustment policies depends on the
degree of control an economy has over setting its monetary target. This can be quite limited
in case a country belongs to a monetary union, such as European Monetary Union (EMU),
that does not allow its members to freely adjust exchange rate or short interest rates. The
two solvency conditions that we look at, balance of payments as well as government deficit
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and debt, are central constraints in the Maastricht criteria. Hence, a case of an economy
belonging to the monetary union such as EMU is of a particular interest when studying open
economy adjustment processes.
Thus, the focal question of the fifth chapter is suppose you remove the nominal interest
rate and exchange rate adjustments, what else adjusts and what else changes? The fifth
chapter is an expanded version of a paper written jointly with Professor Ron P. Smith2. We
focus on analysing whether being a member of a monetary union affects country’s ability to
maintain stable level of inflation, exchange and interest rates. In addition, we check whether
results change if we consider different structural breaks.
For this analysis we use data from the GVAR toolbox for 1979Q3-2016Q4, Mohaddes
and Raissi (2018), and estimate vector autoregressive models with various specifications for
12 European countries, 8 of which joined the EMU and 4 did not. For each country we use a
set of individual variables and their global equivalents. A three-year transition period from
national currencies to euro and single monetary policy began in 1999. Hence, the model is
estimated up to 1998Q4 and these estimates then used to forecast GDP over the following 72
Quarters.
The results are sensitive to the specification choices, and the confidence intervals around
counterfactuals are too large to allow for any specific conclusions about distinctions between
EMU and non-member countries. The main structural breaks are found to be in the interest
and exchange rate equations, most likely due to a clear institutional change in their determi-
nation following the formation of the EMU. However, even after we try treating short interest
rate and exchange rate as exogenous, our estimates and actuals remain to be quite different
for most countries.
We also estimate Taylor Rule for each of the countries in the sample with short- and
long-term interest rates, but again find no major difference between estimates for EMU
countries and for non-member economies. In addition, it appears that the actual and predicted
estimates are closer in the model with long-term interest rates than in the one with short-term
interest rates.
Since joining the EMU did not seem to have caused any structural changes to take account
of, there were inevitable tensions to break out within the union and those tensions were
reflected in the divergence between the northern and southern members. Hence is the fact
that all these years after the formation of the EMU, its members still did not adjust on both
sides, such that Germany is still running large surplus and Greece − a large deficit.
2A note of gratitude to Professor Ron P. Smith with whom the "The Macroeconomic Impact of the Euro"
(2019) paper was written. I appreciate the opportunity to use this paper for the fifth chapter of this thesis.
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This thesis makes a number of contributions. We find numerous evidence of strong effect
of income on trade in the short and in the long run. However, the actual magnitude of income
elasticities of exports and imports vary depending on the dynamic specifications, estimation
period and choice of the dataset. It appears that endogeneity and other issues make empirical
analysis of the income-trade relationship complicated. When it comes to the analysis of the
sustainability of the balance of payments and public finances, using a long span data and
many countries seems to produce more precise estimates and indicate that there is on average
a stabilising effect for current account, balance of trade and government surplus. We find
that there seems to be more pressure to adjust on countries running current account deficit
versus those running surplus. Meanwhile, it seems that the government surplus is stabilising
on its own lagged values and the sustainability is achieved mainly through the adjustment
of revenue, not expenditure. However, it is harder to establish significant feedback when
considering each country individually or focusing on shorter estimation periods, because
of various confounding variables coming in and different shocks that provide noise around
the data. Nevertheless, when we can average over long period and many countries, the
stabilising effect becomes apparent. In addition, we find no major differences between
stand-alone countries who have control over setting their interest and exchange rates versus
EMU members, who do not have such autonomy, suggesting that becoming part of this
monetary union at least did not make those countries worse off. We conclude that while
interest rates and exchange rates may be important in the adjustment process, there must be
other forces at play, but what they are is an open question.
The outline of this thesis is as follows, the second chapter focuses on the income-trade
relationship, the third one is dedicated to the balance of payments solvency, the fourth one
analyses the sustainability of the government debt and surplus (deficit) and the fifth chapter
considers open economy’s adjustment processes in case when control over interest and
exchange rates are removed. There follows a short conclusion which discusses limitations of




This chapter aims to examine the changing patterns of international trade-income relationship
over the last four-five decades. First this chapter estimates short and long-run income elasticity
of trade, using an autoregressive distributed lag (ARDL) model and an error correction model
(ECM). Then it proceeds by estimating import and export demand elasticities for the United
Kingdom and the United States, consequently checking whether Marshall-Lerner condition
holds when trade elasticities are estimated over sufficiently long period of time. This analysis
of the relationship between national trade flows, world income and the real effective exchange
rate is performed using autoregressive distributed lag (ARDL) and vector error-correction
models (VECM) and is based on Boyd et al. (2001) and Hooper et al. (2000) papers. Finally,
we also check for parameter stability.
To begin with, the literature provides three main rationales for trade: comparative
advantage that arises from differences in production technologies (the Ricardian theory),
differences in factor endowments (the Heckscher-Ohlin theory) and increasing returns to
scale (the New trade theory). There are many factors that might affect trade. For instance, the
geographic location of a country may be one of them. The gravity equation, by analogy with
Newton’s law of gravity, encompasses the relationship between volume of trade, economic
size and distance between countries (Tinbergen, 1966). According to the gravity model,
countries located close to each other trade more, as transport costs are lower. Some other
factors, such size of an economy, common language and similar culture, hence consumer
preferences, may also enhance trade between closely located countries. However, studies on
the gravity model are largely cross-sectional, meaning use short panel data (Anderson and
Van Wincoop, 2003; Disdier and Head, 2008), while an analysis of the changing trade-income
relationship requires long span data. Hence, the gravity model related literature is not directly
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relevant to the empirical analysis presented in this chapter. Finally, some other researchers
suggested that possible factors that affect growth are the increase in vertical specialisation
(Yi, 2003) and changes in energy prices (Bridgman, 2008).
Nonetheless, the one relationship that seemed to be obvious for decades has been the one
between trade and world income (Constantinescu et al., 2015). However, a slower recovery of
trade growth, relative to the global economy after the financial crisis 2007-2008, called for a
more in-depth analysis of the trade-income relationship. This chapter studies the relationship
between world income and global trade flows and attempts to answer the questions, such
as is there a relationship between trade and income in the short and/or in the long run; was
there a structural break in this relationship and if so, when; are the results consistent if data
used are from different sources (for instance, from well-known large databases, such as the
International Monetary Fund (IMF) and World Trade Organisation (WTO))?
According to the January 2018 Global Economic Prospects (the World Bank, 2018), the
world income growth has been higher than expected and was projected to reach 3.1% in
2018. While it appears the global economy has mostly recovered after the financial crisis
2007-2008, trade growth has been fluctuating ever since, struggling to recover to its pre-crisis
rate (Caliendo et al., 2015). For instance, trade in global manufactured goods has been
increasing since October 2016 and reached 5.2% in September the following year only to fall
to 4.9% next month. Hence, it is hard to predict how the volume of global trade will change
in the future and what are the factors that determine the patterns of trade growth in the long
run.
Taking the UK as an example and looking at the change in the UK trade as percentage of
the national GDP since 1870 (Figure 2.1), the increasing dependence of the UK economy
on trade since 1960s, comparing to the first half of the 20th century, is obvious. The UK
trade has been mostly increasing since 1870, when it accounted for about a quarter of the
national GDP, to 2016, when trade nearly reached 70% of the UK income. Nonetheless,
there were a few significant drops in the UK trade growth, most notably around the First and
Second World Wars with a temporary recovery during the interwar period in the 1920s. This
emphasises dependence of the trade growth not only on economic growth, but on political
stability in the world, which is, however, difficult to measure.
Looking at the UK exports and imports separately (Figure 2.2), from the 1870s till
late 1910s the UK exported more than it bought from abroad. The trade patterns changed
following the World War I. Imports decreased from 16% of GDP to barely half of that
during late 1910s-early 1920s, while exports dropped from around 22% of national income to
approximately 8%. There was a short period of recovery during the interwar years, when the
trade growth picked up the pace just to drop to the historical low during the Second World
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War, with imports decreasing to about 8%, and exports falling to approximately 4% of the
national GDP. After those turbulent times the UK mostly run balance of trade deficit, and
even though, the trade growth seemed to have been recovering after the global financial crisis
2007-2008, in 2016 the UK still continued to import slightly more than it exported.
Besides economic conditions, export and import volumes depend on the relative prices,
which also determine demand for the home and foreign goods. Classic economic theory
suggests that depreciation of the home currency should improve the trade balance, as exports
become relatively cheaper than imports, and demand for exports increases. The condition for
this to happen is known as the Marshall-Lerner (ML) condition.
To check whether the Marshall-Lerner condition holds, the analysis in this chapter uses
time-series data for the UK exports (for period 1960Q1-2017Q1) and imports (1955Q1-
2018Q1) as well as for the US exports (1960Q1-2017Q1) and imports (1950Q1-2018Q1).
Income and price elasticities are estimated using an ARDL model. Moreover, assuming that
the variables under consideration might be co-determined, and, hence, endogenous, VAR
models are also estimated, followed by the cointegration analysis to estimate long-run effect
of income and prices on the trade flows.
Even though this chapter focuses on the imports and exports demand elasticities, that
are considered to be determined by the income and relative prices (Boyd et al., 2001), there
are many other factors that have influenced the trade growth over time. They include trade
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liberalisation, globalisation and technological progress, but not all these factors can be easily
estimated numerically. Overall, even when we focused only on the relationship between trade
flows, income and prices, it proved to be a challenge to empirically analyse this relationship
in the long run due to complex nature of the trade growth and noise in the data.
The outline of this chapter is as follows, section 2.2 reviews the literature and provides
some theoretical background on the changing income-trade relationship. In section 2.3 we
discuss model specifications and methodology. Section 2.4 discussed the data used in this
chapter. General-to-specific modelling (ARDL model) results are presented in section 2.5
and specific-to-general modelling (ECM) estimates are in section 2.6. Section 2.7 covers
structural stability analysis and section 2.8 compares results obtained using two different
datasets, WTO and IMF. Sections 2.9 and 2.10 review two specific cases we focus on with
former section being dedicated to the UK case and the latter one being devoted to the US
case. Section 2.11 contains some concluding comments.
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2.2 Literature review
2.2.1 The Global Trade Growth: Overview
From the early 1980s until the financial crisis 2007-2008, trade grew about twice as fast
as GDP (Caliendo et al., 2015). The trade growth dropped below GDP level to its historic
low of the Great Recession 2.2% in 2010. If trade continued to expand in accordance with
its historical trend, it would have been about 20% above its actual level in 2014, 2.8%
(Constantinescu et al., 2015).
To get an idea as to how trade flows and global income changed during 1970-2014, a
few graphs were plotted. Looking at total merchandise exports for 15 countries (Figure 2.3)
that are used in the sample for this chapter, the trade flows from these countries have been
growing relatively slowly from 1970 and declined around 1980, when the Oil Crisis (1979)
and a few other economic disturbances led to the 1980s recession.
Fig. 2.3 Total Merchandise Trade (Real Exports; 1970-2014)
Source: WTO (2017).
The only exceptions were Japan and Australia which experienced a relatively sharp
growth during this time. Since it was the US, the world’s largest importer, that suffered from
a deep recession between 1980 and 1982, it affected European exporters more than Australia
and Japan, which traded less with the US. However, there were a few other growth spans
in merchandise exports, experienced by the majority of countries in the next two decades.
The exports were rising dramatically, beginning around 1985 and until 1992, the year of
the European Currency Crisis, and then from 2003 to 2007, when the global financial crisis
struck. It appears that starting from around 2012, trade flows began to flatten off. Will trade
growth return to its pre-crisis level remains to be seen.
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Fig. 2.4 Total Merchandise Trade and GDP (World; 1970-2014)
Source: WTO (2017).
Considering the relationship between world GDP and trade growth rates (Figure 2.4), one
can see that on average trade grew faster than GDP in 1970-2014. However, trade growth fell
dramatically during the financial crisis 2007-2008, much more so than world output growth.
Overall, the trade-GDP ratio (Figure 2.5) is very volatile, reaching nearly 18% around 1974
and falling to disappointing −13% less than a decade later. Nonetheless, changes in trade
growth seem to be affected by the economic conditions in the world.
Fig. 2.5 Income Elasticity of Trade
Source: WTO (2017).
For instance, the negative effect of the financial crisis 2007-2008 persisted for about five
years, with the demand for imports being 19% and GDP being 4.5% below the predicted
level (in the absence of crisis). There were many factors behind the dramatic collapse of
trade growth following the crisis, some were cyclical, while others were structural in their
nature. For instance, a weak demand, an example of a cyclical factor, was thought to be
one of the main reasons for the global trade slowdown and accounted for up to 90% of
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the contraction (Constantinescu et al., 2015). As for the structural factors, one example
is a changing relationship between global trade and income. For instance, according to
Constantinescu et al. (2015) trade became less sensitive to changes in GDP with long-run
income elasticity of trade falling from 2.2 in 1986-2000 to about 1.3 in 2001-2013. Hence, it
appears that on one side, the decrease in income growth might have contributed to the trade
slowdown, but on the other hand, trade might have become less responsive to changes in
GDP.
There are many possible reasons for decline in the income elasticity of trade following the
crisis 2007-2008. One example is the change in the composition of aggregate demand. The
income elasticity of trade is a weighted average of import elasticity of individual aggregate
demand components, thus the change in composition of the aggregate demand shifts the
overall income elasticity of trade (Anderton and Tewolde, 2011; Bems et al., 2013). Thus, the
weak recovery in the business investment, which is considered to be the most import-intensive
component of the domestic demand, contributed to a decrease in the income elasticity of
trade after the crisis. Meanwhile, financial institutions deleveraged the pressure by cutting
back on credit growth to boost liquid assets and impaired credit channels caused trade finance
to become costlier (Chor and Manova, 2012).
To summarise, the income elasticity of trade appears to have changed at the beginning of
the 21st century. Whether there is still strong effect of income on trade in the short and/or in
the long run is among income-trade relationship related questions empirically addressed in
this chapter.
2.2.2 Modelling Trade Growth: Theoretical Background
Nearly two hundred years ago, David Ricardo developed his theory of comparative advantage,
and since then the Ricardian model was considered one of the most useful tools in explaining
what generated trade growth. David Ricardo stated that the differences in production tech-
nologies explain why trade is beneficial to two parties even if one of them has the absolute
advantage in all production (Krugman, 2014). A famous paper by Dornbusch et al. (1977)
offers a version of the Ricardian model in which free trade equilibrium is characterised by
efficient international specialisation with an underlying assumption that goods should be
produced in a country where labour is cheaper and exported to another country.
In comparison, Eli Heckscher and Bertil Ohlin argued that rationales for trade come
from the differences in factor endowments, such as land, labour and capital (Wood et al.,
2009). According to the Heckscher-Ohlin theory, a country exports goods that intensively
use its abundant factors and imports goods that are intensive in its relatively scarce factors.
While the Heckscher-Ohlin model may be intuitively compelling, this theory received little
18 Trade Elasticities
empirical support. In 1953 Wassily W. Leontief studied imports and exports of the US, which
is essentially a capital-abundant country. Nonetheless, he found that the US imports more
capital-intensive goods than it exports (Leontief, 1953). This surprising empirical finding is
known as Leontief’s paradox. Many other empirical studies on the Heckscher-Ohlin model
also rejected this theory in favour of models that allow for technological differences (Baldwin,
2008; Bowen et al., 1986).
In the 1970s, new trade theorists proposed an alternative explanation for international
specialisation and trade. They analysed the role of increasing returns from bilateral trade and
claimed that due to economies of scale, trade could increase for a variety of goods, keeping
the average cost of production relatively low. A Nobel-prize recipient Paul Krugman (1979)
developed a model based on the economies of large-scale production, which allowed for
technological differences among producers. He explained international trade growth through
increasing returns, monopolistic competition and factor mobility, which caused a process of
agglomeration of certain types of labour in one region or the other. Furthermore, an industry
may tend to cluster in one location because of trade impediments, for instance tariff barriers
or transportation costs. The obvious advantages of trade, according to this theory, include
an increased productivity, a reduction of costs and a wide variety of goods. However, a
monopoly setting means first mover advantage creates entry barriers and the potential issue
of price discrimination.
Nevertheless, most traditional trade theories are based on assumptions that do not fully
account for the characteristics of real world trading patterns, which are affected by many
factors, such as "border effects" or simultaneous export and import of the goods of the
same product category (Krugman, 2014). Endogeneity issue is another major problem when
analysing trade flows, as not only output determines demand for exports and imports (Khan
and Khanum, 1997; Khan, 1974), but also trade is a source of economic growth, hence,
the two variables are co-determined (Constantinescu et al., 2015; Disdier and Head, 2008).
Moreover, often data on trade are not readily available and comes at a highly disaggregate
level. It is then left to a researcher to aggregate the information to an industry or country
level, which gives a rise to a problem of measuring structural heterogeneity Goldberg and
Pavcnik (2016). Nonetheless, addressing endogeneity and heterogeneity issues remains to be
one of the major problems of modelling global trade (Bussière et al., 2009).
From the empirical perspective, three main approaches of modelling trade can be dis-
tinguished. The gravity model, introduced by Jan Tinbergen (1966), is among the most
successful empirical tools used to explain trade flows in the world economy. In its simplest
form, the gravity model states that the volume of trade between any two countries is deter-
mined by the economic size of these countries and the distance between them. Transport costs
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and geography have a crucial effect on trade flows among countries and give rise to various
trade agreements, such as NAFTA to enhance trade between closely located economies
(Krugman, 2014). Empirical validity of the gravity equation received strong support from
many economists, such as Disdier and Head (2008), Anderson and Van Wincoop (2003) and
Eaton and Kortum (2002). The empirical works on the gravity equation often use short panel
data for a wide range of country pairs, where estimates are sometimes obtained from as little
as one year of data (Silva and Tenreyro, 2006).
Nonetheless, for a long time the gravity model of trade lacked theoretical foundation.
The economic size has hardly any effect on trade patterns in prominent economic theories
like the Ricardian or Heckscher-Ohlin models of international trade. Armington (1969) was
the first to provide a theoretical basis for the gravity equation by employing the product
differentiation by country of origin, the preference structure commonly known as Armington
assumption. In addition, some new trade theorists like Helpman (1987) attempted to provide
some foundation for the gravity equation by focusing on product differentiation among
firms and claimed that the gravity model provides support for the monopolistic competition
explanation of trade. Moreover, by obtaining database of 1467 estimates from 103 papers,
Disdier and Head (2008) found that, on average, with each 10% increase in distance, bilateral
trade falls by about 9%. However, despite strong empirical support for the gravity model,
there is still some ambiguity regarding theoretical foundation for the effect of economic size
on trade and even fewer theoretical models can explain the role of distance in a current age
(Chaney, 2011).
Other macroeconomists focus on major empirical puzzles in international economics
that were summarized by Obstfeld and Rogoff (2002). Using a two country stylized model,
Obstfeld and Rogoff proposed that trade frictions, such as transport costs, tariff and non-tariff
barriers lie behind international macroeconomics puzzles. These puzzles include home
bias in trade and equity portfolios, Feldstein-Horioka puzzle (correlation between domestic
investment and national saving rates), international consumption correlations, the purchasing
power parity puzzle and the exchange rate disconnect puzzle (Obstfeld and Rogoff, 2002).
Obstfeld and Rogoff proposition received a substantial quantitative support. Reyes-Heroles
et al. (2017), using a multicountry dynamic model of international trade (Eaton et al., 2011),
concluded that falling trade costs account for a 69% increase in net trade imbalances in the
period 1970 to 2007. Meanwhile, Kortum et al. (2016) argued that eliminating trade barriers
resolves a number of these macro puzzles.
While trade frictions may indeed have a significant effect on trade imbalances, the
collapse of the trade growth following the financial crisis 2007-2008, and its exceptionally
sluggish, comparing to GDP, recovery showed that there must be other factors involved
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(Eichengreen, 2010). Analysis of the changing income-trade relationship and of the price
elasticity of exports and imports should help to shed some light on the changes in the trade
growth, as both, income and prices have direct effect on demand for exports and imports
(Khan and Khanum, 1997; Khan, 1974). Hence, while the gravity model and six major
empirical puzzles in international economics are of great interest, this chapter focuses on the
effect of income and relative prices on trade flows, as the need for further research on this
topic is apparent.
2.2.3 Measuring Trade
Measuring openness to trade has proved to be a challenge from the empirical perspective.
One possible approach is to use a measure of trade policies, such as average tariff rate, as an
indicator of openness. However, not all trade barriers are easily quantifiable (Pritchett, 1996).
Moreover, trade policies might be correlated with other domestic policies that affect national
income and visa versa, hence, giving rise to a potential endogeneity issue.
There are two ways of dealing with the endogenity issue, one is instrumental variables
and the other is using vector autoregressive (VAR) models, which allow for all variables to
be co-determined. Dollar and Kraay (2003) were among economists that measured trade
using instrumental variables. They chose lagged values of trade as a fraction of GDP as
instruments and found a significant effect of trade on growth, but did not focus on the effect of
income on imports and exports. Geographic characteristics, for instance, size of an economy
and distance between countries were also tried as instruments for measuring trade by some
researchers, such as Frankel and Romer (1999), but those results were replicated with various
success. Since, it is not clear what would make a reliable instrumental variable for the
estimation of the income-trade relationship, an alternative empirical approach, the use of
VAR models, has been adopted for this chapter.
Moving to the price elasticity of imports and exports, this relationship received a substan-
tial attention from the economists in the field. A Marshall-Lerner condition is a well-known
proposition that suggests if the sum of export (εx) and import (εm) price elasticities (in
absolute value) is greater than unity (εx + εm > 1), then depreciation of home currency will
improve this country’s external balance by increasing demand for its exports and reducing
demand for imports, as domestic goods and services become relatively cheaper comparing to
the foreign ones (Krugman, 2014).
The dollar to pound exchange rate has been very jumpy ever since 1870s (Figure 2.6).
However, the pound real effective exchange rate has been mostly decreasing ever since late
1920s. This suggests that pound has been depreciating against other currencies, comparing to
US dollar that has been relatively stable since about 1925.
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If the Marshall-Lerner condition held, depreciation would have caused UK exports to
become relatively cheaper for the foreign consumers, which should have resulted in trade
balance surplus. Nonetheless, the UK has been running trade deficit ever since the 1990s.
Trade deficit averaged to 1453.27 million of pound sterling in 1955-2018, reaching an
all time low of 6.2 billions of pounds in September of 2016 (Trading Economics, 2018).
Explanation for this may lie in the Balassa-Samuelson effect (Balassa, 1964; Samuelson,
1964), which encompasses the idea, that the real exchange rate is determined by the relative
productivity growth, and this depreciation of pound relative to the world may not have been
the consequence of the differential productivity growth, but rather an attempt to stimulate the
exports by decreasing relative exports prices. However, looking at the real UK exports and
imports of goods and services (Figure 2.7), expressed as shares of the UK GDP, it appears
that, on average, the UK was running balance of payments deficit, even though during that
period the real sterling exchange rate continued to depreciate against other countries.
Empirical results on the effect of the exchange rate on trade flows are mixed. In the
classic paper by Houthakker and Magee (1969), it was suggested that the price elasticities
estimates were not precise enough to confirm or refute the Marshall-Lerner condition. Other
papers provided some empirical support for the Marshall-Lerner condition, concluding that
the depreciation should in fact reduce trade deficit (Arize, 1986; Caporale et al., 2015b;
Hasan and Khan, 1994). For instance, Arize (1986) estimated the relationship between
trade and relative prices for nine developing countries for 1960-1982 and found that the
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absolute sum of the long-run export and import demand elasticities is greater than one for
majority of countries in his sample, implying that the Marshall-Lerner condition holds. He
also emphasised that there was a strong connection between exchange rate policy and trade
balance.
The empirical papers on trade elasticities, especially the early ones, are mostly focused
either on one type of product (Altinay, 2007; Sousa, 2014) or on certain importers (Burke
and Liao, 2015; Soderbery, 2015). Only a few studies attempted to estimate the effect of
change in relative price on trade flows for a large sample of countries or for various products.
Among them is a paper by Kee et al. (2008), who based their empirical analysis on GDP
function approach described by Kohli (1991). Kee et al. (2008) estimated import demand
elasticity for 4,900 products for a sample of 117 countries, focusing on the consequences of
the trade liberalisation and the effect of tariffs on income. They found that import demand
for homogeneous products was more price-elastic than for differentiated goods and estimated
that import demand elasticities for the countries in their sample averaged to −1.67. However,
their study covered a relatively short period of 1988-2001.
For comparison, Imbs et al. (2010) used a multi-country demand system with constant
elasticity of substitution preferences nested in the model and found that import elasticities,
constrained to sectoral homogeneity, ranged between 0.5 and 2.7 while export demand elas-
ticities ranged from 0.9 to 2.25 (in absolute values). They also emphasised that unconstrained
elasticities, the ones that vary depending on the product specialisation and trade across
sectors, tended to be higher for specialised, open, developing countries.
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Building on Kee et al. (2008) modelling approach, Ghodsi et al. (2016) estimated import
demand elasticity for 167 importing countries using data from the Commodity Trade Statistics
Database (COMTRADE) on 5124 products for 1996-2014. They found that South Asia and
North America have highest import demand elasticities while Europe, especially Eastern
European countries, is associated with quite inelastic import demand. Hence, distribution
of import demand elasticities seem to vary depending on geographic location among other
factors. As for product category, demand for luxury goods found to be the most inelastic for
majority of countries in the sample, while the demand for mineral products, live animals,
animal and vegetable fats was the most elastic.
When estimating the effects of income or prices on trade in the long run, one possible
technique to use is a cointegration approach. For instance, Chinn and Johnston (1996) built
their empirical analysis on the dynamic model proposed by Rogoff (1992). It is based on
Cobb-Douglas production functions (supply side) and a utility function of a representative
consumer that smooths expected marginal utility over time. Chinn and Johnston (1996)
claimed that it was possible to form a cointegrating relationship among the real exchange rate,
traded and nontraded productivity levels across sectors as well as government spending, when
analysing panel data, but not for an individual exchange rate. They noted that cointegrating
relationship may also include terms-of-trade and income per capita.
Afzal and Ahmad (2004) used cointegration analysis to estimate trade elasticities and
check the Marshall-Lerner condition. They found that depreciation did not improve the trade
balance, suggesting that decrease in home currency value may trigger some other forces,
that combat positive effect of depreciation on the trade balance. For instance, expansionary
monetary policy that may be adopted following depreciation, in order to prevent rise in
unemployment level and fall in the living standard, at the same time may lead to the balance
of payments continuing to deteriorate (Afzal and Ahmad, 2004). Although, it worth to note
that they focused on the case of Pakistan and, hence, we shall generalise from these findings
with caution.
However, there are papers that claimed that depreciation generally has small effect on
imports and even less so, on exports, especially in developing countries, where import and
export elasticities tend to be lower than in developed, open economies (Edwards, 1986;
Naqvi, 1982; Upadhyaya and Upadhyay, 1999). For instance, Naqvi (1982) argued that a
certain way to boost exports is through provision of subsidies and increasing production in
home country, rather than through change in home-to-foreign exchange rate (Naqvi et al,
1983).
Hence, it is not clear whether there is a significant effect of exchange rate and relative
prices on trade flows, and whether one can consider them exogenous. Boyd et al. (2001)
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used a cointegrating vector autoregressive distributed lag (VARDL) model to estimate the
relationship among output, balance of trade and the real exchange rate. One of the strengths
of this approach is that this model allows to start analysis with an assumption that all variables
under consideration might be endogenous. Using reduced-form equation for the balance of
trade, Boyd et al. (2001) estimated price elasticity of trade without identifying the ’deep’
parameters, which otherwise would be required (Boyd et al., 2001; Lee and Chinn, 1998;
Rose, 1991). They also used generalised impulse response functions to investigate the
response of domestic and foreign output, balance of trade and the real exchange rate to
shocks. That allowed them to check whether there was empirical evidence of J-curve (which
encompasses the idea that depreciation causes initial worsening of trade balance, followed
by the increase in exports, as the volume effect outweighs the value effect, and eventually
demand for cheaper domestic products increases). A cointegration approach was used to
properly handle non-stationary time-series data, such as global income and international trade
flows, that normally exhibit trend. Besides providing evidence of J-curve effects, another
important finding of this paper was conclusion that income and real exchange rate could be
treated as weakly exogenous when used to model balance of payment. Therefore, they are
suitable as explanatory variables when modelling trade-income relationship.
As in Boyd et al. (2001), Hooper et al. (2000) also used conventional import and export
demand equations that assume that trade flows are determined by the real national and global
incomes and relative prices. They explained that in large open economies, it might be that
not only income affects trade, but also the other way around, in which case output and prices
can be considered endogenous. Hence, Johansen’s (1988) maximum-likelihood cointegration
method can be used to estimate long-run elasticities, as it recognises simultaneity among
income, trade and prices. As for the effects of relative prices and income on imports and
exports in the short run, Hooper et al. (2000) used the ECM version of ARDL model to
estimate these elasticities. They estimated short-run and long-run trade elasticities for G-7
economies, namely Canada, France, Germany, Italy, Japan, the UK and US. They found that
for the majority of countries in their sample, with the exception of Germany and France,
the Marshall-Lerner condition was holding. Moreover, according to their estimates, in
the short run, national economic development was transmitted largely through changes in
income rather than prices. They also added that short-run fluctuations might have been
influenced by factors, such as delivery lags, dock strikes or transitory changes in trade policy.
However, further empirical research would be required to estimate the effect of these factors
on trade. In this chapter we focus on the effects of income on trade and check whether
the Marshall-Lerner condition holds for the UK and US for which longer quarterly data is
available.
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2.3 Model Specifications and Methodology
2.3.1 Income Elasticity of Trade
There is no consensus in the literature as to what is the right way to measure trade. For
instance, some researchers (Baldwin and Taglioni, 2006) argued that trade should be measured
as the sum of the logarithms of exports and imports, while the use of the logarithm of the
average trade flows can potentially bias the results. Nonetheless, following Schnatz et al.
(2006), who analysed both definitions from the empirical perspective and did not find
significant difference between them, this chapter assumes that the results are not sensitive to
the use of one definition or the other.
Our empirical approach is based on Khan (1974), who first developed the model that is
based on an assumption that import and prices adjust to their equilibrium values without
delay, and that prices are exogenous. Relative prices and global income determine exports,
while imports are determined by the relative prices and national income. In both cases one
would expect that increase in relative unit value would decrease exports and imports, while
increase in world output or domestic income will boost exports or imports, respectively. Rise
in domestic price of foreign currency (nominal exchange rate), however, will have different
effect in each case, increasing exports and deflating imports. The disequilibrium model of
imports demand for a country i′s can be written as follows:
lnMit = α0 +α1lnPMit +α2lnYit +µit , (2.1)
where Mit is the real imports of a country i, Yit is the real gross national product of a
country i, PMit are the relative imports prices and µit is the error term.







where PMLit is the imports price index denominated in local currency and PDit is the
domestic GDP deflator of country i in local currency.
Meanwhile, demand for a country i′s exports can be formulated as follows:
lnXit = β0 +β1lnPXit +β2lnY ∗t +νit , (2.3)
where Xit is real exports of a country i, Y ∗t is the real world income, PXit are the relative
exports prices and νit is the error term.
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The relative exports prices are measured as the logarithm of the ratio between the export
price index of the ith country and the US gross domestic product (GDP) deflator, both







where PXLit is an exports price index denominated in local currency, Eit is the price of
the ith foreign currency in terms of US dollars and PDUSt is the foreign GDP deflator in US
dollars.
These conventional demand equations for imports, (2.1), and exports, (2.3), are based
on several assumptions. The domestic and foreign products are considered to be imperfect
substitutes, the price homogeneity holds and trade elasticities with respect to income and
relative prices are assumed to be constant over time.
Following this framework and Griliches (1967), this chapter proposes a version of the
disequilibrium model of trade that includes lagged variables to capture long-term effects,
following the assumption that the adjustment is only partly achieved within a period t. The
lagged variables allow for the investigation of the dynamic of the link between trade flows
and other macroeconomic variables.
When empirically estimating the models that include macroeconomic time series, such
as GDP, prices and exchange rate, the cointegration analysis proved to be a useful approach.
Two or more variables are said to be cointegrated, if they share a common trend, meaning
they might temporarily diverge from each other, but there is still a relationship between them
in the long run (Granger, 1986). A combination of two or more cointegrated non-stationary
variables has linear properties and is stationary; hence, it can be estimated by OLS. The
long-run relationship between cointegrated variables can be estimated using various tests,
such as the Wald test (Constantinescu et al., 2015), the Engle and Granger (1987) residual
based test or the maximum likelihood estimation test suggested by Johansen and Juselius
(1990). In this chapter we check the significance of the long-run effect of income on trade
using the Wald test.
2.3.2 The Marshall-Lerner Condition
To check whether the Marshall-Lerner condition holds we again use exports, (2.3), and
imports, (2.1), demand equations, introduced by Khan (1974). In (2.1) and (2.3) the prices
are considered to be exogenous. However, as was mentioned above, income and trade are
likely to be co-determined, hence, there is a possibility that prices might not in fact be
exogeneous either. Therefore, the analysis of the relationship between income, relative prices
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and trade flows starts with an estimation of VAR models for exports and imports. This
allows modelling of macroeconomic data without imposing a restriction on variables to be
exogenously determined and does not require a strong economic theory to be based on.
Assuming the distributed lag of order p, in order to analyse the relationship between





Γwit−1 + ν it , (2.5)
where wit is either the exports vector (lnXit , lnY ∗t , lnPXit) or the imports vector (lnMit ,
lnYit , lnPMit), a is a vector of intercepts, Γ is a matrix of coefficients and ν it is a vector of
error terms. In the exports vector: Xit is the exports of a country i in constant prices; Y ∗t is the






is an exports price index denominated in local currency, Eit is the price of the ith foreign
currency in terms of US dollars and PDUSt is the foreign GDP deflator in US dollars). In the
imports vector: Mit is the imports of a country i in constant prices; Yit is the real gross national






PMLit is the imports price index denominated in local currency and PDit is the domestic
GDP deflator in local currency).
In principle one could estimate a large system in (lnXit , lnMit , lnYit , lnY ∗t , lnPXit , lnPMit).
However, VAR models are very densely parameterised in comparison to the dimension of
the time-series data. Thus, to avoid estimation problem, VAR models are estimated with the
lowest possible number of parameters. In particular, we will work with two smaller systems,
one in (lnXit , lnY ∗t , lnPXit) and one in (lnMit , lnYit , lnPMit).
This model, (2.5), can be written in the VECM form as:




Γ∆wit−1 + ν it , (2.6)
where wit is either the export vector (lnXit , lnY ∗t , lnPXit) or the import vector (lnMit ,
lnYit , lnPMit), µ includes unrestricted deterministic elements, β are cointegrating vectors
(β = (β1i,β2i,β3i) characterises the ith long-run relation among (lnXit , lnY ∗t , lnPXit) for
exports and (lnMit , lnYit , lnPMit) for imports, correspondingly), the elements of α measure
the speed of adjustment coefficients, often referred to as feedback or loading coefficients, Γ
is a matrix of coefficients and ν it is a vector of error terms.
Hooper et al. (2000) calculated income-trade elasticities following a theoretical frame-
work and estimation techniques similar to the ones presented in this chapter. Hence, the
results of the analysis presented here are compared to the estimates from Hooper et al. (2000).
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The model (2.5) is also sensitive to the number of lags included in the system. To choose
the appropriate lag length for the VAR model we use Akaike (AIC) and Bayesian (BIC)
Information Criteria. In addition, as Toda and Yamamoto (1995) emphasised, if the variables
in the VAR are integrated of order one, it might be necessary to include more lags, beyond the
number suggested by the chosen selection criteria, as the usual tests may no longer produce
reliable estimates. Thus, the optimal number of lags is chosen not only depending on model
selection criteria, but also on whether the coefficients have correct signs, meaning signs that
are consistent with economic theory.
This is followed by the Granger Causality test to check whether knowing current value of
one of a variable helps to predict any other variables in the model. Furthermore, whereas
Granger-causality only reflects predictability from previous periods, the generalised impulse
response functions (GIRFs) reflect the within quarter correlations between the residuals of
the equations in the VAR models. In addition, correlation coefficients are obtained from the
correlation matrix.
Then, the order of integration of the variables is determined using Augmented Dickey-
Fuller (ADF) unit root test. If the variables are integrated of the same order, we proceed
with the Johansen’s cointegration test (1988) in order to check for presence of the long-run
relationship among the variables. Cointegration approach is appropriate for this analysis,
since judging by the graphs (Figures 2.8 and 2.9 for the UK; Figures 2.10 and 2.11 for the
US), there exists at least one equilibrium relationship that cancels out a common stochastic
trend that variables under consideration have in common. If the presence of cointegrating
vector(s) is established, then following Patterson (2000) it is common to normalise one
coefficient in each cointegrating vector by setting it equal to one.
For example, considering the VECM, (2.6), for exports. If there is one cointegrating
vector, which we normalise on exports as the dependent variable, and if the feedback
coefficients on the world income and export prices are insignificant, we can treat them as
exogenous and rewrite the export equation in the reduced form of ARDL model, the ECM,
as in (2.7) below:
∆lnXit = αx +βx∆lnY ∗t +ηx∆lnPXit +ρxlnXit−1 +µxlnY
∗
t−1 +νxlnPXit−1 + ε
x
it , (2.7)
where Xit is the quantity of exports of a country i; Y ∗t is the real world income; PXit





, where PXLit is an exports price index
denominated in local currency, Eit is the price of the ith foreign currency in terms of US
dollars and PDUSt is the foreign GDP deflator in US dollars).
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As for coefficients, βx and ηx are short-run income and price elasticities of exports,
respectively, and εxit is the error term.
The significance of the long-run income and price effects on trade flows are measured
using the Wald test.
Similarly with imports, if there is one cointegrating relation between the variables under
consideration, we proceed with normalising on imports. If the loading coefficients on the
national income and imports relative prices are insignificant, we conclude that these variables
can be treated as exogenous and proceed by estimating the following ECM:
∆lnMit = αm+βm∆lnYit +ηm∆lnPMit +ρmlnMit−1+µmlnYit−1+νmlnPMit−1+εmit , (2.8)
where Mit is the quantity of imports of a country i; Yit is the real gross national product of





, where PMLit is the imports
price index denominated in local currency and PDit is the domestic GDP deflator in local
currency).
As for the coefficients, βm and ηm are short-run income and price elasticities of imports,
correspondingly, and εmit is the error term.
Finally, to check whether income elasticity of trade has changed following the financial
crisis 2007-2008, the model bellow is estimated for exports:
∆lnXit = α0x +β0x∆lnY ∗t + γ0x∆lnPXit +α1xXit−1 +β1xlnY
∗
t−1+







∆lnMit = α0m +β0m∆lnYit + γ0m∆lnPMit +α1mlnMit−1 +β1mlnYit−1+
+γ1mlnPMit−1 +δ0mD∆lnYit +δ1mDlnYit−1 + εmit ,
(2.10)
where, D takes a value of one for 2009Q1 onwards and equals zero for the period before
2009Q1, β0x and β0m measure short-run income elasticities of exports and imports from
2009Q1 onwards, respectively, and β1x and β1m measure long-run effect of income on exports
and imports during that time, correspondingly, and εxit is the error term.
To summarise, starting from the assumption, that variables of interest might be endoge-
nous, the unrestricted VAR model is estimated. Lag length is chosen using AIC and BIC.
This is followed by checking for the Granger causality among income, prices and trade flows.
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Then the model is checked on the presence of any cointegrating vectors, and if such exist(s),
the reduced form of VAR model, a VECM, is specified. The VECM coefficients are then
used to determine whether income and prices are exogenous in exports and imports equations.
If they are, the analysis then proceeds with an ARDL model to calculate short and long-run
coefficients. The analysis is concluded by running a parameter stability check.
2.4 Data and Variables
2.4.1 Income Elasticity of Trade: Sample of 15 Countries
The cross-sectional studies and time-series papers on trade use different sets of variables. The
studies on a gravity model of trade are characterised by using variables that do not vary over
time. Those are normally dummy variables, which are included in the models to account for
the distance effects, for the differences among countries due to their economic development
(developed or transition countries) as well as for the differences in industry and product-level
data of each country in a sample (Disdier and Head, 2008; Hanson et al., 2015).
Other variables, such as gross domestic product, relative prices and the exchange rate are
often used in various time-series and cross-sectional papers on trade, including the papers on
gravity model (Binh et al., 2011; Bussière et al., 2009; Schnatz et al., 2006), on trade growth
(Baldwin, 2008; Krugman, 1979; Yi, 2003) and on major empirical puzzles in international
economics (Dumas, 1992; Obstfeld and Rogoff, 2002).
However, due to limited availability of trade data, most papers on international trade
focus on imports and/or exports of manufactured goods and services and normally use short
time-series data for a large number of countries. However, an analysis of a changing trade-
income relationship calls for long time-series data and there are a few sources these data
can be obtained from, such as World Trade Organisation (WTO) and International Monetary
Fond (IMF) databases.
For a preliminary analysis of the relationship between trade flows and income we use
trade data from the two databases mentioned above, WTO and IMF. Besides the data for
imports and exports, we also use time series for GDP, price indices and exchange rate. The
estimation period for preliminary research using WTO data is 1970-2014. When we move
to the comparison of the WTO and IMF datasets, the estimation period is shortened to
1980-2013, due to limited availability of IMF trade data for individual countries.
The real exchange rate is measured as a product of the US dollar exchange rate, Eit , and
the ratio of domestic and foreign consumer prices (CPIit and CPIUSt , respectively). The
non time-varying dummy variables mentioned above are captured by the intercept. The
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required data are collected for the world as a whole and for a sample of 15 countries for
a more in-depth analysis of the trade-income relationship. The sample includes Australia,
Austria, Canada, Chile, Denmark, Finland, France, Germany, Greece, India, Indonesia, Israel,
Italy, Japan and the United Kingdom. The choice of countries was determined by the data
availability. The sample includes the countries for which the longest time series with fewest
missing observations were available. Overall, this sample provides a good spread of different
types of countries, allowing for analysis of possible country-specific patterns.
Total merchandise exports and imports from a country i to the rest of the world come from
the WTO and are expressed in US dollars and current prices. Since these data reflect not only
changes in trade volumes, but also the effect of inflation, in the general-to-specific (section
2.5) and specific-to-general (section 2.6) modelling, which focus on the exports demand
equation and income elasticity of exports in particular, real exports are used. Real exports
are calculated by deflating total merchandise exports in current US dollars, (NXit ×Eit), by
the United States consumer price index, CPIUSt , in order to enable the quantity comparison
between different time periods.
One of the reasons the real exchange rate was included in the general model (section
2.5) is to control for the effects of movements in a country’s currency relative to the US
dollar (Graham et al., 2004; Micco et al., 2003). Moreover, some researchers claim that the
exchange rate and exports relative price are powerful determinants of a country’s exports
(Warner and Kreinin, 1983). Therefore, these variables are included in the model in order to
check their significance in relation to trade flows.
However, it is not clear whether the right approach to measuring trade would be to
express exports in local currency or in US dollars. Taking nominal exports in local currency,
NXit , might not be the best approach as nominal values do not account for the effect of
inflation. There is an option to divide exports in local currency by a country i’s consumer











, does not allow for a proper comparison of export flows among the
countries that have different currencies. Another option is to express exports of the country i
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Therefore, domestic and world measures of exports are related through the real exchange
rate. Thus, the general model (section 2.5) used in this chapter nests both (domestic and world
measures of exports) to account for both possible cases. One possibility is that the correct
dependent variable is the domestic measure. The other case is that the correct dependent
variable is the world measure and the real exchange rate is allowed to vary independently.
For the estimation of the income elasticity of trade for 15 countries the data for the
nominal dollar exchange rate, Eit , and consumer price indices, CPIit and CPIUSt , are obtained
from the Federal Reserve Economic Data database (FED, 2017). The real domestic and
world GDP data (Yit and Y ∗t , respectively) come from the World Bank (World Bank, 2017),
and is expressed in US constant prices.
One of the aims of this chapter is to check whether income-trade analysis performed
using data from different data sources produces similar results. Hence, trade data from
two different databases, the World Trade Organisation and International Monetary Fund,
are collected, and imports (not exports) data are used for this part of the analysis to enable
comparison to Constantinescu et al. (2015), who performed the analysis similar to the one
presented in this chapter, and they used imports. As was mentioned, from the WTO database
trade data come as total merchandised exports and imports, expressed in US dollars at current
prices. Hence, real imports are calculated by deflating total merchandise imports in current
US dollars (NMit ×Eit) by the United States consumer price index (CPIUSt). From the IMF
database we use the volume of total imports of goods and services, expressed in constant US
dollars. Hence, IMF data come in constant US dollars and the WTO trade data are converted
from current to constant US dollars. We then compare estimates obtained using data from
these two different databases, the WTO and IMF.
The initial analysis of the income-trade relationship using annual data for a sample of 15
countries showed that use of longer time series can be a strong advantage for the analysis
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of the relationships considered in this chapter. Longer quarterly data are available for the
UK and US, but not for many other countries. Hence, due to data availability limitations,
we use different data for the analysis of the Marshall-Lerner condition (quarterly data for
the UK and US) than for the estimation of the income elasticity of trade (annual data for 15
countries). The data we use for the analysis of the Marshall-Lerner condition for the UK and
US are discussed below.
2.4.2 The Marshall-Lerner Condition: The UK and US Cases
For the analysis of the trade-income elasticities the longer the data the better. After pre-
liminary research the data availability became an apparent issue, as for most countries the
data for imports and exports are annual and only available for a few decades. Nonetheless,
there are exceptions, such as the UK and US, for which there is quarterly data that go back
to 1950s (1955Q1 for the UK and 1950Q1 for the US) and is available to 2018Q1 (on the
moment of writing this chapter). Hence, in order to further analyse the relationship between
trade, imports and exports prices as well as income we now focus on the cases of the UK and
US.
Gross domestic product is often used to measure income. However, quarterly data for
the world GDP are not available for sufficiently long period. Therefore, when checking
the Marshall-Lerner condition for the UK and US, we follow Hooper et al. (2000) and use
combined GDP of the G7 countries (Canada, France, Germany, Italy, Japan, the UK and
US), which accounts for roughly 30% of world GDP, as a proxy for the world income. This
also makes our estimates more comparable to the ones in Hooper et al. (2000). The GDP
data are collected for the G7 countries in current values, local currency. The US data come
from the Bureau of Economic Analysis (BEA), the French one are from National Institute
for Statistics and Economic Studies, the UK and Canadian GDP data are from the Office
for National Statistics (ONS) and for Germany, Japan and Italy are from Quarterly National
Accounts. The exchange rates of local currency per US dollar data come from OECD Main
Economic Indicators publications, except for Canada these data come from IMF (and are in
US dollars per Canadian dollar exchange rate). The GDP data are converted to US dollars
using nominal exchange rates and then divided by the US GDP deflator. Finally, the G7
members’ incomes are added up. Since some data, such as quarterly GDP for most countries
in G7 group, are not available prior 1960Q1, the final G7 GDP series covers 1960Q1-2017Q1.
The resulting time series is a G7 real GDP in US dollars, which is used as a proxy for world
income when estimating the UK and US exports demand equations.
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The UK: Data (Quarterly, 1955Q1-2018Q1)
Starting from the UK case, the Table 2.1 presents a summary of the data that were used to
analyse UK trade.
Table 2.1 The UK Quarterly Data
Variable Notation Units Year 1 Timespan Source
Exports XUK MM £; constant prices 2016 1955:1-2018:1 ONS
UK Exports Defl. PXLUK Constant price value index 2012 1955:1-2018:1 ONS
Exch. rate (£/$) EUK Price index - 1950:1-2018:1 ONS
US GDP Deflator PDUS Price index 2009 1950:1-2018:1 BEA
Imports MUK MM £; constant prices 2016 1955:1-2018:1 ONS
UK Real GDP YUK MM £; constant prices 2016 1955:1-2018:1 ONS
UK Imports Defl. PMLUK Constant price value index 2012 1955:1-2018:1 ONS
UK GDP Defl. PDUK Price index 2016 1955:1-2018:1 ONS
1 Reference Year.
Most of the quarterly data come from the ONS and cover 1955Q1-2018Q2. The excep-
tions are the exchange rate and the US data, that cover slightly longer period with the US
data being from the Bureau of Economic Analysis. Exports, imports and GDP are in millions
of pounds, constant prices. Other variables in the table come in index form.
During 1955-2018 the UK exports and imports moved closely together (Figure 2.8),
except for a period in the 1970-1990, when constant price export flows were generally higher
than constant price imports. Both time series have an increasing trend, however, there was
a drop in trade volumes around 1967-1968, time of the UK Devaluation of Sterling, and in
the beginning of 1980s, years of the UK recession as well as in late 2000s, when the global
financial crisis 2007-2008 happened.
Second part of the Figure 2.8 presents the UK real GDP expressed in percentage change
form. This series is very jumpy, with major growth rate drops, around 2%, in the second
quarter of 1958, the Middle East Crisis, then in 1973, the oil price shock, in early 1980s
during the recession and then during the financial crisis 2007-2008. The UK is a large
open economy that relies heavily on international trade, therefore, all those global economic
disturbances triggered sharp falls in the British GDP growth rate.
Moving to the prices (Figure 2.9 Part 1), UK relative exports prices are more volatile than
import ones, with significant jumps around 1970, 1980, 2002, 2008 and the most recent drop
in 2014-2015. For instance, in the late 1970s, following the end of the post-war economic
boom, raw material prices were rising and the UK real effective exchange rate as well as
the pound to dollar real exchange rate, were fluctuating dramatically. Imported goods and
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Fig. 2.8 The UK Trade and Income (Quarterly Data, 1955-2018).
Source: ONS (2017).
Part 1. Exports and Imports.
Source: ONS (2017).
Part 2. The UK Real GDP.
services were valued higher than the domestic ones, which led to the balance of payments
problems in the UK. This period was also characterised by the political unrest within the
country, including issues in the Northern Ireland and strikes caused by the increasing power
of the trade unions. Overall, it seems that exports prices adjust to changes in economic
conditions with a slight delay comparing to imports prices, and changes are bigger in
magnitude. The UK relative imports prices have been mostly declining since mid-1970s,
with a few minor increases during the timespan covered by the estimation period.
Fig. 2.9 The UK Trade Relative Prices and Income (Quarterly Data, 1955-2018).
Source: ONS (2017) and BEA (2018).
Part 1. Relative Exports and Imports Prices.
ONS (2017) and BEA (2018).
Part 2. The G7 and UK Real GDP.
In turn, the G7 and UK incomes (Figure 2.9 Part 2) series have a few especially pro-
nounced spikes, around 1963, the European Economic Community (EEC) Crisis, then around
1971, International Monetary Crisis, followed by early 1980s, time of recession in the UK,
then another spike around 1992, remembered by the Black Wednesday (16 September 1992),
and a more recent decline was around the crisis 2007-2008.
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The UK trade and price series appear to be nonstationary, with increasing trend. The
unit root analysis confirms that all variables under consideration are I(1), and the long-run
relationship among them can be estimated using not only ARDL model, but a cointegration
approach, in order to compare estimates produced by the two techniques.
In addition, looking at the descriptive statistics summary (Table 2.2), the UK imports and
exports series have similar coefficients of central tendency measures (around 10.60) as well
as maximum (about 11.92) and minimum (around 9.25) values. Both series have a relatively
low standard deviation of 0.82 with few outliers in the data. However, the UK exports seem
to have more values below the average, while the exact opposite is true for the UK imports.
Table 2.2 Descriptive Statistics: The UK Quarterly Data (Summary; Logarithms)
Mean Med.1 Max.2 Min.3 Std. Dev.4 Skew.5 Kurt.6 Jarque-Bera Prob.7 Obs.8
XUK 10.69 10.65 11.91 9.31 0.80 -0.08 1.73 17.21 0.00 253
MUK 10.63 10.54 11.93 9.20 0.84 0.03 1.69 18.24 0.00 253
YUK 12.45 12.44 13.13 11.62 0.45 -0.16 1.83 15.46 0.00 253
Y ∗ 15.92 15.97 16.65 14.95 0.50 -0.23 1.84 14.88 0.00 229
PXUK 0.44 0.43 0.90 0.11 0.12 0.67 5.11 65.75 0.00 253
PMUK 0.17 0.19 0.39 -0.02 0.12 0.00 1.59 20.91 0.00 253
All variables are in logarithmic form;
1 Median; 2 Maximum; 3 Minimum; 4 Standard Deviation; 5 Skewness; 6 Kurtosis; 7 Probability; 8 Observations.
The G7 and UK GDPs data have a low standard deviation of around 0.50, with a slight
negative skew and thin tails, as suggested by the skewness (around −0.20) and kurtosis
(about 1.84) coefficients. Relative imports prices exhibit a clear downward trend. Both price
indices have a very low standard deviation of 0.12, lowest when compared to other variables
under consideration. The exports prices data have more extreme values, with fatter tails than
normally distributed data have, while the opposite is true for the imports prices.
When the variables are graphed in the level form, none of them appear to be normally
distributed. In the analysis the logarithms of the variables are used to allow for a more
straightforward interpretation of the coefficients (as elasticities).
The US Data (Quarterly, 1950Q1-2018Q1)
To estimate income and price elasticities of the US exports and imports, the quarterly data
were collected from the BEA. The US quarterly data are summarised in the Table 2.3. The
data cover five-year longer period, 1950Q1 to 2018Q1, than the UK one (1955Q1 to 2018Q1).
Imports and exports of goods and services as well as the US income and G7 GDP are all
expressed in millions of constant US dollars. The US imports, exports and GDP deflators are
in index form. All variables are transformed in logarithmic form, as in the UK case.
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Table 2.3 The US Quarterly Data (1950-2018)
Variable Notation Units Year1 Timespan Source
Exports XUS MM $; constant prices 2009 1950:1-2018:1 BEA
US Exports Defl. PXLUS Constant price value index 2009 1950:1-2018:1 BEA
Imports MUS MM $; constant prices 2009 1950:1-2018:1 BEA
US Real GDP YUS MM $; constant prices 2009 1950:1-2018:1 BEA
US Imports Defl. PMLUS Constant price value index 2009 1950:1-2018:1 BEA
US GDP Defl. PDUS Price index 2009 1950:1-2018:1 BEA
1 Reference Year.
When the logarithms of the US exports and imports plotted on the same graph (Figure
2.10), the trade flows are comparable to those of the UK, exhibiting similar increasing trade
with a few minor decreases around early 1980s, time of the major recession in the US and
UK, and around the financial crisis 2007-2008, which originated in the US. The US GDP is
plotted as percentage change in the Figure 2.10 Part 2 and has similar jumps around 1980s
and sharp fall around 2007-2008, as the UK GDP series in the Figure 2.10 Part 2. However,
the maximum the US GDP ever reached over this period is lower (less than 4%) than the UK
GDP (5% increase around year 1973).
Fig. 2.10 The US Trade and Income (Quarterly Data, 1950-2018)
Source: BEA (2018).
Part 1. The US Exports and Imports.
Source: BEA (2018).
Part 2. The US Real GDP.
The US relative exports and imports prices (Figure 2.11 Part 1) are quite different prior
early 1970s, comparing to those of the UK (Figure 2.9 Part 1). Relative imports prices
increased sharply in 1972-1975, almost reaching the level of the relative exports prices, and
in the subsequent decade relative imports prices were above the exports ones, but only for
a few years. Starting from early 1980s the US relative imports and exports prices changed
similarly, while the UK exports prices remained much higher then the British imports relative
prices. In addition, the US GDP is almost identical to the G7 income, which reflects the fact
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that the US is the largest economy in the world and, hence, its income represents the largest
share of the G7 series, comparing to other countries in the group.
Fig. 2.11 The US Trade and Income (Quarterly Data, 1950-2018)
Source: BEA (2018).
Part 1. The Relative Exports and Imports Prices.
ONS (2017) and BEA (2018).
Part 2. The G7 and US Real GDP.
Furthermore, the descriptive analysis (Table 2.4) shows that the US imports were on
average slightly higher (13.25) than exports (12.92). However, other descriptive statistics
coefficients for these series are similar. The US exports and imports data are more spread
out (standard deviation is about 1.15), comparing to those of the UK (about 0.82). Both US
trade series are slightly negatively skewed (skewness coefficients are within −0.09 to −0.04
range), and their distributions have slimmer tails than normal (kurtosis coefficients are about
1.70).
Table 2.4 Descriptive Statistics: The US Quarterly Data (Summary; Logarithms)
Mean Med.1 Max.2 Min.3 Std. Dev.4 Skew.5 Kurt.6 Jarque-Bera Prob.7 Obs.8
XUS 12.92 12.84 14.63 10.93 1.14 -0.09 1.69 19.78 0.00 273
MUS 13.25 13.22 15.05 11.11 1.17 -0.04 1.72 18.76 0.00 273
YUS 15.76 15.78 16.67 14.55 0.62 -0.22 1.80 18.59 0.00 273
Y ∗ 15.92 15.97 16.65 14.95 0.50 -0.23 1.84 14.88 0.00 229
PXUS 1.33 1.39 1.74 0.93 0.23 -0.15 1.62 22.61 0.00 273
PMUS 1.17 1.09 1.81 0.91 0.20 1.12 3.83 64.90 0.00 273
All variables are in logarithmic form;
1 Median; 2 Maximum; 3 Minimum; 4 Standard Deviation; 5 Skewness; 6 Kurtosis; 7 Probability; 8 Observations.
As was clear from the Figure 2.11 Part 2 for the US and G7 incomes, two variables are
very similar. The two series have mean values of about 15.80, with relatively low standard
deviation of 0.55, slight negative skew and peaked distributions. Moving to the remaining
two series, the US relative exports prices are on average slightly higher than imports ones
(1.33, comparing to 1.17) with a similar standard deviation of about 0.20. However, while
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exports price series is slightly negatively skewed, imports price series has a positive skewness
coefficient of 1.12 and a much higher kurtosis of 3.83 (comparing to 1.62 for exports price
series). In addition, as in case with the UK data, the Jarque-Bera coefficients suggest that
none of the US variables have normal distribution.
2.5 General-to-Specific Modelling (Exports; 15 Countries)
Since the determinants of trade growth are not well studied, the chapter first uses general-
to-specific modelling approach, which is well-known for excellent model selection abilities
(Campos et al., 2005). Moreover, diagnostic tests using a general model are more likely to be
valid than in a potentially unspecified restricted model.
The ideal outcome of using general-to-specific method would be a simplified (restricted)
model that adequately characterises the empirical evidence within a theoretical framework.
To move from the general to specific model, the paper follows basic steps of the Hoover and
Perez’s algorithm (Hoover and Perez, 1999), starting with an assumption that the general
statistical model is appropriate, since it allows a certain flexibility in accessing what drives the
trade growth. Then, a variable that satisfies the simplification selection criteria (its coefficient
is statistically insignificant) is eliminated and the simplified model is checked to remain
congruent. This procedure continues until only variables that have a statistically significant
effect on the dependent variable remain.
In addition, most economic time-series, such as logarithm of world income, are trended.
To account for that, the trend variable is included in the general model and checked for
significance. Building on the demand equation for exports, (2.3), and accounting for the fact
that different (domestic and world) measures of exports might be suitable, we estimate the
following general ARDL model for 1970-2014:
ARDL(1,1) : lnXit = α0 +β0lnNit +β1lnNit−1 +α1lnXit−1 +δ t +uit , (2.13)
where Nit = Yit ,Y ∗t ,Eit ,CPIit ,CPIUSt .
The dependent variable, Xit , is real total merchandise exports (world measure) from
country i to the rest of the world, meaning total merchandise exports in the US dollar current
prices, deflated by the US CPI; α0 is a constant; Yit and Y ∗t are GDP of country i and the
world at market prices (2010 = 1.0), respectively, CPIit and CPIUSt are CPI for a country
i and the US CPI, correspondingly (2010 = 1.0), Eit is a US dollar to national currency
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spot exchange rate for a country i, δ t is a time trend and uit is an error term. The dynamic
behaviour of the demand for exports is captured by the time trend (δ t) and lagged variables
of the model (Xit−1 and Nit−1).





, where PXLit is an
exports price index denominated in local currency, Eit is the price of the ith foreign currency
in terms of US dollars and PDUSt is the foreign GDP deflator in US dollars. In contrast, in
(2.13) we include variables Eit ,CPIit ,CPIUSt on the right-hand side instead and check which
ones are actually significant in hope that it would help to identify most suitable functional
form of the demand for exports equation.
The ARDL(1,1) model, (2.13), can also be estimated in the error-correction form (ECM),
ECM : ∆lnXit = a0 +b0∆lnNit +b1lnNit−1 +a1lnXit−1 +δ t +uit , (2.14)
where ∆ represents the change in a variable and all other variables are the same as in
(2.13).
First, the unrestricted ARDL model for each country is used with either lagged variables
or first differences (∆), depending on which parameterised version of a general ARDL model
fits the data for a country i better.
Starting from the unrestricted model, the variables that have no statistically significant
effect on total merchandise exports are dropped one by one (starting from the least significant
one) until only statistically significant variables are left in the model (the results are presented
in an appendix A.2 Tables A.1 and A.2). However, the regression results for the unrestricted
model are mostly inconsistent with the economic theory. For instance, the results suggest that
the coefficient of the world GDP for the majority of countries in the sample is insignificant,
meaning world income has no significant effect on the exports of most of the countries
under consideration. In addition, some coefficients seem to have "wrong" signs, such as, for
Australia, Austria and a few other countries for which exchange rate variable is statistically
significant, it seems to have a positive relationship with the dependent variable. This is
opposite to what one would expect as it suggests that as the US dollar to local currency
exchange rate increases, the exports from country i to the rest of the world increase as well.
However, the international economics theory (Krugman, 2014) suggests that if the local
currency appreciates against the foreign currency, then exports from this country become
relatively more expensive and, as a result, demand for them decreases.
To summarise, there are three main problems one runs into when applying general-to-
specific modelling on multiple countries with short time series. Firstly, it would be ideal to
have a common model for all countries under consideration, but using this approach we did
not get it. Secondly, there is a question of how general a model should be to begin with? A
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model might be overparameterised and poorly estimated. Thirdly, a chosen (restricted) model
is difficult to interpret. Since the general-to-specific modelling does not produce sensible
results, the alternative approach is to start with a minimum number of explanatory variables
and expand from there. Therefore, next the chapter outlines specific-to-general modelling
approach to analyse income-trade relationship.
2.6 Specific-to-General Modelling (Exports; 15 Countries)
This procedure begins with a simple model which estimates the relationship between change
in real exports of a country i (to the rest of the world) and the global GDP. The price variables
(domestic and US consumer price indices) have been dropped as well as domestic income,
leaving only world income as an explanatory variable. The trend variable is not included,
as it is not significant in the general model for the vast majority of countries in the sample.
Thus, the general ECM, (2.14), is used, but with only one independent variable:
Nt = Y ∗t ,
where Y ∗t is a world GDP at market prices (2010 = 1.0).
These types of demand equations for exports and imports are fairly intuitive and have
been widely used in the empirical trade literature (Constantinescu et al., 2015; Freund, 2009;
Irwin, 2002). Hence, adopting (2.14), the following model is estimated:
∆lnXit = α0 +β0∆lnY ∗t +β1lnY
∗
t−1 +α1lnXit−1 +uit , (2.15)
where a dependent variable ∆Xit is a change in real total merchandise exports (world
measure) from country i to the rest of the world, meaning total merchandise exports in US
dollar current prices, deflated by the US GDP deflator; α0 is a constant; ∆Y ∗t is a change in
world GDP at market prices (2010 = 1.0); Xit−1 and Y ∗t−1 are the lagged variables and uit is
an error term.
We estimate this model using OLS and running diagnostic tests to ensure that results are
consistent with a theoretical framework. The regression analysis using WTO data for the
same sample of 15 countries for 1970-2014 (as in general-to-specific modelling) produces
results that are summarised in the Table 2.5.
The output is consistent with the economic theory, for instance the signs of the coefficients
are the ones we would expect. The effect of change in world GDP, the short-run income
elasticity of trade, is significant for all countries, with the exception of Indonesia. A lagged
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Table 2.5 Equation (2.15): Restricted Model (Dependent Variable: lnXit ; 1970-2014)
Australia Austria Canada Chile Denmark Finland France
α0 -2.55 -6.74* -4.44*** -16.17*** -2.83 -2.33 -0.81
(1.71) (3.61) (1.49) (4.97) (1.93) (2.26) (1.34)
β0 5.33*** 3.93*** 4.40*** 5.58*** 2.81*** 5.01*** 3.48***
(1.01) (1.03) (0.66) (1.91) (0.93) (1.16) (0.91)
α1 -0.03 -0.22* -0.32*** -0.29*** -0.21** -0.15 -0.17*
(0.06) (0.11) (0.11) (0.10) (0.10) (0.10) (0.08)
β1 0.10 0.35* 0.36*** 0.69*** 0.22* 0.17 0.14
(0.09) (0.18) 0.12 (0.22) (0.12) (0.13) (0.09)
Germany Greece India Indonesia Israel Italy Japan UK
α0 -3.08 -3.45 -4.57* -3.95 -6.41* -2.76 -0.15 -1.36
(1.95) (2.27) (2.52) (3.12) (3.63) (1.97) (1.49) (1.33)
β0 4.24*** 3.78** 4.06*** 2.65 4.61*** 3.09*** 3.68*** 3.06***
(1.03) (1.48) (1.01) (1.83) (0.68) (0.97) (1.00) (0.96)
α1 -0.18* -0.20** -0.03 -0.19** -0.17* -0.20** -0.16** -0.21**
(0.10) (0.10) (0.04) (0.07) (0.09) (0.10) (0.08) (0.11)
β1 0.22* 0.23* 0.16 0.25* 0.31* 0.23* 0.12 0.19*
(0.13) (0.12) (0.11) (0.14) (0.17) (0.12) (0.09) (0.11)
Source: WTO (2017).
Note: Standard errors in parentheses; ∗∗∗ indicates a significance level of 1%, ∗∗ of 5%, and ∗ of 10%.
real exports coefficient, which measures the speed of adjustment to the equilibrium level in
one period, is significant for 12 countries, while the lagged world GDP has significant effect
on change in the real exports in case of 10 countries, but for most only at 10% level.
To check if there is in fact a relationship between trade and income in the long run, further
testing is required. First, F-test (Table 2.6) is used to estimate the joint effect of lagged total
exports and world income on the dependent variable. Since there is some ambiguity about the
distribution of the data under consideration, following Pesaran et al. (2001) the non-standard
critical values are obtained to check the joint significance of the explanatory variables. These
non-standard critical values are 4.94 for I(0) data and 5.73 for I(1) data. Even using standard
critical values there is not a lot of evidence of a jointly significant effect of the lagged level
terms, and using the non-standard critical values for I(1) variables − none at all.
The test for the long-run effect of world income on exports is based on a non-linear
function of the parameters, hence, we then use a Wald test to check whether there is in fact a
long-run relationship between income and exports. It is worth noting that the Wald test is
quite sensitive to how the expression for the null hypothesis is written. For the purpose of
checking whether there is a long-run world income effect on the real exports, we write the
null hypothesis for the test as: −β1/α1 = 0 (where, from (2.15), α1 is the lagged real exports
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Source: WTO (2017). Note: null hypothesis: lnXt−1 and lnY ∗t−1 are jointly insignificant.
and β1 is the lagged world income). The coefficients for the income elasticity of exports in
the short and in the long run are summarised in the Table 2.7.
The Wald test results suggest that world GDP has a significant effect on trade growth in
the long run for all countries except two, Australia and India. The average income elasticity
of trade is about 4.08 in the short run and 1.26 in the long run, and it is unclear why trade
seems to be more responsive to changes in world income in the short run than in the long run.
Nonetheless, this paradoxical result is consistent with other empirical papers on income-trade
relationship (Constantinescu et al., 2015). In addition, the speed of adjustment coefficients
(an appendix, Table A.3) are negative and all, except three, are significant. The results imply
a sluggish adjustment of exports, about 0.21 on average.
Hence, the two test procedures, F-test and Wald test produce somewhat conflicting results.
This may happen in small samples or when there are structural breaks in the data. Since, our
sample is not necessarily small, it might be helpful to continue our analysis by checking for
the structural instability.
To sum up, there seems to be a strong relationship between world income and exports
in the short run. However, when it comes to estimating the significance of this relationship
in the long run, the F-test and Wald test procedures conflict. This does not allow for a
conclusion without doubt as to whether there is a long-run effect of world income on the real
exports or not. Since one possible explanation for these conflicting results is the structural
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Table 2.7 Equation (2.15): Short-Run and Long-Run Income Elasticities
Short-run Long-run
Coefficient SE Coefficient SE
Australia 5.33*** 1.01 3.04 3.63
Austria 3.93*** 1.03 1.63*** 0.17
Canada 4.40*** 0.66 1.12*** 0.07
Chile 5.58*** 1.91 2.40*** 0.28
Denmark 2.81*** 0.93 1.07*** 0.16
Finland 5.01*** 1.16 1.10*** 0.28
France 3.48*** 0.91 0.84*** 0.22
Germany 4.24*** 1.03 1.26*** 0.20
Greece 3.78** 1.48 1.14*** 0.25
India 4.06*** 1.01 6.14 6.54
Indonesia 2.65 1.83 1.32*** 0.37
Israel 4.61*** 0.68 1.82*** 0.15
Italy 3.09*** 0.97 1.12*** 0.18
Japan 3.68*** 1.00 0.73** 0.29
UK 3.06*** 0.96 0.89*** 0.16
Average 4.08 1.26
Source: WTO (2017). Note: ∗∗∗ indicates a significance level of 1%, ∗∗ of 5%, and ∗ of 10%. SE stands for
standard error.
instability, we estimate the global income-exports relationship further to see if we can obtain
more consistent results when we allow for structural breaks.
2.7 Structural Stability Analysis (Exports; 15 Countries)
One possible reason for some inconsistency in the regression results described above is the
presence of structural breaks. There are many tests for structural stability available. We use
Bai-Perron, Quandt-Andrews and Chow tests to check whether they produce similar results.
The results, summarised in the Table 2.8, truly bring out the sensitivity of our estimates to
the choice of test.
Using the Bai-Perron method of testing for structural stability, it is found that the data
for seven countries, such as Austria, Denmark, France, Germany, Greece, India and Italy, do
not have any significant structural breaks over the estimated period. However, for Austria,
Denmark and France the Chow test provides weak evidence of one breakpoint that occurs at
year 1986, but the test statistics is only significant at a 10% level for Austria and Denmark
(and 5% level for France). The Quandt-Andrews test confirms this breakpoint for France
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Table 2.8 Equation (2.15): Structural Instability Analysis
Bai-Perron Test1 Q-A Test2 Chow Breakpoint Test
N.3 Years F-stat.4 Critical value Year LR F-stat. Prob.5 Year F-stat. Prob.5
Australia 1 2008 8.14 18.11 2008*** 6.03 0.0021 2008*** 6.03 0.00
Austria 0 9.82 16.19 1986 2.45 0.3957 1986* 0.06 0.06
Canada 3 1977 17.90 19.64 1978** 4.76 0.0169 1977*** 6.06 0.00
1993 1978*** 4.76 0.00
2008 1993*** 4.69 0.00
2008*** 4.29 0.01
Chile 1 1981 7.50 18.11 1981*** 11.71 0.0000 1981*** 11.71 0.00
Denmark 0 8.76 16.19 1986 2.19 0.5131 1986* 2.19 0.09
Finland 1 1981 10.23 18.11 1981** 4.38 0.0306 1981*** 4.38 0.01
France 0 15.40 16.19 1986* 3.85 0.0676 1986** 3.85 0.01
Germany 0 7.98 16.19 1986 2.00 0.6074 1986 2.00 0.12
Greese 0 11.16 16.19 2002 2.62 0.3324 2002* 2.62 0.05
India 0 14.98 16.19 1978* 3.74 0.0786 1978** 3.74 0.01
Indonesia 1 1977 17.34 18.11 1978*** 8.04 0.0001 1977*** 10.31 0.00
1978*** 8.04 0.00
Israel 1 1981 14.18 18.11 1981** 4.48 0.0262 1981*** 4.48 0.00
Italy 0 15.15 16.19 1980* 3.79 0.0739 1980** 3.79 0.01
Japan 1 1996 17.48 18.11 1996*** 5.37 0.0063 1996*** 5.37 0.00
UK 2 1981 5.88 18.93 1981*** 7.11 0.0003 1981*** 7.11 0.00
1991 1991* 2.40 0.07
Source: WTO (2017).
Note: 1 Bai-Perron multiple breakpoint tests; 2 Quandt-Andrews unknown breakpoint test; 3 -
number of breakpoints; 4 - scaled F-statistics; 5 - probability; ∗∗∗ indicates a significance level of
1%, ∗∗ of 5%, and ∗ of 10%.
only (at 10% significance level). Furthermore, the Chow test suggests three breakpoints for
Canada, while Quandt-Andrews test identifies 1978 as the most likely place for a breakpoint.
In case of the UK, the Chow test once again confirms breakpoints in 1981 and 1991, as
suggested by the Bai-Perron test, while the Quandt-Andrews test suggests that the breakpoint
most likely occurred in 1981. Australia, Chile, Finland, Indonesia, Israel and Japan data
happen to have one structural break. All three tests confirm a break in 2008 in Australia, in
1981 in Chile, Finland and Israel, in 1996 in Japan and around 1977 in Indonesia.
Various historical events might have caused sharp changes in real exports flows in
different countries (a brief historical overview is presented in an appendix A.1). For instance,
a drop in real exports of Japan falls close to the Asian financial crisis of 1997, while the most
recent financial crisis 2007-2008 appears to have strongly affected only Australia and Canada
in our sample. Nonetheless, structural breaks mostly occur at different years in different
countries, thus it is difficult to generalise from these results.
The results obtained are based on the exports data from the WTO, but long time-series
data on trade flows are also available from the IMF database, which is of a particular interest
since one of the recent papers on trade, Constantinescu et al. (2015), established a clear
short-run and long-run income-trade relationship using this data source. Therefore, next we
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compare the results obtained using the WTO and IMF datasets as well as attempt to identify
the most likely place for a common breakpoint in the data.
2.8 IMF and WTO Datasets: Comparison (Imports; World
and 15 Countries Sample)
In estimating income elasticity of trade, Constantinescu et al. (2015)1 used IMF WEO
data, supplementing the post-1980 series of the publicly available dataset with the data for
the period 1970-1979 (which are accessible only from within the IMF). Using the final
data received from Dr. Constantinescu directly (presented in an appendix, Table A.4), we
successfully replicate their results (an appendix, Table A.5) and then compare these estimates
to the results previously described in this chapter.
To begin with, Constantinescu et al. (2015) uses ECM
ECM : ∆lnMit = α +β∆lnYit +δ lnYit−1 + γlnMit−1 + εit , (2.16)
where Mit is the volume of imports of goods and services, Yit is the GDP growth at the
purchasing power parity (PPP) rates, both variables being in the index form (year 2000 =
100), and εit is an error term.
The estimated income elasticity of trade comes to 2.82 for the short-run and 1.7 for the
long run. They continue their analysis by splitting the data in three approximately equal
time-periods and estimating the following model:
∆lnMit = α1 ∗DV1 +β1∆lnYit ∗DV1 + γ1lnMit−1 ∗DV1 +δ1 ∗ lnYit−1 ∗DV1+
+α2 ∗DV2 +β2∆lnYit ∗DV2 + γ2lnMit−1 ∗DV2 +δ2 ∗ lnYit−1 ∗DV2+
+α3 ∗DV3 +β3∆lnYit ∗DV3 + γ3lnMit−1 ∗DV3 +δ3 ∗ lnYit−1 ∗DV3 + εit ,
(2.17)
where DV1 is a dummy for 1970-1985 period, DV2 is a dummy for 1986-2000 period and
DV3 is a dummy for 2001-2013 period.
Comparing their estimates with our results (for 15 countries, using the WTO exports data),
our short-run elasticity averages to 4.08, which is much higher than 2.82, corresponding
estimate from the Constantinescu et al. (2015). However, our average long-run elasticity, 1.26,
is more comparable to theirs, 1.70, especially taking into account that their long-run income
1I would like to thank Dr. Ileana Cristina Constantinescu for sending me the dataset she used in her joint
paper with Dr. Mattoo and Dr. Ruta "Global Trade Slowdown: Cyclical or Structural?" so that I could replicate
their results and compare my estimates with theirs.
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elasticity of trade is lower, 1.31, for periods 1970-1985 and 2001-2003. An average speed of
adjustment for the sample is 0.21, which was considered sluggish before, but appears to be
higher than 0.12 from the Constantinescu et al. (2015) study. Therefore, it might be within
norm for the speed of adjustment to be relatively low when estimating the income-trade
relationship. In addition, as in case with the WTO estimations, a trend variable appears to be
insignificant when estimating the income-trade relationship using IMF data.
One difference between the WTO data we used for 15 countries and Constantinescu
et al. (2015) dataset is that they used imports in their estimations, not exports. In order to
run a close comparison between estimations obtained using the WTO versus the IMF, we
collect the WTO data for imports for the world and for our sample of 15 countries. Since
the IMF data for individual countries are not available for 1970-1979, in order to allow for
direct comparison of the WTO and IMF estimates for 15 countries, the estimation period is
shortened to 1980-2013. Thus, splitting it in three sub-periods with breaks in 1985 and in
2000 would be cutting the first period too short. If the data are broken approximately in half,
then the breakpoint is around 2000.
The IMF and WTO estimates suggest different breakpoints for different countries (the
results are presented in an appendix, Table A.7). However, the Chow test confirms a break in
2000 for seven countries for the WTO data and for five economies and the world for the IMF
data. Overall, the year 2000 might be if not ideal then at least a suitable choice for a common
breakpoint. Hence, we try to estimate income-trade relationship using the WTO and IMF
data for the whole period (1980-2013) and then for two sub-periods, pre-2000 and post-2000.
2.8.1 IMF Dataset (1980-2013 and 2 Sub-Periods)
We use IMF data for 1980-2013 to estimate income elasticity of imports for the world, for a
whole sample (i.e. averages, calculations description is in an appendix, A.4.5) and for 15
countries individually. We use (2.16):
∆lnMit = α +β∆lnYit +δ lnYit−1 + γlnMit−1 + εit ,
where Mit is the real imports of goods and services, Yit is the real GDP and εit is an error
term.
The results for this analysis are summarised in the Table 2.9. The long-run income
elasticity coefficient is insignificant for the world in 1980-2013, but for 14 countries in the
sample, the exception is Greece, this coefficient is significant and averages to 2.35. The
short-run elasticity coefficient is significant for all countries and for the world. On average,
short-run elasticity of income is about 2.27 for the sample and 3.19 for the whole world.
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Table 2.9 Income Elasticity of Imports: IMF Data (1980-2013; Equation 2.16)
Short-Run Elasticity (β ) Long-Run Elasticity (−δ/γ) Whole Period (1980-2013)
Pre-2000 Post-2000 Pre-2000 Post-2000 Short-run Long-run
World 2.06*** 3.43*** 2.42*** 1.29*** 3.19*** 1.32
(0.41) (0.23) (0.47) (0.07) (0.31) (0.80)
15 countries 2.93*** 2.93*** 3.24* 2.37*** 2.91*** 2.50***
(0.45) (0.24) (1.71) (0.07) (0.23) (0.12)
Australia 2.28*** 4.72** 1.96*** 2.68*** 2.51*** 2.16***
(0.68) (2.02) (0.11) (0.15) (0.67) (0.09)
Austria 2.19** 2.98*** 2.07*** 1.93*** 2.75*** 2.10***
(0.99) (0.26) (0.13) (0.18) (0.39) (0.05)
Canada 2.31*** 3.58*** 2.57*** 2.13*** 2.65*** 2.02***
(0.37) (0.34) (0.14) (0.17) (0.57) (0.16)
Chile 2.64*** 3.63*** 0.15 2.11*** 2.60*** 2.07***
(0.25) (0.66) (17.14) (0.09) (0.24) (0.42)
Denmark 0.60 3.54 3.46*** 9.06*** 1.93** 3.88***
(1.26) (0.98) (0.56) (1.63) (0.82) (0.49)
Finland 1.98*** 1.85*** 2.22*** 2.14*** 2.00*** 2.19***
(0.27) (0.25) (0.30) (0.11) (0.17) (0.08)
France 2.81*** 2.90*** 2.48*** 2.42*** 2.92*** 2.62***
(0.42) (0.26) (0.19) (0.12) (0.26) (0.07)
Germany 1.88*** 1.42** 1.24* 4.96*** 1.94*** 3.87***
(0.36) (0.49) (0.61) (1.31) (0.25) (1.19)
Greece 1.54*** 2.18*** 3.93*** 1.23*** 1.73*** 1.33
(0.46) (0.45) (0.24) (0.30) (0.32) (1.09)
India 2.70** 2.69** 1.24*** 1.44*** 2.56*** 1.38***
(0.93) (0.90) (0.24) (0.19) (0.79) (0.07)
Indonesia 1.07 5.91 1.12*** 1.24*** 1.18** 1.12***
(0.66) (5.28) (0.17) (0.26) (0.51) (0.08)
Israel 1.82*** 2.08*** 1.39*** 0.63*** 2.19*** 1.06***
(0.58) (0.45) (0.08) (0.08) (0.38) (0.12)
Italy 2.85*** 2.78*** 2.54*** -3.37 2.85*** 3.09***
(1.19) (0.41) (0.17) (73.38) (0.38) (0.42)
Japan 1.91* 2.71*** 2.94** 2.90*** 2.33*** 3.40***
(0.96) (0.34) (1.26) (0.29) (0.47) (0.83)
United Kingdom 1.70*** 2.29*** 1.83*** 1.73*** 1.89*** 1.88***
(0.33) (0.37) (0.07) (0.09) (0.20) (0.03)
Average 2.20 2.76 2.21 2.62 2.27 2.35
Source: IMF World Economic Outlook April 2014. Note: Standard errors in parentheses; ∗∗∗ indicates a
significance level of 1%, ∗∗ of 5%, and ∗ of 10%. 15 countries - aggregated (calculated using weights).
After breaking the data in two sub-periods the majority of coefficients remain significant.
The short and long-run income elasticities for the whole sample in 1980-2000 come to
2.20 and 2.21, respectively, and for the world to 2.06 and 2.42, correspondingly. However,
over the post-2000 period, the short-run and long-run elasticities for the sample are about
2.76 and 2.62, respectively, and for the world are 3.43 and 1.29, correspondingly. For the
aggregate of 15 countries, there is a clear indication of income-trade relationship in the short
and in the long run during 1980-2013. Furthermore, when the data are split in pre-2000
and post-2000 periods, the short-run and long-run income elasticity coefficients are still
significant in 1980-1999 (2.93 and 3.24, correspondingly) and in 2000-2013 (2.93 and 2.37).
In addition, long-run elasticity coefficient for post-2000 is lower than for pre-2000, which is
2.8 IMF and WTO Datasets: Comparison (Imports; World and 15 Countries Sample) 49
consistent with the results from Constantinescu et al. (2015), and suggests that trade flows
might be becoming less responsive to changes in income.
2.8.2 WTO Dataset (1980-2013 and 2 Sub-Periods)
For comparison we use the WTO data for the world and sample of 15 countries for 1980-2013
to estimate (2.16):
∆lnMit = α +β∆lnYit +δ lnYit−1 + γlnMit−1 + εit ,
where Mit is the real imports of goods and services, Yit is the real GDP, and εit is an error
term.
The results are summarised in the Table 2.10. The long-run (2.18) and short-run (4.80)
income elasticity coefficients for the world are higher than the ones calculated using IMF
data (1.32 and 3.19, respectively). Similarly, for the aggregate of 15 countries: the long-run
coefficient (3.01) is higher than using the IMF data (2.50) for 1980-2013, while the short-run
income elasticity comes to 4.87, comparing to 2.91 using the IMF. For individual countries,
long-run income elasticity is significant for 13 out of 15 countries and averages to 1.85,
which is close to 1.70 from the Constantinescu et al. (2015). The short-run income elasticity
coefficient is significant for all countries, except Greece, and averages to 3.25, which is
higher than 2.82 from the Constantinescu et al. (2015) paper and 2.27, using the IMF data
for 1980-2013.
When the data are split in two sub-periods, short-run and long-run elasticity coefficients
are significant for the whole world (except the world short-run coefficient for 1980-2000)
and for most countries in the sample. The average long-run income elasticity for 15 countries
comes to 1.48 in 1980-2000, which is lower than 2.21, using the IMF data, and to 3.22 in
2001-2013, which is higher than 2.62, using IMF data. The short-run income elasticity for
the aggregate of 15 countries is again higher for both periods, using the WTO data. The
coefficients for income elasticity in pre-2000 and post-2000 periods come to 3.92 and 4.96,
respectively, using the WTO data, comparing to 2.93 for both periods using the IMF data.
To sum up, there is significant effect of income on imports both, in the short and in
the long run. However, the findings are sensitive to the data used in the analysis, and the
estimations do not match very closely.
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Table 2.10 Income Elasticity of Imports: WTO Data (1980-2013; Equation 2.16)
Short-Run Elasticity (β ) Long-Run Elasticity (−δ/γ) Whole Period (1980-2013)
Pre-2000 Post-2000 Pre-2000 Post-2000 Short-run Long-run
World 2.39 5.57*** 1.55** 2.57*** 4.80*** 2.18***
(1.56) (0.99) (0.56) (0.25) (0.91) (0.70)
15 countries 3.92** 4.96*** 1.83* 3.63*** 4.87*** 3.01**
(1.68) (1.16) (0.88) (0.43) (0.97) (1.39)
Australia 2.84** 9.57** 0.87*** 3.14*** 3.23*** 1.73***
(0.99) (3.02) (0.26) (0.23) (1.12) (0.43)
Austria 4.42** 4.83*** 1.64*** 3.66*** 3.81*** 2.18***
(2.00) (1.29) (0.56) (0.51) (1.05) (0.29)
Canada 2.32*** 4.96*** 1.50*** 2.59*** 2.87*** 1.46***
(0.44) (0.72) (0.16) (0.36) (0.44) (0.10)
Chile 3.70*** 7.27*** 1.33 2.61*** 3.86*** 2.35*
(0.51) (1.84) (1.39) (0.53) (0.52) (1.17)
Denmark 0.68 3.96*** 1.60*** 5.44*** 2.07** 2.10***
(1.46) (0.83) (0.44) (0.53) (0.90) (0.58)
Finland 2.60*** 4.46*** 0.92 3.92*** 3.04*** 1.85***
(0.82) (0.49) (0.54) (0.33) (0.58) (0.51)
France 3.80** 5.24*** 1.50** 4.06*** 3.76*** 2.04***
(1.74) (1.38) (0.59) (0.61) (1.13) (0.45)
Germany 4.16*** 3.32*** 1.74*** 3.71 3.47*** 2.54***
(1.32) (1.12) (0.46) (2.68) (0.77) (0.49)
Greece 0.41 0.88 2.97*** 2.27** 0.94 2.13***
(1.20) (1.00) (0.55) (0.91) (0.56) (0.23)
India 3.25** 2.69 0.57** 2.36*** 2.93** 1.81***
(1.14) (2.17) (0.24) (0.26) (1.17) (0.47)
Indonesia 2.05** 22.32*** 0.90 1.30** 2.51*** 1.39***
(0.74) (4.85) (0.54) (0.49) (0.70) (0.34)
Israel 3.03*** 2.85*** 0.91*** 1.11*** 3.05*** 0.94***
(0.58) (0.89) (0.11) (0.15) (0.50) (0.05)
Italy 7.90*** 5.08*** 3.73 31.80 5.65*** -8.79
(1.49) (1.24) (4.22) (87.64) (0.98) (25.79)
Japan 1.77 4.64*** 1.25 6.64*** 3.18*** 4.20
(1.24) (1.29) (0.76) (1.55) (0.93) (3.25)
United Kingdom 0.89 3.91*** 1.63*** 2.71*** 2.05** 1.58***
(1.18) (0.95) (0.33) (0.41) (0.79) (0.24)
Average 3.64 6.34 1.48 3.22 3.25 1.85
Source: WTO (2017). Note: Standard errors in parentheses; ∗∗∗ indicates a significance level of 1%, ∗∗ of 5%,
and ∗ of 10%. 15 countries - aggregated.
2.8.3 Relationship Between The Estimates
Another way of looking at how similar the estimates obtained using two datasets are, is by
using the scatter diagrams for the short-run (Figure 2.12 Part 1) and long-run (Figure 2.12
Part 2) elasticity coefficients for the whole period.
It appears that in many cases the coefficients calculated using IMF and WTO data are
comparable with each other. For instance, the diagram for the short-run coefficients (Figure
2.12 Part 1) suggests there is a moderately strong positive relationship between the IMF and
WTO coefficients. For some countries the coefficients calculated using the IMF and WTO
data are very similar, such as in case of Canada the short-run coefficient equals to 2.07 using
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Fig. 2.12 Relationship Between The Estimates (Short-Run and Long-Run Coefficients;
1980-2013).
Part 1. Short-Run Coefficients.
Source: WTO (2017) and IMF (2014). Note: ∗ indicates countries for which one or both
coefficients (WTO or/and IMF) are insignificant.
Part 2. Long-Run Coefficients.
Source:
WTO (2017) and IMF (2014).
Note: ∗ indicates countries for which one or both coefficients (WTO or/and IMF) are
insignificant. Coefficient for Italy is omitted as it is negative and insignificant.
the WTO data and to 1.93 using the IMF data, respectively. However, for other countries the
discrepancy between the two coefficients (IMF and WTO) is noticeably larger. For instance,
in case of Italy the WTO short-run coefficient is almost twice as large (5.65) as the IMF one
(2.85).
Moving to the second scatter plot (Figure 2.12 Part 2), the relationship between the IMF
and WTO long-run coefficients is weaker than in the short-run case. There are also countries,
such as Japan, for which WTO coefficient is insignificant and on the scatter plot it appears to
be the outlier.
Nonetheless, in general there is a positive relationship between the IMF and WTO
short-run and long-run coefficients when considering the whole period.
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2.9 The Marshall-Lerner Condition: The UK Case
We now check whether the Marshall-Lerner condition holds for two countries in our sample,
the UK and US, for which longer quarterly data are available.
2.9.1 The UK Exports
VAR
We begin this analysis by first focusing on the exports demand equation (2.3) for the UK:
lnXit = β0 +β1lnPXit +β2lnY ∗t +νit .





Γwit−1 + ν it ,
where wit is the exports vector (lnXit , lnY ∗t , lnPXit).
The lag length of two is chosen using AIC selection criteria. The Granger Causality test
for VAR(2) model suggests that past values of the G7 income and UK exports prices seem to
predict current level of British exports, and there are no other Granger-causality links among
the variables.
Analysis of the generalised impulse response functions suggests that all own effects are
significant. A shock to the G7 GDP has a significant positive effect on exports, while a shock
to exports does so on prices, although the effect might not be substantial.
The residuals correlation matrix for three variables suggests that the correlation between
the G7 GDP and exports is 0.114, while that of relative prices with GDP (−0.003) and with
exports (−0.025) are much lower and negative.
The UK exports, relative prices and G7 GDP time series are integrated of order one,
using the ADF test (the lag length is chosen using BIC). Therefore, we run the Johansen’s
test for cointegration and proceed with a model with an intercept and without a trend in the
cointegrating equation.
VECM
Next we estimate (2.6):




Γ∆wit−1 + ν it ,
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where wit is the exports vector (lnXit , lnY ∗t , lnPXit).
The VAR(2) corresponds to the VECM(1). In VECM(1) long-run income elasticity of
exports is 1.38, while the price one is −0.39 (Table 2.11). The loading coefficient for exports,
−0.10, measures the extent to which deviations from the long-run relationship feedback
on export prices. The speed of adjustment for the G7 income is −0.01 (on the edge of
significance), and it is −0.02 and insignificant for export prices, meaning both variables
can be treated as weakly exogenous and, thus, used in the ARDL model. Furthermore, the
adjustment coefficients for exports and prices have the correct sign, while that for GDP has
the wrong sign, but is barely significant at 5% level.
Table 2.11 Exports (The UK)
Estimation Summary Hooper et al. (2000)
ARDL/ECM VECM ARDL/ECM VECM
Estimation Period 1960Q2-2017Q1 1960Q4-2017Q1 1977Q1-1994Q4
Income S-R El-ty1 0.38 - 1.09 -
(0.26) (0.65)
Income L-R El-ty2 1.43*** 1.38*** - 1.11
(0.03) (0.04) (0.32)
Price S-R El-ty -0.04 - -0.24 -
(0.05) (0.10)
Price L-R El-ty -0.22* -0.39*** - -1.55
(0.12) (0.15) (0.51)
Speed of Adj.3 -0.14*** -0.10 *** -0.03 -0.02
(0.03) (0.03) (0.01) (0.02)
R-Squared 0.12 0.17 0.74 -
SER 0.03 0.03 1.18 -
Coin. Vectors4 - 1 - 1
Lag Length - 1 - 4
Note: ∗∗∗ indicates a significance level of 1%, ∗∗ of 5%, and ∗ of 10%; 1S-R El-ty - short-run
elasticity; 2L-R El-ty - long-run elasticity; 3 speed of adjustment; 4cointegrating vectors.
ARDL/ECM
The ARDL model is estimated in the ECM form as in (2.7),
∆lnXit = αx +βx∆lnY ∗t +ηx∆lnPXit +ρxlnXit−1 +µxlnY
∗




because it simplifies interpretation of coefficients. World income and relative prices do
not have a statistically significant effect on the UK exports in the short run. There might be
various explanations for this. For instance, British exporters might be tied by the contract-
related liabilities and not being able to quickly adjust export volumes to a new desirable level
in accordance to change in prices or economic conditions in the world.
The loading coefficient for export demand equation is 0.14, while in Hooper et al. (2000)
it is 0.03 (3% per quarter), hence, our model suggests a faster quarterly adjustment of exports
to equilibrium. All the lagged coefficients are significant at 5% level in exports model. The
long-run income elasticity of exports is 1.43, and the relative prices also seem to affect
exports over time, with the price elasticity of exports coming to −0.22.
Structural Stability
Moving to the structural stability analysis using ECM, the Sequential Bai-Perron test identi-
fied breakpoints in 1969Q2, 1977Q4 and 1989Q3. The first date is also confirmed by the Q-A
and Chow tests. Splitting data in three sub-periods (Table 2.12) does not improve significance
of the independent variables. From the first sub-period to the next two, the short-run price
elasticity was falling to zero, and the long-run income elasticity was increasing, from 0.71 in
1960Q2-1969Q2 to 1.69 in 1989Q4-2017Q1. Furthermore, after estimating (2.9) one can
conclude that the relationship between the G7 GDP and UK exports did not substantially
change following the financial crisis 2007-2008.
Table 2.12 Structural Stability Analysis: Exports (The UK). Dependent Variable is ∆lnXt
1960Q2-69Q2 1969Q3-89Q3 1989Q4-2017Q1 Whole Period
∆lnY ∗t 0.45 0.19 1.47*** 0.38
∆lnPXt -0.49 0.06 -0.02 -0.04
lnMt−1 -0.81*** -0.37*** -0.30*** -0.14***
lnY ∗t−1 0.57*** 0.44*** 0.50*** 0.21***
lnPXt−1 -0.65*** 0.01 0.03 -0.03*
LRGDP 0.71*** 1.16*** 1.69*** 1.43***
LRPX -0.81*** 0.02 0.10 -0.22*
BIC -4.09 -3.62 -4.42 -3.99
SER 0.03 0.04 0.02 0.03
Note: ∗∗∗ indicates a significance level of 1%, ∗∗ of 5%, and ∗ of 10%. LRGDP and LRRP - long-run income
and price elasticities, respectively. BIC - Bayesian information criterion; SER - standard error of regression.
Some discrepancies between the results presented in this chapter and the estimates from
Hooper et al. (2000) might be due to different estimation periods or difference in the way the
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G7 GDP was measured. Since the G7 income data were not readily available, we calculated
G7 GDP by summing up G7 members’ GDP series expressed in constant US dollars, while
Hooper et al. (2000) agglomerated their data using bilateral export shares from Direction
of Trade report by IMF (1995). Nonetheless, findings presented in this section confirm that
there is a strong effect of world income and relative prices on UK exports in the long run.
2.9.2 The UK Imports
VAR
We now focus on the import demand equation (2.1):
lnMit = α0 +α1lnPMit +α2lnYit +µit .
Starting with an assumption that all variables are co-determined, the unrestricted VAR





Γwit−1 + ν it ,
where wit is the imports vector (lnMit , lnYit , lnPMit).
BIC and Hannan–Quinn information criterion suggest lag length of two as optimal, while
AIC and final prediction error criterion suggest three lags instead. The VAR(3) model seems
to fit data slightly better, thus we proceed with three lags. In the VAR(3) model all variables
are Granger-causal for each other, except import prices do not predict GDP.
The GIRFs show that all own effects are significant, and shocks to imports have significant
positive effect on the GDP and visa versa. The correlation between GDP and imports is 0.343
while that for relative prices and imports (0.016) or income (0.122) are much lower.
Variables are confirmed to be all integrated of order one and according to the AIC, there
is one cointegrating vector when long-run relationship among the variables is modelled with
an intercept and a linear trend.
VECM
We then estimate the VECM(2), as in (2.6),




Γ∆wit−1 + ν it ,
where wit is the imports vector (lnMit , lnYit , lnPMit).
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In the VECM(2) with a trend, the change in the GDP lagged two periods has a very
significant effect on imports. Both, the UK GDP and import prices, have significant effect
on the UK imports in the long run. Income elasticity of imports is 0.73 (Table 2.13), lower
than 2.21 in Hooper et al. (2000), and price elasticity is −1.82, while in their paper it is
−0.58 and insignificant. The trend coefficient is positive and significant, although very small
(0.004). The speed of adjustments are −0.10 for imports, −0.02 for GDP and −0.02 for
imports prices. Both, the GDP and prices, may be considered weakly exogenous as loading
coefficients for both are close to the edge of significance. Moreover, the income and prices
feedback coefficients are quite small, about 2% per quarter, thus, we will treat both variables,
the income and prices, as weakly exogenous and proceed by estimating the ARDL model. In
addition, similar to the UK exports, the adjustment coefficients for imports and prices have
the correct sign, for the GDP it has the wrong sign and is insignificant.
Table 2.13 Imports (The UK)
Estimation Summary Hooper et al. (2000)
ARDL/ECM VECM ARDL/ECM VECM
Estimation Period 1955Q2-2018Q1 1955Q4-2018Q1 1956Q2-1994Q4
Income S-R El-ty1 1.10*** - 1.01*** -
(0.19) (0.30)
Income L-R El-ty2 1.65*** 0.73** - 2.21***
(0.11) (0.35) (0.82)
Price S-R El-ty -0.09 - X∗ -
(0.17)
Price L-R El-ty -0.95** -1.82*** - -0.58
(0.40) (0.39) (1.50)
Trend - -2.004** - -
- (0.002) - -
Speed of Adj.3 -0.11*** -0.10*** -0.02** 0.01
(0.03) (0.02) (0.01) (0.01)
R-Squared 0.19 0.18 0.23 -
SER 0.03 0.03 2.91 -
Coin. Vectors4 - 1 - 1
Lag Length - 2 - 5
Note: ∗∗∗ indicates a significance level of 1%, ∗∗ of 5%, and ∗ of 10%; 1S-R El-ty - short-
run elasticity; 2L-R El-ty - long-run elasticity; 3 speed of adjustment; 4cointegrating vectors;
∗estimation is missing in the paper by Hooper et al. (2000).
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ARDL/ECM
By estimating the ECM, (2.8),
∆lnMit = αm +βm∆lnYit +ηm∆lnPMit +ρmlnMit−1 +µmlnYit−1 +νmlnPMit−1 + εmit ,
we find that short-run income coefficient is 1.10, close to 1.0 estimated in Hooper et al.
(2000). The long-run income elasticity coefficient is smaller for our sample (1.65 comparing
to theirs of 2.2), however, their sample covers significantly shorter time period. As for the
price elasticities, in Hooper et al. (2000) both were insignificant for the UK. Our estimate of
the short-run price elasticity is also insignificant, but the long-run one is significant, negative
and close to unity (−0.95). Our estimate of the speed of adjustment is much higher than in
Hooper et al. (2000) analysis, 11% per quarter (comparing to 2%), and it is significant in
both cases.
Structural Stability
The Sequential Bai-Perron and Chow tests suggest that the likely places for structural breaks
are 1981Q3 and 2006Q3. However, breaking data in 1981Q3 and 2006Q3 (Table 2.14) does
not affect significance of the coefficients.
Table 2.14 Structural Stability Analysis: Imports (The UK). Dependent Variable is ∆lnMt
1955Q2-81Q3 1981Q4-2006Q3 2006Q4-18Q1 Whole Period
∆lnYt 1.09*** 1.12*** 2.11*** 1.10***
∆lnPMt 0.26 0.32 0.00 -0.09
lnMt−1 -0.61*** -0.28*** -0.55*** -0.11***
lnYt−1 0.98*** 0.63*** 0.97*** 0.19***
lnPMt−1 0.26*** 0.04 0.09 -0.11**
LRGDP 1.60*** 2.22*** 1.78*** 1.65***
LRRP 0.43*** 0.13 0.17 -0.95**
BIC -3.92 -4.48 -5.29 -4.22
SER 0.03 0.02 0.01 0.03
Note: ∗∗∗ indicates a significance level of 1%, ∗∗ of 5%, and ∗ of 10%. LRGDP and LRRP - long-run income
and price elasticities, respectively. BIC - Bayesian information criterion; SER - standard error of regression.
Nonetheless, estimates for the sub-periods suggest that short-run income elasticity was
increasing over this time, while price one was mostly fluctuating around zero. The long-run
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price elasticity coefficient seems to be significant only in the first sub-period, 1955Q2-
1981Q3, and when estimated over the whole period. Moreover, when dummy variables are
created for 1981Q3 and 2006Q3, the coefficients of these dummy variables are significant
and their addition somewhat improves the significance of other coefficients. After estimating
(2.10) we conclude that, as in case with the UK exports, income elasticity of the UK imports
did not seem to have changed following the financial crisis 2007-2008.
Overall, looking at the UK exports and imports price elasticities, their sum is greater than
unity (in absolute values). Hence, we can conclude that the Marshall-Lerner condition holds
for the UK data, meaning depreciation of pound is likely to improve UK’s external balance
by making its goods and serviced more competitive and, as a result, increasing demand for
them.
2.10 The Marshall-Lerner Condition: The US Case
We repeat the analysis described above for the UK, now using the US data. The estimation
procedure is the same, but we arrive to a different conclusion as the Marshall-Lerner condition
does not seem to hold for the US data.
2.10.1 The US Exports
VAR
The price and income elasticities of the US exports (2.3) are estimated for 1960Q2-2017Q1.
We estimate the unrestricted VAR model (2.5), assuming that all variables might be endoge-
nous and find that the lag length of three is optimal.
In the VAR(3) model all three variables are Granger-causal for each other, with an
exception of the G7 GDP not being Granger-causal for the US exports prices. In addition,
the GIRFs show that all own effects are significant. Furthermore, shocks to the G7 GDP and
prices have positive effect on exports, although the latter is barely significant. Moreover,
exports prices respond positively to the shocks to the US exports and G7 income, however,
both effects are on the edge of significance. In addition, there is positive correlation between
all variables, strongest is between exports and G7 income (0.206).
All variables are integrated of order one, and the AIC suggests that there is one long-run
relation among the variables when their relationship modelled with intercept and no linear
trend.
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VECM
Next we estimate a VECM as in (2.6). According to the VECM(2) coefficients (Table 2.15),
all adjustment in the long run is done by the G7 income, with prices being exogenous. The
long-run income elasticity of exports comes to 2.38, while the price one is insignificant.
Table 2.15 Exports (The US)
Estimation Summary Hooper et al. (2000)
ARDL/ECM VECM ARDL/ECM VECM
Estimation Period 1960Q2-2017Q1 1960Q4-2017Q1 1976Q3-1994Q4
Income S-R El-ty1 0.70** - 1.83** -
(0.28) (0.48)
Income L-R El-ty2 1.85*** 2.38*** - 0.83**
(0.10) (0.18) (0.19)
Price S-R El-ty 0.19 - -0.53** -
(0.15) (0.23)
Price L-R El-ty -0.10 -0.50 - -1.47**
(0.20) (0.39) (0.24)
Speed of Adj.3 -0.90*** -0.02** -0.05 -0.06
(0.02) (0.01) (0.05) (0.05)
R-Squared 0.10 0.25 0.49 -
SER 0.03 0.03 1.79 -
Coin. Vectors4 - 1 - 1
Lag Length - 2 - 2
Note: ∗∗∗ indicates a significance level of 1%, ∗∗ of 5%, and ∗ of 10%; 1S-R El-ty - short-run
elasticity; 2L-R El-ty - long-run elasticity; 3 speed of adjustment; 4cointegrating vectors.
The speed of adjustment in the VECM(2) model is quite low (−0.02), comparing to
the models discussed previously, suggesting a rather slow quarterly adjustment of the US
exports in response to changes in world income and prices. The loading coefficient for prices
has the wrong sign and suggests that prices are exogenous, while income seems to respond
to the disequilibrium (2.65), but this coefficient is on the edge of significance. Hence, an
ARDL model is of interest for estimating long-run income and price elasticities for the US
exports. In addition, we find that the US export equation is exceptionally sensitive to the lag
order selection. For instance, in the VECM(1) model the long-run price elasticity coefficient
becomes significant and has the right sign (−1.27).
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ARDL/ECM
According to the ECM (2.7) estimates, the G7 income has significant effect on the US exports
in the short run (elasticity equals to 0.70) and in the long run (elasticity is 1.85). However,
relative prices do not seem to have strong effect on the US exports either in the short run,
or in the long run. The speed of adjustment coefficient is significant, but very high (−0.90),
suggesting a 90% quarterly adjustment, which is much higher than the corresponding value
for the UK (11%, Table 2.11).
Structural Stability
Hooper et al. (2000) included dummy variables for the US model for 1977Q4 and 1978Q2
to account for oil-price shocks. The Chow test confirms these two breakpoints for our data,
however, breaking data in either of these two dates or using dummy variables for them does
not improve the model.
Table 2.16 Structural Stability Analysis: Exports (The US). Dependent Variable is ∆lnXt
1960Q2-69Q4 1970Q1-79Q3 1979Q4-1989Q2 1989Q3-2017Q1 Whole Period
∆lnY ∗t -0.85 1.30*** 0.14 2.10*** 0.70**
∆lnPXt -0.93 0.96*** 0.86*** 0.60*** 0.19
lnXt−1 -1.15*** -1.01*** -0.25*** -0.05** -0.09***
lnY ∗t−1 1.24*** 1.38*** 0.79*** 0.15*** 0.16***
lnPMt−1 -0.88** 0.53*** 0.33*** 0.16*** -0.01
LRGDP 1.08*** 1.36*** 3.17*** 3.09*** 1.85***
LRRP -0.77** 0.52*** 1.32*** 3.50** -0.10
BIC -3.22 -4.10 -5.11 -5.38 -3.83
SER 0.04 0.03 0.02 0.01 0.03
Note: ∗∗∗ indicates a significance level of 1%, ∗∗ of 5%, and ∗ of 10%. LRGDP and LRRP - long-run income
and price elasticities, respectively. BIC - Bayesian information criterion; SER - standard error of regression.
In addition, the Bai-Perron test suggests 1969Q4, 1979Q3 and 1989Q2 as the most likely
points for breaks, and all three are confirmed by the Chow test. When we break the data in
these years (Table 2.16), in the first sub-period (1960Q2-1969Q4), short-run price elasticity
coefficient has the correct (negative) sign, but is insignificant.
Overall, the only general pattern is for long-run price elasticity to increase, starting from
the first sub-period onwards. In addition, when we add a dummy variable, as in (2.9), to
check for change in the G7 income-US exports relationship following the financial crisis
2007-2008, the short-run income coefficient is significant and comes to 2.53.
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2.10.2 The US Imports
VAR
The imports demand equation, (2.1), for the US is estimated for a slightly longer period,
1950Q2 to 2018Q1, than for the UK (1955Q1-2018Q1). When we estimate the unrestricted
VAR, (2.5), there appears to be a mutual effect of the UK imports and GDP on each other.
Nonetheless, prices do not seem to be affected by the lagged values of imports and income,
and prices are insignificant in the VAR equations for both. Hooper et al. (2000) found the
lag length of nine to be optimal for the US imports equation. However, for our data the AIC
suggests the lag length of two as optimal.
In the VAR(2) model everything is Granger-causal for imports, while imports predict the
US GDP, but neither US imports nor GDP forecast prices, as was in case with the UK exports.
Considering the GIRFs for VAR(2), all own effects are significant. A shock to imports has
a significant positive effect on the US GDP and visa versa. However, prices seem to intact
with GDP only. The correlation between GDP and imports is 0.293 while that of relative
prices with income is much lower (0.060) and with imports is low and negative (−0.081).
Variables are confirmed to be all integrated of order one and according to the Johansen’s
cointegration test, there is one cointegrating vector among the variables when the relationship
is modelled with an intercept and a quadratic trend.
VECM
Thus, we estimate a VECM, as in (2.6), with one lag and adding a quadratic trend to it. The
trend coefficient is only significant in the US income equation, where the trend coefficient is
negative and seems to be picking up a structural break in the US output, which was likely to
occur around 1970s, time of a major recession in the country. When we compare this model
with the VECM(1) with a trend in cointegrating equation, the latter seems to fit the data
better and has a slightly higher adjusted R-squared of 0.23 (comparing to 0.21), although the
cointegrating vector coefficients are very similar in these two models.
In the VECM(1) with a trend in cointegrating equation, the long-run income elasticity
is estimated to be equal to 1.28 (Table 2.17), which is comparable to the estimation of 1.79
from Hooper et al. (2000).
Price elasticity in the long-run is −0.35, which is close to the value of −0.31 from Hooper
et al. (2000). The estimated loading coefficient of −0.13 is again very close to −0.10 from
Hooper et al. (2000). The trend coefficient in our model is 0.005 and significant. The income
and prices speed of adjustment coefficients are insignificant, suggesting that the variables are
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Table 2.17 Imports (The US)
Estimation Summary Hooper et al. (2000)
ARDL/ECM VECM ARDL/ECM VECM
Estimation Period 1950Q2-2018Q1 1951Q2-2018Q1 1961Q4-1994Q4
Income S-R El-ty1 1.50*** 2.31** -
(0.22) (0.30)
Income L-R El-ty2 1.90*** 1.28*** - 1.79**
(0.03) (0.25) (0.15)
Price S-R El-ty -0.11 -0.55 -
(0.08) (0.14)
Price L-R El-ty -0.40*** -0.35*** - -0.31**
(0.09) (0.08) (0.09)
Speed of Adj.3 -0.12*** -0.13*** -0.02 -0.10
(0.03) (0.03) (0.01) (0.03)
R-Squared 0.22 0.23 0.63 -
SER 0.03 0.03 2.48 -
Coin. Vectors4 - 1 - 1
Lag Length - 1 - 9
Note: ∗∗∗ indicates a significance level of 1%, ∗∗ of 5%, and ∗ of 10%; 1S-R El-ty - short-run
elasticity; 2L-R El-ty - long-run elasticity; 3 speed of adjustment; 4cointegrating vectors.
exogenous. Therefore, we proceed by estimating the relationship between the US imports,
prices and income using the ARDL model.
ARDL/ECM
In the reduced form of the ARDL model, the ECM as in (2.8), income appears to determine
imports in the short run and in the long run, while price short-run elasticity coefficient is
insignificant (Table 2.17). The income elasticity is 1.50 in the short run, which is slightly
higher than in the UK case (1.10), but lower than the estimation of 2.31 from Hooper et al.
(2000). As for the long-run income elasticity, it is 1.90 in the US case, which is close to the
UK estimate of 1.65 and to the estimation of 1.79 from Hooper et al. (2000).
The short-run price elasticity is insignificant, as in the UK imports case and in Hooper
et al. (2000). The long-run price elasticity is −0.40, which is close to the estimation of −0.31
from Hooper et al. (2000). In the UK case, the price elasticity for imports in the long run
came to −0.95, suggesting that prices have a more deteriorating effect on the UK imports
than on the US imports. The speed of adjustment coefficient in the US case is −0.12, which
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is close to the UK estimation of −0.11 and slightly higher than −0.02 from Hooper et al.
(2000).
Structural Stability
When the ECM is checked for the structural stability, the Bai-Perron and Chow tests identify
breakpoints in 1965Q2 and 1978Q3. When data are split in three sub-periods, it slightly
improves the estimates (Table 2.18).
Table 2.18 Structural Stability Analysis: Imports (The US). Dependent Variable is ∆lnMt
1950Q2-65Q2 1965Q2-78Q3 1978Q4-2018Q1 Whole Period
∆lnYt 1.05** 0.81 2.02*** 1.50***
∆lnPMt -0.85*** -0.17 0.05 -0.11
lnMt−1 -0.54*** -0.71*** -0.13*** -0.12***
lnYt−1 0.52*** 1.60*** 0.25*** 0.22***
lnPMt−1 -0.52*** -0.23*** -0.04** -0.05***
LRGDP 0.96*** 2.26*** 1.98*** 1.87**
LRRP -0.95*** -0.33*** -0.33** -0.40*
BIC -3.62 -3.3 -4.97 -3.9
SER 0.03 0.04 0.02 0.03
Note: ∗∗∗ indicates a significance level of 1%, ∗∗ of 5%, and ∗ of 10%. LRGDP and LRRP - long-run income
and price elasticities, respectively. BIC - Bayesian information criterion; SER - standard error of regression.
The short-run price elasticity coefficient seems to be fluctuating around zero, and the
long-run one increases from −0.95 in 1950Q2-1965Q2 to −0.33 in 1965Q2-1978Q3 and
remains at this level till the end of the whole estimation period. Using dummy variables for
1965Q2 and 1978Q3 does not affect the significance of other coefficients in the model.
In addition, estimation of (2.10) showed that there was no substantial change in the
income-US imports relationship after the financial crisis 2007-2008. Hooper et al. (2000)
included dummy variables for the first two quarters of the 1969 and 1972 as well as for
1974Q2, to account for dock strikes and price controls. The Chow test confirms these
breakpoints for our data. Nonetheless, splitting data at these breakpoints or using dummy
variables for them does not improve the estimates.
Overall, in contrast to the UK case, the sum of the US exports and imports price elasticities
is less than unity (in absolute values), meaning the Marshall-Lerner condition does not seem




Analysis of the income-trade relationship for a sample of 15 countries using a general ARDL
model demonstrates that there are three main issues when applying a general-to-specific
modelling approach and doing structural stability analysis on a number of countries with
short time series. Firstly, there are various patterns for different countries, making it difficult
to arrive to a common model for the whole sample. Secondly, the general models that were
estimated are badly determined either because they include too many variables or there are
many structural breaks in the data. Thirdly, the restricted models that seem to be chosen for
the individual countries are often difficult to interpret.
Estimation of a simple ECM for real exports with the world GDP being the only ex-
planatory variable produces more sensible results. Using this model we estimate the average
income elasticity of exports in the long run to be 1.26% and 4.08% in the short run. However,
the results on significance of the long-run effect of income on exports are mixed. While Wald
test confirms significance of the long-run elasticity coefficients for all but two countries, the
F-test suggests that the lagged variables might be jointly insignificant for more than half of
the countries in the sample.
After comparing the estimates obtained using the WTO and IMF datasets and estimating
the income-trade relationship (using imports) over different sub-periods, several results were
established.
Firstly, once again there seems to be a relationship between trade and income in the
short run and in the long run, especially when we estimate it over sufficiently long period.
However, even if the estimation period is broken into two sub-periods, the significance of
the long-run and short-run income elasticity coefficients is not shattered for the majority of
countries in our sample.
Secondly, the structural stability analysis suggests different breakpoints for different
countries. However, when choosing year 2000 as a common breakpoint, the coefficients
for long-run and short-run income elasticities remain significant in pre-2000 and post-2000
sub-periods and are not dramatically different from the ones for the whole period. Hence,
year 2000 seems to be an appropriate choice for a common breakpoint for these data.
Thirdly, when comparing the results obtained using the WTO and IMF databases, the
values for short-run and long-run elasticities do not exactly match up, but on many occasions
are comparable. The magnitude of income-trade elasticity is what remains to be determined,
as the values vary depending on the chosen dataset as well as from country to country.
One unusual finding, which in fact is supported by the results presented in Constantinescu
et al. (2015), is that in most cases the short-run coefficients are bigger than long-run ones.
The logic behind this empirical evidence is unclear, as it runs against intuition, because
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normally it takes time for a dependent variable to adjust to a change in the explanatory
one. One possible explanation may be an endogeneity issue, as world output and trade are
co-determined (Constantinescu et al., 2015). It is unlikely that world GDP would be shifted
by the exports of any particular country, but exports could be driving domestic output, which
in turn might affect the global income.
Moreover, when estimating changing income-trade relationship, it might be necessary to
consider not only structural, but also cyclical factors that might be behind the trade slowdown
in 2000s. However, it is very difficult to separate the two unless working with very long data.
When we consider special cases of the UK and US, for which longer quarterly data
are available, several conclusions are drawn. Firstly, the estimation of short-run and long-
run income and price elasticities of the UK and US trade flows is sensitive to the model
specifications. We find that the Marshall-Lerner condition seems to hold for the UK, but not
for the US.
Secondly, even though structural stability tests detect breaks in our data, they are numer-
ous and the addition of time dummy variables or breaking data in corresponding sub-periods
neither substantially alters, nor improves ECM estimations over the whole period.
Thirdly, some estimates we obtain using ECM are similar to the ones found in the
literature, such as to those from Hooper et al. (2000). However, there are some discrepancies
too, which might be due to focus on different estimation periods and differences in the data
used for estimations.
In addition, in Granger causality tests for the UK and US trade flows, both, exports and
imports, are predicted by income and prices. However, prices (except the UK imports prices)
are not substantially affected by either income or trade flows. Moreover, the G7 GDP is
predicted by the US exports and prices, but not by those of the UK. This might be a reflection
on the fact that the US is the largest economy in the G7 and, hence, has substantial effect on
other G7 members and, thus, on G7 GDP.
To conclude, the results on the Marshall-Lerner condition are mixed as it seems to hold
for the UK, but not for the US. Overall, there seems to be a significant relationship between
income and trade in the short run and in the long run, but our estimates of the income




Balance of Payments Sustainability
3.1 Introduction
The initial analysis of the balance of trade components, exports and imports, produced mixed
results. Nonetheless, we believe that a balance of payments (BOP) deficit cannot explode.
Even though the exact requirements for a solvency or sustainability condition for the balance
of payments are disputed, it generally assumes a country cannot run a Ponzi scheme, which
involves borrowing more to pay the interest on earlier loans.
In this chapter we aim to determine whether a balance of payments deficit is sustainable
in the long run by using simple reduced form autoregressive specifications since the analysis
of exports and imports in the previous (second) chapter showed that more structural models
do not seem to work very well. Hence, in this chapter we look at the feedback directly using
the balance of trade and current account as proxies for the balance of payments. We perform
this analysis using data from Jordà-Schularick-Taylor Macrohistory Database for 1870-2016
for seventeen countries, namely Australia, Belgium, Canada, Denmark, Finland, France,
Germany, Italy, Japan, the Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, the
UK and US.
In the empirical literature solvency of the balance of payments or government debt is often
investigated by testing for unit roots (Schoder, 2014; Schoder et al., 2013) or cointegration
among the variables (Trehan and Walsh, 1991). However, Bohn (2005, 2007) argued that
while stationarity of a process is a sufficient condition to satisfy the intertemporal budget
constraint (IBC), which says that the initial stock of debt equals the expected present value
of future balance of payments surpluses if the transversality condition (TC), that is the
discounted future debt converges to zero, holds. Bohn however argued that the transversality
condition is very weak by its design and can be satisfied regardless of the order of integration
of data.
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Bohn (2016) argued that whether the balance of payments deficit of any particular
country is sustainable is in fact an economic question as the solvency depends on the rational
expectations of the lenders. If they believe that a country can repay what it owes, then they
are willing to lend more and as a result the economy remains solvent. Hence, Bohn called
the refinancing, which is a crucial condition for solvency, ’a game between investors’ with a
rational expectations equilibrium (Bohn et al., 2016, p. 19).
Thus, whether a country’s balance of payments deficit is sustainable cannot be answered
empirically, as it is a question of beliefs. Therefore, in this chapter we aim to analyse
whether the balance of payments is a stabilising process and if so, what are the patterns of
the adjustment process. In order to do that we estimate our models for a sample of seventeen
countries for 1870-2016 and also over three shorter sub-periods, 1870-1914, 1915-1950 and
1951-2016. We also consider a possibility that the pressure to adjust may be different on
deficit and surplus countries, but because balance of payments should sum to zero over the
world, reduced deficits must be matched by reduced surpluses elsewhere.
Looking at the large global economies, such as the UK and US, it is plausible to maintain
large balance of payments deficits over many years. However, empirical literature suggests
that when it comes to the Organisation for Economic Co-operation and Development (OECD)
countries, current account imbalances appear to be small relative to levels of saving and
investment when estimated over sufficiently long period. Nonetheless, the increasing current
account deficit in the US, and to a lesser extent in the UK, has become the source of increasing
concern regarding sustainability of the balance of payments.
The outline is as follows, first section 3.2 reviews the literature. Section 3.3 describes
the basic theory behind the estimations presented in this chapter. The data and descriptive
statistics are presented in section 3.4. Section 3.5 describes the econometric approach adopted
for the analysis of the solvency condition for the balance of payments. Section 3.6 provides
the discussion of the estimates. In section 3.7 we discuss the possibility of the asymmetric
adjustment when a country is running a deficit versus one that is running surplus. Section 3.8
contains some concluding comments.
3.2 Literature Review
There is a growing literature on the Great ratios, economic indicators that are supposed to be
constant in the long run, such as government debt, employment rates and others. We expect
the solvency to hold in the long run, but the question is how long is the long run? It might be
a very long time indeed. Moreover, empirical papers on the topic found these ratios often
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behave like random walks at least over some periods of time, meaning solvency condition is
not being satisfied. What are the reasons for that?
Balance of payments solvency is often analysed using data on the current account balance
(change in a country’s foreign net wealth, including unilateral transfers and investment
incomes) and the balance of trade (net exports). Large current account deficit figures reported
over last decade for countries such as the UK and US raise a question of solvency (Figure
3.1). Can an economy go on running a balance of payments deficit forever? If yes and the
balance of payments is not stationary but instead is a random walk, that would imply that the
current account deficit could increase forever and debt will eventually explode.
Fig. 3.1 UK and US Current Accounts (1870-2016)
Source: Jordà-Schularick-Taylor Macrohistory Database (2019).
The US however, might be considered to be somewhat of a special case. Gourinchas et al.
(2019) analysed how international currencies are used for various purposes in the global
economy and the diverse effects this has on individual economies through international
monetary and financial systems. Focusing on the US case they argue that the US dollar
hegemony is among factors that allow the country to run large external deficit as its liabilities
are readily absorbed by the market. The securities issued by the hegemon, such as the US,
are considered nominally safe and liquid, hence there is high demand for the US assets, such
as government bonds, despite low interest rate payable on them. Also many countries have
large portions of their exports and imports traded in US dollars not to mention the US dollar
playing important role as a vehicle currency, being preferred by many investors worldwide
for the financial transactions and investments as the US dollar is considered to be one of the
safest currencies and is very liquid. All this allows the US to have the exorbitant privilege as
it benefits from the valuation and trade channels of adjustment and being global banker and
insurer at the same time. This position in the world economy is what ensures the US external
solvency.
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There are different explanations for why some countries, for example the US, run large
trade deficits, while others, such as China, are subject to substantial trade surpluses. Two
main sets of possible reasons include cross-country differences in the business cycle and
differences in trade policies (Alessandria and Choi, 2019). For instance, Muellbauer and
Murphy (1990) focused on the UK current account deficit and argued that it is a self-correcting
mechanism with deficit arising from excessive private spending that is eventually corrected
by the decumulation of foreign assets, which reduces private sector demand and eventually
restores external balance. Meanwhile, focusing on the case of the US, Alessandria and
Choi (2019) used two standard dynamic trade models and found that changing trade barriers
have a strong influence on the trade balance, especially if it is measured as a GDP share.
In addition, they considered the effect of trade policy. They analysed it by estimating the
effect of an anti-dumping penalty that is modelled as a shock that leads to a ten percentage
points difference between the costs of exports and imports. They found that trade policy in
fact has its influence on trade balance mainly in the period of expansion of the trade flows.
They explained, that the extent to which the US inward and outward trade barriers affect its
balance of trade depends on the future policy which might or might not be designed to return
these barriers to pre-Great Recession levels and, as a result, may cause a significant change
in the US trade balance in the future.
We focus on the current account, but capital inflows might be important as well, and these
are either portfolio or foreign investments. Caporale et al. (2017), using the Generalized
Autoregressive Conditional Heteroscedasticity (GARCH) models for emerging Asian markets
and a time-varying transition probability Markov-switching specification, found that there
is a positive relationship between high exchange rate volatility and equity inflows from
those markets towards the US (while bond inflows decrease exchange rate volatility). The
uncertainty of the exchange rate is argued to reduce net equity and net bond flows with
investors choosing to invest at home instead of abroad (Caporale et al., 2015a). Hence, it
was suggested that credit controls and capital controls could be useful tools in achieving
financial stability (Caporale et al., 2017, 2015a). In addition, Caporale et al. (2015a) found
that the exchange rate uncertainty has different effect on the European Monetary Union
members versus the non-members economies, and the effect is negative in the former case
and positive in the latter. Hence, there might be substantial difference in the balance of
payments and government deficits adjustment processes in euro and non-euro countries (this
idea we explore in greater detail in the fourth chapter).
Bohn (2005, 2007) criticised a common approach of using stationarity and cointegration
tests to analyse the solvency condition for the balance of payments as well as fiscal debt
and deficit. He emphasised that these tests are aimed at checking whether the transversality
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condition holds, and the debt and deficit series satisfy the intertemporal budget constraint.
However, Bohn argued that this condition for solvency is quite weak. The intertemporal
budget constraint says that the initial debt equals to the expected present value of future
surpluses (in case of balance of payments, that would mean current account surpluses) if
the discounted future debt converges to zero, meaning if the transversality condition holds.
The transversality condition is comprised of the discounting factor, 1(1+r)n , and the expected
value of the stock of debt, Et [bt+n] (where bt+n is a future debt-GDP ratio). Hence, the





Et [bt+n] = 0.
However, Bohn emphasised that the exponential decay of the discounting factor in the
transversality condition dominates the polynomial growth of debt. Hence, the intertemporal
budget constraint and transversality condition can be satisfied regardless of the order of
integration of the data.
Durdu et al. (2013) adopted an error-correction reaction function outlined by Bohn in his
2007 paper to check whether the solvency condition holds for the net exports (NX) and net
foreign asset (NFA) positions for the sample of 21 industrial countries (IC) and 29 emerging
markets (EM) over the 1970-2006. In order to do so, they used Pesaran and Smith’s (1995)
mean group (MG) and Pesaran et al. (1999) pooled mean group (PMG) estimators. In
addition, they also analysed the dynamic patterns of the process of adjustment in order to
attain external solvency, including country specific characteristics, if any, that might affect
patterns of adjustment. Using PMG estimators, they found that the dynamic NX and NFA
relationship is the same for all countries in the long run, but there are some country-specific
variations when it is estimated over shorter periods. They confirmed the negative relationship
between the net exports and net foreign assets with one percentage point decrease in the
later causing 0.07 percentage points increase in the former in the long run, confirming that
both are stationary processes assuming a growth-adjusted real interest rate, (r-g), below
7%. The net exports response coefficient (to changes in the net foreign assets), however,
vary with development. When the sample was split in two groups, industrial countries and
emerging markets, it was found that the NX is less responsive to NFA movements in more
developed countries, with the average long-run coefficient being −0.047 in the industrial
countries and about twice higher in absolute value (−0.092) in the emerging economies.
Moreover, it appears that countries with weaker fundamentals, such as poorer institutional
quality and less-developed financial sector, have to adjust their NX positions more strongly
to any variations in the NFA in order to maintain solvency. There is no substantial changes in
the estimates when countries are divided into high and low leverage ones or when sample is
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split in more and less open economies based on their trade share of GDP. Hence, the authors
concluded that solvency condition for NFA positions holds as long as any finite difference of
the NFA is stationary. Their analysis also showed that the NFA series for all countries in the
sample have low degree of integration.
Closely related to Durdu et al. (2013) is the paper by Schoder et al. (2013) on the
current account imbalances of the European Monetary Union (EMU) countries. Their sample
includes ten European countries that joined EMU from its foundation and four European
stand-alone economies. They used the OECD Economic Outlook data for 1975Q2-2011Q2
and also opted for the MG (Pesaran and Smith, 1995) and PMG estimators (Pesaran et al.,
1999). Adopting a theoretical framework of Bohn (1995; 1998), they argued that if the
net exports response to a one-unit change in external debt is positive then the sufficient
condition for solvency can be considered satisfied. This is what they call TC sustainable
net external debt-GDP ratio. However, since this condition is rather weak, as it holds for
any debt process integrated of finite order, they also analyse the persistence of the external
imbalances and argued that if the net external debt-GDP process is mean-reverting, I(0),
it is considered operationally sustainable. They also perform a non-parametric estimation
that involves fitting the data to a simplified general additive model using a penalised spline
estimator. They found that on average, considering all EMU and non-EMU countries over
the whole period, the net external debt is consistent with the transversality condition and,
hence, can be described as TC sustainable. After splitting their estimation period in two
sub-periods, pre-euro, 1975Q2-1996Q4, and post-euro, 1997Q1-2011Q2, they found that the
average long-run response coefficient for the EMU countries dropped and changed sign from
0.09 to −0.03, suggesting that the European economic integration might have impeded the
adjustment of the net exports in EMU countries under consideration. The non-parametric
estimation of the response coefficient suggests that the exchange rate mechanism is not
important in the adjustment of trade imbalances in the Northern countries. However, the
opposite is found to be true for the Southern countries, where the exchange rate adjustment
is seen to be associated with external imbalances adjustments. Moving to the operational
sustainability tests (stationarity tests), all countries failed it at 5% level over the whole
period. When the data were split in the two sub-periods, for all EMU countries the unit
root hypothesis is rejected on average over the first sub-period, but not after the introduction
of euro. In the non-EMU countries external debt is on average operationally unsustainable
over both sub-periods. Finally, the non-parametric analysis on the basis of the operational
sustainability criteria suggests that the lower degree of exchange rate flexibility is associated
with higher persistence of external debt imbalances. They argued that the introduction of a
common currency is associated with slowing the current accounts adjustment in the EMU
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countries, and since its formation the current account imbalances appear to have become
more persistent.
It appears that at least in the short run, trade deficit can increase sharply in response to
rise in the international capital mobility. Considering the capital movements across national
borders, the traditional economic theory suggests that rational investors choose to invest
where the expected return is the highest. If that was true, the capital would flow from
developed to developing countries where low levels of capital per worker translates into
higher return on capital. Statistical data, however, show little movement of capital from
rich to poor countries, and this gives rise to a puzzle first discussed by Lucas in his 1990
paper and since then known as Lucas Paradox. Furthermore, in condition of perfect capital
mobility, meaning an absence of international financial markets regulations, domestic saving
and investment rates should have low or zero correlation as investors are free to move
their capital anywhere with highest return on capital. Nonetheless, in 1980 Feldstein and
Horioka estimated the relationship between saving and investment rates being close to unity,
suggesting that it can be interpreted as evidence of capital immobility with investors being
more keen on investing at home. However, Coakley et al. (1996) argued that if the current
account solvency condition holds, this correlation between shares of saving and investment
in GDP comes from cointegration between the two variables in the long run and is not a sign
of low mobility of capital.
Nell and Santos (2008) further analysed the long-run solvency constraint model proposed
by Coakley et al. (1996) by estimating a long-run solvency constraint model for six OECD
countries. The correlation between savings and investments tends to decrease during times
of liberal capital control, the finding that essentially refutes the Feldstein-Horioka hypothesis.
Some papers (De Vita and Abbott, 2002) find a cointegration between saving and investment
rate even during periods of liberal capital movement, suggesting that saving-investment
correlation is not very informative when it comes to measuring capital mobility. Nell and
Santos argued that the causality between investment and saving rates is bidirectional and
needs to be taken into account in order to confirm a solvency condition for the current account.
They concluded that the Feldstein-Horioka approach is a useful but incomplete measure of
sustainability of the current account deficit, at least when we consider the OECD countries.
Fostel et al. (2019) analysed the effect of differences in the ability to use an asset as a
collateral on the volatility of capital flows between otherwise similarly-developed countries.
They used a general equilibrium model with two countries, where a Home economy is
selling assets that provide an investor with state-contingent promises and a Foreign country
is offering assets which can only be used as a collateralised debt. The authors emphasised
that this way of sharing collateral might be one of the incentives for capital flows between
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otherwise identical countries. Using a static model they analysed the effect of financial
innovations on capital flows and found that as integration between two economies increases,
so is the price difference between two assets, as a result of the gap in their collateral values.
Then using a dynamic model they again confirmed that an increase in financial integration
leads to asset price fluctuations as well as increase in the volatility of capital flows. Thus,
they argued that a country can run a current account deficit if it has an ability to finance it by
selling its assets that might be more attractive as it is in case of a Home economy in their
settings. Since Home assets offer state-contingent promises, they are more attractive and,
hence, more expensive than Foreign assets. Therefore, in their setting a Home country can
run a current account deficit that is proportional to the gap in the collateral values. Thus,
capital flows allow an economy to run a large deficit as long as it can be financed by the
country earning sufficiently high intermediation rents.
Hence, one would assume that even though the balance of payments deficits or surpluses
can occur over some periods of time, the current account is stationary in the long run. This
chapter presents some support for this argument as well as for the findings from Coakley
et al. (1996). Our analysis of the long data for seventeen countries demonstrates that the
current account and balance of trade appear to be stablilising processes when we consider
sufficiently long period. Hence, this chapter provides evidence for the balance of payments
sustainability. It appears that the current account and balance of trade may diverge from the
equilibrium for a period of time, but eventually they return to a stationary state. How long
can they diverge from that state? This question is addressed by looking at the sub-periods
estimations.
3.3 Basic Theory
For the theoretical framework we begin with Obstfeld and Rogoff’s (2002) classic theory on
intertemporal trade that is measured by the current account. This framework adopts Fisher’s
(1930) model of saving to a new setting of a small two-period economy that consumes one
good. The model is then extended to an infinite-horizon one.
The individual that represents population maximises the following utility function:






where Ut is utility, Ct is a consumption level, with the economy beginning on date t,
while s is some future date.
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Trade over time is represented by the current account, CAt , which is equal to the change
in the economy’s net foreign assets (NFA). If Bt is the NFA at time t and Bt+1 is the NFA
at the end of the period t, then CAt = Bt+1 −Bt . This is also equal to exports, Xt , minus
imports, Mt , plus income from abroad, rtBt (where rt is the interest earned (paid) on the
foreign assets). Then the current account identity is given by:
CAt = Bt+1 −Bt = Xt −Mt + rtBt = BOTt + rtBt , (3.2)
where BOTt = Xt −Mt , is the balance of trade.
Using the national income identity, we can also define the current account as
CAt = Bt+1 −Bt = Yt + rtBt −Ct −Gt − It , (3.3)
where Gt is the government expenditure and It is the new investment during period t
with It = Kt+1 −Kt , where Kt is the pre-existing capital, while Kt+1 is the stock accumulated
through the end of the period t (we ignore depreciation of capital).
From (3.3) we can see that the current account can also be defined as CAt = St − It , where
savings, St , are equal to income, (Yt + rBt), minus expenditure, (Ct +Gt). Even though in
this chapter we focus on the current account definition as the balance of trade plus the rate of
return on the foreign assets, (3.2), it is worth noting that the definition of the current account
as the difference between a country’s savings and investments may in fact help to explain a
phenomenon known as the Feldstein-Horioka puzzle.
Feldstein and Horioka (1980) argued that if there was perfect capital mobility, investment
could be financed from anywhere, so there should not be any relationship between national








they found that β was not significantly different from one. This result they interpreted
as the evidence for the lack of capital mobility, which became known as the Feldstein-
Horioka puzzle. However, Coakley et al. (1996) argued that this result came from the current
account solvency restriction on CAt . If the current account is stationary, then national savings
and investments, both integrated of the first order, are cointegrated with a unit coefficient
irrespective of the degree of capital mobility. Hence, Feldstein and Horioka’s (1980) result
does not necessarily suggest a lack of capital mobility, but rather provides some support for
the sustainability of the current account.
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We can derive the traditional solvency condition for the current account starting from the
current account identity, (3.3). If we rearrange the terms and run the identity forward, we























If we assume that debt eventually always gets repaid and these resources are not left
unused, then
Bt+T+1 = 0. (3.5)
























Bt+T+1 = 0. (3.7)

















With T → ∞, the utility function (3.1) is generalised to
Ut = lim
T→∞













s−tu[(1+ r)Bs −Bs+1 +AsF(Ks)− (Ks+1 −Ks)−Gs]. (3.10)
Then, maximisation with respect to Bs+1 and Ks+1 yields two conditions that must hold
for every period s ≥ t (including the infinite-horizon case):
u′(Cs) = (1+ r)βu′(Cs+1), (3.11)
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which is the consumption Euler equation and:
As+1F ′(Ks+1) = r, (3.12)
which is the equality between the marginal product of capital and the world interest rate.
We can then determine the optimal level of consumption by combining the first order
conditions (3.11) and (3.12) with the intertemporal budget constraint, (3.8). However, in this
chapter we are focusing on analysing whether the balance of payments is stabilising rather
than on what is the optimal level of consumption for an economy.
This is a more general version of the traditional economic theory of the current account
solvency. For our analysis we use data for the current account and balance of trade. We can
derive the intertemporal budget constrain and the transversality condition expressed in terms
of the balance of trade and stock of debt (expressed in terms of net foreign assets) in a few
simple steps, starting from the current account identity, (3.2). We can write future net foreign
assets as
Bt+1 = (1+ rt)Bt +Xt −Mt . (3.13)
Then, following Bohn (2005), the future path of a country’s stock of debt can be obtained
by taking (3.13) n periods forwards and considering the arbitrary sequences of interest



















Assuming that bt = BtYt , xt =
Xt
Yt
, mt = MtYt and bott = xt −mt , then from (3.14) we can
derive the intertemporal budget constraint and the transversality condition in three steps.
First, we assume that rate of return, rt , is constant and then take conditional expectations,
Et [·], of both sides:




(1+ r)n− jEt [bott+ j], (3.15)
where b∗t = (1+ rt)bt−1 is the stock of the foreign debt at the beginning of period t.











Finally, assuming the discounted sum converges, the infinite-horizon version of (3.16) is:












Hence, according to the traditional theory, the balance of payments is considered solvent







Et [bott+ j], [IBC] (3.18)





Et [bt+n] = 0. [TC] (3.19)
In (3.17) the external solvency implies an inverse relationship between balance of trade
(net exports) and net foreign assets. For instance, if a country’s net foreign assets are
decreasing (meaning, its foreign liabilities are increasing relative to its foreign assets), the
country has to increase its net exports in order to cover the interest payments on the increasing
foreign liabilities. The systemic corrective actions of this sort will in theory ensure the balance
of payments solvency.
Nonetheless, Bohn (2005, 2007) argued that the most credible evidence in favour of
sustainability is the robust positive response of surpluses in response to the increase in the
stock of debt. Bohn (2007) developed his theoretical framework considering fiscal policy
sustainability. However, Durdu et al. (2013) presented a version of Bohn’s (2007) model for
the analysis of the balance of payments sustainability:
NXt −ρNFAt−1 = zt ∼ I(m),
for some ρ < 0, such that |ρ| ∈ (0,1+ r], the interest rate is constant (rt = r) and the
process, zt , can be integrated of any order m. NXt is the net exports.
Thus, Bohn (2007) proposed to check for sustainability using an error-correction specifi-
cation with surpluses and debt instead of using standard time-series tests, such as unit root
and cointegration tests, that are commonly used to check whether the transversality condition
holds and the intertemporal budget constraint is satisfied. As was mentioned before, Bohn
(2005, 2007) argued that the transversality condition is a quite weak condition because while
it ensures that the debt will eventually get repaid, it does not set any time limit as to when
this will happen.
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For the balance of payments sustainability analysis, the data for the stock of debt (net
foreign assets) are not available for the long span covered in this chapter. Therefore, we
analyse the balance of payments sustainability in terms of autoregressive feedback mechanism
using the balance of trade and current account data. If these processes are stabilising on their
own lagged values in a self-corrective way, we assume that the balance of payments remains
sustainable. Before we move to a more detailed description of the empirical models used in
this chapter, we first discuss the data.
3.4 Data
We check sustainability of the balance of payments using data for the balance of trade
and current account from Jordà-Schularick-Taylor Macrohistory Database. Our sample
includes seventeen countries, namely Australia, Belgium, Canada, Denmark, Finland, France,
Germany, Italy, Japan, the Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, the
UK and US, and the estimation period is 1870-2016.
One complication with the JST data is that it come from various sources that use different
definitions. For instance, data for Australia for the current account alone are from three
sources: 1870-1945 from Jones and Obstfeld (1997), 1946-1979 from Mitchell (2013) and
1980-2016 is from International Monetary Fund. Jones and Obstfeld’s (1997) measure of the
current account excludes gold flows, net exports gold and change in the monetary gold stock.
Meanwhile, Mitchell (2013) defines the current account as the overall current balance which
equals to national accounts minus the balance of payments and is in level form. Finally,
IMF current account data are in percentage of GDP times the nominal GDP from the JST
dataset. In comparison, current account data for Belgium for 1870-1946, 1949, 1952 and
1953 come from Mitchell (1980) and the current account balance is set to be equal to the trade
balance. Current account data for Canada for 1948-2016 come from the IMF, but for Canada,
Germany, Portugal, Switzerland and the US it is defined slightly differently than for other
countries (as a net value that excludes exceptional financing). Data for Finland are reported
in old Finnish Markka, thus, was divided by 100 to redenominate into new one. The current
account data for 1980-2016 for Finland and France come from the IMF World Economic
Outlook Database and reported as percentage of GDP, then multiplied with the nominal
GDP from the same source. The current account data for Germany for 1975-2016 have
been redominated into Deutsch mark using exchange rate from the JST dataset. The data for
Italy are in the US dollars and, as for Australia, Finland, Germany and Norway, the current
account is defined as the overall current balance. For the Netherlands, the current account
data for 1870-1913 are from Smits et al. (2000), where it is the sum of net merchandise
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exports, net service exports and net primary incomes, reported in level form. For Portugal the
data for current account for 1870-1947 are from Mitchell (2013) and calculated as exports
minus imports. In case of the UK, the current account data for 1870-2007 are from Hills et al.
(2015), and the rest, as with most countries, are from the IMF.
The definitions for the imports and exports data also vary. For example, in case of
Australia, for 1948-2017 data come from the IMF with trade flows reported as goods value
of exports and imports which calculated as international transactions minus external trade.
The trade data for Belgium are also based on values of exports and imports of goods only.
Data for Germany from 1914 to 1924 are missing and even though the data for 1920-1923
are available from Mitchell (2013), the numbers are inconsistent with high inflation and,
therefore, data from this source are only taken for 1924-1943. Italian data are from two
sources and again, as for many other countries, such as Canada, Denmark, France, Germany,
the Netherlands, Norway and Switzerland, for 1948-2016 it is from the IMF with exports
and imports being defined as merchandise trade in national currency. Moreover, in case of
Italy for 1870-2011 the trade data are from Baffigi (2011), and are chained-lined while for
the remaining years these data are in the local currency and level form. In contrast to the
majority of other countries in the sample, for Portugal trade data over most of the estimation
period (1954-onwards) are exports and imports of not only goods, but also services. The data
are in current prices and domestic currency. Another similar exception is the UK, for which
the data for 1950-2016 are from the IMF and include exports and imports of services, not
just goods. The data are in nominal term and seasonally adjusted.
In terms of definitions and units, the data for the nominal GDP are quite consistent from
country to country. For later years, mid-20th century onwards, for vast majority of countries
the data come from the same few sources, such as the IMF (various years), the Maddison
(2013) and Mitchell (1980, 2013). However, there are some differences in the GDP data for
the countries in our sample. For example, for Australia for the whole period (1870-2016)
the data come from Hutchinson and Ploeckl (2012) with the nominal GDP being defined
as the value of production at current market prices, measured in millions of US dollars and
reported in level form. In comparison, the GDP data for Denmark come from three sources
and are defined slightly differently. For example, data for 1950-2002 are from the IMF and
the nominal GDP is in billions of local currency, not in the US dollars. For Switzerland,
the nominal GDP for 1879-1889 is from the University of Zürich, and it is a chain linked
measure in millions of Swiss frank. For the UK, the original data for 1948-2017 are GDP at
current prices, seasonally adjusted and expressed in millions of British pounds. The figures
in JST dataset are then converted into millions of local currency for Australia, Belgium,
Finland, the Netherlands, Norway, Portugal, Spain, Sweden and Switzerland, into billions
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of local currency for Canada, Denmark, France, Germany, Italy, the UK and US and into
trillions of Japanese yen for Japan.
Needless to say that numerous data sources for each variable for every country and, as a
result, differences in definitions and units of measure as well as some missing values, might
bring some discrepancies to the analysis.
The data for exports, imports and GDP are available for 1870-2016 for all seventeen
countries. However, the current account data are more scarce. For instance, for Switzerland
these data are only available from 1920. For Germany the current account data are missing
from 1914 to 1924 and then from 1939 to 1947. Similar situation is for other countries, such
as Spain, France, the Netherlands and Norway.
Alternatively, balance of trade can be used as a proxy for the balance of payments. Data
for the current account, GDP, exports and imports come in nominal values and are expressed
in local currency. Exports and imports shares are calculated by dividing exports and imports
by GDP, respectively. Using these new variables, the balance of trade is defined as the
difference between exports and imports shares. By the analogy with the trade flows shares,
the current account share values are obtained by dividing the current account by the nominal
national income.
Since raw data are expressed in local currency, trade flows, current account and income
data are not directly comparable among the countries. Hence, we use means and standard
deviations for exports (x), imports (m), balance of trade (bot) and current account (ca), all
expressed as shares of GDP (Table 3.1).
Highest exports and imports shares are in Spain, over half of the national GDP (0.56
and 0.66, respectively) and in Belgium (0.40 and 0.43, correspondingly). Both countries
import more than export and, as a result, on average, are running balance of trade deficit. In
case of Belgium, balance of trade and current account deficits are equal (−0.02). In contrast,
in Spain while the economy is running the largest in the sample balance of trade deficit
(−0.09), it appears to have an average current account surplus of 0.04. While the balance
of trade is the largest component of the current account, the current account encompasses
other components as well, such as factor income and financial transfers. In case of Spain
these additional components seem to keep the current account in surplus, despite imports
being, on average, higher than exports. It is, however, somewhat unusual that Spain has the
highest imports and exports shares in the sample. In general, the bigger the economy, the
lower are the exports and imports shares. As can be seen from the Figure 3.2, in case of
Spain the shares have been almost constantly increasing ever since the end of World War II,
rising from approximately 0.02 in the late 1940s to about a third of the GDP in 2000s.
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Table 3.1 Descriptive Statistics (1870-2016)
Country x m bot ca
Australia 0.15 0.14 0.00 -0.03
0.03 0.03 0.03 0.04
Belgium 0.40 0.43 -0.02 -0.02
0.22 0.19 0.06 0.05
Canada 0.21 0.20 0.01 -0.03
0.06 0.05 0.04 0.04
Denmark 0.23 0.27 -0.04 0.03
0.07 0.08 0.04 0.04
Finland 0.19 0.18 0.01 0.02
0.08 0.07 0.04 0.03
France 0.23 0.27 -0.03 -0.01
0.05 0.05 0.05 0.03
Germany 0.12 0.13 -0.01 -0.01
0.08 0.08 0.03 0.02
Italy 0.21 0.23 -0.02 -0.02
0.06 0.05 0.05 0.05
Japan 0.14 0.16 -0.03 0.01
0.04 0.06 0.05 0.03
Netherlands 0.18 0.22 -0.04 0.01
0.05 0.05 0.03 0.04
Norway 0.14 0.16 -0.02 0.00
0.07 0.06 0.04 0.03
Portugal 0.10 0.11 0.00 0.01
0.04 0.04 0.02 0.03
Spain 0.56 0.66 -0.09 0.04
0.31 0.38 0.11 0.05
Sweden 0.20 0.25 -0.05 0.00
0.06 0.05 0.09 0.06
Switzerland 0.13 0.19 -0.06 -0.04
0.11 0.12 0.04 0.05
UK 0.20 0.21 -0.01 0.00
0.07 0.05 0.03 0.03
US 0.07 0.07 0.00 0.00
0.03 0.04 0.02 0.02
Notes: x and m are exports and imports shares respectively; bot and ca are the balance of trade and the current
account shares of GDP, correspondingly. For each country: first row - mean, second row - standard deviation.
The lowest exports and imports shares are reported in the US (both are 0.07) and Portugal
(0.10 and 0.11, respectively), with both countries having nearly zero balance of trade and
current account. This is unexpected for the US, that has been consistently running balance of
payments deficit since early 1990s.
Overall, 12 out of 17 countries (Belgium, Denmark, France, Germany, Italy, Japan, the
Netherlands, Norway, Spain, Sweden, Switzerland and the UK) are running an average
balance of trade deficit, which is the highest in Spain and Switzerland. In this sample net
exports in Australia, Portugal and the US are closest to zero. Norway, Sweden, the UK and
US have average current account shares of zero over this period, with Japan, the Netherlands
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Fig. 3.2 Spain: Trade Shares (1870-2016)
Source: Jordà-Schularick-Taylor Macrohistory Database (2019).
and Portugal having a small average surplus of 0.01. Other countries in the sample, with
exception of Denmark, Finland and Spain, on average, have current account deficits.
3.5 Empirical Models
Building on the theoretical framework presented in section (3.3), the outline of the empirical
analysis performed in this chapter is presented below. Working with the panel data, we first
estimate simple bivariate regression:
mit = α +βxit + εit , (3.20)
where mit and xit are imports and exports shares of GDP, correspondingly, and εit is the
error term.
We estimate (3.20) for the whole period, 1870-2016, for pooled data with fixed cross-
country effects. Then we present heterogeneous estimates for the whole period and for three
sub-periods, 1870-1914, 1915-1950 and 1951-2016.
In fact it is not clear whether xit or mit should be used as a dependent variable when
analysing the relationship between exports and imports shares of GDP using bivariate
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regression. We address this issue by also estimating the VECM for xit and mit which treats
them symmetrically. We estimate the following VECM (1,1) model:
∆mit = αm +β (mit−1 −αxit−1)+ εmit (3.21)
∆xit = αx + γ(mit−1 +αxit−1)+ εxit , (3.22)
where mit and xit are import and export shares of GDP and xt−1 with mt−1 are their
respective lagged values, εmit and ε
x
it are the error terms.
Assuming that
(mit − xit)∼ stationary,
then in (mit +αxit) we expect α =−1. In addition, we expect β < 0 and γ > 0.
When we estimate a long-run imports-exports relationship using VECM, there are two
parts to consider. First, if this analysis of xit and mit shows that their long-run relationship
equals unity (in absolute value), then we can conclude that exports and imports balance to
maintain a stable balance of payments. Second, a cointegration between the two variables
can be confirmed if at least one of β and γ coefficients in (3.21) and (3.22) are not equal to
zero.
In addition, we estimate a VECM with shares imposing the restriction α =−1 to check
what effect it will have on the feedback. Starting from the equations (3.21) and (3.22), if we
subtract the later from the former:
∆mit −∆xit = (αm −αx)+(β − γ)(mit−1 − xit−1)+(εmit − εxit),
we get a restricted VECM:
∆mit −∆xit = a+b(mit−1 − xit−1)+ εit , (3.23)
where a = (αm −αx), b = (β − γ) and εit = (εmit − εxit).
In addition, we try to estimate a VECM with imports and exports in logarithmic form
instead of shares, to see whether it improves the estimation of the relationship under consid-
eration. This version of the VECM can be presented as:
∆lnMit = α +β (lnMit−1 −αlnXit−1)+ εMit (3.24)
∆lnXit = α + γ(lnMit−1 −αlnXit−1)+ εXit , (3.25)
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where lnMit and lnXit are logarithms of imports and exports, and εit is an error term.
If (3.24) and (3.25) produce sensible results, we also try to estimate the difference between
logarithms of exports and imports as in equation below
∆(lnXit − lnMit) = a+b(lnXit−1 −Mit−1)+ εit , (3.26)
where a = (αm −αx), b = (β − γ) and εit = (εMit − εXit ).
We try different forms of similar equations for exports and imports relationship because
one apparent issue with analysis of this relationship, is that it is not clear what is the right
functional form and disaggregation. Possible options include having trade flows expressed in
levels:
Mit = α +βXit ,
in which a one unit change in exports causes a β units change in imports.







where a one percentage point increase in the share of exports increases the share of
imports by β percentage points.
Most of the theory is expressed in terms of shares of GDP, but the relationship may also
be proportional, therefore we also consider logarithmic form of both trade flows:
lnMit = α +β lnXit ,
where a one percent increase in exports causes a β percent increase in imports.
After examining the relationship between trade flows shares, we move to estimation of an
OLS model for the balance of trade and current account, both expressed as GDP shares. The
purpose of this exercise is to determine whether these proxies for the balance of payments
are stationary.
Hence, starting from the balance of trade, we estimate the equation:
∆botit = α +βbotit−1 + εit , (3.27)
where botit is a share of the balance of trade (botit = (nominal exports/nominal GDP)
- (nominal imports/nominal GDP)). If β < 0 in (3.27), then the balance of trade share is
stationary and the sustainability condition for the balance of payments is satisfied.
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The other proxy we are using to check the balance of payments solvency condition is
current account share of GDP. Similarly to the balance of trade share estimation we analyse
the following model:
∆cait = α +βcait−1 + εit , (3.28)
where cait is the current account share of GDP. As with the balance of trade share
estimation, we can conclude that if β < 0, then the current account share is stationary, thus
the balance of payments solvency condition is satisfied.
Finally we check an assumption that the pressure to adjust on the countries running
a balance of payments deficit might be stronger than on those running a surplus. Hence,
leading to an asymmetric adjustment. We check for this by regressing the change in cait on
cait−1 and caposit−1, a new variable which is the product of cait and a dummy cadum that
equals one when cait is positive. Hence, we augment (3.28) by including this new variable
and estimate the resulting equation stated below:
∆cait = α +βcait−1 + γcaposit−1 + εit . (3.29)
If in (3.29) β coefficient (speed of adjustment when the current account is negative) is
different from (β + γ) (speed of adjustment when the current account is positive), then we
can conclude that there is evidence of the asymmetric adjustment. All results are presented
and discussed in the following section.
3.6 Results
We first estimate each of the equations for the whole sample and report homogeneous fixed
effect panel estimates for the whole period. Then we estimate each of the equations for
individual countries for the whole period and for three sub-periods.
3.6.1 Exports and Imports
Static Model (Exports and Imports Shares)
Starting with a basic model for exports and imports shares, we estimate (3.20):
mit = α +βxit + εit
and obtain the following results (with standard errors in parentheses) for the pooled
regression:
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mt = 0.029 + 0.972 xt + εt R2 = 0.916
(0.002) (0.010) SER2 = 0.051
All coefficients are significant. It appears that the relationship between exports and
imports shares is close to unity. When we estimate (3.20) for each country individually (an
appendix, Table B.1) there is still a strong positive relationship between the trade flows shares
(except for Norway β is negative), with the response coefficient being significant for all
countries in the sample when the relationship is estimated over the whole period. However,
the imports-exports relationship is not as close to unity as the pooled data estimate suggests.
There is still strong evidence of the significant effect of exports on imports when we
estimate (3.20) over three sub-periods. In all but five countries the effect is significant in the
first sub-period, and the significant coefficients range from 0.43 (the UK) to 1.29 (Belgium).
In the second and third sub-periods all coefficients are significant (except Portugal for 1915-
1950, and for 1951-2016 β is insignificant for Denmark and negative for Norway). The
significant coefficients range from 0.31 (the US) to 1.13 (Italy) in the second sub-period and
from 0.11 (Denmark) to 1.48 (the US) in the third sub-period.
Overall, Norway appears to be an exception in our sample, and the reason for mixed
results for this country might be that the oil production has been large in Norway relative to
its economy since the late 20th century. For oil producers the balance of payments constraint
is different. Many of them just spend their export earnings and imports go up to match them.
However, Norway has a Sovereign Wealth fund that breaks the link.
The static model analysis showed that it is somewhat easier to obtain robust and consistent
with economic theory results when we average over the whole sample and long period, than
when we focus on individual countries and shorter sub-periods.
VECM (Exports and Imports Shares)
We then estimate (3.21) and (3.22), a VECM(1,1) for imports and exports shares with an
intercept (no trend) in the cointegrating equation:
∆mit = αm +β (mit−1 −αxit−1)+ εmit
∆xit = αx + γ(mit−1 +αxit−1)+ εxit .
The above equations, (3.21) and (3.22), outline the basic adjustment model we are
interested in, but for estimation we also add some dynamics to it by including lagged changes
in imports and exports shares. For the whole sample with the model estimated over the whole
period the estimates are:
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∆mt = 0.001 − 0.039 (mt−1 − 1.111 xt−1) − 0.001 − 0.070 ∆ mt−1 + 0.056 ∆xt−1 + εmt R2 = 0.013
(0.001) (0.010) (0.037) (0.024) (0.029) SER2 = 0.026
∆xt = 0.002 + 0.045 (mt−1 − 1.111 xt−1) − 0.001 + 0.022 ∆ mt−1 + 0.031 ∆xt−1 + εxt R2 = 0.016
(0.001) (0.008) (0.037) (0.020) (0.024) SER2 = 0.022
It appears that the speed of adjustment is significant in both equations. Change in
exports shares lagged one period does not seem to have a significant effect on imports shares.
However, previous-year imports shares seem to have effect on the change in mt current value.
The long-run relationship between trade shares is close to unity, confirming results obtained
using the static model for pooled data. The speed of adjustment is −0.04 percentage points
for imports shares, while exports shares loading coefficient is positive and slightly higher in
the absolute value, 0.05 percentage points. Both feedback coefficients are relatively small, but
neither appears to be exogenous, meaning both respond significantly to the disequilibrium.
The heterogeneous results (an appendix, Table B.2) are mixed. The α coefficients appear
to be very dispersed across the sample for the whole period, suggesting it is not being
estimated well. However, in most cases α has the correct sign, the only exception is Norway.
The average α is −0.76 percentage points, but is further away from unity for sub-periods.
The β coefficient is significant in all but six countries and negative, as expected, for all
economies (for which β is significant). The average imports speed of adjustment is −0.14
percentage points, and the sub-period average did not change as much as it was in case of α
coefficient. The γ coefficient is significant and has the right (expected) sign in six out of 17
countries and the average speed of adjustment of exports to equilibrium is about about 0.02
percentage points.
Restricted VECM (Exports and Imports Shares)
Since the static model and VECM(1,1) estimates for pooled data suggest a close to unity
relationship between exports and imports, but heterogeneous results are mixed, we now
estimate the VECM(1,1) with an imposed restriction of α =−1 (equation (3.23)):
∆mit −∆xit = a+b(mit−1 − xit−1)+ εit .
Below are the restricted VECM(1,1) results for pooled data for the whole period:
∆mt = 0.002 − 0.039 (mt−1 − xt−1) − 0.006 − 0.146 ∆ mt−1 + 0.107 ∆xt−1 + εmt R2 = 0.023
(0.001) (0.014) (0.039) (0.043) SER2 = 0.021
∆xt = 0.002 + 0.028 (mt−1 − xt−1) − 0.006 − 0.097 ∆ mt−1 + 0.101 ∆xt−1 + εmt R2 = 0.010
(0.001) (0.013) (0.036) (0.040) SER2 = 0.019
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The speed of adjustment coefficient for exports decreases from 0.05 to 0.03 when the
restriction is applied, but for imports remains about the same (−0.04). However, both speed
of adjustment coefficients are now close to the edge of significance.
The heterogeneous results (an appendix, Table B.3) for the whole period suggest the β
coefficient is significant in nine countries in restricted VECM and in 11 in the VECM without
the restriction, while the γ coefficient is significant in five in the VECM with restriction and
in eight countries in the unrestricted VECM. There are even fewer significant coefficients
when we estimate the restricted VECM over shorter sub-periods.
Overall, it appears that a VECM with this restriction on α does not fit the data well as
more β and γ coefficients become insignificant when the relationship is estimated over the
whole period and over three sub-periods comparing to the estimates for the VECM without
restriction. It is especially noticeable in the second and third sub-periods estimations for
restricted VECM, where β and γ become insignificant for most countries.
VECM (Logarithms of Exports and Imports)
In addition, we estimate a VECM(1,1) for the logarithms of imports and exports expressed in
nominal values and local currency, (3.24) and (3.25):
∆lnMit = α +β (lnMit−1 −αlnXit−1)+ εMit
∆lnXit = α + γ(lnMit−1 −αlnXit−1)+ εXit ,
to check whether solvency condition will hold if the trade flows are in level form rather
than expressed as shares of GDP.
The results for pooled data are:
∆lnMt = 0.044 − 0.274 (lnMt−1 − 1.029 lnXt−1) + 0.237 + 0.023 ∆lnMt−1 + 0.282 ∆lnXt−1 + εmt R2 = 0.236
(0.014) (0.067) (0.014) (0.081) (0.105) SER2 = 0.149
∆lnXt = 0.063 + 0.043 (lnMt−1 − 1.029 lnXt−1) + 0.237 + 0.015 ∆lnMt−1 − 0.025 ∆lnXt−1 + εxt R2 = 0.007
(0.013) (0.063) (0.014) (0.076) (0.098) SER2 = 0.140
The long-run coefficient appears to be even closer to unity comparing to the VECM(1,1)
with imports and exports shares. Meanwhile, logarithm of exports is exogenous now, as it
does not seem to significantly respond to the disequilibrium. Speeds of adjustments, however,
have not changed dramatically, the imports one is still close to −0.03, while the exports
loading coefficient is about 0.04. SER is nonetheless higher for VECM(1,1) with logarithms,
comparing to the one with shares.
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The heterogeneous estimates (an appendix, Table B.4) suggest that α coefficient is
significant and close to unity not only when the model is estimated over the whole period,
but also if we estimate it over the three sub-periods. Over the whole period, only in case of
the Netherlands there is no stabilisation feedback. In seven countries the model is stabilised
thorough adjustment of imports and in 11 it is so through exports.
For the sub-periods, β coefficient is significant in eleven countries when the model is
estimated over 1870-1914, in five economies over 1915-1950 and in six in the last sub-period.
Meanwhile γ is significant only in two in the first sub-period, in nine countries in 1915-1950
and in eight in 1951-2016. In addition, we find that the average α is not significantly different
from −1 when the model is estimated over three sub-periods.
In VECM(1,1) with logarithms (comparing to the VECM(1,1) with shares) more coeffi-
cients are significant, but t-statistics for these estimates seem to be unrealistic in some cases.
For instance, for the α coefficient for Germany with t-statistic of −871.6 when the model is
estimated over the whole period.
One possible reason for this is a strong upward trend in exports and imports data, which
makes the estimates very precise as trade flows track very closely and this can potentially
cause unrealistic t-statistic values in many cases. However, a significant deterministic trend
in the VECM for imports and exports would mean that the debt can expand indefinitely.
Nonetheless, when we try to include deterministic trend in the model, its coefficient is
insignificant. Hence, we conclude that it is not fixed deterministic trend that is causing the
issue. In fact, we find that the variables under consideration have large variances, and the
standard errors reflect this as higher variance leads to smaller standard errors and bigger
t-statistics.
We also try to estimate the model for change in logarithms of exports and imports (3.26):
∆(lnXit − lnMit) = a+b(lnXit−1 − lnMit−1)+ εit
and obtain the following results for the whole sample estimated over the whole period:
∆(lnXt − lnMt) = −0.022 − 0.218 (lnXt−1 − lnMt−1) + εt R2 = 0.112
(0.004) (0.013) SER2 = 0.160
In the regression for the whole sample all coefficients are significant and β has correct
(negative) sign, meaning that if trade balance (in this case proxied by (lnXt−1 − lnMt−1))
increased in the previous period, the current net exports are adjusted downwards, resulting in
a stabilising process.
The heterogeneous estimates (an appendix, Table B.5) suggest that over the whole period
the balance of trade is stationary in 13 out of 17 countries when (3.26) is estimated over the
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whole period. Over the first and second sub-periods the balance of payments is stabilising in
seven countries and over the third one – in six. Since (3.26) is an example of an autoregressive
model, we check the significance using the Augmented Dickey-Fuller (ADF) critical value
of −2.9 (5% significance level; a model with a constant and no trend; Fuller, 2009), because
the variables under consideration are unlikely to be trend stationary.
Overall, there does not seem to be a major difference between using shares or logarithms
when analysing the balance of payments sustainability using exports and imports series. It
also appears that there is more evidence of stabilisation of the balance of payments, and the
estimates are more consistent with economic theory, when models are estimated for pooled
data and over the whole period, rather than when we focus on individual countries or shorter
sub-periods.
3.6.2 Balance of Trade
To analyse sustainability condition for the balance of payments we use two proxies, the
balance of trade and current account. Starting from the balance of trade sustainability analysis,
first we are interested whether the adjustment of components of the balance of trade, exports
and imports, is symmetric or not. Hence, we estimate the following equations for the change
in exports and imports shares of GDP:
∆mt = a1 +b1bott−1 +u1t
∆xt = a2 +b2bott−1 +u2t .
These equations are estimated for pooled data with fixed cross-country effects for the
whole period, and we obtain the following results:
∆ mt = 0.003 + 0.051 bott−1 + u1t R2 = 0.018
(0.001) (0.011) SER2 = 0.027
∆ xt = 0.001 − 0.054 bott−1 + u2t R2 = 0.027
(0.001) (0.009) SER2 = 0.023
We find that the adjustment is almost perfectly symmetric with both, exports and imports
shares, adjusting by about 5% a year.
Since the adjustment of the balance of trade components is symmetric, rather than
estimating separate equations for exports and imports shares, we can estimate the balance of
trade as a whole. We estimate (3.27):
∆botit = α +βbotit−1 + εit ,
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where botit = xit −mit (xit and mit are exports and imports shares of GDP), α = (a2−a1),
β = (b2 −b1) and εit = (u2it −u1it).
For the whole sample with fixed cross-country effects for 1870-2016 the estimates are:
∆ bott = −0.002 − 0.105 bott−1 + εt R2 = 0.048
(0.001) (0.001) SER2 = 0.024
It appears that balance of trade is a stabilising process when the model is estimated for
the whole sample over long period. One percentage point increase in the previous period
balance of trade causes about 10-11 percentage points decrease in its current level per year.
This adjustment is done through about equal changes in exports and imports shares.
Since the balance of trade and current account are unlikely to be trend stationary, we can
potentially use non-standard critical values from the bounds testing approach proposed by
Pesaran et al. (2001), which does not require us to identify whether the variables are trend
stationary, I(0), or difference-stationary, I(1). For the autoregressive specifications, such as
the balance of trade model, (3.27), and current account model, (3.28), the corresponding
non-standard critical values for are −2.86 for I(0) and −3.22 for I(1). However, since the
autoregressive models of this type, (3.27) and (3.28), only have a lagged dependent variable
as the explanatory variable, we can simply check significance against the usual Augmented
Dickey-Fuller critical value of −2.9 for a 5% significance level and a model with a constant
and no trend (Fuller, 2009). Since this critical value, −2.9 is also in the range of critical values
suggested by bounds testing approach (−2.86 and −3.22), for both these models, (3.27) and
(3.28), we use critical value of −2.9 to determine the significance of the explanatory variable.
The Table 3.2 summarises the estimates for each country for the whole period and for
three sub-periods. The sustainability condition for the balance of trade is confirmed for more
than half of the sample, 10 out of 17 countries, when we estimate the model over the whole
period. We are more likely to reject a unit root the longer the span of the data is and confirm
that considering the whole period the balance of trade is stationary for Australia, Canada,
Denmark, Finland, France, Japan, Portugal, Spain, Sweden and the UK.
When we estimate the model over shorter sub-periods, the estimates for the first sub-
period confirm that the balance of trade is stabilising for six countries, Finland, Japan,
Spain, Sweden, Switzerland and the US. Moving to the results for 1915-1950, there are four
stationary series, namely Australia, Denmark, Sweden and Switzerland. Finally, in the third
sub-period, 1951-2016, the balance of trade is stabilising for Australia and Italy. In addition,
the average for all 17 countries for the whole period suggests a slightly faster adjustment to
equilibrium (14.6% per year) than the estimate for pooled data (10.5% per year). However,
the 14.6% estimate includes non-significant coefficients.
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Table 3.2 OLS: Balance of Trade Share of GDP (Equation (3.27); 1870-2016 and Sub-
Periods)
1870-1914 1915-1950 1951-2016 1870-2016
Country β t-stat.1 β t-stat. β t-stat. β t-stat.
Australia -0.238 -2.359 -0.573 -3.652 -0.764 -6.385 -0.341 -5.400
Belgium -0.345 -2.568 -0.295 -2.409 -0.115 -2.048 -0.112 -2.693
Canada -0.221 -2.268 -0.358 -2.716 -0.188 -2.508 -0.174 -3.761
Denmark -0.431 -2.823 -0.541 -3.604 -0.064 -1.518 -0.215 -4.099
Finland -0.560 -4.053 -0.338 -2.636 -0.141 -2.201 -0.214 -4.156
France -0.278 -2.666 -0.147 -1.613 -0.186 -2.514 -0.138 -3.276
Germany -0.231 -2.311 -0.459 -2.576 -0.146 -2.530 -0.078 -2.355
Italy -0.268 -2.553 -0.114 -1.412 -0.258 -2.979 -0.101 -2.683
Japan -0.737 -4.681 -0.245 -2.071 -0.166 -2.435 -0.276 -4.683
Netherlands -0.311 -2.645 -0.259 -1.734 -0.087 -1.968 -0.025 -0.856
Norway -0.241 -2.616 -0.422 -2.682 -0.049 -1.449 -0.063 -2.057
Portugal -0.229 -2.216 -0.176 -1.829 -0.189 -2.282 -0.132 -3.129
Spain -0.457 -3.640 -0.351 -2.708 -0.110 -1.702 -0.136 -3.168
Sweden -0.349 -3.001 -0.480 -3.311 -0.081 -1.695 -0.172 -3.696
Switzerland -0.520 -3.291 -0.475 -3.242 -0.054 -1.009 -0.079 -2.060
UK -0.205 -2.306 -0.299 -2.247 -0.124 -1.872 -0.157 -3.466
US -0.312 -2.910 -0.205 -1.913 -0.046 -1.243 -0.067 -2.137
Average: -0.349 -0.337 -0.163 -0.146
Notes: x and m are exports and imports shares respectively, D is the balance of trade (share of
GDP). 1t-statistic for β in equation (3.27). Significant coefficients are in bold (5% significance
level; significance is determined using the Augmented Dickey-Fuller critical value of −2.9).
Our results suggest that the sustainability condition for the balance of trade is most likely
to be confirmed when we average over the large sample and long period. Nonetheless, even
when we consider heterogeneous estimates, there is still a lot of evidence of the balance of
payments solvency. Although for eight out of 17 countries in our sample (Belgium, Canada,
France, Germany, the Netherlands, Norway, Portugal and the UK), the balance of trade is
non-stationary over individual sub-periods, but the sustainability condition is confirmed for
the whole period.
3.6.3 Current Account
By analogy with the balance of trade estimations, we check the sustainability condition for
the current account expressed as share of GDP.
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Besides trade in goods and services (balance of trade), current account has other com-
ponents, such as investment incomes and transfer payments. Hence, we create a variable zt
which captures these other elements of the current account. Thus, we define zt as
zt = cat −bott ,
where cat is the current account share of GDP and bott is the balance of trade share of
GDP, where bott = xt −mt (xt and mt are exports and imports shares of GDP).
Hence, to see how the components of the current account adjust to changes in the current
account share of GDP, if they do, we first estimate the following equations, one for exports:
∆xt = a1 +b1cat−1 +u1t
one for imports:
∆mt = a2 +b2cat−1 +u2t
and one for non balance of trade elements of the current account:
∆zt = a3 +b3cat−1 +u3t .
We find that all three processes confirm adjustment and the estimates are:
∆ xt = 0.002 − 0.069 cat−1 + u1t R2 = 0.027
(0.001) (0.012) SER2 = 0.022
∆ mt = 0.002 + 0.010 cat−1 + u2t R2 = 0.032
(0.001) (0.014) SER2 = 0.026
∆ zt = −0.001 − 0.040 cat−1 + u3t R2 = 0.011
(0.001) (0.009) SER2 = 0.016
There is a small adjustment to equilibrium by the non balance of trade components of the
current account, 4% per year, larger amount by exports, about 7% per annum, and the largest
is by imports, 10% per year.
There are some missing observations that result in different number of observations for
these three regressions. There are 2,313 observations for exports and imports equations,
but only 2,305 for ∆zt regression. Hence, when we estimate (3.28) for the current account
(expressed as share of GDP) as whole
∆cait = α +βcait−1 + εit ,
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where by design α = (a1 − a2 + a3), β = (b1 − b2 + b3) and εit = (u1t − u2t + u3t),
assuming the number of observations for all variables involved (xit , mit , zit and cait) is the
same. It is not the case for our dataset, thus, due to missing observations these equalities may
not hold exactly.
For the pooled regression estimated over the whole sample the results are presented
below:
∆ cat = −0.001 − 0.205 cat−1 + εt R2 = 0.106
(0.001) (0.013) SER2 = 0.024
Similarly to the balance of trade results, we can confirm the sustainability of the current
account when we estimate the model for pooled data over the whole period. The significant
negative coefficient confirms that current account adjusts to its previous values in the self-
corrective way, hence, this process is stabilising. The coefficient suggests that the current
account adjusts to the equilibrium level by about 21% in a year. Most of the adjustment is
done by imports and exports and a smaller bit by the non balance of payments components
of the current account.
Heterogeneous estimates, that are summarised in the Table 3.3, suggest that the current
account is stabilising in all but four countries (Canada, Germany, Switzerland and the US)
considering the whole period. As was in case of the balance of trade estimations, there is
less evidence of stabilisation over shorter sub-periods. Nonetheless, for six countries current
account share of GDP is stabilising over two out of three sub-periods, such as in case of
Australia, Denmark, Finland, France, Germany and Japan. For most countries, 14 out of 17,
there is evidence of stabilisation of the current account at least over one sub-period.
There are three countries, Portugal, Switzerland and the US for which there is no evidence
of stabilisation over any of the three sub-periods, but the current account is stabilising over
the whole period for Portugal. Also, it is worth to note that in case of Switzerland we
have an insufficient number of observations to estimate the model over the first sub-period,
1870-1914. In addition, the average annual adjustment for 17 countries for the whole period
is the same as the estimate for the pooled data, about 21% per year.
Overall, the current account appears to be stabilising when we use large number of
countries and sufficiently long estimation period. Heterogeneous estimates for the whole
period also provide strong support for the sustainability of the current account. However, as
in case with the balance of trade, it is more challenging to confirm stabilisation of the current
account when we consider each country in a sample individually and use shorter estimation
periods.
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Table 3.3 OLS: Current Account Share of GDP (Equation (3.28); 1870-2016 and Sub-Periods)
1870-1914 1915-1950 1951-2016 1870-2016
Country β t-stat.1 β t-stat. β t-stat. β t-stat.
Australia -0.262 -2.518 -0.712 -4.327 -0.650 -5.629 -0.541 -7.304
Belgium -0.345 -2.568 -0.315 -2.502 -0.221 -2.981 -0.128 -2.888
Canada -0.120 -1.549 -0.217 -1.875 -0.256 -3.055 -0.060 -1.625
Denmark -0.635 -3.394 -0.594 -3.145 -0.086 -1.464 -0.178 -3.179
Finland -0.619 -4.358 -0.304 -2.467 -0.307 -3.398 -0.249 -4.532
France -0.266 -2.566 -0.564 -6.804 -0.439 -4.245 -0.463 -11.415
Germany -0.687 -4.557 -0.979 -4.011 -0.038 -0.824 -0.105 -2.366
Italy -0.248 -2.475 -0.203 -1.953 -0.414 -4.039 -0.200 -3.965
Japan -0.736 -4.751 -0.197 -1.761 -0.288 -3.406 -0.335 -5.336
Netherlands -0.163 -1.710 -0.392 -2.335 -0.254 -2.966 -0.195 -3.721
Norway -0.196 -2.322 -0.491 -2.929 -0.109 -1.914 -0.166 -3.534
Portugal -0.229 -2.216 -0.169 -1.692 -0.155 -2.292 -0.142 -3.283
Spain -0.368 -3.163 -0.668 -2.517 -0.162 -2.275 -0.165 -3.185
Sweden -0.188 -1.826 -0.481 -3.298 -0.076 -1.495 -0.177 -3.666
Switzerland X X -0.504 -2.626 -0.151 -2.222 -0.161 -2.703
UK -0.150 -1.841 -0.310 -2.615 -0.264 -3.152 -0.127 -3.102
US -0.153 -2.020 -0.310 -2.473 -0.052 -1.297 -0.091 -2.599
Average: -0.335 -0.436 -0.231 -0.205
Notes: cat is the current account (share of GDP); X - insufficient number of observations. 1t-statistic
for β in equation (3.28). Significant coefficients are in bold (5% significance level; significance is
determined using the Augmented Dickey-Fuller critical value of −2.9).
3.7 Asymmetric Adjustment
Finally, we analyse the adjustment patterns by checking for any asymmetry in the adjustment
towards equilibrium among the countries that are running deficits versus those running
surpluses. We estimate (3.29) below
∆cait = α +βcait−1 + γcaposit−1 + εit .
For the pooled data and the whole period we obtain the following results:
∆ cat = −0.003 − 0.262 cat−1 + 0.131 capost−1 + εt R2 = 0.111
(0.001) (0.019) (0.034) SER = 0.024
The adjustments are significantly different, the feedback is −0.26 when the current
account balance is negative and −0.13 (−0.262+ 0.131 = −0.131) when it is positive.
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Hence, the annual adjustment to equilibrium is roughly twice higher (26% per year) when the
country is running a deficit than when it is running a surplus (13% per annum), suggesting
that there is likely to be more pressure on economies that are running deficits versus those
running surpluses.
For the balance of trade, (3.27), and current account, (3.28), models we used non-
standard critical value of −2.9 to check the significance of the coefficient of the lagged
dependent variable. However, we cannot use this critical value to check significance of
the β and γ coefficients in the asymmetric adjustment model. The bound testing approach
non-standard values also will not work as it provides the critical value for joint significance
of the explanatory variables, while we are interested in whether there is a feedback from
either of the coefficients. Hence, we check significance against standard critical value of
±1.96 (5% significance level).
Moving to the heterogeneous estimates, the results for individual countries over the whole
period and three sub-periods are summarised in the Table 3.4.
Table 3.4 Asymmetric Adjustment (Equation (3.29); 1870-2016 and Sub-Periods)
1870-1914 1915-1950 1951-2016 1870-2016
β γ β γ β γ β γ
Country Coeff.1 t-stat.2 Coeff. t-stat. Coeff. t-stat. Coeff. t-stat. Coeff. t-stat. Coeff. t-stat. Coeff. t-stat. Coeff. t-stat.
Australia -0.303 -1.645 0.120 0.269 -0.880 -3.836 0.642 1.048 -0.529 -3.718 -0.858 -1.437 -0.665 -6.362 0.449 1.671
Belgium X X X X -0.231 -1.515 -0.757 -0.988 -0.445 -2.153 0.319 1.161 -0.149 -2.366 0.094 0.476
Canada X X X X -0.574 -2.893 0.701 2.157 -0.380 -2.903 0.590 1.228 -0.090 -1.948 0.149 1.079
Denmark -0.633 -2.783 -0.016 -0.012 -0.477 -1.691 -0.360 -0.562 -0.395 -2.761 0.502 2.354 -0.495 -4.679 0.611 3.479
Finland X X X X -0.392 -2.467 0.558 0.880 -0.128 -0.568 -0.281 -0.869 -0.282 -3.696 0.128 0.629
France 0.148 0.124 -0.432 -0.347 -0.699 -6.478 0.656 1.824 -0.540 -2.429 0.182 0.515 -0.675 -13.444 0.583 6.037
Germany X X X X -0.950 -2.384 -0.072 -0.095 -0.368 -1.184 0.363 1.074 -0.734 -3.708 0.715 3.253
Italy -0.375 -1.657 0.207 0.625 -0.177 -1.549 -0.775 -0.586 -0.407 -1.790 -0.013 -0.036 -0.163 -2.553 -0.172 -0.941
Japan -0.723 -3.385 -0.038 -0.088 -0.274 -0.724 0.096 0.213 -1.042 -3.057 0.925 2.280 -0.582 -4.446 0.400 2.142
Netherlands 0.163 0.329 -0.367 -0.672 -0.591 -1.898 0.513 0.762 -1.324 -1.998 1.146 1.628 -0.207 -0.935 0.015 0.058
Norway -0.210 -1.561 0.058 0.133 -0.272 -1.228 -0.851 -1.461 -0.242 -1.355 0.181 0.783 -0.311 -3.045 0.237 1.592
Portugal X X X X -0.165 -1.379 -0.047 -0.061 -0.117 -1.490 -0.489 -0.965 -0.118 -2.467 -0.380 -1.165
Spain -0.576 -1.889 0.326 0.739 -0.522 -0.722 -0.214 -0.218 -0.091 -1.018 -0.461 -1.313 -0.073 -1.059 -0.382 -1.982
Sweden -0.272 -1.863 0.782 0.817 -0.594 -1.765 0.168 0.372 -0.382 -2.346 0.394 1.975 -0.241 -2.340 0.108 0.703
Switzerland X X X X -1.312 -2.422 1.181 1.586 -0.340 -0.838 0.210 0.474 -0.644 -1.978 0.543 1.508
UK X X X X -0.201 -1.180 -0.397 -0.901 -0.091 -0.773 -0.730 -2.029 -0.231 -2.771 0.180 1.432
US -0.128 -0.969 -0.065 -0.236 -2.095 -1.543 1.874 1.320 -0.026 -0.528 -0.344 -1.014 -0.008 -0.159 -0.217 -2.147
Average -0.291 0.057 -0.612 0.172 -0.403 0.096 -0.333 0.180
Notes: where β is coefficient of cait−1 and γ is the coefficient of caposit−1; cait is the current account (share of GDP). 1 Coefficient, 2 t-statistic. X - missing coefficients (and t-statistic)
due to the insufficient number of observations or near singular matrix. Significant coefficients are in bold (5% significance level; significance is determined using the standard critical
values, ±1.96).
We expect the coefficient β to be negative and the coefficient γ to be positive if there is
more pressure on the deficit countries to adjust. Over the whole period β < 0 for all countries
and γ > 0 for all economies in the sample with exception of four (Italy, Portugal, Spain and
the US) for which γ coefficient is negative. Only in the first sub-period there are two positive
β coefficients (for France and the Netherlands). The sign of the γ coefficient varies when the
model is estimated over shorter sub-periods, but in most cases it is positive. The γ coefficient
is the sum of the cait and caposit which should also be negative, so in absolute value the
coefficient on caposit−1 should be smaller than that on cait . This largely seems to be the
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case, even if they are not all significant. The lack of significance may result from the noise in
the system as the equations do not fit well when estimated for individual countries over short
time periods. Overall, there is strong evidence of asymmetric adjustment when we average
over the whole sample and consider the whole period, but there is less evidence when we
consider heterogeneous estimates and sub-periods.
3.8 Conclusion
When we estimate a relationship between exports and imports using a simple static model
and a VECM for 17 countries for 1870-2016, one unit change in exports seems to cause
approximately one unit change in imports, suggesting that exports and imports balance to
maintain a stable balance of payments. We also find strong evidence of stabilisation for
the balance of payments and current account when we average over the whole sample and
estimation period. Nonetheless, it is more challenging to establish these results when we
focus on shorter estimation periods.
First we consider the balance of trade components, exports and imports. Static model
estimates for individual countries suggest that there is a strong positive relationship between
exports and imports (expressed as shares of GDP) for all countries, except Norway. However,
the average for heterogeneous estimates suggests that the relationship between exports and
imports is not one-to-one, but rather imports share increase by 0.76 percentage point when
export shares increase by one percentage point. When we estimate this model over shorter
sub-periods it does not significantly alter this average as it remains in the 0.68-0.78 range.
Since export and import shares are likely to be co-determined, we also estimate the rela-
tionship between them using a vector error-correction model with one lag. The VECM(1,1)
estimates for pooled data confirm a close to unity relationship between exports and imports
shares. Nonetheless, once again, heterogeneous results are mixed. We find that over the
whole period cointegration coefficient is significant in all but three countries, but it averages
to −0.760, which is not very close to unity. When we try to impose a restriction on the
cointegration coefficient to be equal −1, this restriction is rejected in case of about half of
the sample over the whole period, and it did not improve significance of the imports and
exports loading coefficients. We also try to use VECM(1,1) with logarithms of the trade
flows expressed in nominal values and local currency. In this case, the long-run import-export
relationship is much closer to unity not only for pooled data, but the average for the whole
sample over the whole period is −0.997. Moreover, this is consistent when the model is
estimated over three sub-periods. However, there are also many insignificant coefficients,
such as the imports speed of adjustment coefficient is significant only in seven countries,
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comparing to eleven in the VECM(1,1) with trade shares. Hence, there does not seem to be a
major advantage of using logarithms over shares or the other way around for the analysis of
the imports-exports relationship.
We then analyse balance of payments sustainability using balance of trade and current
account shares of GDP as proxies. Pooled estimates for the whole period suggest that both,
balance of trade and current account are stabilising processes. In case of the balance of
trade, its annual adjustment is about 10% and the adjustment done by exports and imports is
almost symmetric, both adjust by about 5% per year. As for the current account, its annual
adjustment is about 21% per year with most of the adjustment being done by imports (10%
per year), a bit less by exports (7% per year) and the smallest bit (4% per year) by the non
balance of trade elements of the current account.
As for the heterogeneous estimates, it appears that despite quite a few missing observa-
tions for the current account, there are more significant negative coefficients for this model
than for the balance of trade one. Hence, there is more evidence of sustainability for the
current account than for the balance of trade. When estimated over 1870-2016, the balance
of trade is stabilising in 10 out of 17 countries, but in case of the current account there is
evidence of stabilisation in 13 economies. In both cases, however, there does not seem to
be a country for which the balance of trade or current account shares of GDP are stabilising
over each of the sub-periods and whole period. Nonetheless, it is clear that in case of most
countries in our sample, the balance of payments solvency can be confirmed as long as the
estimation period is sufficiently long and the sample is relatively large.
In addition, we find that there is evidence of asymmetric adjustment when we analyse the
whole sample over the whole period with there being more pressure on countries running
deficit to adjust, versus those running surplus. There is, however, less evidence of the
asymmetric adjustment when we consider individual countries or shorter estimation periods.
To summarise, when we estimate balance of payments sustainability condition using
balance of trade or current account data for many countries and over long period there is
strong evidence of stabilisation of the balance of payments. However, the data are very noisy,






A worrisome number of countries are running large deficits and have high debt-GDP ratios.
For example, looking at the US government budget balance and debt-GDP ratio for 1870-
2016 (Figure 4.1), especially large deficits occurred around World War I and World War II
and, overall, the US has been running deficits since the 1970s with only temporary surpluses
in the late 1990s, till the balance turned negative again in the early 2000s. Meanwhile, the
debt-GDP ratio has been growing dramatically in the 1940s till it started falling in the 1950s,
but has been on the rise again since the 1980s. It appears that quite often decreases in the
fiscal deficit occur when the debt was accumulating. This might imply a corrective response
from the government as it adjusted fiscal policy in such a way as to be able to meet increasing
debt interest payments.
Fig. 4.1 US Government Budget Balance and Debt-GDP Ratio (1870-2016)
Source: Jordà-Schularick-Taylor Macrohistory Database (2019).
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Nonetheless, economic theory suggests that a government cannot go on borrowing
forever. This concept, known as a government solvency condition, is build on the theoretical
frameworks that the government cannot run a Ponzi scheme against the representative agent,
meaning paying the interest on old loans by borrowing more (Bohn, 1995). The government
solvency is of central political and economic importance, as it is concerned with such issues
as whether governments can repay their debts and whether they can continue borrowing and
on what terms.
Traditionally deficits sustainability has been assessed by performing unit root and cointe-
gration tests on fiscal and external deficit time series (Ahmed and Rogers, 1995; Quintos,
1995; Trehan and Walsh, 1988). These papers use tests for stationarity and cointegration
to check whether the intertemporal budget constraint (IBC), which guarantees that the debt
is backed by the expected present value of future primary surpluses, is satisfied. The issue
however, is that the intertemporal budget constraint is a quite weak condition as it can be
satisfied for series of any order of integration (Bohn, 2005, 2007). Hence, as Bohn argued,
the standard time series tests can never reject sustainability. As an alternative approach, Bohn
proposed to model surplus-GDP ratio as a positive linear function of the lagged debt-GDP
ratio. He explained that if the fiscal policy is sufficiently "responsive" to accumulation of debt,
meaning the government takes corrective actions by increasing surplus to meet increasing
interest payments, then it can be concluded that the primary surplus has an error-correction
representation (Bohn, 2007, p. 1846).
Nonetheless, Bohn et al. (2016) also argued that the whole question of the government
solvency is in fact of economic nature and cannot be tested empirically. He argued that
the necessary solvency condition is based on the rational expectations and is a question of
whether the borrowing government can refinance its debt. Refinancing ability depends on
whether the lenders believe the borrowing government is solvent and capable of repaying
its debt out of its current revenues. If lenders doubt a nation’s solvency, they are likely to
refuse to buy this government’s debt, making the government insolvent and by doing so,
they confirm their expectations. Hence, government of too big to fail countries, such as
Germany, France or the UK are able to run large deficits as everyone believes that they will
always have the ability to refinance their debts. Nonetheless, this perception by lenders
about the solvency of the government can change at any time, meaning there is a danger of a
government becoming insolvent if it is running a large deficit-GDP.
Assuming that the true solvency condition depends on the expectations and cannot
be tested statistically, this chapter focuses on the sustainability of the government debt
and deficit by examining whether a government does in fact take corrective actions in
response to the accumulating debt and how the surplus (deficit) adjusts to debt and its own
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lagged values. Hence, this chapter aims to shed some light on the patterns of adjustment
and the feedback process from the lagged surplus and debt. The data for this analysis
come from the Jordà-Schularick-Taylor Macrohistory Database. The sample includes 17
countries (Australia, Belgium, Canada, Denmark, Finland, France, Germany, Italy, Japan,
the Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, the UK and US), and we
first consider the whole period, 1870-2016, and then focus on three shorter sub-periods,
1870-1914, 1915-1950 and 1951-2016. We find that surplus responds in the correct way to its
own lagged values (adjustment is mainly done through revenue, not expenditure), but not to
lagged debt-GDP ratio. Hence, there does not seem to be an equilibrium level of debt-GDP,
meaning different countries may be able to maintain different debt-GDP ratios. In addition,
we included GDP growth, long-term interest rate and inflation rate in the model in order to
check whether this would alter the significance of the debt-GDP coefficient. Indeed, when
the key macroeconomic variables are added to the model, there is a feedback coming from
debt-GDP ratio.
In a previous chapter we analysed a solvency of the balance of payments (BOP), though
there we did not have data on the net foreign assets (the stock of debt). Although the algebra
in terms of theoretical framework is similar, the economics of two cases is somewhat different.
In case of the balance of payments, the net foreign assets (NFA) have to add to zero across
countries. So there are some countries who have positive NFA and others with negative NFA
balance, hence, there are both borrowers and lenders in the international context. In the
public sector context most governments have only debt.
There are also some differences between how the balance of payments and public deficit
can be financed. A country can finance a balance of payments deficit through exchange rate
adjustments or changing reserves and borrowing. A government can finance a public sector
deficit through issuing new debt (there may be interest rate adjustment) and printing money.
In the case of governments they are in practice just borrowers: governments can borrow from
lenders within the country (internal debt) or from foreign investors (external or foreign debt).
In addition, if sustainability fails either exchange rate collapses in the balance of payments
case or interest rate shoots up in the government debt case. Thus, even though the nature of
default is different, there are possibilities for default in both cases. However, algebra ignores
default in a sense that it does not account for a possibility that a country or a government just
decides not to repay its loans. Nonetheless, with government debts of more stable or large
economies there is usually a high demand for it, for instance, either international foreigners
want to hold US assets, financing US government deficit, or internally, pension funds want
long duration assets.
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To summarise, as Bohn (2007) puts it, the statistical analysis on the solvency has displaced
the economic one. The solvency condtion based on the intertemporal budget constraint,
commonly used in the empirical papers on the government solvency, is quite weak and the
true necessary condition is based on the rational beliefs, making it an economic issue that is
impossible to estimate statistically. Hence, in this chapter we analyse the long-run statistical
properties of the public sector surplus and government debt and focus on the adjustment of
the surplus, revenue and expenditure to changes in the lagged surplus and lagged debt. We
check whether a feedback is coming with respect to the surplus, debt or both, and how does
it change over different periods. In addition, as in the balance of payments sustainability
chapter, we check for asymmetric adjustment in regards to governments running deficits
versus those running surpluses. Finally, we discuss the twin deficits hypothesis that links
balance of payments and fiscal sustainability together, and check whether our data provide
empirical support for cross adjustments of the balance of trade and government surplus.
The outline is as follows, section 4.2 describes the basic theory behind the estimations
presented in this chapter. Section 4.3 reviews the literature. The data and descriptive statistics
are presented in section 4.4. Section 4.5 describes the econometric approach adopted for
the analysis of the fiscal sustainability. The pooled data estimates are discussed in section
4.5.1. Section 4.6 provides the discussion of the country-specific estimates. Section 4.7 is
dedicated to the extended model for surplus. Asymmetric adjustment is covered in section
4.8. In section 4.9 we discuss twin deficits hypothesis and analyse the adjustment of the
government surplus and the balance of trade together. Finally, section 4.10 contains some
concluding comments.
4.2 Theoretical Framework
Bohn (2005) considered sustainability conditions that most often occur in the relevant
literature and critically reviewed them. After analysing a case of the US using relatively long
data, 1792-2003, he concluded that the most credible evidence in favour of sustainability of
fiscal policy is the robust positive response of primary surpluses to increase in the debt-GDP
ratio.
Starting point for analysing solvency condition for government debt and deficit is the
budget identity that links the deficit to revenues, spending and public debt:
DEFt = E0t −Rt + itBt−1, (4.1)
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where DEFt is the fiscal or total deficit (with-interest deficit) in year t, E0t is non-interest
spending (then Et is the total expenditure), Rt is the government revenue, itBt−1 is the interest
charge on the stock of debt, Bt , and Bt−1 is a previous period’s debt.
The second budget identity is:
DEFt = Bt −Bt−1. (4.2)
The variables in the budget identities (4.1) and (4.2) are all in nominal values. In order
to separate the stock of debt, Bt , from the flows of government expenditures and revenues,
it is useful to define the primary deficit, DEF0t , as the non-interest spending minus revenue
(DEF0t = E
0
t −Rt). Then by putting (4.1) and (4.2) together, the nominal budget equation
can be defined as:
Bt = E0t −Rt +(1+ it)Bt−1 = DEF0t +(1+ it)Bt−1. (4.3)




















is the GDP growth rate. The first right hand side (RHS) term is
the primary deficit, and the second RHS term is the previous period’s debt multiplied by a
propagation factor.
If St = Rt −E0t is the primary (non-interest) surplus (the difference between revenue and
non-interest spending) and rt is the "return" on debt (i.e. rt =
(1+it)
(1+gt)
−1 ≈ (it − γt)), then the
(4.4) can be written as:
bt = (1+ rt)bt−1 − st , (4.5)
where, bt = Bt/Yt and st =−DEF0t /Yt =−(Et −Rt)/Yt .
Hence, from (4.5), fiscal decisions that affect tax and spending have impact on debt
accumulation through their effect on primary deficit (surplus) and rt .
There are two conditions for ad-hoc sustainability, the ad hoc intertemporal budget
constraint (IBC) and transversality condition (TC) (these can be obtained from (4.5) in four
steps; an appendix C.1).
The intertemporal budget constraint states that initial debt equals the expected present








Et [st+ j]. [IBC] (4.6)





Et [bt+n] = 0. [TC] (4.7)
Most papers on sustainability are concerned with checking whether the intertemporal
budget constraint is satisfied or not, and two main approaches to address this question is by
running unit root tests (Ahmed and Rogers, 1995; Trehan and Walsh, 1988) and cointegration
tests (Quintos, 1995).








, the present value of future primary surpluses equals the initial
debt, is flawed.
The equation (4.7) is essentially saying that a borrower can repay the debt in any amount
of time and that would satisfy the transversality condition, even if it is in a very long period
indeed. This comes from the exponential growth in the discount factor in the transversality
condition, (4.7). Taking as an example r = 5% (which is commonly used in the literature on





Et [bt+n] = 0,
which is the same as:
lim
n→∞
(0.95)nEt [bt+n] = 0,
but since (0.95)n goes to zero very quickly with n, so (0.95)nEt [bt+n]→ 0 just because
1
(1+r)n wipes this whole structure out. Hence, the actual deficit would have to grow exponen-
tially fast to stop it from going to zero.
Thus, Bohn emphasised that exponential decay (division by (1+ r)n, where n = j, in
(4.6)) over linear growth implies a zero limit for any r > 0 and, hence, dominates polynomial
growth. Hence, the intertemporal budget constraint and transversality condition can be
satisfied regardless of the order of integration of fiscal data. Bohn (2007) proved that the
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intertemporal budget constraint is satisfied if either the debt or the revenue and spending
(with interest) are integrated of arbitrarily high order. Thus, unit root and cointegration
tests cannot reject the consistency of data sets with the intertemporal budget constraint, as a
broad class of stochastic processes can fail these tests for sustainability, but still satisfy the
intertemporal budget constraint (Bohn, 2007, p. 1838). He argued that since higher order of
integration cannot be completely ruled out, the possibility of sustainability cannot be ever
rejected using unit root tests. Since neither the debt series difference-stationarity of any
order nor a presence of cointegration between revenues and spending are necessary for the
intertemporal budget constraint to be satisfied, the important conclusion then is that the above
tests cannot be used to determine whether a particular fiscal policy is sustainable or not.
One of the influential papers on the topic, Trehan and Walsh (1991), confirms presence
of cointegration between debt and primary surpluses. Building on this result, Bohn (2005)
emphasised that it implies that some linear combination of the two, surplus and debt, is then
stationary and a strictly positive linkage between the two is implied (an appendix C.2).
Hence, Bohn proposed to model the relationship between primary surplus and debt-GDP
using an error-correction-type policy reaction function (fiscal reaction function). The proof
that the approach based on the error-correction-type policy reaction function does not require
stationarity driving processes is presented as a Proposition 3 in Bohn’s paper (2007, p. 1844-
45) and this mathematical proof is also replicated in an appendix to this chapter (C.3). The
rate of return is assumed to be constant (rt = r). Bohn presents the sufficient condition as an
error-correction relationship. Suppose that
(st)−αbt−1 = zt ∼ I(m), (4.8)
for some α ∈ (0,1+ r] and where zt is of any order of integration, it does not have to be a
stationary process.
Hence, if surplus-GDP ratio is a positive linear function of debt-GDP ratio, then it can
be interpreted as that a government takes adjusting actions (such as increases its revenue
or decreases expenditure in response to increase in debt-GDP), so that the debt-GDP ratio
remains bounded, the transversality condition (4.7) is satisfied and fiscal policy can be
considered sustainable. However, the main idea behind it is if the debtor takes adjusting
actions in response to accumulating debt (meaning α > 0), and all roots are strictly less than
(1+ r), then the transversality condition (4.7) holds and order of integration is irrelevant.
In this chapter we follow Bohn’s (2007) analysis for sustainability and adopt equation
(4.8). Whereas the JST macrohistory dataset does not have data on net foreign assets, it does
have data on public sector debt-GDP ratio. The data on government revenues and expenditure
are obtained from JST macrohistory dataset as well. The revenue, Rt , and expenditure, Et , are
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in nominal in local currency, meanwhile the GDP, Yt , is in nominal terms and local currency,
and the stock of debt is used as a debt-GDP ratio, bt = Bt/Yt . Thus, forming rt = Rt/Yt and
et = Et/Yt , we can construct a public sector equivalent of (4.8):
(rt − et) = λbt−1 + zt . (4.9)
If debt is high, revenues must increase or expenditure must fall, causing the deficit to fall,
and this returns the system back to equilibrium. We will augment this equation by adding
the lagged surplus to allow the surplus to respond to its own lagged values as well as to the
lagged debt-GDP:
(rt − et) = µ +λbt−1 + γst−1 + zt . (4.10)
Then if we subtract (rt−1 − et−1) from both sides of (4.10), we get:
(rt − et)− (rt−1 − et−1) = µ +λbt−1 +(γ −1)st−1 + zt , (4.11)
which simplifies to:
∆rt −∆et = µ +λ1st−1 +λ2bt−1 + zt , (4.12)
where λ1 = (γ −1) and λ2 = λ .
Then we obtain the following equations for the change in the revenue
∆rt = µ1 +λ11st−1 +λ12bt−1 + z1t (4.13)
and expenditure:
∆et = µ2 +λ21st−1 +λ22bt−1 + z2t , (4.14)
where µ = µ1 − µ2; λ1 = λ11 − λ21; λ2 = λ12 − λ22. This allows feedback of both
debt and deficit on the government revenue and expenditure. Thus, allows for asymmetric
adjustment between the components of the surplus.
From a closer look at (4.12) we can see that there might not be an equilibrium level of
debt-GDP ratio in the long run. If write the equation (4.12) as
∆st = µ +λ1st−1 +λ2bt−1 + εt
and if in the long run st = st−1 = s = 0, so ∆st = 0 and bt = bt−1 = b, then
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0 = µ +0+λ2b,





but if λ2 = 0, then there is no equilibrium debt-GDP ratio. As the descriptive statistics
in the Table 4.1 show, average debt-GDP ratios vary a lot over time and countries, so it is
possible that there is no equilibrium debt-GDP ratio. It might be that any ratio is sustainable
as long as those lending to the government think it is. For instance, a number of countries
including the UK and Japan have had no difficulty borrowing even when debt-GDP ratios
were over 200%.
4.3 Literature Review
We consider fiscal sustainability in order to check if government debt and deficit are sustain-
able in the long run. There is no consensus on how dangerous large government deficit and
debt are. Boskin (2020) presents a useful overview of the traditional view on this question.
On one side, expansionary fiscal policy and high debt might be a useful if not necessary
remedy in time of recession to boost the economy, assuming of course that government
is to finance investments that are most likely to be productive and worthy in the long run.
Tax smoothing might be another macroeconomic benefit of large government deficits, for
instance in times of severe recession or wars.
On the other side, large deficit and debt give incentive to central bank to finance gov-
ernment’s liabilities by simply printing money, which may eventually lead to high inflation.
Moreover, high government borrowings are likely eventually lead to increase in the nominal
interest rates, making borrowing more expensive and essentially crowd out private investment.
Furthermore, larger deficit can be associated with higher tax on the private sector and higher
corporation tax which can also lead to fall in consumption and investment. Moreover, often
government spending is financed by borrowing from private sector and while investors are
buying government bonds, there is less funds available for the private sector investments.
This can also contribute to the crowding out of the private investment. Mountford and
Uhlig (2009) found that increase in government expenditure and tax do indeed lead to fall in
investment, with the multiplier being much higher in the latter case (increase in tax). In most
extreme cases, expectation of higher interest rates in the future and inflation might lead to
capital flight and depreciation of the currency which might end with a crisis (Boskin, 2020).
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Nonetheless, Mountford and Uhlig (2009) found that while deficit spending does seem
to crowd out private investment, contrary to the traditional view, it does not cause increase
in interest rates or real wages. They argue that deficit spending can in fact to a small extent
stimulate the economy. Moreover, Blanchard (2019) argued that lately risk-free rate has been
below growth rate; hence, large debt can come cost-free and be purely beneficial for the
economy.
However, Boskin (2020) claimed that the long-term costs of deficit spending are often
overlooked in the literature. He gave example of Uhlig’s (2013) finding according to which
each dollar of debt financed spending essentially translates in the cost of 3.40 US dollars in
the current value. Boskin concluded that historical data as well as debt and fiscal variables
projections suggested that increasing government deficit and debt are sources of major
economic uncertainties and likely to lead to higher taxes and lower incomes as well as major
intergenerational inequality in the future.
Whether large government deficits and debt are sustainable or not is a question open to
debate. For instance, starting with a linearised version of the government debt flow identity
and iterating backward, Cochrane (2019) performed an ex-post rational calculation to shed
some light on the decomposition of the variation in the debt-GDP. For his empirical analysis
he focused on the US case, using data for the US Federal debt, Treasury rates and US primary
surplus, and considered various estimation periods for the decomposition of the value of
debt variance, with the longest period being 1930-2018. Assuming that the market value of
government debt was equal to the present discounted value of primary surpluses, he argued
that the two factors that were equally important sources of the variation in the value of
government debt were accuracy in prediction of the future primary surpluses and variation in
discount rates. The latter came mostly from nominal returns. Meanwhile, future growth rate
did not seem to substantially affect variations in the market value of debt to GDP ratio. He
also emphasised, that when the full sample that went back to 1930 was used, the effect of
change in discount rates on the variation in debt-GDP level was more dominant comparing
to the effect of forecasts of the future surpluses.
In contrast, in this chapter we use longer data, 1870-2016, and focus not on the US
specifically, but use a sample of 17 countries to account for possible heterogeneity in the
long-run adjustment processes of government surplus and debt-GDP ratio. We find that while
surplus tends to stabilise in majority of cases when we consider the whole period, 1870-
2016, there does not seem to be an equilibrium level for the debt-GDP ratio and different
governments can settle on various levels of debt-GDP in the long run.
Also focusing on the US case, Bohn (1998) argued that primary surplus is an increasing
function of the debt-GDP ratio, and the government budget constraint ensures that the debt-
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GDP ratio is stationary. He based his framework on the Barro’s (1979) tax-smoothing model
and using data for 1916-1995 (and six sub-periods), Bohn found that cyclical fluctuations
and major economic and political events, especially war and the resulting increase in military
spending can significantly alter this ratio, with war years, for instance, being clear negative
outliers. Hence, those factors need to be controlled for when estimating the relationship
between debt-GDP ratio and surplus. He also clarifies that for debt-GDP ratio to be stationary
the interest rates need to be near or below the GDP growth rate (Bohn, 1998, p. 955). Bohn
also criticised using standard unit root regressions to confirm mean-reversion in the debt-
GDP ratio as those omit variables, such as the level of temporary government spending
(GVAR) and a business indicator (YVAR)1, and do not properly account for the systematic
components in the error term, and are inconsistent if the autoregressive (AR) coefficient is
close to one. Moreover, in his later papers (2005, 2007) Bohn argued that classic tests for
sustainability do not properly address effect of uncertainty and risk aversion on the interest
rate. If interest rates on government bonds are below the GDP growth rate, as was in case
of the US, and which was true for many countries following the financial crisis 2007-2008,
then primary deficits do not necessarily confirm insolvency, as government is likely to
adopt sustainability policies. He also argued that, at least in case of the US, fiscal policy
can be used to maintain stationarity of the debt-GDP ratio unless the interest and growth
rates substantially deteriorate. Finally, he argued that using real levels of fiscal variables in
cointegration analysis of this sort is inappropriate as the unit root might be from GDP series
while the debt-GDP ratio is stationary.
Schoder (2014) again focused on the sustainability of the government debt. He analysed
primary surplus response to the change in the debt-GDP ratio for nine European Monetary
Union (EMU) and six non-member countries using quarterly data for 1981Q1-2010Q4 from
the OECD Economic Outlook 89 database. He adopted a stochastic general equilibrium
model and followed theoretical work by Bohn (1995, 1998). A positive response of the
surplus to a one-unit change in the debt-GDP ratio is considered to be a sufficient condition
to confirm the validity of the intertemporal budget constraint and, therefore, sustainability
of the government debt. In his estimation he used the mean-group and pooled mean-group
estimators developed by Pesaran and Smith (1995) and Pesaran et al. (1999). First he
estimated the long-run relationship between surplus and government debt for individual
countries using the error-correction form of the autoregressive distributed lag model. Since
the two variables might be covariance stationary, Schoder chose ARDL bounds testing
approach proposed by Pesaran et al. (2001). However, even though he found evidence of the
1GVAR and YVAR are measures of temporary government spending and of cyclical variations in output,
respectively, from Barro (1986).
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long-run relationship between surplus and debt for eight countries, the response coefficient
that measured the effect of debt-GDP ratio on surplus was insignificant for most of the
countries in the sample. Then he split the estimation period into years before and after
introduction of the Euro Convergence Criteria, 1980Q1-1996Q4 and 1997Q1-2010Q4, and
estimated pooled regression for the whole sample for the two sub-periods. He found that over
both sub-periods the response coefficient was positive and significant at 1% level. Schoder
also emphasised that when he split the sample in the EMU and non-EMU countries, the
response coefficient decreased significantly for the later group (from 0.032 to 0.005), but not
so much for the former (from 0.037 to 0.030), suggesting that tighter rules implied by the
Euro Convergence Criteria had a positive effect on the sovereign debt sustainability in the
EMU countries. In addition, he analysed the effect of the financial crisis 2007-2008 and found
that non-member countries were affected more than EMU economies as investors showed
more faith in government bonds of the monetary union member countries. He emphasised
that in case of non-sustainable non-EMU economies, the debt accumulation appeared to have
been sustainable before the shock, as the response coefficient was positive (0.031) when the
estimation did not include the financial crisis, but turned to a negative −0.001 when it was
included.
Another paper that builds on Bohn (1998) definition of the sufficient condition for
solvency of the government debt is Greiner et al. (2007). They focused on countries with
high debt-GDP ratio and those who exceeded the 3% deficit-GDP threshold and thus violated
Maastricht treaty. As in Schoder (2014) paper, the debt is considered solvent if the response
coefficient of surplus-GDP to changes in debt-GDP is positive. However, they model the
relationship slightly differently from Schoder (2014) by adding a vector variable to their
regression, which accounts for net interest payments on public debt relative to GDP as well
as a business cycle variable, as these factors are related to the surplus and hence might have a
significant effect on it. They analysed countries individually with their sample including five
economies, namely Germany, France, Italy, Portugal and the US. The estimation periods vary
from country to country, 1964-2003 for Italy, 1977-2003 for France and Portugal, 1960-2003
for Germany and the US. Their estimations confirmed sustainability of fiscal policy in France,
Italy and the US. In case of Germany the solvency condition is satisfied as the response
coefficient is significant and positive, however, it has been decreasing over the last four
decades. Furthermore, they found evidence that in case of Portugal the response coefficient
is negative, suggesting that the process does not stabilise, but it is insignificant. Overall, they
argued that this inverse relationship between public investment and debt-GDP can be clearly
observed empirically.
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Among the extensive literature on the sustainability of US balance of payments deficit is
the paper by Bohn (2005) that provided some empirical support for sustainability of the US
fiscal policy. Looking at the real data for the US debt, Bohn identified that the debt-growth
was entirely nominal in 1950-1980, but real in the post-1980. By noting periods of the
positive deficits and the flat paths of debt, Bohn noted that the equating deficits with increases
in debt does not apply to real values nor to GDP-ratios. He explained that the budget identity
DEFt = Bt −Bt−1, the equation (4.2), only holds in nominal terms, but changes in debt equal
the real value of the deficit minus an inflation term. As for the GDP-ratios, changes in the
debt-GDP equal to the deficit-GDP minus a nominal growth rate term, which he called a
"growth dividend". He argued that the nominal growth term has historically covered the
entire interest bill on the US debt. Hence, in contrast to many papers on the topic that focused
on the role of government surpluses in keeping debt-GDP bounded, Bohn argued that it was
growth rate rather than adjustment of the surpluses that kept the debt-GDP bounded. He
also emphasised the role of major wars that are normally deficit-financed. In addition, Bohn
argued that analysis of the sustainability condition is subject to specification issues, such as
choosing the discounting rate and suitable explanatory variables.
In contrast, to analyse debt sustainability Wyplosz et al. (2007) used a four-step Inter-
national Monetary Fund (IMF) approach known as a debt sustainability assessment (DSA).
It is based on the accounting identity: bt − bt−1 = (r− g)bt−1− primary balancet , where
bt is a the debt-GDP ratio, r and g are the real interest and GDP growth rates, respectively.
He also discussed the IMF definition of debt sustainability. According to the IMF, debt
is considered sustainable if the sum of current debt and the present discounted value of
government spendings is below the present discounted value of revenues and if there is no
need for any major corrective actions. Wyplosz, however, criticised this definition arguing
that the first part of it implies that past trends will be true in the future which is highly
unlikely, and the second one is a judgment on a debt being too large, which is subjective.
Even if an economy is running a very large debt-GDP ratio, like the US or UK do, the debt
can still be sustainable, which is true as long as there are opportunities to refinance. Thus,
it is hardly possible to determine a debt ceiling, but Wyplosz argues it should be based on
economic costs that are required to service the debt and political acceptability. He explains
that debt distress is self-fulfilling process with interest rates on public debts increasing in
response to increasing uncertainty about probability of default, creating a vicious circle.
Like Bohn (2007, 2016) and Greiner et al. (2007), Wyplosz emphasised that solvency and,
hence, sustainability are forward looking and since the future is unknown, one cannot draw
long-term conclusion from the analysis of the debt sustainability. It is impossible to foresee
the future fiscal policy and whether the government will value the solvency of debt-GDP
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ratio over economic growth. He argued that even though the DSA approach is simple and
transparent, it is also subject to impossibility principle and requires strong assumptions about
future evolution of some variables which is in reality unknown and cannot be accurately
predicted. Hence, any conclusions from this approach is to be considered with care. As a
concluding remark, he also suggests that instead of making assumptions about evolution of
the key variables, the alternative is, given these assumptions, to determine what adjustments
to government surplus (deficit) are required to achieve a certain debt path. Therefore, he
suggested that the best option might be to combine both, debt-stabilising based approach and
the IMF one, which is based on debt path projections.
After analysing IMF approach and discussing its faults, such as assumption of growth
path being time invariant, Arnone et al. (2005) proposed an alternative approach for assessing
debt sustainability. They suggested that existing approaches on the topic can be divided in
optimising models, that equate marginal benefit and cost of borrowing, non-optimising ones
that have a flaw of assuming a time invariant growth paths and fail to consider the effect
of imports, fiscal space models that assume a decrease in government spending in order to
finance debt service and disincentive effects ones that are based on the idea of debt overhang
effect on economic performance. In turn they proposed a five-step framework, which is
based on the debt thresholds, which should be country-specific, on debt servicing and on the
analyses of the risk of default, of the public deficit financing and of the external financing gap.
They argued that while various theoretical frameworks and empirical models on sustainability
of public debt address these five issues to various extent, they fail to connect them together.
In addition, Chudik et al. (2017) argued that there is no equilibrium for the level of public
debt-GDP ratio and various economies can maintain different levels of indebtedness, while
enjoying economic growth. Thus, they emphasised heterogeneity among countries and that
high debt-GDP ratio does not necessarily translate into financial distress if an economy has a
good track record of repaying its debt obligations. What is of main importance, however,
is how fast the debt is growing in respect to the GDP growth. They argued, that temporary
jumps in debt-GDP ratio are not an issue, however, if the rises are persistent, then high
debt-GDP ratio can have a deteriorating effect on the economy in the long run. Therefore,
what matters is the ability of government to assure its potential lenders of its ability to cover
debt payments, and that any noticeable rises in debt-GDP ratio are of temporary nature.
They also found statistically significant threshold effects for the economies with increasing
debt-GDP ratio. They argued that it is the trajectory of debt (how fast it is growing and how
persistently) is what of the main importance. They also emphasised the key role of fiscal
policy in maintaining the debt at sustainable level. Finally, they confirmed that in the long
run there is indeed a negative effect of debt on GDP.
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To summarise, building on the rich literature on the government debt solvency, this
chapter presents some additional findings on the topic. Firstly, our analysis is based on
the estimations obtained from a much longer period, 1870-2016, than was covered in other
papers mentioned above. Having a long enough data also allows us to split the data in three
sub-period and check how our results vary from one sub-period to another. However, while
Bohn’s (2007) empirical approach implies the use of debt-GDP ratio and primary surplus
data, we use debt-GDP ratio and total (with interest) surplus as the JST dataset only has data
for the government revenues and total (with interest) expenditures. We find that there is in
general more evidence of stabilisation when we consider the whole period rather than shorter
sub-periods. Secondly, instead of focusing on any particular economy, we use a sample of
17 countries to check whether surplus and debt-GDP ratios adjustment patterns vary from
country to country. We find that while surplus is stabilising on its own lagged values in
all but one country (Japan), there does not seem to be a significant feedback coming from
the lagged debt-GDP ratio, suggesting that different governments can potentially maintain
different debt-GDP ratios. Thirdly, in addition to estimating the surplus model, we also
estimate separate equations for the government revenue and expenditure, and we use lagged
surplus and debt-GDP ratio as independent variables. The data we use is discussed in the
following section.
4.4 Data
To check whether the government debt and deficit are stabilising we use data for a sample of
seventeen countries for 1870-2016 from the Jordà-Schularick-Taylor Macrohistory Database2.
The sample includes Australia, Belgium, Canada, Denmark, Finland, France, Germany, Italy,
Japan, the Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, the UK and US.
The data that we use for public surplus and debt-GDP are not the ideal measures of the
government’s liabilities. Boskin (2020) emphasised that there are numerous papers on the
limitations of the official deficit and national debt measures. For instance, these measures
do not fully account for inflation or intangible investments in R&D and education. We
acknowledge these limitations, nonetheless, these measures are widely used in the literature
on the sustainability of the government surplus and debt. Thus, for the lack of better
alternatives and for simplicity, we also opt for these commonly used measures of deficit
and debt. We use data from the JST database, as these data are sufficiently long and are
2Oscar Jordà, Moritz Schularick and Alan M. Taylor. 2017. “Macrofinancial History and the New Business
Cycle Facts.” in NBER Macroeconomics Annual 2016, volume 31, edited by Martin Eichenbaum and Jonathan
A. Parker. Chicago: University of Chicago Press.
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available for 17 countries. However, to some extent, the debt and deficit measuring issue is
made worse from using long span data for various countries as definitions differ for different
countries and over time. Nonetheless, our analysis confirms that there are substantial benefits
of long span heterogeneous panel data to the analysis of balance of payments and fiscal
sustainability.
We use the government surplus (which is calculated using the government revenue and
expenditure) and debt-GDP ratio. The Figure 4.2 suggests that the highest increases in
debt-GDP ratios over 1870-2016 were recorded in the UK, Japan and France, however, the
jumps occurred at different times. In case of France, it was right after the end of World War
I, in the UK – in the 1940s, while Japan has been noted to have exceptionally high debt to
GDP level since the end of the estimation period covered in this chapter. Among the ones
with relatively low debt-GDP ratios are Sweden and Switzerland, that mostly maintained
quite low debt to GDP ratio levels throughout 1870-2016.
Fig. 4.2 Debt to GDP Ratios for the Sample (1870-2016)
Source: Jordà-Schularick-Taylor Macrohistory Database (2019).
Since debt is expressed as income share, we also try to include nominal GDP in the model
to check if it is significant and should be kept as an independent variable to account for the
fact that revenue and expenditure are in local currency, not shares of GDP. In addition, all
variables are transformed into logarithms before starting the estimations. The raw data for
revenue, expenditure and GDP are expressed in nominal values and local currency.
The data come from multiple sources, normally there is at least two sources for each
variable. However, when it comes to definitions, the data sources generally agree on how
government revenue, expenditure and debt-GDP are defined.
There are some minor definition specifics for some countries. For instance, for Australia
government expenditure for early years of the 1949-1996 period is the combined expenditure
of the Commonwealth Revenue Fund and the Loan Fund. In case of Portugal for 1870-1989
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the revenue defined explicitly as the sum of tax revenue and other effective income, and from
1990 onwards it is a state revenue where state is a central government. The debt-GDP ratio
is generally defined as gross public debt, expressed as a percentage of nominal GDP. For
some countries, such as Norway or Switzerland, some data (for 1870-1979 for Norway and
1870-1945 for Switzerland) are for central government debt, and for the rest of the period the
data are for a general government gross debt percentage of GDP. These data are in the level
form.
There are quite a few missing values in the data for some countries. For instance, in
Finland the data for debt-GDP are missing for 1870-1913. In addition, there are no data for
revenue and expenditure from 1870 to 1881 for this country. Hence, there is an insufficient
number of observations to estimate our models for Finland for the first sub-period, 1870-1914.
Other data gaps are less wide, but some are still substantial. For instance, in Australia revenue
and expenditure data are missing from 1870 to 1901. In Belgium these data are missing
for 1913-1919 and the GDP values are not available for 1914-1919. For Germany the data
for revenue, expenditure and GDP are not available for periods covering both World Wars.
For Denmark there is a large data gap for revenue, 1936-1952 and three gaps for debt-GDP,
1870-1879, 1947-1952 and 1957-1959. In France, Norway, Spain and Switzerland the data
for debt-GDP are missing for a decade from 1870 to 1879 and then for France only from
1914-1919 and 1939-1948, covering the World War I and II. However, for Norway there
are gaps in all variables except expenditure for Second World War years. For Spain all data
except GDP are missing for 1936-1939. In case of Japan the GDP and debt-GDP data are
missing for 1870-1874. For the Netherlands the GDP data are not available for both world
war periods.
The Table 4.1 summarises the descriptive statistics for revenue, expenditure and surplus,
expressed as shares of GDP and the debt-GDP ratio.
Even though for analysis we use logarithms of revenue, expenditure, surplus, GDP and
debt-GDP ratio, it is more useful to run descriptive analysis for the variables expressed as
shares of GDP as this allows for comparison across countries.
The revenue-GDP ratio is the highest for the UK (0.24), but is matched by the highest in
the sample expenditure-GDP ratio average of 0.25, hence, the average surplus comes close
to zero. It is important to note that these are averages over very long period. The lowest
average revenue and expenditure shares are for Switzerland (0.06) with one of the lowest
debt-GDP ratio in the sample (0.32). Most of the countries, 12 out of 17, are running an
average deficit, the exceptions are Germany, Japan, Switzerland and the UK, that have an
average surplus of zero, while Norway is the only country with an average positive surplus
of 0.01. The lowest minimum value of revenue share is for Switzerland (0.01) followed
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Table 4.1 Descriptive Statistics (Shares of GDP; 1870-2016)
Country Revenue Expenditure Surplus Debt
Mean SD1 Max2 Min3 Mean SD Max Min Mean SD Max Min Mean SD Max Min
Australia 0.17 0.08 0.29 0.04 0.20 0.10 0.46 0.01 -0.03 0.05 0.03 -0.32 0.40 0.21 0.98 0.10
Belgium 0.18 0.09 0.32 0.04 0.22 0.11 0.43 0.05 -0.04 0.04 0.02 -0.25 0.71 0.35 1.41 0.13
Canada 0.12 0.06 0.25 0.04 0.14 0.08 0.45 0.04 -0.02 0.04 0.04 -0.22 0.63 0.28 1.55 0.18
Denmark 0.19 0.14 0.42 0.04 0.19 0.14 0.44 0.05 -0.01 0.02 0.05 -0.10 0.27 0.18 0.72 0.04
Finland 0.18 0.07 0.30 0.06 0.21 0.10 0.58 0.06 -0.03 0.06 0.04 -0.37 0.25 0.18 0.71 0.06
France 0.17 0.05 0.25 0.07 0.21 0.09 0.63 0.10 -0.04 0.08 0.05 -0.52 0.76 0.50 2.37 0.14
Germany 0.10 0.06 0.60 0.03 0.10 0.05 0.32 0.03 0.00 0.02 0.06 -0.12 0.42 0.23 1.74 0.15
Italy 0.18 0.06 0.33 0.08 0.23 0.10 0.44 0.10 -0.05 0.07 0.02 -0.36 0.86 0.32 1.54 0.25
Japan 0.13 0.03 0.28 0.07 0.13 0.04 0.27 0.06 0.00 0.03 0.06 -0.08 0.61 0.59 2.39 0.04
Netherlands 0.20 0.09 0.46 0.09 0.22 0.12 1.06 0.09 -0.02 0.07 0.09 -0.75 0.79 0.29 2.23 0.38
Norway 0.21 0.16 0.53 0.02 0.20 0.13 0.41 0.03 0.01 0.05 0.20 -0.05 0.28 0.09 0.53 0.10
Portugal 0.11 0.06 0.25 0.04 0.13 0.08 0.29 0.04 -0.02 0.03 0.01 -0.09 0.51 0.25 1.30 0.13
Spain 0.12 0.04 0.21 0.06 0.13 0.05 0.26 0.08 -0.01 0.02 0.02 -0.09 0.60 0.30 1.52 0.13
Sweden 0.16 0.10 0.42 0.06 0.18 0.11 0.44 0.05 -0.02 0.03 0.07 -0.14 0.28 0.16 0.73 0.09
Switzerland 0.06 0.04 0.13 0.01 0.06 0.04 0.19 0.01 0.00 0.02 0.02 -0.08 0.32 0.21 0.87 0.02
UK 0.24 0.13 0.44 0.06 0.25 0.15 0.64 0.06 0.00 0.10 0.13 -0.45 0.90 0.60 2.70 0.27
US 0.10 0.07 0.20 0.02 0.12 0.09 0.41 0.01 -0.02 0.04 0.04 -0.27 0.40 0.29 1.19 0.02
Notes: 1standard deviation,2maximum, 3minimum.
closely by Norway and the US (0.02), with the corresponding maximum values for these
countries being 0.13, 0.53 and 0.20. Meanwhile, the lowest minimum value for expenditure
share is for Australia, Switzerland and the US (0.01). However, the maximum values for
expenditure shares for Australia and the US are quite high, around 0.4−0.5, while it is very
low for Switzerland, 0.19. Hence, it appears that Switzerland maintains more or less stable
government revenue and spending, while most countries have periods of exceptionally high
government surplus followed by periods of running large deficits.
The average debt-GDP ratio is the lowest for Finland (0.25), with a relatively low standard
deviation of 0.18. Denmark (0.27), Norway and Sweden (0.28) follow Finland with only
slightly higher average debt-GDP ratios. The highest debt-GDP ratio is for the UK (0.90),
and it is nearly as high for Italy (0.86) and the Netherlands (0.79). The standard deviation
for debt-GDP ratio is the highest for the UK (0.60) followed by Japan (0.59), suggesting
that data points are very dispersed, and it is the lowest for Norway (0.09). It appears that
Switzerland and the US have the lowest recorded debt-GDP ratios of 0.02 over 1870-2016,
while the highest maximum for debt-GDP ratio was for the UK (2.70) and Japan (2.39)
followed closely by France (2.37).
In addition, according to the Jarque-Bera test, the data are mostly non-normally dis-
tributed, with the only exception being expenditure-revenue ratio for Australia, Japan and the
US; in all three cases we fail to reject the null hypothesis of normality at 5% level.
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For estimation we will work with the logarithms of the shares, rather than the shares them-
selves. So defining: lnSit = ln(Rit/Yit)− ln(Eit/Yit) = (lnrit − lneit) and lnbit = ln(Bit/Yit),
where Rit is the government revenue, Eit is the total expenditure, Sit is the total surplus, and
Bit is the debt-GDP ratio; we can write (4.12) as:
∆lnrit −∆lneit = µ +λ1lnsit−1 +λ2lnbit−1 + zit ,
or equivalently
[(lnRit − lnYit)− (lnRit−1 − lnYit−1)]− [(lnEit − lnYit)− (lnEit−1 − lnYit−1)] =
µ +λ1ln[(lnRit−1 − lnYit−1)− (lnEit−1 − lnYit−1)]+λ2[lnBit−1 − lnYit−1]+ zit ,
which simplifies to
∆lnRit −∆lnEit = µ +λ1(lnRit−1 − lnEit−1)+λ2(lnBit−1 − lnYit−1)+ zit . (4.15)
To allow for cyclical effects we will also include logarithm of GDP. In addition, we allow
for differential effects of revenue and expenditure, everything is in nominal terms. Thus, we
estimate:
∆lnRit −∆lnEit = µ +λ1(lnRit−1 − lnEit−1)+λ2
(lnBit−1 − lnYit−1)+λ3lnEit−1 +λ4lnYit−1 + z1it .
(4.16)
Then we split (4.16) into two equations, one for government revenue:
∆lnRit = µ1 +λ11lnSit−1 +λ12lnbit−1 +λ13lnEit−1 +λ14lnYit−1 + z1it , (4.17)
and one for government expenditure:
∆lnEit = µ2 +λ21lnSit−1 +λ22lnbit−1 +λ23lnEit−1 +λ24lnYit−1 + z2it , (4.18)
where µ = µ1 −µ2, λ1 = λ11 −λ21, λ2 = λ12 −λ22, λ3 = λ13 −λ23, λ4 = λ14 −λ24.
We expect λ13 = λ23 ≈ 0 if feedbacks from expenditure and revenue are similar, and
λ4 ≈ 0 if cyclical effects are small.
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In (4.16), we expect λ1 < 0, as negative lagged surplus should encourage the government
to increase the current one. Meanwhile, λ2 > 0, as when debt-GDP increases, the government
needs to increase current surplus to meet increasing debt payments. From equation (4.17),
for ∆lnRit , if surplus is high then the government can cut taxes, hence we expect λ11 < 0. In
contrast, if debt is high, there should be an increase in taxes to finance it, thus we expect
λ12 > 0. Then from the equation (4.18), for ∆lnEit , if surplus is high, the government can
increase expenditure, hence λ21 > 0, while if debt is high, the government needs to reduce
expenditure, and we expect λ22 < 0.
We estimate the above equations for ∆lnSit (equation (4.16)), ∆lnRit (equation (4.17))
and ∆lnEit (equation (4.18)) for pooled panel data with fixed country effects. The coefficients
and standard errors (in parentheses) are:
∆ ln St = 0.040 − 0.182 ln St−1 + 0.008 ln bt−1 + 0.018 ln Et−1 − 0.020 ln Yt−1 + εt R2 = 0.110
(0.016) (0.013) (0.005) (0.007) (0.007) SER = 0.127
∆ ln Rt = 0.110 − 0.172 ln St−1 − 0.036 ln bt−1 + 0.036 ln Et−1 − 0.039 ln Yt−1 + εt R2 = 0.154
(0.014) (0.012) (0.004) (0.006) (0.006) SER = 0.115
∆ ln Et = 0.063 + 0.009 ln St−1 − 0.044 ln bt−1 + 0.017 ln Et−1 − 0.016 ln Yt−1 + εt R2 = 0.045
(0.019) (0.015) (0.005) (0.008) (0.008) SER = 0.150
In the models covered in this chapters the variables are unlikely to be trend-stationary. In
the previous chapter we considered simple autoregressive models of feedback for the balance
of trade and current account and used Augmented Dickey-Fuller non-standard critical values
to check the significance of the response coefficients. However, this approach will not work
here as besides lagged dependent variable in the above model, (4.20) we also have a lagged
independent variable. Furthermore, unit root tests, such as the ADF test, are quite sensitive
to specifications, such as the choice of lags and estimation period. Hence, in this chapter
we check the significance of the coefficients against the standard critical values for a 5%
significance level, ±1.96.
In the surplus model for pooled data, (4.16), the lagged surplus, λ1, is negative and
the lagged debt-GDP ratio coefficient, λ2, is positive, as expected, but the λ2 coefficient is
insignificant. This suggests that surplus is stabilising on its own lagged values, but not on the
lagged debt-GDP ratio.
In the revenue model, (4.17), all coefficients are significant. Coefficients λ11 is negative
as expected since it means that when lagged surplus increases, the government can reduces
the current revenue and spend more. Meanwhile, the negative sign of the λ12 is not what
we would expect, as it suggests that when debt increases the government cuts its revenue
instead of increasing it to meet higher interest payments. In the expenditure model, (4.18),
the λ21 is positive and λ22 is negative, which is what we would expect as it suggests that the
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government increases expenditure in response to increase in surplus or decrease in debt-GDP
ratio. However, the feedback from lagged surplus is insignificant.
As for the lagged expenditure and income coefficients, in both equations they are sig-
nificantly different from zero, but very small. Also, taking into account a large number of
observations, 2240, we proceed by assuming that the model can be estimated with surplus
and debt-GDP ratio variables as they are, without expressing surplus as a share of GDP. In
addition, we assume the effects of revenue and expenditure on the dependent variables are
not different, and only thr difference between them is of the main importance.
Hence, the model above (4.16) can be simplified further. Starting with (4.17) and (4.18),
the difference between ∆lnRit and ∆lnEit can be estimated as follows:
∆lnRit −∆lnEit = (µ1−µ2)+(λ11−λ21)lnSit−1+(λ12−λ22)lnbit−1+(z1it −z2it), (4.19)
or alternatively:
∆lnSit = αs +β slnSit−1 + γslnbit−1 + εsit , (4.20)
where αs = µ1 −µ2, β s = λ11 −λ21, γs = λ12 −λ22 and εit = z1it − z2it .
That is what we proceed to estimate. However, we acknowledge that as in case with the
balance of payments, besides lagged surplus and stock of debt there are other variables, zit ,
that should be in (4.20) that explain change in surplus. These variables are likely to include
macroeconomic variables, such as inflation rate, GDP growth and interest rate. Hence, (4.20)
would become
∆Sit = α +βSit−1 + γbit−1 +δ zit + εit , (4.21)
where zit accounts for other potential explanatory variables. We can measure the effect of
the omitted variables, zit , as
zit = a1 +b1Sit−1 + c1bit−1 +wit . (4.22)
However, putting (4.22) in (4.21) gets us
∆Sit = α +βSit−1 + γbit−1 +δ (a1 +b1Sit−1 + c1bit−1 +wit)+ εit , (4.23)
which is the same as
∆Sit = (α +δa1)+(β +δb1)Sit−1 +(γ +δc1)bit−1 +(δwit + εit). (4.24)
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This means that when we estimate (4.20),
∆lnSit = αs +β slnSit−1 + γslnbit−1 + εsit ,
the coefficients αs, β s and γs pick up the average effect of the relationship between zit
and other variables over the period, although we acknowledge that these relationships can
change over time.
When we estimate (4.20) we expect β s to be negative, meaning that if there was a surplus
in the previous year, the government could increase expenditure or reduce revenue by cutting
taxes, and adjust its current surplus to remove the excess. The second coefficient, γs is
expected to be positive, if there is an increase in the government debt, the government needs
to reduce spending or increase taxes to pay for the increased debt.
In addition, we estimate the following, similar to (4.20), equations for change in revenue:
∆lnRit = αr +β rlnSit−1 + γrlnbit−1 + εrit , (4.25)
and for change in expenditure:
∆lnEit = αe +β elnSit−1 + γelnbit−1 + εeit . (4.26)
In (4.25) we expect β r < 0, as in case of positive lagged surplus, the government can
afford to reduce current revenue. Meanwhile, we expect γr > 0, as the government needs to
raise current revenue to cover increasing debt-GDP ratio. Following the same logic, in (4.26)
we expect β e > 0 and γe < 0.
Moreover, we also try estimate an augmented version of (4.20) that includes three key
macroeconomic variables (GDP growth, GDPit , long-term interest rate, LRit , and inflation,
INFit) as additional regressors. Preliminary analysis showed that there is barely any feedback
coming from the lagged debt-GDP ratio when we focus on individual countries or shorter
estimation periods. The three key macroeconomic variables are likely to be correlated with
the debt-GDP ratio and, hence, might alter the significance of this coefficient. The data for
GDP growth, long-term interest rate and inflation also come from the Jordà-Schularick-Taylor
Macrohistory Database, as the rest of the data we use in the analysis in this chapter.
We try to estimate two versions of the extended model for the pooled panel data with fixed
country effects. First version is with change in the surplus-GDP ratio (sit = (Rit −Eit)/Yit),
which is the dependent variable, as well as lagged surplus-GDP ratio, lagged debt-GDP ratio
and three additional macroeconomic variables:
∆sit = α +β ssit−1 + γsbit−1 +µsGDPit +νsLRit +ηsINFit + ε1it . (4.27)
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The second version is with logged change in surplus (lnSit = ln(Rit/Eit)), which is the
dependent variable, as well as logarithm of lagged surplus and lagged debt-GDP ratio as well
as three additional macroeconomic variables:
∆lnSit = α +β slnSit−1 + γslnbit−1 +µsGDPit +νsLRit +ηsINFit + ε2it . (4.28)
Income growth, long-term interest rate and inflation rate are already in proportionate
form, hence, we do not need to take logarithmic transformations of these three variables for
the second version of the model.
In addition, as in case with the balance of payments analysis, we check for asymmetric
adjustment. It is possible that when a government runs a deficit it may be under more
pressure to adjust than when it runs surplus. To test this we check whether the surplus
responds differently to lagged surplus or lagged deficit. Therefore, we use a dummy variable,
de f dum, that equals one when surplus (Sit) is negative and zero otherwise. We then create a
new variable lde f posit , which is a product of the dummy, de f dum, and logarithm of surplus,
ln Sit . We add lde f posit to the equation (4.20) as another explanatory variable (we use
lagged version of it, lde f posit−1) and estimate:
∆lnSit = α +β slnSit−1 + γslnbit−1 +µslde f posit−1 + εit . (4.29)
Then if the coefficient of this new variable, lde f posit−1, is significant, we can conclude
that the surplus adjusts to lagged deficit differently than to lagged surplus.
Finally, we consider whether balance of payments and fiscal sustainability are related.
This part of the analysis is based on the twin deficit hypothesis which suggests that fiscal
shocks that have negative effect on the government budget also deteriorate the current account
(Corsetti and Müller, 2006).
Following Corsetti and Müller (2006), we start with the identity that links balance of
payments, BOTit , and government surplus, Sit , together. We derive this identity from the
GDP equation:
Y =C+ I +E +(X −M), (4.30)
where Y is GDP, C is consumption, I is investment, E is government expenditure, X is
exports and M is imports.
It follows, that the disposable (after tax) income can be defined as:
Y −R =C+ I +E −R+X −M, (4.31)
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where R is government revenue. We rearrange (4.31) to get
(Y −R−C)− I = (E −R)+(X −M).
Then the difference between private saving, S, and investment equals the sum of govern-
ment deficit and current account (balance of trade) surplus:
(S− I) = (E −R)+(X −M). (4.32)
From (4.32) it follows that net private savings plus government surplus and current
account (balance of trade) deficit sum to zero:
(S− I)+(R−E)+(M−X) = 0,
where (S− I) is net private savings, (R−E) is government surplus and (M−X) is current
account deficit.
Hence, to analyse the link between balance of payments and fiscal sustainability we start






) = lnRit − lnEit ,
and for the balance of trade:
lnBOTit = lnXit − lnMit .
We estimate the equations that not only include a lagged dependent variable, but also
measure the effect that one surplus has on the other one. Hence, for the public surplus we
estimate:
∆lnSit = a10 +a11lnSit−1 +a12lnBOTit−1 +ν1it , (4.33)
and for the balance of trade:
∆lnBOTit = a20 +a21lnSit−1 +a22lnBOTit−1 +ν2it , (4.34)
where lnSit and lnBOTit are logged government surplus and balance of trade, respectively,
and ν1it and ν2it are the error terms.
We then discus the cross-surplus adjustments which are measured by the coefficients a12
and a21 and provide an overall summary for the empirical part of this chapter.
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4.5.1 Pooled Estimations
Starting from the surplus equation, we obtain the following estimates for (4.20) using pooled
data with fixed country effects:
∆ ln St = −0.007 − 0.191 ln St−1 + 0.014 ln bt−1 + εt R2 = 0.107
(0.005) (0.012) (0.004) SER = 0.128
Both coefficients have the correct signs and both are significant. The lagged surplus
coefficient is −0.19, suggesting that when previous period surplus increases by 1%, the
government tends to decrease the current surplus by 0.19%. This can be done by reducing the
revenue through cutting the taxes, hence bringing the surplus closer to zero. The coefficient
of the lagged debt-GDP ratio is 0.01, thus as debt-GDP increases by one 1%, the government
raises the surplus by 0.01% to meet increasing interest payments on debt, brining debt-GDP
ratio closer to zero.
Moving to the components of surplus, revenue and expenditure, after estimating the
equations (4.25) and (4.26) for pooled data we obtain the following results:
∆ ln Rt = 0.031 − 0.195 ln St−1 − 0.024 ln bt−1 + εt R2 = 0.141
(0.004) (0.011) (0.004) SER = 0.116
∆ ln Et = 0.037 − 0.004 ln St−1 − 0.038 ln bt−1 + εt R2 = 0.040
(0.006) (0.015) (0.005) SER = 0.150
In the revenue regression (4.25) for the pooled data both coefficients are significant. The
current revenue adjusts to the lagged surplus in the correct way, but moves in the wrong
direction in response to change in the lagged debt-GDP ratio. The lagged surplus coefficient
suggests that if previous surplus increased by 1%, the government would reduce the current
revenue by 0.20%, brining the surplus closer to zero.
As for (4.26), the lagged surplus coefficient is insignificant and has the wrong sign.
Nonetheless, the coefficient of the debt-GDP ratio is significant and negative, as expected,
suggesting that as debt-GDP ratio increases by 1%, the government reduces spending by
0.04%. Hence, there is some evidence of stabilisation of the debt through expenditure.
Thus, overall, our estimations suggest that stabilisation of surplus on its lagged value
is mostly achieved through adjustment in revenue. Mountford and Uhlig (2009) argue that
deficit-financed tax cuts do indeed have better effect on growth than alternative fiscal policy
tools, such as deficit-spending or balanced budget spending expansion, and are less costly.
Mountford and Uhlig (2009) analysed the effect of the government revenue and expenditure
shocks, controlling for business cycle and monetary policy shocks, using US quarterly data
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for 1955-2000. They did it by estimating ten-variable vector autoregressive model with six
lags and analysing impulse response functions.
They found that the basic government revenue shock (with revenue rising for a year after
the shock) had negative effect on GDP, consumption, investment and, surprisingly, reserves,
but positive effect on interest rate. Meanwhile, the effect of a basic government spending
shock on output and consumption was rather weak, which is also consistent with our finding
that most of the adjustment of public surplus to its lagged values is done through revenue,
not expenditure.
Mountford and Uhlig (2009) also argue that the long-run costs of the deficit-financed
expansionary fiscal policy were likely to outweigh the benefits of its initial boosting effect on
the economy. They calculated that a 2% government spending increase would eventually
translate into an over 2% increase in taxes and more than 7% decrease in GDP. Hence, they
concluded that while deficit-financed tax cuts appeared to be best fiscal policy out of the
three scenarios they considered, the short-term stimulating effect to the economy was likely
to come at a high long-run price. Therefore, it appears that increasing government deficit and
debt might have potentially very dangerous consequences for the economy.
Above we estimated models for pooled data for the whole period. However, pooling
assumes that the parameters are the same in each country, which is implausible. Thus, we
now estimate a separate equation for each country and sub-period. Since, in this case we
have fewer observations, we adopt a simpler model with fewer parameters: (4.20) for surplus,
(4.25) for revenue and (4.26) for expenditure.
4.6 Country-Specific Estimates
We now estimate the equations for surplus (4.20), revenue (4.25) and expenditure (4.26) for
each country individually over 1870-2016. In addition, we split sample in three sub-periods
in order to analyse the adjustment processes of surplus and debt-GDP ratio.
The three sub-periods are 1870-1914, 1915-1950 and 1951-2016. The decision to split
estimation period in these sub-periods is based on two considerations. Firstly, we split the
data roughly around the historical breaks, World War I and World War II, making first sub-
period a pre-World War I period, third sub-period is a post-World War II period. Meanwhile,
second sub-period encompasses highly disturbed time with two world wars and depression
in-between. Secondly, we aim to have three sub-periods of a roughly equal sizes in order to
have sufficient data points to estimate three models (expenditure, revenue and surplus) for
most countries in the sample. Finland is the only country for which we do not a sufficient
number of observations to estimate any of the three equations over the first sub-period,
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1870-1914. For all other countries the estimations for the whole period and three sub-periods
are presented and discussed below.
4.6.1 Surplus
When we estimate (4.20) for each country individually for the whole period the picture looks
somewhat different comparing to the pooled data estimates.
The heterogeneous estimates for (4.20),
∆lnSit = αs +β slnSit−1 + γslnbit−1 + εsit ,
for 1870-2016 and three sub-periods are summarised in the Table 4.2. As was mentioned
before, in the surplus equation (4.20) we expect β s < 0 and γs > 0.
Table 4.2 Government Debt Solvency: Surplus (Equation (4.20); 1870-2016 and Sub-Periods)
1870-1914 1915-1950 1951-2016 1870-2016
Country β s t-stat.1 γs t-stat. β s t-stat. γs t-stat. β s t-stat. γs t-stat. β s t-stat. γs t-stat.
Australia 0.235 0.790 -0.254 -0.442 -0.253 -2.703 0.406 2.500 -0.362 -3.978 -0.009 -0.387 -0.109 -3.144 -0.002 0.934
Belgium -0.723 -4.914 0.067 1.835 -0.490 -3.084 0.042 0.228 -0.207 -3.244 0.032 2.261 -0.447 -7.827 0.028 1.794
Canada -0.587 -3.960 -0.117 -1.238 -0.215 -2.067 0.173 1.957 -0.181 -2.664 0.100 2.513 -0.242 -4.437 0.038 1.498
Denmark -0.669 -4.077 0.366 1.840 -1.173 -5.084 -0.070 -0.384 -0.247 -2.790 0.004 0.468 -0.576 -6.782 0.021 1.015
Finland X X X X -0.310 -1.844 0.082 1.109 -0.132 -2.046 0.006 0.464 -0.268 -3.630 0.039 1.603
France -0.139 -0.412 0.402 2.572 -0.325 -1.446 0.124 0.832 -0.314 -3.117 -0.037 -2.257 -0.292 -3.281 -0.021 -1.246
Germany -0.603 -3.763 0.112 1.735 0.016 0.039 -0.025 -0.238 -0.526 -6.594 -0.002 -0.140 -0.213 -3.731 0.025 1.280
Italy -0.400 -1.218 0.279 2.296 -0.164 -1.674 -0.044 -0.444 -0.101 -1.804 0.016 1.134 -0.125 -3.093 0.005 0.207
Japan -0.266 -2.251 0.003 0.124 -0.071 -0.938 0.003 0.137 -0.094 -1.329 -0.006 -0.499 -0.034 -1.195 0.001 0.152
Netherlands -0.722 -3.593 0.227 2.438 -0.419 -2.562 0.139 1.395 -0.321 -3.741 0.029 1.038 -0.368 -5.197 0.047 1.742
Norway -0.293 -2.433 -0.022 -0.426 -0.553 -4.127 0.048 0.770 -0.177 -2.795 0.078 1.891 -0.204 -4.206 0.055 1.972
Portugal -0.440 -4.368 -0.347 -2.112 -0.243 -2.244 -0.088 -1.145 -0.122 -1.756 0.012 0.861 -0.194 -3.962 0.002 0.128
Spain -0.812 -4.764 0.152 2.595 -0.427 -2.548 0.154 0.616 -0.272 -2.847 0.003 0.132 -0.308 -4.841 0.013 0.902
Sweden -0.454 -3.704 0.161 2.228 -0.479 -2.971 0.043 0.536 -0.148 -2.044 0.039 1.864 -0.325 -5.103 0.028 1.448
Switzerland 0.275 0.772 0.052 0.416 -0.246 -2.659 0.082 1.329 -0.398 -4.144 0.010 0.258 -0.207 -3.919 0.013 1.268
UK -0.605 -2.883 0.118 1.815 -0.417 -4.692 0.392 4.960 -0.093 -2.081 0.019 1.382 -0.128 -3.200 0.047 2.807
US -0.279 -2.812 0.039 1.821 -0.237 -1.997 0.109 1.792 -0.214 -2.640 0.034 1.060 -0.197 -3.726 0.018 1.137
Notes: Significant coefficients are in bold (5% level); 1 t-statistic; X - insufficient number of observations.
Over the whole period only for Norway and the UK the surplus is stabilising on both,
its lagged value and lagged debt-GDP, with both coefficients (β s and γs) being significant
and having correct (expected) signs. For all countries the lagged surplus coefficient, β s, is
negative, and for all but Japan it is significant, suggesting a stabilising process. However,
with the exception of Norway and the UK, there is no evidence of the surplus stabilising on
the lagged debt-GDP ratio, as γs coefficient is insignificant for all countries, but these two.
When we split the data in the three sub-periods. There is an insufficient number of
observations to estimate the model for Finland over the first sub-period, hence, the sample
size for the first sub-period is one country short (16 not 17). In the first sub-period both β s
and γs are significant and have correct signs only for three countries, namely the Netherlands,
Spain and Sweden. For Portugal both lagged coefficients are significant, but the debt-GDP
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one has the wrong sign, suggesting that as debt increases, government decreases surplus,
which would be evidence of destabilising process. The government surplus is stabilising
on its lagged value for 12 out of 16 countries and on the lagged debt-GDP ratio for five
economies.
Over 1915-1950, the surplus is stabilising on its lagged value for 12 out of 17 countries
and on the lagged debt-GDP ratio only for two, Australia and the UK. Hence, once again,
there does not seem to be feedback coming from the debt-GDP ratio for majority of countries.
In the third sub-period, for 14 countries the lagged surplus coefficient is significant and
negative, as we would expect. For two countries, Belgium and Canada, both lagged surplus
and debt-GDP coefficients are significant and have correct signs. However, in case of France,
lagged debt-GDP ratio coefficient is significant, but has the wrong sign.
Overall, in case of most countries and over all sub-periods the government is taking
corrective measures in response to changes in the lagged surplus, but not debt-GDP. Therefore,
there is significantly less evidence of fiscal sustainability when we focus on individual
economies instead of using pooled data for a large sample of countries.
In addition, the Table 4.3 presents the estimated equilibrium level of debt-GDP for each
of 17 countries in our sample as well as historical average debt-GDP ratios for comparison.
We estimate equilibrium level of debt-GDP for each country using fixed cross-country effect
estimator of the lagged debt-GDP, which is 0.014, from the estimation of (4.20) in section
4.5.1.
In the model for surplus, (4.20):
∆lnSit = αs +β slnSit−1 + γslnbit−1 + εsit ,
in equilibrium ∆Sit = Sit = 0 and bit = bit−1. Hence, equilibrium level of debt-GDP for





where αsi is the intercept of a country i, and γ
s is lagged debt-GDP estimate for pooled
data from (4.20).
The implied equilibrium debt-GDP ratio (Table 4.3) is close to the average for some
countries, such as Switzerland and Norway, but is very different for others, for instance, Italy
and Portugal. It is not clear why this is. It may be because the country-specific coefficients
are very different from the pooled estimates. For example, in the case of Italy the coefficient
on lagged debt is 0.005 (from the Table 4.2), roughly a third of the pooled estimate of 0.014.
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Table 4.3 Equilibrium Debt-GDP Levels (Equation (4.35))
Country αsi (γs)1 b
∗ Equilibrium Hist. Aver.
Debt-GDP2 Debt-GDP3
Australia -0.007 0.014 0.47 1.61 0.40
Belgium -0.015 0.014 1.07 2.92 0.71
Canada -0.014 0.014 1.00 2.71 0.63
Denmark 0.009 0.014 -0.66 0.52 0.76
Finland -0.002 0.014 0.13 1.14 0.86
France -0.013 0.014 0.98 2.65 0.61
Germany 0.014 0.014 -0.99 0.37 0.25
Italy -0.033 0.014 2.44 11.42 0.28
Japan 0.017 0.014 -1.21 0.30 0.51
Netherlands -0.002 0.014 0.17 1.18 0.60
Norway 0.021 0.014 -1.50 0.22 0.28
Portugal -0.014 0.014 0.99 2.70 0.32
Spain -0.001 0.014 0.06 1.06 0.42
Sweden 0.007 0.014 -0.54 0.59 0.90
Switzerland 0.019 0.014 -1.39 0.25 0.27
UK 0.012 0.014 -0.85 0.43 0.79
USA 0.005 0.014 -0.40 0.67 0.40
Notes: 1 lagged debt-GDP coefficient from estimation of (4.20) using pooled
data; 2 Equilibrium Debt-GDP − is an exponential of (b∗); 3 Hist. Aver. Debt-
GDP − historical average debt-GDP are averages for each country calculated
using their debt-GDP series from the JST Dataset.
4.6.2 Revenue
We now estimate the revenue model, (4.25), for each country individually over the whole
period and three sub-periods:
∆lnRit = αr +β rlnSit−1 + γrlnbit−1 + εrit .
As was mentioned before, a stabilising process would imply β r < 0 while γr > 0. The
results are presented in the Table 4.4.
When we consider all countries individually over the whole period, the lagged surplus
coefficient is significant and negative in all but four countries (Denmark, Germany, Japan
and Norway), suggesting that revenue is stabilising on surplus lagged values. For none of the
countries debt-GDP ratio is stabilising, as for most its coefficient is insignificant and for five
countries, for which it is significant, the sign is wrong. The lagged debt-GDP ratio coefficient
has the correct sign for Belgium, Germany, Sweden and Switzerland, but is insignificant.
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Table 4.4 Government Debt Solvency: Revenue (Equation (4.25); 1870-2016 and Sub-
Periods)
1870-1914 1915-1950 1951-2016 1870-2016
Country β r t-stat.1 γr t-stat. β r t-stat. γr t-stat. β r t-stat. γr t-stat. β r t-stat. γr t-stat.
Australia -0.073 -0.595 -0.011 -0.045 -0.251 -8.018 0.113 2.089 -0.354 -3.052 -0.032 -1.138 -0.106 -5.532 -0.016 -1.168
Belgium -0.023 -0.510 -0.003 -0.291 -0.139 -1.679 0.267 2.798 -0.162 -2.617 -0.069 -4.956 -0.174 -4.659 0.009 0.374
Canada -0.117 -1.251 -0.139 -2.348 -0.233 -2.884 0.000 -0.004 -0.126 -1.654 -0.082 -1.842 -0.149 -3.561 -0.006 -0.317
Denmark -0.116 -1.670 0.048 0.572 -0.551 -1.787 -0.267 -1.100 -0.259 -3.059 -0.054 -6.395 -0.148 -1.919 -0.034 -1.764
Finland X X X X -0.432 -3.111 0.036 0.592 -0.094 -1.455 -0.057 -4.347 -0.422 -6.435 -0.029 -1.344
France -0.052 -0.487 -0.004 -0.075 -0.196 -1.294 -0.202 -2.012 -0.272 -2.565 -0.106 -6.218 -0.156 -2.735 -0.057 -5.436
Germany -0.697 -2.565 0.403 3.650 -1.380 -2.586 0.060 0.439 -0.129 -1.777 -0.048 -3.639 -0.141 -1.570 0.025 0.815
Italy -0.229 -1.075 -0.023 -0.298 -0.403 -5.572 -0.137 -1.881 -0.406 -7.716 -0.068 -5.076 -0.367 -12.202 -0.075 -3.966
Japan 0.088 0.321 0.034 0.547 -0.238 -0.720 0.028 0.339 -0.206 -2.455 -0.067 -4.707 0.069 1.039 -0.011 -0.676
Netherlands -0.105 -0.568 -0.072 -0.838 -0.421 -4.056 0.080 1.270 0.061 0.675 -0.045 -1.560 -0.271 -4.792 -0.019 -0.877
Norway -0.169 -0.817 0.007 0.080 0.084 0.483 -0.291 -3.569 -0.179 -2.830 0.019 0.461 0.041 0.638 -0.076 -2.079
Portugal -0.106 -1.103 -0.123 -0.784 -0.380 -3.839 0.031 0.450 -0.590 -9.357 -0.088 -6.708 -0.430 -9.294 -0.073 -4.538
Spain -0.617 -3.655 0.134 2.316 -0.022 -0.257 -0.129 -1.003 -0.114 -1.563 -0.098 -6.079 -0.094 -2.073 -0.087 -8.383
Sweden -0.075 -0.797 -0.025 -0.443 0.066 0.590 0.048 0.866 -0.336 -3.526 -0.039 -1.418 -0.117 -2.085 0.018 1.058
Switzerland 0.085 0.586 0.005 0.091 -0.327 -3.705 -0.002 -0.031 -0.123 -1.324 -0.073 -2.050 -0.273 -6.382 0.000 -0.021
UK 0.058 0.459 -0.091 -2.321 -0.076 -1.158 -0.153 -2.647 0.171 4.497 -0.025 -2.155 -0.092 -3.234 -0.020 -1.684
US -0.187 -2.020 0.003 0.171 -0.357 -4.158 -0.100 -2.255 -0.054 -0.750 -0.021 -0.738 -0.291 -7.227 -0.023 -1.888
Notes: Significant coefficients are in bold (5% level); 1 t-statistic; X - insufficient number of observations.
For the first sub-period most coefficients are insignificant. There is insufficient number
of observations for Finland, hence, the sample is reduced to 16 countries. For two countries,
Germany and Spain, both β r and γr are significant and have correct signs. The lagged surplus
coefficient for the US has the correct sign and is significant, but the lagged debt-GDP ratio
one is insignificant. For the UK the lagged debt-GDP ratio coefficient is significant, but has
the wrong sign. It is positive, as expected, for Denmark, Germany, Japan, Norway, Spain,
Switzerland and the US, but is only significant for Germany and Spain.
In the second sub-period, revenue is stabilising on both lagged coefficients only for
Australia. In addition, the lagged surplus coefficient is significant and has the correct sign for
nine countries, namely Australia, Canada, Finland, Germany, Italy, the Netherlands, Portugal,
Switzerland and the US. There is a significant feedback from the lagged debt-GDP for two
economies, Australia and Belgium, while for France, Norway, the UK and US the coefficient
is significant, but has the wrong sign.
Finally, in the third sub-period, for nine out of 17 countries the revenue is stabilising on
the lagged surplus. The lagged debt-GDP coefficient is significant for 11 countries, but has
the wrong sign.
Hence, it appears estimations of (4.25) for the whole sample and for individual countries
are consistent in that revenue is stabilising on the lagged surplus, but not on the lagged
debt-GDP ratio.
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4.6.3 Expenditure
Finally, we estimate the expenditure model, (4.26), for each country over the whole period
and three sub-periods:
∆lnEit = αe +β elnSit−1 + γelnbit−1 + εeit ,
where we expect β e > 0 and γe < 0.
The estimates for the individual countries for the whole period (Table 4.5) show that
expenditure is stabilising on the lagged surplus and debt-GDP for three countries, namely
Denmark, Norway and Spain. In case of two economies, Italy and Portugal, both coefficients
are significant, but the lagged surplus one has the wrong sign. Besides Denmark, Norway
and Spain, expenditure is stabilising on the lagged surplus for Belgium and Sweden, but
the lagged debt-GDP coefficients for these countries are insignificant. However, there is a
stabilising feedback on the lagged debt-GDP ratio for nine out of 17 countries (Denmark,
Finland, France, Italy, the Netherlands, Norway, Portugal, Spain and the UK).
Table 4.5 Government Debt Solvency: Expenditure (Equation (4.26); 1870-2016 and Sub-
Periods)
1870-1914 1915-1950 1951-2016 1870-2016
Country β e t-stat.1 γe t-stat. β e t-stat. γe t-stat. β e t-stat. γe t-stat. β e t-stat. γe t-stat.
Australia -0.309 -1.137 0.244 0.464 0.002 0.020 -0.292 -1.627 0.008 0.077 -0.023 -0.900 0.003 -0.014 0.091 -0.538
Belgium 0.700 4.735 -0.070 -1.918 0.339 2.076 0.199 1.036 0.044 0.660 -0.101 -6.717 0.264 4.243 -0.019 -1.069
Canada 0.471 3.592 -0.022 -0.267 -0.019 -0.146 -0.174 -1.574 0.055 1.086 -0.182 -6.149 0.093 1.566 -0.044 -1.606
Denmark 0.553 3.051 -0.318 -1.447 0.622 2.316 -0.197 -0.933 -0.012 -0.143 -0.058 -7.101 0.428 4.924 -0.055 -2.557
Finland X X X X -0.122 -0.624 -0.046 -0.536 0.039 0.700 -0.063 -5.639 -0.154 -1.858 -0.068 -2.498
France 0.087 0.329 -0.406 -3.302 0.129 0.604 -0.326 -2.304 0.043 0.370 -0.069 -3.734 0.136 1.523 -0.037 -2.221
Germany 0.153 1.025 0.209 3.488 -1.396 -1.627 0.085 0.385 0.397 5.632 -0.046 -3.596 0.077 1.075 -0.009 -0.392
Italy 0.172 0.570 -0.302 -2.720 -0.238 -2.159 -0.093 -0.837 -0.305 -4.413 -0.084 -4.795 -0.242 -5.481 -0.080 -2.891
Japan 0.354 1.291 0.031 0.490 -0.167 -0.512 0.026 0.311 -0.112 -2.372 -0.061 -7.616 0.104 1.632 -0.012 -0.779
Netherlands 0.617 2.282 -0.298 -2.384 -0.002 -0.013 -0.059 -0.563 0.382 4.620 -0.074 -2.775 0.096 1.241 -0.065 -2.229
Norway 0.123 0.603 0.030 0.332 0.637 5.904 -0.340 -6.722 -0.002 -0.056 -0.059 -2.237 0.245 4.514 -0.131 -4.204
Portugal 0.334 2.802 0.224 1.152 -0.136 -1.106 0.119 1.371 -0.468 -6.956 -0.100 -7.167 -0.236 -3.958 -0.075 -3.625
Spain 0.196 1.585 -0.018 -0.419 0.404 2.376 -0.283 -1.116 0.159 1.926 -0.101 -5.523 0.214 3.637 -0.100 -7.390
Sweden 0.378 4.621 -0.186 -3.844 0.545 2.645 0.005 0.048 -0.187 -2.803 -0.077 -4.043 0.208 2.734 -0.010 -0.431
Switzerland -0.190 -0.753 -0.047 -0.536 -0.081 -1.016 -0.084 -1.578 0.276 3.164 -0.083 -2.463 -0.066 -1.490 -0.013 -1.531
UK 0.663 2.424 -0.209 -2.467 0.342 2.755 -0.545 -4.950 0.265 7.512 -0.045 -4.091 0.036 0.666 -0.067 -2.948
US 0.092 1.014 -0.036 -1.824 -0.120 -0.748 -0.209 -2.533 0.160 2.771 -0.054 -2.408 -0.094 -1.346 -0.041 -1.959
Notes: Significant coefficients are in bold (5% level); 1 t-statistic; X - insufficient number of observations.
In the first sub-period the lagged debt-GDP ratio is stabilising for five economies, namely
France, Italy, the Netherlands, Sweden and the UK. In case of Germany this coefficient is
significant, but has the wrong sign. Expenditure is stabilising on the lagged surplus for seven
countries, namely Belgium, Canada, Denmark, the Netherlands, Portugal, Sweden and the
UK.
In the second sub-period, the debt-GDP ratio lagged coefficient is significant for four
countries, France, Norway, the UK and US, and in all of them it has the correct sign,
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suggesting a stabilising process. The lagged surplus coefficient is significant for Belgium,
Denmark, Italy, Norway, Spain, Sweden and the UK, but for Italy it has the wrong sign.
In the final sub-period, expenditure is stabilising on both lagged coefficients for five
countries, Germany, the Netherlands, Switzerland, the UK and US. The lagged surplus
coefficient is also significant for Italy, Japan, Portugal and Sweden, but has the wrong sign.
Nonetheless, the debt-GDP ratio is stabilising for all but one country (Australia). Overall, it
seems that the adjustment to the lagged surplus is mainly done through revenue and, when
there is in fact an adjustment to the lagged debt-GDP, it is mainly done through expenditure.
4.6.4 Summary
In addition, for each of the three equations, (4.20), (4.25) and (4.26), the Table 4.6 summarises
the number of countries for which coefficients of the lagged surplus (β ) and lagged debt-GDP
ratio (γ) have the wrong signs (signs that suggest destabilisation). Hence, the smaller the
number, the more there is evidence of stabilisation, with the ideal outcome being zero.
Table 4.6 Destabilised Cases: Out of 17 Countries (Equations (4.20), (4.25) and (4.26);
1870-2016 and Sub-Periods)
1870-1914 1915-1950 1951-2016 1870-2016
β γ β γ β γ β γ
Surplus - Equation (4.20) 2 4 1 4 0 4 0 2
Revenue - Equation (4.25) 3 9 2 8 2 16 2 13
Expenditure - Equation (4.26) 2 5 9 5 6 0 5 1
Note: the numbers represent the count of countries for which the coefficient has a wrong sign.
β - coefficient for lnSit ; γ - coefficient for lnbit . Expected signs: surplus (4.20): β s < 0, γs > 0;
revenue (4.25): β r < 0, γr > 0; expenditure (4.26): β e > 0, γe < 0.
It appears that surplus equation produces the most sensible results in terms of signs. The
surplus lagged coefficient has the correct sign for all countries when (4.20) is estimated
over the whole period and third sub-period. There is only one and two wrong signs in
the second and first sub-periods, correspondingly. The count for the wrong signs for the γ
coefficient is slightly higher. It appears that for four countries the lagged debt-GDP ratio
has the wrong sign over the three sub-periods, but only for two economies over the whole
period. The revenue equation, however, produces γ coefficients with the wrong sign for all
but one country when it is estimated over the third sub-period, for 13 economies over the
whole period and for nine and eight over the first and second sub-periods, respectively. In
case of the expenditure equation, however, all γ coefficients have the correct signs in the third
sub-period and only one wrong sign when the equation is estimated over the whole period.
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Overall, there are more lagged debt-GDP ratio coefficients with the wrong sign than the
lagged surplus one. It is worth to note that β s = β r −β e, as for instance in case of Italy for
the whole period we have −0.125 =−0.367− (−0.242). Therefore, if for instance β r for a
country i is destabilising, but β r is stabilising and big enough, then the overall lagged surplus,
β s, coefficient will be stabilising. The same is true if β s is destabilising, but β r is stabilising
and big enough. Hence, for instance in case of β estimates for the whole sample, there are
two destabilising β r and five β s, but there are no β s coefficients with the wrong sign, thus
this condition must hold, meaning the stabilising coefficients can be large enough to offset
the effect of destabilising coefficients (with the wrong sign).
By analogy, γs = γr − γe, and large enough stabilising coefficients can offset effect of
destabilising ones resulting in overall stabilising feedback. In case of the γ coefficient for
the whole period, it has the wrong sign for 13 countries in the revenue equation, but only
for one in the expenditure equation. Hence, we can conclude that revenue is not responding
to changes in the lagged debt-GDP ratio in the right way, but the expenditure is, and the
expenditure effect means that overall the surplus adjusts to debt-GDP in the right direction in
all but two countries.
However, the number of observations for revenue and expenditure equations do not
match exactly for some countries. Hence, these two conditions for β (β s = β r −β e) and γ
(γs = γr − γe) may not hold exactly in some cases. Also, these two conditions do not account
for the significance of the coefficients. Nonetheless, overall, heterogeneous estimates suggest
that surplus adjusts in the right way most of the time. In fact, over the whole period it does
so in all cases with respect to the lagged surplus and in all but two countries with respect to
debt, providing some evidence of fiscal sustainability.
4.7 Extended Model: Growth Rate, Inflation and Long In-
terest Rate
Since pooled estimates for surplus model, (4.20), show that there is significant feedback
coming from both, lagged surplus and debt-GDP, but heterogeneous results suggest that there
is little stabilising feedback from lagged debt-GDP, we also try to estimate an augmented
version of (4.20) with three key macroeconomic variables (GDP growth, GDPit , long-term
interest rate, LRit , and inflation, INFit) as additional regressors. We check whether inclusion
of these additional three variables, which are likely to be correlated with the debt-GDP ratio,
will help to establish significant feedback from lagged debt-GDP.
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We estimate and compare two versions of the extended model for the pooled panel data
with fixed country effects. First version is for the change in the surplus expressed as a ratio
of GDP, (4.27):
∆sit = α +β ssit−1 + γsbit−1 +µsGDPit +νsLRit +ηsINFit + ε1it ,
and the second one is a log version of (4.27), the equation (4.28):
∆lnSit = α +β slnSit−1 + γslnbit−1 +µsGDPit +νsLRit +ηsINFit + ε2it .
The coefficients and standard errors (SE; in parentheses) for the first version, (4.27), of
the model are:
∆ st = −0.006 − 0.174 st−1 + 0.006 bt−1 + 0.001 GDPt−1 + 0.000 LRt−1 - 0.001 INFt + ε1t R2 = 0.109
(0.002) (0.012) (0.002) (0.001) (0.001) (0.001) SER = 0.024
There is a negative relationship between previous and current surplus-GDP, as we would
expect in a stabilising process. The effect of change in lagged debt-GDP ratio is significant
and positive, while inflation rate seems to have significant negative effect on the change in
surplus-GDP ratio. There is no feedback coming from GDP growth or long interest rate.
For the second version, (4.28) the coefficients and standard errors (in parentheses) are:
∆ ln St = −0.013 − 0.199 lnSt−1 + 0.014 lnbt−1 + 0.004 GDPt−1 + 0.001 LRt−1 - 0.001 INFt + ε2t R2 = 0.128
(0.007) (0.012) (0.004) (0.001) (0.001) (0.001) SER = 0.125
Now all coefficients are significant, except long interest rate one. Signs are consistent
with the estimates for the first version of the model. Income growth has significant positive
effect on the change in the logarithm of surplus, and there is a positive feedback coming
from the logarithm of lagged debt-GDP ratio. The R-squared is slightly higher than for the
first version (0.128 versus 0.109), but so is the standard error of the regression (SER), 0.125
versus 0.024. Overall, while the linear model is closer to the theory, it appears that the log
version fits the data better than the linear one.
Nonetheless, when we estimate the log model for each country individually over the
whole period, the logarithm of the debt-GDP coefficient is significant only for two out of 17
economies, Belgium and the UK. In case of the linear version the feedback from the lagged
debt-GDP is coming for four out of 17 countries (the Netherlands, Spain, Sweden and the
UK).
The mean group estimator for the debt-GDP for the sample is 0.012 (SE is 0.003) for the
linear version of the model and 0.024 (SE is 0.006) for the log one. Since in most cases γs is
insignificant, we cannot reject the null hypothesis that it equals to zero. For the pooled panel
4.8 Asymmetric Adjustment 135
data with fixed country effects the γs coefficient in the linear version of the model is 0.006
(SE is 0.002) and 0.008 (SE is 0.003) in the log version. In both cases debt-GDP coefficient
is significant. When the data for 17 countries are pooled together, the standard error is small,
there is a significant feedback coming from debt-GDP ratio in both, linear and log, versions
of the model. Hence, overall, it is not clear whether the best estimate for the effect of the
lagged debt-GDP on the dependent variable is zero or γs.
4.8 Asymmetric Adjustment
By analogy with the balance of payments analysis, we assume that there might be more
pressure on governments running deficits to adjust than on those running surpluses. Hence,
we test for asymmetric adjustment by estimating (4.29):
∆lnSit = α +β slnSit−1 + γslnbit−1 +µslde f posit−1 + εit ,
where if lde f posit−1 is significant, it means surplus adjusts to the lagged deficit differently
than to the lagged surplus. For the pooled data for the whole period we obtain the following
results:
∆ ln St = −0.017 − 0.101 ln St−1 + 0.008 ln bt−1 - 0.100 lde f post−1 + εt R2 = 0.100
(0.005) (0.031) (0.003) (0.038) SER = 0.128
The adjustments in case of surplus versus deficit are significantly different. If a govern-
ment is running a surplus (lnSit−1 > 0) then the speed of adjustment is 10%. However, if a
government is running a deficit (lnSit−1 < 0), then the speed of adjustment is about twice
higher, 20% (from −0.101+(−0.100)) =−0.201). From this we can conclude that there is
indeed evidence of asymmetric adjustment with there being more pressure on governments
running deficits to adjust than on those running surpluses.
Nonetheless, as in case of the asymmetric adjustment analysis for the balance of payments,
there is little evidence of asymmetric adjustment if we shorten the estimation period or
consider countries individually. In fact if we run this model for the whole period without
fixing cross-country effects, it appears that the coefficient of lde f posit−1 is only significantly
different from zero in Portugal. Hence, our conclusion that there is evidence of asymmetric
adjustment is mostly based on the pooled data estimations for the whole period.
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4.9 The Twin Deficit Hypothesis: Balance of Payments and
Fiscal Sustainability
The twin deficit hypothesis builds on the idea that fiscal shocks that cause a deterioration in
the government budget also worsen the current account (Corsetti and Müller, 2006). This
explains why often when a country is running large balance of payments deficit, the fiscal
consolidation is seen as one of the most important remedies, meaning worsening of the
current account is often associated with an increasing pressure on the government to reduce
fiscal deficit and debt.
Traditional explanation for this transmission is based on the Mundell–Fleming model
which assumes that government deficit leads to the appreciation of the local currency and,
hence, local goods and services become relatively more expensive than foreign ones. As a
result, consumption shifts towards imports, meaning net exports are crowded out. However,
increase in the government deficit is often associated with increase in interest rates, which
can potentially lead to decrease in domestic investment, thus somewhat mitigating the effect
of appreciation. This model assumes flexible exchange rates, exogeneity of the rate of return
to investment and largely ignores intertemporal consumption smoothing. In contrast Corsetti
and Müller (2006) opted for a general equilibrium model and a VAR framework. Focusing on
Australia, Canada, the UK and US they found support for the twin deficit hypothesis. Their
estimations of the structural VAR models provided support for the twin deficit hypothesis.
They argue that the deteriorating effect of fiscal shocks on current account is muted due to the
positive effect of budget cuts on the domestic investment. However, they also emphasise that
the transmission of these shocks to government budget is smaller the less open the economy
is.
In addition, Ahmed (1987) analysed the link between the government spending, balance
of trade and terms of trade. He adopted a large open-economy infinite horizon intertemporal
framework based on a two-good two-country model and focused on the UK. Military spending
data were used as a measure of the government spending. Ahmed found that temporary
government spending changes appeared to have a strong impact on the balance of trade
deficit. It was especially evident when the relationship was estimated over 1732-1830, the
period that includes the war years and, hence, the significant variation in the government
spending data. Moreover, increase in the government spending had a deteriorating effect on
the terms of trade, suggesting that some of that additional expenditure was spent on imports.
As for the adjustment processes the effect of the government deficit on the trade flows did
not change whether government increased its revenue by raising taxes or by increasing debt.
4.9 The Twin Deficit Hypothesis: Balance of Payments and Fiscal Sustainability 137
Ahmed also emphasised that the results were sensitive to specifications, such as estimation
period and the method of decomposition of the government spending.
Thus, in this section we want to see how balance of trade and government surplus adjust
to each other. Hence, we estimate (4.33) for change in government surplus, ∆Sit :
∆lnSit = a10 +a11lnSit−1 +a12lnBOTit−1 +ν1it ,
and (4.34) for change in the balance of trade, ∆BOTit :
∆lnBOTit = a20 +a21lnSit−1 +a22lnBOTit−1 +ν2it .
The equations were estimated for the whole sample and then for 17 countries individually
for 1870-2016. We expect both effects, own and cross-surplus, to be negative. If an economy
is running a balance of trade deficit, it wants to increase the government surplus (by increasing
taxes or by reducing expenditure). Meanwhile, if there is a balance of trade surplus, then
a government can choose an expansionary fiscal policy which leads to fiscal surplus going
down, hence, the inverse relationship between balance of trade and government surpluses.
The results for the cross-surplus analysis are:
∆ ln St = −0.021 − 0.193 ln St−1 − 0.003 ln BOTt−1 + ν1t R2 = 0.104
(0.003) (0.012) (0.011) SER = 0.132
∆ ln BOTt = −0.015 + 0.066 ln St−1 − 0.221 ln BOTt−1 + ν2t R2 = 0.116
(0.004) (0.014) (0.013) SER = 0.157
The estimates suggest very little cross-surplus adjustment. When we estimate (4.33) and
(4.34) for the whole sample with fixed cross-country effects and over the whole period, in
(4.33) the coefficient that measures cross-surplus effect is insignificant, and in (4.34) it is
significant but positive, suggesting that as government surplus increases, the balance of trade
surplus increases and visa versa.
Heterogeneous estimates (Table 4.7) have mixed signs and in most cases the coefficients
that measure cross-surplus effects are insignificant. For instance, for (4.33), a12,i coefficient,
which measures the effect of an increase in the balance of trade on the government surplus,
is only significant in six countries and only in three has the expected negative sign. As
for the equation (4.34), the effect of government surplus on the balance of trade, a21,i, is
significant in seven countries and has the expected negative sign in two of them. Since the
cross-surplus effects are mostly insignificant when estimated over the whole period, we opted
not to estimate equations (4.33) and (4.34) over shorter sub-periods.
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Table 4.7 Cross-Surplus Effects (Equations (4.33) and (4.34); 1870-2016)
Equation (4.33) Equation (4.34)
lnSit−1 lnBOTit−1 lnSit−1 lnBOTit−1
Country a11 t-stat.1 a12 t-stat. a21 t-stat. a22 t-stat.
17 countries -0.19 -16.13 0.00 -0.27 0.07 4.61 -0.22 -17.38
Australia -0.11 -3.56 -0.05 -0.93 0.12 2.77 -0.43 -5.72
Belgium -0.43 -6.25 0.00 -0.03 0.17 1.87 -0.55 -6.60
Canada -0.26 -4.48 -0.04 -0.70 0.02 0.44 -0.16 -3.40
Denmark -0.53 -6.83 0.12 1.94 0.09 1.34 -0.20 -3.64
Finland -0.33 -4.79 0.01 0.15 0.05 0.68 -0.23 -3.98
France -0.04 -0.78 -0.17 -3.01 0.48 6.40 -0.68 -9.03
Germany -0.23 -3.38 -0.03 -0.62 -0.10 -1.63 -0.21 -4.22
Italy -0.06 -1.58 -0.16 -4.22 0.31 4.54 -0.43 -6.90
Japan -0.07 -2.08 -0.01 -0.22 -0.16 -2.45 -0.39 -6.60
Netherlands -0.22 -3.62 -0.09 -2.03 -0.09 -1.88 -0.10 -3.11
Norway -0.31 -5.95 0.13 4.68 0.01 0.18 -0.06 -1.74
Portugal -0.20 -4.11 0.01 0.19 0.10 1.46 -0.12 -3.01
Spain -0.31 -5.58 0.01 0.30 0.05 0.49 -0.19 -3.77
Sweden -0.35 -5.66 0.11 2.12 0.08 0.98 -0.38 -5.83
Switzerland -0.19 -3.49 0.16 2.23 -0.08 -2.38 -0.14 -3.07
UK -0.14 -2.58 0.03 0.39 0.13 2.56 -0.28 -4.51
US -0.21 -4.07 0.00 0.06 -0.01 -0.33 -0.10 -2.73
Average -0.234 0.001 0.068 -0.271
Note: the significant coefficients are in bold; 1 - t-statistic. Expected signs: all coefficients are
expected to be negative.
4.10 Conclusion
In this chapter we analyse the public sector surplus and government debt of 17 countries over
sufficiently long period in order to check whether government surplus and debt converge
to stationary state, and if they do, what is the adjustment process and feedback mechanism
behind it. We estimate separate equations for the change in public sector surplus and its
components (revenue and expenditure), and include lagged surplus and lagged debt-GDP
ratio as explanatory variables in each case. We find that when cross-country effects are fixed,
and we estimate the models over the whole period, the surplus is stabilising on its own lagged
values and on debt-GDP. Most of the adjustment of the surplus to lagged surplus is done
through revenue, while the adjustment to the lagged debt-GDP is achieved through changes
in expenditure. However, if we consider heterogeneous estimates there is feedback coming
from the lagged surplus to the current surplus, but not from the lagged debt-GDP.
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Nonetheless, by design of the models for surplus (4.20), revenue (4.25) and expenditure
(4.26), if one of the lagged surplus adjustment coefficients (revenue one, β r or expenditure
one, β e) is stabilising and is larger than the destabilising one, then the overall surplus is
stabilising. The same logic is true for the debt-GDP adjustment coefficient. We then find that
over the whole period the surplus is stabilising on its own lagged values for all 17 countries
and is adjusting correctly to changes in debt-GDP for all but two economies. However, we
find less evidence of stabilisation over shorter periods.
Considering shorter sub-periods, in 1870-1914 three β r and two β s coefficients have the
wrong sign, suggesting that most of the time both revenue and expenditure are responding
to changes in the lagged surplus correctly and, as a results, overall current surplus adjusts
to the lagged surplus in the right direction for all but two countries. However, revenue does
not seem to adjust correctly to changes in the lagged debt-GDP for more than half of the
sample (nine countries), while expenditure fails to do so for five economies. Overall, surplus
adjusts to changes in the lagged debt-GDP in the right way for all but four countries. In the
second sub-period, surplus responds correctly to changes in its lagged value and in the lagged
debt-GDP ratio for all but one and four economies, respectively. It appears, that during
this period the adjustment to the lagged surplus is mostly done through revenue, while the
adjustment to the lagged debt-GDP – through expenditure. Out of the three sub-periods, the
third one somewhat stands out. In 1951-2016 there are two β r and six β e coefficients with
the wrong sign, suggesting that in these cases revenue and expenditure are not responding
to changes in surplus in the right way. Nevertheless, the stabilising coefficients are large
enough to offset the effect of the destabilising ones, thus overall surplus adjusts to previous
surplus in the right direction for all countries. However, the γ coefficients for this sub-period
suggest that revenue does not seem to respond to changes in the lagged debt-GDP in the right
way, with only one exception, but expenditure responds to the lagged debt-GDP correctly in
all cases. The results for the surplus equation suggest that these stabilising γe coefficients
offset the effect of destabilising γr ones in all but four countries.
Overall, the heterogeneous estimates suggest that there does not seem to be a strong
feedback coming from the lagged debt-GDP ratio, with most of the γ (lagged debt-GDP
adjustment coefficient) being insignificant in our estimations of the equations (4.20), (4.25)
and (4.26). Hence, we try to estimate an augmented version of (4.20) with three key
macroeconomic variables, namely GDP growth, long-term interest rate and inflation, as
additional explanatory variables. These three key macroeconomic variables are likely to be
correlated with debt-GDP ratio and, hence, we check whether their addition to the surplus
model alters significance of the lagged debt-GDP coefficient. In the log version of the
model all coefficients with the exception of the long interest rate one are significant when we
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estimate pooled data over the whole period. Nonetheless, when we consider the model for
individual countries, the lagged debt-GDP coefficient remains insignificant for 15 out of 17
countries. Since we cannot reject the hypothesis that the lagged debt-GDP coefficient equals
zero, it is not clear whether the best estimate of the effect of debt on surplus is zero or the
estimated lagged debt-GDP coefficient, γs.
Thus, if we consider countries in the sample individually there does not seem to be
an equilibrium level for the debt-GDP ratio for the economies under consideration. It is
somewhat consistent with Bohn’s argument (2007) that any debt-GDP ratio can be sustainable
as long as lenders believe that the government is solvent and can meet its debt payments, as
in this case lenders continue to lend to this government. Therefore, there does not need to
be an equilibrium level of debt. This conclusion brings attention to the main issue with the
empirical analysis of the solvency condition for the public sector surplus. Since sustainability
of the government debt depends on the rational expectations, then the question of solvency
is of an economic nature and, hence, the true condition for solvency cannot be empirically
tested.
As in the balance of payments sustainability analysis, we also check whether there is
more pressure to adjust on governments running deficits versus those running surpluses.
Our pooled data estimations suggest that, on average, speed of adjustment for governments
running budget deficits is about twice higher (20%) than for those running surpluses (10%).
Hence, we conclude that, as in case with the balance of payments, there is indeed some
evidence of asymmetric adjustment.
To conclude this chapter we consider cross-surplus adjustments assuming that shocks
that affect government surplus might move the balance of payments in the same direction.
However, we find little evidence of the cross-surplus adjustments regardless of whether
we estimate pooled data for the whole period or if we consider estimates for 17 countries
individually.
Overall, government surplus seems to stabilise on its own lagged values whether we
consider pooled data estimations or heterogeneous results. However, there is significant
feedback coming from the lagged debt-GDP only when we consider the whole sample and
long period, but not in case of individual countries or shorter sub-periods. Nonetheless, since
pooled estimates suggest that government surplus is stabilising, the potential area for future
research on this topic may be the in-depth analysis of the mechanisms behind this stabilising
adjustment.
Chapter 5
Effect of Exchange Rate: European
Monetary Union
5.1 Introduction
Traditional economic theory suggests that open economy adjustments are mainly done
through changes in interest rate and exchange rate. In this chapter1 we compare stand-alone
European countries which have control over setting their monetary targets to maintain balance
of payments sustainability, to members of the European Monetary Union (EMU) which
moved to common interest and exchange rate and cannot use these tools to adjust their
balance of payments positions.
Therefore, this chapter attempts to examine the effect of the establishment of the euro on
eight economies that joined the common currency in comparison to four European economies
that did not join the euro. There are many ways to measure effect of the euro, and the
most common way is to compare the outcome with some counterfactual that is an estimate
of what would have happened to a euro country had it not joined the euro. Constructing
macroeconomic counterfactuals raises difficult issues. There is also an issue as to whether to
use a simple single equation approach of the sort discussed in Pesaran and Smith (2016) or a
full system of the sort discussed in Pesaran and Smith (2018). We use both.
In this chapter we opt for a very specific measure of the effect. We examine the extent
to which joining the euro changed the main national macroeconomic relationships, that
is whether there was a structural break in particular equations. We address the following
1This chapter is an expanded version of the paper written jointly with my supervisor, Professor Ron P.
Smith (Akhmadieva, V. and Smith, P. R. (2019). The Macroeconomic Impact of the Euro. Scientific Annals of
Economics and Business, 66(SI2), pp. 229-249.). I am very grateful to Professor Ron for the opportunity to use
a version of our joint paper for this chapter.
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questions: whether there was a significant break in 1999 for the economies that joined the
euro and whether it was bigger for those countries that joined than for countries that did not
join?
We also consider: in which equations the largest break occurred, and whether the break
was in 1999, or at another time. We cannot be sure when the effect of the euro happened.
It could have been some years before 1999 when they started to prepare for entry or some
years after 1999 as they adjusted to entry.
The answers to these questions will always be conditional on other influences that we
control for. We always control for foreign variables, the 2008 crisis was global. Of course, to
the extent that the foreign variables were also influenced by the formation of the euro we
do not pick up that indirect effect. However, we are primarily interested in changes in the
national economy.
We also consider controlling for policy instruments, interest rates and exchange rates,
which, once the common currency was established, might be regarded as exogenous to many,
if not all, individual euro countries.
Section 5.2 reviews the literature. Section 5.3 describes the data and provides some
descriptive statistics and history. Section 5.4 uses single equations models and examines the
timing of structural breaks. Section 5.5 describes the econometric approach adopted for the
systems analysis. Section 5.6 provides systems estimates, and section 5.7 is devoted to the
forecast. Section 5.8 contains some concluding comments.
5.2 Literature
There is a large literature on the euro which considers such issues as whether the euro is
an optimal currency area, and the extent to which its members are subject to symmetric
shocks. De Grauwe (2018) provides a text-book treatment of the economics of the monetary
union. While a single currency means equality of nominal interest rates and exchange rates,
it does not mean real equality. Both, real interest rates and real exchange rates, diverged
substantially among the euro economies. Adding to that the differences in size, factor
endowment productivity and political environment of the euro economies, and there is the
danger that a "one size fits all" setting is unlikely to be optimal for all members. The interest
rate chosen by the European Central Bank (ECB) may be too low for rapidly growing
countries and too high for ones in recession.
Indeed, a common currency does not translate into equality among the European Monetary
Union members. Creditor countries tend to choose the policies for the whole union, forcing
budgetary policies and tight fiscal disciplines on debtor countries (De Grauwe, 2016). During
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the Euro-crisis at the end of the 2000s, this pushed the Southern countries, that were already
suffering from liquidity crisis, into a deeper recession, as they were forced to reduce wages
and price level relative to the creditor members of the union.
Aksoy et al. (2002) noted that the determinants of the optimal interest rate are country-
specific, and this may raise tension within Euroland when it comes to choosing the optimal
monetary policy for the system. Following Rudebusch and Svensson (1999) they developed
a model which is an approximation for the ECB optimal linear feedback decision rule. They
found that the spread between nationally desired interest rate and the one decided by monetary
union governors is wider for smaller countries in the union. Moreover, this difference tends
to be larger when countries that desire to stabilise their output find it impossible to choose
their optimal interest rate and, hence, left in frustration, unable to achieve their objective.
Nonetheless, the authors claimed that having the ECB to choose the optimal interest rate for
the union based on economic conditions of all the countries in the system improves welfare
by reducing losses from the volatility of inflation and variability of output. These tend to be
higher when the choice of the interest rate is based on the nationalistic objectives.
Therefore, there are many issues about the implications of a common monetary policy
for fiscal policy, and whether fiscal federalism is required is a question open for discussion
(Farhi and Werning, 2017). For instance, single currency members are not able to issue
debt in a national currency they would have control over. This makes them susceptible to
self-fulfilling liquidity and solvency crises as investors are lacking a guarantee that cash will
be available at the maturity date. Hence, they choose to invest somewhere else, pushing
interest rates up and reducing liquidity available to the euro countries (De Grauwe and Ji,
2013). Moreover, since monetary union does not allow its members to devalue their currency,
they cannot follow this path as a remedy to increase their relative competitiveness in case of
need. Hence, governments are forced to push their price level down by reducing the wages
leading them to a deeper recession. It appears the economy’s ability to defend itself against
asymmetric shocks is tightly connected to the flexibility of its wages and price level.
Later De Grauwe (2013) empirically tested and confirmed the validity of fragility hy-
pothesis proposed by De Grauwe. They analysed the government bond markets of the EMU
countries and used a control group of 14 stand-alone developed countries for comparison.
Stand-alone countries demonstrated much higher ability to sustain their sovereign debts as
increase in their debt to GDP ratios was not perceived by financial market participants as a
sign of increased fragility. As a result these countries overcame 2010-2011 crisis without
noticeable raise in the interest rate spread. In contrast, the euro countries experienced a
break in the spreads-debt to GDP ratio in 2010-2011 as their financial vulnerability increased
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substantially when they accumulated public debt during times of financial distress. Thus,
EMU countries are more prone to self-fulfilling liquidity crises.
Saka et al. (2015) provided further empirical support for the Paul De Grauwe’s fragility
hypothesis. Using a capital asset pricing model, they found evidence for the herding contagion
that was effectively countered by the timely and reassuring ECB announcements that helped
to reduce investors’ fear of losses and effectively addressed self-fulfilling nature of the crisis
during the late 2000s. Nevertheless, the analysis relies on the influence of Spain-specific
news on market participants and might have been different if the estimations were based on
the news of other EMU members.
Potjagailo (2017) noted that monetary shocks generated within the Eurozone tend to
spillover on the stand-alone European countries. The size of the spillover effects on each
individual country depends on country-specific characteristics, such as its openness to trade.
However, in case of majority of countries under consideration, financial variables, including
short interest rates and real effective exchange rates, are significantly affected by the shocks
originated in the Eurozone. As for common currency unions, when member economies are
pushed ’out of sync’ by shocks that are permanent, not only nature (De Grauwe, 2016),
but also direction and extent of these shocks matter when estimating their effect on the
flexibility-symmetry trade-off (Campos and Macchiarelli, 2018).
Those are mainly macroeconomic issues. The benefits of a monetary union lie in the
microeconomic level (De Grauwe, 2018). A single currency means free movement of capital
inside the EMU and reduced uncertainty about expected exchange rate. Hence, an increased
economic efficiency for all the members in the monetary union.
Campos and Macchiarelli (2018) argued that creation of the EMU improved the stability
of the Euro Area. They distinguished between core, deep-rooted periphery and a mixed set
of countries. The authors found that an economy is more likely to be a core country if it was
a euro member and had strict product market regulations in place. The euro countries benefit
from reduced transaction costs and reduced uncertainty about exchange rate as well as from
price transparency, higher trade and competition. However, to fully enjoy the perks of being
an EMU member, an economy needs to be able to achieve a minimum level of symmetry,
flexibility and openness.
Pesaran et al. (2007) estimated what would have happened to the UK, Sweden and the
euro area if the UK or Sweden had joined the euro using a Global Vector Autoregression,
GVAR. Smith (2009) estimated the effects on the euro area issues. In both cases there was a
relatively short sample of data after the establishment of the euro, and the samples ended
prior to the financial crisis 2007-2008. In both cases the effects were not large. Now there are
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more data, and the large shock associated with the financial crisis provides extra identifying
information.
Besides development of the monetary union, various global disturbances could have
affected welfare of the euro members over the period covered in this chapter. The euro
countries were not exempt from the harsh effects of the global crisis 2007-2008. Caruso et al.
(2019) analysed the effects of the financial crisis 2007-2008 on the euro countries. Using
a multivariate VAR model they performed conditional and unconditional forecasts in order
to examine a special nature of a financial crisis that they argued is different from a regular
recession. They found major deviations in output, private and public debt ratios as well as
other macroeconomic and financial indicators of the euro countries, when the model was
estimated over pre-crisis and post-crisis periods. Some of these deviations, such as persistent
decline in investment, are atypical to the extent that they, as the authors argued, cannot be
explained by the business cycle regularities. The crisis was also characterised by the record
high fiscal deficit-GDP ratios followed by an adaptation of extremely tight fiscal policies,
all of which make this crisis unprecedented and likely to cause a structural change in the
macroeconomic indicators of some euro countries.
The effect of a single currency on trade flows has been studied in depth with conflicting
results. Rose’s paper (2000) was among the first ones that argued that single currency
boosts trade between the monetary union members. Using an augmented gravity model (that
includes a number of additional conditioning and monetary variables that a traditional gravity
model does not) and panel data for 186 countries, Rose analysed bilateral trade between
economies that share a common currency. He found a large positive effect of a currency union
and a negative effect of exchange rate volatility on international trade, with the latter being
relatively small. In contrast, Thom and Walsh (2002) found no such relationships, when they
analysed Anglo-Irish trade. Ireland dependence on trade with the UK declined since 1950s,
but mainly due to the decrease of British share in global trade and falling transportation costs,
that allowed Ireland to trade with other countries.
There has been considerable dispute about the effect of monetary union on trade and Rose
(2017) analyses the factors that cause the estimates to vary so much. It appears that estimates
are sensitive to the sample size, with the effects of a single currency on trade being stronger if
the analysis includes more observations by country and time period. The number of countries
included seems to make especially substantial difference, which, as Rose suggested, might
be explained by the bias in the estimation of the country-time fixed effects that arises if some
smaller economies are omitted from the sample.
An interesting natural experiment occurred when Ireland broke its link with sterling in
1979. Thom and Walsh (2002) argued that Ireland joining European Monetary System in 1979
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and consequent change in Ireland’s exchange rate regime did not have any substantial effect
on Anglo-Irish trade. Checking for structural break in 1970s and using rolling regressions
they found that Ireland’s break with British sterling in 1979 had no adverse effect on the
economic relationships between the two countries and free bilateral trade between them was
maintained after the end of this currency union. Moreover, the trade between these countries
grew faster in the post-currency-union period, increasing from 77% to 114% in 1950-1978
and then to 167% over the next two decades (Thom and Walsh, 2002, p. 1115). In addition to
this time-series analysis, they studied Ireland’s trade with 19 countries and after examining its
intra-union and extra-union trade relations, they confirmed that Ireland’s change of exchange
rate regime did not alter trading patterns of this economy. Hence, they concluded that if two
economies are already trading freely, the dissolution of a monetary union will not have a
significant effect on the trade between these two countries. Nonetheless, Thom and Walsh’s
analysis is based on a case study of two developed economies and considers the effect of
ending a monetary union on bilateral trade. Therefore, one cannot necessarily generalise
from their findings when considering a case of creating a monetary union, especially if it is a
monetary union of large number of countries with different features.
Nevertheless, it is important to note that not all countries in our sample joined the EMU,
however, all of them are members of the European Single Market. Therefore, any difference
or lack of such between the EMU-members and stand-alone countries might be either due to
the effect of common currency or benefit from a single market.
5.3 Data
We use data from the GVAR toolbox 1979Q3-2016Q4, Mohaddes and Raissi (2018), to
estimate VARX* for a number of European countries that did or did not join the euro.
For countries i = 1,2, ..,12 and t = 1979Q2−2016Q4, the variables are:
• yit is a natural logarithm of real GDP volume index;
• πit is the rate of inflation, calculated by taking the difference of the natural logarithm
of the consumer price index;
• eqit is a natural logarithm of the nominal equity price index deflated by CPI;
• epit is a natural logarithm of the exchange rate of country i at time t expressed in units
of foreign currency per US dollar deflated by country i’s CPI. We will refer to this as a
real exchange rate, even though it is not adjusted for the US price level;
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• rit is a nominal short-term interest rate per quarter, in percent. It is computed as
0.25× ln(1+Rrit)/100 where Rrit is the nominal short rate of interest per annum in
percent;
• lrit is a nominal long-term interest rate per quarter, in percent. It is computed as
0.25× ln(1+Rlrit )/100 where Rlrit is the nominal long rate of interest per annum in
percent. Long interest rate data are not available for Finland;
• poilit is a natural logarithm of the nominal price of oil in US dollars.
Our sample includes eight euro-member countries, which are Austria, Belgium, Finland,
France, Germany, Italy, the Netherlands and Spain as well as four European countries that
are not the EMU members, which are Norway, Sweden, Switzerland and the UK.
In addition to individual variables, say xit , there are global equivalents x∗it calculated as





wi jx jt , with wii = 0, (5.1)
where wi j is the share of country j in the trade (exports plus imports) of country i. Thus,
for instance, if yit is log real GDP, then y∗it is the weighted average of the log GDP of trading
partners.
For each country we break the data into three sub-periods, 1979Q4-1998Q4, 1999Q1-
2008Q4 and 2009Q1-2016Q4. The Table 5.1 provides means and standard deviations for
the growth rate, rate of inflation, change in the real exchange rate and long interest rate
(excluding Finland).
In 1999 a three-year transition period from national currencies to euro and single monetary
policy began. During that time majority of the countries suffered from a negative growth,
comparing to the pre-euro period. The only exceptions were Finland, Spain, Sweden and
Switzerland, who enjoyed a minor increase in the GDP growth rate. Moreover, growth was
lower in the post-crisis period, but that was a global phenomenon, not just for euro countries.
Nonetheless, we control for this by including global variables, x∗it , in out model.
The average inflation rate dropped during the period of euro formation. For most countries
the inflation rate more than halved, for instance, in Norway and Sweden, while in some cases,
such as in France and Italy, it fell by more than two thirds. Hence, this trend is true for both,
the EMU members and non-member countries. In the UK the inflation rate dropped from
average of 5.37 in 1979-1998 to 2.28 in 1999-2008 and remained around 2% since then. This
reflects the Bank of England’s commitment to maintain the inflation rate around 2%, the
inflation targeting adopted by the central bank in 1992 after exiting the European Exchange
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Table 5.1 Descriptive Statistics (Percent Per Annum (x400))
∆y1 π2 ∆ep3 lr4
1 2 3 1 2 3 1 2 3 1 2 3
Austria 2.28 2.00 1.08 3.14 1.99 1.70 -3.70 -2.28 0.93 7.19 4.10 2.15
3.66 3.58 4.26 2.08 1.14 1.25 20.34 20.86 15.91 1.51 0.49 1.22
Belgium 1.94 1.91 1.14 3.49 2.23 1.55 -2.56 -2.51 1.07 8.72 4.38 2.47
3.23 2.79 2.32 2.67 1.73 1.69 20.41 20.64 15.76 2.32 0.64 1.33
Finland 2.51 2.63 0.09 4.66 1.90 1.18 -3.13 -2.20 1.45 0.00 0.00 0.00
5.65 4.42 6.01 3.55 1.60 1.71 20.63 20.62 15.80 0.00 0.00 0.00
France 1.84 1.82 0.77 4.52 1.77 0.92 -3.01 -2.05 1.70 9.20 4.32 2.20
1.78 2.32 1.82 4.04 1.19 1.14 19.38 20.85 15.77 2.85 0.61 1.11
Germany 1.89 1.35 1.32 2.74 1.62 1.12 -3.10 -1.91 1.51 6.88 4.11 1.65
3.78 2.67 3.79 2.18 1.17 1.03 20.21 20.74 15.79 1.43 0.46 1.07
Italy 1.89 0.97 -0.38 7.50 2.33 1.12 -3.79 -2.62 1.51 11.72 4.48 3.63
2.65 2.31 3.12 5.50 0.83 1.37 20.11 20.74 15.72 3.66 0.49 1.46
Netherlands 2.31 1.90 0.45 2.68 2.18 1.44 -2.92 -2.48 1.19 7.42 4.35 1.97
3.26 2.43 2.83 2.14 1.25 1.42 20.27 20.46 15.81 1.56 0.66 1.13
Norway∗ 3.21 2.05 1.43 5.30 2.15 1.99 -3.12 -3.06 0.60 9.55 4.76 1.94
5.33 3.78 5.17 3.71 3.17 2.05 18.06 22.40 18.05 2.69 1.11 0.85
Spain 2.51 2.82 0.43 6.99 3.12 0.66 -2.99 -3.41 1.96 11.54 4.17 3.66
1.88 2.20 2.48 4.07 1.67 3.28 20.00 21.11 16.11 3.15 0.61 1.54
Sweden∗ 1.91 2.30 2.63 5.51 1.61 0.65 -2.08 -1.89 1.17 10.10 4.40 1.91
5.64 4.50 4.11 4.37 1.63 1.52 21.21 21.98 19.38 2.12 0.71 0.97
Switzerland∗ 1.64 1.82 1.36 2.78 1.09 -0.30 -3.61 -3.04 -1.26 4.62 2.88 0.87
2.82 3.94 2.79 2.33 1.12 1.13 22.94 16.45 15.47 0.90 0.44 0.83
UK∗ 2.21 2.02 1.36 5.37 2.28 2.08 -3.80 -1.51 0.74 9.39 4.59 2.52
2.86 2.86 2.01 3.74 1.31 1.68 21.36 17.42 16.13 2.10 0.24 0.85
Notes: ∗non-member countries. ∆y1 is the GDP growth rate, π2 is the rate of inflation, ∆ep3 is the change in
the exchange rate and lr4 is the long interest rate. The information are given for periods: 1: 1979Q4-1998Q4; 2:
1999Q1-2008Q4; 3: 2009Q1-2016Q4.
Rate Mechanism. In case of the euro countries, since the EMU foundation, money supply
and inflation were closely coordinated by the European Central Bank. However, it does not
explain the decrease in inflation rates in the stand-alone countries. The inflation rate was
maintained at a relatively stable rate after the financial crisis 2007-2008.
The average exchange rate growth over the first two sub-periods was negative, suggesting
an appreciation against US dollar. However, following the financial crisis 2007-2008, the
dollar strengthened against national currencies of the countries in the sample. The long
interest rate declined significantly during the years of euro formation, partially as a result
of the strict anti-inflationary policy adopted by the ECB, and fell further in the third period,
possibly due to low expected inflation and returns on investments. Average growth rates fell
over the three sub-periods both for the eight euro countries: 2.15 to 1.92, to 0.62, as well as
for the four non-euro countries: 2.24 to 2.05, to 1.69. While the non-euro average is higher,
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the differences are quite small for the first two sub-periods, but in the post-crisis period the
four non-euro countries grew faster than any of the eight euro countries. Meanwhile, inflation
fell over the three periods in both groups.
In addition, we plot the real exchange rates (Figure 5.1) and real long interest rates
(Figure 5.2) for the euro countries. Among euro-members, Germany’s currency (in real
terms) was the most stable throughout the period, hence, we use this economy’s indicators
as the base ones. Therefore, to compare real exchange rates we first use natural logarithm
of the exchange rate of country i at time t expressed in US dollars deflated by country i’s
CPI and then deflate it by this of Germany. To get a clearer pattern we take average of four
quarters to calculate average annual rate. Looking at Figure 5.1, we can see high volatility
among the countries prior to setting up the euro that temporarily decreases around 1999.
However, shortly after the EMU formation the divergence continues, with most countries
having weaker exchange rate than Germany. Finland has a stronger real currency from around
2003 to 2010 after which its exchange rate falls below zero.
Fig. 5.1 Real Exchange Rate (Euro Members)
Source: Jordà-Schularick-Taylor Macrohistory Database.
Note: Germany is a base country.
Moving to the real interest rate, we use long-term rate and, therefore, leave Finland out
as data for long interest rate are not available for this country. Starting from the nominal
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long-term interest rate per quarter, expressed in percent, we subtract the inflation rate to
get the real interest rate. As with the real exchange rate, we use average annual rates and
Germany’s real interest rate as a base. Figure 5.2 shows that the real interest rates are very
jumpy, although the variance is noticeably larger prior creation of the EMU. Following
1999 there is a reduction in dispersion of the real interest rates, but after the financial crisis
2007-2008, some of them, such as those of Italy and Spain diverge.
Fig. 5.2 Real Long Interest Rate (Euro Members)
Source: Jordà-Schularick-Taylor Macrohistory Database.
Note: Germany is the base country.
5.4 Single Equation
Pesaran and Smith (2016) suggest using simple single equation reduced-form or final-
form "policy response equations" to provide counterfactuals for policy evaluation. In their
empirical example, they use an equation in which UK growth is made of a function of
foreign growth and interest rates, the policy variable. We do not have an explicit policy
variable, instead we have a possible structural break caused by the euro. Nonetheless, the
basic approach is the same. We need to construct a counterfactual, based on the pre-euro
relationship, to compare with the actual post-euro realisation. There is the difficulty that we
cannot be completely sure whether the difference is due to joining or not joining the euro or
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something else, including misspecification of the forecasting equation. We control for other
factors, by conditioning on exogenous variables and comparing euro and non-euro countries
which may be subject to similar exogenous shocks.
5.4.1 Econometric Techniques
Pesaran and Smith (2016) do not provide any real guidance about how one should choose the
simple model, beyond indicating that it should pass diagnostic tests; therefore, it has to be a
matter of experimentation. The issue is also more complicated here than in their case. They
were looking at a single country, whereas we are considering 12 countries.
There are two main issues. Should we use a levels relationship, treating the variables
as trend stationary, or difference stationary, as Pesaran and Smith (2016) did, estimating a
growth rate relationship. Secondly, there is a questions of what other conditioning variables
should we use. Hence, we proceed by estimating a levels relationship and then first difference
model to compare the results. As for the latter issue, in this analysis we will use the GVAR
measure of foreign income.
We evaluate the equations using diagnostic tests. This includes the F-version of a
Lagrange Multiplier (LM) test for up to fourth order serial correlation and a Jarque-Bera
test for normality. We also conduct the Ramsey Regression Equation Specification Error
(RESET) tests for non-linearity and hereroskedasticity.
We then perform structural stability analysis. We use the Chow’s first structural stability
or breakpoint test (SS test) for parameter equality between the two periods and check if
the variances are the same in both periods with k = 5 parameters estimated. It uses the
unrestricted residual sum of squares of the regressions over the two periods (û′1û1 + û
′
2û2)
with degrees of freedom T −2k and restricted residual sum of squares from the regression
over the whole period û′û with degrees of freedom T − k. The null hypothesis is that the
parameters are equal in the two periods implies k restrictions and the test statistic is




∼ F(k,T −2k). (5.2)
Chow also suggested a second predictive failure test (PF test) for the hypothesis that the
first period predicts the second one, and the test statistic for PF test is:
[û′û− û′1û1)]/T2
û′1û1/(T1 − k)
∼ F(T2,T1 − k). (5.3)
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δ the T1 ×1 vector of forecast errors is not significantly different from zero. This has a
dummy variable for each observation in the second period.
These two Chow tests are for very different hypotheses: the SS test checks that the
parameters are equal while the PF test hypothesis is that the actual is within the confidence
interval of the forecast. Since the confidence intervals of the forecast are very wide, the PF
test may not have a lot of power. This is also reflected in the degrees of freedom: for the SS
test it is k, the number of parameters, for the PF test it is T2, the number of observations in
the forecasted period.
The two Chow tests assume a known break point, the time of the formation of the euro.
We can also use the Quandt-Andrews test, which has an estimated break point, to see if it
indicates a significant break and if so, whether this is at the time of the formation of the euro;
and because this searches over all possible breakpoints calculating the F-statistic for each
date, the critical value for the F-test is much larger than for the known break-point Chow
tests.
5.4.2 Level of GDP Equation
In the comparisons of growth rates in the descriptive statistics of section 5.3 we did not
control for other factors, particularly the crisis. We now do that. In the first part of this
section we estimate a very simple equation that makes the log of real GDP an ARDL function
of foreign GDP and trend over the pre-euro period 1979Q2-1998Q4, say t = 1,2, ...,T1:
yit = α0 +α1yi,t−1 +β0y∗it +β1y
∗
i,t−1 + γt +ut , (5.5)
where yit and y∗it are logarithms of real domestic and foreign GDP, respectively, yit−1 and
y∗it−1 are lagged logarithms of real domestic and foreign GDP, correspondingly, t is a trend,
and ut is the error term.
This equation is then used to forecast GDP over the following 72 quarters, where t =
T1 +1,T 1+2, ...,T, with T 2 = T −T 1.
In levels equations for Austria, Belgium and Italy current and lagged foreign output are
significant and the total effect is positive. The trend, however, is insignificant in Austria and
negative in case of Belgium and Italy, which is not what we would expect. Nonetheless, the
equations pass all diagnostic tests, except functional form. For Finland current and lagged
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foreign outputs are significant, but the lagged one and the total effect is negative. The trend
is positive but insignificant. The equation passes the normality and heteroskedasticity tests,
but fails the serial correlation and the functional form ones.
In case of France the current and lagged foreign outputs are significant, but the lagged
one is negative. However, the overall effect is positive. The trend is insignificant, and there
is an issue of serial correlation present. The equation passes all other diagnostic tests. For
Germany all variables are significant, however lagged foreign income is negative again. The
total effect of lagged and current foreign income is positive, though. The trend is significant
and negative. Equation fails the serial correlation test.
In case of the Netherlands, the lagged foreign income is negative and only significant at
10% level, however, the overall effect of global GDP is positive. The trend is insignificant,
and the equation fails all diagnostic tests, except the serial correlation one. Hence, it does
not seem to be well-specified. For Norway the lagged foreign income and the overall effect
are negative. Trend is positive, but significant only at 10% level. The equation passes all
diagnostic tests, but the p-value for the serial correlation test (0.072) is above 0.05, hence,
there might be an issue of autocorrelation.
The equation for Spain has negative lagged foreign GDP coefficient and negative overall
effect. The trend is insignificant, but the equation passes all diagnostic tests except the serial
correlation one. In case of Sweden, lagged foreign income is once again negative, but the
total effect is positive. The trend is insignificant, and the equation fails all diagnostic tests
except the functional form one. The p-value for the heteroskedasticity test is 0.055, which is
just slightly above the chosen significance level.
For Switzerland, the overall effect of current and lagged foreign income is positive, and
both variables are significant, but the lagged coefficient is negative. The trend is negative and
the equation passes all diagnostic tests. Finally, for the UK the current foreign output is not
significant, and lagged foreign output is significant, but with a negative coefficient. The total
effect of foreign output is negative, which is not what we would expect. The trend is positive,
and equation for the UK passes all diagnostic tests, except the heteroskedasticity test.
Overall, the lagged foreign income coefficient is negative and significant for all countries,
except the Netherlands. However, as one would expect, the overall effect of global GDP is
positive for all countries, except for Finland, Norway, Spain and the UK. In contrast, a rather
unusual result is a negative trend coefficient for Belgium, Germany, Italy and Switzerland.
Moving to the diagnostic tests, all of the equations pass the normality test. Nonetheless, the
equations for six countries (Finland, France, Germany, Norway, Spain and Sweden) have an
issue of autocorrelation, five countries (Austria, Belgium, Finland, Italy and the Netherlands)
fail the functional form test, while only two equations, for the Netherlands and UK, fail the
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heteroskedasticity test. The equations might be misspecified, and the growth rate relationship
might fit the data better.
We then perform a structural stability analysis. The Table 5.2 gives the Chow Predictive
Failure, PF, and Structural Stability, SS, tests p-values, mean and root mean square prediction
errors (RMSPE) for a break in 1998Q4. The plots of actual and predicted values are given
in an appendix (D.1). The last column consists of potential breakpoints identified by the
Quandt-Andrews test.
From the Table 5.2 we can see that the hypothesis of parameter equality between the two
periods is rejected at the 10% level for all countries. It is not rejected at the 5% level for
Austria, Finland and the Netherlands. In contrast, the predictive failure tests are not significant
for any country except Switzerland. These will have low power, since the confidence interval
for predictions up to 72 quarters ahead estimated from 72 observations are very large. Thus,
the forecast failures are not significant. This is despite the fact that there are massive forecast
errors for many countries, but particularly for the UK, where the forecast explodes so the
actual is much worse than one would have expected.
Table 5.2 Structural Stability Analysis (Income; Level)
PF1 SS2 Mean PE3 RMSPE4 Q-A Test5
F(72, 72) F(5, 139)
Austria 0.49 0.05 0.01 0.02 1988Q3∗∗∗
Belgium 1.00 0.00 0.05 0.06 1987Q3∗∗∗
Finland 0.99 0.08 0.10 0.11 1990Q2∗∗∗
France 0.94 0.00 0.04 0.04 1998Q2∗∗∗
Germany 1.00 0.04 0.00 0.08 1988Q3∗∗∗
Italy 0.99 0.00 -0.07 0.09 2003Q1∗∗∗
Netherlands 1.00 0.09 -0.06 0.08 1986Q1∗∗∗
Norway∗ 0.91 0.03 -0.11 0.15 1987Q3∗∗∗
Spain 0.14 0.02 -0.09 0.15 2008Q2∗∗∗
Sweden∗ 1.00 0.02 0.15 0.17 1990Q1∗∗∗
Switzerland∗ 0.01 0.00 0.13 0.16 2008Q2∗∗∗
UK∗ 0.68 0.00 -0.59 0.83 2008Q2∗∗∗
Notes: ∗non-member countries; 1 - Chow Predictive failure test; 2 - Chow Structural stability test; 3 - Mean
Prediction Errors; 4 - Root Mean Squared Prediction Errors; 5 - Quandt-Andrews Test. ∗∗∗ indicates a
significance level of 1 percent, ∗∗ of 5 percent, and ∗ of 10 percent.
For instance, for Austria the predicted is close to the actual with a small mean error and
RMSPE. Neither the PF nor SS tests reject the hypothesis of structural stability at the 5%
level. The countries which performed less well than expected from the pre-euro relationship
are Italy, the Netherlands and Norway. Their mean errors and RMSPE’s are on a higher end,
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comparing to the rest of the sample. Moreover, the Chow SS test statistics suggests possible
structural instability in models for Italy and Norway at 5% level and for the Netherlands at
10% level.
The countries which performed better than expected from the pre-euro relationship are
Belgium, Finland, France, Sweden, and Switzerland. The Chow SS test suggests presence
of structural instability in time series of all these countries, except Finland. In case of
Switzerland this conclusion is supported by the Chow PF statistics as well. Sweden and
Switzerland have the highest mean prediction errors and RMSPE’s in the sample, excluding
the UK. The UK results are unreliable because the coefficient of the lagged dependent
variable is greater than one on the pre-euro period.
The countries for which the evidence is mixed are Germany and Spain. For Germany
the predicted growth rate was higher than the actual one and was expected to decline around
2011. However, contrary to this prediction, ever since a sharp drop during the global crisis
2007-2008, the actual growth rate has been slowly increasing. For Spain the actual was close
to the predicted till the global crisis, after which the actual growth rate dropped below the
predicted one and continued to increase at a much slower pace than was predicted.
Overall, for majority of countries in the sample their actuals and forecasts are not
necessarily close to each other, but exhibit similar general patterns. Only in case of Spain,
Germany, Switzerland and the UK the actual and predicted income growth rates diverge
substantially from each other.
The Chow’s first (structural stability) test assumes a known break-point, but there is also
Quandt-Andrews test for an unknown break point, which searches over the possible dates for
a single break. The trimming percentage is set to 15%. All the breaks are significant at 1%
level. We also use the Bai-Perron sequential test that searches for multiple breaks. For every
country the Bai-Perron test confirms the breakpoint identified by the Q-A test, however, it
also suggests possible breaks in other years with results being mixed and quite sensitive to
the exact sample used. Therefore, we proceed with the Q-A test only.
In Finland the break occurred in early 1990s (second quarter of 1990), time of Finnish
banking crisis and collapse of the Soviet Union, with which Finland had strong trading ties.
In case of Sweden the Q-A test identified a break in 1990Q1, which might be connected to
the Swedish banking crisis that erupted in 1992. For Spain, Switzerland and the UK, the Q-A
test statistics suggests a breakpoint in 2008Q2, year of the global financial crisis. As for the
rest of the countries, the identified breakpoints are not characterised by any major economic
or financial events.
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5.4.3 Growth in GDP Equation
Now we estimate a growth rate relationship, presented below:










i,t−1 + εt , (5.6)
where ∆yit and ∆y∗it are real domestic and foreign GDP growth rates, respectively, ∆yit−1
and ∆y∗it−1 are the lagged logarithms of real domestic and foreign GDP growth rates, corre-
spondingly, and εt is the error term.
This equation is then used to forecast GDP growth rate as with the levels relationship
over the following 72 quarters, where t = T1 +1,T1 +2, ...,T, with T2 = T −T1.
The results for the growth equation are quite different from the levels relationship ones.
For Austria and Belgium the overall foreign income growth effect is positive, but the lagged
foreign GDP is only significant at 5% level for Belgium and is insignificant for Austria. In
addition, a coefficient of the lagged national income is negative and in case of Belgium,
insignificant. The equations, however, pass all diagnostic tests, except the equation for
Belgium fails the serial correlation test at 10% level.
In case of Finland, France, Germany, Italy and the Netherlands only the foreign income
growth coefficient is significant and positive. The equation for France passes all diagnostic
tests, while equations for Finland and Germany fail the serial correlation test. As for Italy,
the equation fails the serial correlation and normality tests. The equation for the Netherlands
fails the normality and functional form tests, the latter only at 10% level.
In the Norway equation the foreign income growth has significant positive effect on home
GDP growth. However, the lagged domestic income growth has negative and significant
effect on the dependent variable. This equation passes all diagnostic tests.
In case of Spain the lagged domestic income growth and foreign income growth have
positive effect on the domestic GDP growth, but the foreign coefficient is only significant
at 10% level. However, the equation fails the serial correlation test and normality test, the
latter only at 10% level. For Sweden the foreign income growth and lagged domestic GDP
growth coefficients are significant, although the former is positive, while the latter is negative.
The equation passes all diagnostic tests. In case of Switzerland and the UK, the foreign
income growth and lagged domestic income growth have positive and significant effect on
the dependent variable. The equation for Switzerland passes all diagnostic tests, while the
UK one fails the test for serial correlation at 5% level as well as the functional form test and
normality test at 10% level.
The lagged foreign income growth is insignificant for all countries with an exception
of Belgium where its coefficient is significant at 10% level. Nonetheless, comparing to
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the levels model, the lagged foreign income growth coefficient is positive in all equations,
except for Finland, France and Norway, with the overall foreign income growth effect being
positive for all countries. All equations pass the functional form test (equations for the
Netherlands and UK fail this test, but only at 10% level) and the heteroskedasticity test, but
the equations for Belgium (at 10% level), Finland, Germany, Italy, Spain and the UK fail the
serial correlation test. In addition, equations for four countries fail the normality test (for
Italy and the Netherlands at 5%, while for Spain and the UK at 10% level).
Moving to the structural stability analysis, similarly to the levels equations, the Table
5.3 summarises the p-values for the PF and SS tests, mean errors and RMSPE for a break in
1998Q4 as well as the Q-A test breakpoints. Plots of actual and predicted values are given in
an appendix (D.2).
Table 5.3 Structural Break Analysis (Income Growth)
PF1 SS2 Mean PE3 RMSPE4 Q-A Test
F(72,73) F(4,141) Annual % Annual %
Austria 0.49 0.75 -0.28 3.22 1988Q2
Belgium 1.00 0.59 0.35 1.76 1986Q3∗∗
Finland 1.00 0.05 -0.62 3.89 1988Q1∗∗∗
France 0.94 0.34 -0.20 1.35 2001Q4
Germany 1.00 0.88 0.09 1.89 1988Q3∗
Italy 1.00 0.01 -1.17 1.88 2003Q1∗∗∗
Netherlands 1.00 0.14 -0.64 1.85 1986Q1∗∗
Norway∗ 0.94 0.31 -1.27 4.36 1986Q2∗
Spain 0.00 0.12 -0.59 2.14 2000Q2
Sweden∗ 0.99 0.03 1.22 3.30 1994Q2∗∗
Switzerland∗ 0.06 0.08 0.62 2.95 2008Q4
UK∗ 1.00 0.69 -0.18 1.84 1986Q1
Notes: ∗non-member countries; 1 - Chow Predictive Failure test; 2 - Chow Structural Stability test; 3 - Mean
Prediction Errors; 4 - Root Mean Squared Prediction Errors; 5 - Quandt-Andrews test. ∗∗∗ indicates a significance
level of 1 percent, ∗∗ of 5 percent, and ∗ of 10 percent.
For Germany the predicted is the closest to the actual with the smallest mean prediction
error in a sample, 0.09%. However, RMSPE is the smallest for France, 1.35%, and its mean
PE is also relatively small, −0.20%, suggesting that the country performed slightly worse
than expected from the pre-euro relationship. In both cases, Germany and France, neither the
PF nor SS test rejects the hypothesis of structural stability. However, the Quandt-Andrew test
identified potential breakpoint for Germany in 1988Q3, but it is only significant at 10% level.
Similarly to France, Austria and the UK also performed a bit worse than expected, with
the mean PE of −0.18% and −0.28%, respectively. The tests do not indicate either parameter
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instability or predictive failure. Spain, Finland, the Netherlands, Italy and Norway performed
even worse with their negative mean errors and RMSPE’s being on a higher end comparing
to the rest of the sample. Furthermore, in case of Spain both, the Chow PF and SS tests,
suggest possible structural instability. For Italy and Finland there is indication of parameter
change, but not of predictive failure (in case of Finland, at 10% level only). The Q-A test
suggests a breakpoint in 1988Q1 for Finland and in 2003Q1 for Italy and in 1986Q1 for the
Netherlands as well as in 1986Q2 for Norway (only significant at 10% level).
Moving to the countries that performed better than expected from the pre-euro relation-
ship, these are Belgium, Switzerland and, most of all, Sweden with the highest mean PE of
1.22% in the sample. While the Chow PF and SS tests find no signs of structural instability
in Belgium time series, the Q-A test suggest a possible breakpoint in 1986Q3. Both tests, the
Chow PF and SS, reject the null hypothesis of structural stability for Switzerland, but only
at 10% level, and the Q-A test does not identify any structural breaks in this series. Finally,
the Chow SS suggests structural instability in case of Sweden and the Q-A finds a break in
1994Q2 for this country.
Comparing the growth rate and levels relationship estimates, the Q-A test results are
similar in case of Belgium and Norway, but very different for the Netherlands and Sweden.
Interestingly the Q-A test does not identify a structural break around 1998-1999, the third
stage of the implementation of the EMU, when the relationship estimated either in levels or
in first differences. However, for levels models the Q-A finds significant breakpoints for all
countries, while in growth rate models only for seven economies, even including breakpoints
that are only significant at 10%.
Furthermore, if in levels relationships the SS test suggests structural instability for all
countries (three of them, Austria, Finland and the Netherlands, are only significant at 10%
level), in the growth rate estimations the SS test rejects the null only for four countries (for
Finland and Switzerland at 10% level). Overall, it appears the growth rate form fits the data
better.
5.4.4 Level of Inflation Equation
We now estimate a level of inflation equation to check whether there are any patterns that
clearly distinguish the EMU countries from the economies that did not join the monetary













i,t−1 + εt , (5.7)
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where πit and π∗it are the home and foreign inflation rates, respectively; πit−1 and π
∗
it−1
are the lagged home and foreign inflation rates, correspondingly, and εt is the error term.
This equation is then used to forecast inflation rate as with the levels relationship over the
following 72 quarters, where t = T1 +1,T1 +2, ...,T, with T2 = T −T1.
In the equation for Austria level and lagged foreign coefficients are positive and significant
and the equation passes all diagnostic tests except one for normality. In case of Belgium, all
variables are significant, but lagged foreign inflation rate coefficient is negative. The equation
does not pass the serial correlation and heteroskedasticity tests. For Finland and France,
however, foreign inflation (at 10% level) and lagged domestic inflation have significant
positive effect on the dependent variable. As with Belgium, equations for these countries fail
the serial correlation and heteroskedasticity tests. Moreover, equation for France fails the
normality test as well.
In case of Germany, the lagged domestic inflation and current foreign inflation (at 10%
level) have positive and significant effects. The equation passes all tests, except the normality
test. In the equation for Italy only the coefficient of the lagged domestic inflation is significant,
and it is positive. As for the diagnostic analysis, the equation passes the functional form test,
but fails all the others.
For the Netherlands, the current foreign inflation and lagged domestic coefficients are
positive and significant (the former is so only at 10% level). The equation fails the serial
correlation and functional form tests as well as the normality test at 10% level. In equation
for Norway, only the lagged domestic inflation coefficient is significant. The equation fails
the serial correlation and normality tests.
In the case of Spain, the foreign inflation (at 10% level) and lagged domestic inflation
have significant positive effect on the dependent variable. However, as it was with Norway,
this equation also fails the serial correlation and normality tests. For Sweden, Switzerland
and the UK the previous period domestic and current foreign inflation rates have significant
positive effect on the dependent variable. The Swedish equation fails the serial correlation
and normality tests, while the one for Switzerland does not pass the serial correlation and
heteroskedasticity tests. The UK equation fail the normality and heteroskedasticity tests.
Overall, the lagged domestic inflation rate coefficient is significant and positive for
all, but one country (Austria). The current foreign inflation rate is significant and positive
for six countries (Austria, Belgium, Finland, Sweden, Switzerland and the UK) and for
four more (France, Germany, the Netherlands and Spain) is so at 10% level. However,
the lagged foreign inflation rate coefficient is only significant for Austria and Belgium. It
is negative for Belgium, while positive for Austria. As for the diagnostic tests, only the
Netherlands fail the functional form test. Nonetheless, nine out of 12 countries fail the serial
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correlation test (Belgium, Finland, France, Italy, the Netherlands, Norway, Spain, Sweden
and Switzerland) and normality test (Austria, France, Germany, Italy, Norway, Spain, Sweden
and the UK as well as the Netherlands at 10% level). In addition, half of the sample fail the
heteroskedasticity test (Belgium, Finland, France, Italy, Switzerland and the UK).
We then proceed by running the structural break analysis (Table 5.4). Only equations
for Norway and Spain (at 10% level) fail the Chow Predictive failure test. However, as
was mentioned, the confidence interval for this test is quite wide, the power of this test is
rather low. As for the SS test, the equations for most countries, with exception of Italy
and three non-members (Sweden, Switzerland and the UK), are subject to structural breaks.
It is then confirmed by the Q-A test, which also identifies breaks for all but one country
(Switzerland). For Belgium, France, Italy and Sweden the break is suggested in 1985 (third
or forth quarter), the beginning of the Great Moderation period, and around same time for
the Netherlands (1987Q2) and Norway (1988Q3). Then in the equations for Germany and
the UK the breaks occurred around mid-1990 and about a decade later in the equations for
Austria (1999Q4) and Spain (2001Q4). Finally, in case of Finland, the Q-A suggests a break
in 1997Q2. Therefore, even though there is a break almost in every equation, the breaks
do not seem to be connected to the formation of the EMU and there is no clear difference
between the euro and non-member countries.
Table 5.4 Structural Stability Analysis (Inflation; Level)
PF1 SS2 Mean PE3 RMSPE4 Q-A Test
F(72,73) F(4,141) Annual % Annual %
Austria 1.00 0.00 1.25 1.51 1999Q4∗∗∗
Belgium 0.97 0.00 1.51 1.99 1985Q3∗∗∗
Finland 0.81 0.00 0.97 1.72 1997Q2∗∗∗
France 1.00 0.00 2.08 2.29 1985Q3∗∗∗
Germany 1.00 0.00 1.11 1.42 1990Q2∗∗∗
Italy 1.00 0.46 0.60 1.06 1985Q3∗∗∗
Netherlands 0.85 0.00 1.12 1.65 1987Q2∗∗∗
Norway∗ 0.00 0.00 0.03 2.77 1988Q3∗∗∗
Spain 0.05 0.00 -0.22 2.59 2001Q4∗∗∗
Sweden∗ 1.00 0.32 1.70 1.98 1985Q4∗∗∗
Switzerland∗ 1.00 0.25 0.49 1.17 1986Q1
UK∗ 1.00 0.25 1.58 1.96 1990Q3∗∗∗
Notes: ∗non-member countries; 1 - Chow Predictive failure test; 2 - Chow Structural stability test; 3 - Mean
Prediction Errors; 4 - Root Mean Squared Prediction Errors; 5 - Quandt-Andrews test. ∗∗∗ indicates a significance
level of 1 percent, ∗∗ of 5 percent, and ∗ of 10 percent.
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Looking at the mean PE and RMSPE values, most countries, except Spain, had higher
inflation that forecast would have suggested. The highest difference between the predicted
and actual inflation rate was in France, with mean PE of 2.09 and one of the highest RMSPE’s
in the sample (2.29). However, the largest RMSPE’s are for Norway (2.77) and Spain (2.59).
As can be seen from the graphs (an appendix, D.7) the forecast for Norway is very smooth,
while the actual has large spikes around early 2000s, then during and after the financial crisis
2007-2008. In case of Spain the forecast fails to predict the large drop in the inflation rate
around the financial crisis 2007-2008 and in 2015-2016, even though the average prediction
errors are close to zero for both of them, 0.03 for Norway and −0.22 for Spain. Overall, the
actual inflation rates for most countries are more jumpy than forecasts predicted.
5.4.5 Change in Inflation Equation
Furthermore, following the same procedure as with income level and growth analyses, we













i,t−1 + εt , (5.8)
where ∆πit and ∆π∗it are the changes in home and foreign inflation rates, respectively;
∆πit−1 and ∆π∗it−1 are the lagged changes in home and foreign inflation rates, correspondingly,
and εt is the error term.
This equation is then used to forecast change in inflation rate as with the levels relationship
over the following 72 quarters, where t = T1 +1,T1 +2, ...,T, with T2 = T −T1.
For Austria both lagged changes in inflation are significant, the domestic one is negative,
while the foreign one is positive. The current change in the foreign inflation is positive, but
significant only at 10% level. The equation fails the serial correlation test and heteroskedas-
ticity test (at 10% level). In the equations for Belgium, Finland and Germany, however, the
lagged change in foreign inflation is insignificant. The current change in foreign inflation
is positive and significant, while the lagged change in domestic inflation has significant
negative effect on the dependent variable. As in case of Austria, the equations for Belgium
and Finland fail the serial correlation (for Finland 10% level) and the heteroskedasticity tests.
The equation for Germany fails the serial correlation and normality tests.
In equations for France, Norway and Spain only the lagged change in the domestic
inflation coefficient is significant, and it is negative. The equations for Norway and France
fail the normality test, and the latter one fails the serial correlation test as well. The equation
for Spain fail the serial correlation and heteroskedasticity (at 10% level) tests. For Italy all
coefficients are insignificant, and the equation fails the serial correlation and normality tests.
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For the Netherlands, current and lagged changes in foreign inflation are positive, the lagged
one is significant only at 10% level. The lagged change in the domestic inflation is also
significant, but negative. The equation passes all diagnostic tests.
For Sweden and Switzerland the change in the foreign inflation coefficient is significant
and positive, while the lagged differenced domestic inflation coefficient is negative. The
equation for Sweden fails the serial correlation, heteroskedasticity and functional form (at
10% level) tests, while the one for Switzerland fails the functional form and heteroskedasticity
tests. For the UK only lagged coefficients are significant, the foreign one is positive, while
the domestic one is negative. The equation fails the serial correlation, functional form and
heteroskedasticity tests.
Overall, the current change in foreign inflation coefficient is significant and positive for
seven countries, for Austria (at 10% level), Belgium, Finland, Germany, the Netherlands,
Sweden and Switzerland. The lagged one is positive and significant for Austria, the Nether-
lands and UK. The lagged change in domestic inflation is negative and significant for all
countries but Italy, where it has no significant effect on the dependent variable. In terms of
how well-specified the equations are, nine countries fail the serial correlation test, namely
Austria, Belgium, Finland (at 10% level), France, Germany, Italy, Spain, Sweden and the UK.
In addition, eight economies do not pass the heteroskedasticity test (Austria and Spain at 10%
level as well as Belgium, Finland, Sweden, Switzerland and the UK). However, only four
countries fail the normality test (France, Germany, Italy and Norway), and three economies
do not pass the functional form one (Sweden at 10% level, Switzerland and the UK).
Moving to the structural break analysis, the results for the level (Table 5.4) and change
(Table 5.5) in inflation rate are similar for some countries. For instance, once again only
the equations for Norway and Spain fail the PF test while all equations, except for Italy,
the Netherlands and Sweden, fail the SS test, and in case of Austria and the UK the null
hypothesis of structural stability is rejected at 10% level.
However, the Q-A test only finds structural breaks for seven countries (in Belgium only
at 10% level). However, for Spain and the UK the breaks are in the last quarter of 2001 and
in 1990Q3, respectively, exactly the same as was identified in the levels inflation equations
for these countries. The mean PE are positive, but close to zero for many countries, such as
for Switzerland (0.02), Belgium (0.03), Austria (0.04), Finland, Germany and Norway (0.07
for all three).
Overall, all countries appear to have higher growth of inflation rate than forecasts pre-
dicted (graphs are presented in an appendix, D.8) with the Netherlands being the only
exception with the mean PE of −0.01. The forecast for Norway is least precise (RMSPE is
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Table 5.5 Structural Stability Analysis (Inflation Growth)
PF1 SS2 Mean PE3 RMSPE4 Q-A Test
F(72,73) F(4,141) Annual % Annual %
Austria 1.00 0.09 0.04 1.03 2003Q2
Belgium 0.80 0.01 0.03 1.39 1997Q2∗
Finland 0.80 0.00 0.07 1.49 1994Q4∗∗∗
France 1.00 0.00 0.16 1.24 1996Q1∗∗∗
Germany 1.00 0.03 0.07 1.16 1997Q2
Italy 1.00 0.49 0.14 0.84 1995Q3
Netherlands 0.67 0.26 -0.01 1.45 1987Q1
Norway∗ 0.00 0.00 0.07 4.17 2001Q3∗∗
Spain 0.02 0.00 0.22 3.05 2001Q4∗∗∗
Sweden∗ 1.00 0.53 0.08 1.43 1985Q4
Switzerland∗ 1.00 0.01 0.02 1.26 1999Q2∗∗
UK∗ 1.00 0.08 0.20 1.29 1990Q3∗∗∗
Notes: ∗non-member countries; 1 - Chow Predictive failure test; 2 - Chow Structural stability test; 3 - Mean
Prediction Errors; 4 - Root Mean Squared Prediction Errors; 5 - Quandt-Andrews test. ∗∗∗ indicates a significance
level of 1 percent, ∗∗ of 5 percent, and ∗ of 10 percent.
4.17), with Spain having second largest RMSPE of 3.05. Italy and Austria, however, have
the lowest RMSPE’s in the sample, 0.84 and 1.03, correspondingly.
5.4.6 Short Interest Rate Equation
To consider how interest rate determination changed with the formation of the euro and the
crisis, a Taylor Rule type model is estimated for the pre-euro period, 1979Q4-1998Q4, the
early pre-crisis euro period, 1999Q1-2008Q4, and the post-crisis period 2009Q1-2016Q4.
The estimated equation for each country made the short interest rate for each country, rt , a
function of its lagged value, the lagged rate of inflation, πt−1, and the lagged log output gap,
(yt−1 − y∗t−1). This takes the form:
rt = (1−λ )rt−1 +λ (θ∗+θππt−1 +θy(yt−1 − y∗t−1))+ut , (5.9)
where ut is the error term.
Potential output is approximated by a linear trend, t, so the estimated equation takes the
form
rt = α0 +α1rt−1 +βππt−1 +βyyt−1 + γt +ut . (5.10)
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In the pre-euro period βy > 0 for every country and is significant for all but three,
while βπ > 0 for 10 countries, significantly so for three and insignificantly negative for the
Netherlands and Spain.
The average value of θπ is 0.17 with a standard deviation of 0.26 with a range from
−0.53 in the Netherlands, to 0.47 in Belgium. The average value of θy is 0.15 with a standard
deviation of 0.07 with a range from 0.06 for Sweden to 0.29 for the Netherlands. In the
second, early euro, period five countries show negative βπ coefficients (Belgium, France,
Italy, the Netherlands and UK) none significantly negative, only Finland and Austria are
significantly positive. The βy coefficient is significantly positive for all countries except
Switzerland. The results for the third post-crisis period are subject to the fact that interest
rates moved relatively little over that period. There are two negative βπ , for Switzerland
and the UK, neither significantly so, and three significantly positive, for Sweden, Italy and
Austria. There are now six negative βy, for Belgium, the Netherlands, Norway (significant),
Spain, Sweden and Switzerland, and only for the UK it is significantly positive.
For most countries the match between actual and predicted is fairly close until the crisis
when the predicted interest rate falls sharply and the actual interest rate constrained by
the zero lower bound cannot follow (graphs are presented in an appendix, D.5). With the
exception of Sweden and Switzerland, predicted interest rates go sharply negative at the end
of the sample, being below the actual. For Sweden and Switzerland, predicted is above actual
for the whole period. For Germany the predicted is below the actual for the whole period.
For Italy and the Netherlands the predicted is below the actual from about 2002.
The hypothesis of structural stability, no change in the parameters before and after
the establishment of the euro, is not rejected for Finland, Norway, Spain and Switzerland.
Though the test is conditional on equality of variances, which is unlikely to be the case here.
The standard error of regression for the pre-euro period is large relative to that for the euro
and post-crisis periods.
Overall, there is little in these results that would suggest a big difference between the
euro members and non-members. Moreover, the effect of the zero lower bound disturbs the
forecasting tests (thus, we do not present detailed tables for Taylor Rule estimations).
5.4.7 Long Interest Rate Equation
We also estimate a Taylor Rule type model using long interest rates with the estimated
equation taking the following form:
lrt = α0 +α1lrt−1 +βππt−1 +βyyt−1 + γt +ut , (5.11)
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where lrt is a nominal long-term interest rate per quarter.
Our sample is one country short, because the long-term interest rate data are not available
for Finland.
In the pre-euro period βy is positive for every country and is significant for all but four.
The average value of θy is 0.11 with a standard deviation of 0.13 and with a range from 0.02
for the UK to 0.49 for Italy.
As for inflation coefficients, βπ is positive for all but one country, significantly so for
three and insignificantly negative for Norway. The average value of θπ is 0.20 with a standard
deviation of 0.30. The coefficients of θπ range from −0.11 for Norway to almost unity (0.97)
for Italy. In the second period βπ is negative for all countries except Germany, Italy and
Sweden, but none are significant. In contrast, βy is positive for all countries, but significantly
so only for Austria, Germany, the Netherlands and Norway. As for the post-crisis period,
βπ is positive for all countries except Norway, Switzerland and the UK, but is insignificant
for the whole sample. Moreover, βy, is now insignificant for all countries and is negative for
Germany, the Netherlands, Sweden, Switzerland and the UK.
As before, the results do not vary substantially between the EMU members and stand-
alone European countries in our sample. The differences between actuals and forecasts are
smaller for all countries when a Taylor Rule type equation is estimated using long-term
interest rates instead of short-term ones (graphs are presented in an appendix, D.6).
5.5 Systems approach
5.5.1 Theoretical Model
Although we are not going to use a structural model, we will set out how our estimated model
relates to a fully specified structural model. Consider the following rational expectations (RE)
model for a small open economy in the k×1 vector xt of endogenous variables, determined
in terms of their expected future values and past values, a k∗× 1 vector of corresponding
foreign variables, x∗t , which are treated as exogenous and a kd ×1 vector of deterministic
elements like trend and intercept:
A0(ϕ)xt = A1(ϕ)Et(xt+1)+A2(ϕ)xt−1 +A3(ϕ)x∗t +A4(ϕ)dt +ut . (5.12)
The expected future values Et(xt+1) = E(xt+1 | It). The information set is
It =
(
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and Ai(ϕ) are matrices of coefficients. For i = 0,1,2, they are dimension k× k, for i = 3
dimension k× k∗, for i = 4 dimension k× kd .
A0(ϕ) is non-singular, ϕ is a vector of deep parameters, and ut is a k × 1 vector of




where a(ρ) is a kx ×1 vector of intercepts, and R(ρ) is the kx × kx matrix of coefficients
that depend on a vector of unknown coefficients, ρ . This marginal model is required because
forecasts of x∗t are required to construct the expectations Et(xt+1). The errors, ut and ηt
are assumed to be serially and cross-sectionally uncorrelated, with zero means and constant
variances, Σu and Ση , respectively.
If the quadratic matrix equation,
A1 (ϕ)Φ2(ϕ)−A0 (ϕ)Φ(ϕ)+A2 (ϕ) = 0, (5.14)
has a solution, Φ(ϕ), with all its eigenvalues inside the unit circle, then, the RE model,
(5.12) and (5.13), has the unique solution2
xt = Φ(ϕ)xt−1 +Ψ(ϕ,ρ)x∗t +µa (ϕ,ρ)dt +Γ(ϕ)ut . (5.15)
The variance matrix of the reduced form shocks, εt = Γ(ϕ)ut , is
Σε(ϕ) = E(εtε ′t ) = Γ(ϕ)ΣuΓ
′(ϕ). (5.16)
Equation (5.15) is labelled a VARX* in the GVAR literature. It corresponds to the
reduced form of a standard simultaneous equations model, when A1(ϕ) = 0 and there are no
forward looking terms. It corresponds to a vector autoregression when there are no exogenous
variables, so A3(ϕ) = Ψ(ϕ,ρ) = 0. What is relevant for the case of the euro is that the
parameters of (5.15) may change either because the parameters of the process generating
the endogenous variables, ϕ, change say from ϕ1 to ϕ2; or of the process generating the
exogenous variables, ρ , changes from ρ1 to ρ2. Changes in the process driving the exogenous
variables could be important because they may change how people form their expectations
Et(xt+1).
2See, for instance, Pesaran (2015, Chapter 20).
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5.5.2 VARX*
The VARX* (5.15) was for a single country, now consider a set of countries i = 0,1,2, ...,N,
with country 0, say the US, as the numeraire country: we use the exchange rate against the
dollar. Suppressing the dependence on the deep parameters, a second-order country-specific
VARX*(2,2) model with deterministic trends can be written as










i,t−2 +uit , (5.17)
where xit is a ki ×1 (usually six) vector of domestic variables, x∗it is a k∗i ×1 vector of
foreign variables specific to a country i and dt is a s×1 vector of deterministic elements as
well as observed common variables, oil prices in our case: (1, t, pot )
′. The x∗it are calculated






wi jx jt ,withwi j = 0, (5.18)
where wi j is the share of country j in the trade (exports plus imports) of country i.
In the case of small open economies it is reasonable to assume that the x∗it are “long-run
forcing ” or I(1) weakly exogenous, and then estimate the VARX* models separately for
each country, allowing for cointegration both within xit and across xit and x∗it .3 Tests for the
weak exogeneity of x∗it generally do not reject the hypothesis. The x∗it would typically refer
to the same variables as xit , thus, there is a symmetric structure to the model.
The cointegrating VARX* can be written as a VECM:
∆xit = Biddt +Πizi,t−1 +B∗i0∆x
∗
it +Γi∆zi,t−1 +uit , (5.19)
where zit = (x′it ,x∗′it )′. Restricting the deterministic terms and assuming that rank(Πi) =
ri < ki + k∗i , we have Πi = αiβ
′
i , where βi is the (ki + k
∗
i )× ri matrix of the cointegrating
coefficients and
∆xit = αiβ ′i (zi,t−1 −ϒidt−1)+B∗i0∆x∗it +Γi∆zi,t−1 +Πiϒi∆dt +uit . (5.20)
The ri error correction terms of the model can now be written as
3This is unlikely to apply to a large economy like the US which may influence world interest rates. However,
it seems reasonable for the European countries we consider.
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ξit= β
′
izit −β ′i ϒidt = β ′ixxit +β ′ix∗x∗it + γ ′i dt , (5.21)
where ξit are mean zero ri × 1 vector of disequilibrium deviations from the long-run
relationships. Forecasts and counterfactuals are invariant to the just-identifying restrictions
used to identify β ′i . To establish whether there are changes in the reduced form parameters,
we do not need to identify either the structural shocks or the cointegrating vectors.
Notice that if r = 0 in (5.20), this gives a first difference model and if r = k this gives an
unrestricted levels VARX* (5.17).
5.5.3 Model Selection
We wish to examine whether there was a break at time T0, the end of 1998Q4. To do this, we
estimate (5.20) using the whole sample: 1979Q4-2016Q4, which we call period 0; then for
period 1 (1979Q4-1998Q4) and period 2 (1999Q1-2016Q4) and examine the extent to which
allowing for a structural break improves the fit. In estimating (5.20), for each country we
have to (a) choose lag-length for endogenous and exogenous variables, pei, pmi; which are
set to a maximum of (2,2), (b) choose the number of cointegrating vectors ri and (c) judge
the significance of any structural breaks. Although there are tests for each of these, some of
which are non-standard, it seems better to make the choices for the various elements within a
consistent framework. This can be done using information criteria (IC).
If model i, has ki estimated parameters and maximised log likelihood MLLi, the Akaike
information criterion is AICi = MLLi − ki. The Schwarz Bayesian information criterion is











i chosen on the
basis of BIC. We use period 1, pre-euro, data to make the choice.
In the case of nested models, which is what we will be concerned with, the information
criteria can be interpreted as likelihood ratio tests. Suppose that the unrestricted model
with MLLU has one more parameter than the restricted model with MLLR. Then a standard
likelihood ratio test with probability of type I error, α = 5%, would choose the unrestricted
model if LR = 2(MLLu −MLLR) > 3.84. The AIC would choose the unrestricted model
if 2(MLLu −MLLR) > 2, corresponding to roughly α = 15%. The BIC would choose the
unrestricted model if 2(MLLu −MLLR)> lnT, which for T = 100 is 4.6, which corresponds
to rougly α = 3%. The AIC and LR keep α constant and use any extra information to increase
the power. They will reject any deviation from the null, however small, for a sufficiently
large sample size. The BIC reduces α with the sample size, so the probabilities of both type
4Some programs report −2 times these numbers.
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I and type II errors fall with sample size. The BIC is consistent in that it will choose the true
model as the sample size gets larger, if the true model is in the set being considered. If the
true model is not in the set being considered, the AIC (by including more parameters) may
provide a better approximation to it. By using both we can judge how robust our results are
to possible over-fitting or under-fitting.
We will use the difference between the sum of the IC for periods 1 and 2 and the IC
for the whole period as an indication of the extent of the structural break. For the AIC,
the difference DA = AIC1 +AIC2 −AIC0, and 2DA = LR−K, where K is the number of
parameters. Hence, the AIC choice corresponds to an LR test with a critical value of
K. Similarly, DB = BIC1 +BIC2 −BIC0 which corresponds to an LR test with a critical
value of K (lnT 1+ lnT 2− lnT ) . The dimensions are T 1 = 77, T 2 = 72, T = 149, and with
pei, pmi = (2,2) and ri = 6, there are 25 parameters in each equation.
5.5.4 Conditioning
In order to identify where the structural changes originate, we will condition on some
elements of xit , say x2,it , in particular interest rates and exchange rates, and treat them as
exogenous, in explaining x1,it . The interpretation of this process follows Pesaran and Smith
(1998). For clarity of exposition we abstract from the country identifier, i, the deterministic
terms dt and the other exogenous foreign variables, x∗it . Then (5.19) can be written as:
∆xt = Πxt−1 +Γ∆xt−1 +ut . (5.22)




∆x1t = Π11x1,t−1 +Π12x2,t−1 +Γ11∆x1,t−1 +Γ12∆x2,t−1 +u1t
∆x2t = Π21x1,t−1 +Π22x2,t−1 +Γ21∆x1,t−1 +Γ22∆x2,t−1 +u2t ,







This partition does not impose any restrictions in itself, but provides a framework for
examining how exogenous variables relate to the structure of the VAR.
To condition x1t on current values of x2t , define E(u1t | u2t) = Σ12Σ
−1
22 u2t= Θu2t , with
u1t = Θu2t +ηt . The system for x1t , can then be written as
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∆x1t = (Π11 −ΘΠ21)x1,t−1+(Π12 −ΘΠ22)x2,t−1 +Θ∆x2,t+ (5.23)
+(Γ11 −ΘΓ21)∆x1,t−i+(Γ12 −ΘΓ22)∆x2,t−i +ηt .
∆x1t = B1x1,t−1 +B2x2,t−1 +C20∆x2t +C11∆x1,t−1 +C21∆x2,t−1 +ηt .
By construction E(ηt | ∆xt) = 0, and the parameters of (5.23) can be estimated efficiently
by OLS.
Also, denoting the (conditional) variance of ηt by Σηη , it is easily seen that
Σηη −Σ11 =−Σ12Σ−122 Σ21 ≤ 0.
The variance of ηt will generally be smaller than that of u1t , so the parameters in the
conditional model, (5.23), are likely to be estimated more precisely than the parameters of
the unconditional model (5.22). Whether this is an advantage depends on what the economic
parameters of interest are. If the parameters of interest are Π = (Π11,Π12), it is clear from
equation (5.23) that ∆x2t will be weakly exogenous for Π11 only if either Σ12= 0, so that
Θ = 0, or if Π2= (Π21,Π22)= 0.
5
In either of these cases the coefficient matrix on (x1,t−1,x2,t−1) in the conditional model
(5.23) will provide an estimate of Π, otherwise it will not. In other cases, the economic
parameters of interest may be the long-run effects of x2t on x1t so one might be interested in
(Π12−ΘΠ22) directly, in which case the model conditional on xt is appropriate whether or
not Π2= 0.
For some purposes we are interested in the complete system, but for other purposes we
are interested in the responses to particular policy variables and how these responses changed
with the introduction of the euro. In this case, the parameters of interest are the parameters
of the conditional model, (5.23). Of particular interest is the case where the parameters of
the marginal model, the process generating the policy variables, interest rates and exchange
rates, changed, shifting Π21, Γ22 and Θ, but the parameters of the conditional model, Bi, Ci j
did not change.6
5 When the restrictions Π2= 0 hold, x2t is referred to as “long-run forcing” for x1t . This is different from
Granger non-causality (GNC). x2t is said to be GNC for x1t if Π12 = 0 and Γ12 = 0; x2t does not predict x1t . If
Π2 = 0, x2t cannot themselves be cointegrated.
6As is clear from (5.15) the Lucas critique says that any change in the marginal model determining policy
will change the conditional model.
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5.6 Systems Results
The lag orders for the endogenous (pe) and exogenous (pm) variables as well as the number
of cointegrating vectors (r) could be chosen from the pre-euro sample; the post-euro sample
or the whole sample. We determined them on the basis of the pre-euro sample, since any
subsequent change will appear as a structural break.
Thus for each country we estimate a cointegrating VARX* for period 1: 1979Q4-1988Q4,











these values we estimate the AIC model and the BIC model for period 2: 1999Q1-2016Q4
and for period 0, with no break: 1979Q4-2016Q4. This gives results summarised in the Table
5.6.
Table 5.6 Akaike and Bayesian Information Criteria for a Euro Structural Break, m=6
Model r Order IC by Period Difference
e,m 0 1 2 Rank
Austria A 5 2,1 3362.7 1799 1842.6 278.9 1
B 1 1,1 3238.5 1683 1727.3 171.8 1
Belgium A 6 2,2 3377.8 1728.6 1866.4 217.2 6
B 1 1,1 3254.3 1625.6 1746.4 117.7 7
Finland A 4 2,1 2240.2 1131.4 1256 147.2 9
B 0 1,1 2153.4 1054.6 1145.8 47 11
France A 4 2,1 3524.1 1746.5 2024.3 246.7 3
B 0 1,1 3397.9 1655.3 1899.1 156.5 2
Germany A 6 2,2 3508.3 1775.7 1956.5 223.9 4
B 3 1,1 3365.5 1658 1831.9 124.4 5
Italy A 6 2,2 3182.2 1580.4 1800.7 198.9 7
B 1 1,1 3034.6 1460.4 1678.5 104.4 8
Netherlands A 6 2,1 3547.7 1792.9 1975.4 220.6 5
B 1 1,1 3435.2 1698.8 1856.6 120.2 6
Norway∗ A 5 2,1 3041.2 1569.7 1615.6 144.1 10
B 2 1,1 2871.6 1451.8 1507.2 87.4 9
Spain A 6 2,1 3141.1 1620.1 1770.2 249.2 2
B 1 1,1 2973.7 1474.7 1647.7 148.7 3
Sweden∗ A 6 2,1 3093.8 1507.1 1768.9 182.2 8
B 0 1,1 2948.8 1404.6 1670.3 126.1 4
Switzerland∗ A 4 2,1 3423.9 1765.5 1740.2 81.8 12
B 0 1,1 3294.3 1649.3 1660.2 15.2 12
UK∗ A 5 1,1 3409.9 1711.7 1839.1 140.9 11
B 2 1,1 3283.1 1596.6 1749.1 62.6 10
Notes: ∗non-member countries. Model A is chosen by AIC, Model B by BIC; r is the number of cointegrating
vectors; e, m give the lag orders on endogensous and exogenous variables, respectively. The information criteria
are given for periods: 0: 1979Q4-2016Q4; 1: 1979Q4-1998Q4; 2: 1999Q1-2016Q4. Difference gives the value
for IC0−(IC1+IC2), rank gives rank of the difference. Endogenous variables are yit , πit , eqit , epit , rit and lrit ;








it and poilit .
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As one would expect the AIC model tends to have larger values of pei, pmi and ri. In
some cases, such as Sweden, rAi = 6, indicating that all the variables are I(0), while r
B
i = 0,
indicating that all the variables are I(1) and not cointegrated. The differences of AIC and
BIC are all positive, indicating that the model with a break at the time of the euro formation
is preferred. The differences are always smaller for the BIC than for the AIC because the
BIC imposes a heavier penalty for the extra parameters in the break model. If we rank
AIC by differences, the break seems smaller for the non-euro countries: Sweden had the
8th smallest difference, Norway 10th, the UK 11th and Switzerland 12th. Among the euro
countries, Finland (ranked 9th) had the smallest difference. The ranking by BIC is similar,
the difference in ranks is small except for Sweden which goes from 8th by AIC to 4th by
BIC. The Table 5.6 indicates that there is evidence for a break and it seems larger in the euro
countries than the non-euro countries.
We next repeat the exercise treating the short interest rate, rit , as exogenous (since it is
controlled externally by the ECB for the euro countries) in the second period (Table 5.7).
Table 5.7 Akaike and Bayesian Information Criteria for a Euro Structural Break, m=6
Model k=6 k=5 k=4
Criterion
Austria A 278.90 95.90 75.10
B 171.80 -2.80 -10.10
Belgium A 217.20 106.70 82.20
B 117.70 -1.70 -14.30
Finland A 147.20 56.17 39.50
B 47.00 -27.67 -13.50
France A 246.70 132.10 110.70
B 156.50 51.60 51.10
Germany A 223.90 152.90 120.80
B 124.40 59.90 33.30
Italy A 198.90 152.70 123.60
B 104.40 69.90 72.10
Netherlands A 220.60 113.00 66.20
B 120.20 30.20 21.30
Norway∗ A 144.10 92.50 73.10
B 87.40 14.60 13.00
Spain A 249.20 98.90 71.50
B 148.70 -16.80 -7.60
Sweden∗ A 182.20 97.60 78.60
B 126.10 45.00 15.40
Switzerland∗ A 81.80 63.70 36.60
B 15.20 -13.50 -16.40
UK∗ A 140.90 72.50 50.40
B 62.60 5.60 -6.10
Notes: ∗non-member countries. Difference in AIC, A, and BIC, B, between whole period and 2 sub-periods,
for 3 models; k=5, interest rates exogenous, k=4, interest rates and exchange rates exogenous. Negative value
suggests no structural break.
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We thus see how large the structural break is controlling for interest rates. Since the size
of the system changes from k = 6 to k = 5, (except for Finland where it changes from k = 5










i on the first period
data. Assuming the real exchange rate, epit , is controlled by the ECB, to an extent after
the formation of the euro, we continue the analysis treating the exchange rate as exogenous.
Hence, further reducing the number of endogenous variables in the system, from k = 5 to
k = 4, except for Finland (in which case k = 4 is reduced to k = 3). The Table (5.7) gives the
differences in the AIC and BIC between the whole period and the sum of the two sub-periods
for the three cases. For k = 6, the first column, the differences are the same as in the previous
table. When one controls for the short interest rate and exchange rate, there is clearly less
evidence for a structural break, suggesting that the main breaks came in interest rate and
exchange rate equations. For half of the sample, namely for Austria, Belgium, Finland, Spain,
Switzerland and the UK, the difference of BIC is negative, meaning the model estimated
over the whole period is preferred. The big reduction appears to come from the interest rate
equation.
5.7 Systems Forecasts
In addition, we perform multivariate dynamic forecasts by estimating the cointegrating
VAR model. It includes trend, and the forecast is conditional on the supplied values of the
exogenous variables namely the foreign GDP, rate of inflation, equity price index, short-term
and long-term interest rate per quarter as well as the nominal price of oil. We estimate
cointegrating VAR up to last quarter of 1998, using BIC values for specification (to choose
optimal number of lags and cointegrating vectors) from the Table 5.6.
We perform these system forecasts for level of GDP and then for the income growth.
We then use these estimates to compare with forecasts produced using OLS for single
equation and then for system one. There is difference in interpretation of these four estimates,
summarised in the Table 5.8, for euro countries and for non-members. For instance, for a
euro member, such as Italy, these would be interpreted as four different measures of the
effect of the euro on GDP, plus prediction errors. For a non-member country, such as the
UK, they are just prediction errors. For Italy, the Netherlands, Norway and Spain, the errors
are all negative, in each case the actual was below the forecast. Meanwhile, for Belgium,
Sweden and Switzerland the errors are positive, suggesting that countries performed better
than forecast suggested they would.
The levels are cumulative effects, hence, for instance, Italian GDP is between 7% and
9% below what would have been predicted. The Italian estimates of growth are very similar
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Table 5.8 Mean Error of Forecast Percent (Level), Percentage Points at Annual Rates (Growth)
Level Growth
Single System Single System
Austria 0.84 -0.05 -0.07 -0.05
Belgium 5.20 1.32 0.09 0.04
Finland 10.33 -1.96 -0.16 -0.15
France 3.88 0.22 -0.05 -0.06
Germany -0.07 -2.61 0.02 0.05
Italy -6.79 -8.94 -0.29 -0.31
Netherlands -5.95 -4.79 -0.16 -0.14
Norway∗ -11.02 -9.32 -0.32 -0.28
Spain -8.80 -1.67 -0.15 -0.17
Sweden∗ 14.65 10.94 0.31 0.37
Switzerland∗ 13.10 3.05 0.15 0.08
UK∗ -58.78 0.74 -0.04 -0.13
Notes: ∗non-member countries; all values are in percentages.
between the system and the single equations, both about 1.2% per annum lower: slightly
below pre-crisis and substantially below post-crisis. As in case of Italy, for the Netherlands
the system and single equation estimates are also very similar for both, level and growth.
For France, Germany and the UK, there are two negative and two positive estimates. For
example, the UK level is either 59% below (this is an explosive forecast), or 0.7% above
(this is an average of the pre-crisis period, where the actual was above the forecast, and a
post-crisis period, where it was below).
For some countries the single and system level forecasts are completely different. For
instance, for Finland the single level estimate is 10.33%, while the system one is smaller
in magnitude and of the opposite sign (−1.96%). Meanwhile, growth forecasts for Finland
are quite similar, −0.64% per annum using single equation and −0.6% per annum using
the VAR. Both of them are only proportion of a 1%, as levels based forecast estimates are
accumulated, while growth ones add up over time, but are quite small in any particular year.
In case of Austria, level single and system estimates are not as different as in case of Finland,
however, they are also of the opposite signs. Nonetheless, the growth estimates are once
again closer to each other, around 0.2% per annum below the forecast.
Overall, more than half of the sample performed worse than forecasted. From the graphs
(an appendix, D.3 and D.4) we see that the growth rate is slightly below predicted in the
pre-crisis period and substantially below that in the post-crisis period. However, looking at
the Table 5.8, there does not seem to be any clear pattern in these estimates and no obvious
difference between the euro and non-member countries.
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Unlike the levels case, the single equation and systems estimates for growth are quite
similar and all have the same sign. Two of the four non-euro countries and six of the
eight euro countries did worse than forecast. Meanwhile, Belgium, Germany, Sweden and
Switzerland did better.
5.7.1 Sensitivity to Exogeneity
In addition, we check whether treating short interest rate and exchange rate as exogenous
will significantly change our results. In order to do so, we estimate a model with now four
endogenous variables (yit , πit , eqit and lrit) instead of six (where rit and epit were considered
endogenous) and use model specifications suggested by BIC from the Table 5.6. We then
compare the mean errors of forecast errors for level of income and growth for six-variable
model with those for four-variable model. The results are summarised in the Table 5.9.
Table 5.9 Effect of Interest and Exchange Rates: Mean Error of Forecast 1999Q1-2016Q4, GDP (System)
6-Variable Model1 4-Variable Model2 3-Variable Model3
Level (%) Growth (%) Level (%) Growth (%) Level (%) Growth (%)
Austria -0.05 -0.05 0.18 -0.04 -0.14 -0.05
Belgium 1.32 0.04 1.91 0.05 1.90 0.05
Finland -1.96 -0.15 -1.25 -0.13 0.00
France 0.22 -0.06 0.37 -0.06 0.12 -0.07
Germany -2.61 0.05 -4.32 -0.01 -8.77 -0.10
Italy -8.94 -0.31 -8.27 -0.29 -8.36 -0.29
Netherlands -4.79 -0.14 -4.99 -0.15 -4.73 -0.14
Norway∗ -9.32 -0.28 -13.56 -0.33 -11.15 -0.33
Spain -1.67 -0.17 -0.48 -0.13 -0.41 -0.13
Sweden∗ 10.94 0.37 11.03 0.37 12.02 0.39
Switzerland∗ 3.05 0.08 2.81 0.08 3.78 0.10
UK∗ 0.74 -0.13 -5.96 -0.53 -5.14 -0.48
Notes: ∗non-member countries. Level in percent; Growth in percentage points at annual rates. 16-Variable Model:
yit , πit , eqit , epit , rit and lrit are endogenous variables; 24-Variable Model: yit , πit , eqit and lrit are endogenous
variables; 33-Variable Model: yit , πit and eqit are endogenous variables.
For most countries mean values do not seem to change much whether short interest rate
and exchange rate are treated as endogenous or exogenous variables. This is especially true
for the growth equations, such in case of France (−0.06), Sweden (0.37) and Switzerland
(0.08) the mean errors of forecast do not change at all after switching from six-variable to
four-variable model. In addition, if we consider long interest rate to be exogenous as well,
the estimations for now three-variable model are still not very different from the original
ones (Table 5.9). The values for the three-variable model for Finland are missing since the
long-term interest rate data are not available for this country.
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We arrive to the same conclusion when analyse the root mean sum of squares for the three
models. Results are presented in the Table 5.10. In some cases the estimates are somewhat
unusual, for instance, for the level of income for Austria the coefficient jumps from 1.59 in a
six-variable model to 0.18 in a four-variable model and then jumps up again to 1.44 when we
treat long interest rate as exogenous as well.
Table 5.10 Effect of Interest and Exchange Rates: RMSPE1 of Forecast 1999Q1-2016Q4, GDP (System)
6-Variable Model2 4-Variable Model3 3-Variable Model4
Level (%) Growth (%) Level (%) Growth (%) Level (%) Growth (%)
Austria 1.59 0.82 0.18 0.81 1.44 0.81
Belgium 1.62 0.56 2.16 0.51 2.19 0.51
Finland 4.60 1.00 4.19 1.00
France 2.84 0.36 2.80 0.35 2.92 0.35
Germany 4.12 0.53 5.18 0.51 9.82 0.59
Italy 12.09 0.52 11.51 0.53 11.60 0.53
Netherlands 6.39 0.64 6.58 0.65 6.27 0.56
Norway∗ 11.32 1.13 14.96 1.25 15.59 1.24
Spain 6.99 0.62 6.55 0.64 6.50 0.64
Sweden∗ 13.04 0.84 13.15 0.84 14.27 0.86
Switzerland∗ 4.15 0.73 3.92 0.72 5.05 0.78
UK∗ 5.32 0.62 14.18 1.07 12.99 1.02
Notes: ∗non-member countries. Level in percent; Growth in percentage points at annual rates. 1RMSPE - Root
Mean Squared Prediction Errors. 26-Variable Model: yit , πit , eqit , epit , rit and lrit are endogenous variables; 34-
Variable Model: yit , πit , eqit and lrit are endogenous variables; 43-Variable Model: yit , πit and eqit are endogenous
variables.
In addition, in case of the UK the mean error of forecast for the level income changes
from positive (0.74) to negative (−5.96 and −5.14 in four-variable and three-variable models,
respectively). Meanwhile, the RMSPE increases from 5.32 to 14.18 in four-variable model
and drops to 12.99 in three-variable one. Moreover, in case of Norway the change is not
as substantial, the mean error for level decreases from −9.32 to −13.56 while the RMSPE
increased from 11.32 to 14.96, which is again usual. However, for both these countries
BIC suggested a presence of two cointegrating vectors. If instead we assume just one, the
estimates appear to be more consistent. For instance, in case of the UK the mean prediction
error for the level income changes from 2.86 (instead of 0.74) in six-variable model to 2.04
(instead of −5.96) in four-variable and three-variable ones, while the RMSPE remains around
4% throughout.
Overall, the variance does not change much from model to model and this, once again, is
especially pronounced for income growth output. For instance, for some countries, such as
for Belgium the RMSPE decreases from 0.56 in a six-variable model to 0.51 in a four-variable
and six-variable ones. In other countries, for instance, for Italy it increases slightly from 0.52
to 0.53. Overall, there is no consistency among the countries, hence, there is no evidence
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that using actual values for short and long interest rates as well as for the exchange rate
substantially changes the estimates.
To summarise, we find that there is more evidence for a structural break in the interest
rate and exchange rate equations when k = 6 (Table 5.7) than when they were treated as
exogenous (as in case of k = 5 and k = 4 the BIC changed to negative for most countries or
decreased substantially, meaning splitting the estimation period in two sub-periods did not
improve the fit of the model). Thus, we check the sensitivity of our estimates to exogenity by
conditioning on these additional variables (short and long interest rates as well as exchange
rate). Nonetheless, predictions do not change much when we change k and, hence, we
conclude that there is no big difference between using interest and exchange rate values as
they are being predicted from the period before the euro versus their actual values.
5.7.2 Structural Break in 2008Q1 (Forecast Based on 1979Q2-2007Q4)
Since some of the above results seem unusual, we consider possibility that the structural
break occurred not in 1999Q1, but during the financial crisis 2007-2008. Hence, we repeat
the same estimations for a structural break in 2008, and the forecast in this case is based on
the estimations for 1979Q2-2007Q4.
















Notes: ∗non-member countries; Model A is chosen by AIC, Model B by BIC; r is the number of cointegrating
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First, we use BIC to identify the number of cointegrating vectors (r) and to choose the
optimal lag length for the endogenous (e) and exogenous (m) variables (Table 5.11).
For all countries lag length of one seems to be optimal for both, exogenous and endoge-
nous variables. However, there are some differences in r across the sample. According to
BIC there is no cointegration among the variables in case of Finland, Italy and Sweden.
However, BIC confirms presence of one cointegrating vector for Austria, Belgium, France,
the Netherlands, Spain and Switzerland. Three unusual cases, as before, are Germany and
Norway with r = 2 and the UK with three cointegrating vectors.
Then we estimate mean error of forecast (Table 5.12) and the root mean squared prediction
errors of forecast 2008Q1-2016Q4 (Table 5.13).
Table 5.12 Effect of Change in Exogenity on Real GDP: Mean Error of Forecast 2008Q1-2016Q4
(System)
6-Variable Model1 4-Variable Model2 3-Variable Model3
Level (%) Growth (%) Level (%) Growth (%) Level (%) Growth (%)
Austria -2.79 -0.16 -2.87 -0.16 -2.88 -0.15
Belgium 0.51 0.03 1.26 0.06 1.33 0.06
Finland -7.48 -0.37 -6.73 -0.33
France -4.64 -0.19 -4.62 -0.20 -4.70 -0.20
Germany 6.42 0.37 4.62 0.26 3.26 0.19
Italy -9.26 -0.40 -6.41 -0.28 -9.21 -0.40
Netherlands -5.23 -0.20 -5.25 -0.21 -5.64 -0.22
Norway∗ -3.38 -0.16 -2.83 -0.17 -3.01 -0.18
Spain -14.11 -0.55 -13.63 -0.53 -13.32 -0.51
Sweden∗ 5.79 0.40 5.76 0.39 6.39 0.42
Switzerland∗ 4.95 0.18 4.36 0.14 4.47 0.15
UK∗ -23.09 -1.31 -21.94 -1.03 -28.10 -1.85
Notes: ∗non-member countries. Level in Percent; Growth in Percentage Points at Annual Rates
16-Variable Model: yit , πit , eqit , epit , rit and lrit are endogenous variables; 24-Variable Model: yit , πit , eqit and lrit
are endogenous variables; 33-Variable Model: yit , πit and eqit are endogenous variables.
However, changing the year of structural break (from 1999Q1 to 2008Q1) to account
for the effect of the financial crisis 2007-2008 does not seem to improve forecasts. It still
appears that the UK, Italy and Spain did noticeably worse than was predicted, with these
three countries having especially large negative mean errors of forecast. Among those who
did better are Germany, Sweden and Switzerland, which is also consistent with forecasts
for 1999Q-2016Q4 with an exception of Germany (that had a negative mean error of −2.61
before, which changed to 6.42 when the structural break was moved to 2008Q1). The mean
error of forecast for the UK level of GDP changed significantly, from 0.74 in a six-variable
model for forecast 1999Q1-2016Q4 (Table 5.9) to the corresponding value of −23.09 for
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Table 5.13 Effect of Change in Exogenity on Real GDP: RMSPE1 of Forecast 2008Q1-2016Q4 (System)
6-Variable Model2 4-Variable Model3 3-Variable Model4
Level (%) Growth (%) Level (%) Growth (%) Level (%) Growth (%)
Austria 3.30 0.93 3.35 0.93 3.32 0.93
Belgium 0.92 0.53 1.50 0.50 1.59 0.50
Finland 8.53 1.03 7.72 1.08
France 4.93 0.33 4.91 0.33 5.00 0.34
Germany 7.81 0.60 5.64 0.54 4.19 0.49
Italy 10.29 0.62 7.12 0.52 10.23 0.63
Netherlands 6.22 0.66 6.30 0.65 6.52 0.60
Norway∗ 3.74 1.20 3.53 1.23 3.70 1.26
Spain 15.79 0.82 15.28 0.83 14.93 0.81
Sweden∗ 7.38 0.90 7.32 0.90 7.91 0.91
Switzerland∗ 5.18 0.81 4.52 0.77 4.64 0.81
UK∗ 26.93 1.37 24.44 1.18 33.83 2.01
Notes: ∗non-member countries. Level in percent; growth in percentage points at annual rates. 1RMSPE - Root
Mean Squared Prediction Errors. 26-Variable Model: yit , πit , eqit , epit , rit and lrit are endogenous variables;
34-Variable Model: yit , πit , eqit and lrit are endogenous variables; 433-Variable Model: yit , πit and eqit are
endogenous variables.
forecast 2008Q1-2016Q4. The root mean squared errors are also quite different (Table 5.10
and Table 5.13). Hence, we graph the forecast for the UK to check these estimations.
As can be seen from the Table 5.11, the BIC suggests presence of three cointegrating
vectors, which is the only r=3 case in the sample, with all other countries having up to two
cointegrating vectors. We plot forecast for the UK level of income with r=3 (Figure 5.3) and
compare it with such for r=1 (Figure 5.4).
Fig. 5.3 UK GDP (level; r=3) Fig. 5.4 UK GDP (level; r=1)
Note: r = number of cointegrating vectors.
It appears, that the reason for such unusual forecast for the UK might indeed be a result
of misspecification rather than anything else. As we can see from the r=3 case, the forecast
wonders off after the structural break in 2008Q1. In r=1 case, the actual series is still below
the forecast, meaning that in both cases the UK did worse than was predicted, however, the
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growth level in forecast series is much more stable. The same can be found if we test for
no cointegration at all (case of r=0). This suggests, that the unusual forecast for the UK is
likely to be due to misspecification. Overall, we conclude that changing structural break
from 1999Q1 to 2008Q1 does not significantly alter our estimations and forecasts.
5.8 Conclusion
In this chapter we compare our counterfactuals with the actual post-euro realisation and find
that in most cases actuals diverge from forecasts quite substantially. However, this might not
be necessarily due to joining or not joining euro, but due to some misspecification of the
equations estimated. We attempt to condition on various exogenous variables, but there does
not seem to be a clear difference between euro and non-euro countries’ estimates.
We start with single equation estimates for GDP, inflation and interest rates and then
perform multivariate dynamic forecasts for the level of income and for GDP growth. We then
compare these system forecast estimates with the single equation forecast ones.
Starting with level of GDP equation, lagged foreign income appears to have a significant
negative effect on domestic income for all countries with the exception of the Netherlands,
while the overall effect of world income is positive for most countries, except four. The
unexpected result is a negative trend coefficient for four cases, which might be due to some
misspecification. Even though all equations passed normality test, about half of the countries
failed the serial correlation and functional form tests and two failed the heteroskedasticity
test. In general, the graphs for actuals and forecasts do not appear to be very close to each
other, but exhibit similar general patterns.
As for the growth in GDP equations, the lagged foreign income growth coefficient is
insignificant, but positive for all countries except three, and the overall foreign income
growth effect is positive as well for all countries. All equations passed the functional form
and heteroskedasticity tests, however, some failed the serial correlation and normality tests.
Overall, comparing to the level form, the growth rate model seems to fit the data better.
Although in both cases structural stability analysis identifies breaks in different years for
different countries, hence, there does not seem to be a common break around the foundation
of euro.
As for the change in inflation equation, the lagged change in domestic inflation is negative
for the whole sample, except one country. However, most countries did not pass the serial
correlation and heteroskedasticity tests. Overall, in the level of inflation equations actual
inflation rates were more jumpy than the forecasted ones for most countries. Meanwhile, in
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the change of inflation equation, the actual growth rates of inflation are mostly higher than
the forecasted ones.
When we estimate short and long interest rate equations we find that in case of majority
of economies the actual and predicted short interest rates are quite close until the crisis 2007-
2008. For majority of countries after the crisis the predicted rate went sharply negative while
the actual one was constrained by the zero lower bound and, hence, could not follow. We find
that the difference between actual and predicted rates is smaller when we use long-term rather
than short-term interest rates to estimate Taylor Rule. Nonetheless, even in the long-term
case, the estimates for euro members are not much different from the results for non-member
countries.
When we compare system and single equations forecast estimates for the level of GDP
and the income growth we find that in the first case for more than half of the sample the actuals
are below forests, suggesting performance worse than forecast suggested. The difference is
especially dramatic following the financial crisis, with the actuals going much more below
forecasts. However,it appears that the growth single equation and system results for GDP are
more similar than the level ones.
The main structural breaks seem to be in the interest and exchange rate equations, where
there was a clear institutional change in their determination with the introduction of the
euro. The formation of euro is not identified as the most likely date for a structural break in
the GDP equations, and the GDP growth rate equation shows no structural break for many
countries. In addition, changing year of a structural break to 2008Q1, to account for the
financial crisis 2007-2008, does not significantly improve our estimates.
Overall, the results are sensitive to a range of specification choices and the confidence
intervals around counterfactuals, that were based on pre-euro relationship, are large. There
do not appear to be obvious differences in the patterns of structural breaks when comparing
euro and non-member countries. The effects of the euro are apparent everywhere except in
the main macroeconomic equations. This may be significant. The formation of the euro was
a major break which required a change in the patterns of economic relationships to provide
alternative methods of economic adjustment to changes in interest and exchange rates. The
fact that the economic relationships did not seem to have changed may have been a source of
tensions for the euro.
To summarise, we conclude that even though according to traditional economic theory the
interest and exchange rates are seen as two key tools for the balance of payments adjustments,
we do not find significant difference between those countries that have control over setting
their monetary targets (stand-alone countries) versus those who do not (EMU-members).
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Hence, we conclude that there must be other adjustment mechanisms at play. What they are
is an area for future research.
Chapter 6
Conclusion
This thesis uses various panels of cross-country data to examine the types of open economy
adjustments undertaken to maintain a sustainable or solvent position with respect to the
balance of payments and public finance. In the beginning of this thesis we ask relatively
general questions: how do exports and imports respond to balance of payments deficits?
Does the balance of payments adjust in a stabilising way to maintain long-term solvency?
Do exchange rate adjustments stabilise the balance of payments?
In the first chapter we provide the introduction for this thesis. Then in the second
chapter we begin our empirical analysis by first focusing on the exports and imports demand
equations. We find that there is a lot of evidence of the significant effect of income on trade,
but the results on the Marshall-Lerner condition are mixed. Endogeneity and other issues
make empirical analysis of the demand equations for exports and imports complicated. The
results vary substantially depending on the sample size, estimation period and the dataset
used.
We begin the second chapter by first analysing a general ARDL model (for the real
exports) that includes exchange rates, consumer price indices, the national and global
GDP. We find that this general model produces results that are very sensitive to the model
specifications and does not lead to a common model for different countries in the sample. In
contrast, a more restrictive error-correction model, with income being the only explanatory
variable, produces results that are more in line with traditional economic theory. We find
that the average income elasticity of trade for 15 countries is 1.26% in the long run and
4.08% in the short run. Nonetheless, this model produces mixed findings on the effect of
income on trade in the long run. According to the Wald test long-run elasticity coefficients
are significant for most countries in the sample, except two (Australia and India). However,
the F-test results suggest a possible joint redundancy of the lagged variables in the model,
leaving a doubt about whether there is a long-run relationship between income and trade.
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In addition, after analysing the same model using two different datasets, WTO and IMF,
we find that results vary depending on a dataset, however, there appears to be a positive
relationship between the IMF and WTO estimates of short-run and long-run elasticities
(considering the whole period, 1980-2013) and this relationship is stronger in the former
case. Thus, we conclude that while both datasets confirm significant effect of income on
trade both, in the short and in the long run, the actual estimates are sensitive to the dataset
used.
We also check sensitivity of these estimates using structural stability analysis. We assume
that if we account for possible structural breaks in the data it might help to produce more
robust estimates. However, structural breaks appear to be in different years in different
countries. Nonetheless, when we try to estimate this relationship using WTO data for our
sample over 1980-2013 and break this period into pre-2000 and post-2000, both short-run
and long-run coefficients are significant for the vast majority of countries. Hence, year 2000
appears to be if not the optimal, then a reasonably good choice for a common breakpoint
for our data. Nevertheless, the structural stability analysis still shows that estimates of
income-trade relationship are also sensitive to the choice of the estimation period.
Finally, quite unusual result is that the short-run elasticity coefficients are larger than the
respective long-run ones. It is however, consistent with findings in the relevant literature,
including the Constantinescu et al. (2015) paper. Turning to the literature for an explanation,
one of the possible reasons for such counter-intuitive results is that income-trade relationship
analysis is subject to an issue of endogeneity. It is unlikely that world GDP would be shifted
by the exports of any particular country, but exports could be driving domestic output, which
in turn might affect global income. The presence of lagged endogenous variables on the
right-hand side of a regression model is likely to bias OLS estimates (Felbermayr, 2005).
Overall, after analysing income-trade relationship using 15 countries and two datasets,
WTO and IMF, we can note that results are sensitive to the specifications of the model,
estimation period and the datasets used. We find that the analysis of income-trade relationship
is subject to a few issues and limitations. Besides the endogeneity issue, there is also likely
to be an issue of omitted variables, as income and trade flows prices might be not the only
variables that affect demand for exports and imports. However, what the other variables
are is a complicated question. Furthermore, ideally the analysis of changing income-trade
relationship requires long data, but for many countries sufficiently long data are not available,
hence the data availability is another issue of this analysis.
Furthermore, it appears that besides structural factors, cyclical ones, such as temporary
negative shocks like a recession, might also be behind the changing income-trade relationship.
Nonetheless, it is quite challenging to separate the two in relatively short data series. Hence,
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we consider income-trade relationship for the UK and US for which longer quarterly data
are available. After estimating VECM models we establish that prices and income can
be considered weakly exogenous. Hence, we try to estimate ARDL and error-correction
models that assume exogeneity of explanatory variables. We find that our ECM estimates
for imports are comparable to the ones found in a paper by Hooper et al. (2000) that used
similar estimation techniques to ours. There are also some discrepancies between our and
their results, which may be due to different sample sizes and estimation periods.
We also find that the Marshall-Lerner condition holds only for the UK, but not for the
US. Hence, it is not clear what mechanisms maintain balance of payments sustainability.
To investigate this, rather than looking at the whole model we consider reduced form
autoregressive equations for the balance of payments and government surplus. In the third
chapter we focus on the balance of payments solvency and look directly at what is the
feedback using autoregression without specifying the intermediate variables, income and the
exchange rates.
To get more precise estimates of the adjustment process we use long span data for many
countries. The data for a panel of 17 countries come from JST dataset1) and covers a period
from 1870 to 2016.
First we focus on the relationship between exports and imports shares of GDP. Homoge-
neous fixed effect panel estimate is significant and comes to 0.97, suggesting that the change
in exports and imports shares of GDP is about one-to-one. When we break the estimation
period in three sub-periods, the new estimates confirm the fixed effect result with most
coefficients, except few in the first sub-period, being significant and close to one.
Since imports and exports are likely to be co-determined, we then try to estimate a VECM
in shares with one lag. Pooled sample estimates once again suggest that imports-exports
relationship is close to unity, and both feedback coefficients even though small, respond to
the disequilibrium, suggesting endogeneity. Meanwhile, heterogeneous estimates suggest
that for the whole period cointegration coefficient is significant in all but three countries. It
averages to −0.76 with adjustment being done through imports for most economies. Speed
of adjustment coefficient of imports is significant for 11 countries and averages to 14% per
year, while exports speed of adjustment coefficient is only significant for 8 economies and
averages to 2%. Nonetheless, there is less evidence of cointegration over shorter sub-periods,
and the coefficients do not seem to be close to unity. When we check whether cointegration
coefficient is in fact equal to one, this restriction on VECM is rejected for about half of the
sample. Nonetheless, estimating the model for the whole period with logs of imports and
1Oscar Jordà, Moritz Schularick, and Alan M. Taylor. 2017. “Macrofinancial History and the New Business
Cycle Facts.” in NBER Macroeconomics Annual 2016, volume 31, edited by Martin Eichenbaum and Jonathan
A. Parker. Chicago: University of Chicago Press.
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exports in nominal values and local currency produces an average coefficient of −0.997,
much closer to unity, and estimating that model over shorter sub-period does not substantially
change this result. Hence, trade flows are clearly cointegrated when the relationship is
estimated over sufficiently long period. However, it is still not clear whether exports and
imports should be expressed as shares of GDP, or it is better to model this relationship using
logarithms of the exports and imports nominal values.
In order to estimate balance of payments solvency we use two proxies, current account
and balance of trade, both are expressed as shares of GDP. We analyse sustainability of
the process by simply regressing change in the balance of trade (current account) share of
GDP on its own lagged values, and if the response coefficient is negative, it confirms that
the process is stabilising. Homogeneous fixed effect panel estimates suggest that both, the
balance of trade and current account shares of GDP are examples of stabilising processes.
The current account adjustment to equilibrium is about 21% per year with approximately
10% of the adjustment been done by imports, 7% by exports and roughly 4% by the other
components of the current account. The balance of payments annual adjustment is about
10% with exports and imports adjustment being symmetric, about 5% per year.
When we consider heterogeneous estimates for the whole period, balance of payments is
stabilising for 10 out of 17 economies. Even though current account series has more missing
observations, the estimates suggest that the process is stabilising for 13 out of 17 countries.
There is less evidence of stabilisation when we estimate the autoregressive models over
shorter periods.
Fixed cross-country effects estimates also suggest that for the balance of payments
(measured by the current account share of GDP) the annual adjustment to equilibrium is
26% when in deficit and 13% when in surplus, suggesting that there is about twice as much
pressure to adjust on countries running deficits versus those running surpluses. Meanwhile,
heterogeneous estimates provide some support for the presence of the asymmetric adjustment,
but these evidence are mixed and are not be very significant.
Nonetheless, even though we find strong evidence of stabilisation for both, current
account and balance of trade, it is still not clear how the adjustment is done. A traditional
view is that in case of the balance of payments solvency, the adjustment to net foreign assets
of a country should play an essential role (Bohn, 2007). However, these data are not available
for the long span covered by the JST dataset. Nonetheless, we have sufficient data to analyse
sustainability for public finances, and we consider this useful since the balance of payments
and government debt crises often go hand in hand, as we saw for instance from the European
sovereign debt crisis that peaked between 2010 and 2012. Moreover, theoretical framework
of the balance of payments solvency and the government surplus sustainability is similar.
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Hence, we then move to analysing sustainability of the public sector surplus and govern-
ment debt, using the same dataset (JST) and similar theoretical framework. We emphasise
that even though the algebra in terms of theoretical framework is similar for analysis of the
balance of payments solvency and government surplus sustainability, the economics of the
two and the way the balance of payments and government spending are financed are different.
Building on a theory proposed by Bohn (2007) we estimate a model for surplus and
separate models for its components, revenue and expenditure. This allows us to shed some
light on the adjustment process as well as the feedback mechanism of these processes
converging to stationary state.
We first estimate models for change in surplus, revenue and expenditure using lagged
values of debt-GDP, surplus, expenditure and income as explanatory variables. Fixed effects
estimates suggest surplus and revenue do not seem to adjust to debt-GDP in the right way.
Moreover, lagged expenditure coefficient is quite small allowing us to assume that effects of
revenue and expenditure are not significantly different, meaning it is the difference between
the two that is important. Since lagged income coefficient is very small too, we conclude that
we can estimate models without expressing surplus as a share of GDP.
We then estimate models for change in surplus, revenue and expenditure with only two
explanatory variables, lagged surplus and lagged debt-GDP. Moreover, as in the balance of
payments chapter, to get some insights on the adjustment patterns we split our data in three
approximately equal sub-periods, 1870-1914, 1915-1950 and 1951-2016.
Homogeneous fixed-effect panel estimates suggest that surplus is stabilising on both, its
previous value and debt-GDP. It appears that surplus adjustment to its own lagged values is
done through revenue and to the lagged debt-GDP − through expenditure. Heterogeneous
estimates are consistent with these results in terms of how adjustment is done, although
according to country-specific results, surplus is stabilising on its own lagged values, but not
on debt-GDP ratio. Hence, we conclude that there might not be an equilibrium level of debt,
which is consistent with Bohn’s idea that different ratios of debt-GDP can be sustainable
depending on the credibility of the borrowing government (Bohn, 2005, 2016).
Moreover, fixed-country effect estimates and heterogeneous results suggest that in most
cases stabilising lagged surplus coefficient in the revenue equation offsets effect of the
distabilising one in the expenditure equation. Meanwhile, more lagged debt coefficients have
the correct sign in the expenditure equation than in the revenue model, once again offsetting
the effect of the latter ones.
Furthermore, including key macroeconomic variables, namely GDP growth, long-term
interest rate and inflation in the surplus model does not substantially alter these results. The
pooled data estimates suggest that all coefficients except long interest rate are significant
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and that there is significant feedback coming from debt-GDP. Nonetheless, heterogeneous
estimates still suggest that debt-GDP ratio coefficient is different from zero only in two out of
17 countries. Hence, it is not clear whether the best estimate of the feedback from debt-GDP
is its coefficient or zero.
Moreover, as in case with the current account adjustment, we find evidence of the
asymmetric adjustment when we estimate data with fixed cross-country effects over the
whole period. We find that if the government is running deficit the annual adjustment to
equilibrium is twice higher (20%) than when it is running surplus (10%), suggesting that
there is more pressure to adjust on countries running deficits than those running surpluses.
There is somewhat less evidence of the asymmetric adjustment if we consider countries
individually, which, again, is consistent with the results for the current account analysis.
In addition, before we treated balance of payments and government surplus adjustments
separately, however in the last section of chapter four we also consider whether they are
linked through the identity which we derive starting from the GDP equation. The decision to
check for cross-surplus adjustment comes from what known as a twin-deficit hypothesis, that
suggests that shocks that deteriorate government budget, shift the current account balance
in the same direction. Hence, we check if there any links between the balance of trade and
public sector surplus. We find that even pooled data estimates for the whole period suggest
very little cross-surplus adjustment. We also report heterogeneous estimates, but they do not
provide any more support for the twin-deficit hypothesis.
Overall, we find strong evidence that large deficits do tend to adjust themselves, but
there does not seem to be an equilibrium level of debt. Hence, even very high debt-GDP
ratios may potentially be sustainable as long as a government has sufficient opportunities to
refinance its debt. This conclusion is linked to the main issue with the empirical analysis of
the solvency condition for the balance of payments and for the government debt, which is
the fact that solvency is a question of economic nature and is based on lenders’ expectations
(Bohn, 2005, 2016). Therefore, debt-GDP can grow rapidly as long as the lenders expect to
be paid. However, if lenders believe that the government is not a credible borrower they will
not be willing to acquire this government’s debt without a risk premium to compensate for
possible default. Therefore, the debt acquisition can have different effect on interest rates for
borrowers with different credibility. Thus, there does not need to be an equilibrium level of
debt-GDP and various governments can remain solvent with different levels of debt-GDP
depending on lenders beliefs in their credibility. Since the true necessary condition for
solvency depends on the lenders’ beliefs about a government’s ability to repay its debts, it
cannot be tested empirically (Bohn, 2005, 2016).
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Another issues with these estimations are the gaps in data for some countries. For
instance, in case of Finland there is an insufficient number of observations to estimate surplus,
revenue or expenditure models. It is also not clear whether surplus and debt should have been
used as shares or in nominal values. A number of transformations on these data is possible
and there does not seem to be a clear preference for one over another when we consider
different options.
While we find evidence of stabilisation for both, balance of payments and government
surplus, it is still not clear what are the mechanism behind these adjustments. Most economic
theories assume that open economy adjustments are mainly done though changes in interest
rate and exchange rate. However, for some countries these adjustment mechanisms are not
available. In case of the European Monetary Union, in moving to common interest rates and
exchange rates, some of the adjustment mechanisms were removed, thus, the real economy
had to adjust. In the fifth chapter we consider what happens in case when the nominal interest
rate and exchange rate adjustments are removed on an example of the European Monetary
Union members. We consider a range of equations for EMU members and non-member
countries in order to identify whether there any significant differences in the estimates for
the two groups.
Despite having sufficient data for this analysis, one of the issues was to consider what
conditioning variables we should have included. Also, it was not clear whether we should
model the relationships using levels, meaning treating the variables as trend stationary, or
assume they are difference stationary and use growth rates. Thus, we do both. The third
challenge is that working with counterfactuals, we cannot be certain that whatever differences
between EMU and non-member countries we found are due to joining EMU or some possible
misspecifications of the forecasting equation.
First we estimate GDP equation using levels and growth rates. We find that in the growth
rate relationship the actuals and predicted growth rates for many countries in the sample
exhibit similar general patterns and modelling the relationship among variables using the
growth rates fits the data better. Nonetheless, there does not seem to be a major difference
between estimates of the EMU members and those of stand-alone countries.
Then we estimated level of inflation and find the actual inflation rates in general appear
to be more jumpy than the forecasted ones. We also estimate change in inflation equations in
a hope that more equations pass diagnostic tests. But majority of the countries still fail serial
correlation and heteroskedasticity tests. In addition, structural stability analysis suggests
breaks in various years for different countries. Hence, change in inflation equation does not
seem to fit data much better than levels relationship.
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Then we estimated Taylor Rule equations using short and long interest rates and find
that for most countries the actual levels are quite close to the predicted ones until the crisis.
After the crisis the actuals remain constrained by the zero lower bound, while predicted ones
fall sharply. Estimations for the Taylor Rule using long interest rate also do not provide any
clear distinction between EMU and non-member countries with zero lower bound once again
creating a major difference between actuals and predicted values. Nonetheless, the difference
between the two is smaller when we use long rather than short interest rates.
Moving to the VARX systems we find that there is less evidence of the structural insta-
bility when we control for the short interest rate and exchange rate. We then estimate the
cointegrating VAR model in order to perform multivariate dynamic forecast. These forecasts
are done for level of GDP and for GDP growth. In the levels case for more than half of
the sample the actual income growth is below the predicted one, especially after the crisis.
Hence, these economies performed worse than forecasted. In the growth case the estimates
for the single equation and system are more similar, but still there does not seem to be any
clear difference between euro and non-euro countries.
Finally, we check sensitivity of our estimates to exogeneity, but find that treating short
interest rate and exchange rate as exogenous does not produce major differences. We also
consider whether a more suitable breakpoint for the data is not in 1999Q1 but in 2008Q1,
during the crisis. Nonetheless, using 2008Q1 as a breakpoint does not help to establish
any more consistency among our estimates. Overall, after estimating VARX with various
specifications we find that results are very sensitive to the specification choices, and the
confidence intervals around counterfactuals are too large, not allowing for any specific
conclusions about possible differences between EMU and non-member countries.
Our conclusion that there does not seem to be any particular distinction between eco-
nomic performance of EMU members and non-members suggests that becoming part of this
monetary union at least did not make these countries worse off. It might be that adjustment
is more complicated than simple models suggest, and it is not clear what the intermediate
mechanisms are. We assumed that interest rates and exchange rates might be regarded as
exogenous for EMU countries, however, it might not be the case for all individual euro
countries. There might be other influences that we should have controlled for, but what they
are is an open question.
To summarise, models that were used in this thesis are mainly descriptive, not structural.
Hence, they provided us with only general ideas about the long-run interactions among the
variables we considered in this thesis. The main limitations of the analysis performed in this
thesis are sensitivity of the results to model specifications, exogeneity issue and limited data
availability.
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Overall, we find that there seems to be a significant effect of income on trade in the short
and in the long run, but it is challenging to produce robust measures of these effects. In fact, it
appears that the data required for the analysis of the sustainability of the balance of payments
and public finances are very noisy. In most cases numerous shocks in the data make it rather
challenging to confirm sustainability of the balance of trade, current account and government
surplus when the models are estimated for individual countries or over short periods. Our
analysis shows that there is, however, strong evidence of sustainability of the balance of
trade, current account and public surplus when the models are estimated over sufficiently
long period for a large number of countries. Using pooled data with fixed cross-country
effects we find that in case of the balance of trade the adjustment of exports and imports is
about symmetric (5% per year each), while in case of current account the largest portion of
the adjustment is done by imports (10% per year) and slightly smaller by exports (7% per
year). In case of public finances, deficits adjust mainly through revenue. To the best of our
knowledge the use of long span heterogeneous panel data to the analysis of sustainability is
an original contribution of this study.
In addition, we find that there does not seem to be an equilibrium level of debt, hence,
different debt-GDP ratios may be sustainable depending on the borrower’s credibility. Fi-
nally, we do not find major differences between countries that have full control over their
interest rate and exchange rate, that are traditionally considered to be two main adjustment
mechanisms, and economies that do not have such autonomy. Thus, while we find evidence
of stabilisation of the balance of payments and public sector surplus (deficit), the mecha-
nisms behind these adjustments remain to be an open question. Monetary policy decisions,
changes in regulation, structure of taxes and uncertainty are likely to be important factors
in the adjustment processes of the balance of payments and government deficits towards
equilibrium level. These are possible areas for future research.

Appendix A
Chapter II: Trade Elasticities
A.1 History of Trade: Overview
Trade data used in the second chapter are very noisy and covers a long period. Hence, in
addition to the material covered in the chapter we provide some historical context. There
were significant changes in the trade growth rate in the 19th-beginning of the 21st centuries.
The reasons for that include, but are not limited to, the technological progress, political
and economical changes. Technological innovations have been dramatically changing the
ways nations trade, increasing not only volume of goods traded, but giving strong boost
for invisible trade. Starting from the creation of telephone in 1870s to introduction of the
World Wide Web in 1990, the world has been getting smaller with transport costs falling
dramatically. Innovations, such as telegraph, developed in the 19th century, enormously
simplified the movement of capital across the world.
From economic side, period 1870-1914 was characterised by the Gold Standard system,
later replaced by Bretton Woods in 1944-1973, that was in turn abandoned for the Flexible
Exchange Rates system in 1973-1998. The Gold Standard reduced volatility of exchange
rates further increasing trade among countries that were on gold (Meissner et al., 2003).
End of the 19th century can also be seen as the beginning of the re-industrialisation of
the developing countries with more developed countries exporting manufactured industrial
goods and importing primary products from Asia, Africa, Latin America, and Australasia.
This trend in global trade, that is known as the Great Specialisation, was among the major
reasons of the world becoming significantly more asymmetrical in economic sense and of
increasingly high income inequality in the world (Maddison, 2003).
From political side, the first half of the 20th century was marked by the two world wars
and the Great Depression. Trade growth was increasing rapidly up till the World War I, which
caused closure of Europe’s major exchanges and effectively deteriorated trade around the
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world. Then, in 1929, the Great Depression started and lasted till late 1930s, leading to more
severe stagnation. The real global trade declined by 14% during the interwar period, mostly
due to falling output and increasing tariff rates (Madsen, 2001). The Great Depression was
quickly followed by the World War II which was another great exogenous shock to global
trade and world economy. However, the exact exports and imports figures for some countries
in our sample for the second chapter (namely, Germany, Japan and the Netherlands) for
1944-1945 are missing. The Great War led to the reduced imports of manufactured goods
and grain from the Eastern Europe while boosted exports of agriculture goods from Australia,
Canada and the US. Moreover, the US, once a debtor, now was the main supplier of capital
in the world (Litman, 1926).
Nevertheless, the pre-World War II level of global trade was recovered by 1949. The
Second World War ended with establishment of the Bretton Woods system that largely
promoted free trade in order to boost world economy recovery after the war. In 1947 23
countries signed the General Agreement on Tariffs and Trade (GATT) that removed many
trade barriers and quotas. The GATT was eventually replaced by the Marrakesh Agreement
that was signed by 124 countries on 15 April in 1994 and led to creation of the World Trade
Organisation (WTO), which further boosted global trade growth by dismantling protectionist
tariffs and managing negotiations among nations.
This boost to the trade growth were significantly magnified by the number of technological
innovations, such as the containerisation, specialised ships equipped to transport chemicals
and other goods, big vessels and open-registry shipping that reduced regulatory costs. Even
though freight rates remained high throughout the century, after the World War II the world
experienced unprecedented 185% GDP per capita growth from 1950 to 2000 (Maddison,
2003) and trade growth reached an average rate of 5.93% comparing to the 3.49% which was
the average prior World War I (Findlay and O’rourke, 2009).
Another important effect of globalisation was emphasised by Helleiner (1973) who
discussed the increasing trend in the vertical specialisation. By the end of the 20th century the
production of a good could involve different stages to be based in different countries, making
it somewhat difficult to measure the true extent of the effect of vertical specialisation on the
trade growth. Among those who tried, Yeats (1999) estimated that in 1995 the intermediate
goods trade accounted for 30% of global trade in machinery and transportation equipment.
In addition, another major characteristic of trade in the 20th century, long-waited by some,
was the unravelling of the Great Specialisation with declining dependence of the Southern
(developing) markets on the Northern ones (Europe and Northern America). According to
UNISTAD developing countries share of global output in manufacturing increased from 12%
in 1970 to 20% in 1995 (UNCTAD., 1997, p. 82).
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The foundation of the European Union in 1993 changed the landscape of trade in Europe
by creating a single internal market among its members allowing free flow of labour, capital,
visible and invisible trade. The union led to creation of a single currency, euro, that not only
significantly simplified trade within the EU, but made the euro area an attractive region for
non-member countries to do business, with euro becoming one of the most traded currencies
in the world. We focus on the effect of euro in a separate chapter.
Moving away from the Europe, in 1994 the United States with its neighbours, Canada and
Mexico, entered their separate trade agreement, the North American Free Trade Agreement
(NAFTA). The NAFTA liberalised the trade in agriculture, apparel, textiles and automotive
goods among its three members. Regional trade increased sharply during 1994-2014, the US
merchandise trade with its NAFTA partners increased from around $300 billion in 1993 to
over $1.1 trillion in 2014 (Villareal and Fergusson, 2017). The NAFTA has become one of
approximately three hundred free trade agreements (FTA’s), some regional (RTA’s), others
bilateral (BTA’s), that were negotiated globally to this day.
However, global trade growth experienced slowdown following the financial crisis 2007-
2008 that led to increase in protectionism, lower consumer demand worldwide, unstable
exchange rates, fewer expanding markets and lower credit amounts available to households
and firms. Trade growth slowdown is also explained by the imbalances and asymmetric
distribution of income that was brought about by globalisation. Following Brexit-related
uncertainty, escalating trade tensions in the world and various country-specific cyclical and
structural factors, in October 2019 WTO economists revised their prediction of 3.0% trade
growth increase in 2020 down to 2.7% (WTO., 2019).
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A.2 General-to-Specific Modelling: Estimates
General model (2.13):
ARDL(1,1) : lnXit = α0 +β0lnNit +β1lnNit−1 +α1lnXit−1 +δ t +uit .
Table A.1 Restricted Model (Australia, Austria, Canada, Chile, Denmark, Finland and France)
Australia Austria Canada Chile Denmark Finland France
Constant -45.87*** -45.79*** -9.65*** -233.03*** -44.32** -17.18*** -24.30***
(10.36) (2.54) (1.53) (38.86) (17.59) (6.25) (6.59)
lnXit−1 0.26** 0.399*** 0.62*** 0.399***
(0.17) (0.09) (0.08) (0.06)
lnYit 1.29***
(0.27)
∆lnYit 1.12** 1.30** 1.07** 2.52***
(0.53) (0.54) (0.398) (0.37)
lnYit−1 -1.17* 1.77*** 0.393*
(0.60) (0.32) (0.24)
lnY ∗t 8.24*** 1.72** 0.81***
(1.27) (0.64) (0.23)
∆lnY ∗t 2.48*** 2.12*** 3.18*** 1.93***
(0.88) (0.65) (0.77) (0.58)
lnY ∗t−1 3.04*** 0.68*** 0.65***
(0.87) (0.24) (0.11)
lnEit 0.24** 0.397*** -0.68*** 0.390***
(0.09) (0.07) (0.09) (0.05)
∆lnEit 0.390*** 0.35***
(0.08) (0.11)
lnEit−1 0.399*** 0.15* -0.20** 0.66*** 0.24**
(0.13) (0.07) (0.10) (0.06) (0.10)








∆lnCPIUSt 1.73*** 1.71*** 0.95*
(0.393) (0.36) (0.52)
lnCPIUSt−1 -0.397*** 0.32*** -0.86** -0.92***
(0.07) (0.08) (0.35) (0.23)
δ t -0.18*** -0.04**
(0.04) (0.02)
Source: WTO.
Note: Standard errors in parentheses; ∗∗∗ indicates a significance level of 1 percent, ∗∗ of 5 percent, and ∗ of 10
percent.
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Table A.2 Restricted Model (Germany, Greece, India, Indonesia, Israel, Italy, Japan and the UK)
Germany Greece India Indonesia Israel Italy Japan UK
Constant -80.27*** -28.88*** -31.34*** -6.53 -14.89*** -20.86** 6.64*** -9.86**
(15.05) (9.02) (8.97) (8.93) (4.61) (7.81) (2.28) (4.76)
lnXit−1 0.57*** 0.82*** 0.22* 0.65*** 0.59*** 0.394*** 0.30***






lnY ∗t 2.74*** 3.38***
(0.51) (0.94)
∆lnY ∗t 4.38*** 4.40*** 2.87*** 3.96*** 2.64***
(1.17) (0.60) (0.74) (0.67) (0.62)
lnY ∗t−1 1.64*** 1.22*** -2.20** 0.68*** 1.03*** 0.16** 0.81***
(0.55) (0.33) (1.07) (0.21) (0.32) (0.07) (0.19)




lnEit−1 0.20*** -0.399*** 0.28*** 0.29***
(0.06) (0.11) (0.09) (0.07)
lnCPIit 0.61***
(0.18)
∆lnCPIit 2.09*** 1.83*** 1.81*** 0.06** 1.44*** 2.35***
(0.67) (0.393) (0.31) (0.03) (0.39) (0.38)
lnCPIit−1 1.44*** 0.23* 1.21*** 0.81*** 0.398***
(0.28) (0.12) (0.29) (0.23) (0.11)
lnCPIUSt -1.46**
(0.54)
∆CPIUSt 3.03*** 1.53*** 1.76**
(1.00) (0.399) (0.65)
lnCPIUSt−1 -1.08*** -0.60* -0.50*** -1.02*** -0.72**
(0.14) (0.32) (0.16) (0.35) (0.33)
δ t -0.07*** -0.05*
(0.01) (0.03)
Source: WTO.
Note: Standard errors in parentheses; ∗∗∗ indicates a significance level of 1 percent, ∗∗ of 5 percent, and ∗ of 10 percent.
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A.3 Specific-to-General Modelling (Speed of Adjustment)
Table A.3 Speed of Adjustment
Speed of Adjustment Half-life
Coefficient SE t(half-time) = ln(2)/(−α1(lnXt−1))
Australia -0.03 0.06 21.30
Austria -0.22* 1.03 3.19
Canada -0.32*** 0.11 2.14
Chile -0.29*** 0.10 2.42
Denmark -0.21** 0.10 3.32
Finland -0.15 0.10 4.55
France -0.17* 0.08 4.17
Germany -0.18* 0.10 3.91
Greece -0.20** 0.10 3.45
India -0.03 0.04 26.37
Indonesia -0.19** 0.07 3.71
Israel -0.17* 0.09 4.14
Italy -0.20** 0.10 3.45
Japan -0.16** 0.08 4.22
UK -0.21** 0.11 3.23
Average -0.21 6.24
Source: WTO.
Note: ∗∗∗ indicates a significance level of 1 percent, ∗∗ of 5 percent, and ∗ of 10
percent. SE stands for standard error.
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A.4 IMF and WTO datasets: Comparison
A.4.1 IMF: Dataset Used in Constantinescu, et al. (2015)
Table A.4 Raw Data (Data Source: Dr. Ileana Cristina Constantinescu)
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A.4.2 Constantinescu, et al. (2015): Replicated Estimates
Model used in Constantinescu et al. (2015):
ECM : ∆lnMit = α +β∆lnYit +δ lnYit−1 + γlnMit−1 + εit .
Table A.5 Constantinescu, Mattoo and Ruta (2015)
Whole Period Separate Periods
1970-2013 1970-1985 1986-2000 2001-2013
α -0.393** -0.35 -3.17*** -0.52**
(0.17) (0.53) (0.64) (0.19)
Short-Run Elasticity (β ) 2.82*** 2.13*** 2.77*** 3.43***
(-0.36) (0.6) (0.35) (0.21)
Speed of Adjustment (−γ) 0.12** 0.18 0.58*** 0.31**
(0.05) (0.31) (0.13) (0.13)
δ 0.20** 0.23 1.26*** 0.390**
(0.09) (0.39) (0.26) (0.17)
Long-Run Elasticity3 (−δ/γ) 1.70*** 1.31*** 2.18*** 1.31***
R-Squared 0.74 0.957 0.957 0.957
Sample Size 43 43 43 43
Source: Dataset used in Constantinescu, et al. (2015). Received Directly from Dr. Ileana
Cristina Constantinescu.
Note: ∗∗∗ indicates a significance level of 1 percent, ∗∗ of 5 percent, and ∗ of 10 percent.
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A.4.3 WTO Data (Imports): 1970-2013 and 3 Sub-Periods
As a preliminary analysis, following Constantinescu et al. (2015), (2.16) and (2.17) are
estimated using WTO data. The results are summarised in the Table A.6.
Table A.6 WTO Data (Imports): 1970-2013
Short-Run Income Elasticity Long-Run Income Elasticity Short-Run Long-Run
1970-1985 1986-2000 2001-2013 1970-1985 1986-2000 2001-2013 Whole Period (1970-2013)
World 2.38 3.20** 5.58*** 48.81 1.34*** 2.57*** 4.30*** 1.61***
(1.81) (1.25) (1.09) (1049.27) (0.23) (0.28) (0.88) (0.41)
15 Countries 3.41 3.70*** 4.82*** 194.25 1.30*** 3.68*** 4.32*** 1.94**
(2.18) (1.17) (1.29) (17882.52) (0.23) (0.43) (0.98) (0.77)
Australia 3.12 2.02 9.23** 1.09 0.85* 3.19*** 2.93** 1.35***
(2.34) (1.31) (3.15) (1.27) (0.40) (0.21) (1.26) (0.22)
Austria 3.45** 2.78 4.91*** -10.83 0.78* 3.25*** 3.69*** 1.91***
(1.35) (1.69) (1.23) (72.67) (0.42) (0.72) (0.81) (0.26)
Canada 2.78** 1.66*** 4.73*** 0.31 1.45*** 2.57*** 2.93*** 1.29***
(0.91) (0.48) (0.87) (0.88) (0.24) (0.33) (0.47) (0.11)
Chile 2.57*** 3.51*** 6.88** -85.53 1.33*** 2.75*** 2.96*** 1.15***
(0.70) (0.63) (2.14) (1498.97) (0.18) (0.49) (0.48) (0.37)
Denmark 1.93 2.57 3.97*** -5.76 -0.08 5.41*** 2.09** 1.33***
(1.64) (1.43) (0.87) (14.77) (1.14) (0.60) (0.85) (0.45)
Finland 4.05** 2.52*** 4.44*** -88.56 -0.35 3.95*** 3.03*** 1.38***
(1.77) (0.69) (0.47) (5211.58) (1.28) (0.24) (0.59) (0.36)
France 4.55** 2.29* 5.07*** -1712.79 0.87* 4.10*** 4.15*** 1.77***
(1.94) (1.16) (1.51) (1777626.00) (0.42) (0.59) (0.95) (0.42)
Germany 3.64** 3.49** 3.33** 30.05 1.24*** 1.56 3.40*** 1.87***
(1.35) (1.23) (1.09) (199.27) (0.36) (6.06) (0.70) (0.34)
Greece 0.58 -0.28 0.88 0.15 2.06*** 2.28* 0.93** 1.84***
(0.93) (1.18) (1.06) (2.48) (0.60) (1.03) (0.44) (0.20)
India 0.87 2.70** 2.68 0.22 1.05*** 2.36*** 1.17 1.48***
(1.31) (0.87) (2.45) (2.22) (0.17) (0.30) (0.86) (0.39)
Indonesia 0.77 2.32*** 20.40*** 142.47 1.39*** 1.60*** 2.56*** 1.07***
(2.46) (0.39) (4.78) (10559.02) (0.13) (0.37) (0.68) (0.17)
Israel -1.24 2.48*** 3.43** -0.61 0.80*** 1.04*** 1.39** 0.81***
(1.33) (0.76) (1.26) (1.18) (0.19) (0.21) (0.63) (0.08)
Italy 4.68*** 5.07** 5.40*** -7.98 0.90 59.33 4.64*** 5.17
(0.87) (1.75) (1.23) (43.71) (0.70) (681.37) (0.75) (8.69)
Japan -1.74 5.24*** 4.75*** 0.53 1.99*** 7.64*** 1.53 1.19***
(2.22) (1.07) (1.21) (1.12) (0.20) (1.55) (0.96) (0.42)
UK 0.25 1.85* 3.90*** 0.80 1.00** 2.83*** 1.48** 1.33***
(1.47) (0.92) (0.94) (1.72) (0.45) (0.34) (0.70) (0.15)
Average 3.67 3.01 6.16 - 1.23 3.31 2.78 1.41
Source: WTO.
Note: Standard errors in parentheses; ∗∗∗ indicates a significance level of 1%, ∗∗ of 5%, and ∗ of 10%.
15 Countries - aggregated.
When considering the whole world, the short-run elasticity is 2.82 using IMF data and
4.30 using WTO one, which are quite different. Nonetheless, the estimates for the long-run
elasticity are close, 1.70 and 1.61, using IMF and WTO data, respectively.
Overall, both datasets confirm a relationship between income and trade in the short
run and in the long run when the model estimated over the whole period. However, the
actual values vary depending on the data used in the estimation. Breaking the data into
three sub-periods, suggested in Constantinescu et al. (2015), worsens the significance of the
estimated parameters and produces mixed heterogeneous results.
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There are many reasons for the differences in the results obtained using IMF versus WTO
datasets, including definitional differences and various data transformations. For instance,
when we look at WTO and IMF data for world imports, the correlation coefficient, ρ , for
the two import growth rates is relatively low (0.779), meaning two datasets are measuring
different things when it comes to trade data (while GDP growth of IMF and WTO are highly
correlated, ρ = 0.977). For comparison, IMF and WTO imports growth rates are re-based and
plotted on the same graph (Figure A.1). The substantial difference between them confirms
that they represent two different measures of world imports.
Fig. A.1 IMF and WTO Comparison (World Imports)
Source: WTO and IMF.
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A.4.4 WTO and IMF Data: Structural Breakpoint in 2000
Table A.7 WTO and IMF Data: Structural Breakpoint in 2000
WTO Data IMF Data
Q-A test Chow Test (2000) Q-A Test Chow Test (2000)
LR F-stat. Wald F-stat. F-statistic LR F-stat Wald F-stat F-statistic
World - - - 1994*** 1994*** Breakpoint***
15 Countries - - - 1994* 1994* -
Australia 2003*** 2003*** Breakpoint*** - - -
Austria - - - 1989*** 1986*** -
Canada 1999*** 1999*** Breakpoint*** 1991*** 1986*** Breakpoint***
Chile 1991** 1991** Breakpoint** 2008*** 2008*** Breakpoint**
Denmark - - Breakpoint** 1996*** 2009*** -
Finland 1997* 1997* Breakpoint** 1992*** 1986*** -
France - - - 1988** 2009*** -
Germany - - - 1995*** 1986*** -
Greece - - - 2001*** 2009*** Breakpoint***
India 2008*** 2008*** - - 2009*** -
Indonesia 1986*** 1986*** Breakpoint*** - 1987*** -
Israel 2008*** 2008*** - 2006** 2008*** Breakpoint***
Italy 2002* 2002* Breakpoint** 1997* 2009*** -
Japan - - - 1994*** 1987*** -
UK - - - - 1986*** Breakpoint*
Source: WTO and IMF World Economic Outlook April 2014. Note: Q-A test stands for Quandt-Andrews unknown
breakpoint test. LR F-stat - Maximum Likelihood Ratio F-statistic. Wald F-stat stands for Maximum Wald F-statistics. ∗∗∗
indicates a significance level of 1 percent, ∗∗ of 5 percent, and ∗ of 10 percent. 15 countries - aggregate.
A.4.5 IMF Data for 15 countries (1980-2013)
The IMF data for import flows and GDP are available for all 15 countries in the sample and
for the whole world for 1980-2013. In addition, it was considered important to estimate
the income-trade relationship for the sample as a whole. However, given that the IMF data
for import flows and for GDP are in the percentage change form, it was not possible to add
up the values for 15 countries to calculate total imports and income for the sample. First,
the weights were calculated using imports data (in current dollars) for these countries from
WTO, and only then the aggregate imports and GDP were calculated using these weights.

Appendix B
Chapter III: Balance of Payments
Sustainability
B.1 Static Model (Exports and Imports Shares; Equation
3.20)
Table B.1 OLS: Imports and Exports (Equation (3.20); 1870-2016 and Sub-Periods)
1870-1914 1915-1950 1951-2016 1870-2016 Average for
Country Coefficient t-stat.1 Coefficient t-stat. Coefficient t-stat. Coefficient t-stat. 3 Sub-Periods (Whole Sample)
Australia 0.051 0.622 0.540 4.274 0.907 10.017 0.433 7.074 0.499 (0.723*)
Belgium 1.290 22.297 1.069 12.924 0.821 33.263 0.834 46.795 1.060
Canada 0.161 0.832 0.414 5.232 0.802 31.206 0.562 12.411 0.459 (0.608*)
Denmark 0.754 6.307 0.936 6.726 0.106 1.669 0.523 7.954 0.599
Finland 0.795 5.287 0.504 3.270 0.547 9.457 0.456 7.542 0.615
France 0.486 2.241 0.764 2.559 1.124 29.669 0.763 8.891 0.791
Germany 0.337 1.606 0.960 8.755 0.775 49.800 0.695 22.425 0.691 (0.867*)
Italy 1.167 6.430 1.134 4.239 0.879 25.290 0.747 19.207 1.060
Japan 1.103 13.369 0.870 10.635 0.873 8.728 0.923 19.862 0.948
Netherlands 1.123 37.281 1.106 9.750 0.381 6.641 1.191 44.595 0.870
Norway 1.260 6.843 0.789 2.409 -0.720 -11.847 -0.237 -3.691 0.443
Portugal 0.227 1.271 0.630 1.702 0.820 15.542 1.086 34.947 0.559 (0.725*)
Spain 0.564 8.954 0.706 5.416 0.834 24.832 0.987 31.281 0.701
Sweden 0.693 5.069 0.635 5.880 0.613 16.864 0.651 20.293 0.647
Switzerland 0.833 10.329 0.881 13.555 0.506 11.181 0.919 15.935 0.740
UK 0.427 5.583 0.927 11.502 1.007 7.427 0.975 21.079 0.787
US 0.207 1.087 0.308 4.362 1.475 26.925 1.391 21.831 0.663 (0.891*)
Average 0.675 (0.875*) 0.775 0.691 0.759 0.714 (0.769*)
Notes: 1 t-statistic; significant coefficients are in bold (5% level; ∗ - average including significant coefficients only.
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B.2 VECM (Exports and Imports Shares; Equations 3.21
and 3.22)
Table B.2 VECM: ms, xs (1,1) (Equations (3.21) and (3.22); 1870-2016 and Sub-Periods)
1870-1914 1915-1950 1951-2016 1870-2016
Country α β γ α β γ α β γ α β γ
Australia 0.033 -0.331 -0.561 -1.521 -0.286 0.129 -1.156 -0.330 0.394 -0.482 -0.296 -0.079
[0.296] [-2.147] [-3.328] [-3.478] [-2.641] [1.024] [-11.41] [-2.443] [3.488] [-3.201] [-4.522] [-1.102]
Belgium -1.453 -0.222 0.237 -1.083 0.178 0.520 -0.847 -0.145 0.047 -0.836 -0.087 0.088
[-13.473] [-1.745] [1.760] [-8.628] [0.595] [2.132] [-10.940] [-1.185] [0.395] [-13.500] [-1.050] [1.156]
Canada -0.684 -0.263 0.037 -0.810 -0.212 0.415 -0.834 -0.205 0.079 -0.895 -0.113 0.129
[-1.454] [-2.775] [0.448] [-5.231] [-1.709] [2.437] [-11.977] [-1.377] [0.464] [-6.777] [-2.623] [2.553]
Denmark -0.731 -0.483 -0.119 -1.403 -0.031 0.222 0.073 -0.440 -0.347 -0.272 -0.248 -0.033
[-3.794] [-3.346] [-1.288] [-6.702] [-0.159] [2.486] [0.705] [-4.022] [-4.334] [-1.357] [-3.741] [-0.858]
Finland -0.872 -0.505 -0.042 0.305 -0.274 -0.259 -0.309 -0.260 -0.289 -0.088 -0.271 -0.216
[-3.347] [-3.372] [-0.278] [0.775] [-2.027] [-2.800] [-1.932] [-2.722] [-2.806] [-0.547] [-4.191] [-4.059]
France 6.991 -0.005 -0.057 -1.725 -0.068 0.085 -1.159 -0.238 -0.026 -1.032 -0.120 0.057
[3.002] [-0.199] [-3.041] [-2.592] [-0.900] [2.207] [-10.240] [-1.666] [-0.238] [-4.739] [-2.916] [2.288]
Germany -0.016 -0.267 0.073 -1.235 0.534 0.620 -0.784 -0.390 0.160 -0.768 -0.097 0.034
[-0.038] [-2.545] [1.125] [-14.727] [1.819] [3.993] [-33.271] [-2.176] [0.810] [-6.738] [-2.041] [0.788]
Italy -2.758 -0.116 0.133 -4.930 0.079 0.116 -0.903 -0.363 -0.005 -0.753 -0.161 -0.013
[-5.985] [-1.283] [1.882] [-5.122] [1.740] [4.056] [-13.087] [-2.762] [-0.044] [-5.646] [-2.788] [-0.292]
Japan -1.245 -0.498 0.149 -1.299 0.073 0.295 -0.641 -0.168 0.024 -1.123 -0.067 0.162
[-10.282] [-3.067] [0.956] [-6.010] [0.538] [2.655] [-2.095] [-1.664] [0.334] [-8.104] [-0.959] [2.751]
Netherlands -1.145 -0.106 0.363 -1.440 0.092 0.389 -0.215 -0.390 -0.268 -1.245 0.029 0.094
[-21.720] [-0.635] [2.458] [-10.064] [0.342] [2.180] [-1.554] [-3.254] [-2.217] [-10.544] [0.638] [2.321]
Norway -1.732 -0.268 0.061 -5.501 -0.048 0.065 0.934 -0.219 -0.320 0.611 -0.130 -0.073
[-4.537] [-2.875] [0.770] [-2.869] [-0.795] [2.118] [9.331] [-2.981] [-3.006] [2.591] [-2.908] [-1.959]
Portugal 1.661 -0.071 -0.067 -0.394 -0.219 -0.033 -0.791 -0.207 0.067 -1.055 -0.115 0.044
[1.532] [-1.124] [-1.907] [-0.416] [-2.206] [-0.825] [-5.973] [-1.935] [0.816] [-10.220] [-2.322] [1.446]
Spain -0.628 -0.474 -0.037 -0.914 -0.239 -0.055 -0.823 -0.231 0.001 -0.895 -0.056 0.062
[-5.097] [-2.781] [-0.171] [-2.619] [-2.014] [-0.430] [-10.317] [-2.597] [0.019] [-6.303] [-1.331] [1.591]
Sweden -0.281 -0.329 -0.090 -0.607 -1.036 -0.022 -0.462 -0.387 -0.451 -0.633 -0.410 -0.067
[-0.867] [-2.737] [-0.749] [-7.412] [-4.195] [-0.098] [-5.788] [-2.792] [-3.590] [-9.834] [-4.654] [-0.895]
Switzerland -0.933 -0.763 -0.051 -0.880 -0.572 -0.052 -0.449 -0.455 -0.155 -0.359 -0.121 -0.085
[10.135] [-2.466] [-0.324] [-8.626] [-2.112] [-0.188] [-5.019] [-3.524] [-1.830] [-1.203] [-2.839] [-2.405]
UK -0.787 -0.081 0.271 -1.129 -0.239 0.195 3.167 -0.060 -0.038 -1.374 -0.056 0.114
[-4.448] [-0.681] [2.146] [-9.576] [-1.453] [0.890] [1.824] [-2.364] [-2.303] [-9.375] [-1.153] [2.236]
US -1.555 -0.063 0.141 -0.569 -0.132 0.260 -1.646 0.067 0.153 -1.730 0.027 0.131
[-1.902] [-1.036] [2.114] [-2.641] [-1.188] [1.300] [-12.207] [0.887] [2.738] [-8.763] [0.949] [4.111]
Average: -0.361 -0.285 0.026 -1.479 -0.141 0.170 -0.403 -0.260 -0.057 -0.760 -0.135 0.020
Average (Sign. Only∗): -0.481 -0.418 0.032 -1.670 -0.438 0.247 -0.735 -0.320 -0.146 -0.872 -0.189 0.048
Notes: equation: VECM (1,1) (or VAR(2)) for mst and xst , with intercept (no trend) in cointegrating equation and VAR ; XS and MS are exports and imports shares, respectively;
α is a xst−1 coefficient in the cointegration vector; β is the speed of adjustment for imports; γ is the speed of adjustment for exports; significant coefficients are in bold (5% level);
coefficient with t-statistic (below the coefficient)
Average (Sign. Only∗) - average including significant coefficients only.
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B.2.1 Restricted VECM (Exports and Imports Shares; Equation 3.23)
Table B.3 VECM (1,1) for ms, xs with a Restriction α =−1 (Equation (3.23); 1870-2016
and Sub-Periods)
1870-1914 1915-1950 1951-2016 1870-2016
Country H0 : α =−1 β γ H0 : α =−1 β γ H0 : α =−1 β γ H0 : α =−1 β γ
Australia X1*** -0.156 0.029 -0.382 0.164 -0.466 0.324 -0.200 0.064
[-2.258] [ 0.332] [-2.517] [ 0.93797] [-3.289] [ 2.53652] [-3.809] [ 1.141]
Belgium 0.080 0.23 0.080 0.437 -0.047 0.07 X** -0.045 0.057
X*** [ 0.727] [ 2.052] [ 0.277] [ 1.82203] [-0.522] [ 0.82287] [-0.713] [ 0.985]
Canada -0.222 0.061 -0.134 0.371 -0.041 0.133 -0.093 0.128
[-2.572] [ 0.832] [-1.306] [ 2.73722] [-0.402] [ 1.17065] [-2.346] [ 2.789]
Denmark -0.441 -0.168 X* -0.229 0.164 X*** -0.054 -0.006 X** -0.102 0.052
[-2.773] [-1.739] [-0.982] [ 1.42288] [-0.934] [-0.14123] [-1.679] [ 1.509]
Finland -0.483 0.01 X* -0.300 -0.020 X** -0.104 -0.003 X*** -0.176 -0.006
[-3.202] [ 0.064] [-1.879] [-0.16425] [-1.322] [-0.03253] [-3.026] [-0.128]
France X** -0.235 -0.030 -0.105 0.077 -0.244 -0.073 -0.122 0.056
[-2.169] [-0.303] [-1.250] [ 1.72662] [-1.828] [-0.72361] [-2.953] [ 2.246]
Germany X* -0.134 0.104 X** 0.094 0.585 X*** -0.053 0.099 -0.063 0.026
[-1.338] [ 1.811] [ 0.259] [ 2.95781] [-0.631] [ 1.10412] [-1.718] [ 0.771]
Italy X*** -0.248 -0.041 X*** -0.101 0.051 -0.291 0.024 -0.115 0.004
[-1.904] [-0.377] [-0.877] [ 0.59783] [-2.371] [ 0.23535] [-2.232] [ 0.093]
Japan X* -0.376 0.110 -0.048 0.286 -0.102 0.066 -0.114 0.137
[-2.509] [ 0.789] [-0.273] [ 1.89156] [-0.993] [ 0.93870] [-1.551] [ 2.203]
Netherlands X** -0.122 0.188 X*** -0.137 0.182 X*** -0.05 0.031 0.064 0.079
[-0.875] [ 1.455] [-0.452] [ 0.80945] [-0.674] [ 0.43298] [ 1.685] [ 2.263]
Norway X* -0.241 0.003 X* -0.319 0.011 X*** -0.007 0.044 X*** -0.027 0.026
[-2.703] [ 0.036] [-1.836] [ 0.10582] [-0.363] [ 1.51885] [-1.072] [ 1.237]
Portugal X* -0.097 0.036 -0.219 -0.019 -0.132 0.100 -0.108 0.044
[-0.848] [ 0.548] [-2.199] [-0.46235] [-1.237] [ 1.24970] [-2.256] [ 1.481]
Spain -0.192 0.137 -0.226 -0.034 X** -0.154 0.019 -0.062 0.057
[-1.616] [ 0.973] [-1.958] [-0.27370] [-1.865] [ 0.31530] [-1.409] [ 1.416]
Sweden -0.207 0.145 X*** -0.486 0.204 X*** -0.091 -0.027 X*** -0.153 0.039
[-1.451] [ 1.098] [-2.094] [ 1.13765] [-1.027] [-0.32490] [-2.320] [ 0.735]
Switzerland -0.634 -0.004 -0.416 0.090 X*** -0.087 -0.018 X* -0.121 -0.046
[-2.148] [-0.028] [-1.546] [ 0.33319] [-1.041] [-0.35503] [-2.093] [-0.953]
UK -0.022 0.246 -0.334 0.078 X** -0.110 -0.01 X** -0.059 -0.063
[-0.233] [ 2.470] [-1.919] [ 0.32769] [-1.019] [-0.13867] [-2.278] [ 0.673]
US -0.101 0.155 -0.030 0.209 X*** -0.011 0.026 X*** 0.021 0.079
[-1.383] [ 1.886] [-0.430] [ 1.75991] [-0.214] [ 0.62513] [ 0.785] [ 2.523]
Average: -0.225 0.071 -0.194 0.167 -0.120 0.047 -0.087 0.043
Average (Sign. Only∗): -0.349 0.238 -0.362 0.478 -0.379 0.324 -0.127 0.096
Notes: equation VECM (1,1) (or VAR(2)) for MS and XS, with intercept (no trend) in cointegrating equation and VAR. The applied restriction: α =−1. 1 - reject H0 : α =−1 at 1% (X***), 5%
(X**) or 10% (X*); for alpha report: Chi-square statistics and probability. XS and MS are exports and imports shares, respectively; α is a XSt−1 coefficient in the cointegration vector; β is the speed
of adjustment for imports; γ is the speed of adjustment for exports; significant coefficients are in bold (5% level); coefficient with t-statistic (below the coefficient). Average (Sign. Only∗) - average
including significant coefficients only.
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B.2.2 VECM (Logarithms of Exports and Imports; Equations (3.24)
and (3.25)
Table B.4 VECM (1,1) (Equation (3.24); 1870-2016 and Sub-Periods)
1870-1914 1915-1950 1951-2016 1870-2016
Country α β γ α β γ α β γ α β γ
Australia -0.662 -0.264 -0.062 -1.376 -0.446 0.010 -1.006 -0.515 0.203 -1.029 -0.274 0.043
[-3.500] [-2.477] [-0.584] [-6.750] [-3.011] [ 0.069] [-95.652] [-3.5370] [ 1.461] [-71.945] [-4.108] [ 0.694]
Belgium -1.075 -0.154 0.408 -0.950 -0.490 0.717 -0.995 0.133 0.323 -0.968 -0.218 0.620
[-21.576] [-0.926] [ 2.349] [-18.708] [-0.942] [ 2.069] [-64.340] [ 0.878] [ 2.023] [-267.296] [-1.135] [ 4.356]
Canada -1.171 -0.332 -0.070 -1.019 -0.312 0.205 -0.975 -0.426 -0.192 -0.991 -0.188 0.028
[-9.577] [-3.024] [-0.767] [-10.892] [-1.647] [ 1.049] [-82.188] [-2.535] [-1.119] [-71.795] [-3.017] [ 0.454]
Denmark -0.839 -0.357 0.012 -0.901 -0.179 0.260 -0.958 0.091 0.210 -0.951 -0.139 0.192
[-14.381] [-2.832] [ 0.083] [-4.455] [-0.547] [ 1.243] [-53.656] [ 0.836] [ 2.673] [-111.521] [-1.114] [ 2.343]
Finland -0.940 -0.516 -0.053 -0.917 0.114 0.409 -1.279 0.048 0.074 -0.969 0.053 0.346
[-19.366] [-2.966] [-0.233] [-8.270] [ 0.480] [ 1.617] [-10.253] [ 1.784] [ 2.553] [-106.543] [ 0.514] [ 3.143]
France -1.361 -0.110 0.090 -0.778 -0.329 0.342 -1.013 -0.194 0.155 -0.980 -0.163 0.252
[-4.582] [-1.221] [ 0.938] [-6.714] [-1.731] [ 1.999] [-91.488] [-1.026] [ 0.965] [-90.679] [-2.110] [ 3.684]
Germany -0.851 -0.097 0.116 -1.142 0.551 1.202 -0.987 -0.347 0.266 -0.990 -0.202 0.213
[-5.296] [-0.964] [ 1.686] [-21.635] [ 1.115] [ 4.288] [-129.992] [-2.240] [ 1.928] [-871.645] [-2.196] [ 2.809]
Italy -1.248 -0.435 -0.082 -0.944 0.077 0.662 -0.960 -0.496 -0.226 -0.969 0.090 0.555
[-10.622] [-2.671] [-0.551] [-10.509] [ 0.435] [ 3.609] [-84.992] [-3.520] [-1.889] [-147.489] [ 1.114] [ 6.752]
Japan -1.030 -0.351 0.107 -1.192 0.180 0.497 -0.985 -0.013 0.182 -0.989 -0.124 0.171
[-18.720] [-2.853] [ 1.088] [-12.394] [ 1.033] [ 2.776] [-29.108] [-0.113] [ 2.240] [-126.372] [-1.529] [ 2.305]
Netherlands -0.930 -0.221 0.219 -1.351 0.335 0.587 -0.918 -0.453 0.269 -0.945 -0.056 0.163
[-26.794] [-1.201] [ 1.190] [-9.611] [ 1.044] [ 2.000] [-213.576] [-1.580] [ 1.012] [-84.091] [-0.376] [ 1.158]
Norway -0.980 -0.319 -0.051 -1.396 0.121 0.444 -0.802 -0.030 0.409 -0.887 -0.025 0.148
[-10.471] [-2.291] [-0.328] [-5.544] [ 0.533] [ 2.166] [-51.763] [-0.319] [ 2.951] [-39.129] [-0.422] [ 2.314]
Portugal -2.173 -0.345 0.208 -0.525 -0.190 -0.136 -0.983 0.133 0.440 -0.952 -0.023 0.159
[-11.630] [-2.922] [ 1.819] [-3.709] [-2.865] [-1.999] [-103.128] [ 1.070] [ 3.642] [-74.208] [-0.452] [ 3.193]
Spain -0.882 -0.387 0.057 -1.648 -0.444 -0.026 -0.736 -0.096 -0.078 -1.001 -0.065 0.121
[-8.524] [-2.292] [ 0.325] [-5.689] [-3.828] [-0.233] [-12.336] [-3.636] [-3.031] [-54.272] [-1.184] [ 2.529]
Sweden -0.829 -0.385 -0.108 -1.081 -0.829 -0.019 -0.924 -0.372 -0.326 -0.962 -0.680 -0.067
[-9.381] [-2.754] [-0.749] [-7.620] [-3.189] [-0.082] [-50.844] [-2.283] [-2.072] [-173.891] [-5.772] [-0.616]
Switzerland -1.045 -0.149 0.180 -0.647 -0.895 -0.638 -0.950 -0.074 0.123 -0.930 -0.454 -0.141
[-14.478] [-0.466] [ 0.838] [-6.114] [-3.677] [-2.635] [-53.184] [-0.503] [ 1.372] [-85.878] [-3.815] [-1.320]
UK -1.009 0.012 0.270 -0.545 -0.307 0.343 -1.038 -0.221 -0.021 -0.993 -0.073 0.152
[-9.521] [ 0.124] [ 2.202] [-4.845] [-1.664] [ 1.208] [-50.897] [-1.479] [-0.176] [-54.640] [-1.496] [ 2.433]
US -0.874 -0.286 0.026 -4.213 -0.012 0.032 -1.083 -0.060 0.160 -1.101 -0.124 0.059
[-6.401] [-2.670] [ 0.313] [-3.044] [-0.609] [ 1.644] [-53.413] [-0.554] [ 1.502] [-46.765] [-2.723] [ 1.307]
Average: -1.053 -0.276 0.075 -1.213 -0.180 0.288 -0.976 -0.170 0.116 -0.977 -0.157 0.177
St. Error: 0.081 0.034 0.035 0.202 0.094 0.100 0.027 0.055 0.053 0.011 0.045 0.047
t-stat. (for α = -1): -0.653 -1.056 0.873 2.104
Average (sing. only∗): -1.053 -0.361 0.339 -1.213 -0.561 0.409 -0.976 -0.375 0.154 -0.977 -0.298 0.266
Notes: equation VECM (1,1) (or VAR(2)) for LM and LX, with intercept (no trend) in cointegrating equation and VAR; x and m are logarithms of exports and imports, respectively;
α is a xt−1 coefficient in the cointegration vector; β is the speed of adjustment for imports; γ is the speed of adjustment for exports; significant coefficients are in bold (5% level);
coefficient with t-statistic (below the coefficient). Average (Sign. Only ∗) - average including significant coefficients only.
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B.2.3 OLS (Logarithms of Exports and Imports; Equation (3.26)
Table B.5 OLS: Logarithms of Exports and Imports (Equation (3.26); 1870-2016 and Sub-
Periods)
1870-1914 1915-1950 1951-2016 1870-2016
Country Coefficient t-stat.1 Coefficient t-stat. Coefficient t-stat. Coefficient t-stat.
Australia -0.221 -2.262 -0.486 -3.264 -0.735 -6.150 -0.348 -5.463
Belgium -0.643 -4.378 -0.783 -4.688 -0.193 -2.908 -0.517 -7.438
Canada -0.223 -2.278 -0.374 -2.789 -0.252 -2.982 -0.169 -3.718
Denmark -0.362 -2.475 -0.607 -3.888 -0.063 -1.534 -0.255 -4.532
Finland -0.614 -4.316 -0.283 -2.364 -0.197 -2.659 -0.220 -4.237
France -0.311 -2.802 -0.446 -3.096 -0.331 -3.563 -0.364 -5.669
Germany -0.212 -2.165 -0.353 -2.517 -0.638 -7.997 -0.160 -3.946
Italy -0.353 -3.025 -0.468 -3.213 -0.272 -3.216 -0.330 -5.314
Japan -0.683 -5.372 -0.332 -2.856 -0.139 -2.236 -0.341 -6.030
Netherlands -0.331 -2.816 -0.168 -1.422 -0.107 -2.533 -0.104 -3.080
Norway -0.321 -2.957 -0.626 -3.972 -0.047 -1.443 -0.085 -2.463
Portugal -0.207 -2.056 -0.150 -1.625 -0.182 -2.279 -0.108 -2.779
Spain -0.642 -4.618 -0.356 -2.719 -0.104 -1.769 -0.197 -3.960
Sweden -0.353 -3.066 -0.712 -4.365 -0.093 -1.835 -0.373 -5.765
Switzerland -0.305 -2.761 -0.306 -2.458 -0.060 -1.145 -0.116 -2.623
UK -0.166 -2.055 -0.262 -2.193 -0.115 -1.770 -0.174 -3.693
US -0.292 -2.815 -0.199 -1.886 -0.070 -1.562 -0.101 -2.735
Average -0.367 -0.407 -0.212 -0.233
Notes: 1 t-statistic. The significant coefficients are in bold. Significant coefficients are in bold (5% significance level;
significance is determined using the Augmented Dickey-Fuller critical value of −2.9).

Appendix C
Chapter IV: Fiscal Sustainability
C.1 Derivation of the Intertemporal Budget Constraint and
Transversality Condition.
Starting from the government budget constraint, (4.5):
bt = (1+ rt)bt−1 − st ,
the intertemporal budget constraint (IBC) and transversality condition (TC) can be derived
in 4 steps.



















Step 2: In (C.1) assume r to be fixed and take the conditional expectations (Et [·]) of both
sides:




(1+ r)n− jEt [st+ j], (C.2)
where b∗t = (1+ rt)bt−1 is debt at the start of period t.
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Et [st+ j], [IBC] (C.5)




Et [bt+n] = 0. [TC] (C.6)
C.2 Strictly positive relationship between surplus and debt.
Building on Trehan-Walsh’s (1991) result that surplus and debt are cointegrated, Bohn (2005)
argued that this implies a strictly positive relationship between the two (Bohn, 2005, pp. 8-9).
1. Cointegration between surplus and debt means that some linear combination of surplus
and debt is stationary. Hence, in the equation below:
st −αbt−1 = ut , (C.7)
ut is stationary (and α is a constant).
2. Then next period’s debt can be written as:
bt+1 = (1+ r)bt − st+1 = (1+ r−α)bt +ut+1. (C.8)
The Trehan-Walsh’s (1991) cointegration result is based on the assumption that the debt
is difference-stationary, that is (bt −bt−1) is stationary. This implies the asymptotic
rate of debt growth (meaning, (λ −1)), and the IBC, (4.6), holds as long as λ < 1+ r.
In (C.8) λ = 1+ r−α . Since λ < 1+ r and α = 1+ r−λ > 0, then α > 0.
C.3 Proposition 3 from Bohn (2007, pp. 1844-45). 213
C.3 Proposition 3 from Bohn (2007, pp. 1844-45).
This mathematical proof (that the error-correction-type specification of the form presented
in (C.7) can be integrated of an arbitrarily high order and still imply fiscal sustainability) is
based on the Proposition 3 from Bohn (2007, pp. 1844-45).
Suppose
DEFt +αBt−1 = zt ∼ I(m) (C.9)
for some α ∈ (0,1+ r]. If we also assume a constant interest rate, rt = r, then debt
satisfies transversality condition, (4.7).
Starting from the government budget constraint, (4.3):
Bt = E0t −Rt +(1+ it)Bt−1 = DEF0t +(1+ it)Bt−1,
then taking (4.3) one period forward (and assume it = rt = r), we get
Bt+1 = (1+ r−α)Bt + zt+1 = λBt + zt+1, (C.10)
where λ = 1+ r−α ∈ [0,1+ r).
For λ < 1 this implies Bt ∼ I(m), and for λ = 1 this implies Bt ∼ I(m+1). For λ > 1,
consider
ρ






Because zt ∼ I(m), the expression ∑ni=1 λ−izt+i can be expanded into a linear combination
of t-dated differences ∆kzt and stationary mth differences ∆mzt+i1. Because λ−i < 1, the
weights in the linear combination are bounded from above by polynomials. Because ρλ < 1,
discounting by (ρλ )n implies ρnEt [Bt+n]
ρ−→ 0.
Bohn also emphasised the validity of the argument made by Trehan and Walsh (1991)
that the most important mathematical condition for transversality condition to hold is that all
roots in the debt process are strictly less than (1+ r), but this condition may hold even if we
allow for unit roots.
1Analogous to the expansion in the proof of Proposition 1 (Bohn, 2007, pp. 1840-42).
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