New structures in scattering amplitudes: a review by Benincasa, Paolo
ar
X
iv
:1
31
2.
55
83
v1
  [
he
p-
th]
  1
9 D
ec
 20
13
December 20, 2013 1:19 WSPC/INSTRUCTION FILE Am-
plitudes˙Review
International Journal of Modern Physics A
c© World Scientific Publishing Company
NEW STRUCTURES IN SCATTERING AMPLITUDES: A REVIEW
PAOLO BENINCASA
Departamento de F´ısica de Part´ıculas,
Universidade de Santiago de Compostela
E-15782 Santiago de Compostela, Spain
&
Instituto de F´ısica Teo´rica,
Univerisdad Auto´noma de Madrid / CSIC
Calle Nicolas Cabrera 13, Cantoblanco 28049, Madrid, Spain
paolo.benincasa@usc.es
We review some recent developments in the understanding of field theories in the pertur-
bative regime. In particular, we discuss the notions of analyticity, unitarity and locality,
and therefore the singularity structure of scattering amplitudes in general interacting
theories. We describe their tree-level structure and their on-shell representations, as well
as the links between the tree-level structure itself and the structure of the loop ampli-
tudes. Finally, we describe the on-shell diagrammatics recently proposed both on general
grounds and in the remarkable example of planar supersymmetric theories. This view
is partially based on lectures given at: Dipartimento di Fisica and INFN, Universita`
di Bologna; Departamento de F´ısica de Part´ıculas, Universidade de Santiago de Com-
postela; and as part of the program Strings@ar Lectures on Advanced Topics of High
Energy Physics held at the IAFE.
Keywords: Perturbation theory; S-matrix.
Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2. The S-matrix: Generalities . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1. The Lorentz little group . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2. Helicity amplitudes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3. Analyticity, locality and unitarity . . . . . . . . . . . . . . . . . . . . 8
2.3.1. Poles and trees . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2. Branch cuts and loops . . . . . . . . . . . . . . . . . . . . . . 9
2.3.3. Quadruple cuts . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.4. Triple cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.5. Double cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4. Turning the table around . . . . . . . . . . . . . . . . . . . . . . . . 13
3. The three particle amplitudes . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1. The supersymmetric extensions . . . . . . . . . . . . . . . . . . . . . 19
4. Constructing the higher point amplitudes at tree level . . . . . . . . . . . 21
1
December 20, 2013 1:19 WSPC/INSTRUCTION FILE Amplitudes˙Review
2 Paolo Benincasa
4.1. Momentum space deformations . . . . . . . . . . . . . . . . . . . . . 22
4.1.1. The BCFW deformation . . . . . . . . . . . . . . . . . . . . . 25
4.1.2. Three-particle deformations . . . . . . . . . . . . . . . . . . . 28
4.1.3. Multi-particle deformations . . . . . . . . . . . . . . . . . . . 29
4.1.4. Supersymmetric BCFW-deformations . . . . . . . . . . . . . 31
4.2. Tree level constructibility . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3. Tree level consistency . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5. Trees and loops . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.1. More on the analytic structure at loop level . . . . . . . . . . . . . . 37
6. On-shell diagrammatics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.1. All-loop amplitudes in planar supersymmetric theories . . . . . . . . 43
1. Introduction
Standard approach in quantum field theory is strongly based on two crucial as-
sumptions: locality and unitarity. These features have been codified in the Feyn-
man diagrammatics, which has been the main tool to get an handle on perturbation
theory and, thus, for the computation of scattering processes. If on one side it is
undeniable that this approach allowed us to make progress in our understanding of
perturbative physics, on the other side it is a fair question to ask to which extent
we really understand it.
Demanding to have manifest locality and unitarity, as it happens in the La-
grangian formulation which Feynman’s rules come from, leads to the introduction
of gauge redundancies with the side effect of hiding many properties of the theory.
This is evident from the analysis of scattering amplitudes. The typical example of
the complications induced by this approach is the Parke-Taylor formula for n-gluon
MHV amplitudes at tree level,1 which is a single function of holomorphic Lorentz
invariants. This structure is not really intuitive if we look at the Feynman represen-
tation for this amplitudes: especially for an arbitrary number n of external gluons,
one would need to sum over a high number of diagrams to obtain this really simple
result – given that individual Feynman diagrams break gauge invariance, at most
it is possible to make a smart gauge choice to try to simplify, at least partially, the
computation. Thus, the computation turns out to be cumbersome and, even once
the final result is obtained, it is not clear if there is anything underlying which leads
to such a simple formula.
A further suggestion that Feynman’s representation ends up hiding interesting
structures of the scattering amplitudes was already given by Berends-Giele-like re-
cursion relations,2–7 and then it started to become more and more evident once the
unitarity based methods8–13 as well as new tree-level representation were introduced
for pure Yang-Mills theory.14–16
In particular, the so-called BCFW-construction16 provided, and still provides,
a very powerful and general method to learn about the structure of scattering
amplitudes. The main idea is to introduce a one-parameter deformation of the com-
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plexified momentum space, to study the analytic structure of the function that the
deformation generates, and finally to reconstruct the physical amplitudes through
the analysis of the singularities in this parameter. This procedure allowed to reveal
a recursive structure not only for Yang-Mills tree-level amplitudes,15, 16 but also for
tree-level amplitudes in general relativity,17, 18 in theories with different species of
particles whose highest spin is 1 or 219 and in maximally supersymmetric theories.20
Actually, as far as the last class of theories is concerned, N = 4 supersymmetric
Yang-Mills theory (in the planar sector) turned out to have a very rich structure. In
particular, it admits a dual description as a supersymmetric Wilson loop21–23 and, as
a consequence, it is endowed with further symmetries: the dual (super)conformal24
and the Yangian symmetries.25 These are feature which gets completely obscured
in the standard Feynman diagram language.
Furthermore, the very same theory (again in the planar sector) is character-
ized by amplitudes which have an all-loop BCFW-like recursive structure.26 This
structure is intimately connected to the fact that these amplitudes have a natural
definition on the (positive) Grassmannian.26–28 Not only. If one begins with the
Grassmannian formulation, both the dual superconformal and Yangian symmetries
appear are manifest,29 with no mention of neither locality nor unitarity.
The BCFW-construction provides a fully on-shell representation of the theory,
so that gauge-invariance (if any) is preserved by each individual diagram. However,
there is a price one has to pay: each term in the recursion relations show spurious
poles, that indeed cancel upon the sum of all the diagrams. As a consequence, each
single BCFW-diagram breaks locality (that is anyway restored once the sum is
performed).
Furthermore, the existence of such a recursion relations means that, if one it-
erates the procedure, one can end up having the amplitudes expressed in terms of
products of just three-particle amplitudes. More precisely, one can find the ampli-
tude expressed in terms of products of some minimal amplitude. Despite of this,
one can introduce some massive particle and, therefore, some effective three-particle
couplings which splits the higher particle minimal amplitudes (which anyhow needs
to be recovered in the suitable large mass limit). The most important implication
of all this is that any theory which admits an on-shell representation needs only
the data encoded in the three-particle amplitudes to be totally determined. What
is special about the three-particle amplitudes is that they not only do not vanish in
the complexified momentum space, but also are fixed by Poincare´ invariance.
One feature which a theory typically needs to be endowed with is that all its
scattering amplitudes need to have a good complex-UV behavior, i.e. they need to
vanish as the momenta are taken to infinity along some complex direction. What
about those amplitudes which do not fulfill this condition? This is a long-standing
issue and it has not been completely explored yet, with the exception of some very
specific case30, 31 and a more general approach based on the knowledge of a subset
of the zeros of the amplitudes.32 Even if the latter still suffers of some issue, it
reveals a very interesting property: at tree level, even theories which do not vanish
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in the complex UV are still characterized with the very same structure and satisfy a
dressed version of the standard BCFW-representation. In other words, even in those
cases, the three-particle amplitudes can determine the full tree-level. Actually, the
three-particle amplitudes themselves contain information about the possibility of
admitting a standard BCFW-representation33, 34 and, thus, about the complex-UV
behavior. Another amazing result of this point of view is that features such as the
gauge algebra a, supersymmetry or also no-go theorems about the couplings emerge
naturally from simple consistency conditions.34, 38, 39
Thus, a very natural idea to start from the three-particle amplitudes, which are
determined from first principles (i.e. the invariance under the isometry group of
the space-time), and try to build higher point objects by gluing them together in a
consistent fashion under a minimal amount of assumptions. This direction has been
developed in the seminal work of Arkani-Hamed et al40 where a first principle direct
connection between scattering amplitudes and the Grassmannian was established.
The on-shell diagrams constructed by suitably gluing together the three-particle
amplitudes actually represent physical processes and scattering amplitudes in pla-
nar N = 4 SYM can be computed through them, with no mention about virtual
particles. Strikingly, on one side the on-shell diagrams can be characterized by
permutations, and on the other side each on-shell diagram can be associated to a
particular configuration among the boundaries of the positive Grassmannian: in this
formulation, the conformal and dual conformal symmetries are mapped into each
other by a mapping of permutations.
Even if neither locality nor unitarity are taken as guiding principles, in a sense
they are built in the way that the three-particle building blocks are glued together.
As a consequence, this formulation, as it stands, does not really show locality and
unitarity as emergent properties. More progress in this directions have been re-
cently made with the definition of a new object, the amplituhedron,41 which is a
generalization of the positive Grassmanian. In this context, the amplitudes are iden-
tified as the “volume” of such an object, and both locality and unitarity emerges
as consequence of positivity.
In this review, we intend to describe, with some level of pedagogy, some of these
developments, focusing on those – and the related issues – which are general to
any field theory or, anyway, have a potential generalization. Its spirit is to try to
summarize, in a self-contained way, some of the salient features pointing to a general
redefinition of (perturbative) interacting theories in terms of a minimal amount of
assumptions and, thus, with a deeper understanding of their features. The hope is
that it can provide a certain degree of complementarity with the already existing
reviews on the subject.42–45
The structure of this review goes as follows: In Section 2, we provides some gen-
eralities about scattering amplitudes, with an extensive discussion of the Lorentz
aIn relation to gauge theories, a total on-shell perspective on U(1)-decoupling relation, KK35 and
BCJ36 relations was provided37
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little group as well as three pillars of our current understanding: analyticity, uni-
tarity and locality. Section 3 is entirely devoted to the three-particle amplitudes.
Section 4 describes the pillars of the construction of high point on-shell objects,
starting with a general discussion of the momentum space deformation, and pro-
viding a notion of constructibility and tree-level consistency b. In particular, we
underline how already at this level many features of a theory can be considered as
emergent. Section 5 deals with an analysis of the general loop structure and the
connection between tree- and loop-level properties. Finally, in Section 6 we present
the recently proposed on-shell diagrammatics, taking the point of view of a general
interacting theory. We also discuss, as a specific case, the planar supersymmetric
theories from this point of view. We decided not to include the Grassmannian for-
mulation of planar N = 4 SYM and the connection to the on-shell diagrammatics:
on one side, as we said from the very beginning, we want to take the point of view
of a generic interacting theory and, for the moment, this formulation is still too
theory-specific, while on the other side, it deserves a more extensive treatment of
what could have been reserved here, so we refer to the original papers as well as to
the review.45
2. The S-matrix: Generalities
Let us consider scattering processes in asymptotically Minkowski space-times. Sup-
posing the existence of asymptotic states, they are defined as the irreducible rep-
resentations of the space-time isometry group, in this case the Poincare´ group
Π(D) = T D ⋉ SO(D − 1, 1), with T D and SO(D − 1, 1) being respectively the
D-dimensional translations and the D-dimensional Lorentz group. Given that the
generators Pˆµ of T D commute, we can take the asymptotic states to be the direct
product of eigenstates of Pˆµ with eigenvalues pµ. Then, in a scattering process of
n particles, the S-matrix elements provide the transition amplitudes for nin initial
states to produce nout = n− nin final states
out〈p(1) . . . p(n− nin)|p(σ1) . . . p(σnin)〉in = 〈p(1) . . . p(n− nin)|Sˆ|p(σ1) . . . p(σnin )〉, (1)
where the S-matrix operator Sˆ is unitary, out〈p(1) . . . p(n− nin)| and |p(σ1) . . . p(σnin )〉in
are respectively the state at infinite future and past, while 〈p(1) . . . p(n− nin)| and
|p(σ1) . . . p(σnin )〉 are the eigenstates of the momentum operator Pˆµ spanning respec-
tively the whole future and past Hilbert spaces Hout and Hin.
The S-matrix operator can be conveniently written as Sˆ = Iˆ + iTˆ , with the
operator Tˆ defining the scattering amplitude
〈p(1) . . . p(n − nin)|iTˆ |p(σ1) . . . p(σnin )〉 = Mn ({p(σ1) . . . p(σnin )} → {p(1) . . . p(n− nin)}) .
(2)
bAs far as the tree level is concerned, new progress has been recently obtain for amplitudes in
gauge theory and gravity in arbitrary space-time dimensions.46–54
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The unitarity condition SˆSˆ† = Iˆ = Sˆ†Sˆ in terms of the operator Tˆ reads
− i
(
Tˆ − Tˆ †
)
= Tˆ †Tˆ . (3)
Taking as convention that all the states are incoming, the object of interest is the
scattering amplitude Mn = Mn(p
(1), . . . p(n)), and all the different processes can
be computed from it by analytic continuation. This object must be invariant under
the Poincare´ group. With the assumption that one-particle states exist, i.e. it is
possible to define operators which act on the whole scattering amplitude as they do
on the one-particle states, the action of the space-time translations on Mn is given
by
Mn(p
(1), . . . , p(n)) = eix·
∑n
i=1 p
(i)
Mn(p
(1), . . . , p(n)) (4)
From such a relation, invariance under translations implies that the scattering am-
plitudes have a support on a δ-function enforcing momentum conservation. Lorentz
invariance, instead, implies that the scattering amplitude is a function of Lorentz
invariant combination of the momenta.
2.1. The Lorentz little group
Since now on, we specialize to four-dimensions, unless otherwise specified c. There
is a subgroup of the Lorentz group which deserves a particular discussion. It is the
subgroup of the Lorentz transformations which leaves the momentum of a given
particle unchanged. These transformations can be classified by the two Casimir
operators of the Poincare´ group, Pˆ 2 and Wˆ 2, with Wˆµ being the Pauli-Lubanski
pseudo-vector, which satisfies the commutation relations
[Wˆµ, Pˆ ν ] = 0, [Lˆµν , Wˆρ] = i
(
ηνρWˆµ − ηµρWˆν
)
, [Wˆµ, Wˆ ν ] = iǫµνρσWˆρPˆσ. (5)
In order for an operator e
i
2ω
µν Lˆµν , with Lˆµν and ω
µν being respectively the Lorentz
generators and an arbitrary antisymmetric tensor, to keep a momentum invariant,
it needs to have the form e−iv
µ
1 pµe−i
1
2v
µ
2 Wˆµ , i.e. the little group transformations are
generated by Wˆµ. As it is manifest from the third commutator in (5), the generators
of the Little group satisfy an so(3) algebra in the massive case and an iso(2) algebra
in the massless one.
In this last case, it is always possible to go to a frame such that pµ =
(E, 0, 0, E) ≡ pµ, so that the Pauli-Lubanski pseudo-vector can be decomposed as
Wˆµ = −pµLˆ12 + eµxE
(
Lˆ02 + Lˆ32
)
+ eµy
(
−E
(
Lˆ01 + Lˆ31
))
, (6)
with the above combination of the Lorentz generator components providing the
generators of the transformations which leave pµ invariant. More generally eq (6)
cFor a discussion about dimensions different than four, see.55–57
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can be written as
Wˆµ = −pµHˆ+ εµ1 Tˆ1 + εµ2 Tˆ2 ≡ −pµHˆ −
εµ+Tˆ− + εµ−Tˆ+√
2
, (7)
where Hˆ and Tˆ± are respectively the little group rotation and translation, which
satisfy the commutations relations: [Tˆ+, Tˆ−] = 0 and [Hˆ, Tˆ∓] = ∓Tˆ∓. The second
Poincare´ Casimir turns out to be expressed in terms of Tˆ∓, while Hˆ does not appear
Wˆ 2 = −Tˆ+Tˆ−. (8)
Let us now act with a general little group element on a one-particle state
Wˆ(θ, β)|p〉 ≡ ei
β−Tˆ−+β+Tˆ+√
2 e−iθRˆ|p〉, θ ∈ [0, 2π[, β ∈ C. (9)
From eq (9) and eq (8), it is straightforward to see that one unitary representation is
given by a state which is eigenfunction of Hˆ with eigenvalue −2h and on which the
little group translation operators Tˆ± act trivially. In this case, the second Casimir
acting on a state vanishes and h, in order to satisfy the periodicity condition, need
to be integer or half-integer: this representation of the Lorentz little group provides
the helicity states |p, h〉. On the other hand, one can also consider an unitary
representation such that the action of Tˆ∓ is no longer trivial and, thus, the action
of the second Casimir provides a scale ρ2. In this case one can either choose a state
to be eigenfunction of Hˆ, in which case it gets labelled by an integer n, or of Tˆ∓, in
which case it gets labelled by a continuous parameter φ. This representation, named
continuous spin representation because of the possibility to provide the states with
a continuous quantum number, was originally discussed by Wigner,58 then in the
’70s59–61 until recently when it has been pointed out that, on one side, particles in
this representation can mediate long-range forces62–64 and, on the other one, they
are not present in perturbative string theory.65 In the rest of the review, we will
not discuss these constructions and we will deal with helicity states only.
2.2. Helicity amplitudes
The physical information for the massless representation of the Poincare´ group are
encoded in the light-like momenta p(i)µ and in the polarization tensors ε
(i)
µ1...µs
. One
can also consider the fact that the Lorentz group SO(3, 1) is isomorphic to SL(2, C)
and, thus, it is possible to map a Lorentz four-vector to a bi-spinor
pµ −→ paa˙ = σµaa˙pµ = λaλ˜a˙, (10)
where σµaa˙ = (Iaa˙,
−→σ aa˙) are the Pauli matrices, and the last equality, i.e. the
possibility of representing a bi-spinor as a direct product of two spinors, holds
because the momentum is light-like. The spinors λa and λ˜a˙ respectively transform
in the (1/2, 0) and (0, 1/2) representations of SL(2, C). The spinor indices can
be raised and lowered by the two-dimensional Levi-Civita symbols ǫab and ǫa˙b˙, for
which we take the convention ǫ12 = 1 = ǫ1˙2˙ and ǫ
12 = −1 = ǫ1˙2˙. They can be
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used to define a Lorentz invariant inner product for each of the two representations
of SL(2, C):
〈λ, λ′〉 ≡ ǫabλaλ′b, [λ˜, λ˜′] ≡ ǫa˙b˙λ˜a˙λ˜′b˙. (11)
The spinors λa and λ˜a˙ carry helicity −1/2 and +1/2, respectively. This can be easily
seen by considering the chiral Dirac equations for negative/positive chiral massless
fermion Ψa/Ψ˜a˙
iσµaa˙∂µΨ
a = 0 = iσµaa˙∂µΨ˜
a˙ (12)
whose solutions are the plane waves
Ψa = ψa eixbb˙λ
bλ˜b˙ , Ψ˜a˙ = ψ˜a˙ eixbb˙λ
bλ˜b˙ (13)
if and only if the following conditions are, respectively, satisfied
〈ψ, λ〉 = 0 = [ψ˜, λ˜]. (14)
They imply that ψa and ψ˜a˙ are respectively proportional to λa and λ˜a˙.
Thus, the physical data about the external states of an amplitude can be encoded
in the pairs of spinors (λ(i), λ˜(i)) and the helicities hi = ±si:
Mn = Mn
(
{λ(i), λ˜(i); hi}
)
. (15)
A further hypothesis is the possibility of defining operators which act on the am-
plitude as they act on the one-particle state. With such an assumption, the action
of the helicity operator Hˆ(i), related to the particle labelled by i, is
Hˆ(i)Mn ≡
(
λ(i)a
∂
∂λ(i)a
− λ˜(i)a˙
∂
∂λ˜(i)a˙
)
Mn = −2hiMn. (16)
Equivalently, the little group transformation maps (λ, λ˜) into (t−1λ, tλ˜) and its
action on the amplitude (15) can be seen as the following scaling
Mn
(
{λ(i), λ˜(i); hi}
)
−→ t−2hiMn
(
{λ(i), λ˜(i); hi}
)
. (17)
2.3. Analyticity, locality and unitarity
Up to the momentum conserving δ-function, we consider the scattering amplitudes
as an analytic function. This implies that their singularity structure can show at
most poles and branch points. If we also assume locality for the interactions, the
analytic structure of the amplitude is further restricted: the poles can come just
from propagators 1/(
∑
k p
(k))2 and branch points are identified by those points in
momentum space in which two propagators are simultaneously singular.
Finally, unitarity, which is given by the condition (3), implies that, when the
singularities are approached, one or more particles go on-shell and the amplitude
factorizes into amplitudes with lower number of external states and/or at lower
order in perturbation theory.
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2.3.1. Poles and trees
In a Feynman diagram language, considering just poles is equivalent to restricting
to the tree-level approximation. In other words, tree level amplitudes are rational
functions of the Lorentz invariants. These poles are approached when
(i) P 2ij ≡ (p(i) + p(j))2 = 〈i, j〉[i, j] −→ 0: The amplitude factorizes as
lim
P 2ij→ 0
P 2ijM
tree
n =
∑
hP
Splittree−hP (i, j, ζ)M
tree
n−1(P
hP
ij , K), (18)
where K is the set of all particles but i and j, Splittree is a so called splitting
amplitude, and the parameter ζ is such that p(i) ∼ ζPij and p(j) ∼ (1− ζ)Pij .
This type of singularities is referred to as a collinear singularity.
(ii) P 2
K¯
≡ (∑k∈K¯ p(k))2 −→ 0: Similarly to the previous case
lim
P 2K¯→ 0
P 2K¯M
tree
n =
∑
hP
M tree
dim{K¯}+1(K¯,−P−hPK¯ )M treen−dim{K¯}+1(P hPK¯ , Q), (19)
with K¯ being the set containing more than two particles, and Q is the comple-
ment set of K¯: K¯ ∪ Q = {1, . . . , n}. These are called multi-particle singularities.
Which precise factorization channels are allowed depends on the details of the the-
ory, as, for example, the helicity configurations or further symmetries.
Other interesting limits under which an amplitude may factorize are the soft
limits, when the momentum of a given particle i is taken to zero:
M treen
p(i)→ 0−→ Softtree(i)M treen−1(6 i). (20)
The soft factor Softtree(i) carries the helicity information related to the soft particle
(i.e. it scales just under the little group transformations related to the momentum
p(i), while it is helicity blind with respect to the other particles), and the amplitude
M treen−1(6 i) is the (n − 1)-particle amplitude obtained from the scattering of the
particle set {1, . . . , n}\{i}.
2.3.2. Branch cuts and loops
Let us now consider the possibility of having both poles and branch points. The
discontinuity along the branch cuts departing from each point is related to the
imaginary (dispersive) part of the amplitudes. For a generic amplitude, the branch
cut structure can be very complicated since the singularities turn out to be nested.
This can be understood thinking about the general structure of an L-loop amplitude
M (L)n =
∫ ( L∏
r=1
dDlr
(2π)D
)∑
v
Pv({lr}, p)∏
k P
2
k ({lr}, p)
, (21)
where Pv are polynomials in the loop momenta lr and the external ones p, while
P 2k are the loop propagators which are again functions of lr and p.
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It is generally convenient to compute the discontinuity along the cuts rather
than attacking directly the loop integration, which can be done using the unitarity
condition (3). The latter can be expanded perturbatively in the coupling constant,
finding that its right-hand-side shows integration over momenta of the intermedi-
ate states: the imaginary part of the loop amplitudes can be determined from the
phase-space integrals of product of lower-order amplitudes, which are identified by
restricting two internal propagators on-shell. The imaginary part of the loop am-
plitudes provides the discontinuity along the cuts, and this computation allows to
reconstruct the amplitudes up to rational functions of the Lorentz invariants.
The general idea is to find first a scalar integral representation of the amplitude,
i.e. a representation of the amplitude as sum of integrals whose numerators do not
have a tensor structure. For the 1-loop case, the Passarino-Veltman reduction66–68
provides a general method to find a basis for the amplitude and such a basis turns
out to be the minimal one
M (1)n =
∑
i∈S4
C(i)4 I(i)4 +
∑
i∈S3
C(i)3 I(i)3 +
∑
i∈S2
C(i)2 I(i)2 +R(1), (22)
where Im are scalar integral with m internal propagators and the coefficients Cm as
well as R(1) are all rational functions of the Lorentz invariants. For the L-loop case
(L > 1), there is no general procedure to identify a basis, even if Passarino-Veltman
reduction-like approaches can be used on case by case basis.
M (1)n =
∑
i∈S4
C(i)4
. .
.
.
.
...
+
∑
i∈S3
C(i)3
.
.
.
.
. .
+
∑
i∈S2
C(i)2 +R(1)
Fig. 1: One-loop integral expansion. The minimal integral basis on which a one-
loop amplitude in four dimensions can be expanded shows at most box-integrals,
and then the lower point ones. This is due to the fact that in four dimensions and
in the complexified momentum space it is possible to send on-shell simultaneously
at most four internal propagators
Once such a representation is known, its coefficients can be determined by unitar-
ity through the computation of the cuts along all the possible momentum channels.
Another possibility is to consider, together with the physical singularities given by
having two internal propagators on-shell, singularities with higher codimensions,
which are allowed only if the momenta are extended to be complex. This approach
goes under the name generalized unitarity methods.8–11, 13, 69, 70
Let us focus on the L = 1 level. The crucial observation is that being a scattering
amplitude an analytic function, any of its representations must share the same
singularity structure with each other. In a D-dimensional space-time and for fixed
external momenta, the highest codimension singularity it can show is given by
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the maximum number of internal propagators which can be sent on-shell. In the
complexified momentum space, this is number is equal to the dimensions D of
the space-time. Therefore, a putative scalar integral decomposition of the one-loop
amplitude in D-dimensions is given by a sum of scalar k-gon, with k ≤ D: in
four dimensions one obtain exactly the expansion (22).20 Now, one can perform
the k-cuts in order to find the coefficients of the expansions: a given k-cut selects
all those Feynman diagrams on one side and all the scalar integral on the other,
showing those k internal propagators. Actually, one can proceed gradually:20 In four-
dimensions, once one found all the box integrals which reproduce the quadruple-
cuts, one can take their sum as a basis ansatz and compute the triple cuts. If the
result is consistent, then the basis does not need lower point integrals. Otherwise,
we need to complete this basis by adding scalar triangle integrals, which are such
that do not modify the quadruple cuts but provide a non-trivial contribution to the
triple cuts. Similarly, one can take the sum of boxes and triangles as a basis ansatz
and compute the double cuts: If the answer of such a computation is consistent,
then this basis does not need to be completed, otherwise it is necessary to add the
bubble integrals which do not contribute to neither the quadruple nor the triple
cut, but which has a non-vanishing double cut. The cuts analysis leaves out the
possibility of reproduce the rational terms.
2.3.3. Quadruple cuts
For D = 4, the highest codimension singularity is identified by sending on-shell
four internal propagators. This can be done just for complexified momenta. Look-
ing at the expansion (22), just the box integrals I(i)4 show this number of internal
propagators. The set of all the external particles {1, . . . , n} can be partitioned as
{1, . . . , n} =
4⋃
m=1
A(i)m , (23)
with the different partitions on a box are identified by (i). A given cut is identified
by fixing i in (23) and, thus, just one box-integral contributes
∆(i)4 M
(1)
n ≡
∫
T 4
d4l
(2π)4
4∏
m=1
M treem (l) =
= C(i)4
∫
T 4i
d4l
(2π)4
1
l2(l − P (1))2(l + P (2))2(l − P (1) − P (4))2 .
(24)
where P (m) are the sum of the external momenta in A(i)m , and the integration is
performed over the T 4i which defines the specific quadruple cut
T 4i =
{
l ∈ C4 | l2 = 0, (l − P (1))2 = 0, (l + P (2))2 = 0, (l − P (1) − P (4))2 = 0} .
(25)
Each T 4 has two solutions for l, and thus the left-hand-side of eq (24) reduces
to a product of four tree-level amplitudes, summed over all the helicity states which
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= C4
Fig. 2: Four-particle cut. It is obtained by sending on-shell four internal propagators.
This is the highest codimension singularity in four-dimensions. Performing this class
of cuts, one obtains the coefficients of the box-integrals as product of four tree-level
amplitudes.
can contribute and over the two solutions of the T 4. The coefficient C(i)4 is therefore
C(i)4 =
1
2
∑
l⋆
∑
h
M tree1 (l⋆ − P (1), P (1),−l⋆)M tree2 (l⋆, P (2),−(l⋆ − P (2)))×
×M tree3 (l⋆ + P (2), P (3),−(l⋆ − P (1) − P (2)))×
×M tree4 (l⋆ − P (1) − P (2), P (4),−(l⋆ − P (1))) .
(26)
2.3.4. Triple cuts
In order to be able to capture the other integrals of the basis and, therefore, compute
the correspondent coefficients, we need to look at lower codimension singularities.
Let us analyze the triple cuts:
∆(i)3 M
(1)
n ≡
∫
T 3i
d4l
(2π)4
3∏
m=1
M treem (l), i (27)
with the integration carried out over the T 3i
T 3i =
{
l ∈ C4 | l2 = 0, (l − P (1))2 = 0, (l + P (2))2 = 0.} (28)
=
∑
i∈S
(3)
4
C(i)4 + C3
Fig. 3: Three-particle cut. It is obtained by sending on-shell three internal propa-
gators.
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The conditions in (28) do not fix the loop momenta l but rather generate two
one-parameter families of solutionsd, which can be written as72
l = z
(
X22
z
Λ(1) +
1−X22
1−X21X22
Λ(2)
)(
1−X21
1−X21X22
Λ˜(1) +
X21
z
Λ˜(2)
)
,
l = z
(
1−X21
1−X21X22
Λ(1) +
X21
z
Λ(2)
)(
X22
z
Λ˜(1) +
1−X22
1−X21X22
Λ˜(2)
)
,
(30)
whereX2i = (P
(i))2/(〈1, 2〉[1, 2] (i = 1, 2), and Λ(i)Λ˜(i) are the light-like projections
of the momenta P (i).
Considering the three tree-level amplitudes in the cut, they show two poles for
each z-dependent propagator – this is easy to understand by looking at the two
solutions above. Those poles are connected to the box-integrals. The contributions
to the triangle coefficients are the ones without any pole. Thus
C3 = 1
2
∫
γ∞
dz
z
∑
l⋆
3∏
m=1
M treem (z), (31)
where γ∞ is a contour encircling just the pole at infinity.
2.3.5. Double cuts
The double cuts take into account all the higher point scalar integrals. Typically, the
double cuts can allow to extract the coefficients of all the integral basis. However, the
quadruple- and triple-cuts already provide a more straightforward way of computing
the coefficients of the box and of the triangle. Therefore, if a given theory admits
bubbles, we can use the double cuts just to compute the coefficient of the bubbles.
It is defined as
∆(i)2 M
(1)
n =
∫
d4l
(2π)4
δ(+)(l2)δ(+)((l −K)2)
2∏
m=1
M treem . (32)
We postpone a deeper discussion about the double cuts in Section 5, for a description
of how to extract all the coefficients of integral basis as well as how to combine this
class of cuts with the other generalized ones, see.73
2.4. Turning the table around
Let us now rewind the tape and try to extract a possible minimal set of hypothesis
which may at the basis of a general S-matrix theory:
dIt possible to look at this computation in a different fashion. If one replaces δ(l2) by71
δ(l2) −→
1
l2 + iε
−
1
l2 − iε
, (29)
the problem is reduced to a double cut in the other two propagators.
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=
∑
i∈S
(2)
4
C(i)4 +
∑
i∈S
(2)
3
C(i)3 + C2
Fig. 4: Double cut. It is obtained by sending on-shell two internal propagators.
(i) Space-time isometry group invariance and existence of one-particle states: The
first step is the definition of the states which are going to scatter. They can be
taken as the irreducible representation of the space-time isometry group. So
far, we have been discussing asymptotically Minkowski space-time, for which it
is natural to work in the momentum space and to classify the representations
according to the Lorentz little group. Furthermore, the existence of one-particle
states allows to define operators which acts on the scattering amplitude as they
act on the single particles;
(ii) Analyticity: It restricts the singularity structure of the S-matrix to have at most
poles and branch points, which we have a physical interpretation of;
(iii) Unitarity: It provides the factorization theorems and, therefore, the physical
interpretations of the singularities;
(iv) Locality of the interactions: The singularity structure is further restricted to
have at most single poles coming from standard propagators, and the branch
cuts as well as higher codimension singularities are obtained in those points in
the complexified momentum space in which two or more poles are reached, i.e.
two or more propagators go on-shell.
A feature which deserves attention is the absence of any type of gauge symmetry
as fundamental hypothesis: If it characterizes the theory, it should arise as a sort
of emergent property. Moreover, our perspective is to always work with on-shell
amplitudes so that the result must be gauge invariant.
One can wonder how really fundamental can be the assumption of locality.
Strictly speaking, we do not have any a priori reason to have a such a belief and
some recent development seems to point towards the possibility of locality to be
an emergent feature.40 Furthermore, dropping such a requirement might allow to
define consistent higher-spin coupling in Minkowski space-time,34, 74–77 given that
all the known no-go theorems take the locality of the interactions for granted.78–82
The last brick we need to be able to start to build our S-matrix theory is a
class of fundamental objects which can be determined from the above fundamental
hypothesis. This will be the subject of the next section.
As a final comment, the above set of hypothesis is not meant to be the definitive
minimal set. Rather, it is a good starting point which might allow to deepen our
knowledge of the perturbation theory in particle physics and, hopefully, create a
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framework in which it can be either redefined or reduced, or both. e
3. The three particle amplitudes
The simplest object we can define is a three-particle amplitude. For massless parti-
cles and considering the Lorentz group SO(3, 1;R), momentum conservation forces
it to vanish. Non-trivial three-particle amplitudes can instead be defined if one con-
siders either the Lorentz group with signature SO(2, 2) or the complexified Lorentz
group SO(3, 1;C), the last one being isomorphic to SL(2,C) × SL(2,C).83 In the
last case, the two spinors λ(i)a and λ˜
(i)
a˙ can be considered as transforming under
different SL(2,C).
The three-particle amplitudes are fixed, up to a constant, by Poincare´ invari-
ance.38 More precisely, momentum conservation implies that a three-particle am-
plitude can be written as a direct sum of an holomorphic and an anti-holomorphic
term
3∑
i=1
λ(i)a λ˜
(i)
a˙ = 0 =⇒ 〈i, j〉[i, j] = 0, (33)
with the last set of equations which are solved either when all the holomorphic or
the anti holomorphic inner products vanish, i.e. either all the holomorphic spinors or
all the anti-holomorphic ones are proportional to each other. Thus, a three-particle
amplitude has the following structure
M3(λ, λ˜) = δ
(
3∑
i=1
λ(i)λ˜(i)
)[
MH3 (λ) +M
A
3 (λ˜)
]
, (34)
with MH3 (λ) and M
A
3 (λ˜) being the holomorphic and anti-holomorphic contribution,
respectively. It is important to point out that such a structure characterizes the full
(non-perturbative) amplitude: it is just a consequence of one of the symmetries of
the theory and does not have anything to do with perturbation theory.
Furthermore, the covariance under the Lorentz little group SO(2), together with
the assumption that the Poincare´ group acts on the scattering amplitudes as it
acts on individual 1-particle states, is equivalent to state that the amplitude is an
eigenfunction of the helicity operatorH(i) for particle i, with eigenvalue proportional
to its helicity hi
H(i)M3(λ, λ˜) ≡
(
λ(i)a
∂
∂λ(i)a
− λ˜(i)a˙
∂
∂λ˜(i)a˙
)
M3(λ, λ˜) = −2hiM3(λ, λ˜), (35)
or, equivalently considering equation (34),(
λ(i)a
∂
∂λ(i)a
+ 2hi
)
MH3 = 0 and
(
λ˜(i)a˙
∂
∂λ˜(i)a˙
− 2hi
)
MA3 = 0. (36)
eThis is the direction for N = 4 supersymmetric Yang-Mills theory taken by two recent pa-
pers.40, 41
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This equation can be exactly solved, providing a general expression for the full
three-particle amplitude with states with arbitrary helicities
M3({λ(i), λ˜(i), hi}) = δ
(
3∑
i=1
λ(i)λ˜(i)
)
×
× [κH1 + h〈1, 2〉d3〈2, 3〉d1〈3, 1〉d2 + κH1 − h[1, 2]−d3[2, 3]−d1[3, 1]−d2] ,
(37)
where d1 = h1−h2−h3, d2 = h2−h3−h1, d3 = h3−h1−h2 and h = h1+h2+h3.
As for the amplitudes in eq (34), the superscript H/A in the coupling constants
indicates that they are associated to the holomorphic/anti-holomorphic amplitude,
while the subscript indicate their dimension f .
As a last requirement, the three-particle amplitudes need to vanish on the
real sheet, which occurs when both the holomorphic and anti-holomorphic in-
ner products simultaneously vanish. As the explicit expression (37) shows, for
d1 + d2 + d3 = −h1 − h2 − h3 < 0 the anti-holomorphic contribution van-
ishes on the real sheet while the holomorphic term is singular, conversely for
d1 + d2 + d3 = −h1 − h2 − h3 > 0. This means that, in order to have a non-
singular behavior in this limit, in the first case the holomorphic coupling constant
κH1 + h needs to be zero, while in the second one this same has to happen for the
anti-holomorphic coupling constant κA1− h. In order words, if the helicities of the
states satisfy the inequality d1 + d2 + d3 = −h1 − h2 − h3 < 0, the three-
particle amplitude just depends on the anti-holomorphic inner products, while if
d1 + d2 + d3 = −h1 − h2 − h3 > 0 is satisfied, it shows just the holomorphic
term. Finally, as far as the case d1 + d2 + d3 = −h1 − h2 − h3 = 0 is concerned,
both the holomorphic and anti-holomorphic terms contribute and the three-particle
amplitude is given just by the coupling constant which, at the end of the day, turns
out to be a linear combination of κH
1
and κA
1 + h
.
Summarizing, the three-particle amplitudes defined by states whose helicities are
such that h1+h2+h3 6= 0 have defined holomorphicity, i.e. they can be either holo-
morphic or anti-holomorphic, and for each holomorphic amplitude of states with he-
licities (h1, h2, h3) there exists an anti-holomorphic counterpart whose states have
helicities (−h1, −h2, −h3). Diagrammatically, we indicate the (anti-)holomorphic
three-particle amplitude with (white)black three-point vertices (see Figure 5).
The expression in (37) can be made permutation invariant by endowing it with
fThe dimension of the coupling constant comes from a simple counting: As a consequence of the
fact that a cross-section has the dimension of an area, an n-particle amplitude has dimensions
4 − n. Thus, the dimension of the three-particle couplings in eq (37) is obtained by subtracting
the dimension of the three-particle amplitude, which is 1, and the dimension of the kinematic
dependent factor.
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Fig. 5: Three-particle amplitudes. The black three-point vertex represents the holo-
morphic three-particle amplitudes, while the white vertex the anti-holomorphic one.
The directions of the arrows represent the sign of the helicity of a given state: if the
arrow is incoming, the helicity is negative, if it is outgoing the helicity of the given
state is positive.
a structure constant εa1a2a3
M3({λ(i), λ˜(i), hi}) = δ
(
3∑
i=1
λ(i)λ˜(i)
)
×
× [κH1 + hεa1a2a3〈1, 2〉d3〈2, 3〉d1〈3, 1〉d2 + κH1− hεa1a2a3 [1, 2]−d3[2, 3]−d1[3, 1]−d2] ,
(38)
which is equivalent to introduce internal quantum numbers for the states. For am-
plitudes involving just particles with the same spin s, these structure constants can
be either totally symmetric (for particles with even spin) or totally antisymmetric
(for particles with odd spin).
If one now defines a phase-space factor Ω for a given particle as follows
Ω =
∑
h
d2λd2λ˜
Vol {GL(1)} , (39)
it is then possible to think of the three-part particle amplitude as a form40
M3 = M3Ω(i)Ω(j)Ω(k), (40)
with i, j, k labelling the particles. The sum in eq (39) takes into account all the
possible helicity states allowed, while the measure is the volume of the little group.
Some comments are now in order. Firstly, the expression in (38) defines all the
possible fundamental three-particle amplitudes compatible with Poincare´ invariance.
Strictly speaking, there are more singular objects which can be defined, and they
can be obtained from equation (38) through the replacement
κ1− |h| −→ κ1 − |h| + 2k(
P 2ij
)k . (41)
In other words, fundamental scattering amplitudes which typically are characterized
by a coupling constant with dimension 1 − |h| may appear as effective interactions
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with coupling constant 1− |h|+ 2k in correspondence of a higher order singularity.
An example where this occurs is the 1-loop gluon scattering in QCD, where it
appears as a particular collinear limit characterized by a double pole (thus k = 1
in (41)).84 This type of effective interactions will not be treated in our discussion.
Furthermore, the dimensionality of the three-particle coupling can be used as a
criterium to classify interacting theories.34, 38 In particular, if we restrict ourselves
to theories whose couplings within a given theory are characterized by the same
dimensionality, we can identify four main classes:34
(i) [κ] = 1 − s: it contains a self-interaction for spin s and a spin-s/spin-s′ cou-
pling, respectively with (∓s, ∓s, ±s) and (−s′, −s′, ∓s) as allowed helicity
configurations;
(ii) [κ] = 1 − 3s: just a self-interacting coupling is allowed, with (∓s, ∓s, ∓s) as
possible helicity configurations;
(iii) [κ] = 1 − (2s′ + s): the helicity structure of this three particle amplitudes is
(∓s′, ∓s′, ∓s);
(iv) [κ] = 1 − |2s′ − s|: in this case, the three-particle couplings allowed have
(∓s′, ∓s′, ±, s). This class has the particular feature that the three-particle
amplitudes with a fixed helicity configuration can be either holomorphic or
anti-holomorphic depending on the sign of |2s′ − s|, while if this quantity is
zero then both terms contribute.
In the classification above, we have considered the possibility that at most two
different spins can enter. In line of principle, there is nothing which prevents us to
consider also three-particle amplitudes of states all of them having different spin.
Moreover, we are assuming the existence of fundamental three-particle couplings,
leaving out all those theories whose smallest couplings involve more than three
states. However, if on one hand the classification above is indeed not complete,
on the other hand some theories, which at first sight are not included, can be
reduced to one of the classes above. This is the case, we just mentioned, of theories
whose smallest coupling is not a three-particle one: higher point couplings can be
splitted into effective (but still finite) three-particle coupling by introducing massive
particles with suitable spin (this procedure for κ0φ
4 has been explicitly worked
out38). From a computational point of view, this might not be the best way to
deal with the amplitudes of such theories; however, it becomes relevant if one is
interested in understanding the basic structure of perturbation theory.
At last, it may be useful to compare the structure of the three-particle amplitudes
(38) with the ones coming from a Lagrangian formulation
M3 ∼ κ1−F−δεaF {bi b˙i}εa˙F {bj b˙j}ε{bk b˙k}pδ, (42)
where the ε’s are the polarization tensors of the three external particles, aF and
a˙F are “extra” spinor indices which are present if two of the external particles are
fermions (in this case F = 1, while for F = 0 these spinorial indices are not present
and all the external particles are bosons), and δ provides the number of derivatives
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of the three-particle interactions. As before, the subscript of the coupling constant
indicates its mass dimension, which, in this case, is computed by subtracting the
dimension of the three-particle amplitudes (equal to 1) by the dimensions of the
polarization tensors F (for bosons they are dimensionless, while for fermions a
polarization vector has mass dimension 1/2) and the number of derivative δ. Notice
that the classification above can be translated into a Lagrangian language in terms
of the number of derivative of the three-particle interactions: δ = |h| − F . More
interestingly, one can notice that these interactions are local if and only if δ =
|h| − F ≥ 0. However, the comparison with the classification above shows that all
those three-particle interactions are local: for the three-particle amplitudes, it seems
that locality can emerge from the requirement that they vanish on the real sheet
(which is nothing but momentum conservation on the real sheet). In other words, in
order to have non-local Lagrangian three-particle interactions with operator (∂/)δ,
one would need to drop the requirement that the three-particle amplitudes vanish
on the real sheet.
3.1. The supersymmetric extensions
As mentioned from the very beginning, the perspective we want to take is to build
up theories of interacting particles from a minimal set of assumptions. This ap-
proach leads to rediscover some symmetries as a consequence of some consistency
conditions,34, 38 as we will explain later. However, in some cases it may be convenient
to assume those symmetries from the very beginning in order to be able to explore
further the structure of certain class of theories. This allows to study directly the
scattering of coherent states, each of them containing all the helicity states which
are connected by the additional symmetry taken into account. This is indeed the
case of supersymmetric theories, for which the Super-Poincare´ group defines the
asymptotic states.20
If QIa and Q¯
Ia˙ are the supercharges, with a and a˙ being, as usual, the spinor
indices while I = 1, . . . ,N is the R-symmetry index, the coherent states can be
defined as20
|λ, λ˜; η〉 = eQaIwaηI |λ, λ˜; −s〉, |λ, λ˜; η˜〉 = eQ˜a˙Iw˜a˙η˜I |λ, λ˜; +s〉, (43)
where wa and w˜a˙ are spinors satisfying the conditions 〈w, λ〉 = 1 and [w˜, λ˜] = 1
respectively, and the Grassmann variables ηI and η˜
I have been introduced. The
action of the supercharges on the helicity states is conventionally defined as follows
QaI |λ, λ˜; −s〉 = λa|λ, λ˜; −s+ 1
2
〉I , QaI |λ, λ˜; +s〉 = 0,
Q˜a˙I |λ, λ˜; −s〉 = 0, Q˜a˙I |λ, λ˜; +s〉 = λ˜a˙|λ, λ˜; +s− 1
2
〉I .
(44)
It is then straightforward to see that the coherent states (43) are eigenstates of the
supercharges QaI and Q˜a˙I respectively
QaI |λ, λ˜; η˜〉 = η˜Iλa|λ, λ˜; η˜〉, Q˜a˙I |λ, λ˜; η〉 = ηI λ˜a˙|λ, λ˜; η〉. (45)
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For maximally supersymmetric theories, the coherent states contain all the helicity
states, so that using the Super-Poincare´ group to define the asymptotic states for
a scattering process allows to treat all the possible interactions at once. For less
supersymmetric theories, the helicity states are organized in more than one multi-
plet. Let us write here explicitly (and for future reference) the coherent states for
N = 1 and N = 4s supersymmetries (with s = 1, 2 being the highest spin in
the supermultiplet – this is the case of maximally supersymmetric Yang-Mills and
gravity):
N = 1 supermultiplets :
|λ, λ˜; η〉 = | − s〉+ η| − s+ 1
2
〉,
|λ, λ˜; η˜〉 = |+ s〉+ η˜|+ s− 1
2
〉,
N = 4s supermultiplet :
|λ, λ˜; η〉 = | − s〉+ ηI | − s+ 1
2
〉I + . . .+ 1N !ǫ
I1...IN ηI1 . . . ηIN |+ s〉,
|λ, λ˜; η˜〉 = |+ s〉+ η˜I |+ s− 1
2
〉I + . . .+ 1N !ǫI1...IN η˜
I1 . . . η˜IN | − s〉,
(46)
where in the right-hand-side of all the expressions above the dependence on the
spinors λ and λ˜ have been suppressed for notational convenience. From eqs (46),
it is clear the existence of two multiplets for N = 1, one containing the positive
helicity states and the other one the negative helicity states, while for N = 4s the
two multiplets contain all the helicity states, so that they are equivalent. Actually,
η and η˜ provide two equivalent representations of the states and it is possible to go
from one representation to the other with a Grassmann Fourier transform
|λ, λ˜; η〉 =
∫
dN η˜ eη˜η|λ, λ˜; η˜〉, |λ, λ˜; η˜〉 =
∫
dN η eηη˜|λ, λ˜; η〉. (47)
Through (47), both the positive and the negative supermultiplets in the N < 4s
case can be written equivalently in the two representations.
Let us now turn to the amplitudes. First of all, the multiplets in the amplitude do
not need to be in the same representation but it is possible to choose the one which is
more convenient in each particular case. Secondly, in order to determine the three-
particle amplitudes one needs also to require that they transform appropriately
under supersymmetry. On a single state a supersymmetry transformation acts as
follows
eQaIζ
aI |λ, λ˜; η〉 = |λ, λ˜; η + 〈ζ, λ〉〉, eQaIζaI |λ, λ˜; η˜〉 = eη˜I〈λ,ζI〉|λ, λ˜; η˜〉,
eQ˜
a˙I ζ˜a˙I |λ, λ˜; η〉 = eηI [λ˜,ζ˜I ]|λ, λ˜; η〉, eQ˜a˙I ζ˜a˙I |λ, λ˜; η〉 = |λ, λ˜; η˜ + [ζ˜ , λ˜]〉,
(48)
where ζ and ζ˜ are the supersymmetry parameters. With our hypothesis of the exis-
tence of 1-particle states, the supersymmetry transformations act on the amplitudes
as in eq (48). Considering all the states in the same representation as well as the
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fact that under the little group transformations η and η˜ behave exactly as λ and
λ˜, respectively, one can easily show that the three-particle amplitudes acquires the
form
M3(λ, λ˜, η) = κ
H
δ (〈2, 3〉η(1) + 〈3, 1〉η(2) + 〈1, 2〉η(3))
(〈1, 2〉〈2, 3〉〈3, 1〉)s + κ
A
δ
(∑3
i=1 η
(i)λ˜(i)
)
([1, 2][2, 3][3, 1])
s ,
M3(λ, λ˜, η˜) = κ
H
δ
(∑3
i=1 λ
(i)η˜(i)
)
(〈1, 2〉〈2, 3〉〈3, 1〉)s + κ
A
δ ([2, 3]η˜(1) + [3, 1]η˜(2) + [1, 2]η˜(3))
([1, 2][2, 3][3, 1])
s ,
(49)
s being the highest spin in the multiplets. Again, defining the super-phase space
factor for a given particle as
Ωη =
d2λd2λ˜
Vol {GL(1)}d
4η, Ωη˜ =
d2λd2λ˜
Vol {GL(1)}d
4η˜, (50)
the three-particle amplitudes can be written as eq (40), with the super phase-space
factors Ω given in eq (50).
Fig. 6: Three-particle amplitudes for maximally supersymmetric theories. As in the
non supersymmetric case, the black three-point vertex represents the holomorphic
three-particle amplitudes, while the white vertex the anti-holomorphic one. These
diagrams are not decorated with arrows because each external states contains all the
possible helicity states of the theory. For less supersymmetric theories, where there
is a notion of negative and positive coherent states, the three-particle amplitudes
are represented as in Fig 5.
4. Constructing the higher point amplitudes at tree level
As we just discussed, the three-particle amplitudes are determined by the Poincare´
group and, when it is convenient, they can reflect some other symmetry of the
theory. In order to describe processes involving a higher number of states, one can
suitably glue the three-particle amplitudes together. Before providing the rules to
do this, it is worth to get some more insights about the structure of the amplitudes.
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4.1. Momentum space deformations
Scattering amplitudes are generally analytic functions of the Lorentz invariants,
once the δ-function implementing momentum conservation has been stripped out.
In the complexified momentum space (p(i) ∈ CD), it is possible to introduce a non-
trivial one-complex-parameter deformation such that both momentum conservation
and the on-shell condition is still preserved.16 In a general fashion, such class of
transformation can be written as
p(v) −→ p(v)(z) = p(v) − z
dim{D}∑
r=1
αvrq(r), v ∈ D, (51)
where z is the parameter of the deformation, D is the subset of particles whose
momenta have been deformed, αvr are coefficients fixed by momentum conservation
and the momenta q(r) ∈ CD, because of the on-shell condition, need to be light-like
vectors such that
q(r1) · q(r2) = 0 = p(v) · q(r), ∀ v ∈ D, ∀ r, r1, r2 = 1, . . . , dim{D}. (52)
Notice that the coefficients αkr do not need to be all non-vanishing, but rather their
number can be at most equal to dim{D}.
The deformations (51) generate a one-parameter family of amplitudes
Mn −→ M (D)n (z), (53)
where in the notation above the superscript D just indicates the deformation which
generates the family of amplitudes. One can now consider the family of amplitudes as
a function of z, study its singularity structure in z and try to reconstruct the physical
amplitudes – which can be obtained by setting z to zero – from its singularities.
The hypothesis of analyticity restricts the amplitudes to show just poles and branch
cuts. In the Feynman diagram language, if we restrict ourselves to consider just
poles as characterizing the singularity structure of our amplitudes, we are restricting
ourselves to consider the tree-level approximation. At loop level, we need to consider
both poles and branch points.
This analysis is completely general and it does not depend neither on the di-
mension of the space-time nor on the particles being massless or massive. For the
time being, we will focus on the four-dimensional massless case. For D = 4, we can
rephrase the deformations (51) in terms of the spinors λ and λ˜
λ˜(v1) −→ λ˜(v1)(z) = λ˜(v1) − z
∑
r≤dim{Dλ}
β˜v1r ξ˜(r), v1 ∈ Dλ˜
λ(v2) −→ λ(v2)(z) = λ(v2) + z
∑
r≤dim{Dλ˜}
βv2rξ(r), v2 ∈ Dλ
(54)
with Dλ˜ and Dλ being the sets of the particles whose anti-holomorphic and holomor-
phic spinors have been deformed. The infinitesimal generator of the above transfor-
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mation can be written as
GD =
∑
v2∈Dλ
∑
r≤dim{Dλ˜}
βv2rξ(r)
∂
∂λ(v2)
−
∑
v1∈Dλ˜
∑
r≤dim{Dλ}
β˜v1rξ˜(r)
∂
∂λ˜(v1)
. (55)
Under these deformations, the singularities of M
(GD)
n (z) appear in correspondence
of the z-dependent propagators. Varying the number of particles whose momenta
get deformed varies the number of propagators which acquire a z-dependence and,
typically, this number increases as the number of deformed external momenta in-
creases. If on one side this may complicate the z-singularity structure, on the other
side it generates different representations which can help to unveil the properties of
our theories.
In any case, if we consider just the pole structure which, as we discusses in Sec-
tion 2.3, corresponds to the tree level approximation, just the propagators involving
a subset of the deformed particles (not coinciding with the full set) are z-dependent
and, thus, provide a pole in z. The one-parameter family of amplitude which gets
generated is a meromorphic function of the parameter z. Let D¯λ˜ and D¯λ be respec-
tively the subgroups of the anti-holomorphic and holomorphic spinors which gets
deformed and enter in a given propagators 1/P 2D¯
1
P 2D¯
−→ 1
P 2D¯(z)
=
1
P 2D¯ + z
∑
v1,r1
β˜v1r1〈v1|PD¯|r1]− z
∑
v2,r2
βv2r2〈r2|PD¯|v2]
, (56)
with v1 and v2 taking values in D¯λ˜ and D¯λ, respectively. The location of the pole
is therefore given by
zD¯ = − P
2
D¯∑
v1,r1
β˜v1r1〈v1|PD¯|r1]−
∑
v2,r2
βv2r2〈r2|PD¯|v2]
. (57)
If one consider the Riemann-sphere Cˆ = C ∪ {∞}, then
0 =
1
2πi
∮
Cˆ
dz
z
M (D)n (z) = M
(D)
n (0) +
∑
k∈P(D)
c(D)k
zk
− C(D)n , (58)
where M (D)n (0) ≡ Mn, P (D) is the set of poles generated by the deformation, zk are
the locations of the poles (given by eq (57)), c(D)k their residues and C(D)n the residue
at infinity (or, in other words, the constant term of the Laurent series expansion of
M (D)n (z)).
As far as the residues c(D)k in eq (58) are concerned, they are provided by the
product of two tree-level amplitudes with fewer external states:16 as the location of
the pole in a specific channel is approached, the related momentum goes on-shell,
the channel dominates the others, and the amplitude factorizes
M (D)n (z)
z −→ zk∼ M (D)
L
(zk)
1
2
(∑
v,r α
vrPk · q(r)
)
(zk − z)
M (D)
L
(zk). (59)
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From this equation, one can easily read off the residue we are looking for
− c
(D)
k
zk
= M (D)
L
(zk)
1
P 2k
M (D)
R
(zk). (60)
If the amplitude vanishes as z is taken to infinity, the residue of the pole at infinity
C(D)n vanishes as well, and the physical amplitude is determined by the residues (60),
generating a recursive relation
Mn =
∑
k∈P(D)
M (D)L (zk)
1
P 2k
M (D)R (zk). (61)
In the case that the amplitude does not vanish as z is taken to infinity, the residue
from the pole at infinity is non zero and, thus, the poles are not enough to re-
construct the amplitude and further information is needed. This problem can be
overcome by identifying special kinematic points for which the behavior of the ampli-
tude is known. Specifically, if M (D)n (z) ∼ zν as z −→ ∞, one need ν+1 conditions,
which can be provided by considering a subset of the zeros of the amplitudes32
0 =
1
2πi
∮
γs0
dz
M (D)n (z)(
z − z(s)0
)r , (62)
where γs0 is a contour containing just the zero z0, r runs from 1 to the multiplicity
m(s) of the zero z0. Using the Cauchy theorem, one obtains an algebraic system
whose solution allows to reconstruct the full one-parameter family of amplitude
M (D)n (z). In particular, for the physical amplitude one obtains
Mn =
∑
k∈P(D)
M (D)
L
(zk)
f (ν, n)k
P 2k
M (D)
R
(zk), f
(ν, n)
k =
ν+1∏
l=1
(
1− P
2
k
P 2k (z
(l)
(0))
)
. (63)
The dressing factors f (ν, n)k are constrained by requiring that the amplitude factorizes
correctly under the appropriate collinear and multi-particle limits.32 The original
discussion of this generalized on-shell representation was carried out for a specific
class of deformations, that we will discuss later. However, the structure (63) holds
for a general deformation (54). More generally, if the behavior of the amplitude at
specific kinematic points is known (and this already would be a case by case study),
the representation (63) acquires the form85
Mn =
∑
k∈P(D)
M (D)
L
(zk)
f (ν, n)k
P 2k
M (D)
R
(zk) +
ν+1∑
l=1
M (D)n (z
(l)
⋆ )
ν+1∏
r=1,r 6=l
z(r)⋆
z(r)⋆ − z(l)⋆
, (64)
where the dressing factor f (ν, n)k takes the same expression as in eq (63), but it
is computed in z⋆ rather than in a zero. We will consider only the generalized
representation (63) obtained making use of the knowledge of a subset of zeroes. It is
important to notice that the number of channels is exactly the same for eq (61) and
(63): those channels provides the poles at finite location, while the dressing factors
f (ν, n)k take into account the contribution from the singularity at infinity through
the momenta characterizing the channels but computed at the location of the zeros.
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As a final remark, it is important to stress that the recursion relations provide
a notion of constructibility of a theory at tree level: if one iterates the recursion
relations, the n-particle amplitude can be expressed in terms of products of three-
particle amplitudes, which are fixed by Poincare´ invariance as we saw in Section 3.
A theory admits an on-shell representation if and only if it is possible to identify at
least one deformation which can pick some of the poles of the amplitudes.
4.1.1. The BCFW deformation
So far we have been considering a general momentum space deformation, finding a
general recursive structure for an arbitrary n-particle amplitude. A given deforma-
tion allows to express the amplitude as a sum over a certain number of channels,
which change if we change the deformation: different deformations provides with
different, but yet equivalent, representations. The simplest deformation is defined
by shifting the momenta of two particle – we label them by (i) and (j) – leaving
the others unchanged16
p(i)(z) = p(i) − zq, p(j)(z) = p(j) + zq, p(k)(z) = p(k), ∀k 6= i, j. (65)
It manifestly respects momentum conservation, while the on-shell condition implies
that q is light-like and (p(i) · q) = 0 = (p(j) · q). In terms of the spinors, it can be
written as
λ˜(i)(z) = λ˜(i) − zλ˜(j), λ(j)(z) = λ(j) + zλ(i), (66)
whose infinitesimal generator is
G(i, j) = λ(i)a
∂
∂λ(j)a
− λ˜(j)a˙
∂
∂λ˜(i)a˙
. (67)
This is the deformation which produces recursive relations with the least number
of channels, which are identified by those sums of momenta involving either p(i) or
p(j). These are the only channels which acquire a z-dependence and, thus, show a
pole in z. Thus, in such an on-shell representation an amplitude can be written as
Mn =
∑
k∈P(i, j)
M (i, j)
L
(ˆi, Ik,−PˆiIk)
f (ν, n)iIk
P 2iIk
M (i, j)
R
(PˆiIk ,Jk, jˆ), (68)
where the ˆ indicates that the particular momentum it refers to is computed at the
location of the pole of a given channel, Ik and Jk are subset of particles which do
not contain neither particle (i) nor particle (j), and the dressing factors equal to 1
for ν < 0 and to the expression in (63) for ν ≥ 0. Diagrammatically can be written
as in Figure 7.
For this class of deformations, the limit z −→ ∞ has a nice physical interpreta-
tion: the momenta of the deformed particles become hard and, thus, it is equivalent
to a hard particle going through a soft-background.86 It is important to stress that
this does not provide in general a physical interpretation for the residue at infinity,
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−PˆiIk
Ik
iˆ
PˆiIk
Jk
jˆ
f
(ν, n)
iIk
P 2
iIk
Mn =
∑
k∈P(i, j)
Fig. 7: Generalized on-shell recursion relation. It makes manifest that a scattering
amplitude can be determined by the three-particle ones. If the amplitude goes to
zero as two-particles become hard, then the dressing factor is equal to one, and it is
determined by its pole structure. Otherwise, the structure remains unchanged but
the information about a subset of the zeros of the amplitudes is needed.
rather it is the leading term in the complex-UV which has this meaning. Only if
ν = 0, the leading term in the complex-UV and the term C(i, j)n which contributes
to the amplitude coincide. In general, the system of algebraic equations coming
from eq (62) provides with a general analytic expression for hard particle in a soft
background
a(i, j)ν =
∑
k∈P(i, j)
M (i, j)L (ˆi, Ik,−PˆiIk)M (i, j)R (PˆiIk , Ik, jˆ)
2PiIk · q
ν+1∏
l=1
2PiIk · q
P 2iIk(z
(l)
0 )
. (69)
It is easy to verify that this expression coincides with C(i, j)n for the ν = 0.
It is now important to discuss the complex-UV limit and the behavior of the
amplitudes as well as the zeros as special kinematic points. First of all, the structure
of the BCFW recursion relations show explicitly a subset of poles. It is always
possible to choose the BCFW deformation whose two particles (i) and (j) singled
out have a non trivial collinear limit, i.e. the amplitude factorizes as P 2ij −→ 0. The
representation provided by such a deformation does not show explicitly the pole in
P 2ij , but yet the amplitude factorizes in the collinear limit in this channel. How can
this puzzle be explained?
The answer to this question is that this singularity is realized as soft limit of
one of the deformed momenta.32, 33 In order to understand this, let us consider
the fact that the collinear limit P 2ij ≡ 〈i, j〉[i, j] −→ 0 can be realized in two
inequivalent ways, by sending either the holomorphic or the anti-holomorphic inner
product to zero. With the deformation (66), when the (anti)holomorphic limit is
taken, just the on-shell diagram with a three-particle amplitude containing particle
(i) j contributes, and the deformed spinor turns out to be proportional to the
(anti)holomorphic inner product itself. Therefore, in this limit the momentum of
the deformed particle becomes soft. Let us know suppose that we do not know the
complex-UV behavior of our amplitude, and we would like to check whether the
standard BCFW recursion relation – i.e. eq (68) with all the dressing factors set to
one – provides a correct representation of the amplitude. Checking the (complex)
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collinear limit P 2ij −→ 0, one discovers that it is the case if and only if the soft limit
of the deformed particle(s) is able to produce the correct singularity.33 Thus, the
complex-UV analysis can be reduced to the analysis of the three-particle amplitudes
in a soft limit,32 and allows to fix the parameter ν to be ν = 1 − dim{κ} + 2hi
and/or ν = 1 − dim{κ} − 2hj – dim{κ} is the dimension of the three-particle
coupling, while the “and/or” depends on whether the amplitude factorizes under
both limits [i, j] −→ 0 (pˆ(i) −→ 0) and 〈i, j〉 −→ 0 (pˆ(j) −→ 0), or just under one
of them. For ν ≥ 0, the soft limit is enhanced by the dressing factors, producing
the correct singularity.
Finally, the dressing factors can be constrained by simply asking that the gen-
eralized on-shell representation (64), which by itself provides with a valid math-
ematical representation of the tree-level amplitudes, factorizes correctly under all
the collinear/multi-particle limits. They can be divided in four classes g
lim
P2
iIk → 0
P 2
iIk Mn = M(i, Ik, −PiIk)M(PiIk ,Jk, j),
lim
P2K→ 0
P 2KMn = Ms+1(K, −PK)Mn−s+1(PK,Q, i, j),
lim
P2
k1k2
→ 0
P 2
k1k2
Mn = M3(k1, k2, −Pk1k2)Mn−1(Pk1k2 ,K, i, j),
lim
P2ij → 0
P 2
ij
Mn = M3(i, j, −Pij)Mn−1(Pij ,K)
(70)
providing the following conditions
P 2ik(z
(l)
0 ) = 〈i, k〉α(l)ik [i, j], P 2jk(z(l)0 ) = 〈i, j〉α(l)jk[j, k],
lim
P 2K→0
f (ν, n)
iIk = f
(ν, n− s + 1)
iIk , limP 2
iIk→0
f (ν, n)iIk = 1,
lim
[k1,k2]→0
f (ν, n)ik¯ = f
(ν, n− 1)
i(k1k2)
, lim
〈k1,k2〉→0
f (ν, n)jk¯ = f
(ν, n− 1)
j(k1k2)
,
lim
[i,j]→0
∑
k
(−1)2(hi+hj+hk)+1
[( 〈i, k〉
〈i, j〉
)−dim{κ} H(k)n−1∏ν+1
l=1 α
(l)
ik
]
= 1,
lim
〈i,j〉→0
∑
k
(−1)2(hi+hk)+1
[(
[j, k]
[i, j]
)−dim{κ} H˜(k)n−1∏ν+1
l=1 α
(l)
jk
]
= 1,
(71)
where H(k)n−1 and H˜(k)n−1 are dimensionless helicity factors related to the (n − 1)-
particle scattering amplitude emerging when, respectively, the anti-holomorphic and
the holomorphic collinear limits are taken.
So far, it is not known if those limits are enough to find valid and computable
expression for the dressing factors. However, for the four-particle amplitudes the
gFurther investigation of these limits in relation to the zeros of the amplitudes was carried out by
Feng et al87
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constraints above reduces to a simple equation
N finP∏
r=1
P 2ivr (z
(s)
0 ) = (−1)N
fin
P
(
P 2ij
)N finP , (72)
where N finP is the number of poles at finite location (in the n = 4 case, one can have
either one or two poles), and vr runs on the labels of the particles and can acquire
all the values which are different from i and j (which label the deformed particles).
4.1.2. Three-particle deformations
Let us now consider a different type of deformation, which involves the momenta of
three particles. There is no unique way to define such a deformation. Let us single
out the particles labelled by i, j and k; Then, it is possible to distinguish four classes
of deformations, depending on the spinors shifted. In particular, one can introduce
the momentum deformation by shifting the (anti)holomorphic spinors for all the
three particles, the holomorphic spinors of two particles and anti-holomorphic of
the other one, and, conversely, the anti-holomorphic spinors of two particles and
the holomorphic of the third one. The last two can be used to generate a recursion
relations for κ0φ
4-theory, after an auxiliary massive scalar has been introduced,38
while the first two can generate (MHV) ¯MHV expansions.88 Let us comment on
them. In particular, let us consider the following three-particle deformation
λ˜(i)(z) = λ˜(i)+ z〈j, k〉ω˜, λ˜(j)(z) = λ˜(j) + z〈k, i〉ω˜, λ˜(k)(z) = λ˜(k)+ z〈i, j〉ω˜, (73)
where ω˜ is a reference spinor, the three particles whose momenta have been shifted
have negative helicity, and the coefficients given by the holomorphic inner products
are fixed by momentum conservation. Its infinitesimal generator can be written as
Ga˙(i, j, k) = 〈j, k〉
∂
∂λ˜(i)a˙
+ 〈k, i〉 ∂
∂λ˜(j)a˙
+ 〈i, j〉 ∂
∂λ˜(k)a˙
. (74)
The fact that this type of deformation induces an MHV representation of the am-
plitude, i.e. the amplitude can be constructed by gluing together just holomorphic
amplitudes with lower external states, has been proved just for gluon amplitudes,88
providing with an on-shell version of the original CSW expansion.14 More precisely,
under the deformation (73) gluons scattering amplitudes vanish in the complex-UV
limit, so that it can be expressed in terms of the residues of its poles at finite lo-
cation, which can be recast as products of MHV amplitudes with fewer external
states.
However, already if we consider the graviton scattering amplitudes – which in the
BCFW case are better behaved in the complex-UV – this behavior no longer holds.
In particular, the NMHV n-graviton amplitude goes at infinity as zn−12, which was
firstly proved numerically89 and then analytically.18 In this specific case, the object
obtained by summing all the residues at finite location show all the physical poles
of the full amplitude. but it turns out that it does not factorize correctly under two
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classes of collinear limits:90 the holomorphic collinear limit involving two particles
with positive helicity and the holomorphic collinear limit involving two particle with
different helicities. Furthermore, together with the physical poles, there are others
which depend on the reference spinor ω˜ and thus are unphysical.
The boundary term can be computed by defining a new object
A(i, j, k)n = Mn −M (i, j, k)n =
Pn∏
a,li,nAk<n−8
〈a|PaAk |ω˜]n−8−nAk 〈a, l0〉〈l1, l2〉
, (75)
where Mn is, as usual, the physical amplitudes while M
(i, j, k)
n is the result provided
by the sum of the residues at finite location under the deformation (73). The last
expression in (75) shows the schematic structure of An, with Pn being a polynomial
in the Lorentz invariants, a runs over the negative helicity particles while li over the
positive helicity ones. This newly defined object can be explicitly computed using
the BCFW-deformation discussed in Section 4.1.1, with the main difference that
the unphysical pole is generally a multiple pole. In the complex-UV limit A(i, j, k)n
vanishes, so it can be reconstructed from its poles. As far as the residue of the
unphysical multiple pole, it is identified with
M (unph)n = M
(i, j, k)
L
(aˆ, Al,−PˆaAl)
1
P 2aAl
M (i, j, k)
R
(PˆaAl , bˆ, cˆ, Bl). (76)
4.1.3. Multi-particle deformations
Finally, we discuss the possibility of deforming the momenta of a high number
of particles. The need to resort to this type of deformations comes from the higher
probability to generate a one-parameter family of amplitudes which is good behaved
in the complex-UV, i.e. it vanishes as the deformed momenta are taken to infinity
and, thus, there is no contribution from the boundary term. Indeed, there are many
ways in which one can choose to implement a multi-particle deformation. A first
example was used to generate an on-shell representation for graviton amplitudes
which later served to prove that, under a BCFW-deformation, these amplitudes
behaves as z−2 when z is taken to infinity.18 In that case, if the number of exter-
nal gravitons with positive helicity is higher than the number of negative helicity
gravitons, then one singles out one particle with negative helicity, shifting the anti-
holomorphic spinor, and all the positive helicity graviton, shifting their holomorphic
spinors. Conversely, if the number of positive helicity gravitons is smaller than the
one of the negative helicity gravitons, one singles out one positive helicity graviton,
shifting its holomorphic spinor, and all the negative helicity gravitons, shifting their
anti-holomorphic spinors.
Here we briefly discuss a deformation which is called in the literature all line
shift.91 It is defined as
anti-holomorphic: λ˜(i)(z) = λ˜(i) − zβ˜(i)ω˜, i = 1, . . . , n,
holomorphic: λ(i)(z) = λ(i) + zβ(i)ω
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with the Lorentz invariant coefficients β(i) and β˜(i) fixed by momentum conservation,
and ω/ω˜ are reference spinors. Under such a deformation, the dependence on z
comes just from the inner products of a given holomorphicity (depending on the
deformation chosen), each of them with a linear dependence. Thus, as z is taken
to infinity, the one-parameter family of amplitudes behaves at worst as zs for the
anti-holomorphic shift or za for the holomorphic one, s and a being the difference
between the number of inner products with a fixed holomorphicity in the numerator
and in the denominator (s in the anti-holomorphic case, a in the holomorphic one).
The powers s and a can be expressed in term of known parameters via a simple
dimensional analysis. First of all, the dimension of an n-particle amplitude is 4−n;
However, the general structure of the amplitude allows also to write it in terms of
the dimension of the n-point coupling κn, and of the difference between the number
of inner products in the numerator and in the denominator
4− n = a+ s+ dim{κn}. (78)
Secondly, the helicity scaling implies that a− s = −∑i hi. This equation, together
with eq (78), can be solved for s and a, providing the worst large-z behavior under
the all-line shifts
2s = 4− n− dim{κn}+
∑
i
hi, 2a = 4− n− dim{κn} −
∑
i
hi (79)
which need to be negative in order to admit an on-shell representation with no
boundary terms. In the case that the different terms in the recursion relation
are characterized by coupling constant with different dimensions, then the (worst)
large-z behavior is given by the same expression (79) but with dim{κn} −→
min{dim{κn}}.
Let us discuss some example, starting with those theories characterized by fun-
damental three-particle couplings with the same dimensionality. In this case, the
dimension of the n-particle coupling constant can be expressed in terms of the di-
mension of the three-particle one: dim{κn} = (n−2)dim{κ3}. If we further restrict
to the case of self-interacting spin-s theories, then we have:
2s = 4− n− (n− 2)(1− s)− n−s+ n+s < 0 =⇒ (s− 1)n+ − n− < s− 3,
2a = 4− n− (n− 2)(1− s) + n−s− n−s < 0 =⇒ (s− 1)n− − n+ < s− 3,
(80)
where n+ and n− being respectively the number of particles with positive and
negative helicity (n = n+ + n−). Therefore, for s = 0 (κ1φ
3-theory), the ampli-
tudes are constructible under both the all line shifts (77) for any n; for s = 1
(pure Yang-Mills) the anti-holomorphic/holomorphic deformation works if the am-
plitudes involve at least three negative/positive helicity gluons; finally, for s = 2
(pure gravity) the two conditions (80) can be respectively rewritten as n−−n+ > 1
and n+ − n− > 1, so that the smallest amplitudes which admit an on-shell rep-
resentation generated by an all-line deformation is the six-positive amplitude with
two positive/negative helicity gravitons.
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4.1.4. Supersymmetric BCFW-deformations
The classes of deformations discussed so far allow to show a recursive structure for
tree-level amplitudes, provided that either the amplitude vanishes as the momenta
are taken to infinity along some complex direction, or we can handle the possible
boundary term. In the case of supersymmetric theories, those deformations do not
respect supersymmetry and, furthermore, not all the amplitudes of the theory van-
ish in the complex-UV. It is possible to define a supersymmetric extension of the
BCFW-deformation20
λ˜(i)(z) = λ˜(i) − zλ˜(j), λ(j)(z) = λ(j) + zλ(i),


η(j)(z) = η(j) + zη(i)
η˜(i)(z) = η˜(i) − zη˜(j)
, (81)
where either η(j) or η˜(i) are deformed, depending on whether the amplitude is chosen
to be in the η- or η˜-representation. Under such deformations, the supersymmetric δ-
functions do not change, supersymmetry is preserved, and the complex-UV behavior
is O(z−s) (s being the highest spin in the multiplet). Therefore, the amplitudes
admit the following recursive structure
Mn({λ, λ˜, η}) =
∑
k∈P(i, j)
∫
dN η
{
M (i, j)
L
(
iˆ, η(i); Ik, {η}Ik ;−PˆiIk , η
) 1
P 2iIk
M (i, j)
R
(
PˆiIk , η;Jk, {η}Jk ; jˆ, ηˆ(j)
)}
,
(82)
where, as usual, the hat ˆ indicates that the related quantity is evaluated at the
location of the pole – similarly, for the amplitudes in the η˜-representation. Notice
that the lower-point amplitudes are computed at jˆ, ηˆ(j), which means that these re-
cursion relations involves amplitudes with different external states. Note also that,
in maximally supersymmetric theories, both the two possible two-particle deforma-
tions (i.e. the one in eq (81) and the one obtained from it by the exchange i ←→ j)
have the same complex-UV behavior and, therefore, induce a recursive structure
such as eq (82), contrarily to what happens in the non-supersymmetric BCFW-
deformation for which it depends on the helicity of the particles whose momenta
get deformed.
4.2. Tree level constructibility
The existence of on-shell recursion relations provide us with the notion of con-
structibility: a theory is constructible if its scattering amplitudes can be built re-
cursively from some fundamental object. These recursion relations can be gener-
ated in different ways and can provide different on-shell representations for the
same physical quantity. In general, this type of structure is easily determined if the
deformations generating it is well-behaved in the complex-UV: in this case a scat-
tering amplitude can be expressed in terms of products of two scattering amplitudes
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with fewer external states. However, the starting point for building the higher point
amplitudes may change in different on-shell representations. As an example, the
all-line deformations for gluon and graviton amplitudes respectively need the four-
and five-particle amplitudes. It is true that those amplitudes are simple enough to
be determined in other ways: for example, the four-gluon amplitudes can be ex-
pressed in terms of the Parke-Taylor formula,1 while the five-graviton amplitude
can be represented by the Berends-Giele-Kuijf one.4 However, if we want to be able
to reduce the construction of a general S-matrix theory to a minimum amount of
assumptions, all the non-trivial scattering amplitudes need to be connected through
the same rules to a building-block which should be determined from first principles.
Said in another way, the isometry group of the space-time defines a class of funda-
mental objects on which we want to build consistent rules to construct and describe
scattering processes.
Indeed, this issue would be solved in many cases if we had a clear understand-
ing of the boundary term connected to each deformation. For the multi-particle
deformations, there is no real knowledge about it: Neither a definite physical inter-
pretation is available, nor (even a partial) prescription about how to compute it.
More or less, a similar situation concerns the three-particle deformations: in the case
we discussed in Section 4.1.2, first of all, the smallest amplitude the deformation
can be applied is a five-particle amplitude, and, secondly, the computation of the
missed term is possible making use of the good-behavior in the complex-UV under
a BCFW-deformation.
As far as the BCFW-deformations are concerned, well-behaved amplitudes in
the complex-UV can be naturally built by gluing together our building blocks. If on
one side it is true that there is no complete prescription which allows to compute
the boundary terms, on the other side it is also true that the physical interpretation
of this limit is cleaner as well as it is clear why the standard BCFW-representation
fails to hold: the collinear singularity which is not manifest in this representation
appears as a soft singularity connected to one of the deformed external momenta,
and the failure of this soft limit to provide the correct singularity (and, consequently,
the failure to produce the correct factorization) implies the failure of the standard
BCFW-representation and the need of some extra term. More specifically, all this
depends on the behavior of the three-particle amplitudes of the theory when one
of its particles becomes soft: this type of deformation allows to recast even the
complex-UV behavior of the amplitudes in terms of the three-particle amplitudes.
Furthermore, the on-shell representation generated with a BCFW-deformation
has been completed to include the boundary terms, even if several issues still need to
be addressed. In particular, this completion is nothing but a dressed version of the
standard BCFW-representation. The prescription to compute the dressing factors
is not easily solvable in general: it can be solved exactly in the four-particle case,
and just in very specific cases for higher point amplitudes. Notwithstanding all the
open issues, it provides a useful extension of the notion of constructibility.
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4.3. Tree level consistency
So far we have been discussing the possibility of reconstructing the scattering am-
plitudes of an arbitrary theory recursively. However, none of the on-shell represen-
tations discussed guarantees by itself the physical consistency of the object one can
construct. In a constructible theory, the physical amplitudes should be independent
of the deformation which generates it. Thus, we can consider the simplest non-trivial
amplitude, compute it via two different deformations and impose that these objects
are equal38
M (i, j)4 (0) = M
(i, k)
4 (0). (83)
Such a requirement returns non-trivial constraints on the scattering amplitudes.
In particular, it is possible to use the dressed on-shell representation (68) and the
prescription (72) to implement the consistency condition (83).34
Among the interesting results of this consistency requirement, it is important to
stress that
(i) for self-interacting spin-1 particles, a non-trivial interaction is admitted if and
only if the following relation holds∑
aP
εaiakaP εaPalaj +
∑
aP
εaialaP εaPakaj +
∑
aP
εaiajaP εaPalak = 0, (84)
which is nothing but the Jacobi identity, and ε’s are the structure constant of
a Lie algebra;
(ii) the same happens when scattering amplitudes of gluons and matter (s′ ≤ 1/2);
(iii) considering the external states with arbitrary spin (but each three-particle am-
plitudes having at most two particles with different spin), the consistency condi-
tion returns all the known theories: the parity preserving interactions are char-
acterized by three particle amplitudes with helicity configurations (−s,+s,∓s)
and (−s′,+s′, s), while parity violating ones (essentially the Yukawa coupling)
are characterized by the helicity configurations (−s′,−s′,+s) and (+s′,+s′,−s)
(iv) in particular, it returns the coupling between graviton and gravitino with the
correct relation between the self-interacting spin-2 coupling and the graviton-
gravitino one, as dictated in N = 1 supergravity;
(v) providing the spin-2 with some internal structure, the consistency requirement
implies a reducible algebra so that we have just a collection of self-interacting
gravitons which do not interact with each other.
Some comments are now in order. First of all, in order for the consistency con-
dition (83) to be applied, it is necessary that the singularity structure of the scat-
tering amplitude is characterized by at least two channels in momentum space, so
that the two different BCFW-deformations can pick (at least) one of them. This
is the case for all the theories just mentioned. However, as it is possible to argue
from the classification of the three-particle coupling of Section 3, there are theo-
ries that, in principle, are characterized by a single factorization channel. Let us
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fix for concreteness this factorization channel to correspond to the momenta P 2il
going on-shell. First, considering the (i, l)-deformation does not pick any pole and
the full amplitude coincides with the boundary term: such a representations would
be useless since there would be no way to accede to this residue. Instead, both
the deformations considered in eq (83) pick this pole; however, there is no other
factorization channel to be considered, so that all the analysis which connects the
complex-UV behavior of an amplitude to the soft-one of the three-particle building
block breaks down. One can think about the limits in which the S-matrix becomes
trivial as a generic property and, if this were the case, it may be reasonable to
assume that the condition on the zeros (72) still holds. With this extra assumption,
it seems that the consistency conditions (83) may allow for interactions of particles
with spin higher than two. Indeed, the assumption of a certain “universality” of
the zeros of the amplitude is a very strong assumption (which, for the time being,
we do not intend to add to our set of hypothesis, and that we mention just for the
sake of completeness) with a very interesting implication: the boundary terms do
not show any pole in momentum space (which is consistent with the fact that the
helicity configurations for these classes of theories allow for just one factorization
channel) and have a structure of a contact interaction which a simple dimensional
analysis show to have higher derivatives with respect to the three-particle couplings.
Not only, this number of derivatives seem to increase with the growth of the num-
ber of external states. This can be interpreted as a signature of non-locality for
these theories. However, it is important to stress that given the lack of control on
the complex-UV behavior for this class of theories, it is not guaranteed at all that
consistency at four-particle level implies consistency at higher-point level.
Another way to look at the four-particle consistency has been recently pro-
posed.39 A first selection of potentially consistent theories is based on pole counting.
More specifically, in a schematic way, a four particle amplitude has the form
M4(1
h1 , 2h2 , 3h3, 4h4) = κ2
H(1, 2, 3, 4)
F(s, t, u) , (85)
where H carries the helicity information, and F(s, t, u) contains the pole structure,
considering that the four particle amplitude can show at most three poles and the
number of poles can be written as Np = 2hˆ+1−h ≤ 3 (hˆ ≡ max{|h1|, |h2|, |h3|}).
Amplitudes with minimal numerators are considered.
Then, a further selection imposing unitarity and locality requiring that the four-
particle amplitudes factorize under complex factorization 〈i, j〉 −→ 0 and [i, j] −→
0.
This approach indeed provides an handle on the scattering amplitudes with
just one factorization channel and on high-spin interactions. In particular, it has
been found that there might exist theories which are consistent (with unitarity
and locality) and they satisfy the constraint hˆ ∈ [h/3, h/2], with h > 3. These
theories do not couple neither to YM nor to GR, however they may consistently
interact with spin-1 and spin-2 particles whose self-interaction is characterized by
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the helicity configurations (∓s, ∓s, ∓s) – i.e. F 3 and R3 operators.
5. Trees and loops
The extensive analysis of the on-shell representations at tree level taught us that the
pole structure of the tree level S-matrix contains poles at finite location, which signal
the possibility of producing a new particle on-shell in its two helicity states, and a
pole at infinity connected with the soft behavior of the three-particle amplitudes.
Now a legitimate question is what can the tree-level tell us about the loop structure?
or equivalently how the tree-level structure reflects itself in the loop one?
In order to address this question, let us begin with considering a concrete ex-
ample at one-loop. Consider the three-particle cut identified by the following T 3
T 3 =
{
l ∈ C4 | l2 = 0, (p(i) − l)2 = 0, (p(j) + l)2 = 0} . (86)
It has two families of one-parameter solutions
solution 1:
l = zλ(i)λ˜(j), p(i) − l = λ(i)(λ˜(i) − zλ˜(j)), p(j) + l = (λ(j) + zλ˜(i))λ˜(j),
solution 2:
l = zλ(j)λ˜(i), p(i) − l = (λ(i) − zλ˜(j))λ˜(i), p(j) − l = λ(j)(λ˜(j) + zλ˜(i)),
(87)
each of them contributing to the three-particle cut with a term of the following form
∆3M
(1)
n |l⋆ =
∫
T 3⋆
d4l
(2π)4
M tree3 (−(p(i) − l), p(i), −l)M tree3 (l, p(j), −(p(j) + l))×
×M treen (p(j) + l, K, p(i) − l) =
=
∫
dz
z
M tree3 (−(p(i) − zq), p(i), −zq)M tree3 (zq, p(j), −(p(j) + zq))×
×M treen (p(j) + zq, K, p(i) − zq),
(88)
where q = λ(i)λ˜(j) and q = λ(j)λ˜(i) respectively for the solution 1 and 2 of the
T 3 (86). Probably, the bottom line of this example is already clear. First, the two
families of one-parameter solutions of the T 3 (86) are nothing but the two possible
BCFW-deformations which can be defined on particle i and j. Secondly, for definite-
ness, let us focus on solution 1 (for solution 2 the reasoning follows the exact same
flow). It is straightforward to notice that the holomorphic spinors of l and p(i)− l are
proportional to each other, while the anti-holomorphic spinor of l is proportional
to the one of p(j)+ l. Moreover, we already know that the three-particle amplitudes
have definite holomorphicity if |h| 6= 0. Finally, the n-particle amplitude appearing
in the integral (88) is nothing but the one-parameter family of tree-level amplitudes
generated by a BCFW-deformation. To make it even more explicit, let us rewrite
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the integral (88) as
∆3M
(1)
n |l⋆ =
∫
dz
z
M tree3 (−(p(i) − zq), p(i), −zq)M tree3 (zq, p(j), −(p(j) + zq))×
×

 ∑
k∈P(i, j)
M tree
L
(ˆi, Ik,−PˆiIk)
1
P 2iIk(z)
M tree
R
(PˆiIk ,Jk, jˆ) + C(i, j)n (z)

 .
(89)
The terms in the sum are characterized by one further propagator each, showing
the structure of a box-diagram: when the integration picks the poles corresponding
to these propagators, a further propagator gets cut (goes on-shell) and the resulting
products of the amplitudes provides the coefficients of the box-integrals. If the tree-
level n-particle amplitude vanishes in the complex-UV, the term C(i, j)n (z) is not
there. Let us consider instead that the n-particle amplitude does not vanish. It is
straightforward to see that the structure that the tree-level boundary term induces
is the structure of a triangle diagram, and the related coefficient can be computed
in terms of the boundary terms of the tree-level amplitudes.
Summarizing, the presence of triangle-integrals is related to a non-vanishing
boundary term at tree-level. In other words, if a theory admits a generalized on-
shell representation at tree-level then it must show triangle-integrals at one-loop
level, while if it admits a standard BCFW representation (the dressing factors are
all equal to one), then the one-loop level reveals just box-integrals and the triple
cut is determined by the quadruple-cuts.
Strictly speaking, we draw this conclusion by looking at a specific type of di-
agrams. This is however more general and it amounts to state that the triangle
coefficient is given by the product of three tree-level amplitudes evaluated at infi-
nite z.20
Let us now consider the double cuts
∆2M
(1)
n =
∫
d4l1 d
4l2 δ
(+)
(
l21
)
δ(+)
(
l22
)
δ(4) (l1 + l2 −KR)×
×M tree
L
(−l2,KL,−l1)M treeR (l1,KR, l2) ,
(90)
and on the (fixed) on-shell momenta l1 and l2 one can perform a BCFW-
deformation: l1(z) = l1− zq, l2(z) = l2+ zq. First, we can write the two deformed
on-shell tree-level amplitude in as a contribution from the poles at finite location
and a polynomial in z
∆2M
(1)
n =
∫
d4l1 d
4l2 δ
(+)
(
l21
)
δ(+)
(
l22
)
δ(4) (l1 + l2 −KR)×
×
[ ∑
k1∈PL
M (L)
L
(lˆ1,L(1)k ,−Pˆ1Lk)
1
P 21Lk(z)
M (R)
L
(Pˆ1Lk ,L(2)k , lˆ2) + CL(z)
]
×
×
[ ∑
k2∈PR
M (L)
R
(lˆ1,R(1)k ,−Pˆ1Rk)
1
P 21Rk(z)
M (R)
R
(Pˆ1Rk ,R(2)k , lˆ2) + CR(z)
]
,
(91)
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where KL = L(1)k ∪ L(2)k and KR = R(1)k ∪ R(2)k , and CL/R(z) are two polynomial in
z whose zeroth-order coefficients provide the tree-level boundary term for M treeL/R.
It is straightforward to see that the coefficient of the bubble integral can be
written as20
C2 =
∫
d4l1 d
4l2 δ
(+)
(
l21
)
δ(+)
(
l22
)
δ(4) (l1 + l2 −KR)×
×
∫
γ∞
dz
z
M tree
L
(−l2(z),KL,−l1(z))M treeR (l1(z),KR, l2(z)) ,
(92)
γ∞ being a contour which contains just the pole at infinity. Actually, eq (91) is
providing us with more information: as expected, it reveals the structure of the
box- and triangle-integrals, but it is also stating that whether or not a theory at
one loop has triangles and/or bubbles depends on the tree-level structure, i.e. on
the presence of the tree-level boundary terms under certain BCFW-deformations.
5.1. More on the analytic structure at loop level
Let us now try to get more insights on the singularities at loop level, starting with
considering the structure of the integrands. First of all, there are kinematic points at
which propagators, independent of the loop momenta, go on-shell. They correspond
to factorization channels similar to the ones observed at tree-level: when these poles
are approached, the integrands factorize into a product of two lower-loop integrands.
Another class of singularities is identified by all those propagators containing
the loop momenta going on-shell. When these points are approached the original
L-loop integrand is mapped into an (L−1)-loop (n+2)-point one with the two new
on-shell states evaluated in the forward limit.92 In general, these single cuts return
contributions which have a singular kinematics and thus are not well-defined. So,
using a BCFW-deformation to try to obtain recursion relations for loop amplitudes
is not really straightforward: together with the problem just mentioned, it is also
necessary to define unambiguously the loop momenta – in order to consistently
study the singularity of the integrand and its residues, one would need to be able
to write all the contributions in terms of a single integral.
Both of these issues have been solved for maximally supersymmetric theories in
the planar limit.26, 92 Specifically, it was observed that all the singular terms cancel
once the sum over the supermultiplet is performed and the single cut corresponds
to the forward limit of a (n + 2)-particle amplitudes at (L − 1)-loops, and this
occurs for theories which have at least N = 1 in the massless case, or N = 2
supersymmetries in the massive one.92 Furthermore, the ambiguity of defining the
loop momenta can be easily fixed in the dual coordinate space,26 which is defined
as24
x(i)aa˙ − x(i + 1)aa˙ = p(i)aa˙, x(1) = x(n + 1). (93)
The definition (93) reflects the color ordering, while the last condition guarantees
momentum conservation. The ambiguity in the definition of the loop momenta, i.e.
December 20, 2013 1:19 WSPC/INSTRUCTION FILE Amplitudes˙Review
38 Paolo Benincasa
the possibility to redefine it through a shift, is reflected as a translation in the dual
space. Therefore, fixing the coordinates {x(i)} resolves this issue.
The full understanding of the loop singularities and their residues, as well as the
fixing of the other ambiguities allow the possibility of applying a BCFW-procedure,
which is better done in the momentum-twistor space.26 This allowed to obtain an
all-loop BCFW-recursion relations for planar supersymmetric theories. The discus-
sion of the BCFW recursion relation in momentum-twistor space goes beyond the
purpose of the present review. We redirect the interested reader to the original
paper26 as well as the review.45
6. On-shell diagrammatics
Our discussion has been so far devoted to the exploration of the singularities of
the scattering amplitudes and their physical meaning. The main lesson is that,
at least for some classes of theories, the physical data determining the scattering
amplitudes are encoded in the three-particle amplitudes. So, the question is now
how, turning the table around, one can start from the three-particle amplitudes
themselves and build up physical processes from them. It is important to point out
that any diagram which can be created by gluing together on-shell three-particle
amplitudes is always characterized by being a representation of an (gauge-invariant)
on-shell process, and, thus, of a physical process. Furthermore, any object built in
this way does not show neither IR nor UV divergences.
When these building blocks are glued together, the “internal” states are actually
the sum of all the possible (on-shell) states available in the theory, with momentum
conservation enforced. An intriguing way to perform the gluing operation among
three-particle amplitudes is by considering the latter as the on-shell form40 defined
in eq (40) – let us recall that this definition holds for non-supersymmetric theories,
while the supersymmetric version of the on-shell form is obtained by substitut-
ing the on-shell phase-space forms with their supersymmetric extensions (50). For
convenience, we rewrite such forms here
M3 = δ(4)
(
3∑
i=1
λ(i)λ˜(i)
)
M3Ω
(i)Ω(j)Ω(k)
non-supersymmetric case: Ω =
∑
h
d2λd2λ˜
Vol {GL(1)}
supersymmetric case: Ω =


d2λ d2λ˜
Vol{GL(1)}
dIη,
d2λ d2λ˜
Vol{GL(1)}
dI η˜.
(94)
where we explicitly wrote down the momentum conserving δ-function. Let us try to
build up some simple on-shell diagram. As a very first step we can glue together just
two three-particle amplitudes. In the first diagram of Figure 8, a holomorphic and
an anti-holomorphic three-particle amplitudes are glued together. As we already
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mentioned, all the lines (internal and external) are on-shell. In the case of the
internal (blue) line, this implies that a delta-function involving the two external
momenta is enforced. Thus, this diagram represents a singularity.
Fig. 8: On-shell diagram formed by two three-particle amplitudes. The first diagram
is made by three-particle amplitudes with different holomorphicity. It corresponds to
a singularity given that having the internal line on-shell implies having a δ-function
that makes two of the external momenta collinear. The second diagrams is built
from two three-particle amplitudes of the same holomorphicity.
As far as the second diagram is concerned, it has been built by joining two
amplitudes with the same holomorphicity. As a consequence, all the spinors with
the same holomorphicity (in the case of Figure 8, the anti-holomorphic spinors)
are proportional to each other. Therefore, the two three-particle amplitudes can be
connected to each other in several physically equivalent ways – see Figure 9. This
equivalence operation, called merger can be seen as a contraction of the two three-
particle amplitude in a four-particle object and then its expansion along a “different
channel”. Especially when this type of diagram is contained within a bigger on-shell
diagram, two on-shell diagrams connected by a merger operation describe the same
physical process.
Let us move forward. Let us complete the first diagram of Figure 8 by attaching
a white amplitude to the existing black one and a black amplitude to the white one
in such a way to form a square (see Figure 10). Notice that the four internal lines
enforce four δ-functions. First, recall that the white (anti-holomorphic) amplitudes
are characterized by having all the holomorphic spinors proportional to each other,
while the black (holomorphic) amplitudes by having all the anti-holomorphic spinors
proportional to each other. Now, starting the analysis of Figure 10 from the lower
blue line, one can immediately see that the δ-function along this line forces the
related momentum to have the holomorphic spinor proportional to λ(1) and the
anti-holomorphic spinor proportional to λ˜(2). Thus,
p(D) = zλ(1)λ˜(2), (95)
where the superscript (D) indicates the lower blue line of Figure 10, and we took
its flow from the white amplitude to the black one.
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⇐⇒ ⇐⇒
Fig. 9: Merger operation. The two black amplitudes have all the anti-holomorphic
spinors proportional to each other. Thus, the two amplitudes can be glued together
in several equivalent ways. This is equivalent to the statement that the initial dia-
gram can be collapsed and then extended again along a different channel but still
providing a representation of the same physical process.
1 2
34
Fig. 10: Four particle on-shell diagram.
Taking the flow of the momenta along the red lines upwards, following the same
reasoning as before, the two momenta are given by
p(L) = λ(1)(λ˜(1) − zλ˜(2)), p(R) = (λ(2) + zλ(1))λ˜(2), (96)
where p(L) and p(R) are the momenta of the red line on the left and on the right
respectively. From the form of these momenta, it is already clear that attaching
the two amplitudes induces a BCFW-deformation. Attaching the connected white-
black amplitudes to an on-shell diagram has been referred to as attaching a BCFW-
bridge.40 If one is dealing with supersymmetric three-particle amplitudes, also the
Grassmann variables get deformed: if one is choosing to represent all the amplitudes
in the η representation, then η(2) −→ η(2) + zη(1); If instead the η˜ representation
has been chosen, then η˜(1) −→ η˜(1) − zη˜(2).
This is indeed not the end of the story. There is still one more momentum
conserving δ-function, which is the one related to the upper blue line. It fixes the
parameter z to
z −→ z14 = [1, 4]
[2, 4]
, (97)
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and thus the anti-holomorphic spinor of p(L) at this point is proportional to λ˜(4),
while the holomorphic spinor of p(R) is proportional to λ(3).
Let us now attach a BCFW bridge to a more general on-shell diagram that
we indicate with Mn. Following the same reasoning as before, one gets exactly the
same value for the momenta in the internal lines as in eqs (95) and (96): the on-shell
form related to the on-shell diagram Mn is mapped into a new on-shell form via
the BCFW-bridge
non-supersymmetric case:
Mˆn(λ(1), λ˜(1), λ(2), λ˜(2)) = dz
z
Mn(λ(1), λ˜(1) − zλ˜(2), λ(2) + zλ(1), λ˜(2)),
supersymmetric case:
Mˆn(λ(1), λ˜(1), λ(2), λ˜(2); η˜(1)) =
=
dz
z
Mn(λ(1), λ˜(1) − zλ˜(2), λ(2) + zλ(1), λ˜(2); η˜(1) − zη˜(2))
(98)
.
.
.
1 2
=⇒
.
.
.
1 2
Fig. 11: BCFW bridge
Let us comment further on the four-particle on-shell diagram of Figure 10. In
the case of (color ordered) N = 4 supersymmetric Yang-Mills theory, for which
each on-shell state is the full supermultiplet, one can deduce that it does not re-
ally matter how the three-particle amplitudes are glued to form the square, as long
as the white and black amplitude are alternate. This leads to another equivalence
operation, named squared move (see Figure 12): an on-shell diagram containing a
square diagram with alternate white and black three-particle amplitudes is equiva-
lent to the on shell diagram obtained by exchanging white and black three-particle
amplitudes. Furthermore, the square diagram in Figure 10 is the only inequivalent
on-shell diagram one can write, i.e. any other non-trivial square diagram is equiva-
lent to this one. In N = 4 supersymmetric Yang-Mills theory, this on-shell diagram
represents the four-particle amplitude at tree-level.93
Another interesting feature to notice is the following. Let us stick to N = 4
supersymmetric Yang-Mills for simplicity. In the previous discussion, we look at this
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⇐⇒
Fig. 12: Square moves
on-shell diagram as generated by attaching the (1, 2)-BCFW-bridge to the on-shell
diagram made up by gluing together just the upper black and white amplitudes.
However, we can look at it also as attaching the (1, 4)-BCFW-bridge to the on-shell
diagram made up by gluing together the up-right white amplitude with the down-
right black amplitude. Thus, it is easy to understand that this is nothing but the
statement that it satisfies the consistency condition eq (83).
Let us generalize the discussion to an arbitrary theory. The first consideration is
that, contrarily to what happens in maximally supersymmetric theories for which
the states are supersymmetric coherent states, for a generic theory the helicity
configurations of the amplitudes play an important role. Thus, the on-shell diagrams
can be decorated with an arrow as in Figure 5: as a convention, we indicate the
negative helicity states with incoming arrows and the positive helicity states as
outgoing ones h. Secondly, one should consider all the possible ways to glue the three-
particle amplitudes, consistent with the helicity configurations. For simplicity, let us
work out the example of pure Yang-Mills theory (for which we consider color-ordered
amplitudes), and let us fix the helicities of the external states to be (−,+,−,+)
starting from the bottom-left and going counterclockwise.
_
Fig. 13: Decorated diagrams. The ingoing/outgoing arrows represent nega-
tive/positive helicity states.
hIt is important not to confuse this “helicity direction” with the momentum flow in each state.
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We can apply a BCFW-bridge in two different ways: either the negative helicity
state is on the white amplitude and the positive helicity state on the black one
(first diagram in Figure 13), or vice-versa (second and third diagrams in Figure
13). However, the two turns out not to be equivalent with each other. For the first
BCFW-bridge, there is a unique way to glue the four on-shell forms. Furthermore,
the helicity flow does not change independently of the fact that we look at it from
the s-channel or from the t-channel. This does not occur for each of the other two
diagrams. It is easy to see that introducing the first BCFW-bridge is equivalent
to induce a BCFW-deformation under which the amplitude is well-behaved in the
complex-UV, while the second BCFW-bridge induces BCFW-deformation under
which the amplitude is not. Thus, the first diagram corresponds to a tree-level four
particle amplitude, while the (sum of the) other two diagrams do not.
As a final comment, a square move can be defined also for decorated on-shell
diagrams if the exchange between black and white amplitude occurs together with
a flip of the direction of the helicity arrows.
6.1. All-loop amplitudes in planar supersymmetric theories
So far we have been describing how to glue three-particle amplitudes together and
we stressed that this way of implementing it is equivalent to consider certain fac-
torization channels. It is therefore not a surprise that, at best, we could obtain
amplitudes at tree-level.
In order to provide a potentially full on-shell diagrammatic for loop amplitudes,
we need to be able to introduce further singularities. As we previously discussed,
there is not a clear understanding of all the singularities of the loop-integrands for
a general theory. The only context in which we do know the physical meaning of
the residues of those singularities are supersymmetric theories in the planar limit:
as already mentioned, those residues corresponds to (n+2) (L−1)-loop amplitudes
in the forward limit.
Thus, considering all the singularities, it is possible to write:40
∂


.
.
.
L

 =
∑
poles
+
∑ .
.
.
L−1
where the last diagram indicates the (n+2) (L− 1)-loop amplitudes in the forward
limit. The diagrammatic equation above can be integrated through a BCFW-bridge,
which selects the channels and the forward amplitude (see Figure 14).
A diagrammatic proof of this statement can be done by induction40 and it boils
down to prove that the boundary have all the correct factorization channels as well
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.
.
.
L =
∑
P(1, n)
+
.
.
.
L−1
Fig. 14: All loop recursion relation for planar N = 4 SYM.
as forward limits.
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