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Abstract
This thesis describes the application of advanced computational techniques to the 
detailed study of the defect chemistry and ion transport properties of mixed metal 
oxides. In particular, attention is focused on two perovskite-based oxides, ha^hliC^ 
and LaCoOs, which have important environmentally benign applications as effective 
heterogeneous catalysts. First, defect simulations of ha^hliC^ indicate that the oxi­
dation reaction involving interstitial oxygen is predicted to be exothermic in accord 
with thermochemical studies. Furthermore, the energies of solution are examined 
for a range of alkaline-earth metals on the La site and various transition metals on 
the Ni site. These simulations are extended to examine the effect of Sr doping in 
La^NiC^-based solid solutions where the Ni has been partially replaced by other iso- 
valent transition metal ions (Mn,Fe,Co,Cu). The defect chemistry is subsequently 
studied at the low-index surfaces of La^NiCL where the energetically most favourable 
method of charge compensation remains that of Ni hole formation. This is consistent 
with models in which Ni3+ species are correlated to the observed catalytic activity 
for hypochlorite decomposition. In general, the simulations allow the rationalisation, 
based on quantitative results, of why certain dopants enhance the catalytic perfor­
mance. The calculated surface energies are used in the prediction of the equilibrium 
crystal morphology. Similar simulation studies are conducted on the LaCoOs ma­
terial to investigate key redox processes, oxygen migration mechanisms and surface 
structures. The Sr doping reaction involving loss of oxygen is predicted to be the 
most favourable process, which is consistent with the belief that oxygen vacancies are 
key sites with regard to the decomposition of H2O2. LaCoOs studies are extended 
by the employment of molecular dynamics methods (incorporating the shell model) 
to study oxygen ion diffusion in the Sr doped material. The results support models 
in which diffusion is mediated by conventional hopping of oxygen vacancies, with the 
calculated diffusion coefficients and migration energies in agreement with available 
experimental values.
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Chapter 1
Introduction
“What we call life is fundamentally a product of catalytic laws acting in 
colloidal systems of matter throughout the long periods of geologic time. ”
Leonard Troland (1917)
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1.1 Heterogeneous Catalysis
‘Catalysis may be as important and old as life itself’ according to some scientists 
who believe that one of the ways in which life on Earth might have evolved was 
through the action of clay minerals as catalysts for synthesising complex organic 
molecules [1,2]. Today, catalysts play a vital role in industrial processes and in pro­
tecting our environment. Of the 50 most important commodity chemicals currently 
produced worldwide, 60% are produced by using catalytic processes and ca. 90% 
of all manufactured chemicals and materials involve catalysis at some stage in their 
production. The world market for catalysis is close to £7 billion pa with each pound 
spent on catalysts generating ca. £200 worth of products [3]. Catalytic environmental 
technologies, such as the automotive exhaust catalyst and selective catalytic reduc­
tion (SCR) DeNOx systems in power plants, have already significantly contributed to 
the reduction of environmentally harmful emissions into the lower atmosphere.
A catalyst is a substance that increases the rate at which a chemical reaction 
approaches equilibrium without itself becoming permanently involved in the reaction; 
and heterogeneous catalysis occurs when the catalyst and reacting system are in 
different phases. Heterogeneous catalysis can be further subdivided into four classes 
shown in Table 1.1.
One of the reasons for the extensive use by industry of heterogeneous catalysts is 
that many of these solid compounds are robust at high temperatures. This attractive 
feature makes a wide range of operating conditions available. Another reason for their 
widespread use is that extra steps are not required to separate the product from the 
catalyst since heterogeneous processes occur at a phase boundary. Typically, liquid 
or gaseous reactants enter a reactor, pass over a bed of the catalyst, and the resulting 
products are collected at the other end.
This same design simplicity applies to the catalytic converter employed to re­
duce pollutant emissions in automotive exhausts. This three-way catalytic converter 
(Fig. 1.1) has been a legal requirement for all new petrol engine cars sold in the 
UK since August 1992. Essentially the converter comprises a ceramic honeycomb
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Table 1.1: Classes of heterogeneous catalyst
Class Example Type of 
reaction 
catalysed
Example of 
Catalytic Process
d-block Fe,Ni, Hydrogenation, Manufacture of margarine,
metal Pd,Pt dehydrogenation, Ostwald process (HN03),
oxidation. catalytic converter,
Haber process (NH3)
semiconducting V2O5, Oxidation & Contact process
oxides NiO, CuO reduction (H2SO4)
insulator AI2O3, Hydration, Dehydration of ethanol
SiOg dehydration to form ethene
acid Natural clays Cracking, Cracking of long-chain
catalysts (aluminium isomérisation, hydrocarbons
silicates), polymerisation
H2SO4
structure (the monolith), which is usually based on an aluminium substrate with an 
additional oxide ceria and is protected by a steel housing. The surface of the monolith 
is coated with a microscopic layer of the catalyst consisting of the precious metals 
palladium, platinum and rhodium. The main products of the combustion of gasoline 
(a mixture of hydrocarbons) are carbon dioxide and water which are non-toxic. How­
ever, the minority products including carbon monoxide, nitrogen oxides (NO, NO2) 
are highly toxic and the uncombusted hydrocarbons are potential green house gases. 
Currently these emissions are reduced by the three way converter which catalyses 
the oxidation of carbon monoxide and hydrocarbons and reduces nitrogen oxides to 
produce carbon dioxide, nitrogen, oxygen and water vapour which are less harmful 
emission products. The overall effect is to reduce emissions of harmful pollutants by 
over 90%.
Heterogeneous catalysis at a solid surface can be explained in terms of the ad­
sorption theory. Adsorption is the accumulation of molecules at a surface and two 
types of adsorption are recognised. Physical adsorption (or physisorption occurs when
C h a p t e r  1. Introduction 4
CO, Hydrocarbons
Support
Active
catalyst
Catalyst
Figure 1.1: Schematic diagram of an automotive catalytic converter
molecules are bound to ‘active sites’ on a solid surface by van der Waals forces. Chem­
ical adsorption (or chemisorption) occurs when the molecules are held to the active 
sites on the surface via chemical bonds. Heterogeneous catalysis usually involves both 
physisorption and chemisorption. A promoter is a substance which enhances the per­
formance of a catalyst. For example, small quantities of potassium and aluminium 
oxides are used as promoters to improve the performance of the iron catalyst in the 
Haber synthesis of ammonia, and cation dopants are commonly used to enhance the 
activity of metal oxide catalysts.
Prior to the use of a heterogeneous catalyst, it is usually activated. Activation 
is a general description; in some instances it refers to the desorption of adsorbed 
molecules such as water from the surface (e.g. dehydration of 7 -alum ina). In other 
cases, it refers to the preparation of the active site by a chemical reaction, such as 
the reduction of metal oxide particles to produce active metal particles. An activated 
surface can be characterised by the adsorption of various inert and reactive gases. 
Low-temperature physisorption of a gas like nitrogen is useful for the determination 
of the total surface area of a solid, whereas chemisorption is used to determine the
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number of exposed reactive sites. These methods for determining metal surface area 
for supported metal catalysts have become routine and generally reliable. The support 
is assumed not to interfere, although effects such as hydrogen spillover [4] can cause 
misleading results in some cases. There is no assurance that the number of available 
metal atoms is the same as the number of active sites. For example in the CO /H 2 
reaction on supported Ni,Co and Ru, it has been estimated that only about 10% or 
less of the available metal sites are active catalytic sites [5]. Although all of the sites 
can chemisorb both CO and H2, and can also dissociate H2, most of the sites that 
adsorb CO do not dissociate it.
The active sites of heterogeneous catalysts are not uniform and many diverse 
sites are exposed on the surface of a poorly crystalline solid such as 7 -alumina or a 
noncrystalline solid such as silica gel. A crystalline solid typically has more than one 
type of exposed plane, each with its characteristic pattern of surface atoms (Fig. 1 .2). 
Additionally, single crystal metal surfaces have irregularities such as steps that expose 
metal atoms with low coordination numbers (Fig. 1.3).
1.2 Oxide Catalysts
Metal oxide materials are commonly used catalysts for a plethora of chemical reactions 
(Table 1 .2). Oxide catalysts are generally used without supports, although there 
are exceptions. Molybdenum oxide catalysts are frequently supported on alumina, 
and vanadium oxide catalysts are sometimes supported on titania. Commercially 
used ammoxidation catalysts generally contain about 50% w/w silica, but this silica 
might be regarded more as a binder providing strength than as a support providing 
dispersion.
The solid solution approach to the investigation of the catalytic properties of 
transition metal cations has been utilised in studies of oxide catalysts [7]. Various 
amounts of transition metal ions (e.g. Ni2+, Co2+and Mn2+) have been substituted for 
Mg2+ in MgO, and the resulting solid solutions were evaluated for N20  decomposition 
activity. It was found that transition metal ions isolated from one another were more
C h a p t e r  1. Introduction
( 100)
(iTi)
(001)(010)
(in)
Figure 1.2: A collection of metal crystal planes that might be exposed to reactive 
gases (111),(ill), etc. are close-packed hexagonal planes. The planes 
represented by (100),(010), etc. have square arrays of atoms.
Step
Kink
Figure 1.3: Schematic representation of surface irregularities, steps and kinks.
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Table 1.2: Examples of oxide catalysts [6]
Reaction type Catalysts
Dehydration of alcohols A ^ A l / S i / O
Dehydrogenation CrsOsXCriAl^Os, Si/M g/O
Cracking of hydrocarbons AlgOg^Si/AlO, Si/M g/O
Reforming M o/Al/O, (Cr,Al)2 Og
Methanol synthesis Cu/Zn/O
Sulphuric acid synthesis K /V /O
Selective oxidation Fe/Mo/O, Bi/M o/O, Cu/O, Fe/Sb/O, Zn/Fe/O  
U /Sb/O , V /P /O
NO reduction Perovskites
Olefin disproportionation Mo/O, W /O, Re/O
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more active than when concentrated. Moreover, it was observed that Ni2+in MgO 
was considerably more active for N20  decomposition than Ni2+in ZnO, suggesting 
that Ni2+ions exposed from octahedral sites are more active than those exposed from 
tetrahedral sites [8,9].
Many of the reactions listed in Table 1.2 are mainly dependent on surface prop­
erties of the catalyst. However, bulk properties are particularly important for the 
selective oxidation and ammoxidation catalysts. In these cases, the catalyst can be 
regarded as a regenerable reagent and as a reservoir for both electrons and oxygen 
(Fig. 1.4). Hydrocarbon oxidation and catalyst reduction occur at one type of site, 
and reoxidation of the catalyst may occur at another site. It is essential that elec­
trons and oxygen anions flow readily from one site to another. Thus, electron and 
oxygen mobility must be high. In the case of selective olefin oxidation, these processes 
are generally sufficiently facile that the overall rate of reaction is dependent on the 
activation of the olefin molecule. Otherwise these activated molecules may undergo 
undesired reactions to a greater extent.
e~
B ulk—  Metal Oxide
Figure 1.4: Generalised schematic of selective hydrocarbon oxidation over oxide 
catalysts such as molybdates.
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The most widely used selective oxidation catalysts are molybdates and vanadates. 
The most selective catalysts for the oxidation of methanol to formaldehyde are simple 
compounds such as T e ^ h fo C ^  and M0O3, and some of the best catalysts for the ox­
idation of propylene to acrolein or the ammoxidation of propylene to acrylonitrile are 
based on bismuth molybdates. However modern acrylonitrile catalysts have become 
complex and contain transition metal molybdates in addition to bismuth molybdates. 
These multiphase catalysts are much more active than any of the components, but 
the origin of this dramatic synergism has not been definitely established.
The oxidative coupling of methane (OCM) to higher hydrocarbons may eventually 
become a viable alternative for the chemical utilisation of natural gas [10]. Catalysts 
used for this reaction are usually composed of metal oxides [11 , 12]. The oxygen 
species on the catalyst surface (either surface lattice oxygen or adsorbed oxygen) 
facilitate H-abstraction from methane, leading to the formation of methyl species. 
Subsequent coupling of the methyl species, occurring most probably in the gas phase 
or partly on the surface, results in ethane and by its dehydrogenation, in ethylene. 
Methyl radicals as well as C2 hydrocarbons in their radical form may also interact 
with surface and gas-phase oxygen leading to total oxidation.
The function of the catalyst is primarily to provide a reaction pathway which 
facilitates the abstraction of one hydrogen from methane via surface oxygen species 
while suppressing deep oxidation reactions. Additionally the catalyst should also 
be capable of rapidly converting the gaseous oxygen into selective species, so as to 
minimise the nonselective reactions of gaseous oxygen with C2 hydrocarbons and 
methyl radicals.
Many physical and physicochemical properties of oxide catalysts, e.g. electrical 
properties (i.e., n -  and/or p-type conductivity), defect chemistry, basicity and acid­
ity, and surface morphology, have been proposed to be important factors affecting 
selectivity and activity of the catalysts. A better understanding of the relationship 
between these properties and their corresponding catalytic performance would most 
probably provide an advanced fundamental knowledge for designing improved cata­
lysts.
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1.3 Defects in Oxide Catalysts
The performance of catalysts is directed by several factors, including defect chem­
istry, surface structure and electronic properties at the microscopic level. There are 
formidable problems in the unambiguous identification of active species and reaction 
pathways, but these are crucial to the understanding of the selectivity to desired prod­
ucts and activity of a catalyst. In many processes empirical development of catalysts 
leads to initial high performance but there may subsequently be a decline in activity 
which presents extreme difficulties in technological applications. Fundamental un­
derstanding of the solid-state modifications of the catalyst under working conditions 
(which directly influence their activity, selectivity and durability) is therefore essen­
tial. Normally, catalytic activity is expressed as the reaction rate per unit area of 
active surface under given conditions; selectivity is a function of the rate of formation 
of a desired product with respect to the overall conversion of the initial reactants. 
The reactant molecules transfer to the catalyst’s surface where adsorption may occur 
on an active site with possible rearrangement of their bonds leading to chemisorption 
and the subsequent desorption of a new species. Hence the nature of active sites is 
important.
Complex oxide catalysts are often inhomogeneous, and extensive local microstruc- 
tural and compositional variations can occur as a consequence. These redox systems 
typically provide lattice oxygen in selective oxidation reactions and are members of a 
particular class of heterogeneous catalysts which have active sites distributed through­
out the crystal. The loss of strucural oxygen ions (O2-) results in nonstoichiometry 
through the formation of anion vacancies.
Surface defect microstructures occur under reaction conditions due to the change 
in the atomic rearrangement of the catalyst surface. The defects and their role in 
catalytic reactions are fundamental to the functioning of a catalyst. However to date 
there is a paucity of studies concerned with these issues on working complex oxide 
catalysts.
The electronic properties (i.e., the position of the Fermi level and the nature of
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the electrical conductivity) can be varied to some extent by doping the surface or 
the bulk of a crystal phase with a suitably selected dopant in proper concentration. 
Doping of metal oxides has proven to be a powerful way for improving catalytic 
performance [13]. Two types of dopants should be distinguished, namely, acceptor 
and donor dopants, which act as “traps” (i.e., localised centres) for the free electrons 
and the free holes, respectively. Acceptor dopants always lower the Fermi level, 
conversely donor dopants raise it. Foreign elements dissolved in the crystal may act 
as acceptors or donors, depending not only on their nature but also on whether they 
enter the lattice at normal or interstitial sites. In the case of substitutional solution, 
the dopants with lower valence act as acceptors, whilst those with higher valence act 
as donors. Whether an acceptor- or a donor-type dopant is required for improving 
catalytic performance depends on the reaction mechanism.
Despite significant advances in the studies of catalyst fine structures, notably, x -  
ray photo electron spectroscopy, Auger spectroscopy, low-energy electron diffraction, 
IR, etc., the extent to which local defect structures can be observed by these tech­
niques may be limited. Clearly the precise role of structural defects and dopants, as 
well as the nature of redox reactions leading to the formation of electron hole centres 
are crucial to the proper understanding of the catalytic properties. The principal 
aim of this work is to apply modern computational methods to detailed studies of 
the defect chemistry of the Fa^hfiC^- and LaCoOg-based catalysts in a way tha t is 
complementary to experimental investigations. Throughout the last decade, these 
methods have made widespread contributions to the understanding of (and indeed 
predicting) defect, ion transport and surface properties of a wide variety of oxide com­
pounds, such as the oxide catalysts Li/MgO [14], Fa^Cg [15,16], CeC^-ZrC^ [17] and 
Sn0 2  [18]. Indeed recent reviews show how modelling techniques have aided catalyst 
design [19] and also that “Materials [can be] made to order” [20]. The methodologies 
of the modelling techniques used in this work are described in Chapter 2 .
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1.4 La2N i04  Catalyst
The majority of A2B 0 4 +y (A =  rare earth, B =  Cu,Ni,Co) compounds have tech­
nologically useful properties. The cuprates were the first of the high T c  supercon­
ductors [21], and the electrical properties of the nickelates enable their potential use 
in high temperature electrodes. Moreover, this interesting class of perovskite also 
has important applications in catalysis, e.g. the oxidation of ammonia to nitric ox­
ide [22], where their structure and oxygen stoichiometry can be tuned to investigate 
structure-property relations in catalysis. In relation to this work La2Ni0 4  is an in­
dustrially significant catalyst used in the decomposition of hypochlorite [23], which 
is a component of waste effluent produced by the chlorine industry whose discharge 
to the environment is restricted due to its toxicity to aquatic life.
La2Ni0 4  is a member of a family comprising mixed-metal oxides that crystallise in 
the K2NiF4 structure, whose structural chemistry has been previously reviewed [24]. 
The tetragonal structure of La2Ni04  can be regarded as consisting of perovskite slabs 
of one unit cell thick, which are stacked one over the other along the c-direction. The 
adjacent slabs are displaced relative to one another by | | | ,  such that the c-axis of the 
tetragonal structure is approximately equal to three times the cell edge of the cubic 
perovskite. The structure is two-dimensional in the sense that only the equatorial 
anions of the NiOe octahedra are linked through corners (Fig. 1.5).
The defect chemistry of layered perovskites is similar to that of the cubic per­
ovskites (Section 1.5). The La(III) site may be replaced by cations of lower valencey, 
and this charge imbalance compensated by increasing the valence state of the B site 
transition metal ion (forming a positive hole) or by oxygen vacancies. La2Ni0 4 +(j 
is one of a few systems which exhibits oxygen-excess nonstoichiometry, 5 signifying 
the excess oxygen at interstitial sites. This excess charge is compensated for by the 
creation of positive holes on the Ni site. This property is favourable by virtue of 
the crystal structure being amenable to the incorporation of oxygen ions between the 
L a -0  planes.
Alkaline-earth dopants are usually acceptor-doped on the A site in La2Ni0 4  in
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Figure 1.5: Crystal structure of LagNiO,; showing (a) atom positions and (b) 
nickel-oxygen octahedra.
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order to enhance catalytic performance. Chapter 3 describes how the energetics 
of such substitution processes have been evaluated from static lattice simulations. 
Moreover, these simulation methods have been used as a predictive tool, and extended 
the range of dopants to include various transition metal cations on the B  site and the 
subsequent effect on hole formation. The nature of formation of holes in ba^hffC^ is 
examined and the energetics of the two charge-compensation mechanisms compared. 
The oxidation process is also simulated, an oxidation energy calculated and related 
to a result from a thermodynamic study.
Much of solid-state chemistry and physics has concentrated on the bulk properties 
of single crystals, and while these studies provide useful information, real materials 
terminate at external surfaces. Indeed the processing and fabrication of ceramic 
materials involve complex solid-state phenomena such as sintering, densification and 
particle growth, all of which are governed by lattice defects and impurities especially 
at surfaces and interfaces. Knowledge of the interfaces in these materials as well as 
the surfaces of catalysts at the atomic level is essential in the understanding of their 
properties.
Hence Chapter 4 re-examines these defect processes which have been considered 
in Chapter 3 as occurring in the bulk catalyst, and calculates their behaviour at the 
various surfaces of the crystal. Initially surface energies are calculated for the pure 
La2Ni0 4  system, from which the crystal morphology is predicted. Similar surface 
energies are obtained for the La2Ni0 4  solid solution with isovalent doping on the B 
site by transition metal ions (Fe and Cu) and changes in the predicted morphology 
examined. The most favourable method of charge compensation is compared to bulk 
results, and segregation profiles of dopant clusters predicted.
1.5 LaCoOs Perovskite Catalyst
Perovskite-structured oxides of the general formula LaBOg, where B is a transition 
metal ion, comprise a substantial family of compounds which have attracted much 
fundamental and technological interest. The crystal structure of the cubic perovskite
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oxides is related to that of the mineral perovskite (CaTiOg) and is depicted in Fig­
ure 1.6. In its ideal form, the perovskite structure is cubic with the B  cation octa- 
hedrally coordinated to six oxygens, and these octahedra are corner-shared. The A  
cation occupies the space between eight octahedra and has twelve nearest-neighbour 
oxygens. For stoichiometric compounds the sum of the charges on the A  and B  atoms 
must be equal to six to preserve electroneutrality. This can be achieved in a number 
of ways: ^ + # 5 +  KTaOg), (g.^. BaTiOg, SrCeOg) and vf+B3+ (e.p.
LaCoOg, LaMnOg, LaGaOg)
Almost all the naturally occurring metallic elements in the periodic table are 
stable within this structure, and this, together with the whole host of elements that 
can be accommodated, accounts for the wide spectrum of properties exhibited by 
these oxides [25]. These materials find use within various solid state applications 
such as ceramic membranes [26,27], gas sensors [28], fuel cells [29-31], dielectrics 
for capacitors [32], colossal magnétorésistance sensors [33,34] and even ferroelectric 
memory [35], currently used in some ‘sm art-card’ technologies. The need to develop 
environmentally-benign methods of power generation has largely influenced the rapid 
growth in novel and exciting technologies. In particular, fuel cell technology has 
benefited immensely from the need to make more efficient use of existing fuel sources 
and also reduce the amount of harmful pollutants. Indeed, it has been remarked 
that the wide range of perovskite-type metal oxides and their properties, appears to 
be as variable as the “colours of a chameleon” [36], as well as being ‘materials for 
all seasons’ [37]. With relevance to this work, LaBOg perovskite oxides have also 
received considerable attention as efficient heterogeneous catalysts, for example, in 
the oxidation of CO and reduction of NOx for use in auto-exhaust treatment [25, 
38-41]. Other catalytic reactions include the oxidative coupling of methane to C2 
hydrocarbons, a process of much importance in utilising the abundant resources of 
natural gas [42-48], The fact that this class of materials possess properties tailored 
to meet the often stringent requirements of the applications outlined above, provides 
just one of the many reasons for the ever increasing interest in perovskite oxides. 
In addition catalyst technology coupled with recent environmental regulations has
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driven the development of heterogeneous catalysts to reduce polluting emissions in a 
cost effective manner. Chapter 5 discusses the fact that although the LaCo03-based 
catalyst is effective at oxidising volatile organic compounds (VOC’s) and abating 
odoriferous compounds, it can also decompose the H2 O2 used in these processes. 
This detrimental effect can however be minimised with different formulations of the 
catalyst. Hence Chapter 5 compares doped LaCo03 catalysts in relation to their 
activity towards H2 O2 break down.
Figure 1 .6 : Crystal structure of LaCo03 showing (a) atomic positions of the unit
(a) cA (b)
Co06
cell and (b) structure depicting CoOg corner-sharing octahedra, with 
the A cations occupying the central interstice, and the B cations re­
siding in the centre of the octahedra.
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A  and B  cations by dopants of lower valency [49]. However, in perovskite oxides, 
acceptor dopants can be charge-compensated in a variety of ways. When the valence 
state of the dopant is fixed electroneutrality is maintained by the formation of oxygen 
vacancies. For perovskites containing transition metal ions that can adopt a number 
of formal valence states, acceptor doping may lead to the oxidation of the transition 
metal ion [50]. In certain systems, such as Lai_xSrxCo0 3 , a mixed compensation 
mechanism may be operative (i.e. electronic and vacancy compensation) leading to 
a mixed electronic/ionic conductor.
The defect chemistry of the bulk LaCoOg relating to catalytic behaviour is dis­
cussed in Chapter 5. Dopant substitution of both the A  and B  sites and their various 
modes of charge compensation is examined, as well as the formation of defect ‘clus­
ters’. Surface energies are calculated for the pure LaCoOg catalyst and used to predict 
the crystal morphology. The various calculated reaction mechanisms occurring in the 
bulk are subsequently re-examined at the crystal surfaces and compared. Oxygen ion 
diffusion in the Lai_xSrxCo03  material is investigated in Chapter 6 using Molecular 
Dynamics (MD) techniques. The results of these calculations yield both quantitative 
and qualitative information on the oxygen diffusion coefficients over a broad temper­
ature range and on the structure of the crystal lattice. As previously mentioned, this 
material is thought to exhibit both electronic and vacancy compensation mechanisms. 
This hypothesis is simulated using a cell containing only oxygen vacancies as a result 
of Sr doping, and repeated using a secondary cell which comprises a random distri­
bution of Sr dopants and a neutral mixture of oxygen vacancies and Co(IV) holes. 
Oxygen diffusion from the two systems is subsequently calculated and compared.
Before presenting the results of this work in detail, the principal methodologies 
employed in the computer simulations will be described in the next chapter.
Chapter 2
Com puter Simulation M ethods
“Felix qui potuit rerum cognoscere causas”
-  Lucky is the man who has been able to learn the causes of things.
Virgil 70-19 BC
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2.1 Introduction
During the last decade, atomistic computer simulation techniques have become es­
tablished tools within the fields of solid state chemistry and materials science. In­
creasingly, these techniques are being used in the prediction of crystal structures and 
to examine the defect chemistry of technologically important materials. This accom­
plishment can partly be attributed to the growth in affordable computing power, 
which has enabled solids of accretive complexity to be successfully studied. Further­
more, these methods are ideally suited to probing the structure of disordered solids 
at the atomic level, yielding fundamental data which is sometimes difficult to obtain 
experimentally. Computer modelling techniques have made widespread contributions 
to the study of a veritable plethora of materials, including catalysts [15,51-53], high- 
temperature superconductors [54-56] and ionic conductors [57-59]. The basis of the 
simulation technique is the interatomic potential model, i. e. an analytical or possibly 
numerical description of the energy of the system as a function of atomic coordinates. 
The resulting computational model must accurately reproduce the crystal structure 
and physical properties of the system in question.
In this chapter, a description of the lattice simulation and the molecular dynamics 
methods used in the present study is presented, although more substantial reviews 
are given elsewhere [6,60-64].
2.2 Potential Model
The simulations are formulated within the framework of the Born model representa­
tion, in which an ionic crystal is regarded as comprising discrete ions. The lattice 
energy (U l)  is defined as the energy required to bring together gaseous ions from an 
infinite separation to their equilibrium positions within the crystal. The calculation 
of the energetics of such a system theoretically involves the evaluation of interactions 
between all species within the unit cell and their periodic replications to infinity. 
As this is presently unfeasible, finite cutoffs are placed on the computation of the
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interactions and a general expression for the lattice energy can be written as:
where the summations refer to all pairs of ions i and j, and the components of the 
lattice energy are divided into two classes, the long and short-range potentials as 
shown respectively.
However, materials which deviate from ionic bonding may require an additional 
three-body term which provides some degree of directionality. This usually takes the 
form of an angle-dependent bond-bending function added to 2.1, which has been 
applied successfully to silicates and zeolites [61,64].
The summation of the short-range forces can normally be readily converged di­
rectly in real space until the terms become negligible within the desired accuracy. 
However, other terms may decay slowly with distance, particularly since the num­
ber of interactions increases as 47rr2A^, where Np is the particle number density. 
The electrostatic energy in particular is conditionally convergent since the number of 
interactions increases more rapidly with distance than the potential (which is propor­
tional to 1 /r) decays. Hence the two classes of energy components will be considered 
separately.
2.2.1 Coulombic Interactions
To evaluate the Coulombic energy (which accounts for about 80% of the lattice en­
ergy) , charges must be assigned to all ions present within the system. This study has 
used the fully ionic model, i.e. integral charges, as opposed to partial charges, have 
been assigned to ions corresponding to their formal oxidation states. If the summation 
of the Coulombic interactions is carried out using conventional methods the results 
thus obtained can be unreliable due to the slow convergence of this term as there 
is significant contribution to the Coulombic energy at long distances, as mentioned 
above.
Since this electrostatic energy is the dominant term for many inorganic materials, 
particularly oxides, it is therefore important to evaluate it accurately. For small
N
(2 .1)
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to moderately sized systems this is most efficiently achieved through the ingenious 
method developed by Ewald [65,66], in which the inverse distance is rewritten as its 
Laplace transform and then split into two rapidly convergent series, one in reciprocal- 
space and one in real-space.
In the Ewald method the lattice of point charges is replaced by one in which 
each point charge is associated with a spherically symmetric charge distribution of 
opposite sign, which is usually taken to be a Gaussian distribution [67]. These extra 
charges screen the point charges so that their interactions are now short ranged and 
may be summed directly in real space (r-space). To restore the original situation of 
an array of point charges, a second set of identical charge distributions of the same 
sign as the original point charges is also added. The energy <I>9 of this set of charge 
distributions is evaluated by summing their Fourier transforms in reciprocal q-space 
and transforming the result back into r-space. This result includes the unwanted 
self-term from the interaction of the cancelling distribution at with itself, and so 
a correction
«■"--isâvïÊeï <“ >
for this (constant) self-term must be included in d>9; a  is the Ewald parameter which 
defines the width of the Gaussian charge distributions (i.e. the distribution of the 
summation between real and reciprocal space) and its value has a strong influence on 
the rate of convergence of both the r-space and q-space summations, allowing the 
possibility of choosing a  so as to optimise the simulation speed. Thus in the Ewald 
method of summing the long-range Coulombic interactions :
<LC =  <Lr +  (2.3)
The real space sum is
— <*«0 / n /%»
where the prime denotes the omission of the term with j  = i when n  =  0; erfc(x) is
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the complementary error function
(2.5)
and, because erfc(%) —>• 0 with increasing x, it is the reason for the rapid convergence 
in real space. The reciprocal-space term is
The last sum is over reciprocal-lattice vectors q =  27rn/L and the prime indicates 
that the term with n  =  0 is to be omitted.
These expressions are strictly valid for the case where the material is hypothet­
ically embedded in a metal to ensure that there is no dipole moment overall. This 
is normally the case, even for materials with an apparently dipolar unit cell as the 
surfaces will tend to reconstruct to remove the dipole moment. For solids which are 
genuinely dipolar then there is an additional term which depends on the dipole mo­
ment per unit cell. However, as this quantity can only be defined unambiguously 
when the structure of the entire crystal is known, including the surfaces, this term is 
not included within these simulation codes.
The Ewald sum has a scaling with system size of iV§. This is achieved when the 
optimal value of a  is chosen. Selection of this value can be made based on the criterion 
of minimising the total number of terms to be evaluated in real and reciprocal space, 
weighted by the relative computational expense for the operations involved, w :
where n  is the number of species in the unit cell, including shells, and V  is the unit 
cell volume.
the value of w is implicitly assumed to be unity.
Since the summation of real space terms is performed concurrently with the short- 
range potentials, it can be beneficial to match the real space cutoff to the short-range
(47re0) xÆ
(2 .6)
nWTT'
(2.7)
The derivation of Equation 2.7 is given by Jackson and Catlow [68], except that
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cutoff and also to keep it at less than the shortest unit cell vector for moderate to 
large systems as this leads to greater efficiency in the search for translational image 
interactions.
The maximum electrostatic cut-offs in real and reciprocal space can then be writ­
ten in terms of the optimum value of a  :
R  ~  /1 lmax j. (2.8)
O'opt
i
Gmax ^f^opt (2.9)
f  = (— In A) 5 (2.10)
accuracy parameter which controls the magnitude of terms to be
neglected in the Ewald sum. A value of 10“8 for A  is found to give sufficiently 
accurate results for most systems, though those with large unit cells may require an 
increased value.
2.2.2 Short-range Interactions
For most ionic materials the predominant short-range potential description used is 
that of the Buckingham form, which comprises a repulsive exponential and an attrac­
tive dispersion term between pairs of species :
faj (rij) = Aij exp -  ^ - ^ 0  (2-11)
where A, p and C  are the potential parameters assigned to each ion-ion interaction. 
For the potential model to accurately describe a system, it is crucial that suitable 
values are assigned to these parameters. The exponential repulsive term of 2.11 
describes the Pauli repulsion which occurs when atomic charge clouds interact. The 
attractive r 6 term describes the interactions of induced dipoles (van der Waals forces), 
that arise when electron clouds are in close proximity. However, these interactions 
are relatively small, and dependent on the polarisability of the ion in question, and 
are therefore generally included for large polarisable ions, such as 0 2“ .
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2.2.3 Ionic P olarisab ility
The inclusion of ionic polarisability into the potential model is essential, since many 
of the model properties, such as dielectric constants and optical phonon modes, are 
dependent on its accurate description. Moreover, if the response of the lattice to 
charged defects (which extensively polarise their surroundings) is to be modelled 
effectively, these properties must be accurately reproduced.
Earlier studies utilised the Point Polarisable Ion Model to describe ionic polar­
isability, but this was found to be unsatisfactory particularly in the calculation of 
defect energies. The Shell Model, originally developed by Dick and Overhauser [69], 
is superior to previous models because it allows the repulsive forces to act only be­
tween shells, thus short range repulsions and polarisation are coupled. Omission of 
this coupling by other models leads to an overestimation of the polarisation effects 
and therefore inaccuracies in the calculated physical properties.
Massive Core 
Massless Shell
Figure 2.1: Schematic representation of the shell model
The shell model describes a polarisable ion in terms of a massive core of charge X, 
connected by a harmonic spring with force constant k, to a massless shell of charge 
Y; the formal charge on the ion is therefore given by X +  Y (Fig. 2.1). When an 
electric held is applied to the ion, the shell is displaced relative to the core, creating 
a dipole moment. The polarisability of the free ion (cd) is related to the shell charge,
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Y,  and spring constant, k, by :
Y 2
=  (2 12)
Coupling between the short-range forces and the polarisation is achieved by allowing 
the short-range potentials to interact exclusively with the shell species.
Despite its simplicity, the shell model has enjoyed considerable success in mod­
elling structural and defect properties of ionic halides and oxides [6,60-64].
2.3 Perfect Lattice Simulation
Once high quality interatomic potentials for the system in question have been es­
tablished, it is possible to gain valuable structural and defect properties. This is 
achieved by employing energy minimisation techniques which calculate the equilib­
rium geometry, i.e. the minimum energy configuration of the system with respect to 
ion coordinates. Therefore, efficient energy minimisation is an essential part of any 
simulation and is necessary before any physical properties can be calculated.
2.3.1 Energy M inimisation
The concept of energy minimisation is simple: structural parameters, including ionic 
coordinates, are adjusted until a minimum energy configuration is attained. How­
ever, the energy of a crystal is a complicated, multidirectional function of the ionic 
coordinates, and this variance with the ionic coordinates results in a complex energy 
surface (often termed a hyper surf ace). The minimum points on this potential energy 
surface that refer to the stable arrangement of the ions, are of most concern; any 
deviation from this minimum would result in a structure of higher energy and less 
stability. To identify the global energy minimum numerous minimisation algorithms 
are available, and choice of the right one requires careful consideration. The most 
widely used methods are those based on gradient techniques, which involve the use of 
the first derivatives of the energy function with respect to the structural parameters.
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Two first-order minimisation algorithms that are frequently used are the method 
of steepest descents and the conjugate gradient method. These gradually change the 
ionic coordinates as the system approaches the minimum point. The starting point 
for each iteration (k) is the configuration obtained from the previous step which is 
represented by the multidimensional vector Xk_i. For the first iteration the starting 
point is the initial configuration of the system, vector xi.
The steepest descents method moves in the direction parallel to the net force, 
corresponding to the geographical analogy of walking straight downhill. For 37V 
Cartesian coordinates this direction is represented by a 3TV-dimensional unit vector, 
Sk- Thus :
Having defined the direction along which to move it is then necessary to decide how 
far to move along the gradient. Location of the minimum point can be performed 
via a ‘line search’, or the somewhat less computationally demanding method of the 
‘arbitrary step approach’. The latter obtains the new coordinates by taking a step of 
arbitrary length (k) along the gradient unit vector Sk given by:
xk+i =  x k +  AkSk (2.14)
where Ak is the step size.
The ‘conjugate gradients’ method produces a set of directions which does not 
show the oscillatory behaviour of the steepest descents method in narrow valleys. In 
the steepest descents method both the gradients and the direction of successive steps 
are orthogonal. In conjugate gradients, the gradients at each point are orthogonal 
but the directions are conjugate. A set of conjugate directions has the property tha t 
for a quadratic function of M  variables, the minimum will be reached in M  steps. 
The conjugate gradients method moves in a direction v k from point x k where v k is 
computed from the gradient at the point and the previous direction vector Vk_i
Vk =  -g k  +  7kVk- i (2.15)
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where %  is a scalar constant.
Second-order methods use not only the first derivatives (i.e. the gradients) but
also the second derivatives to locate a minimum. Second derivatives provide in­
formation about the curvature of the function. The most efficient, and hence most 
commonly used second-order minimisers, are based on the Newton-Raphson method. 
This method incorporates the Hessian matrix or some approximation of it, with the 
variables updated according to the formula:
where H  represents the Hessian matrix of the second derivatives of the energy 
function. When the energy drops below a certain criterion in one step or the angle 
between the gradient and search vectors becomes too large, the Hessian is explicitly 
recalculated, leading to a rapid convergence within a few cycles. One of the most 
intensive parts of the calculation is the inversion of the Hessian matrix, especially 
if the unit cell contains a large number of ions. However, explicit calculation of the 
Hessian matrix at each cycle is usually not necessary due to the Fletcher and Powell 
approximation [70]. This method updates the forces at each cycle, but only inverts 
the matrix at predetermined intervals, therefore improving convergence rates.
Most of the static lattice calculations in this study were carried out using the pro­
gram GULP (General Utility Lattice Program) [71-73], which uses a symmetry-adapted 
energy minimisation technique. Symmetry information can be used to identify the 
minimum set of variables needed for the minimisation procedure, and to increase 
the rate of the calculation of the energy, and its first and second derivatives during 
optimisation. The list of variables for the minimisation only contains the fractional 
coordinates of the asymmetric unit as the internal parameters. This is because the 
total number of positions, X n, can be related to those of the asymmetric unit, X a, 
by a roto-translation which for the nth operator of the space group is given by:
where Rn  is a 3 x 3 matrix and t n is the translational vector. Minimisations per­
formed under constant pressure conditions occur through the use of a strain matrix,
xk+l — xk (Hk) Sk (2.16)
(2.17)
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rather than by consideration of the cell parameters, and takes the form:
(2 .18)^ £ q 1 + £2
where the strains Si-Se correspond to xx, yy, zz, yz, xz, xy  components respectively. 
The use of a strain matrix also reduces the number of variables in the minimisation 
and therefore lowers the number of optimisation cycles.
2.3.2 Physical Properties
After the bulk structure has been optimised, it is possible to calculate the second 
derivatives with respect to both internal and external strains. For this case a number 
of properties are attainable which are a function of the second derivatives and play an 
important role in describing the response of the lattice to different types of perturba­
tion. These properties, detailed below, can be compared directly with experimental 
data.
Elastic constants
The elastic constant matrix is a 6 x 6 matrix which contains the second derivatives 
of the energy density with respect to external strain:
cm  =  £  (Wss -  W J V Z 'W J )  (2.19)
where Wss is the strain-strain second derivative matrix, Wcc is the Cartesian space 
coordinate second derivative matrix, Wcs is the mixed Cartesian-strain second deriva­
tive matrix and V  is the volume of the unit cell.
D ielectric constants
The dielectric constants are calculated both in the high and low frequency, or static, 
limits. The elements of the 3 x 3  matrices are given by:
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where g is a vector containing the charges of each species and a, j3 are the Cartesian 
directions. For the static dielectric constant matrix the summation covers all species, 
inclusive of cores and shells, whereas for the high frequency case the sum is only over 
shells.
Other physical properties which can be derived include phonon modes, dispersion 
curves and density of states. The calculation of these and other properties provides a 
useful test of the potential model, as well as providing predictive data in cases where 
there is a deficiency of experimental data.
2.4 Derivation of Interatomic Potentials
The reliability and the validity of any atomistic simulation technique is inherently 
dependent on the availability of effective interatomic potentials [71]. Moreover, the 
application of such models to complex solid-state problems demands the potentials 
be transferable from the system which they were derived to the system under ex­
amination. There are two main types of procedure available for the derivation of 
interatomic potentials: empirical and theoretical, both of which are described below.
Em pirical F itting
Empirical potentials are usually derived by fitting the short range parameters A, p 
and C, and the shell model parameters Y  and &, to experimental data and the crys­
tal structure. In conventional fitting procedures, this involves the parameters being 
adjusted until good agreement is achieved between the calculated and observed exper­
imental properties. This is usually accomplished by using a least-squares procedure, 
which minimises the difference between the calculated and experimental properties:
F =  Y ,  ™ (/calc.-/obS.)2 (2.21)
all observables
where F  is the sum of squares, /calc, and / 0bs. are the calculated and observed 
quantities respectively and w is the weighting factor. The properties must include the
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crystal structure and one or more of the following: elastic constants, static dielectric 
constants, piezoelectric constants and lattice energies.
A problem arises when using the shell model; from the crystal structure the desired 
core positions, to which we wish to fit, can be ascertained. However, in the case of 
the shells, there is no a priori knowledge of their positions. If it is assumed that the 
cores and shells have the same positions, this can lead to a poor fit as the potentials 
are tuned to minimise the polarisation in the system and this leads to the shell model 
having only a small beneficial effect.
The solution to this problem is to allow the shell positions to evolve in some 
manner during the fit. This fitting procedure, where the cores and shells are simul­
taneously relaxed, is embodied within the GULP code [71-73].
Empirical fitting procedures have been successfully used in the derivation of po­
tentials for a wide range of oxide and halide materials [74,75]. However, extraction 
of information about the potential over interatomic spacings different from those in 
the perfect lattice can be problematic. This can arise, for example, when defect in­
terstitials are being investigated. Therefore, the validity of the empirical method of 
potential derivation depends on the accuracy of the analytical potential over a wide 
range of interatomic spacings. Knowledge of the potential over this wider range of 
interatomic separations improves the accuracy of the potential. This can be achieved 
either by; fitting a series of interatomic potentials to structural and crystal properties 
of several compounds containing the same interaction [74], or by fitting to a material 
that contains a sample of distances for the interacting ions, as is found in some low 
symmetry structures.
Theoretical M ethods
The most widely used theoretical technique for the derivation of interatomic potentials 
is based on the electron-gas method of Wedepohl [76], and Gordon and Kim [77]. In 
these methods, the short-range potential acting between a pair of ions i and j  is 
determined by calculating the electron densities [pi (r) and pj (r)] of the isolated 
ions. This is normally achieved by solving the Hartree-Fock wave equations for each
C h a p t e r  2. Computer Simulation Methods 31
ion. The interaction energy, Ey, is then calculated according to the formula:
Ea  (r) =  £ §  (r) +  E%e (r) +  jSg0R (r) +  E?x  (r) (2.22)
where E£j (r) is the Coulomb interaction between the two species i and j  and F ^ E (r)
, E ^OR (r) and B E-X (r) are the kinetic energy, correlation and exchange contributions 
respectively to the interaction energy. A number of approximations are included 
in the above expressions which give the interactions in terms of the densities [77]. 
Nevertheless, it has been shown [77,78] that these methods give adequate potentials 
for closed-shell interactions. A modification to the method is to obtain the Hartree- 
Fock wavefunctions for the interacting species performed on the species within an 
appropriate crystal environment. This effects the electron densities obtained and 
hence the calculated interatomic potentials. This is particularly true for the O2- 
ion, which is usually stabilised only by the crystal potential. Therefore, it has been 
suggested that both the Madelung and orthogonalisation effects due to surrounding 
ions may be important [79]. Using potentials derived from these crystal-adopted wave 
functions in defect calculations, it has been shown that there is very good agreement 
between calculated and experimental results [80,81]. A number of assumptions are 
made in these methods, including the neglect of distortion effects of the electron 
clouds when two ions are in close proximity, and the total electron density is simply 
the sum of the densities of isolated ions.
2.5 M odelling of Defects
The creation of a defect species in a crystal system causes the surrounding lattice to 
be perturbed. The nature of this perturbation or relaxation is mainly Coulombic in 
origin and therefore the effects are long range. Defect simulations accurately model 
this relaxation via the two region strategy based on the methodology of Mott and 
Littleton [82-84]. Defect energies are calculated by minimising the potential energy 
function <£> of the defective lattice, with respect to displacements of the ions tha t 
surround the defect. The corresponding defect energy is given by the difference in
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the minimum <£> for the perfect and defective lattices. The procedure for minimising 
<f> is simplified by partitioning the defective lattice into two regions (Figure 2.2).
Figure 2.2: Schematic representation of the Mott-Littleton two region strategy
Region I contains the defect and typically 250-300 immediate neighbours. All the 
ions in this inner region are relaxed explicitly using Newton-Raphson minimisation 
procedures, yielding a minimum energy state. The forces exerted by the defect on 
the ions within region I are strong, and therefore the relaxation must be treated as 
accurately as possible. In contrast, in the more distant regions of the crystal outside 
the inner region the defect forces are relatively weak and may be treated using pseudo­
continuum methods. The M ott-Littleton method describes the response of region II 
to the effective charge of the defect, entirely as a dielectric response. From dielectric 
continuum theory, the polarisation of the crystal P  per unit cell, at a point r relative 
to the defect of charge ç in a dielectric continuum (of static dielectric constant Co) is 
given by:
Region lib 
Extends to oo
(2.23)
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where V  is the unit cell volume, q the effective charge of the defect, and £0 the static 
dielectric constant. The total defect energy E d after dividing the crystal into two 
regions, is evaluated using the expression:
E d = Ei (x) +  Ena (2 , y) +  Ejib {y) (2.24)
where Ej is a function of the ion coordinates (x), and of the dipole moments of ions 
in region I only. Ena(x, y) arises from interactions between regions I and II, and 
therefore it is necessary to include an interface region (region lia) between these 
regions, allowing for a smoother convergence during minimisation. Displacements of 
ions within this interface region are treated using the M ott-Littleton approximation, 
but the interaction with region I is handled explicitly. E u ^ y )  is dependent only on 
the displacements {y) of ions in region lib.
2.6 Mean Field Approach
The simulation of complex materials may occasionally present difficulties by virtue of 
the fact that they can be partly disordered or involve ‘partial occupancies’ of sites as 
found in doped materials. One approach to treating such systems is via the generation 
of a supercell in order that the many permutations be examined. However, the number 
of possibilities is usually prohibitively large to examine each one individually to locate 
the most stable configuration. Furthermore, this process may alter the symmetry of 
the crystal.
An alternative method to handling partial occupancies is to use a ‘mean field 
approach’. The effect being that each site experiences a potential which is the mean 
of all possible configurations on the disordered positions. In doing so, all possible 
configurations are assumed to be equally as likely. This may apply to materials 
where there is little energetic difference between configurations or to ones which were 
formed under kinetic rather than thermodynamic control and have not had chance to 
achieve a Boltzmann distribution.
The practical upshot of the mean field approach is that all interactions become 
scaled by the site occupancies of both atoms. This is implemented in the GULP code
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such that one can specify the site occupancy in addition to the atomic coordinates and 
allows the simulation of a homogeneously distributed doped material or solid solution. 
This mean field approach has been applied successfully to simulation studies of the 
C e02-Z r02 catalysts [17,85], the LixMn20 4  spinel [86] and the Y /N b /Z r0 2 oxygen 
ion conductor [87].
An example in this thesis involves the simulation of the LaCoi_xB x0 3  system 
where (B=Cr,Mn,Fe,Cu) (Section 5.5). The purpose of these simulations was to 
establish which mode of charge compensation dominated when the Co is replaced 
with trivalent Cr,Mn,Fe and Cu. The mean field approach leads to a homogeneous 
distribution of the trivalent dopant by creating a pseudo-ion species of (1 — x) Co3+ 
and x M3+ character. The short-range potential for the mixed species MX can be 
expressed as:
V (MX • • • O2-)  =  (Co3+ • •. O2") +  |V  (M3+ • • • O2-)  (2.25)
2.7 M odelling of Surfaces
Perfect and defective surfaces are amenable to simulation studies. The previously 
described techniques used for bulk simulations on the whole can be utilised within 
surface calculations. However, a number of differences are apparent in the implemen­
tation of these techniques. In reality, crystal surfaces contain irregularities such as 
steps, ledges and corners. To consider each of these in detail is impractical, hence 
calculations presented within this report are based upon the supposition that the 
surface comprises large planar terraces [88]. It is assumed that the two-body pair 
potentials derived from the bulk studies, can be used unchanged for surface calcula­
tions. Surface simulation techniques have been applied to numerous studies of oxide 
materials [53,88-93], but with limited work on perovskite-based oxides [94,95].
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2.7.1 Perfect Surfaces
The bulk material calculations are based on a crystal lattice extending to infinity in 
three dimensions. However, surface formation necessitates the crystal to be termi­
nated in one direction. Surface simulations, therefore, consider the crystal as a stack 
of planes periodic in two dimensions [96,97]. In addition, relaxation of ions as a result 
of their proximity to the surface region must also be considered.
The computer code METADISE [14] (Minimum Energy Techniques Applied to Dislo­
cation Interface and Surface Energies) was used to perform simulations on the surfaces 
of both La2Ni0 4  and LaCo03. The procedure for modelling solid surfaces initially 
considers the unrelaxed surface as a simple termination of the relaxed bulk. The 
stack (or block) of charged planes lying parallel to the surface (and periodic in two 
dimensions) is subsequently divided into two regions, A and B, as shown in Fig. 2.3 
The uppermost face of region A is representative of the free surface. Ions in region A 
are relaxed to their equilibrium positions explicitly, whereas ions in region B are held 
fixed relative to each other (but the region as a whole may move allowing for gross 
dilation, expansion or contraction of the crystal). Region B is required to provide 
the necessary potential field to ensure the potential of an ion at the bottom of region 
A is correctly calculated. Since the surface energy is defined relative to the bulk 
energy, a method is also needed to place the surface under ‘bulk conditions’. This is 
accomplished by placing a second translational image of the ‘stack’ of surface planes 
on top of the free surface producing a bulk or ‘block’ configuration. This can then be 
used in the calculation of the surface energy.
The Ewald summation used previously for bulk calculations is replaced by a similar 
method developed by Parry [98], which takes into account the effects of the surface 
region in the summation of the Coulombic energy. This method is used to evaluate 
the long-range Coulomb terms of the surface energy. In order for the calculations 
to converge, the repeating layers must be electronically neutral and the repeat unit 
(region 1) have no dipole, because such a dipole when repeated into the crystal would 
result in divergence of the surface energy [99].
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Figure 2.3: Schematic of METADISE Surface
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The two region strategy is an important feature of the technique, the explicit
to a surface dipole). The final relaxed positions yield the surface structure, and the 
corresponding surface energy. It is important to note that the simulations relate to 
planar surfaces and to internal energies at zero Kelvin.
The surface energy per unit area E7 (J/m 2) is calculated from:
where Es (J) is the energy of the free surface, Ey (J) is the energy of the block (i.e. the
at the surface is performed at constant area, i. e. no lateral movement of ions in the 
surface region is permitted. In many cases it is a good approximation to regard 
these as enthalpies at constant pressure, so being commensurate with experiment; 
Masri et al. [100] discuss this issue in further detail.
Tasker [101] defined three types of surfaces (I, II and III) in an attem pt to fa­
cilitate the analysis of the surfaces of polar solids. Type I surfaces are composed 
of stoichiometric layers and thus have no dipole perpendicular to the surface (Fig. 
2.4(a)) and type II surfaces comprise multi-layer repeat units such that again there is 
no orthogonal dipole (Fig. 2.4(b)). Type III surfaces are those that cannot be cleaved 
between layers to yield a non-dipolar surface (Fig. 2.4(c)) and as noted would be 
unstable. However these surfaces are found in nature due to the fact that they can 
be oxidised/reduced or re-constructed (e.g. Fig. 2.4(d)) to remove the dipole as 
demonstrated in recent work on MgO [14,102]
2.7.2 Crystal Morphology
Direct comparison of surface energies with experiment is not always possible due to 
the paucity of reliable data. Nevertheless, the crystal morphology is one indirect 
measure which can be predicted from the surface energies using Wulff’s theorem [103]
relaxation of ion positions at the crystal surface allows the ions in these planes to 
move above or below the notional surface plane (i.e. rumpling may occur giving rise
Area
(2.26)
n = l
bulk material) and Area the surface area (m2). It should also be noted that relaxation
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Figure 2.4: Schematic representation of (a) type I surface, (b) type II surface, (c) 
type III surface and (d) cancellation of the dipole of type III surface.
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, although it was Gibbs [104] who first proposed that the equilibrium form of a crystal 
should possess minimal total surface energy for a given volume, i.e.:
7  =  = minimum for constant volume (2.27)
i
where 7 ,- and Ai are the surface enregy and surface area of the ith crystallographic 
face. Wulff, starting from the Gibbs proposal, suggested that the shape thus defined 
would be such that hi, the normal vector to the face from a point within the crystal 
would be proportional to the surface energy of that face, 7*,
A,- =  A7; (2-28)
where A is a constant that is dependant on the absolute size of the crystal. This ex­
pression is only valid for crystals grown with all faces in equilibrium and does not take 
account of kinetic factors such as growth rate. This type of crystal is very difficult to 
achieve in practice and few real equilibrium forms have been produced [105]. How­
ever for small crystals where rearrangement of the crystal at each stage of the growth 
process is possible, due to the small distances over which material has to travel, a mor­
phology close to the equilibrium form would be expected. Thus the relative stability 
of a specific crystal face can be judged by its morphological importance.
The relative surface energetics for a variety of crystal surfaces can be obtained 
from the surface simulations discussed in the previous section. These can then be 
used to obtain the relative surface normal lengths using the Wulff theorem. Consid­
eration of the known crystal symmetry and surface normal lengths (under equilibrium 
conditions) is then sufficient to define the morphology of the crystallite. This method­
ology is incorporated into the GEM crystal morphology code (Graphical Equilibrium 
Morphology) 1, which includes a computer graphics interface for visualisation of the 
crystal habit. One major advantage of this approach over other techniques, such as 
the Hartman-Perdok periodic bond chain method [106], is that the important effect 
of surface relaxation can be included. Mackrodt and co-workers [107] have shown 
that this lattice relaxation is an essential prerequisite in the prediction of correct
1 Release 2.0, July 1998, Dr G Watson, University of Cardiff
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morphologies for a-AlgOg and <a-he^C  ^ systems. Recent work [53,92,93] has shown 
the value of these techniques in the investigation of the specific modification of crys­
tal morphology in the presence of additives; a process of paramount importance to a 
wide variety of technological processes. Indeed, there are examples of calculated crys­
tal morphologies that agree well with observation [53,92,102], providing additional 
support for the general validity of the methodology.
2.7.3 Defective Surfaces
The incorporation of defects within the surface region is treated using a similar two- 
region strategy to that adopted for the bulk with respect to the fully relaxed surface 
(Section 2.5). This strategy is implemented in the program CHAOS [108] (Computer 
simulation HADES On Surfaces). One important addition is the inclusion of procedures 
to deal with the modification of interplaner spacings in the surface region. The 
regions are now hemispherical in shape for defects (e.g. vacancies, interstitials and 
impurities) on the surface as shown in Fig. 2.5, but of course, for defects which
r—  Defect
CHAOS 
Region II b
CHAOS
Region
Region A
Region B
Figure 2.5: Schematic of the Mott-Littleton partitioning strategy utilised within 
METADISE
penetrate towards the bulk, the spherical model is approached. The starting point
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for these calculations is the relaxed structure of the perfect surface obtained by the 
MIDAS code. It is therefore important to ensure that region A used for the perfect 
surface is large enough to incorporate regions I and Ha for the defect calculations. 
Region I is relaxed to equilibrium under the perturbation produced by the defect, and 
the response of the remainder of the crystal is treated using macroscopic dielectric 
theory. As discussed previously [88,90,91], the energies of charged surface defects are 
generally corrected via a dipole potential term which arises from the lattice relaxation 
at surfaces.
C h a p t e r  2. Computer Simulation Methods 42
2.8 Molecular Dynamics Simulation
The simulation methods described in previous sections have concerned themselves 
with the evaluation of potential energies, but with no explicit inclusion of tempera­
ture effects. For many applications these static methods perform admirably, giving 
beneficial data for the system in question. However, in some instances (for exam­
ple high temperature materials and/or fast-ion conductors) the inclusion of thermal 
motions may be required. The Molecular Dynamics (MD) technique calculates the 
forces between ions explicitly and the motion of these ions is computed using a suitable 
numerical integration method which essentially solves Newton’s equations of motion.
This technique introduces a kinetic energy term, and thus in addition ion motion 
and temperature effects. MD simulations allow a detailed picture of the evolution of 
the system, as function of time, to be constructed. The MD simulations in this study 
were performed using the DL_P0LY code [109].
MD techniques assume that once an accurate potential model has been established, 
classical mechanics can provide information about the dynamics of the system. Suc­
cessive configurations of the system are generated by integrating Newton’s equations 
of motion. The resulting trajectory specifies how the positions and velocities of the 
ions in the system vary with time. Initially a time step, At, is specified which must be 
smaller than the characteristic time of any important process in the system (e.g. the 
period of an atomic vibration) and is typically 10-14 to 10-15 seconds. The positions 
(a%) and velocities (u%) of a particle after each time step, which is applied thousands 
of times, are updated by applying the classical equations of motion, which in the limit 
of an infinitesimal A t would be:
2.8.1 M D M ethodology
Xi (t +  At) =  Xi (t) +  Vi (t) At 
Vi (t +  At') =  V{ (t) -j   (t) At
(2.29)
(2.30)
' i
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where Fi is the force, calculated by using the specified interatomic potentials, acting
terms in higher power of At.  Before the MD simulation can commence, the system 
must be allowed to reach a state of thermodynamic equilibrium. This period of 
equilibration is usually assigned a time period of between 3-10 ps. Following this, 
the production stage of the simulation proceeds for anywhere up to 100 ps, although 
periods of 1 ns are now becoming possible with recent advances in computing power.
An initial configuration, with ions assigned positions (%%) and velocities (u%), is 
constructed. The initial ion positions are usually obtained from crystallographic 
studies which are also used in the static lattice simulations. The ion velocities are 
obtained by randomly selecting from the Maxwell-Boltzmann distribution at the 
temperature of interest:
This equation provides the probability that an ion i of mass has a velocity vix in 
the x  direction at temperature T.
The positions and velocities are updated using a numerical scheme, which breaks
ôt. At a particular time t, the total force on any of the ions in the configuration can 
be calculated as the vector sum of the interactions with other ions. The accelerations 
of the ions are computed from these forces, and combined with the positions and
the timestep the force is assumed to be constant. The forces on the ions on their
t +  26t, and so on. There are many algorithms available for the integration of the
most common algorithms utilised within MD simulations are the Predictor-corrector 
(Gear) and Verlet [110,111].
on the zth particle of mass In practice, the finite value of A t  requires the use of
(2.31)
down the integration process into many smaller stages, separated by a fixed time step,
velocities at a time t to calculate the positions and velocities at time t-\-ôt . During
new positions is then determined, leading to new positions and velocities at time
equations of motion using the finite difference method outlined above. Two of the
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2.8.2 Periodic Boundary Conditions
The correct treatment of boundary effects is crucial to the simulation methods be­
cause it enables macroscopic properties of the system to be calculated using a rela­
tively small number of ions. The initial configurations in this study have consisted 
of a supercell containing 1000 ions, all located on their perfect lattice sites. Periodic 
boundary conditions (PBC) are applied to the supercell, which is repeated, in three 
dimensions, to infinity (Figure 2.6 (a)) creating an unbounded system and eliminat­
ing surface effects. The use of PBC ensures that all the ions are considered to be 
embedded in the system under bulk conditions. Should an ion leave the simulation 
box, it is replaced by an image ion that enters the box from the opposite side with 
an identical trajectory (Figure 2.6 (b)). Therefore, the number of ions in the central 
simulation box remains constant.
MD simulations maybe performed under a wide range of conditions or ensem­
bles [112-115]. Traditionally they are performed under conditions of constant num­
ber of ions (N), constant volume (V), and constant energy (E): the microcanoni- 
cal or constant NVE ensemble. Another commonly used ensemble is the Berendsen 
(NPT) [113], which corresponds to conditions of constant pressure (P) and constant 
temperature (T). Using this ensemble, energy can be exchanged with the surroundings 
and the cell dimensions modified to maintain a constant pressure. This is analogous 
to the idea of an ideal gas contained within a box of variable dimensions, immersed 
in a temperature and pressure bath. The pressure within this box is caused by the 
particles colliding with the sides, resulting in a net force on the box. If the net force 
is greater than the theoretical force on the outside of the box, the box will expand. 
The system is kept at constant temperature by allowing energy to move in and out 
of the box and allowing for localised changes where the potential energy is converted 
to kinetic energy (heat exchange). The microcanonical ensemble mentioned above 
has been employed in the studies reported here of oxygen ion diffusion in perovskite 
oxides.
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Figure 2.6: (a) Periodic boundary conditions. The simulation cell (heavy lines) is 
repeated (dotted lines) to infinity to create an unbounded system with 
no surfaces, (b) Number of ions in simulation cell remain constant.
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2.8.3 Shell M odel M olecular Dynamics
The vast majority of MD simulations are rigid-ion simulations, i.e. there is no explicit 
inclusion of ion polarisability. This is usually due to the fact that such calculations 
would substantially increase the amount of computing time required to complete the 
simulation, and therefore be a great deal more expensive. However, with recent ad­
vances in parallel computing power and the subsequent decline in the cost of hardware 
production, shell model molecular dynamics is gaining ground. Initial MD calcula­
tions employed rigid-ion potentials, which are directly compatible with those used in 
static lattice simulations. With respect to the cations, the errors associated with the 
omission of polarisability are negligible; but the polarisability of the O2- ion will be 
significant. Nevertheless, it has been shown that MD simulations of this type can 
adequately reproduce structural and dynamical properties of the system in question.
An ion is polarisable if it develops a dipole moment when placed in an electrical
field. The polarisability is commonly given by:
/i =  aE_ (2.32)
where p  is the induced dipole, E_ is the electric field, and the constant a  represents the 
polarisability. The dynamical shell model is a method of incorporating polarisability 
into a MD simulation. The method employed in DL_P0LY is called the adiabatic shell 
model, details of which are given by Collins et al. [116]. In the static shell model the 
core and shell are connected by a harmonic spring. The effect of an electric field is 
to separate the core-shell unit, giving rise to a polarisation dipole. The condition of 
static equilibrium gives the polarisability (a) as:
a  =  (2.33)
where qs and qc are the shell and core charges, and k is the harmonic force constant. 
In the adiabatic method a dynamic description of shell model is set-up by partitioning 
the total mass of the ion between the core and shell. Partitioning of the mass requires 
careful consideration, because the natural frequency of vibration v of the harmonic
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spring, given by:
is =
k
(2.34)
27t [æ(l — x)m
where m  is the atomic mass, must be well above the frequency of vibration of 
the whole ion in the bulk system. The dynamical core-shell unit can be likened to a 
diatomic molecule with a harmonic bond, however, the high vibrational frequency of 
the bond prevents effective exchange of kinetic energy. This means that throughout 
the simulation, from start to finish, the core-shell units will have negligible internal 
kinetic energy. This is essential, since the number of degrees of freedom of the core- 
shell units should not differ from the corresponding unpolarised unit.
2.8.4 Information from MD
Molecular dynamics simulations generate successive configurations of the system that 
are connected in time. The data from these simulations can provide an insight as to 
the microscopic dynamics of the system, and can be used to derive time dependent 
properties. Two valuable properties that can be obtained are the Radial Distribution 
Functions (RDF), and the Mean Square Displacements (MSD), each of which are de­
scribed below. Structural information is obtained from the pair RDF, which provides 
an insight into the long-range (dis)order of the crystal lattice, and is given by:
-  - “ V  ("5)47r r 2 (niTij)2
where i and j  are ion types; (nij(r)) is the ensemble average of the number of species 
of type j  in the radial shell oî r ^  r + dr with a central species of type i at the 
centre and n* is the bulk density of ion type i. Essentially, RDF provide information 
about ions surrounding a central ion, and are plotted as a function of interatomic 
separation. For a perfect, crystalline solid, the RDF plot is usually sharp, and well- 
defined; in contrast to that of a liquid, which is rather less-defined and more diffuse. 
Fast-ion conductors usually have one mobile sub-lattice, and produce RDF plots that 
are commonly more liquid-like than those of normal solids.
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MSD are time dependent, single particle averages, which describe the average
displacement of an ion species from the initial position over a set period of time, and
are given by:
(r i)  =  ^ 1 3  h M  -  n (o ) f  (2.36)
i—1
where N  is the total number of ions in the system. In the perfect lattice the MSD 
of component ions usually oscillates about a mean value. However, in a defective 
lattice, where there is a mobile species, such as O2- in Sr doped LaCoOs, the MSD 
increases with time. MSD are usually plotted versus time, and from the gradient of 
such a plot, the diffusion coefficient (D) can obtained using the relationship:
(r2(t)) = 6Dt + B  (2.37)
where B  is the thermal Debye-Waller factor arising from lattice vibrations of ions. 
In addition to such information, mechanistic features may be obtained by analysis of 
ion trajectories, a procedure which is greatly assisted by modern graphics programs.
Chapter 3
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3.1 Introduction
Complex nickelates such as La2Ni0 4 , Nd2Ni04  and the LaNiOs perovskite have 
received much attention recently, with potential applications in the area of oxida­
tion catalysis [42,117-123]. Both La2Ni0 4  and Nd2Ni0 4  are nickel analogues of the 
cuprate high T c superconductors (which additionally exhibit useful catalytic char­
acteristics [124]), and the properties of these oxides may be tailored to specific ap­
plications by means of chemical doping. For example, the partial substitution of the 
La3+ site with low-valent cations greatly alters the catalytic and electrical character­
istics of the material. This type of ‘acceptor’ doping leads to charge-compensation by 
the stabilisation of transition metal ions in higher valence states (e.g. Ni3+), termed 
‘positive holes’ and/or by the formation of oxygen vacancies.
This chapter shows how computational methods have been applied to detailed 
studies of the bulk La2Ni0 4  catalyst which lead to a fundamental understanding of 
the defect properties. These results are subsequently discussed in conjunction with 
experimental data and proposed reaction mechanism
3.2 Applications and Experimental Background
3.2.1 Sodium hypochlorite decom position
Industrial uses for chlorine are plenteous, examples being the manufacture of (i) vinyl 
chloride monomer for conversion to PVC, (ii) titanium dioxide (chloride process), 
(iii) chlorinated solvents and (iv) chlorofluorocarbons. Water treatment and pulp 
bleaching are also extensive users. Chlorine is almost exclusively produced via the 
electrolysis of sodium chloride solutions, and a typical side reaction involves the pro­
duction of sodium hypochlorite :
2NaOH +  Cl2 — ► NaOCl +  NaCl +  H20  (3.1)
Sodium hypochlorite is a popular liquid bleach for domestic application and is also 
used in swimming pool sanitation. Further applications include the disinfection of
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municipal water and sewage systems and sterilisation purposes in the food industry. 
However, sodium hypochlorite is also produced as a by product of the caustic scrub­
bing process employed by chlorine users preventing slippage to atmosphere and to 
achieve their emission levels. Hence the amount of sodium hypochlorite produced 
exceeds the demand, thus necessitating some form of disposal. By virtue of its acute 
toxicity to aquatic life, discharge into the environment requires strict control. An 
additional problem with chlorine waste is the production of aliphatic chlorohydrocar­
bons, some of which are suspected carcinogens. As a consequence the Department of 
the Environment and the European Commission have set allowed levels of hypochlo­
rite in effluent from commercial plants at very low levels.
For effluent containing sodium hypochlorite, homogeneous catalyst technology is 
well practised within the industry to meet the regulatory authorities discharge consent 
levels. However, apart from the difficulties of temperature and reaction rate control, 
that can to some extent be overcome by more sophisticated reactor design, there is one 
serious problem that is difficult to avoid. With the homogeneous process, the finely 
suspended metal hydroxide (usually nickel) is difficult to remove from the effluent and 
often ends up in the discharge. Hence the net result is only the replacement of one 
pollutant by another, as nickel, cobalt and copper are all toxic materials. A fixed bed 
catalytic system would provide a simple solution to this difficulty and consequently led 
ICI to develop the “Hydecat ™ 1 ” Process Technology for the catalytic destruction 
of hypochlorite streams [13].
3.2.2 Spectroscopic Studies
The mechanism behind the activity of nickelate catalysts has generally been consid­
ered to involve higher oxidation states of the metal [125]. However, experimental 
evidence for a mechanism has been difficult to produce because of the analytical 
problems associated with the determination of the concentrations of these postulated 
oxidation states in situ. Electron Spin Resonance (ESR) techniques have been em-
1 Hydecat ™ is a trademark of ICI Chemicals & Polymers Ltd.
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ployed [122,123] and from in situ measurements of the oxidation states of nickel have 
demonstrated the unexpectedly complex nature of the catalyst.
Time resolved detection of ESR active Ni(II) and Ni(III) has been accomplished [13] 
and reflects processes occurring within the lanthanum nickelate material at the initial 
stage of the catalytic process. The measurements show the increasing activation of 
the catalyst in the presence of sodium hypochlorite. The Ni(II) signal arises from the 
loss of the ESR silent antiferromagnetic nickel oxide structure and its replacement 
by a new ESR active NiO. Thus the reaction appears to involve the production of a 
Ni(III) species and a new Ni(II) moiety, the result of the surface reorganisation that 
occurs through the catalytic cycle Ni(II) to Ni(III) to Ni(II). However, for nickel the 
possibility of a Ni(IV) oxidation state exists. As Ni(IV) is ESR silent the interven­
tion of this species was examined by the addition of periodate, known to form stable 
complexes with Ni(IV) [126]. In the presence of periodate the time resolved increase 
in Ni(II)/Ni(III) exhibits a long delay before the gradual development of the signals.
It was proposed from this behaviour that Ni(IV) is the first formed intermediate 
in the catalytic cycle which is represented by the reactions shown in Fig. 3.1. This 
mechanism accounts for the periodate inhibition of catalyst activity as eventually all 
the periodate added is complexed after which continued activation allows the catalytic 
reaction
The addition of fairly low levels of Fe to this catalyst results in enhancements 
in the catalytic activity of the nickel oxide based material. This promotion by iron 
reduces the catalyst volume required for a given hypochlorite destruction level and 
considerably improves the cost of treatment per volume of waste effluent. Similar ex­
periments concluded that the inclusion of copper conversely impaired the performance 
of the nickel catalyst [13,23].
The mechanism of the iron promotion would appear to be related to the sub­
stantial increase in the Ni(III) ESR signal that is observed experimentally. This 
can be rationalised by analogy with the predicted electronic structure of lanthanum 
strontium nickel oxides doped with iron [127]. The system shows strong Fe-O-Ni 
interactions capable of stabilising an unpaired electron on the nickel. Additionally
C h a p t e r  3. Defect Chemistry and Dopant Substitution in La2N i04: 53
Activation
0
Ni(II) +  -OC1 — >• Ni(rv) +  o r
Ni(III) dimer formation
o  0
Ni(IV) +  Ni(II) —^ (III)Ni X Ni(III)
Peroxy formation
0
(III)Ni Ni(III) +  "OC1 —  ^ Ni(II) +
0 — 0"
Ni(III) + C 1 -
O— O"
Ni(III) — > Ni(II) +  0 2
Figure 3.1: A proposed reaction mechanism for the formation of Ni(IV), Ni(III) 
and Ni(II) [13].
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the band gap between Ni(II) d8 and Fe(III) d5 is ~0.5eV making electron transfer re­
actions feasible. Therefore it is postulated that the presence of iron facilitates charge 
transfer between the Ni(II) and Ni(III) ions [13].
Synchrotron-excited resonant photoemission is an exceptionally powerful tech­
nique in revealing the atomic character of these unusual valence states [122]. This 
has been used to study the changes in electronic structure of La2_xSrxNii_yFey0 4 +5 
as a function of both x and y and concentrated particularly on the character of the 
states close to the Fermi energy, Ep  [123]. As this is essentially equivalent to the 
chemical potential of the system the results provide an insight into which states will 
be most easily involved in the catalytic redox cycle. Control of x (0 - 1.1) allowed the 
variation of of the proportion of Ni(III) present in the sample, while variation of y (0 
- 0.2) probed the influence of Fe on the Ni density of states (DOS) close to the Fermi 
energy.
The effect of Sr doping was seen by a shift of the leading valence band edge towards 
Ep on doping. The resonant behaviour at the transition metal 3p —> 2d thresholds 
reveals that the leading edge of the valence band has both an Fe and a Ni character. 
This led Flavell et al to suppose that this part of the DOS profile comprises strongly 
hybridised Fe/Ni 3 d - 0  2p states, which is consistent with the ease of oxidation of the 
transition metal ions in this material. This edge movement appears to be significantly 
affected by doping with relatively low levels of Fe, suggesting that Fe influences the 
ease of the Ni(II)-Ni(III) redox process. Since this is thought to be rate-lim iting for 
hypochlorite decomposition over the catalyst, this suggests a possible reason for the 
strong influence of low-level Fe-doping on the activity of this material.
3.3 Crystal Structure and Potentials
The starting point of any modelling study is the derivation of effective interatomic 
potentials that correctly reproduce the crystal structure of the material of interest. 
The initial literature survey identified previous work on Fa^NiC^ systems. Whilst 
there is interest in the possible superconducting properties of these compounds, few
C h a p t e r  3. Defect Chemistry and Dopant Substitution in La2NiO± 55
studies concerning catalytic activity were found, although useful structural papers 
were identified to assist in the development of the potential model.
La2Ni0 4  adopts a K2NiF4-type structure characterised by the intergrowth of per­
ovskite and sodium chloride layers as shown in Fig. 1.5. Since Rabenau and Eckerlin 
first published their findings that La2Ni0 4  has the K2NiF4 structure [128], there have 
been several subsequent structural investigations. Recent neutron studies of single 
crystals [129] confirm the space-group assignment at low temperature observed from 
powder studies. This has led to a better understanding of the ‘twinning’ arrangement 
that occurs when the high temperature tetragonal (HTT) with space group IA /m m m  
distorts via a soft mode transition to low temperature orthorhombic (LTO) with space 
group Bmab.
La2Ni0 4  is isostructural to La2Cu0 4 , also exhibiting a structural distortion to 
orthorhombic symmetry at ~700 K in stoichiometric samples [130].
Recently a neutron diffraction study conducted by Rodnguez-Carvaj al et al. [131] 
presents a survey of the structural and magnetic features of the La2Ni04+5 system. 
In summary, the stoichiometric compound (5 =  0) displays two structural phase 
transitions. At T0 «  770 K La2Ni04  transforms from tetragonal (/4/m m m ) to or­
thorhombic (Bmab); at Ti «  80 K, from orthorhombic to a new tetragonal (P ^ /n c m )  
phase as listed in Table 3.1.
Table 3.1: Phase transitions of La2 Ni0 4 .
Temperature
(K)
Space Group System
> 770 /4 /m m m Tetragonal
>  80 Bmab Orthorhombic
> 0 PA2/ncm Tetragonal
By virtue of the fact that the computer simulation methods relate to the 0 K limit, 
the low temperature tetragonal form (P42/ncm) was selected as the initial structure 
for these studies as shown in Fig. 1.5. This provided the structural coordinates for the 
starting frame of reference in modelling the crystal structure. Table 3.2 lists the initial
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interatomic potentials used which are consistent with previous modelling studies on 
similar materials. Three alternative potentials for the Ni2+ • • • 0 2~ interaction were 
initially tested.
Table 3.2: Interatomic Potentials for L^NiCU
Interaction Short-range parameters 
A(eV) p(À ) C ^eV /Â ^
Shell model* 
y ( | e | )  & (eV /À ^
La3+ • • o 2- w 1 545.21 0.35900 0.0 -0.2500 145.0
Ni2+ • • 0 2- (b) 1 582.50 0.28820 0.0 3.3440 93.7
Ni2+- • 0 2_<c) 2 810.80 0.25399 0.0 -2.6221 11 759.0
Ni2+- • o 2-(b> 641.20 0.33720 0.0 2.0000 99 999.0
o 2- - - • 0 2-<d) 22 764.30 0.14900 43.0 -2.3890 42.0
Cherry,M. et al, [132] ^Lewis,G.V. et al , [75] ^Baetzold,R.C. et al, [133]
Islam,M.S. et al, [134]
* Y  and k are the shell charge and spring constant respectively.
Perfect lattice simulations were executed and subsequent optimisation achieved as 
the system was allowed to relax under conditions of constant pressure. The initial and 
final structures were compared to examine the quality of the potentials; in addition 
to other calculated crystal properties which were compared with literature values. 
Table 3.3 contains these comparisons using the three Ni2+ • • • O2- potentials. ‘Lit’ 
refers to the literature values [131] and and ‘C’ to the Ni2+ • • • 0 2~ potentials
of Lewis et al a, [75], Baetzold et al, [133] and Lewis et al b, [75] respectively.
It is evident from Table 3.3 that the most successful potential for the nickel- 
oxygen interaction in terms of reproducing experimental structural parameters is 
model ‘C’. From this starting point empirical fitting methods were used to assess 
whether the potentials could be further refined. Modification of the Buckingham
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Table 3.3: Comparative results of ba^ iC ^  properties with respect to different 
Ni2+ ...  0 2- potentials.
(a) Lattice properties
Final
Lattice
Energy
(eV)
% difference between initial and final values
Lattice
Volume
m
a
(A)
b
(A)
c
(A)
a P 7
A -168.46 1.23 1.34 1.34 -1.42 0.00 0.00 0.00
B -171.06 -4.08 -1.90 -1.90 -0.32 0.00 0.00 0.00
C -167.49 0.22 -0.05 -0.05 0.32 0.00 0.00 0.00
(b) Bond lengths:
Bond lengths (À)
Ni-01 N i-O l' N i-02
Length a  (A) Length A (A) Length a  (A)
Lit. 1.9540 - 1.9444 2.2281 -
A 1.9928 0.039 1.9704 0.026 2.2633 0.035
B 1.9164 -0.038 1.9074 -0.037 2.1901 -0.038
C 1.9611 0.007 1.9434 -0.001 2.3075 0.079
(c) Elastic Constants (Units =  1011 Dyne/cm2):
O n C 3 3 C 4 4
Value A Value A Value A
Lit.
A
B
C
23.10
19.86
19.45
15.73
-3.24
-3.65
-7.37
28.40
30.41 
32.98 
30.44
2.01
4.58
2.04
7.10
9.03
12.37
10.79
1.93
5.27
3.69
Cee C 1 2 C 1 3
Value A Value A Value A
Lit.
A
B
C
2.60
11.16
14.04
9.52
8.56
11.44
6.92
8.10
13.34
16.69
12.50
5.24
8.59
4.40
2.80
12.84
14.50
12.59
10.04
11.70
9.79
(d) Static Dielectric Constant
W
A 17.87
B 21.76
C 21.15
C h a p t e r  3. Defect Chemistry and Dopant Substitution in La^NiO^ 58
potentials and harmonic spring constants led to only slight improvements in terms of 
cell parameters and elastic constants. Hence the final potentials employed were those 
directly transferred from previous recent studies, and listed in Table B.l.
Therefore the interatomic potentials successfully reproduce the crystallographic 
structure to provide an effective model without any fitting procedures. Differences 
between the initial and final cell parameters are all less than 0.5%, bond lengths 
are comparable (the maximum discrepancy being 0.08Â), the elastic constants are in 
fairly good accord and the static dielectric constants are consistent for this type of 
solid crystal system.
Subsequent to the development of a reliable potential model, calculations were 
performed on the energetics of defect formation with direct relevance to redox activity.
3.4 Schottky and Frenkel Defects
Calculations were first performed on the energies of isolated point defects (vacancies 
and interstitials) in relation to intrinsic disorder and the results listed in Table 3.4.
In all cases, the lattice ions surrounding the defect were allowed to relax in the 
energy minimisation procedure. For vacancies the energy corresponds to the removal 
of a lattice ion from the perfect crystal to infinity; similarly, the interstitial energy 
corresponds to the introduction of an ion from infinity into the crystal lattice. The 
oxygen vacancy energies indicate that it is more favourable to form vacancies in the 
equatorial rather than in the axial position of the NiOe octahedra.
The individual point defect energies were then combined to give formation energies 
for Frenkel and Schottky disorder (reported in Table 3.5). The Frenkel defects can 
be represented by the following reactions using Krôger-Vink notation [135]:
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Table 3.4: Calculated Energies of Isolated Atomic Defects0
Type of Defect FormationEnergy (eV) b
La3+ Vacancy (V ^) 42.33
Ni2+ Vacancy (V^) 28.34
O2- (1) Equatorial Vacancy (Vq ) 17.53
O2- (2)Equatorial Vacancy (Vq*) 17.85
O2- Apical Vacancy (Vq*) 18.15
La3+ Interstitial (La*,#)c -29.89
Ni2+ Interstitial (Ni**)c -20.35
O2- Interstitial (OJ')c -13.50
° Region I contains 308 ions. 6 Zero reference is at infinity, 
in terstitia l site at Q, J, | )
Table 3.5: Frenkel and Schottky Energies
Type of Defect FormationEnergy (ëVper defect)
Frenkel:
La 6.22
Ni 4.00
0 2.33
Schottky:
[La2N i04 f] 2.24
Schottky-like:
[La20 3  t] 1.99
[NiO t] 2.69
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Similarly, the Schottky defect can be expressed as :
2L a^  +  +  40g #  2V ^ +  V%, +  4V% +  LasNiO^urf) (3.5)
Which is calculated using the calculated lattice energy (Ul) :
FormationEnergy = U l (La2Ni0 4 ) +  2E(V^a) +  E(V ^) +  4E(Vo )
=  -167.44 +  (2 x 42.33) +  28.34 +  (4 x 17.53)
=  15.68 eV 
=  2.24 eV per defect
From examination of the calculated energies in Table 3.5, it is evident that the 
simulations predict that the formation of intrinsic defects is not highly favourable. 
However, the energetically preferred mode of intrinsic defect would be of the La20 3  
Schottky type involving the creation of La3+ and O2- vacancies. The defect chemistry 
of La2Ni0 4  will therefore be dominated by either redox processes or incorporation of 
dopants.
3.5 Interstitial Oxygen and Oxidation
For superconducting La2Cu0 4 +j the doping mechanism responsible for metallic be­
haviour has been shown to be the inclusion of excess lattice oxygen. Since the sol­
ubility for the excess oxygen defect in this system is low, detailed studies of the 
structure and behaviour of the defect have been limited due to difficulties in sample 
preparation. As an alternative approach to studying the structure and behaviour of 
the excess-oxygen defect, Jorgensen et al [136] have synthesised and examined sam­
ples of the isostructural compound La2Ni0 4 +(j which exhibits a wide-range of oxygen 
stoichiometry.
When the position of the interstitial oxygen atom was investigated, the calcula­
tions showed that the position in-between the LaO and N i02 layers, (0.25,0.25,0.57),
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(a) Unrelaxed (b) Relaxed
Figure 3.2: Localised structure of the oxygen interstitial defect in La^hliC^.
(a) Unrelaxed (b) Relaxed
m -m • 1 ^
Figure 3.3: Interatomic distances from the oxygen interstitial to its eight nearest 
neighbours in LagNiO^+a.
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was extremely unfavourable, and the preferred position was predicted to lie between 
adjacent LaO layers at
Figures 3.2 and 3.3 shows that after minimisation there is extensive localised re­
structuring of the crystal lattice. Indeed the four neighbouring La ions are attracted 
to the interstitial ion, the two nearest oxygen ions in the LaO plane above the inter­
stitial are repelled slightly but the largest displacement occurs with the two nearest 
oxygen ions from the lower LaO plane. The calculated 0 - 0  distances between the 
interstitial and the two oxygen ions from the upper LaO plane have increased by 
0.25Â, and the two oxygen ions from the lower LaO plane by 0.90Â. The La ions 
from the upper plane are displaced towards the interstitial by 0.22Â and those in 
the lower plane to a lesser extent by 0.06Â. In summary, the interstitial oxygen has 
attracted neighbouring La ions and displaced the neighbouring O ions by average 
values of 0.14Â and 0.58Â respectively. These results are in accord with the Jor­
gensen et al. [136] observation from neutron powder diffraction studies of La2Ni0 4 +j 
that the neighbouring oxygens to the interstitial defect are displaced by ~  0.5Â from 
their normal lattice sites. Another study which modelled the structure of La2Ni0 4  
by means of bond valences [137], also places the interstitial oxygen between the LaO 
planes.
It is known that the La2Ni0 4 +£ crystal undergoes an oxidation process whereby 
extra oxygen (5) is accommodated into the lattice as interstitial ions, with compen­
sation by hole formation.
| 0 2 #  o r  +  2h" (3.6)
The formation of a positive hole on both oxygen and nickel sites was examined. 
Both mechanisms were simulated as a combined process of removing a Ni2+/ 0 2~ 
from a lattice site to infinity, and then introducing a Ni3+/ 0 “ ion into the vacant 
lattice site from infinity. The relevant ionisation energies were subsequently used 
in conjunction with the calculated defect energies to derive the total hole formation 
energy (Table 3.6). The calculation is shown graphically in Figure 3.4.
From these results it is evident that the most energetically favourable site for
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<  - e -  ----------------- — — -------------------------► <
Ionisation Energy
Q
5  
5
Hole Formation Energy
Niut  ► Niut
Figure 3.4: Schematic representation of hole formation energy calculation for 
Ni2+ -> Ni3+.
Table 3.6: Hole Formation & Oxidation Energies
Type of Defect FormationEnergy (ëVper defect)
%  Ni (III) 0.30
Eni Ni(IV) 0.52
hô (axial) 6.36
hô (equatorial) 6.79
^ O x id a tio n -1.52 per hole
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hole formation is shown to reside on the Ni site. The unusual Ni(IV) species is less 
favourable in comparison to the Ni (III) hole; but this difference is only of the order 
of 0.20 eV, suggesting that the formation of Ni(IV) could be possible. Indeed, King 
and Hancock proposed from indirect experiments (periodate inhibition of hypochlo­
rite degradation [13] ) that Ni(IV) is the first formal intermediate in the catalytic 
cycle shown in Fig. 3.1. The question of whether such holes have predominantly 
Ni(3d) or 0(2p) character remains controversial. The main concern of this study is 
to understand how hole species might form; for this task the simulation procedures 
have proved to be reliable.
By combining defect energies, the energy of oxidation was calculated to be -1.52 eV 
per hole which is in reasonable quantitative agreement with the experimentally de­
termined value of —1.12 ±  0.15eV using high temperature reaction calorimetry [138]. 
DiCarlo et al. [138] propose that oxidation in the nickelates involves different hole 
states in comparison to the cuprates; and that these probably occupy predominantly 
in the Ni 3d-type band, chemically described as “Ni3+” species. These results agree 
with our predictions that the oxidation process is exothermic to readily produce oxy­
gen interstitials and Ni3+ holes in I ^ N i O ^ .
3.6 Dopant Substitution of Lanthanum nickelate
Experimental studies have shown that the addition of cation dopants to mixed metal 
oxides is effective in promoting catalysis. The simulation approach is based on as­
sessing the energetics of dissolution of such aliovalent ions and the nature of the 
charge-compensating defects. The most straightforward mode of dopant incorpora­
tion into the host Ea^NiC^ matrix is as a substitutional ion at a La3+ site. In this 
study, alkaline earth metals were first investigated. Since these ions are divalent, on 
substituting for the trivalent La ion, a charge compensating mechanism must occur. 
This can be represented by two defect equations involving either oxygen vacancy or 
hole, Ni(III), formation respectively:
2MO +  2La^% +  Oq 2M ^ +  Vq +  La^O^m-q (3.7)
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2M0 +  2L a^ +  |0 2  2M ^ +  2h* +  L^Og^urf) (3.8)
where MO signifies the dopant oxide and the dopant substitutional. The energies 
of reaction or “solution” were evaluated by combining appropriate defect and cohesive 
energy terms; for example, SrO doping leads to:
Esok, =  2E (ML) +  E (V%) +  UiAT. (LagOg) -  2ULAT. (SrO) (3.9)
for Eqn. 3.7
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Figure 3.5: Plot of solution energy as a function of ionic radius for alkaline earth 
metal dopants in I^NiO^.
Figure 3.5 presents the solution energies versus ionic radius for both charge com­
pensation mechanisms. Two main points emerge from these results. First, the most 
favourable mode of charge compensation is clearly the formation of holes (Ni3+). This 
is consistent with spectroscopic studies [122,123,139] of the valence band density of 
states which find that holes are created by Sr doping in Fa^hliC^. It is believed tha t 
higher valence Ni is correlated to the activity of these nickelate catalysts, a point
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which is returned to below. Secondly, the most favourable solution energy, and hence 
the highest solubility, is predicted for Sr2+, although Ca2+ also has a low energy. 
This accords with experimental work in which Sr is the most commonly used ac­
ceptor dopant leading to enhanced catalytic activity [120]. In addition, a degree of 
correlation is found between the calculated solution energy and the dopant ion size 
with minima near the La3+ radius of 1.06 Â.
In general, these results are consistent with experimental thermochemical mea­
surements [138] in which DiCarlo et al find that lanthanum nickelates differ in several 
important respects from the cuprates. Firstly, the oxygen vacancy concentration is 
small, making the energetic effects of oxygen vacancy ordering far less important. The 
second important difference is in the oxidation mechanisms. All the nickelates that 
were studied are in highly oxidised states (at 701 °C, the formal nickel valence > 2.3). 
Consequently, samples with lower levels of doping (La2-xAxNi0 4  x<0.1 (A=Ba,Sr)) 
have significant concentration of interstitial oxygen. Thirdly the enthalpy of oxida­
tion in nickelates, unlike cuprates, is not dependent upon whether the substitutional 
cation was Ba or Sr; suggesting that the nature of hole states is different in the 
nickelates.
In addition to alkaline earth substitution for La3+, the substitution of the Ni2+ 
site with divalent transition metal ions, which does not require charge compensation, 
was also considered. The reaction scheme for this process is described by the defect 
equation:
MO 4- Ni& #  +  NiO(surf) (3.10)
The solution energies (Table 3.7) suggest favourable substitution of Ni by the 
transition metal dopant. It is evident from Table 3.7 that the lowest solution energy 
is for Cu2+, which is consistent with the formation of the iso-structural and well 
known high T c  superconducting material La2Cu0 4 .
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Table 3.7: Solution energies for transition metal substitution of Ni2+ in ba^ iC ^ .
Dopant Species Solution Energy (eV)
Mn* -0.55
Fe£i -0.84
O O 3* -0.88
-1.67
3.7 Sr doping of La2N i0.75M 0.25O4 (M =M n,Fe,C o,C u)
It has been shown in experimental studies that co-doping La2Ni0 4  with Fe leads 
to an increase in catalytic activity for hypochlorite decomposition with optimum 
performance when approximately 25% of the Ni has been replaced [13]. In contrast, 
the catalytic activity is reduced when co-doped with Cu on the Ni site. To investigate 
these trends, calculations were performed on the La2Ni0 4  system doped with other 
transition metals (Mn,Fe,Co,Cu), replacing the Ni to levels of 25%.
In a similar manner to the mechanism of Ni3+ hole formation, the possibility exists 
for the divalent transition metal ions to change their formal valence state to form 
trivalent M3+ holes. Calculations examining these various mechanisms are listed in 
Table 3.8. It is evident from these results that Ni3+ holes are predicted to form more 
easily in the La2Nio.75M0.2504  systems. Indeed all the M3+ holes have significantly 
larger formation energies than the corresponding Ni3+ holes. Table 3.8 also illustrates 
that Mn and Fe enhance Ni3+ hole formation, whereas this process is less favourable 
for Cu doping.
Focusing calculations on Sr as the most soluble dopant, a trend was examined 
between the Sr solution energies for the La2Nio.75Mo.250 4  system and is shown in 
Figure 3.6. This indicates that the trend related to increased Sr solubility and con­
sequently Ni3+ hole formation, follows the order:
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Table 3.8: Hole formation in La2 Ni0 .7 5 M0 .2 5 O4  (M=Mn,Fe,Co,Cu).
La2Ni0.75M0.25o 4
M
Hole Formation 
Energy (eV) 
Ni3+ M3+
Ni (Pure La2Ni0 4 ) 0.30
Mn -0.17 3.86
Fe 0.14 3.66
Co 0.19 2.81
Cu 0.62 1.50
2+ 2+2+
0.0
(Undoped) q / +
vV <V<v>
- 0.2
: <>
Figure 3.6: Plot of solution energy for Sr in La2 Ni0 .7 5 M0 .2 5 O4 (M=Mn,Fe,Co,Cu) 
systems (Zero reference for pure La2 Ni0 4 ).
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Mn > Fe > Co > Ni(Undoped) > Cu
The results therefore suggest that partial substitution of Mn,Fe and Co for Ni 
enhances Ni(III) hole formation, which is believed to be an important factor in the 
observed catalytic activity of these systems (Section 3.2.2). Indeed, the role of Ni(III) 
species as active sites in nickelate perovskites is well established in other catalytic 
studies of, for example, the oxidation of NH3 [22,120]. It is already known that 
Fe2+ incorporation improves the catalytic performance of the oxide [13] whereas Cu 
doping reduces the activity. Our results also suggest that Cu doping inhibits the 
formation of Ni(III). However, it should be noted that the calculations (Table 3.7) 
have found that Mn2+ has the most unfavourable solution energy of these M2+ dopants 
indicating low solubility into La2Ni0 4 . The simulations are consistent with recent 
photoemission studies of the La2-xSrxNii_yFey0 4 +£ system which indicate that the 
Ni valency increases with Sr doping and that Ni(III) is more easily produced by the 
presence of Fe-doping [122,123]
To further examine the trends from these simulations, the short-range poten­
tials have been plotted for the cation-oxygen interactions as a function of separation 
(Fig. 3.7). Interestingly this indicates that apart from Cu-O, the short-range ener­
gies are all higher than the ‘host’ N i-0  potential, with the order correlating with the 
trends for Ni(III) formation.
Focusing on Fe as the co-dopant, the extent to which Ni3+ holes were stabilised 
with variation in Fe concentration was studied. It was found that the stabilisation of 
the hole sites is dependant upon the position of the Fe ion: the formation energy of 
a Ni3+ hole when the Fe ion is situated at the ‘nearest neighbour’ position is nearly
0.4 eV lower than when the Fe is at the ‘next nearest neighbour’ position. It is 
evident from these results that the Ni3+ hole is stabilised by the presence of an Fe 
ion at the ‘nearest neighbour’ site, i.e. there is an oxygen bridge between Fe and Ni 
ions allowing the stabilisation transfer. Indeed, King and Hancock [13] postulate that 
the mechanism of ‘iron promotion’ in La2_xSrxNii_yFey0 4 +(? appears to be related to 
the increase in the Ni(III) ESR signal that is observed (Section 3.2.2). Furthermore 
they observe the system to show strong Fe-O-Ni interactions, and propose tha t the
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Figure 3.7: Plot of Short-Range cation-oxygen potentials as a function of inter­
atomic separation used in Pa^hhC^ simulations.
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presence of iron facilitates charge transfer between the Ni (II) and Ni (III) ions.
3.8 Summary
This chapter has illustrated that, by employing computer simulation techniques, 
dopant substitution and hole formation in La2Ni0 4  can be investigated which con­
tributes to the understanding of key solid state properties relevant to its catalytic 
behaviour. In particular, the simulations allow the rationalisation, based on quanti­
tative results, why certain dopants enhance the catalytic performance. The discussion 
has drawn attention to the following main features:
1. The position of interstital oxygen ions was found to be most favourable between 
adjacent LaO layers, in accord with neutron diffraction data from air oxidised 
h a ^ N iC ^ . The oxidation reaction involving extra oxygen as interstitial ions is 
predicted to be exothermic in agreement with thermo chemical measurements.
2. The formation of intrinsic atomic defects is not highly favourable, although the 
energetically preferred mode would be of the ba2C^ Schottky type.
3. Cation substitution of the La site by alkaline earth metals show that the most 
soluble dopant is predicted to be Sr2+ and that the most favourable mode of 
charge compensation is via the formation of Ni3+ holes. This is consistent with 
models in which Ni3+ species are correlated to the observed catalytic activity 
for hypochlorite decomposition.
4. On Sr doping the solid solutions La2Ni0.75M0.25O4 (M=Mn,Fe,Co,Cu), it is ev­
ident that both Mn and Fe enhance Ni3+ hole formation which would promote 
overall reactivity of the catalyst material. These results accord well with obser­
vation in which Fe incorporation improves the catalytic performance whereas 
Cu doping depresses the activity. It is also found that the Ni3+ hole is sta­
bilised by the presence of Fe at the nearest-neighbour position, through strong 
Fe -O  -N i interactions.
Chapter 4
Surface Properties of I^ N iO ^
“I  do not know what I  may appear to the world, but to myself I  seem to 
have been only like a boy playing on the sea-shore, and diverting myself 
in now and then finding a smoother pebble or a prettier shell than 
ordinary, whilst the great ocean of truth lay all undiscovered before me. ”
Sir Isaac Newton 1642-1727
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4.1 Introduction
The preceding chapter has concentrated on the bulk properties of La2Ni0 4 . However, 
adsorption, chemical reaction and mass transport at external surfaces are critical for 
processes such as catalysis, crystal growth and electrode behaviour. Hence, in the 
area of heterogeneous catalysis, understanding the surface properties of the material 
is of vital importance. To date, limited attention has been paid to the structure and 
defect chemistry of the La2Ni0 4  surfaces, due in part to the difficulties concerned with 
obtaining high-quality experimental data for oxide surfaces at the atomic level. Hence 
much of the relevant information is either inaccessible to experiment or obtainable 
only with extreme difficulty so that computational methods are increasingly being 
used as a complementary source of structural and thermodynamic data. Of these, 
atomistic lattice simulations, based on accurate interatomic forces and incorporating 
procedures for calculating equilibrium atomic positions, have proved to be especially 
valuable for modelling the microscopic properties of oxide surfaces and interfaces. 
This information at the microscopic level can then be related to the macroscopic 
behaviour of the material.
The atomistic simulation of polar solid surfaces was pioneered by the work of 
Tasker [101] and Colbourn and Mackrodt [140]. Simulations were initially performed 
on cubic halides [141] and binary oxides such as MgO [142] and NiO [143]. These 
studies have been extended by more recent work concerning complex oxides such as 
Cr20 3  [144], A120 3 [88], La20 3 [15] and La2Cu0 4 /N d2Cu0 4  [94,95]. The essential 
feature of this technique is the relaxation of the atomic positions and electronic polar­
isation in the vicinity of a surface to the point at which there is zero force on each of 
these atoms [141]. The relaxed positions give the surface structure and the difference 
in lattice energy per unit area at the surface compared with that in the bulk gives the 
energy of the non-defective surface. Defect energies are calculated with respect to 
the fully relaxed surface. This chapter presents simulation results for detailed studies 
of the planar surfaces of the La2NiÛ4 catalyst, which are subsequently discussed in 
conjunction with those obtained from bulk studies (Chapter 3).
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4.2 Surface Structures
It is evident that to augment the various redox processes leading to defect formation 
in the bulk of the material, a knowledge of the surface structure is required to fully 
understand the mode of operation of the nickelate catalyst. The aims therefore of 
the next stage of this study are to extend the scope of the earlier work on the bulk 
material by focusing on the surface structure of ka^hliC^ and the examination of the 
relevant defects at different surface facets.
The interatomic potentials used in this surface work were directly transferred 
from the study of the bulk phase. Their application to surfaces assumes that the 
charge and polarisability of the surface ions is essentially that of the bulk. The 
ionic environment in the vicinity of surfaces may differ. However, surface studies 
of CK-AI2O3 and MgO have compared quantum mechanical (QM) calculations with 
potential model simulations and found good agreement with the two methods [145, 
146]. The QM results also show that the ionicity at the surface is very similar to the 
bulk affirming the validity of using bulk potentials to model surfaces.
Initially the low energy surfaces of the La2Ni0 4  crystal were considered, which 
are generally those of low Miller index. This Miller plane was then shifted through 
the bulk crystal, which was cleaved to produce the required surface. However, only 
certain shifts of the plane produced acceptable surfaces with no perpendicular dipole 
(Section 2.7.1). Twelve low index planes were examined and their surface energies 
calculated for each respective non-dipolar ‘shift’ using a sufficiently large region size 
ensuring the energies had converged and were independent of crystal size. An example 
of these calculations is shown in Appendix D (Table D.l) for the (100) surface. It 
should be noted that ‘bulk’ and ‘surface’ energies are calculated for each ‘non-dipolar’ 
shift and the region size increased until convergence. The study was subsequently 
reduced to five surfaces due to the tetragonal symmetry of the La2Ni0 4  unit cell, 
namely {100},{001},{110},{011} and {111}. The stacking sequences of the most 
stable non-dipolar ‘cuts’ of these surfaces are shown in Figure 4.1.
Crystal surfaces are often imagined to be perfect, planar terminations of the bulk
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crystal structure. However, even for flat, defect-free planar terraces the equilibrium 
surface structure is usually modified from that of the bulk. In some materials, notably 
the more covalently bonded semiconductors, surfaces may radically restructure as a 
result of rebonding. Conversely, ionic crystals tend to exhibit less drastic relaxation 
which usually manifests in the form of rumpling, (i.e. there is a differential relaxation 
of cations and anions at the surface) and sometimes a net relaxation of the interplanar 
spacing in the surface region. The relaxed structures of each of the five low-index 
planes of La2Ni0 4  have been calculated and are discussed in the following sections.
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Figure 4.1: Schematic representation of the stacking sequences for the low-index 
surfaces of E a ^ iC ^  where 01 and 02 are equatorial and 03 apical 
oxygen ions respectively.
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4.2.1 {100} Surface
A cross-sectional view of the {100} surface is shown in Figure 4.2. The top row of 
atoms represents those lying at the surface in the {100} plane. Subsequent layers of 
atoms underneath these descend into the bulk of the crystal to a depth of ~  1 0 À. 
Figures 4.1(a) and 4.2 both show how this surface is terminated with oxygen ions. 
Figure 4.2 shows that the Ni-Oax bonds of N i0 6 octahedra lying on the outermost
( 100)
(a) (b)
La •  Ni
Figure 4.2: The unrelaxed (a) and relaxed (b) surface structure (side views) for 
the {1 0 0 } surface of L^NiOjw
plane are distorted parallel to the surface and that this is accompanied by La and 
certain equatorial oxygen atoms moving upwards away from the bulk up to ~1 A. 
These relaxations cause a sinusoidal displacement of Ni in the Ni-Oeq plane perpen­
dicular to the surface. These relaxations occur in the lower layers and diminish until 
negligible displacements occur some 30 A into the bulk. This surface rearrangement 
reduces the surface energy by 6 8 % (as discussed below).
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4.2.2 {001} Surface
The cross-sectional view of the {001} surface is shown in Figure 4.3. Similarly, the top 
row of atoms represent those lying at the surface in the {001} plane. Figures 4.1(b) 
and 4.3 both show how this surface is terminated by Ni and O ions. This particular
(001 )
À
# #  # # tt e#
(b)
0  % La # N i
Figure 4.3: The unrelaxed (a) and relaxed (b) surface structure (side views) for 
the {0 0 1 } surface of LagNiC^.
surface cut is relatively stable, and the exposed nickel oxide layer along with sub­
sequent layers relaxes to reduce the surface energy by 56%. Although a significant 
amount, this surface does not relax to the extent shown by the other five. In a sim­
ilar manner to the {1 0 0 } surface, the strain is reduced by the surface layer relaxing 
outwards, further away from the bulk. The Ni-Oeg bonds of the truncated surface 
octahedra are displaced as alternate oxygens move slightly towards and away from 
the surface. Movements in the second layer down are all small, less than 0.1 A for 
all lanthana and apical oxygen atoms. Although relaxations are slight, effects are felt 
some 45 A into the lattice.
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4.2.3 {110} Surface
Figure 4.4 presents a cross-sectional view of the {110} surface. Figures 4.1(c) and
4 . 4  both show how this surface is terminated by all three species, La, Ni and 0  
ions. Unlike the preceding facets, this surface relaxes by moving the majority of the
( 1 1 0 )
▲
(a) (b)
0 m La •  Ni
Figure 4.4: The unrelaxed (a) and relaxed (b) surface structure (side views) for 
the {1 1 0 } surface of LagNiC^.
surface atoms towards the bulk. Minor displacements are made by complete N i0 6 
octahedra, although their neighbouring La descend towards the bulk some 0.3 A. 
However, the equatorial oxygens from the truncated octahedra relax towards the bulk 
(0.5 Â) and their neighbouring La move upwards by a comparatively small amount. 
Layers relax in a similar manner until effects become negligible from a depth of 
15 A. This relaxation effectively reduces the {1 1 0 } surface energy by 62%, a similar 
magnitude to the {1 0 0 } relaxation and creates a ‘rumpling’ effect of the surface layer.
C h a p t e r  4.  Surface Properties of La^NiOj 80
4.2.4 {011} Surface
Figure 4.5 presents a cross-sectional view of the {011} surface. Figures 4.1(d) and 
4.5 both show how this surface is terminated by La and 0  species. Reconstruction
t
Figure 4.5: The unrelaxed (a) and relaxed (b) surface structure (side views) for 
the {011} surface of LagNiCR
occurs on this surface to a greater extent than those discussed so far to reduce the 
surface energy by 62%. Relaxation is achieved by the surface atoms relaxing away 
from the bulk in a similar manner to the {100} and {001} planes. La move outwards 
(0.9 À) as do the equatorial and axial oxygens from the surface octahedra upto 1.2 A. 
Similar patterns of relaxation are experienced several layers down as the octahedra 
rearrange to minimise the effects felt from the surface reconstruction. A sinusoidal 
‘buckling’ of the Ni-Oeg planes occurs as they descend into the bulk. Displacements 
are seen down to ~50 A depth.
C h a p t e r  4.  Surface Properties of La^NiOj 81
4.2.5 {111} Surface
Figures 4.1(e) and 4.6 both show how this surface is terminated by a nickel oxide 
layer comprised from incomplete octahedra. Like the surface atoms of the {110}
Figure 4 .6 : The unrelaxed (a) and relaxed (b) surface structure (side views) for 
the {111} surface of LaaNiCL.
plane, those on this {1 1 1 } surface relax towards the bulk (away from the surface) in 
order to reduce surface strain. The surface energy is reduced by 6 6 %. In a similar 
manner to the incomplete N i0 6 octahedra exposed on the {1 1 0 } surface, the largest 
displacements are those of the axial oxygens which contract towards the bulk by 0.8 A. 
Like the {011} surface this causes a sinusoidal buckling of the Ni-Oeg layers. Effects 
are felt to a depth of ~ 2 0  Â until the bulk structure is reached.
Figures 4.2 to 4.6 show how the surfaces of La2 Ni0 4 , in common with those that 
contain more than one type of atom, feature rumpling effects. This is a common 
phenomenon for surfaces of this type as displayed by the {110} surface of Li20  [8 8 ] 
for example. Similarly, rumpling of both the {100} and OLa{001} surfaces of the 
isostructural La2 C u0 4 crystal has also been predicted [94]. However unlike the {111}
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surface of Li20 , whose surface atoms are all one type, causing the interplanar spacing 
to dilate by —24%, significant variance in the lattice spacing for La2Ni0 4  was not 
observed. Such surface reconstruction causes the calculated relaxed surface energies 
to reduce as discussed in the following section.
4.3 Surface Energies and Crystal M orphology
The surface energy is the difference in energy, per unit surface area, of a block of 
crystal before and after cleaving (as discussed in Section 2.7.1). These calculated 
unrelaxed and relaxed surface energies for these five surfaces are listed in Table 4.1.
The results show that, for all surface planes, the fully relaxed surface energies are 
lower than those for the unrelaxed structures. Considerable relaxation occurs (up to 
68% reduction in energy) suggesting that the relaxation of ions in the surface region 
can significantly increase the stability of that surface. Indeed, unlike S rT i03 [88] 
where lattice relaxation contributes to the structure and energy of the surfaces, but 
does not change the order of the surface energies; La2Ni0 4  is similar to Nd2Cu0 4  [94], 
o;-A120 3  and a-F e20 3 [88] in the respect that lattice relaxation changes the relative 
stability of the lowest-index surfaces. This in itself is an important result, as de­
ductions of catalytic reactivity based on ideal (unrelaxed) surfaces may be incorrect. 
It is also clearly seen that the order of stability for the relaxed surfaces of undoped 
La2NiÛ4 is:
{100} > {111} > {110} > {001} > {011}
The complexity of the La2N i04 structure means that it is possible to cleave the 
crystal to expose a variety of ion types. However, it is found that for all the sur­
face planes considered, oxygen predominates at the outermost surface in the relaxed 
structure. Of the surface planes considered, the {100} surface is calculated to be 
the most stable. Experimental surface energies, which are difficult to measure, are 
unavailable for La2N i04 but the energies presented here are in the range obtained for 
the isostructural La2C u0 4 [94,95] and other oxide systems [15,53,92].
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Table 4.1: Calculated Surface Energies of Ea^iC ^
Miller
Index
Shift
Surface Energy (J/m 2)
Unrelaxed Relaxed
100 0.74831 3.07 0.98
001 0.48870 3.55 1.55
110 0.29853 3.82 1.45
011 0.74831 4.48 1.69
111 0.94733 3.19 1.08
The high Tc superconductors La2Cu0 4  and Nd2Cu0 4  have been studied [94,95] 
using atomistic simulation techniques, although only the {100} and {001} surfaces 
were examined. Extensive relaxation at both surfaces leading to similar surface en­
ergies was predicted indicating that the two faces would have a significant role in the 
crystal morphology. A similar trend in the {100} surface of La2Cu0 4  possessing a 
lower surface energy (1.3 J /m 2) than the O-Cu terminated {001} surface (1.7 J /m 2) 
is calculated. These energies are comparable to those of the La2Ni0 4  system which 
are 0.98 J /m 2 for the {100} surface and 1.55 J /m 2 for the N i-0  terminated {001} 
surface. However, the main difference between these studies was that Kenway et 
al. [94] found the L a -0  terminated surface to be the most stable {001} surface. In 
the La2Ni0 4  system, as previously discussed, the Ni-0 terminated {001} surface was 
calculated to have the lowest surface energy, and hence would be the most stable. It 
should be noted that the La2Cu04  study only reported results for the two surfaces 
{100} and {001}, hence comparison with other low index surfaces, which would be of 
interest, is not possible.
Direct comparison of surface energies with experiment is not always possible due 
to the paucity of reliable data, but crystal morphology is one indirect measure which 
can be predicted from the surface energies. Thus the relative stability of a specific 
crystal face can be judged by its morphological importance.
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Using the crystal growth techniques embodied in the GEM (Graphical Equilibrium 
Morphology) 1 software, (discussed in further detail in Section 2.7.2), it is possible 
to predict the equilibrium morphology of single crystal La2Ni0 4  based on calculated 
surface energies. This approach has been applied successfully to the prediction of 
crystal morphologies of inorganic solids such as calcite [147], silica sodalite [148] and 
CK-C^Og and ZnO [149]. Recent work [53,92,93] has also demonstrated the value of 
these techniques in the investigation of the specific modification of crystal morphology 
in the presence of additives; a process of importance to a wide variety of technological 
processes. There are examples of calculated crystal morphologies that agree well with 
observation [53,92,102], providing additional support for the general validity of the 
methodology.
The results from this morphology prediction code are listed for the unrelaxed and 
relaxed surfaces of La2Ni0 4  in Table 4.2. Schematic representations of the predicted 
single crystal are shown in Figure 4.7.
Table 4.2: Predicted Morphology for La2Ni0 4 .
Surface
Unrelaxed Relaxed
Surface
Energy
(J/m ')
% Area
Surface
Energy
(J/m ')
% Area
100 3.07 33.0 0.98 26.3
001 3.55 26.5 1.55 12.7
110 3.82 0.0 1.45 0.0
011 4.48 0.0 1.69 0.0
111 3.19 40.5 1.08 61.0
Examination of the results show that the {111} surface will dominate the low- 
temperature crystal morphology in the absence of dopants or surface irregularities, 
with lesser contributions from the {100} and {001} surfaces. The {111} contribution
1 Release 2.0, July 1998, Dr G Watson, University of Cardiff
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(a) Un relaxed
Plan Side
(b) Relaxed
Plan Side
F igu re 4.7: Schematic showing the predicted morphology of ha^hliC^ (plan and
side views) (a) unrelaxed (b) relaxed.
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increases on relaxation. Unfortunately single-crystal experiments (using for example 
SEM techniques) are not available for direct comparison. Nevertheless, the results 
suggest that the {111}, {100} and {001} surfaces are expected to play an important 
catalytic role.
4.4 Defects at Surfaces
4.4.1 Isovalent Doping on the Nickel Site
Studies of the bulk structure (Section 3.7) indicate that on partial replacement of 
Ni by Fe, Ni(III) hole formation is enhanced and that conversely this process is less 
favourable for Cu doping. This is related to the catalytic performance for hypochlorite 
decomposition in which experimental studies show that 25% replacement of Ni by Fe 
leads to an increase in catalytic activity which is subsequently reduced if Cu is the 
dopant [23]. Before the defect calculations are repeated at the surface, solid solutions 
where 25% of the Ni is replaced by Fe and Cu are modelled. Due to the isovalent 
nature of the dopants, the non-dipolar surfaces remained unperturbed. Hence surface 
energies were calculated for La2Nio.75Feo.25O4 and La2Nio.75Cuo.25O4 and are listed in 
Table 4.3.
Table 4.3: Calculated Surface Energies of La2 Ni0 .7 5 M0 .2 5 O4  (M=Fe,Cu)
M = Fe M = Cu
Miller Shift
Surface Energy (J/m 2) Surface Energy (J/m 2)
Index Unrelaxed Relaxed Unrelaxed Relaxed
100 0.74831 3.04 0.78 3.16 0.95
001 0.48870 3.56 1.51 3.56 1.42
110 0.29853 3.80 1.40 3.88 1.44
011 0.74831 4.46 1.31 4.56 1.73
111 0.94733 3.18 1.02 3.28 1.07
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To compare the effects of these dopants on the surface energies of undoped L^NiCTt 
Figure 4.8 plots the relaxed surface energies of the solid solutions La2Ni0.75M0.25O4 
where M=Fe,Cu and Ni (Undoped). In general, with the exception of the {011} sur-
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Figure 4.8: Plot of surface energies for La2 Ni0 4  (undoped), La2 Nio.7 5 Feo.2 5 O4  and 
La2 Nio.7 5 Cuo.2 5 O4
face for M=Cu, both dopants reduced the surface energies by varying degrees. The 
{111} and {110} surfaces remained relatively unchanged in terms of their surface 
energy. More specifically, however, Cu reduced the energy of the {100} surface to a 
greater extent than Fe (~0.2 J /m 2). This trend was reversed for the {001} surface 
where Fe reduced the surface energy more than Cu. However, more interesting are the 
effects on the {011} surface: Fe reduced this surface energy (by ~0.4 J /m 2) whereas 
Cu actually increased the energy (albeit by a small amount). The order of stability 
for the surface planes are summarised below:
M =  Fe
{100} > {111} > {011} > {110} > {001}
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M =  Cu
{100} > {111} > {001} > {110} > {011}
Although the order of surface energies differs the {100} surface still remains that of 
lowest energy. These differences in relative surface energy may also affect catalytic 
performance. Different surfaces may have varying degrees of catalytic activity caused, 
for example, by varying distributions or accessibility of the ‘active site’; by favouring 
the growth of a particular ‘active’ surface the catalytic performance could be en­
hanced. These surface energies are now utilised to generate predicted morphologies 
for these doped solid solutions and are listed in Table 4.4 and shown schematically in 
Figures 4.9 and 4.10.
Table 4.4: Predicted Morphology for La2 Ni0 .7 5 M0 .2 5 O4  (M=Fe,Cu)
M == Fe M =: CU
Unrelaxed Relaxed Unrelaxed Relaxed
Surface Surface Surface Surface Surface
Energy % Area Energy % Area Energy % Area Energy % Area
(J/m :) (J/m :) (J/m :) (J/m :)
100 3.04 33.9 0.78 40.9 3.16 33.0 0.95 43.4
001 3.56 26.5 1.51 14.8 3.56 27.4 1.42 21.9
110 3.80 0.0 1.40 0.0 3.88 0.0 1.44 0.0
011 4.46 0.0 1.31 7.5 4.46 0.0 1.73 0.0
111 3.18 39.6 1.02 36.8 3.28 39.6 1.07 34.6
To summarise the extent to which the Fe and Cu substitution affected the surface 
area of each face, the percentage change in area of each surface is plotted for the 
two solid solutions (Fig. 4.11). Figure 4.11 shows that both solid solutions increase 
the coverage of {100} by ~15%, decrease the {111} by ~25%, and the {110} is still 
not involved in the morphology of the crystal. However, there are some differences 
between the two systems, both increase the area of the {001} plane (Fe by 2.5%, Cu
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(a) Unrelaxed
Plan Side
(b) Relaxed
Plan Side
F igu re  4.9: Schematic showing the predicted morphology of L a 2 N i o . 7 5 F e o . 2 5 O 4
(plan and side views) (a) unrelaxed & (b) relaxed.
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(a) Un relaxed
Plan Side
(b) Relaxed
Plan Side
F igu re 4.10: Schematic showing the predicted morphology of La2 Nio.7 5 Cuo.2 5 O4
(plan and side views) (a) unrelaxed & (b) relaxed.
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by 10%), but in the case of Fe the {011} surface appears which is not exhibited in 
the undoped morphology.
In contrast to the undoped system, both dopants are predicted to cause the {100} 
surface to dominate the morphology of the crystal instead of {111}. In relation to 
catalytic activity from a morphological viewpoint, the main difference between the 
effects of the dopants on surface area is that Cu increases the {001} surface area to 
a greater extent than Fe. However, Fe forms a surface not exhibited in the undoped 
morhpology, the {011} plane which may be important to the mechanism of catalysis. 
The next stage is to examine the energetics of defect reactions on these surfaces.
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Figure 4.11: Plot showing change of surface area on isovalent doping of ba^HiO^ 
with Fe and Cu (normalised to undoped ba^HiC^).
4.4.2 Aliovalent Doping on the Lanthanum Site
The simulation approach to doping is based on assessing the energetics of dissolution 
of aliovalent ions and the nature of the charge-compensating defects. The most
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straightforward mode of dopant incorporation into the host ha^hdC^ matrix is as a 
substitutional ion at a La3+ site. In this study, only Sr will be investigated as it 
has already been shown to be the most favourable dopant. Since Sr is divalent, on 
substituting for the trivalent La ion, a charge compensating mechanism must occur; 
this can be represented by two defect equations involving either oxygen vacancy or 
hole formation:
2MO +  2La£a +  Oq #  +  Vq +  L a^C ^n^ (4.1)
2MO +  2La£a +  | 0 2  2M^a +  2h* +  La^C^^n^ (4.2)
where MO signifies the dopant oxide and M^a the dopant substitutional. The energies 
of solution were evaluated by combining appropriate defect and cohesive energy terms. 
For example, the energy of reaction (4.1) can be expressed as:
Esom =  2.E (ML) +  E (V%) +  Un (LagOs) -  2.Ui, (MO) (4.3)
Similarly for reaction (4.2)
Esoin — 2 .E (ML) +  2 .E (h*) +  U l (La^O^)
—2.Ul (MO) +  [lD e (0 2) +  (Ei +  E2)] (4.4)
Atomistic simulations performed within the La2Ni0 4  bulk show Sr to be the most 
energetically favourable of the alkaline earth dopants at the La site. Additionally 
these calculations indicate that the preferred mechanism of charge compensation for 
this doping reaction occurs via the formation of a Ni(III) hole.
The aim of the surface simulation study is to model the reactions that have been 
examined within the bulk, at the five surfaces with the lowest surface energy, namely 
{100},{111},{110},{001} and {011}. From these results, the energetics of the three 
charge compensation mechanisms are calculated and the trend in formation energy 
predicted at the surface is compared to that found previously in the bulk.
The METADISE code [14] is used to calculate the defect energies of single point de­
fects and more importantly neutral defect clusters on the relaxed surfaces of La2Ni0 4 .
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The initial starting point was the pure relaxed surface obtained from the perfect sur­
face calculations. It is upon these surface layers that defects are introduced, and more 
specifically ion species nearest to the outermost surface were used in the defect cal­
culations. Various geometries exist for the defect clusters, i.e. at each surface there 
are several sites in which the Ni (III) hole and the Sr substitutional can be placed. 
Each possibility was examined, and the overall solution energies compared, with the 
lowest energy arrangement selected.
Table 4.5: Sr Solution Energies (eV per dopant) at the ba^NiC^ Surfaces for the 
Three Compensation Mechanisms.
Mechanism 100 111 110 001 011
^Ni3+ -3.11 -3.30 -3.53 -3.85 -3.74
h0- 1.16 -0.15 -0.48 1.13 -0.65
Vo 0.58 -0.31 -0.55 0.21 -0.67
The calculated defect energies are listed in Table E .l. Lattice relaxation at sur­
faces gives rise to a constant potential in the bulk [88] which needs to be included 
in the calculation of point-defect energies. Such energies quoted in Table E .l are 
uncorrected, hence not compared directly with those calculated within the bulk.
This surface dipole correction does not apply to the charge neutral defect clusters. 
Hence, in conjunction with the cohesive energy terms, the solution energies for Sr 
incorporation are calculated using equations 4.1 and 4.2. These are summarised in 
Table 4.5 and displayed graphically in Figure 4.12 for ease of interpretation. Fig. 4.12 
shows that for all the clusters, the defect energies follow the trend of being more 
favourable on less stable surfaces (apart from the {001} surface). Additionally in 
every case the solution energy of Sr via all three mechanisms is lower than in the 
bulk, which shows how it is favourable for these defects to ‘segregate’ to these surfaces. 
Indeed high resolution ESCA studies show that Sr contained in La2-xSrxNii_yFey0 4 +j
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Figure 4.12: Plot of Sr Solution Energy vs Ea^DliC  ^ surface.
segregates to the surface [123]. This phenomena is also consistent with behaviour seen 
in related oxides including CeC^ [150] and La2- xSrxCu0 4  [94].
As found from the bulk calculations the most favourable mechanism is tha t of 
Ni(III) hole formation, with the solution energies at the surface lower than in the bulk 
by 0.4 to 1.2 eV/dopant. More importantly the charge compensation mechanisms 
follow the same trend in solution energy as calculated for the bulk processes, i.e. 
charge compensation via Ni(III) hole formation still remains the most favourable 
over the oxygen vacancy by % 4 eV which in turn has a lower energy than tha t of the 
0(1) hole by % 2 eV.
From the catalytic viewpoint the {111}, {100} and {001} surfaces are predicted 
to dominate the equilibrium morphology. Moreover, the solution energy of Sr substi­
tution is most favourable on the {001} and {011} surfaces, more so than in the bulk 
making these surfaces most catalytically active. Interestingly, Fe doping increases the 
contribution of these surfaces to the morphology of the crystal, hence increasing the 
surface area of these planes for catalytic reactions. Indeed, although Ni (III) holes
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and Sr substitutionals will segregate to these surfaces enhancing their catalytic ac­
tivity, the presence of Fe still facilitates Ni(III) hole formation, further increasing the 
reactivity of these surfaces.
4.5 Summary
This chapter has illustrated simulation studies on surface structures and surface de­
fects of La2Ni0 4 . The discussion has drawn attention to the following main features.*
1. Relaxed surface energies were calculated for low index surfaces and the order of 
stability was found to be:
{100} > {111} > {110} > {001} > {011}
The calculations show the importance of modelling the relaxation at surfaces, 
which confirms that deductions of catalytic activity based on ideal (unrelaxed) 
surfaces may be flawed. There are at present limited experimental data with 
which comparisons may be made. Indeed, one of the aims of the present study is 
to encourage further work using surface sensitive techniques such as low energy 
electron diffraction (LEED) and high resolution electron microscopy (HREM).
2 . The equilibrium morphology of the single La2Ni0 4  crystal was predicted from 
calculated surface energies. Simulations predict that the {111} surface will 
dominate the low—temperature crystal morphology in the absence of impurities 
or surface irregularities, with lesser contributions from the {100} and {001} 
surfaces.
3. Isovalent doping of the Ni site by Fe and Cu was simulated, and the effect of each 
species on the crystal morphology was examined. Both dopants increase the 
area of the {001} plane. In relation to catalytic activity from a morphological 
viewpoint, the main difference between the dopants is that Cu increases the 
{001} surface area to a greater extent than Fe. However, Fe creates the {011}
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face which is not present in the undoped crystal and may be important to the 
mechanism of catalysis.
4. Sr doping on the La site was examined at each relaxed surface, and charge com­
pensation using oxygen vacancies, oxygen holes and nickel holes was calculated. 
All three compensation mechanisms have lower energy than in the bulk. This 
effects the segregation of the dopant species and holes to those surfaces, hence 
making those surfaces more catalytically active. This is consistent with high 
resolution ESCA studies which show that Sr in La2- xSrxNii_yFey0 4 +(j segre­
gates to the surface [123]. This phenomena is also comparable with behaviour 
seen in related oxides including CeC^ [150] and La2_xSrxCu0 4  [94].
5. Sr substitution of the La site was predicted to compensate the charge imbalance 
via the formation of Ni(III) holes. This is consistent with bulk predictions and 
catalytic models in which Ni(III) species are correlated to the observed catalytic 
activity for hypochlorite decomposition.
Chapter 5
Defect and Surface Properties o f
LaCoOg
“Man is slightly nearer to the atom than the stars. From his central 
position he can survey the grandest works of Nature with the astronomer,
or the minutest works with the physicist. ” 
Arthur Eddington (1882-1944)
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5.1 Introduction
Mixed-metal oxides with the perovskite structure and overall stoichiometry LaBOs 
(B =  Al, Mn or Co), have received considerable attention as efficient heteroge­
neous catalysts [11,25,38-44,46,151-156] and as electrode materials for solid oxide 
fuel cells [29-31,157-162]. More specifically, these oxides are catalytically active in 
the oxidation of CO and reduction of NOx for application in auto-exhaust treat­
ment [25, 38-41,163]. Other catalytic reactions include the oxidative coupling of 
methane to form C2 hydrocarbons [42-44,46], a process of much importance in util­
ising the abundant reserves of natural gas.
Recent interest relates to the fact that nuisance odours, often containing sulphur 
species, are a high profile emission from many types of plants in the process industries 
(e.g. food processing, sewage treatment works). Oxidation of these sulphur species 
is usually easy and their removal from the gas stream by absorption into a dilute 
aqueous oxidising agent can be effective in de-odourising the air. However, it is pos­
sible to increase the oxidative reaction rate with a catalyst and this enhancement in 
reaction rate can be such that for most applications the catalytic process is the com­
mercial solution. LaCoOs based materials have an important role in odour abatement 
catalysis, a point which is discussed more comprehensively in the next section.
Perovskite-type oxides can accommodate almost all metal cations into their crystal 
framework when the electroneutrality and ionic radii requirements are fulfilled [25]. 
Indeed, the partial substitution of the La(III) site with cations of lower valency (e.g. 
Sr(II)) has been shown to greatly alter the catalytic and electrical characteristics of 
these materials. This type of acceptor doping leads to charge compensation by an 
increase in the valence of the B site transition metal (as in La2Ni0 4 ) and/or the 
formation of oxygen vacancies. The predominant disorder is largely a function of the 
oxygen partial pressure [29,164] po2, with the concentration of oxygen vacancies and, 
therefore, the oxygen ion conductivity, increasing with decreasing p o 2. Clearly, the 
role of defects and dopants, as well as the nature of the redox reactions to create elec­
tronic (hole) species, are crucial to the fundamental understanding of the behaviour
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of the LaBOs materials.
5.2 Applications and Experimental Background
5.2.1 Odour Abatem ent
Many technologies are available for the removal and/or destruction of odorous com­
pounds and Volatile Organic Compounds (VOC) [165] from effluent gas streams, 
including thermal and thermal/ catalytic oxidation, adsorption (activated carbon), 
adsorptive oxidation (supported potassium permanganate) and chemical or biologi­
cal oxidation. In general the thermal oxidation processes are expensive at low odour 
or VOC concentrations (<600-800ppm), while the adsorptive techniques are costly 
at anything above low VOC/odour rates. The design regime in between is dominated 
by biological and chemical oxidation.
Of these, chemical oxidation is used in conventional chemical scrubbing tech­
niques enabling large quantities of odour/VOC laden gases to be treated in a limited 
space and economically. Sodium hypochlorite is most frequently used being relatively 
cheap and, having a high oxygen potential, able to oxidise a wide range of organic 
compounds. However, conventional hypochlorite (bleach) scrubbing presents three 
main difficulties: (i) The oxidation reaction can be rather slow, necessitating long 
residence times and high hypochlorite concentrations; (ii) Side reactions can occur 
resulting in the chlorination of certain compounds {e.g. amines and phenols) leading 
to potentially different odours; (iii) At moderate concentrations sodium hypochlorite 
decomposes, at high pH to oxygen and salt, but critically at low pH to free chlorine 
which is an additional pollutant in the gas stream.
Recently, the Odorgard ™ 1 process was pioneered by ICI Katalco, Fakley and 
Valentin [166] which combines efficient chemical scrubbing with a catalytic reaction 
and control of the pH and hypochlorite concentration of the recirculating scrubbing 
liquor, leading to enhanced unit performance {i.e. reduced capital costs and more
1 Odorgard ™ is a trademark of ICI Chemicals & Polymers Ltd.
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efficient VOC removal.)
The commercially proven Hydecat ™ process, discussed in Chapter 3, shows how 
an alumina supported promoted nickel oxide catalyst is effective in decomposing 
hypochlorite [23]. However, reformulations of the Hydecat ™ catalyst utilise the 
decomposition of hypochlorite to effect oxidation of organic molecules in the aqueous 
phase (Active Oxygen Transfer Catalysis). Use of these catalytic properties in the 
context of hypochlorite scrubbing leads to an increase in the oxidation reaction rates, 
together with suppression of chlorine formation and chlorination reactions. Thus all 
three of the bleach scrubbing associated problems are minimised and an effective fixed 
bed catalyst is formulated to minimise hypochlorite losses and solves the problem of 
nickel contamination.
5.2.2 Catalytic A ctivity Studies
As an example of studies on nuisance odours or VOC’s, the relative activities of a 
number of catalysts in the decomposition of o-nitrophenol and sodium benzoate by 
peroxide were investigated via the amount of organic material that was removed [167]. 
LaCoo.5Cuo.5O3, LaCoo.gCuo.2O3, Lao.gSro^CoOs and Lao.8Sro.2Coo.5Cuo.5O3 were com­
pared with a nickel catalyst (81-1) and a blank [167]. All catalysts were found to 
have the same percentage conversion rates (within a range of about 10%) for given 
flow rates, temperature and peroxide concentrations. However, during these tests the 
catalysed reactions were observed to produce significant amounts of gas. The evolved 
gas was not carbon dioxide, but was oxygen, from the break down of hydrogen per­
oxide:
H202(aq) ---> | 0 2(g) +  H20(l) (5.1)
Clearly it would be detrimental to destroy the H2O2 which is used to oxidise the 
organic compounds. Since the various catalysts yielded similar activities towards the 
decomposition of organic materials, the relationship between catalyst formulation of 
a range of perovskite-type oxides and the break down of H2O2 was subsequently 
examined. These results displayed in Figure 5.1, have assisted in selecting a catalyst
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which can enhance the catalytic decomposition of organic compounds by H2O2 with 
minimal destruction of this oxidising agent. The general trend from such data is that
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Figure 5.1: Trends in catalytic activity of Lai_xSrxCoi_yCuy03  and
La2- xSrxCu04  towards hydrogen peroxide decomposition. The
ICI nickel catalyst, 81-1, is used for comparison. (Reproduced by 
kind permission from J. Hollingworth and W.R. Flavell [167].)
strontium doping increases activity up to an apparent maximum, and the addition of 
copper conversely decreases the activity. Additionally, the cubic perovskite structure 
(LaBOs) is more active than the layered perovskite structure (La2 B 0 4 ).
As discussed in Section 3.6, the addition of strontium effects charge compensation 
via either oxygen vacancies or hole formation (oxidation of transition metal ions). 
Some studies propose that strontium addition provides either Cu(III) or Co(IV), 
for a given oxygen content hence increasing the ability of the lattice to decompose 
hydrogen peroxide. However, it has also been proposed that oxygen vacancies play a
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key role in the decomposition of H2O2. Indeed, considerable speculation has centred 
on the role of oxygen species or defects in the partial and complete oxidation of various 
reducing compounds (e.g. alkanes, alkenes, aromatics and ammonia) [152]. The aims 
of this modelling study, therefore, are to demonstrate how a valid atomistic model 
of LaCoOs can be used to calculate the energetics of defect formation and dopant 
substitution. These results are then discussed in relation to the redox activity of the 
catalyst.
5.3 Crystal Structure and Potentials
As discussed in Section 1.5, LaCoOs adopts the cubic perovskite structure shown 
in Figure 1.6. The initial stage in modelling the crystal structure of LaCoOs is 
the compilation of a representative dataset of potential parameters and structural 
coordinates. The interatomic potentials used are listed in Table 5.1. The La3+ • • • O2-
Table 5.1: Interatomic Potentials for LaCo03
Interaction Short-range parameters 
A(eV) p(À ) C ^eV /Â ^
Shell model*
Y(\ e |) À;(eV/Â2)
La3+ • • • 0 2_<,) 1 545.21 0.35900 0.0 -0.2500 145.0
Co3+ • • • O2-**’ 1 329.82 0.30870 0.0 2.0400 196.3
O2- • • • o 2-<b) 22 764.30 0.14900 43.0 -2.3890 42.0
Cherry,M. et al, [132] ^Baetzold,R.C. et al, [133]
*Y and k are the shell charge and spring constant respectively.
and O2- • • • O2- potentials are transferred directly from the La2Ni0 4  model, and 
the Co3+ • • • 0 2~ potential is consistent with previous simulations of these perovskite 
oxides [132].
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Prior to conducting defect calculations, the unit cell dimensions and ion positions 
are equilibrated under constant pressure conditions until optimisation of the lattice 
energy is achieved. The quality of the potentials is subsequently assessed as the cal­
culated bond distances and lattice parameters of the relaxed structure are compared 
with literature values (Table 5.2).
Table 5.2: Calculated and Experimental Structural Parameters for LaCoOs-
Observed
(Â)
Calculated
(A)
<
Lattice Constant
ao 3.820 3.822 0.002
Interatomic Separations
La — 0 2.7011 2.7029 0.0018
C o - 0 1.9100 1.9112 0.0012
0 - 0 2.7011 2.7029 0.0018
Examination of the differences shows a good agreement between experimental and 
simulated structures, all being less that 0.5%. Unfortunately, there are no additional 
experimental data on dieletric and elastic properties which would be useful for fur­
ther validation and refinement of the potential model. Using this established model, 
calculations were performed in order to examine the energetics of defect formation 
and dopant properties in LaCoOs with relevance to redox activity as discussed in the 
following sections.
5.4 Intrinsic Defects
Calculations were initially performed on the energies of isolated point defects (va­
cancies and interstitials) in relation to intrinsic disorder and the results listed in 
Table 5.3. In all cases, the lattice ions surrounding the defect were allowed to relax 
in the energy minimisation procedure. Unlike the NiOe octahedra of La^hliO^, the 
oxygen vacancy energies of LaCoOs indicate that the oxygen positions are equivalent.
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Table 5.3: Calculated Energies of Isolated Atomic Defects0
Type of Defect FormationEnergy (eV) 6
La3+ Vacancy (Vj") 42.84
Co3+ Vacancy (V ^J 60.27
O2- Equatorial Vacancy (Vq ) 19.30
O2- Apical Vacancy (Vq ) 19.30
La3+ Interstitial (Laf**)0 -20.64
Co3+ Interstitial (Cof##)c -40.64
O2- Interstitial (Of)0 -10.48
° Region I contains 344 ions. b Zero reference is at infinity. 
cInterstital site at (0,0, | )
The individual point defect energies were then combined to give formation energies 
for Schottky and Frenkel disorder (reported in Table 5.4). The Frenkel defects can 
be represented by the following reactions:
W a  -  V['a +  La*" (5.2)
Cog0 #  Vg'0 +  C o ,-  (5.3)
Og #  V“  +  O" (5.4)
Similarly, the Schottky defect can be expressed as :
ka£a +  Coq0 +  30§ #  VLa +  Y co +  3Vo +  LaCo03(SUrf) (5.5)
From examination of the calculated energies in Table 5.4, it is evident that the simu­
lations predict that the formation of intrinsic atomic defects is not highly favourable. 
The defect chemistry of LaCoOs will therefore be dominated by either redox processes 
or incorporation of dopants.
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Table 5.4: Frenkel and Schottky Energies
Type of Defect FormationEnergy {ëMper defect)
Frenkel:
La 11.10
Co 9.32
0 4.41
Schottky:
[LaCo03 1] 3.59
Schottky-like:
[La2Os t] 3.26
It is known that the La2Ni0 4 +(j crystal undergoes an oxidation process whereby 
extra oxygen (5) is accommodated into the lattice as interstitial ions, with compen­
sation by Ni (III) hole formation given by:
| 0 2 # 0 ; '  +  2h" (5.6)
This oxidation process was investigated for the LaCoOs crystal, although oxygen 
interstitial inclusion into the close-packed perovskite structure is believed to be un­
favourable. The three types of hole formation were calculated and are listed in Ta­
ble 5.5. The simulation and method of calculation for these mechanisms follows that 
previously described (Section 3.5).
From these results it is predicted that the most energetically favourable site for 
hole formation resides on the Co site. This prediction of the hole forming on the 
transition metal ion is in accord with that shown for La^NiC^, where the Ni (III) 
hole is formed. However, on combining the defect energies, the energy of oxidation is 
calculated to be 5.04 eV per hole which is in stark contrast to the exothermic value for 
La^NiC^. This positive and relatively high oxidation energy indicates tha t LaCoOs 
does not readily oxidise with the uptake of extra oxygen, which is consistent with 
observation.
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Table 5.5: Hole Formation & Oxidation Energies in LaCoOs
Type of Defect FormationEnergy (eVper defect)
h L  La (IV) 17.43
K o  Co (IV) 5.35
K 9.04
^ O x id a tio n 5.04 per hole
5.5 Dopant Substitution in LaCoOs
The addition of dopant ions to the LaBOs oxides has been widely shown to be cru­
cial to promoting catalytic activity [25,44,151,152,156-158] and electrochemical be­
haviour [157-162]. Such materials are commonly acceptor doped with low-valent 
cations which substitute for La. This reduction of the effective valence of the A  site
cations may lead to either the formation of a compensating population of oxygen
vacancies at low oxygen partial pressures or the formation of a hole on the transition 
metal B  site as represented by the two defect equations:
2MO +  2La£a +  Oq +  Vq +  ha^Cs^n-q (5.7)
2MO +  2La£a +  |0 2  2M^a +  2h* +  La^Cs^n^ (5.8)
where MO signifies the dopant oxide and the dopant substitutional.
The energies of these solution reactions were evaluated by combining appropriate 
defect and cohesive energy terms. These calculated energies of solution for alkaline- 
earth dopants are shown as a function of ionic radius for both charge compensation 
mechanisms in Figure 5.2. The interatomic potentials for the dopant species are 
exactly those of the corresponding alkaline-earth metal oxides [75]; these were used 
for the La2Ni0 4  study (Chapter 3) and have also been successfully applied to similar
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Figure 5.2: Plot of solution energy as a function of ionic radius for alkaline earth 
metal dopants in LaCoOs.
studies of dopant substitution in the YE^CugO? superconductor [168] and the La^Cg 
methane coupling catalyst [16].
Two main points emerge from these results. First, the most favourable mode 
of charge compensation is clearly the formation of oxygen vacancies. This result is 
particularly significant as it is believed that oxygen vacancies are key sites in the 
mechanism of H2O2 decomposition [169]. It is noted that the role of oxygen vacancy 
defects as active sites has also been discussed in relation to recent studies on NO 
decomposition over doped LaCoOg [163]. Furthermore, oxygen ion vacancies are 
believed to play a key role in the reaction kinetics of methane combustion [152]. 
However, owing to the relatively low solution energies for hole formation (and the 
uncertainty in the free-ion terms used), we would also predict the presence of Co(IV). 
For air-calcined or oxygen-treated samples, the mixture ( L a ^ S r ^ + C o i j ^ z O g - 1 ) 
is reported to be the practical case [170]. It has been proposed that the Co3+/  
Co4+ redox reaction and oxygen vacancies are responsible for the catalytic action of
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Lao.sSro^CoOs for NO decomposition [163].
Secondly, the most favourable solution energy, and hence the highest solubility, 
is predicted for Ca2+ and Sr2+. This accords with experimental work in which Sr is 
the most commonly used acceptor dopant leading to enhanced catalytic activity [120]. 
The calculations also show that solution of MgO and BaO is appreciably endothermie, 
in line with their observed low solubility. In addition, a degree of correlation is found 
between the calculated solution energy and the dopant ion size with minima near the 
La3+ radius of 1.06 Â. The increased oxygen vacancy concentration gives rise to the 
observed high ionic conductivity, a point which is returned to in Chapter 6.
Oxygen ion vacancies and the mobility of oxygen ions within the LaCoOs lattice 
are important processes with regard to catalytic activity. Activity may be affected 
by dopant-vacancy interactions, which can be described in terms of the formation of 
simple pair clusters for low dopant concentrations, which add a binding energy term to 
the Sr solution energy. Consequently pair clusters in the LaCoOs system comprising 
nearest-neighbour dopant substitutionals and oxygen vacancies were simulated. The 
binding energy calculated for such a cluster is shown below:
Binding Energy =  [ {2Sr^ +  V " } -  [2Sr^ +  V " ] I 4-2 eV/dopant
\  C luster P oint D efects /
=  ({63.64} -  [(2 x 22.36) +  19.30]) 4- 2 
=  —0.19 eVper dopant
The negative value indicates that the pair cluster in LaCoOs will be bound, i.e. at 
low dopant concentrations there will be a tendency towards clustering which would 
therefore hinder oxygen mobility in this system.
5.5.1 Sr doping in LaCoi_æM xC>3 (M 3+ =  Cr,M n,Fe,Cu)
Various solid solutions of LaCoi_xMxOs (where M =  Cr,Mn,Fe,Cu and 0.10 < x <
0.50) were then simulated using the ‘mean field’ approach, discussed previously in 
Section 2.6. The purpose of these simulations is to establish which mode of charge
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compensation prevails when the Co is partially replaced with varying amounts of 
trivalent transition metal in relation to the observed catalytic performance of H2O2 
decomposition.
Focusing on Sr as a commonly used and favourable dopant, trends are examined 
between the energy of Sr solution for the LaCoi_æMæ03  systems with the charge 
compensation occurring via Co(IV) holes and oxygen vacancies. The trend of solution 
energy as a function of Co replacement for the Cr and Mn dopants is shown in 
Figures 5.3 and 5.4 respectively. These results show that with increasing Cr or Mn
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Figure 5.3: Plot of Sr solution energy as a function of x for LaCoi-^Cr^Og.
content the solution energy of Sr becomes more favourable. More importantly, the 
mechanism by which this substitution reaction occurs remains that of oxygen vacancy 
formation.
Similarly, the results for Fe and Cu show that oxygen vacancy formation was the 
most favourable mechanism of charge compensation. However, the trend for Cu con­
trasts with those predicted for Cr,Mn and Fe. To highlight this difference, Figure 5.5 
displays the results for the Cu and Fe system via oxygen vacancy compensation,
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Figure 5.4: Plot of Sr solution energy as a function of x  for LaCoi-^Mn^Og.
which shows the contrasting effects of Fe and Cu doping. As the Cu and Fe level 
increases, the Sr solution energy decreases in the Fe system and conversely increases 
in the Cu system. This predicts that it is more favourable to accommodate Sr in the 
Fe solution and hence form a larger population of oxygen vacancies.
The reaction model suggests that these oxygen vacancies increase the catalytic 
performance of these systems to the decomposition of H2O2. However, the converse 
is predicted for Cu which would not break down the H2O2 oxidising agent to the same 
extent. These results are in accord with the observed catalytic performance which 
finds that the activity with regard to H2O2 decomposition is enhanced by Sr addition 
but suppressed by Cu.
Following on from these studies of variable composition, the amount of Co replaced 
by other trivalent transition metals was fixed. Hence this part of the study calculates 
Sr solution energies for LaCoo.8Mo.2O3 (M=Cr,Mn,Fe,Cu) systems.
The most favourable mechanism remains that of oxygen vacancy formation, and 
the scale of the relative differences in Sr solution energy is shown in Figure 5.6.
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Figure 5.5: Plot of Sr solution energy as a function of x for LaCoi_æMæ03  M=Fe 
& Cu via oxygen vacancy compensation.
It can be clearly seen from Figure 5.6 that Cr,Mn and Fe doping lowers the Sr 
solution energy by ~2 eV relative to undoped LaCoOs in the order Fe>M n>Cr. 
Consequently for a given dopant concentration, Sr will dissolve most readily in the 
solution containing Fe to produce the oxygen vacancies required for H2O2 decompo­
sition. It is of interest to note that Cu doping increases the Sr solution energy which 
inhibits oxygen vacancy formation.
5.5.2 Sr doping in LaCoi-^M^Os-i (M 2+= N i,C u)
Following on from the doping studies examined in the previous section, solid solutions 
were simulated of the form LaCoi_xMæ0 3 _ |  (M2+=Ni,Cu) where divalent Ni and Cu 
partially replace the trivalent Co, and oxygen vacancies are created. The solution of 
Sr into these systems is examined and the results displayed in Figures 5.7 and 5.8.
It is clearly seen that the most favourable mechanism for charge compensation 
within these systems is via Ni(III) or Cu(IÏI) formation. In addition, the Sr solution
LaCo, Fe 0.
LaCo, Cu 0.
Oxygen Vacancy
0.1 0.2 0.3 0.4 0.5
x
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Figure 5.6: Plot of Sr solution energy as a function of dopant M for LaCoo.gMo.2O3 
(M=Cr,Mn,Fe,Cu) via oxygen vacancy mechanism and normalised to 
LaCoOs as the baseline.
energy is more favourable with increased concentration of Ni and Cu. Therefore 
electronic effects are important: if M(II) transition metal ions are present within 
the system it is more favourable to form M ( I I I )  holes. As mentioned above, oxygen 
vacancies are believed to be involved within the mode of operation of this catalyst, in 
which case divalent Ni and Cu would lead to M(III) hole formation instead of creating 
oxygen vacancies. This subsequently reduces the performance of the catalyst to H2O2 
decomposition.
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5.6 Surface Structures of LaCoOs
Chapter 4 highlights the important contribution made by a detailed knowledge of 
the surface structure of La2Ni0 4  to further understanding the mode of operation 
of the catalyst. Hence in order to augment the various redox processes leading to 
defect formation in the bulk of the LaCoOs material, the following sections extend 
the scope of this work by focusing on the surface properties of LaCo03. As in the case 
of La2Ni0 4 , limited attention has been paid to the structure and defect chemistry of 
the LaCoOs surfaces. To our knowledge, these are the first detailed simulations of 
the surfaces of the LaCoOs perovskite.
The practice of directly transferring interatomic potentials from studies of the 
bulk phase to surface simulations has been discussed previously (Section 4.2) and 
shown to be valid. The potentials used are as listed in Table 5.1.
For the purposes of this study only the low energy surfaces of cubic LaCoOs were 
considered, namely {100}, {110} and {111}. In contrast to the surfaces of La2Ni0 4 , 
cleavage of these three planes leads to dipolar surfaces and hence have divergent sur­
face energies in the macroscopic limit. An example of this dipolar or ‘type III’ surface 
is shown in Figure 2.4 (Chapter 2). There is however an essentially simple way in 
which the dipole and its associated divergent energy can be removed, namely surface 
reconstruction. The simplest surface reconstruction involves transferring half the ions 
from one surface to the complementary surface as illustrated in Figure 2.4. It is clear 
that whereas structure (c) is dipolar, structure (d) is not. Similar reconstructions can 
be made for LaCoOs as shown in Figure 5.9.
Surface energies were calculated for each reconstructed surface using a sufficiently 
large region size ensuring the energies had converged and were independent of crystal 
size. The relaxed structures of each most favourable low-index plane of LaCoOs have 
been calculated and are discussed in the following subsections.
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Figure 5.9: Schematic representations of the surfaces of LaCoOs and the recon­
struction technique employed to cancel the dipole of these type III 
surfaces. (Lines do not indicate ‘bonds’, but are a guide to the eye in 
representing the third dimension).
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{100} Surface
A cross-sectional view of the {100} surface is shown in Figure 5.10. The top row of 
atoms represents those lying at the outermost surface in the {100} plane. Subsequent 
layers of atoms underneath these descend into the bulk of the crystal to a depth 
of ~  10Â. Figures 5.9({100}LaO) and 5.10 both show how this surface has been 
reconstructed to terminate with La and O ions. Figure 5.10 shows that insignificant
Figure 5.10: The unrelaxed (a) and relaxed (b) surface structure (side views) for 
the {1 0 0 } surface of LaCoOg.
displacement of the La ions occurs on relaxation of the surface. However, in order 
to reduce the surface energy and strain, the Co and O ions of CoOg and C0 O5 units 
at the surface rearrange themselves extensively. Oxygen ions directly underneath the 
surface La are displaced (1.6 Â) from the C o-0  layer to the outer L a-0  layer. These 
relaxations cause a sinusoidal displacement of the C o-0  planes, both perpendicular 
and parallel to the surface which diminishes until negligible displacements occur some 
35 À into the bulk. This surface rearrangement effects a dramatic reduction of the 
surface energy by 76% (in Section 5.7).
C h a p t e r  5. Defect and Surface Properties of LaCoO^ 117
{110} Surface
Figure 5.11 shows the {110} surface in cross-section. The top row of atoms represents 
those lying at the outermost surface in the {110} plane. Figures 5.9({110}O) and 5.11 
both show how this surface has been reconstructed to terminate with an oxide layer. 
Figure 5.11 shows that minimal displacement occurs with the La ions on relaxation of
Figure 5.11: The unrelaxed (a) and relaxed (b) surface structure (side views) for 
the {1 1 0 } surface of LaCoOg.
the surface. The surface energy is reduced via the C o0 6 octahedra tilting about their 
axis perpendicular to the surface plane. This causes the outermost surface oxygen 
ions to relax towards the bulk (by 0.5 À). This relaxation also causes the surface 
layers to rumple, a rearrangement which reduces the surface energy by 63%.
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{111} Surface
A cross-sectional view of the {111} surface is shown in Figure 5.12. The top row 
of atoms represents those lying at the outermost surface in the {111} plane. Fig­
ures 5.9({lll}LaOOO) and 5.12 both show how this surface has been reconstructed 
to terminate with La and O ions. Figure 5.12 shows that the surface C o06 octahedra
( Ï Ï Ï )
À
Figure 5.12: The unrelaxed (a) and relaxed (b) surface structure (side views) for 
the {111} surface of LaCoOg.
have rearranged quite extensively in order to reduce the surface energy. Both La 
and 0  ions at the surface relax away from the bulk (~0.3 A). This relaxation causes 
sinusoidal displacements in both axial and equatorial C o-0  planes which becomes 
negligible after a depth of 25 Â into the bulk structure.
Figures 5.10 to 5.12 show how the {100} surface relaxes to form lanthanum oxide 
‘ridges’ at the surface which is also rumpled. Rumpling also occurs on the other two 
surfaces in common with those comprising more than one type of ion such as the 
surfaces of La2 Ni0 4  and other examples mentioned in Section 4.2.5. Interestingly 
though, the {110} surface exhibits rumpling of the lower surface C o-0  layer, but
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interplanar spacing contraction of the outer oxide layer. Such surface reconstruction 
causes the calculated relaxed surface energies to reduce as discussed in the following 
section.
5.7 Surface Energies and Crystal M orphology
Following the same procedure used in the study of La2Ni0 4  surfaces, the calculated 
unrelaxed and relaxed surface energies for the three surfaces of LaCo03 are reported 
in Table 5.6. The results show that, for all surface planes, the fully relaxed surface
Table 5.6: Calculated Surface Energies of LaCoOs
Miller
Index
Surface Energy (J/m 2)
Unrelaxed Relaxed
(lOO)OCo 6.62 2.68
(lOO)LaO 9.04 2.18
(110)0 5.50 2.05
(HO)LaOCo 10.30 3.87
(lll)C o 8.27 3.72
(lll)LaO O O 10.25 3.11
energies are lower than those for the unrelaxed structures. Considerable relaxation 
occurs (up to 76% reduction in energy) suggesting that the relaxation of ions in the 
surface region can significantly increase the stability of the surface. From the relaxed 
surface energies listed in Table 5.6, it is predicted that the {100} and {111} surfaces 
will terminate with La and O ions, and the {110} surface with an oxide layer.
The results on LaCoOg are similar to simulations on SrTiOa [88] where lattice 
relaxation contributes to the structure and energy of the surfaces, but does not change
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the order of the surface energies. It is clearly seen that the order of stability for the 
relaxed surfaces of undoped LaCoOg is:
{110} > {100} > {111}
Experimental surface energies, which are difficult to measure, are unavailable for 
LaCoOs. Nevertheless, the energies presented here are in the range obtained for the 
SrSnOs perovskite [18] and other oxide systems [15,53,92]. Surface reconstruction 
to negate the intrinsic dipole (Figure 5.9) enables cleavage of the crystal to expose 
a variety of ion types. However, on examination of these relaxed surfaces it is clear 
that reconstructions which preserve or generate intact CoOe octahedra are the most 
stable. This trend is also observed in the SrSn03 perovskite [18] where the {110} (O- 
terminating) surface is predicted to be the most stable. SrSnOg is however subject to 
complex orthorhombic distortions which tilt the SnOe octahedra causing surfaces to 
differ which are equivalent in the cubic perovskite. Hence further comparisons with 
this system are not made.
Although, to date, direct comparison of surface energies with experiment is not 
possible for LaCoOs, the crystal morphology is one indirect measure which can be 
predicted from the surface energies. Thus the relative stability of a specific crystal 
face can be judged by its morphological importance. The results from morphology 
prediction are reported for the unrelaxed and relaxed surfaces of LaCoOs in Table 5.7. 
Schematic representations of the predicted single crystal are shown in Figure 5.13.
Examination of the results shows that if the surfaces are not relaxed, only the 
{110} surface will be observed in the morphology. However, on relaxation, a sig­
nificant contribution is made from the {100} surface which alters the morphology. 
Unfortunately single-crystal experiments (using for example SEM techniques) are 
not available for direct comparison. Nevertheless, the results suggest that the {110} 
and {100} surfaces are expected to play an important catalytic role.
The overall relaxed structure involves predominantly oxygen terminated surfaces 
but includes some exposed lanthanum from the {100} surfaces. Previous studies of 
the bulk crystal indicate that these oxygen sites are important since Sr doping leads
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(a) Unrelaxed
Plan Side
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Figure 5.13: Schematic showing the predicted crystal morphology of LaCoOs
(plan and side views) (a) unrelaxed (b) relaxed.
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Table 5.7: Predicted Morphology for LaCoOs
Surface
Unrelaxed Relaxed
Surface
Energy
(J/m ')
% Area
Surface
Energy
(J/m ')
% Area
100 9.04 0.0 2.18 17.2
110 5.50 100.0 2.05 82.8
111 10.25 0.0 3.11 0.0
to oxygen vacancies. These defects and doping mechanisms will be studied in the 
next section.
5.8 Defects and Dopants at Surfaces
The most straightforward mode of dopant incorporation into the host LaCoOs matrix 
is as a substitutional ion at a La site. In this surface study, only Sr will be investigated 
as it has already been shown to be a favourable dopant and experimental data are 
available for this system. The aim of the surface simulation study is to model the 
doping reactions at the three surfaces with the lowest surface energy, namely {100}, 
{110} and {111}. From these results, the energetics of the three charge compensation 
mechanisms are calculated and the trend in formation energy at the surface compared 
to that found previously in the bulk.
The METADISE code [14] is used to calculate the defect energies of single point de­
fects and more importantly neutral defect clusters on the relaxed surfaces of LaCoOs- 
The initial starting point was the pure relaxed surface obtained from the perfect sur­
face calculations. It is upon these surface layers that defects are introduced. Various 
geometries exist for the defect clusters, i.e. at each surface there are several sites in 
which the oxygen vacancy and the Sr substitutional can be placed. Each possibility 
was examined, and the overall solution energies compared, with the lowest energy
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arrangement selected.
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Figure 5.14: Plot of Sr Solution Energy vs LaCoOs surface.
The isolated or component defect energies are listed in Table E.2. Lattice relax­
ation at surfaces gives rise to a constant potential in the bulk [88] which needs to 
be included in the calculation of point-defect energies. This surface dipole correction 
does not apply to the charge neutral defect clusters. Hence, in conjunction with the 
cohesive energy terms, the solution energies for Sr incorporation are calculated using 
equations 5.7 and 5.8. These are summarised in Table 5.8 and displayed graphically 
in Figure 5.14 for ease of interpretation.
Fig. 5.14 shows that for the oxygen vacancy clusters, the defect energies are more 
favourable on less stable surfaces. Furthermore, with the exception of Co(IV) forma­
tion, the solution energy of Sr is lower than in the bulk, which indicates favourable seg­
regation of these defects to these surfaces. This phenomena is also consistent with be­
haviour seen in La2Ni04  and related oxides including Ce02 [150] and La2- xSrxCu0 4  [94]
The most favourable mechanism is that of oxygen vacancy formation, which is the 
same as that previously predicted for the bulk lattice (Section 5.5). The prediction
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Table 5.8: Sr Solution Energies (eV per dopant) at the LaCoOs Surfaces for the 
Three Compensation Mechanisms.
Mechanism 100 110 111
h*
C o(IV )
h O(I)
V6"
3.21
4.05
1.50
2.80
2.93
1.13
2.57
3.53
1.53
that oxygen vacancies will preferentially form at the surface of LaCoOs (as well as in 
the bulk) is an important result as these defect species are key sites in the decomposi­
tion of H2O2. Furthermore, it is interesting to note how experimental results strongly 
suggest that oxygen ion vacancies play a key role in the reaction kinetics of methane 
combustion [152]. Oxygen vacancies at the surface of the catalyst are believed to act 
as active sites for the adsorption of oxygen and incorporation into the lattice. From 
the catalytic viewpoint the {110} and {100} surfaces are predicted to dominate the 
equilibrium morphology. Moreover, Sr substitution is most favourable at the {110} 
surface, having a lower solution energy than in the crystal bulk. From recent work of 
Teraoka et al, the active site for NO decomposition over doped LaCoOs is proposed 
to be the oxide ion vacancy [163]. As NO decomposition is a bimolecular reaction, 
the vacancies that adsorb and activate one NO molecule should be adjacent, in a so 
called “pair-site” model. The {100} has been speculated to be a possible surface for 
this vacancy pair [163], purely on the supposition that this surface terminates with 
oxygen ions that can form these ‘pair-clusters’. The calculation which shows the 
{110} surface to be the most stable for LaCoOg may be significant since this surface 
terminates with an oxide layer enabling oxygen vacancies to form in close proximity 
to one another. This is further supported by the result that oxygen vacancies form 
more favourably upon this surface.
We have already predicted that oxygen vacancies will segregate to these surfaces 
enhancing their catalytic activity. Therefore the mobility of oxygen ions is a topic
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discussed in the following chapter which uses Molecular Dynamics (MD) techniques 
in order to provide further information on oxygen diffusion within LaCoOs.
5.9 Summary
The atomistic computer simulation techniques utilised within this chapter have demon­
strated that dopant substitution in LaCo03 and the accompanying charge compen­
sation mechanisms can be examined. Both bulk and surface studies further the un­
derstanding of important solid state properties that are pertinent to the catalytic 
behaviour of LaCo03. The discussion has highlighted the following points:
1. The formation of intrinsic atomic defects of the Schottky or Frenkel type is 
not favourable. In contrast to air oxidised La^hliC^.^ the oxidation reaction 
involving extra oxygen as interstitial ions is predicted to be endothermie in 
close-packed LaCo03 in accord with observation.
2. Cation substitution of the La site by alkaline earth metals show that the most 
soluble dopants are predicted to be Sr2+ and Ca2+, with the formation of oxygen 
vacancies and Co (IV). Oxygen ion vacancies within the LaCo03 lattice are 
believed to be key sites with regard to catalytic activity in the decomposition 
of H2O2.
3. Sr doping of LaCoi_æMx0 3 (M3+=Cr,Mn,Fe,Cu) also leads to oxygen vacancy 
formation. This is more favourable in the Fe solution (and hence a larger pop­
ulation of oxygen vacancies is formed) than that containing Cu. However, 
on Sr doping of the solid solutions LaCoi_æMæ0 3_ |  (M2+=Ni,Cu), the most 
favourable mechanism for charge compensation is via Ni (III) or Cu(III) for­
mation which would inhibit H2O2 decomposition. These results are in accord 
with the observed catalytic performance which found that activity towards such 
decomposition is enhanced by Sr addition but suppressed by Cu.
4. Relaxed surface energies were calculated for low index surfaces and the order of 
stability was found to be:
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{110} > {100} > {111}
The calculations highlight the importance of modelling the relaxation at sur­
faces, which confirms that deductions of catalytic activity based on ideal (un­
relaxed) surfaces may be flawed. There are currently limited experimental data 
with which comparisons may be made. Indeed, in common with the I^ N iO i 
study, one of the aims of this work is to encourage further work using surface 
sensitive techniques (e.g. LEED and HREM).
5. The equilibrium morphology of the single LaCo03 crystal was predicted from 
calculated surface energies. Simulations predict that the {110} surface will 
dominate the low-temperature crystal morphology in the absence of impurities 
or surface irregularities, with a lesser contribution form the {100} surface.
6. Sr doping at the surface leads to the formation of oxygen vacancies which is 
consistent with bulk predictions and with models in which oxygen vacancies 
are thought to play a key role in the decomposition of H2O2. The surface 
defect energies are generally lower than in the bulk crystal. This may effect the 
segregation of the dopants and oxygen vacancies to those surfaces, enhancing 
their catalytic activity.
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6.1 Introduction
The L aB 03 perovskite-structured oxides that display ionic/electronic conductivity 
have been extensively investigated [39,156,159-161,171-176] over the past ten years. 
The motivation for the majority of this work being the potential use of these mate­
rials in solid oxide fuel cells (SOFC), oxygen separation membranes, electrochemical 
reactors and as effective heterogeneous catalysts. These technological applications 
stimulate interest in improving the fundamental understanding of the oxygen trans­
port properties of these materials which depends crucially on a full characterisation 
of the structure and dynamics of the mobile sublattice. Additionally, it is widely 
known that the partial substitution of La by acceptor dopants enhances the ionic 
conductivity by increasing the oxygen vacancy concentration especially at low oxy­
gen activity. However, despite several reports of the electrical conductivity of these 
perovskite-structured materials [171,172,174,175], there are far fewer studies of the 
oxygen diffusion parameters and limited information on mechanistic features at the 
atomic level.
Originally developed for the simulation of liquids [177], the method of molecular 
dynamics (MD) (Section 2.8) has found extensive application in the field of solid 
state chemistry during recent years [57,178-184]. MD studies have proved to be 
complementary to the static lattice simulations by providing valuable information on 
the mechanisms of diffusion in a range of materials, especially fast-ion conductors 
such as Li3N [181], Na ft'-A hO s  [182] and CaF2 [183], although not widely applied 
to perovskite-type oxides. Whereas, static lattice methods may be used to probe 
the energetics and pathway of a single migrating ion, MD can view the time evo­
lution of the whole system. The temperature and concentration of charge carriers 
are important aspects of ion diffusion in perovskite oxides, and these factors can be 
investigated through the use of MD; the results obtained from such a study are also 
directly comparable to experimental diffusion data.
There has been much interest in the phenomenon of mixed electronic and oxy­
gen ion conduction in perovskite oxides of the general formula Lai_æSræB 0 3 (B =
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Cr,Fe,Mn,Co,Cu,Ni). In the case of Lai_xSræCo0 3 _5, scientific interest has centred 
on the high electronic conductivity and magnetic properties which are related to the 
electronic state of Co-3d electrons. The high oxide ion diffusivity and the high cat­
alytic activity have often been discussed in terms of a large oxygen non-stoichiometry 
of this material as revealed by studies of LaCoOs-^. Although studies of oxygen dif­
fusion have been undertaken, limited data is available on the migration mechanism 
at the microscopic scale.
The use of MD to study oxygen ion diffusion in perovskite oxides is, therefore, a 
natural progression from the static lattice simulations used previously in Chapter 5. 
Indeed, computational methods used in Chapter 5 have provided valuable information 
on some of the factors controlling oxygen transport in LaCo03 as well as on the effects 
of dopant substitution and hole formation. This chapter will amplify this knowledge 
by a detailed investigation of oxygen diffusion in the Lai_%Sr%Co0 3 _g catalyst using 
MD techniques.
6 .2  Simulation M odel
The simulations presented within this chapter are based on a supercell constructed 
from 5x5x5  cubic perovskite unit cells, approximately 19 Â in dimension, and con­
taining 1000 species. As described in Section 2.8.2, this cell is repeated using periodic 
boundary conditions (PBC) to generate an unbounded system with no surfaces. It 
should be noted that most previous MD simulations to date have excluded the shell- 
model used to treat ionic polarisation, usually due to hardware limitations. However, 
in the present study the simulation model incorporates anion polarisability by ap­
plication of the shell-model (Section 2.2.3), with the cations treated by a rigid-ion 
model. This approach has been employed for shell-model MD studies of CaF2 [183]. 
Essentially the shell is represented as a separate species connected by a harmonic 
spring to the core with the total mass of the anion proportioned over both the core 
and shell in the ratio 9:1, in favour of the core. Therefore, interactions between the 
anion and the other species occurs via the shell species. The total number of ions
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in the supercell is as follows: 125 La3+, 125 Co3+, 375 O c“e and 375 O g^n, giving 
a total number of 1000 ion species. The potential parameters are those which were 
successfully employed in the previous static lattice calculations (Chapter 5) and have 
been transferred directly and are given in Table 5.1.
The simulations were performed using the DL_P0LY code [109] as discussed in 
Section 2.8, under conditions of constant volume (V) and energy (E) by utilising 
the microcanonical or NVE ensemble. It should be noted that to date most MD 
studies have utilised this ensemble. Initially the pressure was set to 1 atm  and the 
temperature varied from 800 to 2000 K, covering the range that typically occurs for 
technological applications. All simulations were run for a total of 93 ps, with a tim e- 
step (5t) of 0.05 fs (5 x 10-16 s), with the system allowed to equilibrate in the first 
3 ps. It should also be noted that this timescale is approximately double that used 
by the majority of previous simulations of this type.
D ata for subsequent analysis was collected over the period from 3 to 80 ps which 
was found to be satisfactory since data in the last 10 ps was found to fluctuate as the 
calculation neared completion. This phenomenon was observed for all ion species, and 
at all temperatures and may be caused by the way the simulation is terminated by the 
DL_P0LY code. The shell-model MD simulations are extremely complex to set up and 
require a large amount of hardware resources. Each simulation utilised approximately 
40 hours of processor time and required about 80 MB of free disk space for output files. 
Therefore, before extensive work on doped LaCoOs was undertaken the simulation 
model had to be tested. This was done by performing initial calculations on undoped 
LaCoOs.
6.3 Undoped LaCoOs
Preliminary simulations were performed on undoped LaCoOs at 1273 K. The results 
from this simulation were used to confirm the validity of the model in addition to 
determining variable parameters in the dataset which regulate the simulation, for 
example, Ewald parameters for controlling the Coulombic summation. Initially, the
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time evolution of certain properties was examined. As expected when employing the 
microcanonical ensemble, the volume of the simulation cell remained constant at the 
experimental value (55.85 Â3 per unit cell). Comparing this unit cell volume with 
the volume derived from the static lattice calculations (55.85 Â3) they are found to 
be identical. The energy of the system also remained constant with a unit cell lattice 
energy of -142.26 eV. Again this accords favourably with previous simulations in 
which a lattice energy of -143.08 eV was derived. These results indicate that treating 
the cations as rigid ions has a negligible effect on the calculated properties.
6.3.1 Structural Information
Experimental techniques such as Extended X-Ray Absorption Fine Structure (EX- 
AFS) can provide information about the local structure neighbouring dopant species 
and bond distances within defective solids. Similar structural information can be 
extracted from MD simulations by way of the Radial Distribution Function (RDF), 
defined in Section 2.8.4. The RDF provides an insight into the long-range order 
(or disorder) of the crystal lattice. The partial pair distribution functions, g(r), are 
calculated for La-La, Co-Co and 0 - 0  pairs, and presented in Figures 6.1 and 6.2.
Examination of the RDFs (Figures 6.1 and 6.2) reveals a series of sharp, well 
defined peaks, corresponding to successive nearest-neighbour distances. These RDFs 
are characteristic of a normal crystalline solid of high symmetry. It is noted that 
the 0 - 0  pair functions show slight deviations in structure after the fifth nearest- 
neighbour peak, possibly due to distortions of the oxygen octahedron. Table 6.1 lists 
the nearest-neighbour (NN) separations for all ion pairs, which show good agreement 
between calculated and observed crystallographic values.
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Figure 6.2: RDF for anions in undoped LaCoOs.
6.3.2 Ion Diffusion
The mean square displacement (MSD) describes the average displacement of an ion 
relative to the initial position over a set period of time (Section 2.8.4) which is defined 
thus:
(r2{t)) = { & (* )  -  Z i(0)]2 +  [yi(t) -  2/i(0 )]2 +  [zi(t) -  £ i(0 )]2}  (6 .1)
i * i= i
which is an expanded form of Equation 2.36 where Xi(t) is the x  coordinate of ion i at 
time t. The MSDs for all ions in undoped LaCoOs at 1273 K are shown in Figure 6.3.
Examination of Figure 6.3 reveals that after the initial equilibration period all the 
ions rapidly tend to a constant value. This result is indicative of a lack of any ion 
diffusion process in the undoped system as expected. The tiny oscillations relate to 
the normal vibrations of the ions about their lattice sites. It is important to stress 
that the oxygen core and shell species remain coupled together over the duration of 
the simulation.
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Figure 6.3: Mean square displacements for all ions in undoped LaCoOs at 1273 K.
Table 6 .1 : Calculated and crystallographic nearest-neighbour separations (Â) for 
undoped LaCoOs.
Separation Calculated
(A)
Crystallographic
(A)
| A |
(A)
La — La 3.83 3.82 0.01
C o -C o 3.83 3.82 0.01
La — Co 3.33 3.31 0.02
La — O 2.68 2.70 0.02
C o - 0 1.93 1.91 0.02
0 - 0 2.73 2.70 0.03
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From this preliminary study of undoped LaCoOs it can be concluded that the 
potentials have accurately reproduced the cubic perovskite structure. Furthermore, 
it has been shown that the undoped material does not exhibit any ionic conductivity, 
and confirms that the addition of aliovalent dopants is necessary to introduce mobile 
oxygen vacancies for ionic diffusion.
6.4 Acceptor Doped LaCoOs
As discussed in the previous chapter, these perovskites are ‘acceptor’ doped on the 
La3+ site with aliovalent cations such as Sr2+, leading to a compensating population 
of oxygen vacancies at low oxygen partial pressures. Therefore, following the cre­
ation of the supercell for the perfect system, a set concentration of dopant ions are 
now introduced, with the corresponding number of oxygen ions removed for charge 
compensation.
The first system studied is Lai_æSræCo0 3 - |  (a;=0.2) as this relates to a typical 
doping level and to available experimental data. As discussed in Chapter 5, the 
catalytic performance of LaCoOs towards the decomposition of H2O2 is enhanced 
with the addition of Sr2+ and oxygen vacancies are believed to play a key role as 
active sites. The population of oxygen vacancies and their mobility through the lattice 
are also important features which directly rate to the catalytic function of LaCo03. 
Indeed, increased oxygen mobility within the perovskite lattice is also attributed to 
increased activity towards CO oxidation [38].
First, the required number of La3+ ions are replaced in a random fashion by the 
Sr2+ ions, and then half this number of oxygen ions are removed. The simulations 
were performed at several temperatures ranging from 800 to 2000 K for a total period 
of 90 ps including 3 ps equilibration. Simulations of this type are computationally 
demanding and it is important to note that previous simulations have only been run 
for much shorter time periods.
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6.4.1 Structural Information
The pair radial distribution functions (RDF) for all ions in Lao.792Sro.208CoO2.896 at 
1953 K are illustrated in Figures 6.4 and 6.5.
The cation-cation pair functions are well defined, sharp peaks corresponding to 
successive nearest-neighbour separations. This suggests that the cation sublattices 
are not involved in the diffusion process, a point which will be returned to later. In 
contrast, the oxygen-oxygen pair function shows weak, diffuse structure for separa­
tions greater than nearest-neighbour; this indicates some loss of long-range order on 
the mobile oxygen sublattice. This is further exemplified in Figure 6.6 which compares 
the calculated 0 - 0  RDF for undoped LaCo03 with that from Lao.792Sro.208CoO2.896 
at 1273 K. For doped LaCoOs, the first peak has decreased in height compared to the 
undoped system, while the general profile broadens in the doped system indicating a 
greater degree of disorder associated with oxygen diffusion. In addition, Figure 6.7 
reveals that as the temperature increases from 781 to 1953 K in the doped system, 
a similar shift in the profile occurs indicating a greater degree of disorder at higher 
temperatures. It is interesting to note that these 0 - 0  pair functions show diffuse be­
haviour that is more typical of the RDFs of the mobile ions in superionic conductors. 
This suggests that, when not directly engaged in the diffusion process, the oxygen 
ion exhibits significant deviation from the regular site.
6.4.2 Ion Diffusion in Doped LaCoOs
MD simulation techniques allow valuable atomic transport properties to be extracted 
from the simulations using the time-dependant mean square displacements (MSD). 
The MSDs of all ions at 1953 K in Lao.792Sro.208CoO2.896 are presented in Figure 6.8.
Figure 6.8 clearly shows that the cation MSDs rapidly tend to a constant value 
following equilibration confirming that there is no cation diffusion in these systems. 
However, the oxygen functions increase sharply with time indicating significant ion 
diffusion; this type of behaviour is found in simulations of other solid electrolytes such 
as Y /Zr02 [185]. It is noted that the basic features of the plots are very similar for
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all temperatures considered between 800 and 2000 K.
Focusing on the anion sub-lattice in Lao.792Sro.208CoO2.896 at temperatures ranging 
from 800 to 2000 K, the MSDs for oxygen ions are presented in Figure 6.9.
2.8960.792 0.208
1953 K -
o  0.8CO 
^  0.6 1436 K _ 
1140 Kj0.4
0.2 781 K
0.0
8040 60200
Time (ps)
Figure 6.9: MSDs of oxygen ions in Lao.7 9 2 Sro.2 0 8 CoO2 .8 9 6  at various temperatures 
(cations have been omitted for clarity).
The approximately linear gradients in Figure 6.9 demonstrate that the functions 
are constant with time for the doped LaCoOg system with varying temperature. This 
figure also shows that acceptor doping is crucial to enhancing oxygen vacancy mobility 
when compared with Figure 6.3 which indicates that no detectable oxygen diffusion 
is exhibited in the pure stoichiometric material. The rapid increase in the MSD data 
in these doped systems indicates rapid oxygen diffusion through the lattice.
From the gradient of the plots of MSD vs. time, the oxygen diffusion coefficient 
(Dv) can be obtained according to the Einstein relation (Equation 2.37). The cal­
culated oxygen diffusion coefficients for Lao.792Sro.208CoO2.896 are given in Table 6.2. 
It should be noted that this study has covered a wider temperature range (800 to 
2000 K) than previous experimental diffusion studies.
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Table 6.2: Calculated rates of diffusion in Lao.7 9 2 Sro.2 0 8 CoO2 .8 9 6
Temperature
(K)
Dv
(cm2/s)
781 5.57 x 10-9
1140 4.82 x 10-*
1436 1.12 x 10"7
1626 1.23 x 10"7
1953 3.82 x IQ"7
The first point to note about the diffusion coefficients presented in Table 6.2 is that 
as expected there is a temperature dependence, i.e. oxygen ion diffusion increases 
with increasing temperature. The calculated oxygen diffusion coefficients are then 
compared with those calculated and measured for the Lao.792Sro.208CoO2.896 system 
and summarised in Figure 6.10. The other simulation study adopted the rigid-ion 
approach [57], and the experimental techniques employed ex situ measurements, in 
which the sample is annealed in an isotope enriched atmosphere and the diffusion 
profile within the solid determined subsequently by Secondary Ion Mass Spectrome­
try (SIMS) [160,186]. Figure 6.10 shows that within the narrow temperature range 
of the data measured by Carter et al. [160], there is good accord with calculated dif­
fusion coefficients. However, although the highest temperature result from the study 
of De Souza et al. [186] is in agreement, on decreasing temperature deviation between 
the sets of results is greater. It is of interest to note the shell-model method employed 
by this study on the anions has improved the accuracy of the calculated diffusion co­
efficients in comparison to the simulation study of Cherry et al. [57]. Other differences 
between these simulations include the extended timescale, reduced time step of this 
work and more recent version of the DL_P0LY code. However, the gradient of the 
Arrhenius plots for the two simulation studies are similar.
The activation energy for oxygen migration can be evaluated from the calculated
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diffusion data using the standard Arrhenius relation:
Dv =  Ae(=^ t ) (6.2)
where A  is the Arrhenius constant, E&ct the activation energy (eV), k the Boltzmann 
constant (eV/K) and T  the temperature (K). The activation energy for oxygen mi­
gration is calculated from the gradient of the Arrhenius plot, and from this work 
was calculated to be 0.49 eV. This is a similar value to the other simulation result of 
0.59 eV and compares well with the observed value of 0.62 eV from Carter et al. [160], 
and 0.78 eV from Ishigaki et al. [159].
The oxygen vacancy diffusion coefficient enthalpy ATfD* is the sum of the vacancy 
migration enthalpy (Ai7m) and the enthalpy associated with the generation of oxygen 
vacancies A7fg. As discussed by De Souza et al [186], some scattering of experimental 
data is expected since A H g decreases with increasing p02, and the various investiga­
tors have conducted 180 / 160  exchange experiments at a variety of slightly different 
oxygen partial pressures (po2 ~  1 atm). It is also noted that De Souza et a l [186] pos­
tulate that the results quoted by Carter et al [160] to be anomalous as it is believed 
that insufficient lateral resolution in the SIMS linescan measurements prevented the 
determination of the true 180  diffusion profiles [187].
Another reason for the differences could be the incorporation of a binding energy 
term which arises from the ‘trapping’ of oxygen vacancies by the Sr2+ dopant to form 
defect clusters. Such a binding energy has been calculated in Section 5.5 to be -
0.19 eV per dopant. This energy term is in agreement with that of -0.2 eV calculated 
by Cherry et al [57]. The negative value indicates that the pair cluster will be 
bound. Therefore with increasing dopant concentrations there may be a tendency 
towards clustering which would hinder oxygen mobility in this system.
The measure of agreement between the calculated and the majority of the exper­
imental activation energies is encouraging and provides support that the MD simula­
tion is indeed a realistic representation of the microscopic process of diffusion. The 
scatter and slight curvature in the data points is largely due to the improved statistics 
of the simulations for the much higher diffusion coefficients at elevated temperatures.
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In this context, the least squares evaluated gradient for the data was weighted statis­
tically in favour of the higher values.
6.4.3 Effect of Charge Compensation M echanism
Such rapid oxygen transport in these perovskite-type oxides is a vital characteristic for 
their application in solid oxide fuel cells, gas separation as well as oxidation catalysis. 
However, it is recognised that L aB 0 3 materials exhibit complex behaviour when 
acceptor doped due to the ability of the B  cation to change formal valence which 
may lead to compensation by a mixture of oxygen vacancies and holes as discussed in 
Section 5.5. Although oxygen vacancies are calculated to be the most favourable mode 
of compensation, a model was constructed to simulate a solid solution with a mixture 
of Co(IV) holes. The MD simulation cell for 100% oxygen vacancies was adjusted 
so that for the same level of Sr doping (x=0.2), 50% of the charge was compensated 
for by oxygen vacancies, and the remainder by Co(IV) holes. In practical terms, 25 
of the 125 La3+ were replaced by 25 Sr2+ 6 O2- (core and shell) were removed and 
13 of the 125 Co3+ were converted to Co(IV) holes. All substitutions were entirely 
random. This simulation cell was then used and MD runs over the same temperature 
range were conducted.
RDF plots are similar to those shown previously (Figures 6.4 and 6.5). The MSDs 
of all ions at 1651 K in La0.8Sr0.2Co^geCooV1 0 4 O2 .9 5 2  are presented in Figure 6.11 
which clearly shows that the cation MSDs rapidly tend to a constant value following 
equilibration confirming that there is no cation diffusion in this system. The oxygen 
functions increase sharply with time indicating significant ion diffusion. Focusing on 
the anion sub-lattice in F a ^ S r^ D o ^ ^ D o ^ ^ C ^ .^  at temperatures ranging from 
800 to 2000 K; the MSDs for oxygen ions are presented in Figure 6.12.
Diffusion coefficients calculated from Figure 6.12 are listed in Table 6.3. These are 
also displayed in Figure 6.13 as an Arrhenius plot for the two doped solid solutions. 
As mentioned before, scatter at the lower temperature end is due to uncertainties 
in statistics. However, in general at elevated temperatures, diffusion coefficients are 
lower than the system with only oxygen vacancy compensation. Owing to the large
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Table 6.3: Calculated rates of diffusion in Lao.8Sro.2Co™g6Coo^ 04 02.952
Temperature
(K)
Dv
(cm2/s)
793 2.47 x 10-9
912 3.63 x 10-8
962 1.46 x 10-8
1093 3.53 x 10-8
1501 7.83 x 10-8
1651 1.84 x IQ-?
1712 1.76 x 10-7
2110 1.10 x IQ"7
degree of scatter on the results, there is uncertainty in the precise activation energy. 
There is a correlation between the population of mobile oxygen vacancies and the 
diffusion coefficient. In this system for the same dopant (Sr) concentration there are 
subsequently less oxygen vacancies due to the formation of a population of Co(IV) 
holes. These are the first shell-model MD simulations of a mixed doped system and 
warrants further investigation.
6.5 M igration Mechanism
In order to gain further insight into the mechanism of oxygen ion migration, ion 
trajectories can be extracted from MD simulations. This can assist the development 
of a detailed picture of ion motion at the atomic level. Indeed, a significant thrust 
of basic transport studies has been the determination of the mechanisms controlling 
bulk transport phenomena.
During the progress of a MD simulation a vast amount of information is generated. 
Hence only one of the many simulation runs performed will be examined in detail, 
namely Lao.792Sro.208CoO2.896 at 1953 K. An examination of individual configurations
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from this simulation allows the picture of ion motion to develop.
Analysis of the trajectory information using computer graphics animation1 con­
firmed that there are small distortions in the oxygen octahedra. The distortions are 
more apparent near an oxygen vacancy, with neighbouring oxygen ions drawn towards 
the vacancy. During the course of the animation the existence of extensive motion in 
the oxygen sublattice is clear, which is consistent with the MSD and RDF data. In 
contrast, the cation motions are restricted to a small volume about their lattice sites, 
which is indicative of an ordered crystal structure as shown by the RDF data.
A useful way of visualising the motions of selected ions in the simulation supercell 
is by plotting the ion displacements in two-dimensions as ‘trajectory’ plots. These
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Figure 6.14: Trajectory plot of a {100} plane.
plots represent a part of a layer orientated with respect to the quoted Miller index. 
Figures 6.14 and 6.15 show the positions of ions for each time step over the complete 
90 ps of the simulation. Figure 6.14 depicts a trajectory plot for the A-site cations 
(La and Sr) in a {100} orientated plane. It is evident from the dense distribution of
1 INSIGHT II, Biosym Technologies, San Diego.
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Figure 6.15: Trajectory plot of a {001} plane viewed parallel to the Y axis.
points that there is relatively little displacement of these dopant and lattice cations 
from their lattice sites. This verifies the retention of an ordered cation sublattice as 
shown by the RDF results, with no evidence of cation diffusion.
In contrast, the oxygen trajectory plots (Figure 6.15) are more diffuse indicating 
considerable displacement of the oxygen ions from their perfect lattice sites. It is 
clear that during the simulation an oxygen ion hops into the adjacent site along 
the octahedron edge. Furthermore, no evidence of correlated motion for oxygen ion 
migration is found, rather the results point to a conventional hopping mechanism of 
vacancies.
At the beginning of the simulation shown in Figure 6.15, a vacancy was created at 
position (37=15.5, %/=9.5). The oxygen ion from the lattice site at (37=13.5, ?/=11.5) 
‘hopped’ to occupy this vacant site. Plots of the x,y,z  coordinates of this migrating 
anion are shown in Figure 6.16. It is evident from Figure 6.16 that the hop occurred 
after 6 ps, and from the clear change of x  and z coordinates, with little disturbance 
in the y plane, this migration was confined to the x -z  plane. Moreover, an im portant
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Figure 6.16: Coordinates of a migrating oxygen ion in the {001} plane.
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feature of these coordinate plots is that the change in position of the anion occurred 
rapidly within one timestep, there was no gradual migration path. This observation 
further supports a hopping model for ion diffusion. In this example, another anion 
from (a;=15.5, y=13.5) hopped in a similar manner to occupy the original lattice site 
of the aforementioned anion. This demonstrates how anions can propagate through 
the lattice via neighbouring vacant sites, providing mechanistic information that is 
difficult to extract from experiment.
6.6 Summary
In this Chapter, shell-model Molecular Dynamics (MD) techniques have been used 
to investigate the structural and transport properties of oxygen diffusion in doped 
LaCoOg. The discussion has drawn attention to the following points:
1. In undoped LaCoOg the radial distribution functions are characteristic of a 
normal ordered solid. However, the RDF plots for the Sr doped material indicate 
considerable disorder on the oxygen sublattice which is typical of fast oxygen ion 
conductors and other catalytic systems. Indeed, the degree of disorder increases 
at higher temperatures associated with enhanced oxygen diffusion.
2. No sign of oxygen ion diffusion in the undoped material is found, confirming 
the need for acceptor doping to promote ionic conductivity. Oxygen diffusion 
coefficients have been calculated for Sr doped LaCoOg over a wider range of 
temperatures and systems than the available experimental data and indicate 
rapid oxygen transport. Although a degree of scatter is found, these results 
agree with experimentally determined coefficients. The shell-model MD tech­
nique has improved the accuracy of previous rigid ion methods for calculating 
the diffusion coefficients. Reducing the population of oxygen vacancies resulted 
in reduced oxygen ion diffusion and lower oxygen diffusion coefficients.
3. Analysis of the ion trajectory data indicates that oxygen ion migration occurs 
between neighbouring oxygen sites along the edge of CoOe octahedra. There
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is no evidence of correlated motion for oxygen ion migration; rather the results 
point to a conventional hopping mechanism of vacancies.
Chapter 7
Conclusions and Future Work
“Consummatum est. ” -  It is finished.
St. John [19:30]
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7.1 General Remarks
In broad terms, the research presented in this thesis has demonstrated how advanced 
computer simulation techniques can be used to investigate the structural, defect and 
transport properties of La2Ni0 4  and LaCo03 perovskite-based catalysts. As detailed 
in the Introduction (Chapter 1), these oxide catalysts find application within the en­
vironmental catalytic field, more specifically in the decomposition of hypochlorite and 
hydrogen peroxide respectively. It is appropriate to conclude this thesis by reviewing 
the main results obtained and briefly discuss how any future studies could extend the 
present work.
7.2 La2N i04 Catalyst
Chapter 3 began with the simulation of oxygen ion incorporation into the La2Ni0 4  
lattice as an interstitial species. Not only was this process found to be exothermic, in 
agreement with thermochemical measurements, but the position of interstitial oxygen 
ions was predicted to be most favourable between adjacent LaO layers, in accord with 
neutron diffraction data from air oxidised La2Ni0 4 +g. Simulations predicted tha t the 
formation of intrinsic atomic defects is not highly favourable, although the energeti­
cally preferred mode would be of the La20 3 Schottky type. Progressing from the pure 
system, the energetics of solution of some alkaline earth cations in La2Ni0 4  were then 
studied. The incorporation of these dopants leads to Ni3+ hole formation. The most 
favourable dopant (on energetic grounds) is Sr, which accords with experiment as Sr 
is a commonly used dopant for these systems. The prediction concerning Ni3+ hole 
formation is also consistent with models in which Ni3+ species are correlated to the 
observed catalytic activity for hypochlorite decomposition.
The range of dopants was then extended to include the partial replacement of the 
Ni sites by other isovalent transition metal ions. On Sr doping of these systems it 
is evident that both Mn and Fe enhance Ni3+ hole formation which would promote 
overall reactivity of the catalyst material. Indeed, these results accord well with
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observation in which Fe incorporation improves the catalytic performance whereas 
Cu doping depresses the activity. It is also found that the Ni3+ hole is stabilised 
by the presence of Fe at the nearest-neighbour position, through strong Fe-O-Ni 
interactions.
Additional simulation techniques were subsequently introduced in Chapter 4 to 
cover the modelling of the La2Ni0 4  surfaces. The relaxed surface energies of the 
low index surfaces were calculated. All the surfaces show extensive relaxation which 
highlights the importance of modelling this relaxation at surfaces, confirming that 
deductions of catalytic activity based on ideal surfaces may be flawed. These relaxed 
surface energies were subsequently used to predict the equilibrium morphology of 
the single La2Ni0 4  crystal. These simulations predict that the {111} surface would 
dominate the low-temperature crystal morphology. These studies were then taken 
further by examining the effect on morphology of isovalent doping of the Ni site by Fe 
and Cu. Interestingly in relation to catalytic activity from a morphological viewpoint, 
the main difference between the dopants is that Cu increases the {001} surface area 
to a greater extent than Fe. However, Fe creates the {011} face which is not present 
in the undoped crystal and may be important to the mechanism of catalysis. The 
defect chemistry calculated for the bulk crystal was also simulated at the surfaces. It 
is found that the Ni3+ mechanism remains the most favourable and is lower in energy 
than in the bulk, which is consistent with experimental segregation studies.
Future work on the La2Ni04  system could certainly include a more detailed study 
of a wider range of dopants and their specific effects on the surfaces. It would also be 
of interest to simulate interactions between the surface and reactant molecules (e.g. 
OC1- , H20 2). It is envisaged that this would provide valuable insight into the role of 
Ni holes and the catalytic reaction. Molecular dynamics could also be employed to 
study the possible migration of the interstitial oxygen species.
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7.3 LaCoOs Catalyst
Chapter 5 illustrated how atomistic simulation techniques can contribute to the un­
derstanding of key aspects of LaCoOs that are relevant to its behaviour towards the 
breakdown of H2O2. The investigation commenced by exploring dopant substitution 
(alkaline earth metals), and found that favourable dopants were Sr and Ca on the 
La site and Fe on the Co site. Moreover, unlike the mechanism within La2Ni0 4 , 
the charge was compensated by the creation of oxygen vacancies. These oxygen ion 
vacancies within the LaCoOs lattice are believed to be key sites with regard to cat­
alytic activity in the decomposition of H2O2. The defect chemistry of LaCoOs was 
examined at the surfaces in addition to the bulk phase. Indeed, these surface simu­
lations are amongst the first to be performed on the cubic perovskite structure. The 
relaxed surface energies showed the {110} to be the most stable surface which also 
dominated the equilibrium morphology of the single LaCoOs crystal. The calculated 
defect energies at the surfaces were generally lower than in the bulk crystal which 
may affect the segregation of the dopants and oxygen vacancies to those surfaces, 
enhancing their catalytic activity.
Since the creation of oxygen vacancies was found to be a favourable process, the 
simulations were subsequently extended in Chapter 6 to include Molecular Dynam­
ics in order to study the diffusion of oxygen through the LaCoOs lattice. In the 
undoped LaCoOs system the radial distribution plots were characteristic of a nor­
mal ordered solid. However, for the Sr doped material they indicated considerable 
disorder on the oxygen sublattice which is typical of fast oxygen ion conductors and 
other catalytic systems. The degree of disorder also increased at higher temperatures, 
which is associated with enhanced oxygen diffusion. The oxygen diffusion coefficients 
were calculated for Sr doped LaCoOs over a wide range of temperatures, and indi­
cated rapid oxygen transport. Although a degree of scatter was observed, the results 
agreed with experimentally determined coefficients. It was also noted that using shell 
model MD improved the accuracy of previous rigid ion methods for calculating these 
diffusion coefficients. Further MD simulations on systems with reduced oxygen va-
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cancy populations resulted in reduced oxygen ion diffusion and lower oxygen diffusion 
coefficients. Finally analysis of the ion trajectory data indicated that the oxygen ion 
migration occurs between neighbouring oxygen sites of CoOg octahedra, and occurs 
via a conventional hopping mechanism.
Further work on the LaCoOs system could possibly focus on additional detailed 
surface simulations, examining the role of the oxygen vacancy at the surface. A wider 
range of solid solutions would also yield additional information with regard to the 
catalytic performance. With regard to MD studies, future studies could consider 
extending the range of systems with mixed Co hole and oxygen vacancy populations, 
and comparison with additional experimental results.
A ppendix A
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Table A .l: Refined structural parameters for stoichiometric ba^DhC^ [131].
Temperature 1.5 K 
Space Group P ^/n c im
Atom Site X y z s ( A2)
La
Ni
0 1
o r
0 2
8i
4d
4e
4a
8i
-0.0072(3)
0
i
4
1
4
0.0314(3)
-0.0072(3)
0
i
4
3
4
0.0314(3)
0.3639(1)
0
-0.0155(4)
0
0.1771(2)
0.26(3)
0.30(3)
0.07(8)
0.43(9)
0.44(4)
a(k) 5.4995(1)
c(Â ) 12.5052(2)
Distances ( Â )  and angles (deg)
N i-01 [ X 2 ] 1.9540(5)
N i-o r [ X 2 ] 1.9444(0)
N i-02 [ X 2 ] 2 .2281(3)
Ni-Ol-Ni 168.6(2)
N i-01 '-Ni 180.0
A ppendix B
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Table B .l: Interatomic Potentials for ba^ iC ^
(a) Perfect lattice
Interaction Short-range parameters 
A(eV) p(À ) c ( e V /Â ^
Shell model* 
y ( | e | )  fc(eV/Â2)
La3+ • • • 0 2-W 1545.21 0.3590 0.0 -0.250 145.0
Ni2+ . . . 0 2- <b) 641.20 0.3372 0.0 2.000 99999.0
O to 1 6 to 1 s 22764.30 0.1490 43.0 -2.389 42.0
Cherry,M. et al, [132] ^Lewis,G.V. et al, [75] ^Islam,M.S. et al, [134]
(b) Dopants
Interaction Short-range parameters 
A(eV) p(Â) c ( e V /À ^
Shell model 
Y(\ e |) fc(eV/Â2)
Mg2+ • • ■o2- w 1428.5 0.2945 0.0 1.585 361.6
Ca2+ • ■ o 2-'1’ 1090.4 0.3437 0.0 3.135 110.2
Sr2+ • • . o 2-'*’ 959.1 0.3721 0.0 3.251 71.7
Ba2+ • • o 2- <*) 905.7 0.3976 0.0 9.203 459.2
Mn2+ • . o 2- (,) 1007.4 0.3262 0.0 3.420 95.0
Fe2+ • •• O2- 00 1207.6 0.3084 0.0 2.997 62.9
Co2+ • • 0 2- (,) 1491.7 0.2951 0.0 3.503 110.5
Cu24" • • •0 2- (b) 3799.3 0.24273 0.0 2.000 999999.0
^Lewis,G.V. et al, [75] ^Baetzold,R.C. et ai, [133]
* Y  and k are the shell charge and spring constant respectively.
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Table B.2: Atomic and Lattice Energies
Parameter Energy (eV)
I3 (3rd Ionisation Energy of Ni ) Ni2+ — Ni3+ 35.18
Ei 1st Electron affinity of 0 , 0  -4 -  0~ -1.47
E2 2nd Electron affinity of 0 , 0 “ - 4  O2- 8.75
De Dissociation Energy of O2 molecule 5.16
UL (La2Ni0 4 ) -167.44
UL (LaCoOs) -143.08
U l (La20 3 ) -127.29
UL (FeO) -40.12
UL (CoO) -40.83
%  (NiO) -41.58
UL (MnO) -38.73
UL (CuO) -43.79
UL (MgO) -41.29
UL (CaO) -35.95
UL (SrO) -33.42
UL (BaO) -33.74
A ppendix C
Calculation M ethods for the  
Energetics of Hole Formation
The mechanism employed to simulate the formation of a positive hole (e.g. Ni(III)) 
is a combined process. The defect energies of both the removal of a Ni(II) ion from 
a lattice site to infinity and the subsequent introduction of a Ni (III) species into the 
vacant lattice site from infinity are calculated using CASCADE or GULP. However the 
routines encoded within these ‘programs’ do not take account of the ionisation en­
ergies involved in the hole formation process. Hence the total hole formation energy 
is derived from the summation of the calculated defect energy and the relevant ioni­
sation energy. One assumption made with this method is that the ionisation energy
occurring within the crystal lattice is equal to the gas phase reaction (i.e. the con­
ditions pertaining to the reference values that are used for this type of calculation). 
However any discrepancies are consistant and do not affect the overall energy trends 
which ultimately are used to assess the favourability of a process occurring. The 
calculation below is also shown graphically in Figure 3.4.
CASCADE hole formation energy =  —34.88 eV 
3rd Ionisation Energy of Ni =  35.18 eV 
Total Hole formation energy =  —34.88 +  35.18
=  0.30 eV
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However, the ‘mean-field’ approach used within GULP necessitates an extra calcula­
tion. Since the ‘mean-field’ approach creates a pseudo-ion species (e.g. an ion with 
1 — x  Co(III) and x  Fe(III) character).In order for the Co(IV) hole calculations to be 
valid a Co(III) ion must first be placed back onto on the pseudo-ion (Co(III)/Fe(III)) 
lattice site for a ‘baseline’ energy, before substituting with a Co(IV) ion. This single 
point energy is subsequently subtracted from the Co(IV) energy as shown below and 
graphically in Fig. C.l.
E3 =  E2 -  Ei (C.l)
LaCoOs LaCoi_xFex0 3
Figure C .l: Diagram of substitutional point defect energies in La(Co/M ) 0 3  
M=Fe.
A ppendix D
Surface Energies for the (100) 
Surface of I^ N iO ^
166
C h a p t e r  D. Surface Energies for the (100) Surface of La^NiO4, 167
Table D .l: Miller Index =  (100)
Shift -0.01695 Area (Â2) 68.9582
Region EiBuik (eV) ^Surf (eV) Surface Energy (J m 2)
Size Unrelaxed Relaxed Unrelaxed Relaxed Unrelaxed Relaxed
1 -1 395.97 -1 395.97 -669.95 -688.23 6.51 2.27
2 -2 735.95 -2 735.95 -1 339.90 -1 358.73 6.52 2.15
3 -4 075.85 -4 075.85 -2 009.85 -2 028.90 6.52 2.10
4 -5 415.75 -5 415.75 -2 679.80 -2 699.28 6.52 2.00
5 -6 755.65 -6 755.65 -3 349.74 -3 369.75 6.53 1.88
Shift 0.24831 Area (A2) 68.9582
Region Esuik (eV) Esw/ (eV) Surface Energy (J m 2)
Size Unrelaxed Relaxed Unrelaxed Relaxed Unrelaxed Relaxed
1 -1 366.30 -1 366.30 -669.95 -677.85 3.07 1.23
2 -2 706.20 -2 706.20 -1 339.90 -1 348.00 3.07 1.18
3 -4 046.10 -4 046.10 -2 009.85 -2 018.34 3.07 1.09
4 -5 385.99 -5 385.99 -2 679.80 -2 688.39 3.07 1.07
5 -6 725.89 -6 725.89 -3 349.74 -3 358.36 3.07 1.07
Shift 0.49831 Area (A2^ 68.9582
Region ^Bulk (eV) ^Surf (eV) Surface Energy (J m 2)
Size Unrelaxed Relaxed Unrelaxed Relaxed Unrelaxed Relaxed
1 -1 395.97 -1 395.97 -669.95 -688.23 6.51 2.27
2 -2 735.95 -2 735.95 -1 339.90 -1 358.73 6.52 2.15
3 -4 075.85 -4 075.85 -2 009.85 -2 028.90 6.52 2.10
4 -5 415.75 -5 415.75 -2 679.80 -2 699.28 6.52 2.00
5 -6 755.65 -6 755.65 -3 349.74 -3 369.75 6.53 1.88
Shift 0.74831 Area ^Â2^ 68.9582
Region Eisuik (eV) Esur/ (eV) Surface Energy (J m 2)
Size Unrelaxed Relaxed Unrelaxed Relaxed Unrelaxed Relaxed
1 -1 366.30 -1 366.30 -669.95 -677.87 3.07 1.23
2 -2 706.20 -2 706.20 -1 339.90 -1 348.47 3.07 1.08
3 -4 046.10 -4 046.10 -2 009.85 -2 018.73 3.07 1.00
4 -5 385.99 -5 385.99 -2 679.80 -2 688.76 3.07 0.98
5 -6 725.89 -6 725.89 -3 349.74 -3 358.73 3.07 0.98
A ppendix E
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Table E .l: Defect Energies at Da^ DHC^  Surfaces.
Defect Type 100 111 110 001 Oil
Point Defects
SrL
Ni3+
o -
18.57 
-30.47
19.51
28.57
19.49
-31.78
16.42
23.35
20.99
-33.79
14.42
18.89
18.24
-30.14
19.07
27.61
18.41
-30.55
17.31
24.77
Defect Clusters 
S^La +
S rLa +  h ô - ]
2.SrL, +  V%]
-12.99
36.31
61.60
-13.18
35.01
59.84
-13.41
34.68
59.35
-13.73
36.28
60.87
-13.62
34.51
59.12
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Table E.2: Defect Energies at LaCoOs Surfaces.
Defect Type 100 110 111
Point Defects
SrLa 
Co (IV)
0(1)
Vo
25.97
-47.80
11.87
14.02
15.37
-37.72
22.78
34.60
17.07
-41.62
17.68
23.66
Defect Clusters 
SrLa +  h c o (IV )  
SrLa +  hô(i)
[2-SrL +  V^"]
-22.88
38.09
63.45
-23.21
36.97
62.71
-23.44
37.57
63.50
A ppendix F
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Experimental determination of the ionic conductivity of these oxide materials 
is non trivial due to the electronic conductivity being many orders of magnitude 
greater than the ionic component. However, it may be measured directly by electron- 
blocking electrode techniques [188], or indirectly from diffusion measurements [186]. 
The former method is not best suited to the measurement of very low ionic conductiv­
ities [188], and is one of the causes of the ‘scattering’ of data obtained via this method. 
There are many ways in which oxygen diffusion experiments can be conducted [186] 
which leads to an array of different diffusion coefficients. The most common of these 
are the chemical diffusion coefficient, D, and the tracer diffusion coefficient, D*. When 
comparing results from different sources, it is important to ensure that like units are 
being used. The determination of the tracer diffusion coefficient, D*, is accomplished 
by following the movement of chemically identical tracer atoms, which, in the case 
of oxygen diffusion, entails the use of one of the two stable oxygen isotopes, 170  or 
180 . The measured oxygen tracer diffusion coefficient, D*, is related to the vacancy 
diffusion coefficient, Dv, via
D* =  (F .l)
where nv is the site fraction of oxygen vacancies, and /*, the tracer correlation factor. 
/* is assumed to be independant of nv and quoted in experimental literature as being 
equal to 0.69 [159] for the anion sublattice of perovskite-type structures. On com­
parison with experimental data, measured diffusion coefficients, D*, were converted 
using Equation F .l to vacancy diffusion coefficients, Dv, in order to directly compare 
with calculated values.
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