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ABSTRACT
The next generation of observatories will facilitate the discovery of new types of astrophysical tran-
sients. The detection of such phenomena, whose characteristics are presently poorly constrained, will
hinge on the ability to perform blind searches. We present a new algorithm for this purpose, based
on deep learning. We incorporate two approaches, utilising anomaly detection and classification tech-
niques. The first is model-independent, avoiding the use of background modelling and instrument
simulations. The second method enables targeted searches, relying on generic spectral and temporal
patterns as input. We compare our methodology with the existing approach to serendipitous detection
of gamma-ray transients. The algorithm is shown to be more robust, especially for non-trivial spectral
features. We use our framework to derive the detection prospects of low-luminosity gamma-ray bursts
with the upcoming Cherenkov Telescope Array. Our method is an unbiased, completely data-driven
approach for multiwavelength and multi-messenger transient detection.
Keywords: Very-high-energy transients; low-luminosity gamma-ray bursts; recurrent neural networks.
1. INTRODUCTION
Transient astrophysical phenomena at high energies
present us with the opportunity to explore a broad range
of fundamental physics. Recent years have seen a revolu-
tion of the field, with the first joint detections of gamma
rays (γ-rays) and gravitational waves (GWs) (Abbott
et al. 2017); evidence for γ-ray association with neu-
trinos (Aartsen et al. 2018); and the first detection of
a γ-ray burst (GRB) at sub-TeV energies (Mirzoyan
2019). This has led to a wealth of scientific output,
touching e.g., on the formation of heavy elements; the
physics of GRBs; and the properties of accelerators of
cosmic rays (Abbott et al. 2017; Rosswog et al. 2018;
Rodrigues et al. 2018).
One of the interesting source populations that might
be fully unveiled in the near future is that of low-
luminosity γ-ray bursts (LL-GRBs) (Liang et al. 2007;
Virgili et al. 2009). LL-GRBs are a sub-class of the
population of long GRBs, which has been connected to
mildly relativistic supernovae (Cano et al. 2017). Com-
pared to most bursts, LL-GRBs are distinguished by
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low isotropic equivalent luminosities, generally consid-
ered for 1046 < Lγ,iso < 10
49 erg sec−1. Only a small
number of LL-GRBs have been observed to date. How-
ever, there are indications that their observable rate in
the local Universe (redshift, z < 0.1) is high, of the order
of 150 Gpc−3 yr−1 (Sun et al. 2015).
The exact nature of the prospective very-high-energy
(VHE) emission from LL-GRBs is uncertain. However,
the motivation to search for such events is high. For
one, LL-GRBs may be detectable as sources of gravi-
tational waves (Howell et al. 2011). Additionally, com-
pared to their higher-luminosity counterparts, LL-GRBs
are favoured as the sources of ultra high energy cosmic
rays. Primarily, this is because LL-GRBs present an op-
timal balance between processes of particle acceleration
and of energy loss (Murase et al. 2008; Zhang et al. 2018;
Boncioli et al. 2018). They therefore provide an effi-
cient environment for cosmic ray generation and escape.
Correspondingly, LL-GRBs represent a unique multi-
messenger window into the extreme energy regimes of
γ-rays, cosmic rays, neutrinos, and GWs.
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Existing ground- and space-based observatories1 are
capable of detecting γ-rays within the regime relevant
for LL-GRBs. However, their current detection is very
challenging. For instance, Fermi -GBM is not optimised
for the detection of LL-GRBs, due to their low peak syn-
chrotron energies (Sun et al. 2015); for Fermi -LAT, de-
tection is unlikely given the poor sensitivity to transients
on short time scales (Abdollahi et al. 2017). Conversely,
imaging atmospheric Cherenkov telescopes (IACTs) can
perform well on short intervals. However, the sensitiv-
ity of the current generation of instruments to transient
phenomena below 100 GeV is very limited.
The upcoming Cherenkov Telescope Array (CTA)2
will significantly improve upon the current facilities.
Specifically, CTA will provide a large field-of-view (FoV)
and improved energy resolution. It will also allow obser-
vation of γ-rays down to ∼20 GeV, which will be critical
for LL-GRBs. The rate of observable LL-GRBs under
the duty-cycle of CTA is estimated as up to 1 detec-
tion per-month (based on their relative number den-
sity with regards to high-luminosity GRBs (Inoue et al.
2013)). As such, they are appealing targets for real-time
searches.
LL-GRBs and other putative transient populations
are not well constrained by current observations. In or-
der to maximise the potential of online searches, the cor-
responding algorithms will need to make as few model
assumptions as possible. Accordingly, data-driven anal-
ysis methods have the potential to significantly enhance
the existing infrastructure.
In the following study we present a new method,
intended for the detection of transient events. Our
algorithm is based on deep learning, using recurrent
neural networks. It employs two complementary ap-
proaches, optimised for both model-independent and
targeted searches.
Both training and evaluation of our estimator are com-
putationally inexpensive, allowing for detection of tran-
sients on second time scales with insignificant latency.
Our method can therefore be incorporated as part of
real-time analyses. As such, it will be used by CTA
to transmit transient event alerts to the astronomical
community. These alerts will facilitate effective multi-
wavelength / multi-messenger followup of the discovered
events, which will be crucial for their interpretation.
1 E.g., Fermi : https://fermi.gsfc.nasa.gov/; H.E.S.S.: https://
www.mpi-hd.mpg.de/hfm/HESS/HESS.shtml; MAGIC: https://
wwwmagic.mpp.mpg.de/; VERITAS: https://veritas.sao.arizona.
edu/.
2 CTA: https://www.cta-observatory.org/.
We use our algorithm to make the first predictions for
serendipitous VHE detection of LL-GRBs. We perform
a scan of the parameter space of events, identifying those
that would be within reach of CTA. Compared to the
existing state of the art, we achieve higher detection
rates for non-trivial source types.
While we illustrate our new approach using γ-ray
sources, it is by design generic and model independent.
The methodology is not restricted to a specific energy
regime, type of input, or time scale. In particular, it
is well suited for multiwavelength and multi-messenger
searches, where different observable are combined. It
can therefore easily be adapted for many other transient
searches.
2. EXISTING DETECTION METHODOLOGIES
2.1. Techniques for γ-ray source detection
IACTs must exclude a significant amount of back-
ground, mostly originating from cosmic rays (Berge, D.
et al. 2007; Funk 2015). Unless extremely short time
intervals are considered, this background is irreducible,
and must be corrected for on average.
Different approaches are used in order to identify ex-
cesses of reconstructed events. One common method is
to define on- and off-regions of observation within the
same FoV (Aharonian et al. 2001; Berge, D. et al. 2007).
For this kind of analysis, a source is searched for within
the on-region, while the off-region(s) are assumed to only
contain background events. Contemporaneous measure-
ments within off-regions are used to estimate the number
density of background events, which is then subtracted
from counts in the on-region.
This type of method has the advantage that the back-
ground is derived directly from the data. However, the
off-regions are by construction separated from the posi-
tion of the source. The method is therefore susceptible
to uncertainties on e.g., the homogeneity of the perfor-
mance of the camera.
Another approach is to perform a likelihood analy-
sis, which requires explicit modelling of both the source
and the background (Knodlseder et al. 2016). In a com-
mon application of this technique, the background is
estimated by a fit over the entire FoV, covering an area
where no sources are expected to exist.
Such methodology is very powerful, as it naturally al-
lows for sophisticated background modelling. However,
it has the disadvantage of strongly depending on the ac-
curacy of instrument response functions (IRFs), which
encapsulate the effective area, radial acceptance, point
spread function and energy dispersion of the instrument.
For both approaches, one must usually make addi-
tional assumptions on the spectral and temporal prop-
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erties of the source (Weiner et al. 2017). This may limit
the discovery potential for unexpected transient types.
2.2. Transient detection strategies
The nominal strategy for observing GRBs with CTA
is to follow external alerts, which would be generated
by other instruments (Acharya et al. 2017). This
is mainly driven by the low rate of occurrence of
high-luminosity GRBs (Inoue et al. 2013), which makes
their serendipitous discovery by CTA unlikely.
In the case of LL-GRBs, the potentially high rates mo-
tivate blind searches. These would be performed within
the FoV of CTA during normal operations, not as a re-
sponse to an alert. We follow this approach exclusively
in the current study. Our nominal strategy is to conduct
continuous searches. In the most simple scenario, these
would be performed in multiple independent regions of
interest (RoIs), covering the entire FoV.
Real-time discovery of transients with IACTs is chal-
lenging. Existing methods have to control a large num-
ber of effects, such as undetected sources within the
FoV; imperfect modelling of galactic foregrounds or of
the effect of stars; and uncertainties on the combination
of data from multiple observation epochs (which may
be necessary for background estimation). The latter in
particular implies that one must account for many pa-
rameters, e.g., the zenith and azimuth angles of observa-
tion; the night sky background; and changes in the den-
sity and transparency of the atmosphere (Aleksic´ et al.
2012).
It is foreseen that CTA will use dedicated IRFs for
min–hour observation periods, which would account for
changing observing conditions. Such simulations would
be generated with some delay after data taking. Cor-
respondingly, the online analysis will be based on IRFs
compatible with averaged anticipated conditions.
The focus of this paper is the development of new
detection methods. In light of the challenges discussed
above, our objective is to minimise the dependence on
modelling, as well as the influence of observational ef-
fects.
3. NEW DETECTION METHODS
This study presents two novel transients detection al-
gorithms, denoted in the following as anomaly detection,
and classification.
Anomaly detection represents a model-independent
approach, where transient events are identified based on
their divergence from the expected background. This
simple methodology is completely data-driven, and is
able to adapt to real-time evolution of the background.
Our approach has a clear advantage over traditional
methods; the background model is derived in-situ, and
from the same RoI as for the source. Anomaly detection
is therefore completely decoupled from the simulation of
the instrument. It is also insensitive to uncertainties on
modelling of the background, the atmosphere, or any of
the other artefacts mentioned above.
Our second new method employs classification. In
this case, we train an estimator to identify transient
patterns. While less model-independent than anomaly
detection, the classification approach increases the sen-
sitivity of specific searches, such as for LL-GRBs.
Compared to existing methods, classification has sev-
eral advantages. Similarly to anomaly detection, data
from different RoIs need not be mixed. In addition, the
time structure of transient events is naturally incorpo-
rated as a part of the training process, avoiding the need
for explicit modelling. Finally, simple training examples
may be used as the basis for detecting sources with more
complicated intrinsic spectra, as illustrated below.
3.1. Recurrent neural network estimator
Machine learning is widely used in astronomy (Sadeh
et al. 2016; Krause et al. 2017; Reis et al. 2018). Deep
learning, and in particular convolutional neural net-
works, have shown great promise. Successful applica-
tions include optical and γ-ray object classification, and
transient searches in e.g., images and radio signals (Kim
et al. 2018; Domı´nguez Sa´nchez et al. 2019; Sedaghat
& Mahabal 2018; Gieseke et al. 2017; Erdmann et al.
2019).
In the current study, we utilise a recurrent neural
network (RNN), made up of long short-term memory
(LSTM) units. RNNs are a type of artificial neural net-
work, which is well suited for time series analysis. They
have numerous applications, ranging from natural lan-
guage translation (Sutskever et al. 2014) to denoising of
GW signals (Shen et al. 2017).
The connections between the LSTM nodes in an RNN
form a directed graph, representing a sequence of steps
in time. Outputs from each time step are fed as input
to the next, in addition to the respective temporal data.
In principle, RNNs may be used to make predictions
for arbitrarily distant inputs. For computational rea-
sons, it is common to implement unrolled versions of
RNNs. These contain a fixed number of steps, i.e., a
fixed number of inputs and outputs. For a review of
deep learning and RNNs, see LeCun et al. (2015).
The neural network used in this study is implemented
with the open-source software, tensorflow (Abadi et al.
2015). The architecture of the RNN is illustrated in
Fig. 1.
The network accepts an input which corresponds to
25 time steps, each representing a 1 sec interval of γ-ray
4 I. Sadeh
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Figure 1. Schematic design of the RNN used in this study. The unrolled representation may be decomposed into an encoder
and a decoder. These respectively represent 20 and 5 time steps, τ , of LSTM units (rectangles). Each LSTM comprises two
layers of 128 and 64 hidden units. The input data, φ, (blue circles) make up 4 numbers for each time step (blue hexagons),
corresponding to event counts in four energy bins, . The direct output of the LSTMs, ω,τ , (red hexagons) are predictions for
event counts for each step and energy bin. The output of the RNN (diamonds) depends on the implementation. For the case
of anomaly detection, the output, ψ1−4, provides the predicted background counts for each of the energy bins, integrated over
the decoder time steps. The output of the classification method, ζ, may be calibrated into a probability density function.
data. The different steps are implemented as RNN cells.
A cell is composed of a pair of LSTM layers, respectively
comprising 128 and 64 hidden units. The hidden units
are conceptually similar to nodes in a feedforward neural
network. As such, they represent the set of parameters
which are tuned during training.
The network may be decomposed into two elements,
an encoder and a decoder. The encoder receives 20 time
steps as input. A potential transient signal event is then
searched for within the 5 time steps associated with the
decoder.
The input data corresponding to a given time step
are a list of features. These are respectively denoted by
{φenc,τ }τ∈1−20 and {φdec,τ }τ∈21−25, for the encoder and
decoder time steps. In the current study, the features
are event counts in 4 logarithmically-spaced energy bins
within 30 < Eγ < 200 GeV (starting slightly above the
lower energy threshold of CTA).
The inputs to the encoder are assumed to correspond
to background-only counts in all cases. The input to the
decoder and the output of the network depend on the
type of inference being used, as discussed below.
We did not explore the full parameter space of possible
RNN architectures. Rather, the chosen temporal and
energetic representation is motivated by the expected
properties of LL-GRBs, and is intended to illustrate
our methodology. It is possible that better performance
could be achieved with a different configuration, which
we leave for future work.
We also note that the architecture is easily generalis-
able to different time scales. It may also incorporate ad-
ditional features, such as data-quality metrics; per-event
background rejection probabilities; information related
to the weather; optical observations of the perspective
transient; and detected artefacts (e.g., meteors). Such
observables may take the form of single numbers, prob-
ability density functions, CCD images, etc.
3.2. Anomaly detection
Using anomaly detection, transient events are iden-
tified by detecting significant deviations of observed
event counts, compared to the expected background.
Poissonian statistics are assumed for both the back-
ground and the signal models.3 The corresponding
probability distributions are pbckanm and p
sig
anm, where
p
bck/sig
anm (k|λ) = e−λλk/k!, given the rate parameter, λ.
3 For brevity, we refer to the background-only hypothesis as
the background model, and to the background+signal hypothesis
as the signal model.
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The background in this case is derived in-situ. This
is done using data exclusively from within the RoI for
the source. In the most simple application, spectral
modelling of the source is not needed, and a simple
top-hat function is assumed for the temporal behaviour.
More sophisticated assumptions on the source may be
taken. For instance, one could weight the event counts
of the different time steps by an assumed temporal trend
(Weiner et al. 2017). We do not take such an approach
here, as this would potentially limit the detectability of
unexpected transient patterns.
The network is trained using background-only events
for all 25 time steps. Training events can in general
be derived from simulations, or from historical or near-
contemporaneous data. This methodology is particu-
larly powerful, as the estimator will continuously be op-
timised (retrained) using real-time data.
The network is trained by optimizing (minimising) a
loss function. The latter encodes the difference between
the output of the network and the intended outcome.
The purpose of the anomaly detection RNN is to di-
rectly predict the number of counts inside the RoI. In
the current study, we chose to integrate the output of the
decoder across the 5 time steps. The corresponding pre-
dictions for the 4 energy bins are denoted by {ψ}∈1−4.
The loss function for training is therefore defined as the
absolute difference between observed event counts and
ψ predictions.
When the trained network is used to evaluate data,
it receives a sequence of 25 input features, φ,τ . In
the case that a transient event occurs, the signal fea-
tures, φdec,τ , (time steps, τ21 − τ25) may correspond to
higher event rates. Such a pattern is never introduced
as part of the training, and may be incompatible with
the background-only model of the RNN. We therefore
replace the 5 steps, φdec,τ , with inputs from the encoder.
The predictions from the trained network are then used
to estimate the rate parameters of the Poissonian back-
ground distributions, {λbck }∈1−4.
Up to this point in the analysis, we have only utilised
data from the encoding phase of the network (τ1 − τ20).
In order to estimate the Poissonian probability function
of the signal model, we use φdec . The latter stand for
the counts of the perspective signal in each energy bin,
integrated over time steps, τ21 − τ25.
The Poissonian rate parameters of the signal are esti-
mated for the different energy bins as
λsig = max{φdec , κ}. (1)
The parameter, κ, is nominally selected as κ = λ
bck

in the current study. Setting the background rate as a
lower limit for the signal ensures that downward fluc-
tuations of φdec moderate the significance of a detec-
tion; this reduces the rate of spurious detections by a
large fraction. It is also possible to use higher values
of κ, corresponding to increasingly conservative detec-
tion thresholds. For instance, one may choose to set
κ = (λ
bck
 + nmin). On average, this would be akin to
requiring that at least nmin γ-rays above background are
detected in each energy bin.
The test statistic for detecting a transient signal
within the τ21 − τ25 time interval can finally be derived,
reading
TSanm = −2 log
(
pbckanm(φ
dec
 |λbck )
psiganm(φdec |λsig )
)
. (2)
3.3. Classification
Instead of using the RNN to predict background
counts within different temporal/energy bins, the esti-
mator may be used to directly classify transient events.
In this case, an external layer is added to the decoder,
mapping the output (of event counts) into 5 logits, de-
noted by ζτ . Each logit represents a probability density
function for an event to belong to the signal class, based
on a single decoder time step (within t21 − t25).
The network is trained using labelled examples of
background and signal events. Correspondingly, the
output logits represent the inferred probability that an
event belongs to the signal class. The loss function
which is optimised during training represents the accu-
racy of all logits. The combined accuracy is calculated
as a weighted average across the 5 time steps, where
the weights are themselves optimised during training.
Consequently, the unique time structure of signal events
drives the training.
The output of the RNN, ζ, is the inferred classification
metric for a given event (see Fig. 3(a) below). We define
the test statistic for identifying a signal event as
TSclas = −2 log
(
ζbck
ζsig
)
, (3)
following the prescription of Cranmer et al. (2015).
Strictly speaking, the combined classification metric, ζ,
is not a logit (for computational reasons it is not nor-
malised to span the interval [0, 1]). However, the dis-
tributions of ζ can be calibrated to serve as probability
density functions for each class.
In order to prevent distortions due to binning effects,
we do not use the value of ζ directly. Rather, we
first fit the distributions of ζ with kernel density esti-
mators (KDEs). A KDE is a non-parametric method
for parametrising probability density functions (Parzen
1962). It depends only on a single bandwidth parameter,
6 I. Sadeh
hKDE. The bandwidth defines a smoothing scale for the
distributions of ζ, and is optimised to the results of the
training.
4. GRB SIMULATIONS
We demonstrate the application of our algorithm,
by making predictions for serendipitous detection of
LL-GRBs with CTA, as described in the following.
4.1. Spectral models
Due to their low luminosities, LL-GRBs are expected
to be characterised by low bulk Lorentz factors (of the
order of 10), and low values of their peak spectral en-
ergy distribution (∼10− 100 keV in the observer frame)
(Ghirlanda et al. 2018). Consequently, their synchrotron
emission is not likely to be detectable at multi-GeV en-
ergies. While a higher-energy inverse-Compton com-
ponent might in fact be observable by CTA, it is also
possible that this signal is suppressed due to absorp-
tion inside the source (Rudolph et al. In prep.). De-
spite these uncertainties, it remains important to per-
form VHE searches for LL-GRBs. Any detection will
significantly advance our understanding.
In order to simulate the possible γ-ray signatures
of LL-GRBs, we use the following reference events:
GRBs 080916C, 090323, 090510, 090902B, and 110731A.
These are all bright high-luminosity GRBs, which have
been detected at high energies with Fermi -LAT (see
Ajello et al. (2013) and references therein).
The selected reference events are best fit by different
types of models e.g., a Band function (Band et al. 1993),
a power law (PL), or a PL with an exponential cutoff.
It is therefore possible that the spectral components de-
tected by Fermi -LAT are in fact a part of the afterglow,
rather than of the prompt phase of these GRBs. In the
following, we assume that this is not the case. That is,
we interpret the GeV emission as an extension of e.g.,
the Band model to high energies. In such a case, it is
possible to predict the corresponding prompt GeV com-
ponent of LL-GRBs, based on a simplistic scaling of the
flux (cf. Inoue et al. (2013)).
We begin by randomly shifting the reference GRBs
in redshift and luminosity to the expected ranges for
LL-GRBs. In order to simulate the signals at GeV en-
ergies, we nominally assume a simple spectral/temporal
PL model,
MPL(E, t) = k0
(
E
E0
)−Γ
t−τ . (4)
The prefactor and pivot energy, k0 and E0, are derived
directly from the flux of the GRB. The spectral index, Γ,
and temporal decay index, τ , are randomly selected for
each event, uniformly distributed within 1.9 < Γ < 2.7
and 0.8 < τ < 2. These properties generally correspond
to the expectations for the low-luminosity population.
We only consider those bursts which exhibit durations
of the order of tens of seconds, excluding the population
of ultra-long GRBs (Levan et al. 2013).
We also simulate bursts having an exponential cutoff.
The corresponding spectral models are parametrised as
MEC(E) = MPL · exp
(
− E
Ecut
)
, (5)
where Ecut is the cutoff energy.
The observed spectra of cosmological VHE sources are
distorted by interactions with low-energy photons from
the extragalactic background light (EBL). The bursts
considered in this study have low redshift and γ-ray en-
ergies (compared to most high-luminosity GRBs). Con-
sequently, the effect of the EBL is not expected to be
important. We compared our results using several EBL
models (Franceschini et al. 2008; Dominguez et al. 2011;
Gilmore et al. 2012). We found that the effect of using
a particular model or none at all is indeed insignificant
for our sample.
4.2. Event simulation
We generate IACT events using the open-source soft-
ware, ctools (Knodlseder et al. 2016). The latter is one
of the proposed analysis frameworks for CTA, which im-
plements the likelihood method discussed in Sect. 2.1.
The Northern array of CTA is simulated using the pub-
licly available IRFs (version prod3b-v1). In the current
study, we exclusively use IRFs optimised for 30 min ob-
servations at zenith angles of ∼20◦. We leave the com-
prehensive characterisation of LL-GRB detectability un-
der different observing conditions for future studies.
We simulate two samples, one composed entirely of
background counts, and the other including GRBs.
All bursts are modelled as PL spectra (Eq. 4), un-
less otherwise indicated (cf. Fig. 5(c)). The energy
range of γ-rays is restricted to reconstructed values,
30 < Eγ < 200 GeV, where most of the emission from
LL-GRBs is expected to be detected.
The RoI for the simulation is chosen as a circular re-
gion with a radius of 0.25◦, centred at the position of the
source. The latter is displaced by 0.5◦ from the centre
of the FoV. For each sequence, we derive φ,τ by count-
ing the number of reconstructed γ-ray-events within the
RoI for each time step and energy bin.
The counts, φ,τ , are susceptible to fluctuation due
to imperfect γ-ray reconstruction, as well as to uncer-
tainties on the IRFs. In particular, energy dispersion
below ∼50 GeV may result in migration between bins,
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and can change the energy threshold of the analysis.
We studied these effects by allowing 10% variation on
the IRFs. We found that the propagated uncertainties
do not significantly affect our results.
As part of a realistic online analysis, searches would be
performed as sliding windows in time. For the purpose
of the current study, we only conduct searches over the
5 sec intervals that coincide with the beginning of bursts
in the signal sample. This is done regardless of the value
of the randomised temporal decay parameter, τ . We
accordingly simulate a 25 sec interval for each burst.
The first 20 sec (before the GRB emission would begin)
are fed into the encoder of the RNN (φenc,τ ), and the next
5 into the decoder (φdec,τ ).
4.3. Detection significance
Performing continuous blind searches for transient
events incurs a penalty on the test statistic. To cor-
rect for the number of trials, we assume the following
connection between pre- and post-trials probabilities,
ppost = 1− (1− ppre)ntrial (Biller 1996).
The number of trials, ntrial, represents both the fre-
quency of searches and the number of RoIs within the
FoV of CTA. The former corresponds to 100 hours of ob-
servations at 1 sec search intervals in the current study.
The latter accounts for a conservative 100 simultaneous
observations every second. In total, we consider 3.6 · 107
trials.
We compare the results of our new algorithm with
the test statistic computed by ctools, TSctl, taken as
a proxy for the likelihood methodology. The TSctl met-
ric is derived exclusively from the final 5 sec interval,
during which the GRB would be active.
5. RESULTS
As the benchmark performance metric for simulated
GRBs, we define the detectability, pdet = 〈ρdet〉, for
ρdet(t) =
{
0 , t < TS5σ
1 , t ≥ TS5σ
. (6)
Here t represents the test statistic derived for a given
detection method; TS5σ is the corresponding threshold
for a 5σ detection, where e.g., for a model with a single
degree of freedom, TS5σ = 25 (Wilks 1938).
The detectability metric is averaged over samples with
different combinations of parameters (e.g., spectral in-
dices and redshifts). The absolute value of pdet de-
pends on the sample composition, which in this case
is not physically motivated by a GRB luminosity func-
tion. However, pdet may be used to identify the most
promising regions of the parameter space. It can also
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Figure 2. The detectability metric, pdet, derived with
ctools, after accounting for trials. The simulation sample
includes different combinations of redshift, z, and isotropic
equivalent luminosity, Lγ,iso, spanning the expected proper-
ties of LL-GRBs, assuming PL spectral models.
serve for objective comparison between the different de-
tection methods.
The distribution of pdet(TSctl) as a function of red-
shift, z, and isotropic equivalent luminosity, Lγ,iso, is
shown in Fig. 2. Much of the relevant parameter space
of LL-GRBs is available for CTA. Lower redshift val-
ues and higher GRB luminosities are correlated with
higher event fluxes. As expected, these also correspond
to higher probabilities for a burst to be detected.
Using the trained RNN in the classification mode, we
derive the distributions of the classification metric, ζ,
for the background and signal samples, as shown in
Fig. 3(a). The distributions are used to fit a KDE es-
timator. We chose the KDE bandwidth such that the
resulting distribution of TSclas is smooth for values> 10.
The corresponding relation between TSclas and ζ is pre-
sented in Fig. 3(b).
We now proceed to evaluate the test statistics for the
various methods. Figure 4 shows fdet, the fraction of
events with a TS value larger than a given threshold,
as a function of this threshold. One may compare the
performance of the different detection methods for signal
events.
We find that ctools and the anomaly detection
achieve comparable significance distributions. The two
methods manage to detect a similar fraction of the
events, with slightly better performance by ctools.
The baseline equivalence between the methods is ex-
pected, as both utilise Poissonian statistics. However,
ctools gains significance from a successful fit to the
assumed spectral model of the source, while no such
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Figure 3. Parametrisation of the performance of the trained classification method. (a) Distributions of the classification metric,
ζ, for the signal and background samples, as indicated. (b) The parametrised classification test statistic, TSclas, (see Eq. 3) as
a function of ζ, before and after the correction for trials. The dashed-dotted horizontal line highlights the value, TS = 25.
assumptions are taken for the anomaly detection. This
relative gain in performance is balanced out when the
intrinsic spectral model of the source is more compli-
cated, as discussed below.
Considering the classification approach, the perfor-
mance is better than that of ctools, with a relative
improvement in detectability of ∼10% on average. A
direct comparison between these two techniques is less
straightforward. In general, the assumed temporal prop-
erties of a transient may be incorporated into a like-
lihood analysis. As we did not take this approach in
the current study, the RNN has a clear advantage over
ctools. In addition, the relative weights between the
different energy and time bins are optimised as a part
of training. The classification method is therefore less
sensitive to the intrinsic spectra of the sources, which
results in increased sensitivity.
It is important to verify that the new detection meth-
ods do not produce spurious detections, and that the
corresponding test statistics are properly mapped to sig-
nificance. We therefore evaluate the different algorithms
on the background sample, and compare them to the ref-
erence ctools distribution.
As shown in Fig. 4(b), the anomaly detection and clas-
sification methods produce comparable or better (lower)
rates of fake detections. The classification method in
particular exhibits an order of magnitude relative im-
provement over ctools. For the given sample of 106
background simulations, none of the methods exceed a
pre-trials TS value of 20, or a post-trials value of 1.
We investigated different combinations of GRB spec-
tral and temporal parameters. The most important of
the latter are those which moderate the duration of the
burst, and the extension of the spectra to multi-GeV en-
ergies; namely, the temporal and spectral indices, and
the possible existence of a cutoff. The dependence of
pdet on these parameters is shown in Fig. 5. One may
observe that our new methods match or improve upon
the performance of ctools. As expected, longer-lasting
and harder spectra are more likely to be detected by all
algorithms.
Figure 5(c) shows the detectability of LL-GRBs which
are simulated with exponentially cutoff PL spectra.
For cutoff energies, Ecut < 1 GeV, bursts are unde-
tectable within the chosen reconstructed energy range
(30 < Eγ < 200 GeV). Above this threshold, the per-
formance depends on the given detection method.
The figure illustrates the main motivation for using
our RNN. A search with ctools, under the assumption
of an exponentially cutoff power law, was able to match
the performance of the RNN. However, the results of the
likelihood analysis were not robust (the fits had to be
tuned with particular choices of parameter initialisation
and allowed ranges). This is mainly due to the relatively
low number of γ-rays that are available to be fit.
In practice, the problem of testing complicated mod-
els as part of an online search is compounded, as many
possible extensions are possible. This implies that one
would need to make additional assumptions; and to
test different parameters that are not initially well con-
strained. It is therefore doubtful that such a search
would be successful as part of a realistic detection strat-
egy.
Instead, it is likely that simple PL models will be as-
sumed for the initial blind search. Our new algorithms
are specifically designed to have as little dependence
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Figure 4. Dependence of fdet, the fraction of events with a TS value larger than a given threshold, on the value of the
threshold. The different detections methods are compared, derived for the signal (a) and background (b) samples, as indicated.
The full lines in either figure correspond to the pre-trials test statistic. The dashed lines in (a) represent fdet after accounting
for trials, where in (b) we found fdet(TS > 1) = 0 post-trials in all cases. For clarity, the relations are truncated to the range,
1 < TS < 100, where the pre-trials background distributions in (b) do not extend beyond TS ≈ 20. The dashed-dotted vertical
line in (a) highlights the value, TS = 25.
as possible on the intrinsic spectra of sources. As il-
lustrated here, they perform comparably better than
ctools in this scenario.
In principle, the classification results may be im-
proved, by training with labelled examples of both PL
and exponentially cutoff GRBs. In order to minimise
modelling, we only used simple PL bursts as exam-
ples in the current study,. Despite this, the classifica-
tion is shown to be robust. It outperforms the like-
lihood method (for Ecut > 30 GeV), even when con-
fronted with events representing unexpected intrinsic
models.
6. SUMMARY
In this study, we present a new approach for source
detection. Our algorithm is based on deep learning, util-
ising recurrent neural networks, which are ideally suited
for time series analysis. The model can be used to eval-
uate observation sequences of second time scales with
insignificant latency. The choice of technology is there-
fore particularly fitting for real-time searches.
We have developed two methods, based on anomaly
detection and classification techniques. Anomaly detec-
tion represents a model-independent approach, where
transient events are identified based on their divergence
from the expected background. The method is com-
pletely data-driven. We thus avoid the need for back-
ground modelling, as well as for explicit characterisation
of the state of the instrument.
The classification method allows one to perform tar-
geted searches. In this case, the RNN is trained to iden-
tify generic transient patterns. The estimator provides
high detection rates while maintaining low fake rates.
We have compared the performance of our new meth-
ods to that of existing techniques, where the background
and signal models are explicitly defined. With the new
algorithms, we are able to match or improve upon the
existing methods, while using fewer assumptions. This
is especially important when non-trivial source models
are considered, e.g., exponentially cutoff power law spec-
tra. In such cases, we have shown that our approach is
more robust.
We have used our new methodology to derive the de-
tection prospects of LL-GRBs with CTA. Provided that
LL-GRBs indeed exhibit VHE emission above∼30 GeV,
CTA will be sensitive to a wide range of events. Depend-
ing on their redshift, bursts with isotropic equivalent
luminosities as low as 1046 erg sec−1 could be detected.
While we have used LL-GRBs as a benchmark source
class, the methodology presented here is applicable for
any transient search. Our RNN estimator can trivially
be generalised for searches over different time scales. It
can also be used with different types of inputs, unrelated
to photon counts, e.g., images and other analysis prod-
ucts. As such it is ideally suited for multiwavelength
and multi-messenger transient searches.
We would like to thank the following people for
numerous useful discussions: D. Biehl, D. Boncioli,
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Figure 5. Dependence of pdet on selected simulation pa-
rameters, after accounting for trials, where the shaded re-
gions correspond to 1σ uncertainties on the values of pdet,
derived using the bootstrap method. (a)-(b) Dependence of
pdet on the temporal and spectral indices of GRBs, τ and
Γ, for bursts simulated as PLs (see Eq. 4), for the differ-
ent detection methods, as indicated. (c) Dependence of pdet
on the cutoff energy, Ecut, for bursts simulated as exponen-
tially cutoff PLs (see Eq. 5). Two alternative models are
used for detection with ctools, an exponentially cutoff PL,
and a simple PL, as indicated. The classification method
had exclusively been trained using simple PL examples in
all cases.
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This research made use of ctools, a community-
developed analysis package for Imaging Air Cherenkov
Telescope data. ctools is based on GammaLib, a
community-developed toolbox for the high-level anal-
ysis of astronomical gamma-ray data.
This research has made use of the CTA IRFs, provided
by the CTA Consortium and Observatory, see http:
//www.cta-observatory.org/science/cta-performance/
(version prod3b-v1) for more details.
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