Reconfigurable state machine replication is an important enabler of elasticity for replicated cloud services, which must be able to dynamically adjust their size as a function of changing load and resource availability. We introduce a new generic framework to allow the reconfigurable state machine implementation to be derived from a collection of arbitrary non-reconfigurable state machines. Our reduction framework follows the black box approach, and does not make any assumptions with respect to its execution environment apart from reliable channels. It allows higher-level services to leverage speculative command execution to ensure uninterrupted progress during the reconfiguration periods as well as in situations where failures prevent the reconfiguration agreement from being reached in a timely fashion. We apply our framework to obtain a reconfigurable speculative state machine from the non-reconfigurable Paxos implementation, and analyze its performance on a realistic distributed testbed. Our results show that our framework incurs negligible overheads in the absence of reconfiguration, and allows steady throughput to be maintained throughout the reconfiguration periods.
INTRODUCTION
Replicated state machine, or RSM [2] , is an important tool for maintaining integrity of distributed applications and services in failure-prone data center and cloud computing environments. In these settings, the infrastructure needs to Copyright is held by the author/owner(s). PODC'12, July 16-18, 2012, Madeira, Portugal. ACM 978-1-4503-1450-3/12/07. adapt to changing resource availability, load fluctuations, variable power consumption, and data locality constraints. In order to meet these requirements, RSM must support reconfiguration, i.e., dynamic changes to replica set, or quorum system. It is essential to ensure that reconfiguration incurs minimum disruption to availability and performance, in order to enable building truly elastic services. The ability to perform reconfigurations in a non-disruptive fashion provides system designers with a powerful paradigm that can enable many optimizations. This includes proactive replacement of suspected or slow nodes at low cost, adapting to the changing environment characteristics (e.g. network delay, or diurnal load fluctuations, and many others).
Reconfigurable RSM has been proposed in multiple contexts (e.g., [1, 4, 5] ). Each solution implemented a slightly different set of requirements, and all proved nontrivial. Designing this functionality for a realistic environment with minimal impact on performance is even more challenging. Naïve constructions follow the "brick-wall approach" in which the flow of user commands is stalled until the new configuration is installed and the state is transferred to it. Ideally, systems should strive to avoid this, and favor implementations with near-seamless hand-on, that maintain steady throughput and latency during the transition periods. This paper introduces a framework for constructing reconfigurable state machines from collections of non-reconfigurable ones. We follow the black box approach that assumes nothing about the execution environment except the existence of reliable communication channels. Our reduction is both simple and generic, i.e., the underlying RSM implementation is completely opaque to the framework. Furthermore, it does not compromise efficiency, incurring negligible overhead in the absence of reconfigurations and avoiding system stalls upon reconfiguration.
The main ideas underlying our framework are as follows. Each newly proposed configuration is associated with its own instance of RSM, and all active RSM are executed concurrently to each other. The globally consistent trunk of commands is created by gluing together the totally ordered command sequences produced by each RSM. When switching from one RSM to another, the latter is chosen based on the outcome of the configuration agreement in the former. Our framework also relieves RSMs of state transfer responsibilities by ensuring that the latest trunk is transferred to the new configuration concurrently with the RSM execution. This way, each newly created RSM is completely indepen-dent from its predecessor, and in particular, can start executing from its initial state. We leverage this capability in our Paxos-based reconfigurable RSM implementation to supply each newly created Paxos instance with the identifier of a deterministically chosen leader thus eschewing the first phase of Paxos if the configured leader does not fail.
Another important optimization made possible by the RSM independence is the ability to speculatively overlap their execution with the reconfiguration protocol, thus considerably reducing the command latency during reconfiguration periods. Specifically, each RSM is made available for accepting commands for the new configuration as soon as it is proposed, and without waiting for it to be agreed upon by the parent RSM. The proposals associated with the new configuration proceed to be ordered concurrently with the reconfiguration agreement, and are added to the trunk as soon as the configuration is agreed upon. This way, our framework allows unbounded degree of parallelism in the command execution during the transition periods avoiding the performance problems of the "brick-wall" solutions. In addition, the benefits of speculation become more substantial as the network delay grows thus making speculative solutions attractive in wide-area network settings.
The modularity of our framework enables a range of additional features useful in practical settings. One such feature is supporting rolling software upgrades: i.e., the implementation of the deployed RSMs can be replaced with the newer one without stopping the system. Likewise, misbehaving or buggy RSMs can be restarted or replaced on-the-fly with the minimum impact on the system operation as per the recovery-oriented computing (ROC) [6] guidelines.
PRELIMINARIES
We consider an asynchronous message-passing system consisting of the (possibly infinite) set of processes P . Processes can fail by crashing, and communicate with each other by means of reliable FIFO channels.
The Non-Reconfigurable Replicated State Machine (nrrsm) is parametrized by a configuration C ∈ Config drawn from a fixed set of configuration identifiers Config. nr-rsm(C) accepts the commands submitted by the C's members and outputs a totally ordered sequence of commands. The Reconfigurable RSM (r-rsm) exposes additional primitives to allow the configuration to be changed dynamically at runtime, and produces a totally ordered sequence of commands and configurations.
REDUCTION ALGORITHM
The algorithm to obtain r-rsm given a collection of nr -rsm(C) for each configuration C ∈ Config proceeds as follows: For each configuration C, the commands and configurations proposed in C are ordered by the C's non-reconfigurable state machine nr-rsm(C). Whenever reconfiguration from C to another configuration C is requested, the members of C are notified of the new configuration, and activate their local copies of the nr-rsm(C ) implementation. Once a sufficient number of the copies is activated, nr-rsm(C ) becomes available for ordering the incoming requests.
The sequences of commands and configurations produced by the concurrently running nr-rsm instances form a branching log with the branch corresponding to each nr-rsm(C) being stored at the members of C. The branching log is transformed into the single linear log, called the trunk, by choosing a single successor for each branch, and pruning all the other branches originating from that branch. To ensure that the branch associated with a configuration C has a unique successor in the trunk, each configuration C proposed in C is ordered through nr-rsm(C), and the branch corresponding to the configuration that comes first in the resulting order is chosen as the C's branch successor. The commands submitted through C are ordered speculatively while the agreement on C is still in progress thus masking the reconfiguration delays, and ensuring uninterrupted transition to the new configuration.
The trunk is reconstructed locally at each process p by concatenating the log branches produced by the individual nr-rsms so that for any two configurations C1 and C2, C2 is the immediate successor of C1 in the trunk iff C2 was chosen as the successor of C1 by nr-rsm(C1). The trunk branches corresponding to the configurations C such that p ∈ members(C) are obtained through a separate state transfer mechanism, which is executed concurrently with the trunk constructions. The processes then deliver the commands and configurations in the order they appear on their trunks, which are guaranteed to be mutually consistent.
Further details of the implementation as well as the formal correctness proofs can be found in the full version of the paper.
IMPLEMENTATION AND EVALUATION
We used our framework to implement a full-fledged reconfigurable replication platform using non-reconfigurable Paxos [3] as its underlying non-reconfigurable RSM, and experimentally studied its performance. The results demonstrate that our system achieves high throughput and low latency in the absence of reconfigurations, which stay almost unchanged under highly dynamic reconfiguration scenarios. Specifically, the throughput is unaffected in the runs with reconfiguration rate of 5 per second, and degrades only by 20% when reconfiguration rate achieves that of 20 per second. In addition, our study indicates that the command latency in the vicinity of reconfiguration stays the same as that in the absence thereof.
