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ABSTRACT
We present novel, efficient algorithms for solving extremely large optimization
problems. A significant bottleneck today is that as the size of datasets grow,
researchers across disciplines desire to solve prohibitively massive optimization
problems. In this thesis, we present methods to compress optimization prob-
lems. The general goal is to represent a huge problem as a smaller problem
or set of smaller problems, while still retaining enough information to ensure
provable guarantees on solution quality and run time. We apply this approach
to the following three settings.
First, we propose a framework for accelerating both linear program solvers
and convex solvers for problems with linear constraints. Our focus is on a
class of problems for which data is either very costly, or hard to obtain. In
these situations, the number of data points m available is much smaller than
the number of variables, n. In a machine learning setting, this regime is
increasingly prevalent since it is often advantageous to consider larger and
larger feature spaces, while not necessarily obtaining proportionally more data.
Analytically, we provide worst-case guarantees on both the runtime and the
quality of the solution produced. Empirically, we show that our framework
speeds up state-of-the-art commercial solvers by two orders of magnitude,
while maintaining a near-optimal solution.
Second, we propose a novel approach for distributed optimization which uses
far fewer messages than existing methods. We consider a setting in which the
problem data are distributed over the nodes. We provide worst-case guar-
antees on the performance with respect to the amount of communication it
requires and the quality of the solution. The algorithm uses O(log(n + m))
messages with high probability. We note that this is an exponential reduction
compared to the O(n) communication required during each round of tradi-
tional consensus based approaches. In terms of solution quality, our algorithm
produces a feasible, near optimal solution. Numeric results demonstrate that
the approximation error matches that of ADMM in many cases, while using
orders-of-magnitude less communication.
Lastly, we propose and analyze a provably accurate long-step infeasible Inte-
rior Point Algorithm (IPM) for linear programming. The core computational
vbottleneck in IPMs is the need to solve a linear system of equations at each
iteration. We employ sketching techniques to make the linear system com-
putation lighter, by handling well-known ill-conditioning problems that occur
when using iterative solvers in IPMs for LPs. In particular, we propose a
preconditioned Conjugate Gradient iterative solver for the linear system. Our
sketching strategy makes the condition number of the preconditioned system
provably small. In practice we demonstrate that our approach significantly
reduces the condition number of the linear system, and thus allows for more
efficient solving on a range of benchmark datasets.
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1C h a p t e r 1
INTRODUCTION: COMPRESSION OF OPTIMIZATION
PROBLEMS
As the size of datasets grow, researchers across disciplines desire to solve ex-
tremely large optimization problems. In these settings, practical applications
require optimization algorithms to work at extreme scales, and despite decades
of work, existing solvers do not scale as desired in many cases.
In this thesis, we present novel, efficient algorithms for extremely large opti-
mization problems. A significant bottleneck today is that massive amounts of
data are being gathered, leading to prohibitively massive optimization prob-
lems that are often impossible to solve in real time. In this thesis, we seek
to understand if such seemingly huge problems are always inherently huge;
perhaps a problem has a related, smaller approximate representation, which
can be used to arrive at the optimal solution.
We present methods to compress optimization problems, and introduce
novel algorithms which make use of this compression. The general goal is
to represent a given optimization problem as a smaller problem, making it
more amenable to efficient solving, while still retaining enough information to
ensure a highly accurate solution. Our algorithms have provable guarantees
on running time and solution quality. To make this goal possible, we make use
of two strategies simultaneously: (1) develop randomization techniques and
(2) leverage characteristics of real datasets to design novel algorithms.
These strategies are outlined below:
First, given a huge optimization problem, can the large problem be rewritten
as a smaller, representative problem? These smaller problems can be designed
by using statistical properties of the data, in order to identify truly influential
variables and constraints in the underlying optimization problem. Identifying
such a useful random subset is nontrivial; the subset must be informative, how-
ever, the work required to make the selection must be computationally light.
To tackle these challenges, we additionally develop the following strategy.
Second, to tackle the prohibitive computational challenge presented by ex-
tremely large datasets, it is increasingly necessary to develop algorithms that
2are specifically designed for various types of data, rather than apply a generic
algorithm. We develop structure specific algorithms that leverage com-
monly occurring characteristics of real datasets to motivate the design
of faster, memory efficient, provably optimal algorithms. For example, the con-
straint matrix in a Linear Program might be very short-and-fat, or it might
be sparse, having few non-zeros. These characteristics occur overwhelmingly
often in practice and are easy to identify. Thus, when confronted with a par-
ticular problem, a practitioner can quickly decide which algorithm is most
appropriate for the problem.
We bring together the above strategies by determining how the structure of the
problem data can motivate the identification of an influential random subset
of the data or variables, used to design a “compressed” problem.
In this thesis, we focus on algorithms for both Linear Programs (LPs) and
problems with a convex objective with linear constraints. We address various
computational settings. In particular, the above strategies motivate algorithms
that are amenable to distributed and parallel computation.
In what follows in this chapter, we provide background on the type of opti-
mization problems we address here, give background on the current state of
optimization solvers in both general and distributed settings, and then describe
our contributions.
31.1 Settings of Interest
Throughout this thesis, we focus on problems of the following form: convex
problems with linear constraints. Specifically, our algorithms apply to prob-
lems of the following form:
maximize
∑n
j=1 fj(xj) (1.1a)
subject to
∑n
j=1 aijxj ≤ bi i ∈ [m] (1.1b)
where aij is an element of matrix A ∈ R(m×n), b ∈ Rm, and fj : R → R are
continuous concave functions differentiable. An important special case of the
above are Linear Programs (LPs), where c ∈ Rn:
maximize
∑n
j=1 cjxj (1.2a)
subject to
∑n
j=1 aijxj ≤ bi i ∈ [m] (1.2b)
Solving LPs is broadly applicable in mathematics, science, and engineering.
Many problems in machine learning and inference are LPs problems at their
core. For example, LP problems include `1 regularized support vector machines
(SVM) [212], `1 regression or least absolute deviations (LAD) [198], basis pur-
suit [204], nonnegative matrix factorization [168, 80], sparse inverse covariance
matrix estimation [209], Markov Decision Processes [21], applications of graph-
ical models [166], and relaxations of maximum a posteriori (MAP) estimation
problems [178, 133]. Providing fast solvers for these problems is crucial in
practice. The design of very fast solvers is thus well-motivated, both from a
theoretical and a practical perspective.
The more general problem of form (1.1) appears often in practice as well.
In this work, we in particular focus on this problem in a distributed setting.
For example, consider Network Utility Maximization (NUM) [206], which is a
general class of optimization problems that has seen widespread applications
in multi-agent systems, from the design of TCP congestion control [99, 119,
120, 186] to understanding of protocol layering as optimization decomposition
[44, 156] and power system demand response [177, 114].
Linear support vector machines (SVMs) [53, 95, 93] are also of form (1.1). Of
recent interest is the framework of federated machine learning, in which one
seeks to train machine learning models in settings where data is distributed
among multiple agents due to privacy concerns. This approach has received
4significant attention from researchers in recent years, e.g., [102], and appears
in industry as well, e.g., [130].
Additional examples include distributed inference in sensor networks (which
has broad applications to the Internet of Things [87, 158, 152, 85]), inference
in graphical models [166, 5], relaxations of maximum a posteriori estimation
problems [178], management of content distribution networks and data centers
[28, 154], and control of power systems [71, 160].
In some results we focus on covering or packing problems. These are problems
for which the input data is non-negative: A ∈ Rm×n≥0 , b ∈ Rm≥0, and c ∈ Rn≥0.
Many problems in machine learning, inference, and resource allocation are
packing problems at their core. Of the problems listed above, NUM [206]
and maximum a posteriori estimation problems [178] are often packing prob-
lems, as well as channel transmission [96], inference problems in biology [128],
scheduling and graph embedding [163], and associative Markov networks [190],
the maximum cut problem [194], zero-sum matrix games [146], flow controls
[19], auction mechanisms [213], wireless sensor networks [37], and many other
areas.
Given the prevalence of LPs and problems of form (1.1) in practice, we focus
on developing algorithms for these problems.
1.2 State-of-the-art Optimization Solvers and Current Bottlenecks
In this section we describe the state of current linear and convex solvers. We
highlight several core computational challenges that are associated with these
methods. In the following chapters, we present novel approaches to tackle each
of these challenges.
1.2.1 Optimization Solvers
There has been considerable work over the past decades in developing linear
and more generally, convex program solvers. These solvers are generally either
interior-point methods (IPMs) or first order (gradient-based) methods. For
linear programing, commercial software like Cplex and Gurobi internally use
both the simplex method and interior-point methods. For convex solvers,
interior-point methods are used in most off-the-shelf public software packages
like SDPT3 [193] and SeDuMi [188], as well as the commercial software package
MOSEK [9] and the more recent embedded conic solver ECOS [62]. However,
5the computational cost of first- and second-order methods used in some of the
above packages is often prohibitive for high dimensional problems.
Prohibitively large datasets. As large amounts of data are gathered and stored,
we desire to solve extremely large problems. On one hand, there is contin-
ual improvement in computing power. However, rather than solving large
problems using brute force computational power, we can try to determine if
seemingly huge problems can perhaps have smaller representations.
Black-box methods to accelerate existing solvers. Given the wealth of algo-
rithms that exist, the pertinent goal today may not be to replace these algo-
rithms, but rather to make sure we are using them in a smart way. In other
words, an already existing algorithm can be used as a black-box within a more
complex framework. The key challenge here is to identify how to design that
framework. As motivated in the beginning of this chapter, we use easy-to-
identify characteristics of a given huge problem in order to design smaller,
related problems, that can be feed into already existing algorithms in a black-
box fashion. In Chapter 2 we describe a novel method to accelerate a family
of linear and convex solvers.
1.2.2 Distributed Optimization
Distributed optimization is a computing paradigm of major importance across
fields. Beginning in the 1960s approaches emerged for solving large scale linear
programs via decomposition into pieces that could be solved in a distributed
manner. For example, two early approaches are Bender’s decomposition [22]
and the Dantzig-Wolfe decomposition [56, 57], which can both be generalized
to nonlinear objectives via the subgradient method [23, 143, 182]. Today,
there are a wide variety of approaches for distributed optimization, e.g., primal
decomposition [105, 23], dual decomposition [74, 31, 143, 99, 119, 186, 191],
subgradient methods [140, 142], and proximal gradient descent methods [181],
to name a few.
Distributed Settings and Communication Complexity Challenges. Despite the
extensive literature on distributed optimization algorithms, computational and
communication challenges remain. As the size of datasets grow, it is essential
to develop distributed methods that are computationally light at each node,
require minimal communication between nodes, and are robust to link failures.
The distributed methods described above often employ consensus schemes as a
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ing the basis for many first order and second order distributed optimization
algorithms, e.g., [27, 141]. For example, ADMM is a popular dual decom-
position method, introduced by [77] that can be implemented in a consensus
setting [31].
In the consensus setting, distributed agents pass current estimates of the global
solution between agents or a master node, gradually improving those estimates
at each step with the goal of reaching global consensus or convergence to an
optimal solution. The end goal is for each distributed agent to have a complete
solution, x ∈ Rn. Thus, in such approaches, the distributed agents at each
step are required to store, update, and broadcast a vector of dimension that
matches that of the full system-wide solution to the problem. However, in some
problem settings, this approach can be overkill. For example, in multi-agent
systems, typically an agent’s final goal is only to compute its local variable,
or piece of the solution in order to determine a local action. Thus, each agent
computing the entire full global solution, x ∈ Rn is unnecessary. Further,
no individual agent can determine its own action or estimate without global
convergence of all agents in the network. In our work described in Chapter 3,
we take advantage of this change of perspective, and design a distributed
approach that uses far less communication that existing approaches.
Often, the more traditional distributed paradigms have been applied to multi-
agent system settings. For example, distributed optimization has been used in
the design of multi-agent systems in the following settings: the management of
content distribution networks and data centers [28, 154], communication net-
work protocol design [99, 120, 186], trajectory optimization [88, 104], forma-
tion control of vehicles [189, 165], sensor networks [152, 115], control of power
systems [71, 160], and management of electric vehicles and distributed storage
devices [79]. Additionally, recently such approaches have become prominent
in the emerging field of federated machine learning [102, 130], where data is
distributed across a set of agents and the goal of the agents is to train a model
using the full data set without sharing data between them.
In Chapter 3, we propose a novel distributed algorithm that uses far less
communication than existing approaches.
71.2.3 Interior Point Methods for Linear Programming
IPMs work by searching the interior of the feasible region in order to get
close to an optimal vertex on the boundary. At each iteration, a new search
direction and step length is computed. For a detailed discussion on IPMs, see
Section 4.1. To guide the choice of new search direction, the algorithm strives
to satisfy the optimality conditions of the problem. This computation involves
solving a linear system.
The core computational bottleneck in IPMs is the need to solve the linear
system of equations at each iteration. This leads to two key challenges: first,
for high-dimensional matrices A, solving the linear system is computationally
prohibitive. Most implementations of IPMs use a direct solver ; see Chapter
6 of [149]. However, if A large and dense, direct solvers are computationally
impractical. Thus, a natural alternative is to use iterative solvers rather than
direct solvers. However, a second challenge arrises: the matrix involved in the
normal equations, AD2AT, is typically ill-conditioned. Here, D = X
1
2S−
1
2 ,
and X,S ∈ Rn×n are diagonal matrices having i-th diagonal elements equal
to i-th components of x and s respectively for i = 1, 2, . . . , n, and p ∈ Rm.
In particular, due to the nature of the complementary slackness conditions
of the LP, the diagonal matrix D grows increasingly ill-conditioned as IPM
algorithms approach the optimal primal-dual solution.
Thus, a key challenge for large scale IPMs for LPs is to develop techniques
that can handle very large datasets, and are robust to the ill-conditioning issue
of the linear system.
1.3 Contributions
Here we summarize the work presented in this thesis. First, we include a brief
outline of the contributions, and in the remainder of the section we present a
detailed summary of each contribution.
(1) We propose a framework for accelerating exact and approximate con-
vex programming solvers for packing problems of form (1.1), of which
an important special case is linear programing (1.2). Analytically, we
provide worst-case guarantees on both the runtime and the quality of
the solution produced. Empirically, we show that our framework speeds
up Gurobi and SCS by two orders of magnitude, while maintaining a
near-optimal solutions. This work is described in Chapter 2 and [117].
8(2) We propose a novel approach for distributed optimization which uses
far fewer messages than existing methods. Problems of form (3.1) are
considered, in which the problem data, A and b, are distributed over
the nodes. We provide worst-case guarantees on the performance with
respect to the amount of communication it requires and the quality of
the solution. This work is described in Chapter 3 and [116].
(3) We propose and analyze a provably accurate long-step infeasible IPM
algorithm for LPs. We employ sketching [201] techniques to make the
computation lighter, and to handle well-known conditioning problems
that occur when using iterative solvers in IPMs for LPs. This work is
described in Chapter 4 and [46].
Below we include an in-depth summary of each of the three contributions listed
above.
1.3.1 Acceleration Method for Packing Optimization Problems
We propose a framework for accelerating exact and approximate convex pro-
gramming solvers for packing problems of form (1.1). The approach is not
to design a new algorithm, but to design a black-box acceleration framework
that can speed up existing algorithms. Given a convex program solver A and
a problem of dimension (m × n), we select a subset of the variables of size
sn uniformly at random. We then construct a sample problem of dimension
(m × sn), defined only on those selected variables. Thus, the number of
variables in the sample problem is greatly reduced compared to the original
formulation. We solve the dual of the sample problem using solver A, treating
it as a black box. Finally, we set the values of the original primal variables xj
for all j ∈ [n] based on the approximate dual solution.
As described above, this algorithm is designed for problems for which m n.
Intuitively, the larger n is compared to m, the more amenable the problem
is to subsampling the columns of the matrix A. We formalize this idea by
quantifying two fundamental tradeoffs in the framework. The first is captured
by the sample size, s. Setting s to be small yields a dramatic speedup of the
algorithm A; however, if s is set too small the quality of the solution suffers.
A second tradeoff involves feasibility. In order to ensure that the output of
the framework is feasible with high probability, the constraints of the sample
9problem are scaled down by a factor denoted by f . Feasibility is guaranteed
if f is large enough; however, if it is too large, the quality of the solution (as
measured by the approximation ratio) suffers.
Our main technical result is a worst-case characterization of the impact of
s and f on the speedup provided by the framework and the quality of the
solution. Assuming that algorithm A gives an α–approximation to the optimal
solution of the dual, we prove that the acceleration framework guarantees a
(1 − f )/α2–approximation to the optimal solution of the original problem,
under some assumptions about the input and f . We formally state the result
in Theorem 1. We note here that the solution quality does not depend on s,
which highlights that the framework maintains a high-quality approximation
even when sample size is small.
The technical requirements for f in Theorem 1 impose some restrictions on
both the family of problems that can be provably solved using our framework
and the algorithms that can be accelerated. In particular, Theorem 1 requires
mini bi to be large and the algorithm A to satisfy approximate complementary
slackness conditions (see Section 2.3). While the condition on bi is restric-
tive, the condition on the algorithms is satisfied by most common solvers, e.g.,
exact solvers and many primal dual approximation algorithms. Further, our
experimental results demonstrate that these technical requirements are conser-
vative; the framework produces solutions of comparable quality to the original
solver in settings that are far from satisfying the theoretical requirements. In
addition, the accelerator works in practice for algorithms that do not satisfy
approximate complementary slackness conditions, e.g., for gradient algorithms
as in [185]. In particular, our experimental results show that the accelerator
obtains solutions that are close in quality to those obtained by the algorithms
being accelerated on the complete problem, and that the solutions are ob-
tained considerably faster (by up to two orders of magnitude). The results
reported in this thesis demonstrate this by accelerating the state-of-the-art
commercial solver Gurobi, and the SCS solver, on a wide array of randomly
generated packing LPs and CPs and obtaining solutions with < 4% relative
error and a more than 150× speedup.
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1.3.2 Distributed Algorithm for Multi-Agent Systems
We propose a new approach for distributed optimization in multi-agent sys-
tems that reduces the communication overhead of traditional approaches, while
also guaranteeing robustness to communication delay and failures in the sys-
tem. We consider problems of form (1.1) (defined more specifically as prob-
lem (3.1) in Section 3), where the problem is defined over a network. Each
node j is associated with a local variable, xj ∈ Rqi , and a local function,
fj. The problem data, A and b, are distributed over the nodes. Nodes may
communicate with neighbors, but no central communication is performed.
As described in Section 1.2.2, work on distributed algorithms has often focused
on a distributed setting in which each node is required to compute the full
solution x ∈ Rn. However, in many applications it is not necessary to acquire
the entire solution at each node. For example, an agent at a node may be
interested only in computing its local action. In a distributed model fitting
setting, training data may be acquired and stored at different nodes, but each
node may desire to learn about only a subset of the features.
Thus we consider a muti-agent distributed setting in which the jth node is
only concerned about solving for its local variable, xj. Our results highlight
that this change of focus enables an exponential reduction in communication.
In particular, our approach requires sending only (1) minimal data between
nodes; each node does not have to see the entire A matrix, and (2) the number
of messages is low and thus link failures in the system only affect a small
number of node. More concretely, our approach is as follows.
We introduce a fundamentally new approach to distributed constrained opti-
mization: LOCO (LOcal Convex Optimization). For each node in the network,
we define a local problem associated with variable xj, which is defined on a
subset Xj of the primal variables and a subset Yj of the data, or constraints.
Each node j solves its local problem using a given algorithm A, producing an
approximation of its associated variable, xj. Sets Xj and Yj are much smaller
in size than the dimensions of the original problem, n and m respectively, re-
sulting in a dramatic dimension reduction and thus light computation when
solving each local problem at each node. When the data matrix A is sparse,
Xj and Yj both have sizes on the order of O(logm), where the sparsity of the
matrix appears in a constant.
We provide worst-case guarantees on the performance of LOCO with respect
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to the amount of communication it requires and the quality of the solution.
Regarding communication, the process of determining sets Xj and Yj requires
O(log(n + m)) messages with high probability. After this step, solving the
local problems at each node requires no communication. Note that this is an
exponential reduction compared to the O(n) communication required during
each round of traditional approaches such as consensus and dual descent, even
when A is sparse.
We also provide worst-case guarantees on the performance of LOCO with
respect to the quality of the solution. Since the nodes do not have access to
the entire problem under LOCO, it is unreasonable to expect an exact solution.
Instead, LOCO produces a feasible, α-approximation of the optimal solution,
where α depends on the given algorithm A used to solve the local problem of
an agent (Theorem 19). Our numeric results in Section 3.6 highlight that the
approximation error of LOCO matches that of ADMM in many cases, while
using orders-of-magnitude less communication.
This approach is based on an area of theoretical computer science: local com-
putation algorithms [174]. A key result from this literature is that online
algorithms can be converted into local algorithms with the same performance
guarantee in graph problems with bounded degree [126, 169]. For the first time,
we connect these techniques to optimization problems, where the bounded de-
gree property can be interpreted as the sparsity of the constraint matrix.
Our framework is well suited for solving problems over a network where link
failures are common. If a link fails, or if a node goes offline while a dual de-
composition algorithm is executing, the process is brought to a halt. With
LOCO, failures only affect a small number of nodes, making it robust to net-
work failures. Similarly, our framework is robust to dynamic changes in the
network; an arrival of a new node in the network only requires a few mes-
sages and the recomputation of the variables associated with nearby nodes. In
contrast, a dual decomposition algorithm typically requires recomputing the
entire solution.
1.3.3 Speeding up IPMs for Linear Programming using Random-
ization
As briefly described in Section 1.2.3, the core computational bottleneck in
IPMs is the need to solve a linear system of equations at each iteration. This
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leads to two key challenges: for high-dimensional matrices A, solving the linear
system is computationally prohibitive, and requires an iterative solver rather
than a direct solver. However, a second challenge arrises: the matrix involved
in the normal equations, AD2AT, is typically ill-conditioned.
We address both challenges by developing a preconditioner for AD2AT using
matrix sketching, which allows us to prove strong convergence guarantees for
the residual error of Conjugate Gradient (CG) solvers. First, this can be
presented as an independent result; we propose and analyze a preconditioned
CG iterative solver for the normal equations (see eqn. (4.4a)). Our sketch-
ing strategy will make the condition number of the pre-conditioned system
provably small. This is key for developing an algorithm that works well in
practice.
Second, we propose and analyze a provably accurate long-step infeasible IPM
algorithm. The proposed IPM solves the normal equations using iterative
solvers. In this thesis, for brevity and clarity, we primarily focus our description
and analysis on the CG iterative solver. We note that a non-trivial concern
is that the use of iterative solvers and matrix sketching tools implies that
the normal equations at each iteration will be solved only approximately. In
our proposed IPM, we develop a novel way to correct for the error induced
by the approximate solution in order to guarantee convergence. Importantly,
this correction step is relatively computationally light, unlike a similar step
proposed in [137].
We empirically show that our algorithm performs well in practice. We consider
solving LPs that arise from `1-regularized SVMs and test them on a variety
of synthetic and real datasets. Several extensions of our work are discussed in
Section 4.6.
Our approach is designed for the special case where m  n, i.e., the number
of constraints is much smaller than the number of variables; see Section 4.6 for
a generalization. This is a common setting in ML applications of LP solvers,
since `1-SVMs and basis pursuit problems often exhibit such structure when
the number of available features (n) is larger than the number of objects (m).
We can also handle the case when m  n, by simply taking the dual of the
original problem.
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C h a p t e r 2
ACCELERATION ALGORITHM FOR PACKING
OPTIMIZATION WITH LINEAR CONSTRAINTS
In this chapter we propose a black-box framework that can be used to acceler-
ate both exact and approximate convex programming (CP) solvers for packing
problems. We exploit characteristics of the problem structure to enable these
solvers to run in a fraction of the original time [117].
As summarized in Section 1.3.1, our framework can speed up existing algo-
rithms. Given a convex program solver A and a problem of dimension (m×n),
we select a subset of the variables of size sn uniformly at random. We then
construct a sample problem of dimension (m × sn), defined only on those
selected variables. Thus, the number of variables in the sample problem is
greatly reduced compared to the original formulation. We then solve the dual
of the sample problem using solver A, treating it as a black box. Finally, we
set the values of the original primal variables xj for all j ∈ [n] based on the
approximate dual solution.
In particular, our approach is designed for class of problems for which data
is either very costly, or hard to obtain. In these situations m  n; i.e.,
the number of data points m available is much smaller than the number of
variables, n. In a machine learning setting, this regime is increasingly prevalent
since it is often advantageous to consider larger and larger feature spaces, while
not necessarily obtaining proportionally more data. Such instances are also
common in areas such as genetics, astronomy, and chemistry. There has been
considerable research focusing on this class of problems in recent years, in the
context of LPs [64, 26] and also more generally in convex optimization and
compressed sensing [39, 63], low rank matrix recovery [167, 38], and graphical
models [208, 134].
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2.1 Problem Formulation
Our focus is on convex problems with packing constraints. Specifically, our
framework applies to problems of the following form:
maximize
∑n
j=1 fj(xj) (2.1a)
subject to
∑n
j=1 aijxj ≤ bi i ∈ [m] (2.1b)
0 ≤ xj ≤ 1 j ∈ [n] (2.1c)
where aij ∈ [0, 1] is an element of matrix A of size (m × n), b ∈ Rm≥0, and
fj : [0, 1] → R are continuous concave nondecreasing functions differentiable
over (0, 1). We further assume that fj(0) = 0. Note that if this is not the case,
the functions can be appropriately shifted. An important special case of the
above are packing linear programs (LP):
maximize
∑n
j=1 cjxj (2.2a)
subject to
∑n
j=1 aijxj ≤ bi i ∈ [m] (2.2b)
0 ≤ xj ≤ 1 j ∈ [n] (2.2c)
where c ∈ Rn≥0. In this chapter, we develop a general algorithm for problems
of form (2.1), and an algorithm specific to packing linear programs (2.2).
Many problems in machine learning, inference, and resource allocation are
packing problems at their core. Providing fast solvers for these problems is
crucial, e.g., the network utility maximization problem and large scale wire-
less networks [181], channel transmission [96], inference problems in biology
[128], scheduling and graph embedding [163], and associative Markov networks
[190]. Packing linear programs arise in a wide variety of settings, including the
maximum cut problem [194], zero-sum matrix games [146], flow controls [19],
auction mechanisms [213], wireless sensor networks [37], and many other areas.
In machine learning, they show up in an array of problems, e.g., in applications
of graphical models [166], and in relaxations of maximum a posteriori (MAP)
estimation problems [178], among others.
Below we discuss related approaches.
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2.2 Related literature
The approach underlying our framework is motivated by recent work that uses
ideas from online algorithms to make offline algorithms more scalable, e.g.,
[127, 118, 116], and builds on our preliminary work [117]. A specific inspiration
for this work is an online algorithm [4] that uses a two step procedure: it
solves an LP based on a subsampled constraint matrix, acquired during the
first stages of the online algorithm. It then uses the LP solution as the basis
of a rounding scheme in later stages. The algorithm only works when the
arrival order is random, which is analogous to sampling in the offline setting.
However, [4] rely on exactly solving the sample LP acquired in the first stages;
considering approximate solutions of the sampled problem, as we do, adds
complexity to the algorithm and analysis. Also, unlike their approach, we
leverage the offline setting to fine-tune f in order to optimize our solution while
ensuring feasibility, which is not possible in the online setting. Additionally,
we extend these ideas about LPs to convex problems of form (3.1).
In general, our work is related to the literature on online algorithms for packing
LPs and convex problems under the random permutation model. As discussed
above, [4] present an online algorithm for packing LPs. Subsequently, algo-
rithms for online packing LPs and various generalizations to the convex case
have been studied by [100, 89, 90, 3], and [69]. However, these algorithms
either require an update of the dual variable at each online step, or solve the
primal problem to optimality at each step. Neither of those approaches can
be adapted to design an acceleration framework for the convex case in the
way that we adapt the work of [4] to design an algorithm for LPs as discussed
above. Hence, the design presented for the convex case deviates significantly
from the online algorithms literature.
The sampling phase of our framework is reminiscent of the method of sketch-
ing ; see [201] and references therein. To construct a sketch of a matrix, the
matrix is pre-multiplied by a random matrix, essentially selecting a subset of
the measurements, or rows of the matrix. We however have a different goal:
to select a subset of the variables, or columns of the matrix. While sketching
is designed for solving overdetermined regression problems for which m  n,
we consider the m n setting, where there are relatively few measurements,
and we would like to consider a subset of the variables.
Additionally, the second step of our algorithm is a departure from the sketching
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approach. In sketching, the smaller problem associated with the sketched
matrix is solved, producing an approximate primal solution. The guarantees
produced are often in the form of bounds on norms of the sketched matrix,
which translate directly to results about the optimally of the solution. This
is possible because the objective function depends only on norms involving
the data to be sketched: A and b. For example in linear regression, the
objective function is ‖Ax − b‖22. Sketching results typically produce bounds
on ‖S(Ax − b)‖22, where S is the sketching matrix. These bounds translate
directly to the quality of the approximation of the solution. However in more
general problems, the objective function does not conveniently depend on a
norm of the sketched matrix. For example, in linear programs the objective
function is cTx; new analysis is needed to account for how the c vector affects
the quality of the solution, independently from the subsampled data matrix. In
our approach we develop a second step, in which we assign the primal variables
of the original problem based on the dual solution to the sampled problem.
This assignment is dependent on the objective function. No such analogy is
present in sketching methods. Thus despite the similarity to sketching in our
first step, sketching results do not apply here.
The sampling phase of the framework is also reminiscent of the experiment
design problem, in which the goal is to solve the least squares problem us-
ing only a subset of available data while minimizing the error covariance of
the estimated parameters, see e.g. [32]. Recent work by [172] applies these
ideas to online algorithms, when collecting data for regression modeling. Like
sketching, experiment design is applied in the overdetermined setting, whereas
we consider the underdetermined scenario. Additionally, instead of sampling
constraints, we sample variables.
The second step of our algorithm is a thresholding step, which is related to
the rich literature of LP rounding, see [25] for a survey. Typically, rounding is
used to arrive at a solution to an ILP; however we use thresholding to “extend”
the solution of a sampled problem to the original problem. The scheme we use
is a deterministic threshold based on complementary slackness conditions. It
is inspired by [4] in the LP case, but adapted here for more general problems,
and extended to handle approximate solvers rather than exact solvers. Within
the rounding LP literature, the most related recent work is that of [185], which
proposes a scheme for rounding an approximate LP solution. However, [185]
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use all of the problem data during the approximation step, whereas we show
that it is enough to use a (small) sample of the data.
A key feature of our framework is that it can be parallelized easily when used
to accelerate a distributed or parallel algorithm. There is a rich literature on
distributed and parallel LP solvers, e.g., [205, 150, 36, 171]. More specifically,
there is significant interest in distributed strategies for approximately solving
covering and packing linear problems, such as the problems we consider here,
e.g., [121, 207, 19, 12, 6].
Our algorithm is related to column generation, a heuristic technique developed
for LPs with an extremely large number of variables; see [145, 58] for a survey.
In column generation, a series of smaller problems, all defined on a subset of
the variables, are solved cyclically. More specifically, in column generation a
subset of the variables is used to define a smaller master problem. The dual
solution of the master problem is used to define a new subproblem, the solution
to which will help identify a new variable to be added to the master problem.
The master problem is then re-solved and this process is repeated. In contrast,
in our approach we solve a single smaller problem based on one subset of the
variables. To make a direct connection with our approach, it is as if we solve
the master problem only once; a sort of one-shot column generation.
Column generation has made it possible to find nearly optimal solutions to
huge LPs, which would otherwise be considered intractable to solve, and has
made a significant impact in, e.g., airline crew scheduling problems [18, 86],
transportation routing problems, and scheduling problems. In general, column
generation is a heuristic approach; see work by [161, 175]. Theoretical bounds
on the solution quality exist only for problem specific applications regarding
ILPs; for example the classical cutting stock problem has been studied in
this context [81]. For solving ILPs in general, column generation along with
branch-and-bound rounding techniques have been developed to produce the so
called branch-and-price algorithm [17]. In the context of column generation,
the results in this work can be thought of as theoretical groundwork for a
one-shot column generation for packing problems where, in order to ensure
feasibility, we require an assumption on the maximum value of the b vector
(recall that we scale aij ∈ [0, 1] w.l.o.g.).
Another related algorithmic idea that has been applied to LPs is constraint
sampling, in which a subproblem is formed from a subset of the constraints;
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see [147] for recent work. We note that subsampling the constraints differs
from subsampling variables (as in column generation), in that in constraint
sampling a complete x ∈ Rn solution is acquired after solving the subproblem,
while in column generation additional work is required to recover the primal
solution.
In the general context of convex solvers, there has been considerable work over
the past decade. Convex solvers are generally either interior-point methods
or first order methods. Interior-point methods are used in most off-the-shelf
public software packages like SDPT3 [193] and SeDuMi [188], the commercial
software package MOSEK [9], and the more recent embedded conic solver,
ECOS [62]. However, the computational cost of the second-order methods used
in interior-point methods is often prohibitive for high dimensional problems.
In comparison, first order methods tend to scale well for very large problems.
For a survey on large scale optimization methods and first-order methods see
[73] and [40]. SCS [151] is a widely used first order method. It employs an
operator splitting approach, or specifically alternating directions method of
multipliers [78, 33]. Given the popularity of SCS, we use it in this thesis to
illustrate the acceleration provided by our framework in the convex case.
2.3 A Black-box Acceleration Framework
In this section we introduce our acceleration framework. At a high level,
the framework works by using an existing solver in a black-box fashion to
solve a small problem, defined on a subset of the variables. This approximate
solution is then incorporated in a deterministic thresholding scheme to assign
the variables in the original problem.
The framework applies to solvers that are either exact or approximate. In
the approximate case, the solution satisfies the approximate complementary
slackness if the following holds. Let x1, . . . , xn be a feasible solution to the
primal and y1, . . . , ym be a feasible solution to the dual. We refer to column j
of matrix A as aj.
• Primal Approximate Complementary Slackness: For αp ≥ 1 and j ∈ [n],
if xj > 0 then cj ≤
∑m
i=1 aijyi ≤ αp · cj.
• Dual Approximate Complementary Slackness: For αd ≥ 1 and i ∈ [m],
if yi > 0 then bi/αd ≤
∑n
j=1 aijxj ≤ bi.
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We call an algorithm A whose solution is guaranteed to satisfy the above
conditions an (αp, αd)-approximation algorithm for F . This terminology is
non-standard, but is instructive when describing our results. It stems from a
foundational result which states that an algorithm A that satisfies the above
conditions is an α-approximation algorithm for any LP in F for α = αpαd e.g.,
[35].
The framework we present can be used to accelerate any (1, αd)-approximation
algorithm. While this is a stronger condition than simply requiring that A is
an α-approximation algorithm, many common dual ascent algorithms satisfy
this condition, e.g., [2, 15, 16, 70, 82]. For example, the vertex cover and
Steiner tree approximation algorithms of [2] and [16] respectively are both
(1, 2)-approximation algorithms.
2.3.1 Set Up
We define the dual problem to (2.1). Let φ ∈ Rm be the dual variable cor-
responding to the primal constraints (2.1a), and let ψ ∈ Rn correspond to
constraints (2.1b). The dual problem is
minimize
φ∈Rm+ ,ψ∈Rn+
bTφ−∑nj=1 f ?j (aTj φ+ ψj) + 1Tψ,
where 1 is the vector of ones, and f ? is the concave conjugate function defined
as
f ?j (v) = inf
x∈R+
vxj − fj(xj). (2.3)
The Lagrangian for problem (2.1) is
L(x, φ, ψ) :=
n∑
t=1
fj(xj)− φT (Ax− b)− ψT (1− x), (2.4)
where x ≥ 0, from which we derive the following optimality condition:
xj ∈ argmax
xj≥0
fj(xj)− (aTj φ+ ψj)xj ∀j ∈ [n]. (2.5)
Thus note that
f ′j(xj) = a
T
j φ+ ψj ∀j ∈ [n]. (2.6)
The complimentary slackness conditions ψj(1 − xj) = 0 for all j ∈ [n] imply
that if ψj > 0, then x∗j = 1 where ∗ denotes optimality. However, if ψj = 0,
then f ′j(x∗j) = aTj φ∗. We use these facts to motivate our algorithm.
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2.3.2 Acceleration Algorithm
Given a (1, αd)-approximation algorithmA, the acceleration framework is com-
prised of the following two steps. The approach is summarized in Algorithm 1.
Step 1.
Uniformly at random select a subset of the variables, S ⊂ [n], |S| = s = dsne.
Relabel the sampled variables as 1, . . . , s for clarity, and define the sample
problem on s variables as follows:
maximize
x∈Rs
∑s
j=1 fj(xj) (2.7a)
subject to
∑s
j=1 aijxj ≤ (1−f )sαd bi i ∈ [m] (2.7b)
0 ≤ xj ≤ 1 j ∈ [s]. (2.7c)
Here, αd is the parameter of the dual approximate complementary slackness
guarantee of A, f > 0 is a parameter set to ensure feasibility during the
thresholding step, and s > 0 is a parameter that determines the fraction of
the primal variables that are be sampled. Our analytic results give insight for
setting f and s; see Section 2.5.3.
Next, use solver A to solve the dual of the sample problem (2.7). Let φS ∈ Rm
be the dual variable corresponding to the primal constraints (2.7b), and let
ψS ∈ Rs correspond to constraints (2.7c). Then, the sample dual problem is
minimize
φ∈Rm+ ,ψ∈Rs+
(1−f )s
αd
bTφ−∑sj=1 f ?j (aTj φ+ ψj) + 1Tψ, (2.8)
where 1 is the vector of ones, and f ? is the concave conjugate function as
defined in (2.3).
Finally, retrieve the sample dual solution φS, which is an approximation of the
dual solution of the original problem (2.1).
Step 2.
The second step in our acceleration framework uses the dual solution from
the sample problem to define a deterministic thresholding procedure, which is
used to construct the solution of problem (2.1). This procedure is motivated
by the optimality condition (2.5).
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Evaluating (2.5) when f ′ is non-invertible (equivalently f ∗ is non-differentiable;
f ′−1 = f ?′), we find, for j ∈ [s],
xSj ∈ ∂f ∗(aTj φS + ψSj ) = argmax
0≤xSj ≤1
(aTj φ
S + ψSj )x
S
j − fj(xSj ). (2.9)
The set of subgradients ∂f ∗(aTj φS +ψSj ) is not necessarily a singleton set. We
assign our approximation of the primal solution, which we denote as xj(φS),
to be the smallest element in ∂f ∗(aTj φS +ψSj ). Such an element exists because
the set is a closed convex subset of [0, 1]. We define the allocation rule xj(φS),
in which we set the primal variables for all j ∈ [n] as a function of the dual
solution φS:
xj(φ
S) :=
{
1 if aTj φS < f ′j(1)
arg min ∂f ∗j (a
T
j φ
S + ψS) otherwise.
(2.10)
If f is strictly convex, (2.10) reduces to the following:
xj(φ
S) :=
{
1 if aTj φS < f ′j(1)
f ′−1j (a
T
j φ
S) otherwise.
(2.11)
For an example of (2.11), consider the following: if fj(xj) = cj log(xj), then
xj(φ
S) = 1 if aTj φS < cj, and xj(φS) =
cj
aTj φ
S otherwise. If f is linear, (2.10)
reduces to the following binary thresholding procedure:
xj(φ
S) =
{
1 if aTj φS < cj
0 otherwise.
(2.12)
The allocation rule (2.10) reduces to (2.12) in the linear case because the
derivative of fj is cj for all x. In (2.10) we take the smallest value in the set
of subgradients ∂f ∗(aTj φS + ψSj ), which in this case is x = 0.
Setting s and f
The parameters s and f must be chosen when using the framework. In gen-
eral, parameter s is chosen based on the user’s requirement for accuracy versus
speed; it directly controls the size of the sample problem. The parameter f is
related to the feasibility and nearness to optimally of the solution. Concretely,
we suggest choosing s and f using the following approach. First, choose s
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Algorithm 1: Acceleration Framework
Input: Convex Program C, solver A, s > 0, f > 0
Output: xˆ ∈ Rn
(1) Select s = dsne primal variables uniformly at random. Solve the
sample dual problem (2.8) using A to find an (approximate) dual
solution yS = [φS, ψS] ∈ [Rm,Rs].
(2) Set xˆj = xj(φS) as defined in (2.10), for all j ∈ [n].
based on the user’s requirement for speed vs. accuracy. This tradeoff is illus-
trated in the experiments section in Figures 21 and 24. Given a fixed s, a
concrete approach for choosing f is given in Algorithm 2. Here, we set f = 0
and increase f iteratively, solving the sample problem with different values
of the parameter. Solving multiple problems in order to identify the best f
is generally not time prohibitive, because the sample problems are very small
compared to the original. One can also simply set f in accordance with the
theoretical bounds. Our analytic results in the next section provide guarantees
on the largest f that guarantees feasibility. However, we find in practice that
we can often use a smaller f and get a closer to optimal solution without vio-
lating feasibility. Thus, it is useful to search for the minimal f that provides
feasibility for a given problem. A practical discussion of setting both s and
f is found in Section 2.5.3.
Algorithm 2: An approach for setting f
Input: Convex Program L, solver A, s > 0, f > 0
Output: xˆ ∈ Rn
Set f = 0.
while f < 1 do
xˆ= Algorithm 1(L,A,s,f ).
if xˆ is a feasible solution to L then
Return xˆ.
else
Increase f .
Discussion
Before moving to the analysis, we provide some context about why the al-
location rule (2.10) works. Recall that (2.6) states that f ′j(xj) = aTj φ + ψj
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for all j ∈ [n]. Hence, if ψj > 0, the complimentary slackness conditions
ψj(1 − xj) = 0 imply that x∗j = 1. However, if ψj = 0, then x∗j = f ′−1j (aTj φ∗).
Thus, in the allocation rule we set xj(φ) based on these optimality conditions.
Notice that we do not have access to the optimal dual solution φ∗ to problem
(2.1), but rather to an approximation φS, the solutions to the sample dual
problem (2.8). Thus we cannot satisfy the complementary slackness condi-
tions exactly. The key argument we need to make is that, despite having
only an approximate φS, the solution xj(φS) is nearly optimal. To account
for the fact that an approximate dual solution is produced in the first step,
we preemptively scale the b vector by the factor (1−f )s
αd
in constraints (2.1a).
Given this rescaling, the solution xj(φS) is feasible and nearly optimal with
high probability.
2.4 Results: Feasibility and Optimality Guarantees
In this section we present our main technical results, which provide worst-case
guarantees on the feasibility and optimality of the solution provided by our
acceleration framework.
Let C be a packing problem with n variables and m constraints, as in (2.1),
and define B := mini∈[m]{bi}. The following theorem bounds the quality of
the solution provided by the acceleration framework.
Theorem 1. Let C be a packing problem of form (2.1) or (2.2), with n vari-
ables and m constraints, and define B := mini∈[m]{bi}. Let A be a (1, αd)-
approximation algorithm for C, with runtime f(n,m). For any s, f > 0, in
the concave case (2.1), if,
B ≥ 10(m log(n+
4f sn
2
m logn
) + log(m
s
))
2fs
, (2.13)
or in the linear case (2.2), if,
B ≥ 10(m log(n) + log(
m
s
))
2fs
, (2.14)
then Algorithm 1 runs in time f(sn,m)+O(n), and obtains a feasible
(
1−f
α2d
)
-
approximation to the optimal solution for C with probability at least 1− 2s.
The key trade-off in the acceleration framework is between the size of the
sample problem, determined by s, and the resulting quality of the solution,
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determined by the feasibility parameter, f . The accelerator provides a large
speedup if s can be made small without causing f to be too large. Theorem
1 quantifies the trade-off between f and s, along with the relation to B.
The bound on B in Theorem 1 defines the class of problems for which the
accelerator is guaranteed to perform well: problems for which m  n and B
is not too small. Nevertheless, our experimental results successfully apply the
framework well outside of these parameters; the theoretical analysis provides
a very conservative view on the applicability of the framework.
We also compare the results for the concave versus linear case in Theorem 1.
First, note that the concave result does not depend on the form of the concave
function f . Second, note that the bounds on B in the concave (2.13) and
linear (2.14) cases are of the same order; Ω
(
m
2f s
log(n)
)
. In a recent paper
on linear programs, [117] achieve the same order bound on B. Thus, despite
applying to general convex programs in this work, we achieve the same order
bound. We also note that the difference in (2.13) and (2.14) occurs in the
second term in the argument of the first logarithmic term, which is present
due to the analysis of the convex case. The reason for this difference is made
clear in the proof of Lemma 12.
As discussed in the introduction, our work is related to the literature on online
algorithms for packing linear programs with optimal competitive ratio under
random permutation model. In this context B is often referred to as the bid-
to-budget ratio. In the case of [4], the one-time learning algorithm achieves
a competitive ratio of 1 −  if the bid-to-budget ratio is Ω (m
3
log(n

)
)
, which
is similar to the assumption on B in Theorem 1. However, [135] present a
different analysis for the algorithm by [4], in which they require a bid-to-
budget ratio of Ω
(
m2
3
log(m

)
)
. Removing the dependency on n, which is
the time horizon of the online problem, is of theoretical importance in the
online setting. However, in our setting, even though m  n, typically m is
comfortably larger than log(n); hence a result similar to that of [4] is more
desirable.
In addition to exact and approximate LP solvers, our framework can be used
solve integer linear programs (ILP). These are linear programs with binary
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decision variables:
maximize
∑n
j=1 cjxj (2.15a)
subject to
∑n
j=1 aijxj ≤ bi i ∈ [m] (2.15b)
xj ∈ {0, 1} j ∈ [n]. (2.15c)
The allocation rule (2.12) produces binary solutions, and so naturally the
solutions satisfy ILP integrality constraints.
Our framework can be parallelized; Step 2 of Algorithm 1 can be done in
parallel. Additionally, if the solver A that is being accelerated is parallelizable,
further parallelization can be achieved. We formally state these points below.
Corollary 2. Let A be an (1, αd)-approximation algorithm for problems of
form (2.1), with runtime f(n,m).
• Consider an ILP. Algorithm 1 obtains a feasible (1−f )
α2d
-approximation
to the optimal solution for the ILP with probability at least 1 − 1
n
with
runtime f(sn,m) +O(n).
• If A is a parallel algorithm, then executing Algorithm 1 on p processors
in parallel obtains a feasible (1−f )
α2d
-approximation to the optimal solution
with probability at least 1 − 1
n
and runtime fp(sn,m) + O(n/p), where
fp(sn,m) denotes A’s runtime for the sample program on p processors.
2.5 Experiments
We illustrate the speedup provided by our acceleration framework by using it
to accelerate state-of-the-art commercial solvers. We first run our acceleration
framework on synthetic randomly generated problems, and then provide a real
data example. Additionally, we demonstrate the benefits of cloning.
We accelerate Gurobi and SCS, in the case of linear and convex programs
respectively. Due to limited space, we do not present results for more spe-
cialized solvers; however, the improvements shown here provide a conservative
estimate of the improvements possible with more specialized solvers. Similarly,
the speedup provided by an exact solver (such as Gurobi) provides a conser-
vative estimate of the improvements when applied to approximate solvers or
when applied to solve ILPs.
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Note that our experiments consider situations where the assumptions in Theo-
rem 1 on B, m, and n do not hold. Thus, they highlight that the assumptions
of the theorem are conservative and the accelerator can perform well outside
of the settings prescribed by the analysis. This is also true with respect to the
assumptions on the algorithm being accelerated. While our proof requires the
algorithm to be a (1, αd)-approximation, the accelerator works well for other
types of algorithms too. For example, we have applied our framework to the
gradient algorithm such as [185] in the linear case, with results that parallel
those presented for Gurobi below. All experiments are run on a server with
Intel E5-2623V3@3.0GHz 8 cores and 64GB RAM.
2.5.1 Linear Case: Accelerating Gurobi
In this section we describe experiments done on synthetic randomly generated
linear programs. We describe the speedup provided for Gurobi, a state-of-the-
art commercial LP solver.
Experimental Setup. To illustrate the performance of our accelerator, we run
Algorithm 1 on randomly generated LPs. Unless otherwise specified, the ex-
periments use a matrix A ∈ Rm×n of size m = 102, n = 106. Each element of
A, denoted as aij, is first generated from [0, 1] uniformly at random and then
set to zero with probability 1− p. Hence, p controls the sparsity of matrix A,
and we vary p in the experiments. The vector c ∈ Rn≥0 is drawn i.i.d. from
[1, 100] uniformly. Each element of the vector b ∈ Rm≥0 is fixed as 0.1n. (Note
that the results are qualitatively the same for other choices of b.) By default,
the parameters of the accelerator are set as s = 0.01 and f = 0, though these
are varied in some experiments. Each point in the presented figures is the
average of over 100 executions under different realizations of A and c.
In order to measure the quality of the solution, we define the relative error
as (1 − pˆ/p∗), where p∗ is the optimal objective value and pˆ is the objective
value produced by our algorithm. To measure the acceleration, we define the
speedup of the accelerated algorithm as the ratio of the runtime of the original
solver to the runtime of our algorithm.
We implement the accelerator in Matlab and use it to accelerate Gurobi. We
intentionally perform the experiments with a small degree of parallelism in
order to obtain a conservative estimate of the acceleration provided by our
framework. As the degree of parallelism increases, the speedup of the accel-
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Figure 21: Illustration of the relative error and speedup across sample sizes,
s. The shaded area depicts a reasonable setting range for s; the speedup is
significant, while the relative error is low. Two levels of sparsity, p, are shown.
erator increases and the quality of the solution remains unchanged (unless
cloning is used, in which case it improves).
Experimental Results. Our experimental results highlight that our acceleration
framework provides speedups of two orders of magnitude (over 150×), while
maintaining high-quality solutions (relative errors of < 4%).
The trade-off between relative error and speed. The fundamental trade-off in
the design of the accelerator is between the sample size, s, and the quality
of the solution. The speedup of the framework comes from choosing s small,
but if it is chosen too small then the quality of the solution suffers. For the
algorithm to provide improvements in practice, it is important for there to be
a sweet spot where s is small and the quality of the solution is still good, as
indicated in the shaded region of Figure 21.
Scalability. In addition to speeding up LP solvers, our acceleration framework
provides significantly improved scalability. Because the LP solver only needs to
be run on a (small) sample LP, rather than the full LP, the accelerator provides
order of magnitude increase in the size of problems that can be solved. This
is illustrated in Figure 23. The figure shows the runtime and relative error of
the accelerator. In these experiments we have fixed p = 0.8 and n/m = 103
as we scale m. We have set s = 0.01 throughout. As (a) shows, one can
choose s more aggressively in large problems since leaving s fixed leads to
improved accuracy for large scale problems. Doing this would lead to larger
speedups; thus by keeping s fixed we provide a conservative estimate of the
improved scalability provided by the accelerator. The results in (b) illustrate
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Figure 22: Illustration of the relative error and runtime as the problem size,
m, grows. Throughout, n/m = 103. In (b), Gurobi ran into memory errors
for problems with m > 300. However, our accelerator algorithm was able to
solve the problems in a faction of the time, with low relative error.
the improvements in scalability provided by the accelerator. Gurobi’s run
time grows quickly until finally, it runs into memory errors and cannot arrive
at a solution. In contrast, the runtime of the accelerator grows slowly and
can (approximately) solve problems of much larger size. To emphasize the
improvement in scalability, we run an experiment on a laptop with Intel Core
i5 CPU and 8 GB RAM. For a problem with size m = 102, n = 107, Gurobi
fails due to memory limits. In contrast, the accelerator produces a solution in
10 minutes with relative error less than 4%.
2.5.2 Convex Case: Accelerating SCS
In this section we empirically demonstrate the speed up provided by our ac-
celeration method for convex. problems of form (2.1). We accelerate SCS, a
state-of-the-art convex program solver. As in the LP case, the experiments
show that our method provides order-of-magnitude speedups, while producing
near-optimal solutions. We consider several monotonically increasing objective
functions, as described below.
Experimental Setup. We implement the accelerator in python and use CVXPY
[60] to call SCS. We use randomly generated problems for our experiments
and each point in the figures is averaged over 50 executions under different
realizations of A, b and fj for all j ∈ [n].
To generate random instances, we generate matrices A ∈ Rm×n as follows.
Each element of A is drawn i.i.d. from the uniform distribution U [0, 1], and
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then set to zero with probability 1− p. We vary p in the experiments, which
controls the sparsity of matrix. We set b = Ay + 0.1z, where y and z are
both random vectors drawn i.i.d. from U [0, 1]. We consider concave objective
functions fj(xj) = cj log(xj) and fj(xj) = cjxj1/2, where cj is drawn i.i.d. from
U [0, 1]. We note that the derivative does not exist at xj = 0 for the func-
tion log(xj). Instead, to satisfy our assumptions, we can solve an equivalent
problem with objective function log(xj + δ)− log(δ).
Unless otherwise specified, the problem dimensions are m = 102, n = 106, the
parameters are set as s = 0.01 and f = 0 and f is increased as described in
Algorithm 2, found in Section 2.3, until feasibility is reached. The parameters
are varied in experiments.
Note that these experiments consider settings in which the assumptions of
Theorem 1 on B do not hold. When we set b = Ay+ 0.1z as described above,
these values are smaller than the bound on B. However our algorithm performs
well even in this setting, demonstrating that the assumptions of the theorem
are conservative.
Experimental Results. We see a remarkable speedup in our experiments, while
maintaining high-quality solutions. Figure 23 demonstrates the relative error
and speedup as the size of the problems are varied. The ratio n/m = 103
is fixed as we vary both n and m. We set p = 0.8 and s = 0.01. Here we
see a speedup of multiple orders of magnitude compared to SCS. Additionally,
the line corresponding to SCS stops at about n = 1M variables. At this
point, SCS runs into memory errors and is unable to proceed. However, our
algorithm is able to solve the same problem in a factor of 100 less time, while
achieving a relative error of 1%. Our accelerator is additionally able to proceed
with larger problems, ones that SCS can not handle. Thus, our accelerator
provides remarkable scalability: we can quickly solve problems with orders of
magnitude more variables than SCS can handle.
Figure 24 demonstrates the relative error and speedup as the sample size s
is varied. We see that, as s decreases, the speedup is larger, but problems
become harder and thus error increases. For larger s, the speedup is less
pronounced but the accuracy is very high.
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Figure 23: The relative error and runtime as the problem size, m, grows, where
we fix the ratio n/m = 103. In (a), (b), fj(xj) = cj log(xj), and in (c), (d)
fj(xj) = cjx
1/2
j .
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Figure 24: The relative error and runtime ratios as the sample size, s, varies,
where we fix n = 5× 105, m = 100. In (a), (b), fj(xj) = cj log(xj), and in (c),
(d) fj(xj) = cjx
1/2
j .
31
2.5.3 Setting Parameters in Practice
While Theorem 1 gives guidance on how to set f and s to ensure the worst-
case guarantees, in practice it is possible to be more aggressive.
Figure 25 demonstrates the nature of the solution as s and f vary. We plot
the optimal solution sorted by magnitude, as well as our approximate solution
sorted in the same order as the optimal, i.e., x∗j and x(φ)j appear on the
same vertical line for the same j. First, we observe the effects of varying f .
In (a) and (c) we experiment with setting f = 0, and find that the solution
produced is infeasible. However in (b) and (d) we increase f and find a feasible
solution. Visually, when comparing (a) and (b), we can see our solution shifts
downwards in (b), which makes sense; a solution with smaller values is more
likely to be feasible in a packing maximization problem. Secondly, we observe
the effects of varying s. When comparing (b) and (d), we demonstrate that
increasing s causes the approximate solution to tighten around the optimal;
a larger sample size allows for a closer to optimal solution.
2.5.4 The Benefits of Cloning
Speculative execution is an important tool that parallel analytics frameworks
use to combat the impact of stragglers. Our acceleration framework can im-
plement speculative execution seamlessly by running multiple clones (samples)
in parallel and choosing the ones that finish the quickest. We illustrate the
benefits associated with cloning in Figure 26. This figure shows the percent-
age gain in relative error and speedup associated with using different numbers
of clones. In these experiments, we consider LPs generated as described in
Section 2.5.1. We fix  = 0.002 and p = 0.8. We vary the number of clones
run and the accelerator outputs a solution after the fastest four clones have
finished. Note that the first four clones do not impact the speedup as long as
they can be run in parallel. However, for larger numbers of clones our experi-
ments provide a conservative estimate of the value of cloning since our server
only has 8 cores. The improvements would be larger than shown in Figure 26
in a system with more parallelism. Despite this conservative comparison, the
improvements illustrated in Figure 26 are dramatic. Cloning reduces the rel-
ative error of the solution by 12% and triples the speedup. Note that these
improvements are significant even though the solver we are accelerating is not
a parallel solver.
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(d) f = 0.05, s = 0.8
Figure 25: Illustration of how the optimal solution x∗ and our approximate
x(φˆ) solution differ. In particular, increasing f affects the feasibility of our
solution: comparing (a) and (b), as f is increased, the approximate solution
x(φˆ) shifts downwards; in (a) the approximate solution is infeasible, but setting
f = 0.1 produces a feasible x(φˆ). Here m = 100 and n = 600 and fj(xj) =
cj log(xj).
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Figure 26: Illustration of the impact of cloning on solution quality as the
number of clones grows.
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2.5.5 Case Study: California Road Network Dataset
To illustrate the performance in a specific practical setting, we consider an
example focused on optimal resource allocation in a network. We consider an
LP that represents a multi-constraint knapsack problem associated with plac-
ing resources at intersections in a city transportation network. For example,
we can place medical testing facilities, advertisements, or emergency supplies
at intersections in order to maximize social welfare, but such that there never
is a particularly high concentration of resources in any area.
Specifically, we consider a subset of the California road network dataset [111],
consisting of 100, 000 connected traffic intersections. We consider only a subset
of a total of 1, 965, 206 intersections because Gurobi is unable to handle such
a large dataset when run on a laptop with Intel Core i5 CPU and 8 GB RAM.
We choose 1000 of the 100, 000 intersections uniformly at random and defined
for each of them a local vicinity of 20, 000 neighboring intersections, allowing
overlap between the vicinities. The goal is to place resources strategically
at intersections, such that the allocation is not too dense within each local
vicinity. Each intersection is associated with a binary variable which represents
a yes or no decision to place resources there. Resources are constrained such
that the sum of the number of resource units placed in each local vicinity does
not exceed 10, 000.
Thus, the dataset is as follows. Each element Aij in the data matrix is a binary
value representing whether or not the i-th intersection is part of the j-th local
vicinity. There are 1000 local vicinities and 100, 000 intersections, hence A is
a (1000× 100, 000) matrix. Within each local vicinity, there are no more than
bj = 10, 000 resource units.
The placement of resources at particular locations has an associated utility,
which is a quantifier of how beneficial it is to place resources at various lo-
cations. For example, the benefit of placing medical test supplies, advertise-
ments, or emergency supplies at certain locations may be proportional to the
population of the surrounding area. In this problem, we randomly draw the
utilities from Unif[1, 10]. The objective value is the sum of the utilities at
whose associated nodes resources are placed.
Figure 27 demonstrates the relative error and runtime of the accelerator com-
pared to Gurobi, as we vary the sample size s. There is a speed up by a factor
of more than 30 when the approximation ratio is 0.9, or a speed up by a factor
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Figure 27: Illustration of the relative error and runtime across sample sizes,
s, for the real data experiment on the California road network dataset.
of about 9 when the approximation ratio is 0.95.
2.6 Proofs
In this section we present a proof of Theorem 1. The proof approach has two
main steps: (1) show that the solution provided by Algorithm 1 is feasible
with high probability (Lemma 12); and (2) show that the value of the solution
is sufficiently close to optimal with high probability (Lemma 16). First, we
present preliminary results.
2.6.1 Preliminary Results
We make use of the following concentration bound, for example as found in
[196].
Theorem 3 (Hoeffding-Bernstein Inequality). Let u1, u2 . . . , us be random
samples without replacement from the real numbers r1, . . . , rn, where rj ∈
[0, 1]. For t > 0, Pr
[
|∑sj=1 uj − sn∑nj=1 rj| ≥ t] ≤ 2 exp( −t22sσ2n+t) , where
σ2n =
1
n
∑n
j=1(rj −
∑n
j=1 rj/n)
2.
Throughout this section, we use the following definition.
Definition 4. Denote the solution produced by Algorithm 1 as x(φS) ∈ Rn,
the solution to the sample problem (2.7) as xS ∈ Rs, and the dual sample
solutions as φS ∈ Rm and ψS ∈ Rs. Let the algorithm A being accelerated be
a (1, αd)–approximation algorithm. Define a sample S ⊂ [n], |S| = sn. Let
S be the set of all samples, and N = [n]. Define events, associated with each
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constraint i ∈ [m],
Di =
{
S ∈ S : ∑j∈S aijxSj ≤ (1−f )sαd bi}
Ei =
{
S ∈ S : ∑j∈S aijxj(φS) ≤ (1− f )sbi}
Fi =
{
S ∈ S : ∑j∈N aijxj(φS) ≤ bi} .
For brevity, we drop S from our notation hereafter. The following claim de-
scribes the relation between the sample solution xS to problem (2.7) and the
solution x(φS) produced by Algorithm 1.
Claim 5. Let xS be the sample solution to (2.7) and x(φS) be the approximate
solution to (2.1). If Algorithm A is a (1, αd)-approximate solver, then αdxSj ≥
xj(φ
S) for all j ∈ [s].
Proof. Recall that in the allocation rule (2.10) we set xj(φS) based on the
optimality conditions of the sample problem. Specifically, we consider (2.6),
reproduced below,
f ′j(x
S
j ) = a
T
j φ
S + ψSj ∀j ∈ [s] (2.16)
and the value of ψSj , to motivate the two branches of the general allocation
rule (2.10), and its special cases, (2.11) and (2.12). Consider the following
cases.
• ψSj > 0: Evaluating (2.16), we see that f ′j(xSj ) > aTj φS. This is the
condition in the first branch of each of the allocation rules, in which we
set xj(φS) = 1. The approximate complimentary slackness conditions
imply that 1 ≤ xSj αd. Recalling that αd ≥ 1, we see that αdxSj ≥
x(φS). Note also that in the case of an exact solver (αd = 1), the exact
complimentary slackness conditions ψSj (1 − xSj ) = 0 imply that xSj = 1,
and so xSj = xj(φS) = 1.
• ψSj = 0: Evaluating (2.16), we see that f ′j(xSj ) = aTj φS, which corre-
sponds to the second branch of the allocation rules (2.10), (2.11) and
(2.12), which differ. Consider the following cases.
– Case (1) Concave f ′j non-invertible: As described in the general
allocation rule (2.10), we set xj(φS) equal to the smallest value
that satisfies f ′j(xSj ) = aTj φS. Thus, xSj ≥ xj(φS).
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– Case (2) Strictly Concave: The sample solution and the result of
the strictly concave allocation rule (2.11) are equal: xSj = xj(φS) =
f ′−1j (a
T
j φ
S).
– Case (3) Linear: The linear allocation rule (2.12) sets xj(φS) = 0,
and so xSj ≥ xj(φS).
The following lemma relates the sample solution xS to the solution x(φS)
produced by Algorithm 1.
Lemma 6. Define events Di and Ei as in Definition 4. For all i ∈ [m],
Di ⊂ Ei.
Proof. Due to Claim 5, αdxSj ≥ xj(φS) for all j ∈ S. Thus,∑
j∈S
aijxj(φ
S) ≤
∑
j∈S
αdaijx
S
j ≤ αd
(1− f )s
αd
bi = (1− f )sbi,
where the second inequality is due to the definition of Di.
Finally, the following lemma will be used in the feasibility argument.
Lemma 7. For all constraints i ∈ [m],
Pr[Di∩F¯i] ≤ Pr[Ei∩F¯i] ≤ Pr
[
|∑j∈S aijxj(φS)− s∑j∈N aijxj(φS)| > fsbi] .
Proof. For each constraint i ∈ [m], we evaluate Pr[Di ∩ F¯i]:
Pr[Di ∩ F¯i] = Pr
[∑
j∈S
aijx
S
j ≤
(1− f )s
αd
bi ∩
∑
j∈N
aijxj(φ
S) > bi
]
≤ Pr
[∑
j∈S
aijxj(φ
S) ≤ (1− f )sbi ∩
∑
j∈N
aijxj(φ
S) > bi
]
(2.17)
≤ Pr
[∑
j∈S
aijxj(φ
S) ≤ (1− f )sbi
∣∣∣∣∣ ∑
j∈N
aijxj(φ
S) > bi
]
≤ Pr
[
|
∑
j∈S
aijxj(φ
S)− s
∑
j∈N
aijxj(φ
S)| > fsbi
]
,
where (2.17) is due to Lemma 6.
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2.6.2 Quantizing the Solution Space
We bound the number of possible solutions xj(φS). Naively it may seem that
there are an infinite number of possible solutions, as xj ∈ [0, 1]. However,
we can bound the number of possible solutions by considering classes of dual
variables that result in approximately equivalent primal realizations xj(φS).
We discretize the primal solution space, [0, 1], with a grid size of q, and define
the following:
Definition 8. Consider a discretization of the primal solution space [0, 1],
with grid size q ≤ 1. Denote the value of f ′j evaluated at discrete values as
Tj = {f ′j(0+), f ′j(q), . . . , f ′j(qb1/qc} ∪ {f ′j(1−)}.
Definition 9. Consider two dual solutions φS1 , φS2 ∈ Rm+ to problem (2.7).
Discretize the primal solution space as in Definition 8. Let Gj = {(aj, ξ)|ξ ∈
Tj} and G = ∪jGj. We say φS1 and φS2 are in the same equivalence class and
write φS1 ∼ φS2 when
∀j,∀(aj, ξ) ∈ Gj : aTj φS1 ≥ ξ ⇐⇒ aTj φS2 ≥ ξ. (2.18)
We show that two dual variables in the same equivalence class, when applied to
the allocation rule (2.10), result in two primal solutions which are element-wise
within a distance of q from each other.
Lemma 10. Consider two dual variables in the same equivalence class. The
corresponding primal solutions satisfy |xj(φS1)− xj(φS2)| ≤ q for all j ∈ [n].
Proof. Suppose that the interval [0, 1] is discretized with a grid size of q, as
in Definition 8. Consider two dual variables in the same equivalence class as
specified in Definition 9. Equation (2.18), along with the allocation rule (2.10),
imply that if φS1 ∼ φS2 , then the following cases occur:
• when aTj φS1 < f ′j(1−) and aTj φS2 < f ′j(1−), then xj(φS1) = xj(φS2) = 1
• when aTj φS1 ≥ f ′j(0+) and aTj φS2 ≥ f ′j(0+), then xj(φS1) = xj(φS2) = 0
• when f ′j(1−) ≤ aTj φS1 < f ′j(0+) and f ′j(1−) ≤ aTj φS2 < f ′j(0+), then
|xj(φS1)− xj(φS2)| ≤ q.
38
Thus in general, |xj(φS1)− xj(φS2)| ≤ q for all j.
We employ a classical result of combinatorial geometry [153] to bound the
number of possible primal solutions.
Lemma 11. There are at most (n(1 + 1
q
))m possible primal solutions x(φS).
Proof. We employ a classical result of combinatorial geometry [153]. This
result says that given k points in m-dimensional space, the number of possible
separations, or regions, created by an m-dimensional plane is km.
We characterize each primal solution by a separation of k points in an m-
dimensional plane by a hyperplane. In this context, each point corresponds to
a value that the primal solution can take on. The number of values the primal
solution xj(φS) can take on is described by the size of the set Tj as defined in
Definition 8. Thus, k =
∑n
j=1|Tj|.
In the linear case, note that |Tj|= 1, ∀j, thus k = n. However in general,
the size of set Tj is determined by the number of quantized values on the
[0, 1] interval, which is dependent on the grid size q. Recalling Definition 8,
|Tj|≤
(
1 + 1
q
)
, ∀j. There are n such sets, and so k ≤ n(1 + 1
q
).
Applying [153], we find that the number of possible primal solutions is equal
to the maximum number of regions created by the hyperplane, which is at
most (n(1 + 1
q
))m.
2.6.3 Feasibility
Now we turn to the feasibility portion of the proof; we show that the solution
provided by Algorithm 1 is feasible with high probability.
Lemma 12. Let A be a (1, αd)-approximation algorithm for packing problems,
αd ≥ 1. For any s, f > 0, if the conditions (2.13) and (2.14) on B hold, for
the concave (2.1) and linear (2.2) cases respectively, then the solution Algo-
rithm 1 produces is feasible with probability at least 1− 2s.
Proof. We bound the probability that for a given sample S, the sample solution
xS is feasible for the sample problem (2.7), while there is some constraint i for
which the complete solution x(φS) is infeasible in the original problem (2.1).
Recall the events defined in Definition 4. Our goal is to bound Pr[Di ∩ F¯i].
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First, we relate the sample solution xS to x(φS). Due to Claim 5, we find that
αdx
S
j ≥ xj(φS) for all j ∈ [s]. Applying Lemma 6, we find that Di ⊂ Ei, and
by Lemma 7 Pr[Di ∩ F¯i] ≤ Pr[Ei ∩ F¯i]. We now proceed to bound Pr[Ei ∩ F¯i].
Suppose that the primal solution space [0, 1] is discretized with a grid size
of q. Let q = f mini bi
4n
. Consider two equivalent dual variables φS1 and φS2
as defined in Definition 9. Applying Lemma 10, the inequality q ≥ f bi
4n
, and
recalling that aij ∈ [0, 1], we find:∣∣∣∣∣∑
j∈S
aijxj(φ
S1)−
∑
j∈S
aijxj(φ
S2)
∣∣∣∣∣ ≤∑
j∈S
q ≤ snq ≤ sfbi/4 (2.19)∣∣∣∣∣∑
j∈N
aijxj(φ
S1)−
∑
j∈N
aijxj(φ
S2)
∣∣∣∣∣ <∑
j∈N
q < nq < fbi/4. (2.20)
Now for each equivalence class C of dual variables, and for each constraint i,
we bound the probability of Pr[Ei ∩ F¯i ∩
{
φS ∈ C}].
In line (2.21) below, we consider any dual variable φS ∈ C in a fixed equivalence
class. In line (2.22) we fix a particular dual variable ΦC within the equivalence
class C. Thus, ΦC is not a random variable. This allows us to apply the
Hoeffding-Bernstein Inequality (Theorem 3) in the next line (2.23), where the
randomness present is due only to the choice of samples, indexed by j, which
leads to a random selection of aij. We emphasize that xj(ΦC) is deterministic.
Pr[Ei ∩ F¯i ∩
{
φS ∈ C}] ≤ Pr[∣∣∣∣∣∑
j∈S
aijxj(φ
S)− s
∑
j∈N
aijxj(φ
S)
∣∣∣∣∣ > fsbi ∩ {φS ∈ C}
]
(2.21)
≤ Pr
[∣∣∣∣∣∑
j∈S
aijxj(Φ
C)− s
∑
j∈N
aijxj(Φ
C)
∣∣∣∣∣ > fsbi2
]
(2.22)
≤ Pr
[∣∣∣∣∣∑
j∈S
aijxj(Φ
C)− E
[∑
j∈N
aijxj(Φ
C)
]∣∣∣∣∣ > fsbi2
]
(2.23)
≤ 2 exp
(
− 
2
f
2
sb
2
i
2sbi + fsbi/2
)
(2.24)
= 2 exp
(
− 
2
fsbi
8 + 2f
)
≤ 2 exp
(
−
2
fsbi
8
)
, (2.25)
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where line (2.21) is due to Lemma 7. In line (2.22) we fix a particular dual
variable ΦC within the equivalence class C. The inequality holds due to the
fact that if ∣∣∣∣∣∑
j∈S
aijxj(φ
S)− s
∑
j∈N
aijxj(φ
S)
∣∣∣∣∣ > fsbi and φS ∈ C, (2.26)
then∣∣∣∣∣∑
j∈S
aijxj(Φ
C)− s
∑
j∈N
aijxj(Φ
C)
∣∣∣∣∣ ≥
∣∣∣∣∣∑
j∈S
aijxj(φ
S)− s
∑
j∈N
aijxj(Φ
C)
∣∣∣∣∣− fsbi4 by (2.19)
≥
∣∣∣∣∣∑
j∈S
aijxj(φ
S)− s
∑
j∈N
aijxj(φ
S)
∣∣∣∣∣− fsbi2 by (2.20)
>
fsbi
2
by (2.26).
In line (2.24) we apply the Hoeffding-Bernstein Inequality (Theorem 3). To
complete the proof, we take a union bound over all possible primal solutions,
and the values i of the m constraints. The number of possible primal solutions
is described in Lemma 11. Setting q ≥ f bi
4n
we find
2(n(1 +
4n
fbi
))m exp
(
−
2
fsbi
8
)
(2.27)
≤ 2(n(1 + 4fsn
m log(n)
))m exp
(
−
2
fsbi
8
)
≤ 2s
m
. (2.28)
In (2.27), bi appears twice. If we make the assumption on B as in (2.13),
then that also implies that bi > m log(n)2f s . Thus, (2.28) follows first because
of the weaker assumption on bi, and then because of the stronger assumption
(2.13). Finally, we take a union bound over all constraints: P (∪mi=1(Di ∩ F¯i)) ≤
m2s
m
= 2s.
2.6.4 Optimality
The following lemma describes the relation between the approximate solution
x(φS) and the approximation of the primal objective function.
Lemma 13. Given the dual solution (φS, ψS) to the sample problem (2.7), if
the solution produced by Algorithm (1), xˆ = x(φS), satisfies the dual approxi-
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mate complementary slackness conditions for r ≤ 1:
∀i φSi > 0⇒ rbi ≤ (Axˆ)i ≤ bi, (2.29)
∀j ψSj > 0⇒ r ≤ xˆj ≤ 1, (2.30)
then xˆ is an r-approximation of the optimal primal solution x∗ original prob-
lem (2.1).
Proof. Consider any approximate solution (xˆ, φS, ψS) that satisfies the approx-
imate complementary slackness conditions, as stated in (2.29) and (2.30).
Recall that (2.5) motivates the allocation (2.10). Thus, (2.6) and (2.10) imply
that f ′j(xˆj) ≥ aTj φS, ∀j ∈ [n]. Taking into account the concavity of the
objective function and the assumption that fj(0) = 0 for all j, we derive the
following:
∀j fj(xˆj) ≥ xˆjf ′j(xˆj) ≥ xˆjaTj φS. (2.31)
Recall that the dual to the sample problem (2.7) is
minimize
φ∈Rm+ ,ψ∈Rs+
bTφ−∑nj=1 f ?j (aTj φ+ ψj) + 1Tψ,
where f ?j (v) = infx∈R+ vx− fj(xj) is the concave conjugate function. Thus,∑n
j=1 f
?
j (a
T
j φ
S + ψSj ) = φ
SAxˆ+ ψS
T
xˆ−∑nj=1 fj(xˆj). (2.32)
So, the dual objective is
D(φS) := ∑mi=1 biφSi −∑nj=1 f ?j (aTj φS + ψSj ) + 1TψS (2.33)
≤ 1
r
∑m
i=1 (Axˆ)iφ
S
i −
∑n
j=1 f
?
j (a
T
j φ
S + ψSj ) + ψ
ST xˆ
=
1
r
φS
T
Axˆ− φSTAxˆ− ψST xˆ+∑nj=1 fj(xˆj) + ψST xˆ
= (
1
r
− 1)φSTAxˆ+∑nj=1 fj(xˆj).
The second line above follows from (2.29) and (2.30), and the third from (2.32).
Thus by (2.31), the primal objective is
P(xˆ) := ∑nt=1 fj(xˆj) ≥ φSTAxˆ
⇒ D(φS) ≤ 1
r
P(xˆ) ⇒ P(x∗) ≤ 1
r
P(xˆ).
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Next, we make a mild technical assumption.
Assumption 14. For any dual solution φS there are at most m columns aj
of A such that aTj φS = f ′j(xj).
Assumption 14 does not always hold; however it can be enforced by perturbing
each fj by a small amount at random, for example as described by [59] and [4].
Claim 15. Let xS and φS be solutions to the sample problem (2.7). Then
{xj(φS)}j∈[s] and {xSj }j∈[s] differ on at most m values of j.
Proof. When fj(x) is strictly concave, or equivalently f ′j(x) is invertible, by
allocation rule (2.11) the solutions are trivially equivalent xj(φS) = xSj for all
j ∈ [s].
For instances in which fj(x) has piece-wise linear components, then f ′j(x) may
be non-invertible. In such cases, as described in the general allocation rule
(2.10), we set xj(φS) to be the smallest element such that f ′j(x) ≥ aTj φS. Thus
the resulting function, which we denote f ′−1j , may have discontinuity points.
We are concerned with instances in which aTj φS falls on a discontinuity point
of f ′−1j . In such cases it is possible that xSj 6= xj(φS).
Here, f ′−1(x) is a non-increasing function and thus we can apply Froda’s The-
orem, which describes the set of discontinuities of a monotone real valued
function. The set of discontinuities is countable and is thus of Lebesgue mea-
sure zero.
By Assumption 14, there are at most m values of j for which aTj φS = f ′j(xj). If
f ′j is non-invertible in these instances, then by the above reasoning, we choose
m values from a countable set of discontinuity points. Therefore, there are at
most m cases in which aTj φS falls on a discontinuity point, which implies there
are at most m values of j for which xSj 6= xj(φS).
Now we show that the solution is approximately optimal with high probability.
Lemma 16. Let A be a (1, αd)-approximation algorithm for packing problems,
αd ≥ 1. For any s, f > 0, if, the conditions (2.13) and (2.14) on B hold,
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for the concave (2.1) and linear (2.2) cases respectively, then the solution Al-
gorithm 1 produces is a (1 − 3f )/α2d-approximation with probability at least
1− 2s.
Proof. To show the solution is approximately optimal, we bound the proba-
bility that for a given sample, the sample solution xS causes constraints i in
the sample problem to be nearly tight, while the complete solution x(φS) does
not cause those constraints to be nearly tight in the original problem. Define
events,
Mi = {S ∈ S :
∑
j∈S
aijx
S
j ≥
(1− 2f )s
α2d
bi}
Ni = {S ∈ S :
∑
j∈N
aijxj(φ
S) <
1− 3f
α2d
bi}.
We want to bound Pr[Mi ∩ N¯i]. When φSi > 0, the approximate dual com-
plementary slackness condition associated with the i-th primal constraint of
problem (2.7) is ∑
j∈S
aijx
S
j ≥
(1− f )s
α2d
bi.
This allows us to bound
∑
j∈S aijxj(φ
S) as follows:∑
j∈S
aijxj(φ
S) ≥
∑
j∈S
aijx
S
j −m ≥
(1− 2f )s
α2d
bi,
where the first inequality follows from Claim 15 and the second follows from
the fact that B ≥ mα2d
f s
.
We discretize the values that the primal solution can take, as done in the
feasibility argument in Lemma 12. However, we now let q = f mini bi
4nαd
. Consider
two dual variables φS1 and φS2 in the same equivalence class, as defined in
Definition 9. Applying Lemma 10,∣∣∣∣∣∑
j∈S
aijxj(φ
S1)−
∑
j∈S
aijxj(φ
S2)
∣∣∣∣∣ ≤∑
j∈S
q ≤ snq ≤ sfbi
4αd
(2.34)∣∣∣∣∣∑
j∈N
aijxj(φ
S1)−
∑
j∈N
aijxj(φ
S2)
∣∣∣∣∣ <∑
j∈N
q < nq <
fbi
4αd
. (2.35)
For each equivalence class C of dual variables, and for each constraint i, we
derive the following bound on the probability of Pr[Mi ∩ N¯i ∩ {φ ∈ C}]. We
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employ the same approach used in the analogous argument in the feasibility
proof of Lemma 12, equations (2.21) and (2.22), where we fix a particular dual
variable ΦC within the equivalence class C. We bound
Pr
[∑
j∈S
aijx
S
j ≥
(1− 2f )s
α2d
bi ∩
∑
j∈N
aijxj(φ
S) <
1− 3f
α2d
bi ∩ {φ ∈ C}
]
≤ Pr
[∑
j∈S
aijxj(Φ
C) ≥ (1− 2f )s
α2d
bi ∩
∑
j∈N
aijxj(Φ
C) <
1− 3f
α2d
bi
]
≤ Pr
[∣∣∣∣∣∑
j∈S
aijxj(Φ
C)− E
[∑
j∈N
aijxj(Φ
C)
]∣∣∣∣∣ > fs2α2d bi
]
≤ 2 exp
(
− 
2
fsbi
8α2d + 2αdf
)
.
Now take αd close to one, i.e., we assume 10 ≥ 8α2d + 2αdf . We apply
Lemma 11 for q = f mini bi
4nαd
and find
2(n(1 +
4n
fbi
αd))
m exp
(
−
2
fsbi
10
)
≤2(n(1 + 4fsn
m log(n)
))m exp
(
−
2
fsbi
10
)
≤ 2s
m
,
where the last line follows first because bi > m log(n)2f sαd , and then because of the
assumption made on B (2.13). Taking the union bound over values of i we
find that P (∪mi=1(Mi ∩ N¯i)) ≤ 2s. Finally, consider Lemma 13, for r = 1−3fα2d .
It follows that if x∗ is an optimal solution to L, then with probability at least
1− 2s,
P(x(φS)) ≥ 1− 3f
α2d
P(x∗).
Finally, the proof of Theorem 1 follows from the above results.
Proof. Proof of Theorem 1. The solution generated by the allocation rule is
feasible due to Lemma 12. The guarantee of a (1 − f )/α2d-approximation
of the optimal solution follows from Lemma 16. For simplicity, we state the
result of Lemma 16 with a rescaling of f by 1/3. Concerning the runtime,
A is executed on a problem with sn variables, and so it takes that fraction
of the original runtime. Then, the second step of the algorithm is n simple
computations of f ′−1j (aTj φS) for all j ∈ [n].
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2.7 Discussion
We proposed a framework for accelerating exact and approximate convex pro-
gramming solvers for packing linear programming problems and a family of
convex programming problems with linear constraints. Analytically, we pro-
vide worst-case guarantees on the runtime and the quality of the solution
produced. Numerically, we demonstrate that our framework speeds up Gurobi
and SCS by two orders of magnitude, while maintaining a near-optimal solu-
tion.
Our framework works by subsampling columns of the data matrix, and then
defining a smaller sample problem defined on that subsampled matrix. We
solve the dual of the sample problem using any given convex program solver in
a black-box fashion. Finally, we set the values of the original primal variables
based on the approximate dual solution of the sample problem.
Possible future areas of research include the following. In numerical experi-
ments we find that our algorithm can handle a larger family of problems than
suggested by our theoretical bounds on B. Understanding this gap and im-
proving the analysis is an area of interest. Additionally, our analysis relies
partly on the fact that we are concerned with packing problems in this pa-
per. It would be interesting to see what type of techniques are useful for more
general problems.
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C h a p t e r 3
DISTRIBUTED ALGORITHM WITH LOGARITHMIC
COMMUNICATION COMPLEXITY
This chapter introduces a novel approach for distributed optimization in multi-
agent systems. We consider a setting in which distributed agents work together
to solve a global optimization problem. In a multi-agent system, an agent
typically participates in a global optimization problem in order to obtain a
solution to a local variable, associated with a local action for an agent. A
key characteristic of this setting is that each agent participates in the global
problem, but does not necessarily need to know the full global solution. This
setting contrasts with many more general distributed settings, in which all
distributed units are required to participate in calculating the entire global
solution. In the work presented here, we take advantage of this change in
perspective in the multi-agent setting, allowing us to guarantee exponentially
reduced communication and significantly improved robustness compared to
more traditional distributed algorithms that are currently employed in multi-
agent systems.
3.1 Motivation
Distributed optimization is an area of crucial importance to the design and
control of multi-agent systems. Despite the wide variety of approaches to dis-
tributed optimization in multi-agent systems, the approaches that are studied
and used today are similar at a high level. This similarity leads to funda-
mental limitations on their scalability and robustness. In particular, many of
the algorithms discussed in Section 1.2.2 work by passing current estimates of
the global solution between agents, or a central node, and gradually improve
those estimates at each step with the goal of convergence to a (near) opti-
mal solution, i.e., consensus. Classically, in such approaches, the distributed
agents are required to store, update, and broadcast a vector of dimension that
matches that of the full system-wide solution to the problem at each step,
which for multi-agent systems in modern applications can be enormous. Fur-
ther, no individual agent can determine its own action or estimate without
global convergence of all agents in the network. This is a result of the fact
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that distributed optimization algorithms are designed to allow each distributed
agent to compute the full global solution. But, this is overkill for multi-agent
systems, where typically an agent needs only to compute its local piece of the
solution in order to determine its action.
As a result, there are a number of serious and fundamental challenges when it
comes to applying distributed optimization algorithms in the design of multi-
agent distributed systems.
First, since the network size can be enormous, consisting of tens or hundreds
of thousands of distributed agents (for example, in emerging internet of things
(IoT) applications, the communication and storage demands for each iteration
may be extreme. In fact, in most such approaches, e.g., consensus-style ap-
proaches, the communication within a single round requires O(n) messages,
typically containing a current estimate of the global solution. There has been
considerable research that seeks to reduce the communication overhead of these
approaches, e.g., [140, 142, 181, 94]. These approaches seek to partition the
global solution into multiple blocks, each of which can be communicated less
frequently, thus lowering the communication overhead. However, to this point,
order-of-magnitude improvements have not been found for general classes of
optimization problems.
Second, the iterative convergence of traditional distributed optimization algo-
rithms means that the convergence of all nodes can be delayed if a single node
or communication link is congested. For example, if there is communication lag
in one part of the network, a consensus algorithm cannot reach consensus, and
thus no agent in the network can determine its local action. Such “stragglers”
are frequent in modern distributed systems and lead to significant delays in
many distributed optimization designs. The importance of this issue has been
recognized for decades, and there has been considerable work toward develop-
ing asynchronous approaches for dual descent and consensus algorithms, e.g.,
[195, 210, 41, 20]. However, even asynchronous algorithms require all nodes
to communicate repeatedly in order for consensus to be achieved. Thus, if a
set of agents is suffering from poor communication conditions, agents across
the network must still wait for that part of the network to converge in order
to determine their actions.
Third, classical approaches result in designs where any changes in network
structure due to communication links failing or agents entering/leaving the
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network means that the algorithm is brought to a halt and needs to restart the
convergence process. Again, this is a long-standing issue and the design of fault
tolerant distributed optimization has received considerable attention. Robust-
ness to failures and changes in the system are typically addressed through the
design of fault-tolerant, Byzantine distributed optimization approaches, e.g.,
[43]; however, such approaches require significant adjustments to the classical
algorithms and come at significant expense in terms of convergence rates and
optimality guarantees.
Fourth, because classical distributed algorithms require global convergence or
consensus before any individual agent can determine its local action, a sin-
gle agent computing its individual action or estimate imposes communication
and computation demands on every agent in the network. This introduces
unnecessary overhead and delay since it means that an individual agent is
impacted by stragglers, agents entering/exiting, etc., across the whole system
even though it only seeks to compute its local action. Ideally, an agent would
be able to compute its part of the solution without the need to compute the
full global solution.
Goal. In this work, we seek to develop a new approach for distributed opti-
mization in multi-agent systems that can reduce the communication overhead
of traditional approaches, while also guaranteeing robustness to communica-
tion delay and failures in the system. To accomplish this, we seek a design
that allows an individual agent to compute its local optimal action without the
need for global communication.
Our approach toward achieving this goal is to develop a novel connection be-
tween distributed optimization and an emerging sub-field of theoretical com-
puter called local computation algorithms (LCAs) [174] – applying local com-
putation algorithms to optimization problems for the first time. The LCA
framework was formally introduced by [174] in order to connect a variety of
algorithms with similar goals that had recently appeared in distinct areas [176,
10, 98]. Until our work, the field has focused on the design of LCAs for graph
problems such as matching, maximal independent set, and coloring [7, 112,
169, 75]. In this work we show that the approach is promising for distributed
optimization as well.
The defining property of local computation algorithms is that they seek to
compute a local “piece” of the solution to some algorithmic problem using only
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information that is “close” to that piece of the problem. For example, an LCA
for matching allows each node in the graph to compute its own match locally
by communicating only with a small neighborhood of other nodes, without
computing the entire matching for the graph. Yet, if all nodes run the LCA,
then the solution each node computes is part of the same global matching.
In the context of distributed optimization in multi-agent systems, this means
that when running an LCA, a distributed agent computes its own action or
estimate (its local piece of the solution to the global optimization problem)
without computing or communicating the global solution. However, if every
agent runs the LCA, then the agents together (approximately) solve the global
optimization problem, i.e., compute pieces of the same global solution. So, if
there exists an LCA for the optimization problems used in networked and dis-
tributed systems, it would allow an agent to compute its local action without
waiting for global consensus to be achieved. Thus, it could provide a significant
reduction in communication compared to traditional approaches while also im-
proving robustness to stragglers and agents entering/exiting the system, since
stragglers and agents entering/exiting would only impact an agent’s computa-
tion of their action if they happen within the small, local neighborhood of the
agent.
In this work we develop the first local computation algorithm for convex opti-
mization, LOCO (LOcal Convex Optimization). This optimization framework
represents a fundamentally new approach for distributed optimization in multi-
agent systems that allows an individual agent to compute its action with expo-
nentially less communication than traditional approaches, while maintaining
robustness to both stragglers and the entrance/exit of agents into the system.
Further, LOCO allows an individual agent to compute its action or estimate
without the need for global convergence, and thus without the need for global
communication and computation.
3.1.1 Problem Overview and Distributed Setting
We consider a multi-agent system with N distributed agents that wish to
compute actions or estimates xj ∈ Rqj , where qj is the dimension of the actions
for agent j, so that the combination of the actions forms a global solution
x ∈ Rn to a constrained optimization problem of the following form. This form
is of interest for a wide variety of problems in multi-agent networked systems,
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e.g., regression problems and support vector machines [53, 95, 93], distributed
inference in sensor networks, which has broad applications to the Internet of
Things [87, 158, 152, 85], inference in graphical models [166, 5], relaxations
of maximum a posteriori (MAP) estimation problems [178], network utility
maximization (NUM) problems, [99, 119], management of content distribution
networks and data centers [28, 154], and control of power systems [71, 160]:
minimize
∑N
j=1 fj(xj) (3.1)
subject to
∑N
j=1 aijxj ≥ bi i ∈ [m]
x ≥ 0,
where xj ∈ Rqj and fj : Rqj → R are convex functions. We allow overlap
or coupling between the functions fj; i.e., a component of the entire solution
x ∈ Rn may appear in multiple local functions fj. When this happens, the
agents’ actions are coupled through the overlapping variables. Formally, this
implies that
∑N
j=1 qj ≥ n, where if there is equality there are no variables that
appear in multiple agents actions, xj, and if the inequality is strict there are
variables that appear in two or more agents’ actions. Additionally, aij ∈ R≤qj
are submatrices of an A ∈ Rm×n matrix, where [ai1, . . . , aij, . . . , ain] is the ith
row of A, and b ∈ Rm.
The problem is defined over a network, where each agent j is associated with
a node j, a variable xj, and a function fj. The problem data (m constraints),
A and b, are distributed over the agents, and the N agents are completely
distributed. In this work, we are concerned with settings in which n, m, and
N are large, but each local function fj depends on a relatively small number
of components of x, i.e., the dimension of the agents’ actions is small, and the
matrix A is sparse (has a small number of non-zero entries in each row and
column).
We would like to emphasize that the task for an individual, distributed agent
is to compute its own local action or estimate, xj. The agent does not need the
full global solution x, only its local piece. Note that in traditional approaches
for distributed optimization, e.g., consensus and dual descent, a byproduct of
the algorithms used is that each agent computes the full global solution x,
which may be of significant size and requires global convergence (and thus
communication and computation by every agent in the network) to compute.
This should not be viewed as a feature of these algorithms, instead it is an
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unnecessary overhead in the case of multi-agent systems (since the agent is
only responsible for its local action).
A key insight in the design of LOCO is that is not necessary for an individ-
ual agent to compute the global solution in order to determine its individual
action. Instead, it is possible for an agent to compute its local “piece” of the
solution xj without computing the full global solution x. To achieve this, the
fundamental idea of LOCO is to, for a given distributed agent, define a local
problem associated with the agent’s action (variable) xj, which is defined on
a subset Xj of the primal variables and a subset Yj of the data (constraints).
The agent j then solves its local problem using a given algorithm that is
purely local. This produces the local action/estimate, xj, that is a piece of an
(approximately) optimal solution to the global problem x. Further, if every
distributed agent runs the same local algorithm, then x is computed.
Note that the sets Xj and Yj used by LOCO are much smaller in size than
n and m respectively (the dimensions of the original problem), resulting in
a dramatic dimension reduction and thus a reduction in communication and
computation when the matrix A is sparse. We show (Theorem 19) that, when
the data matrix A is sparse, i.e., the maximum number of non-zero entries
in a row or column is bounded by a constant, Xj and Yj both have sizes on
the order of O(logm). We utilize this to guarantees that a small number of
messages needs to be passed, and that the messages passed are small in size.
We provide worst-case guarantees on the performance of LOCO with respect
to the amount of communication it requires and the quality of the solution.
Regarding communication, the process of determining sets Xj and Yj requires
O(logm) messages with high probability. After this step, solving the local
problems at each node requires no communication. Note that this is an ex-
ponential reduction compared to the O(n) communication required during
each round of traditional approaches such as consensus and dual descent when
A is sparse. We also provide worst-case guarantees on the performance of
LOCO with respect to the quality of the solution. Since the nodes do not
have access to the entire problem under LOCO, it is unreasonable to expect
an exact solution. Instead, LOCO produces a feasible, α-approximation of the
optimal solution, where α depends on the given algorithm A used to solve the
local problem of an agent (Theorem 19). Our numeric results in Section 3.6
highlight that the approximation error of LOCO matches that of ADMM in
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many cases, while using orders-of-magnitude less communication.
3.1.2 Approach
To develop algorithms to solve the local problem of an agent, we prove a re-
duction that allows generic online algorithms to be “converted” into local op-
timization algorithms. This approach is based on an insight in a foundational
result in the local computation literature, which shows that online algorithms
can be converted into local algorithms with the same performance guarantee in
graph problems with bounded degree [126, 169]. Our contribution is to, for the
first time, show that a similar reduction is possible for optimization problems,
where the bounded degree property is replaced by the sparsity of the constraint
matrix. This enables us to prove that if an online algorithm, A, running on
global information is guaranteed to output an α-approximate solution, then
when LOCO uses the algorithm to compute the local solution of an agent the
resulting solution is also an α-approximation. Thus, the LOCO framework
inherits the approximation ratio of A.
To illustrate the power of this reduction and the generality of LOCO, we pro-
vide specific results for two different classes of optimization problems of sig-
nificant practical interest (Corollaries 20 and 21). These two results use two
different online algorithms as the algorithm for solving the local problem of an
individual agent in LOCO, thus highlighting the generality of the LOCO frame-
work. Specifically, we show that LOCO achieves an O(logm)-approximation
in the case that the objective functions are linear and an -approximation in
the case of linear SVM problems. Beyond these theoretical guarantees, we
also provide numerical case studies for these two examples in Section 3.6. The
case studies show order-of-magnitude improvements in communication time
are possible using LOCO, and that this is possible without incurring excessive
approximation error.
3.2 Related literature
Distributed optimization is a field with a long history. In the 1960s, approaches
emerged for solving large scale convex programs in a distributed manner. Early
approaches include [56, 22, 74, 173, 195, 24].
Distributed optimization algorithms can be broadly categorized into dual de-
composition methods [191], subgradient methods [140, 142], and proximal
gradient methods [181]. Many of these distributed algorithms use consensus
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methods as a way to distribute computation among the agents. For example,
ADMM is a popular dual decomposition method, introduced by [77] that can
be implemented in a consensus setting [31]. Variants of consensus ADMM
have been studied in the context of support vector machines [76] and gener-
ally in distributed model fitting [72, 139, 83]. ADMM has also found broad
applications in denoising images [187] and signal processing [52, 179]. Despite
the success of ADMM and other techniques for distributed optimization, they
tend to require significant memory storage at each node, and suffer form large
communication costs. For example, distributed dual decomposition methods
typically requires several rounds of communication between neighbors, and use
as many as O(n) messages at each round, where n is the number of nodes in
the graph. In our work, we propose a technique that is lighter in both commu-
nication and computation, and is more robust to stragglers and the entry/exit
of agents.
Within the networked control and communication networks literature, there
is a large body of work on distributed algorithms [99, 119, 44]. Dual decom-
position algorithms are particularly prominent in this setting. For example,
[199] propose a novel approach for solving the network utility maximization
problem. See [156] for a survey of distributed algorithms for NUM. Additional
recent distributed dual decomposition algorithms include [138, 42].
More broadly, distributed computation is an active field today. Some recent
work that is connected to the work in this chapter includes [124], which pro-
poses a distributed decomposition method based on passing gradient informa-
tion between nodes with the goal of limiting communication. Work by [101]
also propose a gradient based approach, one in which gradient compression
techniques are utilized to improve iteration and communication complexity for
the gradient descent algorithm. More recent consensus based asynchronous
distributed approaches include [210, 41, 20]. Additionally, [94] introduce a
decomposition method which seeks to decrease required communication by
solving smaller subproblems at each node. The subproblems are defined on a
subset of the variables, which is similar to our approach.
We emphasize that the above approaches and other decomposition based meth-
ods [124, 123, 101, 94, 210, 41, 20] differ from our approach in the form of mes-
sages passed. The methods discussed above send local copies of the solution
vector x ∈ Rn, or gradient information, to maintain consensus. Thus, these
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messages are typically a vector in Rn. We however send small pieces of the
constraint matrix, A. Since the A matrix is very sparse, this amounts to only
sending several matrix coefficients aij at a time, along with their index infor-
mation (i, j). Thus, our messages are extremely lightweight, and throughout
this chapter, any comparison via the number of messages to other algorithms,
is a conservative estimate of the benefits of LOCO.
Another key difference between the approaches used in [94, 101] and LOCO is
a trade-off between the cost of sending messages versus the cost of doing heavy
computation at each node in the graph. In [94], messages are sent between
all neighboring nodes at each iteration, making it relatively message heavy; in
contrast, LOCO sends very few messages. In terms of computation, however,
[94] does very light computation in each step at each node while LOCO does
more computation locally. The choice of which approach to use depends on
which is more expensive: communication or computation.
Another way in which our framework differs from dual decomposition is that
it does not require every node to converge to the full, global solution, i.e., con-
sensus. In particular, our framework provably produces an α-approximation
to the optimal local action in a logarithmic number of steps, whereas dual
decomposition and consensus algorithms require analysis of convergence rates
and stopping criteria.
Stragglers and failures have been major obstacles for the distributed optimiza-
tion literature during the past decades. Two prominent goals are (i) the design
of asynchronous algorithms and (ii) providing Byzantine faulty tolerance. For
both of these goals, the challenge is to be robust to communication delays
or unreliability in the system. In asynchronous computation, the goal is to
compute the solution when distributed agents do not report updates in a reli-
able way [195, 148, 157]. In the Byzantine faulty tolerance, some components
of the distributed system are unreliable and perhaps adversarial [43]. Our
work shares these goals, but approaches them in a different way; we design
a new way to distribute the computation between the agents, requiring less
communication and thus approaching robustness to failures differently.
Some of the key insights behind LOCO are based on a field of theoretical com-
puter science: local computation algorithms (LCAs) [174]. Most of the focus of
research in this field has been on graph problems such as matching, maximal
independent set, and coloring [7, 112, 169, 75, 1]. Our work contributes to the
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LCA literature by moving from graph problems to the more general domain
of distributed convex optimization, which has not been studied previously.
Two other related lines of work are the distributed LOCAL and CONGEST
models [159], in which the complexity of a protocol is measured by the num-
ber of rounds required. Of particular relevance is [103], which concerns solving
packing linear programs in a distributed manner in the LOCAL model. We
note that our algorithm can be implemented in the LOCAL (and CONGEST )
models, in O(log n) rounds; the algorithm of [103], while using a polyloga-
rithmic number of rounds, can use as much as linear communication if the
diameter of the network is small.
Lastly, our approach shares characteristics with sketching and leverage score
sampling [201], in that a subset of the rows of the data matrix A are selected
and a problem of smaller dimension is solved. However, our work differs from
these approaches significantly. For example, we select a block of the matrix,
or a subset of both rows and columns. Thus the dimension of the problem is
reduced in both the number of variables and the number of data points.
3.3 Problem Formulation
We study a multi-agent system with N distributed agents and no central con-
trol. The agents may communicate with neighbors, but communication with
a centralized processing unit is prohibited. The system is designed such that
the agents seek to compute their local actions or estimates xj for each of the
N agents and that the set of all agent actions solves a constrained convex opti-
mization problem with a separable objective and coupled constraints. Specifi-
cally, the agents together seek to solve an optimization problem of form (3.1).
The problem is defined over a network G, and each agent j is associated with a
node j, a variable xj, and a function fj. The problem data (constraints), A and
b, are distributed over the agents. Each agent has a subset of the constraints,
or rows of the A matrix. There may be copies of the same constraints at
different nodes.
In our algorithm, the problem is represented as a hypergraph H = (V,H).
The set of nodes in the hypergraph V = {1 . . . N} is the same as that of G,
where each node corresponds to a variable xj. Hyperedges H = {1 . . .m}
correspond to constraints. We associate each constraint with a dual variable
yi ∀i ∈ [m], and refer to primal constraints and dual variables interchangeably.
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Figure 31: The constraint matrix is depicted in (a), and the hypergraph H in
(b). Red shaded nodes represent the primal variables and blue hyperedges rep-
resent the constraints, or dual variables. Hyperedges encircle primal variables
which appear together in a constraint.
As an example, in Figure 31, nodes encircled by a hyperedge correspond to
primal variables that appear together in a constraint.
We measure the performance of an algorithm in this setting with respect to
the amount of communication it requires and the quality of the solution it
produces. To measure the amount of communication, we define a message
to be information that is sent between neighbors in a graph and we define
message complexity to be the number of messages sent across edges in order
to compute the solution. In our setting, small pieces of the constraint matrix,
A, are passed between nodes. Since the A matrix is very sparse, this amounts
to only sending several matrix coefficients aij at a time, along with their index
information (i, j), and the coefficient bi. We define a message with respect to
each ith constraint to be the list of matrix coefficients {aij∀j ∈ [n] : aij 6= 0},
for a given ith row of the matrix A, along with the coefficient bi.
When the algorithm uses randomization, we prove bounds on the message
complexity that hold with probability at least 1− 1
mγ
, where m is the number
of constraints and γ > 0 can be an arbitrarily large constant. We denote this
by 1− 1
polym
. We do not bound the size of the messages, but note that in both
our algorithm and most dual descent and consensus algorithms the message
lengths are of order O(log (n+m)).
By default, the graph we consider communication over is the hypergraph H.
However, we can also describe communication with respect to the physical
network G. The difference between these is a function of the sparsity of A,
which we define as d = max{dr, dc}, where dr and dc denote the maximum
number of nonzero entries in rows and columns of A respectively. We say that
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A is sparse if the sparsity of A is bounded by a constant. Thus, given that
the constraint matrix A has sparsity d, the number of messages required on G
compared to H differs by a factor of at most d2.
To measure the quality of the solution of an algorithm in this setting we use
the approximation ratio. An algorithm is said to produce an α-approximate
solution if its solution is guaranteed to be at most αOPT , where OPT is
the value of the optimal solution. In our empirical results, we compare the
performance of LOCO to the dual decomposition method ADMM, for which
approximation ratio is not a standard measure. Thus, empirical comparisons
are made using relative error, defined in Section 4.7, which is related to, but
different from, the approximation ratio.
This setting and the performance measures we use are of broad interest in
multi-agent systems. For example, the setting has been considered in regres-
sion problems and support vector machines [53, 95, 93], distributed inference
in sensor networks, which has broad applications to the Internet of Things [87,
158, 152, 85], inference in graphical models [166, 5], relaxations of maximum
a posteriori (MAP) estimation problems [178], Network Utility Maximization
(NUM) problems, [99, 119], management of content distribution networks and
data centers [28, 154], and control of power systems [71, 160]:
In this thesis, we use two examples to highlight the generality of the LOCO frame-
work: NUM and SVM, which we describe in Subsections 3.3.1 and 3.3.2 respec-
tively. With the example of SVM, we also highlight the potential for LOCO to
be used in settings that are not fully distributed.
3.3.1 Network Utility Maximization (NUM)
To illustrate the application of LOCO to multi-agent systems, we focus on the
example of NUM, which is a general class of optimization problems that has
seen widespread applications in multi-agent systems, from the design of TCP
congestion control [99, 119, 120, 186] to understanding of protocol layering
as optimization decomposition [44, 156] and power system demand response
[177, 114]. For a recent survey on NUM see [206].
The NUM framework considers a network containing a set of sources (agents)
S = {1, . . . ,m} and links L = {1, . . . , n} of capacity cj, for j ∈ L. Source
i ∈ S is characterized by (Li, fi, xi, x¯i): Li ⊆ L is a path in the network;
fi : R+ → R is a concave utility function; xi and x¯i are the minimum and
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maximum transmission rates of source i respectively.
The goal of a source is to determine its rate xi such that the aggregate utility
of all sources is maximized. Source i attains a concave utility fi(xi) when it
transmits at rate xi along path Li, within the minimum and maximum rates
allowed. The maximization of aggregate utility is formulated as
maximize
∑m
i=1 fi(xi) (3.2)
subject to ATx ≤ c
x ≤ x ≤ x¯,
where A ∈ Rm×n+ is defined as Aij = 1 if j ∈ Li and 0 otherwise.
Different choices of fi correspond to different network goals. Some of the
most common in networking settings are (i) setting fi(xi) = xi to maximize
throughput; (ii) setting fi(xi) = log(xi) to achieve proportional fairness; (iii)
setting fi(xi) = −1/xi to minimizes potential delay [119, 129].
While consensus and dual descent methods have received considerable atten-
tion in the NUM literature, note that sources do not need to know the global
solution. They only need to know their local rate, xi. Thus, NUM is a natural
application where local computation can provide significantly reduced commu-
nication and improved robustness by eliminating the demand that every agent
converge to the full, global solution.
We use numerics in Section 3.6 to show the improvements LOCO provides
compared to classical approaches for NUM. In these examples, we focus on
fi(xi) = xi, i.e., maximizing throughput, since it is typically viewed as the
most challenging. However, the LOCO framework can be applied to any NUM
objective.
3.3.2 Support vector machines (SVMs)
Federated machine learning is an increasingly prominent framework that seeks
to train machine learning models in settings where data is distributed among
multiple agents due to privacy concerns. This approach has received significant
attention from researchers in recent years, e.g., [102], and appears in industry
as well, e.g., [130]. Inspired by this, our second example illustrates how LOCO
can be used for distributed training of an SVM.
SVMs represent a core model in machine learning that is crucial for applica-
tions in both regression and classification. While there are many variations
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of SVMs, we use the following classical version to illustrate the application of
LOCO. We consider the task of fitting an SVM to data pairs S = {(zi, yi)}mi=1,
where zi ∈ Rn and yi ∈ {+1,−1} is a label for each data pair. Tradition-
ally, this problem is presented as a regularized optimization problem of the
following form:
minimizex
∑
(zi,yi)∈S max{0, 1− y(xT z)}+ λ||x||22. (3.3)
As stated the above optimization does not match the form of (3.1), however
there are a number of standard tranformations that lead to matching forms.
For example, we use the case of linear SVMs to illustration LOCO. For linear
SVMs, (3.3) can be written in the following form [95], which matches (3.1):
minimize
x,ξi≥0
1
m
∑m
i=1 ξi + λ||x||22 (3.4)
subject to yi(xT zi) ≥ 1− ξi, ∀i ∈ [m].
Here, the local variables associated with the agents are ξi, and these can be
computed in a completely distributed way using the LOCO framework, see
Section 3.6 for experiments demonstrating the performance and robustness
improvements of this approach.
This application highlights another point about LOCO. It can be applied in
both distributed and parallel settings. In particular, if the goal is to determine
the whole global solution, i.e., the full SVM model, then one simple “join” step
where each agent sends the solution to a central entity accomplishes this. Thus,
LOCO can be used to provide a parallel SVM implementation that is robust
to stragglers and failures of compute nodes.
3.4 A Local Optimization Framework
In this section we introduce the framework that is the main contribution of this
chapter of the thesis: LOcal Convex Optimization (LOCO). We describe the
framework and give intuition for it in this section and then, in the next section,
we focus on providing provable guarantees on communication and accuracy.
LOCO consists of two steps. In the first, LOCO generates a (small) localized
neighborhood for each variable or source. In the second, LOCO simulates
an online algorithm on the localized neighborhood. Note that the first step
is independent of the online algorithm, and the second is independent of the
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Figure 32: An illustration of LOCO. The constraint matrix A is depicted in
(a), where shaded entries represent non-zeros. The rankings of the constraints
are indicated next to their corresponding rows in A. The hypergraph H is
depicted in (b). Figures (c)-(h) illustrate the construction of sets X1 and Y1
for the local problem associated with variable x1. The darkest shaded matrix
elements in (c), (e), and (g) indicate constraints as they are received by agent 1.
Blue emboldened hyperedges in (d), (f), and (h) represent constraints added
to Y1. Red shaded nodes represent variables added to set X1. The process
stops in (g) because rankings 0.1 < 0.3. The local problem associated with
variable x1 is defined on variables X1 = {1, 2, 3, 4} and constraints, or dual
variables, Y1 = {1, 2, 3}.
method used to generate the localized neighborhoods. Therefore, one should
think of LOCO as a general framework that can yield a variety of algorithms for
different classes of optimization problems depending on the online algorithm
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it is instantiated with. For example, we can use different online algorithms for
the second step of LOCO depending on whether we consider NUM or SVM,
as we do in the next section.
More specifically, the details of the two follow and are summarized in Algo-
rithm 3 below.
Step 1: Set up the Local Problems. For each agent j ∈ V , define an
associated local problem, consisting of a subset Xj of the primal variables and
a subset Yj of the constraints, or dual variables. The local problem is of the
form:
minimize
∑
k∈Xj fk(xk) (3.5)
subject to
∑
k∈Xj aijxk ≥ bi i ∈ Yj
xk ≥ 0 k ∈ Xj,
In order to construct sets Xj and Yj, first generate a random ordering on the
constraints. Let r : [m] → [0, 1] be a function that assigns each constraint,
or dual variable yi, a real number between 0 and 1 uniformly at random. We
call r(i) yi’s rank. For more about generating r efficiently, see Section 3.8.3.
We assume that all of the nodes have access to r, and hence can compute the
rank of any constraint.
Construct Xj and Yj as follows. At node j, calculate the rank of each of
the constraints in which variable xj appears, i.e., for all i such that aij 6= 0.
Among these constraints, identify the index of the highest ranked constraint:
h = argmaxj{r(i)|aij 6= 0}. Add constraint h to set Yj. In a recursive fashion,
at a given node j′, contact j′’s neighbors in H to learn which constraints they
appear in: i ∈ [m] s.t. aij′ 6= 0. At node j′, calculate the ranks of each of
these constraints. Add to Yj the constraints that have lower rank than the
constraint most recently added to Yj, i.e., r(i) < r(h), and add to Xj the
primal variables that appear in those constraints. Repeat this process until
all visited neighbors appear in constraints that have higher rank than the last
constraint added to Yj. This process is stated concretely in Algorithm 3; see
Figure 32 for an example.
Step 2: Solve the Local Problems. The jth agent solves the jth local
problem (3.5) using any existing convex optimization algorithm that is a local
sequential algorithm in the following sense.
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Definition 17. A local sequential algorithm for problems of form (3.1) is one
that observes input sequentially. Assume that the constraints arrives according
to some order pi, for simplicity, we set pi(i) = i; that is, the constraint asso-
ciated with the dual variable yi arrives at step i ∈ [m]. At step i = 1, . . . ,m,
only yi and xj such that aij 6= 0 are possibly updated, and their new values
depend only on the value (at step i) of primal variables xj such that aij 6= 0.
Note that all the updates the local sequential algorithm makes at step i are
based only on the values of xj ∀j ∈ V for which aij 6= 0 when yi arrives.
Local sequential algorithms include most online algorithms, such as the algo-
rithms in [34] for covering or packing linear programs; those in [14] for convex
covering and packing problems with linear constraints; and in [68] for general
convex conic covering problems. For example, NUM is a packing problem
with linear constraints, and thus LOCO can be run with the algorithms of
[34] or [14]. Local sequential algorithms also include many stochastic gradient
descent methods, where data is drawn randomly at each step. An example is
the Pegasos algorithm for SVMs [180], which at each iteration operates on a
single training example. Note that our setting is offline; however, if we use an
online algorithm, we simulate it in an offline setting.
Let r be the ranking function for constraints as defined in Step 1 and let A
be any sequential algorithm that receives the constraints in the order defined
by r. Note that the jth local problem contains precisely the variables and
constraints that A considers when deciding the value of xj.
In order to solve the jth local problem, the constraints Yj are considered
sequentially in the order assigned by the ranking r. At each step, LOCO
simulates the arrival of a constraint in Yj, in the order implied by r, and
the variables in Xj are updated. We assume the univariate non-negativity
constraints do not arrive sequentially and are known initially. In |Yj| steps,
the algorithm produces some solution for all the variables inXj, which includes
the desired xj component of the solution. At this point, xj’s value is identical
to its value in the solution produced by A: the construction of Yj and Xj
guarantees that it has been updated precisely as it would have been in the
execution of A, up to the point when h, the highest ranked constraint that
contains xj arrived. Clearly, xj will not be updated at any point afterwards,
by the definition of the sequential algorithm. As the value of xj when solving
the jth local problem is identical to its value when executing A on the entire
63
problem (1) for every j, we get the following lemma, whose proof is deferred
until Section 18.
Lemma 18. Let [x∗1, . . . , x∗N ] be the solution obtained if the sequential algo-
rithm A is run on the original problem (3.1), and let xˆj be the solution obtained
by solving the jth local problem (3.5). Then if [x∗1, . . . , x∗N ] is an h(n,m)- ap-
proximate solution to (3.1) then [xˆ1, . . . , xˆN ] is also an h(n,m)- approximate
solution to (3.1).
Contrasting LOCO with classical approaches. From the description
above, it is clear that LOCO fundamentally differs from dual decomposition
and consensus methods. Dual ascent and consensus methods iterate until
global optimality conditions are met. In order to check for global optimality,
methods such as ADMM typically require communication among all nodes in
the distributed network at each iteration. LOCO operates in a completely
different way; when constructing sets Xj and Yj, the jth node only interacts
with nodes in Xj, and then solves its local problem without requiring further
communication beyond that set of nodes. Thus, communication is strictly
localized and there are no multiple rounds of communication.
As a result, there is a difference in the form of the theoretical guarantees
for LOCO and dual decomposition/consensus algorithms. Convergence rate
bounds are the goal when studying dual decomposition and consensus meth-
ods. In contrast LOCO is a framework that inherits the convergence or stop-
ping criterion of the local sequential algorithm employed. LOCO executes for
a predetermined number of steps, which is the size of set Yj. In contrast, for
ADMM the number of iterations required is unknown a priori (though it can
be bounded). LOCO produces an h(n,m)-approximation to the solution in
exactly |Yj| steps.
3.5 Theoretical Results
In this section we provide results that bound the communication demands of
LOCO and the quality of the solution it produces. The key insight in the
design of LOCO is that it is possible to convert any local sequential algo-
rithm into a distributed algorithm. We prove that the resulting distributed
algorithm has the same approximation ratio as the original local sequential al-
gorithm. In particular, our main theoretical result shows that LOCO provides
solutions to convex optimization problems that are as close to optimal as those
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Algorithm 3: LOCO (LOcal Convex Optimization)
Input: Convex Program of form (3.1), sequential algorithm A, ranking
r : [m]→ [0, 1], index of agent j
Output: xˆj
Initialize: Calculate the rank of the constraints for all i such that aij 6= 0.
Let h be the index of the highest ranked constraint: h =
argmaxj{r(i)|aij 6= 0}
Step 1: Find sets Xj and Yj associated with xj.
Xj = ∅; Yj = {h}
ptr = 1; endptr = 2
while ptr < endptr do
h = Yj(ptr) ;
ptr++
for all j′ ∈ [n] s.t. ahj′ 6= 0 do
for all i ∈ [m] s.t. aij′ 6= 0 do
if j′ /∈ Xj then
Xj ← Xj ∪ {j′}
if r(i) < r(h) then
if i /∈ Yj then
Yj ← Yj ∪ {i}
endptr++
Step 2: Use A to solve the local problem (3.5) defined on Xj and Yj.
Constraints arrive in the order determined by r.
of the best local sequential algorithms for the problems, while using exponen-
tially less communication than classical distributed optimization algorithms.
Further, because each agent computes its local piece of the solution without
global communication, LOCO provides significant improvements in robustness
compared to traditional consensus-based and dual descent-based approaches.
3.5.1 Results on communication complexity and solution quality
Our main result is summarized in the following theorem.
Theorem 19. Let P be a convex problem of form (3.1), where A ∈ Rm×n has
sparsity d. Consider LOCO instantiated with a local sequential algorithm A
for P with approximation ratio h(n,m). Each agent j ∈ V , where |V | = N ,
independently computes xˆj using at most 2O(d
2)qj logm messages with probabil-
ity 1−1/ poly (m). The resulting complete solution [xˆ1, . . . , xˆN ] ∈ Rn provides
an h(n,m)-approximate solution to P .
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This result shows that there is no performance loss when converting the lo-
cal sequential algorithm to a distributed algorithm using LOCO. Further,
for sparse graphs (where d is a constant), the communication demands are
logarithmic, as opposed to linear like in consensus based algorithms.
Theorem 19 provides a general result, but it is also useful to illustrate this re-
sult for specific local sequential algorithms. In particular, LOCO can be used
broadly for any class of optimization problems for which local sequential al-
gorithms exist. Thus, improvements to local sequential and online algorithms
immediately yield improved distributed algorithms.
We illustrate this with the following corollaries for the cases of linear programs
and linear SVMs. These two corollaries provide the basis for the case studies
for NUM and SVMs in Section 3.6.
In the case of NUM, we focus on the goal of throughput maximization, which
means that the objective is linear. In this case, we can use the online algorithm
from [34] for packing linear programs, which yields the following corollary.
Corollary 20. Given a linear program with n variables, m constraints, and
a sparse constraint matrix, each agent j ∈ V , where |V | = N , indepen-
dently computes xˆj using at most O(logm) messages with probability 1 −
1/ poly(m). The resulting complete solution [xˆ1, . . . , xˆN ] provides an O(logm)-
approximation.
In the case of SVM, we focus on the linear SVM problem described in (4.24). In
that case, we can apply the Pegasos [180] algorithm, which yields the following
result.
Corollary 21. Given a linear SVM problem with n variables, m constraints,
where d is a bound on the number of nonzero features in each example, and λ is
the regularization parameter, each agent j ∈ V , where |V | = N , independently
computes xˆj using at most O(logm) messages with probability 1− 1/ poly(m).
The resulting complete solution [xˆ1, . . . , xˆN ] provides an -approximation.
Note that we focus on NUM with a linear objective, but LOCO is not limited
to linear objectives and Theorem 19 can be applied to NUM with a general
convex objective function,for example, using the algorithm in [14].
Now that we have concretely stated both the algorithm and results, we see
how LOCO lends itself to the robustness properties outlined in the intro-
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duction. As stated in Theorem 19, setting up each local problem requires
at most 2O(d2) logm messages. This bound on communication implies that
an agent will only communicate with a logarithmically bounded number of
agents, constituting a small neighborhood around the agent. This behavior
makes the computation robust to failures or delays; a failure will only effect
nearby agents, leaving agents outside of the logarithmically bounded neigh-
borhood unaffected. Similarly, if a new agent enters the system, only agents
in the logarithmically bounded neighborhood must share new data and re-
compute. This is in contrast to the large body of distributed optimization
algorithms, which typically require all of the agents to update computations
if a new agent enters the system. Additionally, after the initial round of com-
munication, each local problem is solved independently at the corresponding
node with no further communication. This design increases the robustness of
LOCO to failures; the computation is done completely locally, never disrupted
by failures or delays.
A final note about these results is that our analysis is based on worst-case
adversarial input for local sequential algorithms. Thus, it is natural to expect
LOCO to achieve a much better approximation ratio in practice, as LOCO
randomizes constraint arrival order and so adversarial inputs are extremely
unlikely. We verify this intuition in Section 3.6, confirming that our empir-
ical results outperform the theoretical guarantees by a considerable margin.
An interesting open problem is to give better theoretical bounds for the lo-
cal sequential for stochastic inputs. If such results are obtained they would
immediately improve the bounds in Theorem 19.
3.5.2 Additional Results and Proofs
Here we outline the analysis used the prove the results presented in the previous
section. Core technical parts of the proofs are deferred until Section 3.8.
To begin, in order to bound the communication complexity in Theorem 19,
the core argument needed is a bound on the size of sets Yk. First, we need to
define some terminology for hypergraphs. Given a hypergraphH = (V,H), the
neighbors of a hyperedge y ∈ H, denoted N (y), are the hyperedges with ver-
tices in common with y. The hyperedge degree of y is its number of neighbors,
|N (y)|.
Using this terminology, we proceed to prove some technical lemmas.
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Lemma 22. Let H = (V,H) be a hypergraph, |H| = m, whose hyperedge
degree is bounded by d′, and let r : H → [0, 1] be a function that assigns to
each hyperedge y ∈ H a number between 0 and 1 independently and uniformly
at random. Let Ymax be the size of the largest set of constraints Yy chosen for
a local problem: Ymax = max{|Yy| : y ∈ H}. Then, for λ = 4(d′ + 1),
Pr[|Ymax| > 2λ · 15λ logm] ≤ 1
m2
.
The proof of Lemma 22 uses ideas from a proof in [169], and employs a quanti-
zation of the rank function. Due to space constraints, the proof of Lemma 22
is deferred until Section 3.8.2.
We are now ready to prove Theorem 19.
Proof of Theorem 19. First, consider the communication complexity. The re-
sult in Lemma 22 refers to communication on the hypergraph, H. However,
messages will be sent on the physical network, G. Thus we can set d′ = d2 in
Lemma 22 to describe communication on the physical network.
Lemma 22 establishes the communication required for an individual agent
when computing one scalar component of the solution. However, recall that
each agent computes the solution to the vector xj ∈ Rqj . Taking the union
bound over the size of this vector, we see that Pr[|Yk| > 2O(d2)qj logm] ≤ 1m2 .
Due to the sparsity of the constraint matrix, it holds that |Xk| < d|Yk|.
Thus, the number of messages is upper bounded by |Xk|, and thus, Pr[|Xk| >
2O(d
2)qj logm] ≤ 1m2 . Finally, the approximation ratio is established by Lemma 18,
completing the proof.
In addition to Lemmas 18 and 22, the following technical lemma is needed to
complete the proof of Corollary 20. We restate Theorem 14.1 from [34].
Lemma 23. For any B > 0, there exists a B-competitive online algorithm for
linear programs with m constraints; each constraint is violated by a factor at
most 2 log(1+m)
B
.
Proof of Corollary 20. The approximation ratio is due to the online algorithm
presented and analyzed in [34] (see Lemma 23). Theorem 19 and Lemma 23,
setting B = 2 log(1 +m) imply Corollary 20.
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Proof of Corollary 21. The approximation ratio is due to the online algorithm
presented and analyzed in [180]. Theorem 19 implies Corollary 21.
3.6 Case Studies
The previous section provides worst-case bounds on the performance of LOCO.
Here, we illustrate the performance that can be expected in real applications.
To do this, we use both synthetic and real data to look at linear programs,
NUM, and SVM The results demonstrate an orders-of-magnitude reduction
in communication with LOCO as compared to ADMM, while maintaining
nearly optimal solutions. We demonstrate the performance of our algorithm
on linear programs, a network utility maximization problem, an on training
support vector machines. Experiments were run on a server with Intel E5-
2623V3@3.0GHz 8 cores and 64GB RAM.
3.6.1 Experimental Setup
Linear Programming. Our first set of experimental results use synthetic
linear programming examples. We generate random synthetic instances of
linear programs as follows. To generate A ∈ Rm×n, we set aij ∼i.i.d. U(0, 1)
with probability p and aij = 0 otherwise. We then add min{m,n} i.i.d. draws
from U(0, 1) to the main diagonal, to ensure each row of A has at least one
nonzero entry. Similarly we set bi ∼i.i.d. U [0, 1]. We set the minimum and
maximum transmission rates to be xi = 0 and x¯i = 1. Unless otherwise
stated, we set n = m and fj(xj) = cjxj with cj ∼i.i.d. U [0, 1].
For the case of linear programs in Step 2 of our algorithm, we employ an
online algorithm for covering and packing linear programs proposed by [34],
pseudocode for which is in Section 3.8.4. Running this algorithm requires
tuning one parameter: B, discussed in Lemma 23 in Section 3.5.2, which
governs the worst-case guarantee for the online algorithm used in Step 2. A
smaller B gives a better guarantee in terms of message complexity, however
some constraints may be violated. Setting B = 2 ln(1 + m) provides the
best worst-case guarantee, and is our choice in the experiments unless stated
otherwise. In fact, it is possible to tune B (akin to tuning ADMM) to specific
data, as the constraints are often still satisfied for smaller B. In Figure 34 (c),
we show the improvement in performance guarantee by tuningB, while keeping
the dual solution feasible.
Throughout all experiments, each point in the figures is averaged over 50
69
executions, and the ranking function r is a random permutation of the vertex
IDs.1
Network Utility Maximization (NUM). Our second set of experiments
focus on the linear network utility maximization (NUM) problem. We consider
the graph of Autonomous System (AS) relationships in [192]. The graph has
8020 nodes and 36406 edges. To interpret the graph in a NUM framework,
associate each source node with a path of edges, ending at a destination node.
For each source i in the graph, we randomly select a destination which is at
distance `i, sampled i.i.d. from Unif[` − 0.5`, ` + 0.5`]. Here fj(xj) = cjxj,
which corresponds to throughput maximization. We draw c ∈ Rn i.i.d. from
Unif[0, 1], and set the minimum and maximum transmission rates to be 0
and 1.
Note that Step 2 of LOCO is implemented using the same online algorithm as
for linear programming, described above.
Support Vector Machines (SVMs). Our final example is the linear SVM
problem, as described in (4.24). We run experiments on both randomly gener-
ated synthetic data, and real data. For the synthetic data, we define a matrix
Z ∈ Rm×n as follows. We set zij ∼i.i.d. N(0, 1) with probability p and zij = 0
otherwise. We then add min{m,n} i.i.d. draws from N(0, 1) to the main diag-
onal, to ensure each row of Z has at least one nonzero entry.2 We set yi = +1
with probability 0.5 and yi = −1 otherwise.
We also run LOCO to train SVMs on the Reuters RCV1 Text Categorization
Test Data Set [113], for classification tasks CCAT and C11. This data set has
sparsity p = 0.16%, with n = 47, 236 features, m = 781, 265 training examples,
and mtest = 23149 testing examples.
When implementing Step 2 of our algorithm for the case of SVM, we employ
the well known Pegasos [180] algorithm. Note that in Pegasos, at each step
a data point is selected uniformly at random. Our setting is also designed to
do this, as the ranking function r is also a collection of values drawn from [m]
uniformly at random. However in Pegasos [180], the stopping criterion can
1For the purposes of our simulations, such a permutation can be efficiently sampled, and
guarantees perfect randomness. For larger n and m, it is possible to use pseudo-randomness
with almost no loss in message complexity [169].
2Note that the sparsity of A is not necessarily a constant; however, this can only increase
the message complexity.
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Figure 33: Messages required by LOCO and ADMM for random linear pro-
gramming instances. Plots (a) and (b) vary n while fixing sparsity p = 10−4,
showing the results in linear-scale and log-scale respectively. Plots (c) and (d)
fix n = 103 and vary the sparsity p.
be varied along with accuracy requirements, while in our case, we run exactly
|Yk| iterations of Pegasos to solve each local problem. Unless specified, we set
the regularization parameter to be λ = 0.0001.
3.6.2 Benchmark & Performance Metrics
We use ADMM as a benchmark for comparison in this thesis given its promi-
nence in applications. For completeness, the pseudocode for ADMM is in-
cluded in Section 3.8.5. Running ADMM requires tuning four parameters [31].
Unless otherwise specified, we set the relative and absolute tolerances to be
rel = 10−4 and abs = 10−2, the penalty parameter to be ρ = 1, and the
maximum number of allowed iterations to be tmax = 10000. This is done to
provide the best performance for ADMM: the parameters are tuned in the
typical fashion to optimize ADMM [31].
We evaluate ADMM and LOCO with respect to the quality of the solution
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Figure 34: Comparison of the relative error and messages required by LOCO
and ADMM for random linear programming instances. Plots (a) and (b) show
the Pareto optimal curve for ADMM for two different settings of the relative
tolerance parameter: rel = 10−4 and rel = 10−1 respectively.
provided and the number of messages sent. To assess the quality of the solution
we measure the relative error, which is defined as |p
∗−pLOCO|
|p∗| , where p
∗ is the
optimal solution. For problem instances of small dimension, one can run an
interior point method to check the optimal solution, but this is tedious for
large problem sizes. In the large dimension cases we consider, we regard p∗ to
be ADMM’s solution with small tolerances, such that the maximum number of
allowed iterations is never needed. Note that the relative error is an empirical,
normalized version of the approximation ratio for a given instance.
We now explain how we count the number of messages used by each of the
algorithms. As defined in Section 3.3, a message is a list of matrix coefficients
{aij∀j ∈ [n] : aij 6= 0}, for a given ith row of the matrix A, along with the
coefficient bi. Since the A matrix is very sparse, this amounts to only sending
several matrix coefficients aij at a time. In contrast, a message in ADMM
passes a local copy of the primal and dual solution vectors, which are vectors
in Rn and Rm. Thus, the size of the messages passed by LOCO is smaller than
that of ADMM, and any comparison we make between the two is a conservative
estimate for the improved communication efficiency of LOCO.
For a distributed implementation of ADMM, two sets of n variables are up-
dated on separate processors (see Chapter 7.1 of [31]). The number of messages
required by ADMM is twice the number of nodes in the network G, multiplied
by the number of iterations required by ADMM. In contrast, LOCO com-
municates only in order to construct the local problems; running the online
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Figure 35: Illustration of the number of messages required by LOCO and
ADMM for NUM using an Autonomous System (AS) graph.
algorithm does not require any communication. The number of messages re-
quired to construct the kth local problem is proportional to the size of set Xk.
When communicating over the hypergraph H, at most |Xk| + d messages are
required, and over any general network G, at most d2(|Xk| + d) messages are
required.
Finally, we compare the running times of LOCO and ADMM. We define the
speedup as the running time of ADMM divided by the running time of LOCO.
In all cases, we allow the n nodes to compute in parallel.
3.6.3 Experimental Results
This section describes the results for our case studies. In each case our results
highlight order-of-magnitude reductions in communication overhead compared
to ADMM with minimal decrease in accuracy. Further, this happens while
providing significantly improved robustness.
3.6.3.1 Linear Programming
Our first experimental results focus on synthetic examples of linear programs.
Figure 33 illustrates our results, showing that LOCO requires considerably
fewer messages than ADMM, across both small and large n and varying levels
of sparsity. In these plots, we also chose to plot not only the average messages
over all the subproblems, LOCOAvg, but also the maximum amount, LOCO-
Max, for the problem with the largest sets Xk and Yk.
The performance of ADMM depends significantly on the tolerance used, and
so the figure includes ADMM with tolerances rel of both 10−4 (ADMM 1) and
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10−3 (ADMM 2). Note that even with suboptimal tolerance, which results in
fewer iterations, ADMM still requires orders of magnitude more communica-
tion than LOCO.
We additionally explore the tradeoff between message complexity and relative
error. Figures 34(a) and (b) illustrate the Pareto optimal frontier for ADMM:
the minimal messages needed in order to obtain a particular relative error.
We tune the parameters of ADMM such that the algorithms have comparable
relative error to enable a fair comparison. Unlike ADMM, LOCO does not have
a comparable parameter to tune, thus LOCO corresponds to a single point in
the figures. This point is beyond the Pareto frontier of ADMM, highlighting
the order-of-magnitude reduction in communication provided by LOCO. In all
the plots, we note that the standard deviations are small enough that they are
not visible on the plots.
In all of these plots, in some sense ADMM is doing “more” than LOCO. These
plots show the communication necessary for an agent to compute its local
action. However, when using ADMM the agent is computing the full, global
solution, while when using LOCO the agent is computing precisely what is
desired: the local action of the agent.
3.6.3.2 Network Utility Maximization (NUM)
Our second set of results focuses on throughput maximization in NUM. Figure
35 demonstrates and order of magnitude difference in the messages required by
LOCO compared to ADMM. The number of messages is shown as a function
of the average path length in the instances of the NUM problems. Here, the
average path length serves as a metric to describe the sparsity of the constraint
matrix, as it has a nonzero component for every utilized edge in the graph.
LOCO greatly outperforms ADMM for all tested average path lengths. In
all instances, the relative error was 0.4% or less, and so the improvement
comes with minimal cost in terms of accuracy. Similar results hold for other
objectives beyond throughput maximization, but we omit these due to space
constraints.
3.6.3.3 Support Vector Machines (SVMs)
To evaluate LOCO in the context of SVMs, we use both synthetic and real
data. Our first set of experiments focus on synthetic data and illustrate the
number of messages required and the quality of the solution produced by
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Figure 36: Plot (a) illustrates of the number of messages required by
LOCO and the relative error between LOCO and ADMM, in the case of
synthetic SVM data, when n = 10, 000 and m is varied, and p = 0.03%. In
all instances, the number of messages required by ADMM was over 100K,
an order of magnitude larger than LOCO, and are not plotted due to being
out of range for the plot. Plot (b) illustrates the speedup provided by LOCO
compared to ADMM. ‘Max’ and ‘Med’ refer to the largest and median sized
subproblem respectively.
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Figure 37: Comparison of the local problem dimension (|Xk| × |Yk|) to the
original problem size (m × n), averaged over all the local problems, in the
case of synthetic SVM data. In (a) n = m = 10, 000, in (b) n = 5, 000 and
m = 10, 000.
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Table 31: SVM on CCAT and C11 from Reuters RCV1
Alg. CCAT C11 Mess-
Train (Test) Train (Test) ages
ADMM 0.31% (10.74%) 0.14% (3.09%) 330K
LOCO 4.84% (7.88%) 2.64% (3.01%) 18K
LOCO compared to ADMM. Figure 36(a) shows both the number of messages
for LOCO and relative error between the LOCO and ADMM as m varies. The
messages are averaged over the local problems. The messages required by for
ADMM are all above 100K, and out of range for this plot. In general ADMM
requires an order of O(nT ) messages, where T is the number of iterations.
We also see that as the problem sizes increases, the relative error between the
LOCO and ADMM decreases. Figure 36(b) shows the speedup provided by
LOCO compared to ADMM. As the problem size m increases, the speedup
increases.
Next, we evaluate the performance of LOCO on real data using the Reuters
RCV1 Text Categorization Test Data Set [113]. Results are found in Table 41.
We found that for task CCAT LOCO produces a test error of 6.16% when run
on the original dataset. However, when generating sets Yk, we found that the
dataset could be thresholded to increase sparsity and reduce communication
overhead further. To do this, we thresholded the values in the matrix below
0.1, setting all such values equal to 0. The thresholding value was chosen
so that the test error did not change significantly, while the sparsity of the
resulting matrix decreased. We tried several different thresholds, and found 0.1
to be representative for this dataset. We note that thresholding is a valuable
tool in practice only when it does not increase the test error significantly.
This resulted in a matrix with sparsity p = 0.045%. Running LOCO on this
thresholded data set led to a slight increase in the test error; 6.16% originally,
and 7.88% with thresholding. However, the local problems reduced to an
average size of |Yk| = 18K, which is a order of magnitude reduction of the
original problem dimension of m = 781, 265, and consequently yields an order-
of-magnitude reduction in communication.
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3.6.3.4 Sparsity
The performance of LOCO is dependent on the sparsity of the constraint ma-
trix A. As seen in Figure 33 (c) and (d), the number of messages increases
as p increases. Many real world problems, such as NUM and SVM discussed
above, involve very sparse matrices which are appropriate for LOCO. We fur-
ther investigate the effects of sparsity in Figure 37. The figure highlights that
the improvement in communication achieved by LOCO is possible because the
dimensions of the local problems, (|Xk|×|Yk|), are small compared to the orig-
inal (m×n) problem. The dimensions of the local problems are dependent on
the sparsity, p, due to the way in which we use the sparsity structure to deter-
mine when new constraints are added to set Yk in Algorithm 3. In Figure 37,
as p increases, the local problems get larger, and plateau when |Yk| = m. For
the synthetic SVM data described in Section 3.6.1, we empirically observe a
phase transition like behavior as p varies. We note that this transition depends
on the distribution of the placement of the nonzero elements in matrix A. For
example in Figure 37(a) and (b), |Yk| varies differently for different n and m.
3.6.3.5 Stragglers & Failures
Our last results highlight the robustness of LOCO to stragglers and failures.
In modern distributed systems, stragglers are a fact of life. Conflicts and con-
gestion lead to unpredictable delays in local parts of the system, which can
then delay the progression of distributed algorithms globally. Figure 38 illus-
trates the robustness of LOCO to stragglers by plotting the speedup of LOCO
as compared to ADMM. In these experiments, we model the distribution of
delays caused by stragglers using a Pareto distribution, which is motivated by
empirical studies of stragglers in real systems such as [8]. The figure highlights
that, as n increases, the speedup provided by LOCO is more pronounced and
that as the tail of the distribution of stragglers becomes heavier the difference
becomes less pronounced.
We also consider the effect of node failures on LOCO. In LOCO a failure at
node j affects all the nodes that share common nodes found in set Xj. We
experimented with a variety of settings, and the comparison between ADMM
and LOCO is dramatic. A representative example is with n = m = 10, 000 and
p = 0.03. The results from the other settings we considered are qualitatively
the same. In this setting, the largest set Xj in LOCO has about 5% of all the
nodes. As a result, the failure of a single node has the capacity, in the worst
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Figure 38: Illustration of the impact of stragglers. The plots illustrate how the
speedup of LOCO relative to ADMM varies with (a) the problem dimension n,
when the Pareto shape parameter is set to 5, and (b) the shape parameter of
the straggler distribution. Synthetic SVM data is used with n = m = 10, 000
and p = 0.03%.
case, to affect about 15% of the nodes. In contrast, in ADMM, a single failure
stops the whole process as the central node waits for the failed node, and thus
no nodes obtain solutions.
3.7 Discussion
We introduced a new approach for the design of multi-agent systems using
distributed optimization based on ideas from the emerging field of local com-
putation algorithms. In our framework, LOCO, each agent in a network com-
putes its local piece of the solution, using exponentially less communication
than existing techniques, and produces a provably nearly optimal solution
without the need for iterative rounds of communication. Additionally, LOCO
is robust to network stragglers and failures due to the independent nature
of the local problems. Our empirical case studies demonstrate that LOCO
requires orders of magnitude fewer messages than ADMM, while maintaining
high quality solutions in random linear programming instances, and NUM and
SVM problems.
We remark that the reduction in this work holds for worst-case guarantees of
sequential algorithms, when the constraints arrive in adversarial order. How-
ever, in LOCO we determine the order of arrival internally, and so the worst-
case guarantees may be too conservative. Our reduction also holds for average-
case guarantees of sequential algorithms, when the constraints arrive uniformly
at random. Hence, any such guarantees immediately apply to LOCO. Cur-
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rently, there are few such theoretical guarantees to problems to which LOCO is
applicable, and we believe this is an interesting research direction. Further,
it may be possible to improve performance by optimizing the order in which
constraints arrive or by choosing the form of randomness used in the order of
arrivals in order to avoid the adversarial behavior underlying the worst-case
bounds in this work.
We view this work as a first step towards the investigation of local computation
algorithms for distributed optimization. In future work, we plan to study
the performance of LOCO on more general network optimization problems.
Further, it would be interesting to apply other techniques from the field of
local computation algorithms to develop algorithms for other settings in which
distributed computing is useful, such as power systems and federated machine
learning.
3.8 Proofs of Technical Results
3.8.1 Proof of Lemma 18
By the definition of local sequential algorithms, the last time a variable xj can
be updated is the last arrival time of a constraint yi such that aij 6= 0 and its
new values depend only on the value (at step i) of the primal variables xj such
that aij 6= 0. Assume that LOCO simulates A, a local sequential algorithm.
It suffices to show that when yi “arrives” during the execution of LOCO, the
primal variables xj such that aij 6= 0 have the same value as they do when yi
arrives during the execution of A. We show this by contradiction.
Denote the constraints in Yj by y1, . . . , y|Yj |, and assume that they are sorted
by arrival time, i.e., y1 arrives first out of the constraints in Yj. Let i′ be the
smallest value such that there exists some xj for which ai′j 6= 0 that has a
different value in the two executions when yi′ arrives. If xj was never updated
in the execution, this is because there exists no constraint yi′′ that is a neighbor
of yi′ in H that arrived before yi′ , hence xj was never updated in the execution
of A it was not updated by A before yi′ arrived. Otherwise, consider the
last time xj was updated by LOCO. Assume this was when yi′′ arrived. As
i′ is the smallest value such that there exists some xj for which ai′j 6= 0 that
has a different value in the two executions when yi′ arrives, it must hold that
all of the variables xj such that ai′′j 6= 0 were correctly valued, but then by
the definition of the local sequential algorithm, xj′ must have been updated
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correctly, a contradiction.
3.8.2 Proof of Lemma 22
Logarithms are base e. Let H = (V,H) be a hypergraph. Recall that the
neighbors of a hyperedge y ∈ H are the hyperedges with vertices in common
with y, denoted N (y). For any set of hyperedges S ⊆ H, let N (S) denote the
set of hyperedges that are not in S but are neighbors of some hyperedge in S:
N (S) = {N (y) : y ∈ S} \ S. For a set S ⊆ H and a function g : H → N, we
use S ∩ g−1(i) to denote the set {y ∈ S : g(y) = i}.
Let H = (V,H) be a hypergraph, and let g : H → N be some function on the
hyperedges. An adaptive hyperedge exposure procedure is one that does not
know g a priori. The procedure is given an edge y ∈ H and g(y). Edges from
H \ S are iteratively added to S; for every edge y′ added, g(y′) is revealed
immediately after y′ is added. Let St denote S after the addition of the t-th
edge. The following is a concentration bound that shows that for a random g,
any sufficiently large set of adaptively exposed hyperedges, less than half will
have the same value of g w.h.p. Its short proof is given for completeness.
Lemma 24. Let H = (V,H) be a hypergraph for which |H| = m, let Q > 0
be some constant, let γ = 15Q, and let g : H → [Q] be a function chosen
uniformly at random from all such possible functions. Consider an adaptive
hyperedge exposure procedure that is initialized with an edge y ∈ H. Then, for
any q ∈ [Q], the probability that there is some t, γ logm ≤ t ≤ m for which
|St ∩ g−1(q)| > 2|St|Q is at most 1m4 .
Proof. Let yi be the ith edge added to S by the adaptive hyperedge exposure
procedure, and let Ii be the indicator variable whose value is 1 iff g(yi) = q.
For any t ≤ m, E [[]
t∑
i=1
Ij] =
t
Q
. As Ii and Ij are independent for all i 6= j,
by the Chernoff bound, for γ logm ≤ t ≤ m,
Pr
[
t∑
i=1
Ij >
2t
Q
]
≤ e−t3Q ≤ e−5 logm.
A union bound over all possible values of t : γ logm ≤ t ≤ m completes the
proof.
Recall that d′ is the upper bound on the hyperedge degree. Let r : V → [0, 1]
be a function chosen uniformly at random from all such possible functions.
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Partition [0, 1] into Q = 4(d′+1) segments of equal measure, W1, . . . ,WQ. For
every v ∈ V , set g(v) = q if r(v) ∈ Wq (g is a quantization of r).
Consider the following method of generating two sets of vertices: Y and Z,
where Y ⊆ Z. Set Z can be thought of as a set St for some t as described in
Lemma 24. For some edge h, set Y = Z = {h}. Continue inductively: choose
some edge w ∈ Y , add all N (w) to Z and compute g(u) for all u ∈ N (w).
Add the edges u such that u ∈ N (w) and g(u) ≥ g(w) to Y . The process ends
when no more edges can be added to Y .
Y is generated with respect to g, the quantization of r. The actual sets of
constraints constructed in LOCO for the local problems are defined with re-
spect to r. Here, |Y | is an upper bound on the size of the sets constructed
in LOCO. It is difficult to reason about the size of Y directly, as the ranks
of its edges are not independent. The edges of the vertices in Z, though, are
independent, as Z is generated by an adaptive hyperedge exposure procedure.
Z is a superset of Y that includes Y and its boundary, hence |Z| is also an
upper bound on the size of the query set.
We now define Q+ 1 “layers” - Y≤0, . . . , Y≤Q: Y≤q = Y ∩
⋃q
i=0 g
−1(i). That is,
Y≤q is the set of vertices in Y whose rank is at most q. (The range of g is [Q],
hence Y≤0 will be empty, but we include it to simplify the proof.)
Claim 25. Set Q = 4(d′ + 1), γ = 15Q. Assume without loss of generality
that g(v) = 0. Then for all 0 ≤ i ≤ Q− 1,
Pr[|Y≤i| ≤ 2iγ logm ∧ |Y≤i+1| ≥ 2i+1γ logm] ≤ 1
m4
.
Proof. For all 0 ≤ i ≤ Q, let Z≤i = Y≤i ∪N(Y≤i). Note that
Z≤i ∩ g−1(i) = Y≤i ∩ g−1(i), (3.6)
because if there had been some u ∈ N(Y≤i), g(u) = i, u would have been added
to Y≤i.
Note that |Y≤i| ≤ 2iγ logm ∧ |Y≤i+1| ≥ 2i+1γ logm implies that
|Y≤i+1 ∩ g−1(i+ 1)| > |Y≤i+1|
2
. (3.7)
In other words, the majority of vertices v ∈ Y≤i+1 must have g(v) = i+ 1.
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Given |Y≤i+1| > 2i+1γ logm, it holds that |Z≤i+1| > 2i+1γ logm because
Y≤i+1 ⊆ Z≤i+1. Furthermore, Z≤i+1 was constructed by an adaptive hyperedge
exposure procedure and so the conditions of Lemma 24 hold for Z≤i+1. From
Equations (3.6) and (3.7) we get
Pr[|Y≤i| ≤ 2iγ logm ∧ |Y≤i+1| ≥ 2i+1γ logm]
≤ Pr
[∣∣Z≤i+1 ∩ g−1(i+ 1)∣∣ > |Y≤i+1|
2
]
≤ Pr
[∣∣Z≤i+1 ∩ g−1(i+ 1)∣∣ > 2 |Z≤i+1|
Q
]
≤ 1
m4
,
where the second inequality is because |Z≤i+1| ≤ (d+ 1)|Y≤i+1|, as G’s degree
is at most d′; the last inequality is due to Lemma 24.
Lemma 26. Set Q = 4(d′ + 1). Let H = (V,H) be a hypergraph with degree
bounded by d′, where |H| = m. For any edge h ∈ H, Pr [Yh > 2Q · 15Q logm] <
1
m3
.
Proof. To prove Lemma 26, we need to show that, for γ = 15Q,
Pr[|Y≤Q| > 2Lγ logm] < 1
m3
.
We show that for 0 ≤ i ≤ Q,Pr[|Y≤i| > 2iγ logm] < im4 , by induction. For
the base of the induction, |S0| = 1, and the claim holds. For the inductive
step, assume that Pr[|Y≤i| > 2iγ logm] < im4 . Then, denoting by I the event
|Y≤i| > 2iγ logm and by I¯ the event |Y≤i| ≤ 2iγ logm,
Pr[|Y≤i+1| > 2i+1γ logm]
= Pr[|Y≤i+1| > 2i+1γ logm : I] Pr[I]
+ Pr[|Y≤i+1| > 2i+1γ logm : I¯] Pr[¯I].
From the inductive step and Claim 25, using the union bound, the lemma
follows.
Applying a union bound over all the hyperedges gives that the size of set Yk
pertaining to the kth local problem (3.5) is O(logm) with probability at least
1− 1/m2, completing the proof of Lemma 22.
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Algorithm 4: General Online Fractional Linear Packing
Input: Linear Program defined on A ∈ Rm×n, b ∈ Rm and c ∈ Rn, and
approximation parameter B
Output: x, y
Initialize: x = 0n, y = 0m
for i = 1...m do
for j = 1...n do
aj(max)← maxik=1{akj};
while
∑n
j=1 aijxj < 1 do
Increase yi continuously;
for j = 1...n do
δ = exp( B
2ci
∑i
k=1 akjyk)− 1 ;
xj = max
{
xj,
1
naj(max)δ
}
3.8.3 Supplementary information
A note on ranking the constraints. In the Introduction, we describe
generating a random permutation over the constraints. However, storing a
random permutation requires Ω(n) space, and we would need to store this
permutation on every node. Instead, we can approximate a random permuta-
tion with a random ordering by assigning a real number uniformly at random
to each constraint, using function r as we described in Section 3.4. We note
that in practice, such an r does not exist. It has been shown in e.g., [7, 169]
that r can be approximated arbitrarily well by a hash function by a random
hash function of polylogarithmic length. We do not formally define what we
mean by “arbitrarily well” here; we refer the reader to [169] for an in depth
discussion. In this thesis we assume for simplicity that each node has access
to an r function.
3.8.4 Pseudocode for General Online Fractional Packing
In our experiments in Section 3.6 we use an online algorithm from [34] for the
cases of linear programming and NUM. For completeness we give the details
of the algorithm in Algorithm 4.
In this online problem, constraints arrive in an online fashion over a sequence
of rounds. During the ith round, the packing variable yi and the covering
variables xj ∀j ∈ [n] for which aij > 0 are increased. The minimum yi is found
such that the covering constraints are satisfied.
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3.8.5 ADMM
In our numerical results we compare LOCO to ADMM. For completeness, we
describe the application of ADMM to problem (2.1).
To apply ADMM, we introduce a slack variable s ≥ 0 such that the inequality
constraint becomes Ax − s = b. Let x′ =
[
x, s
]T
, A′ = [A − I] and b =[
1n,0n
]T
where this notation indicates a stack of vectors. We can now write
the problem in standard ADMM form,
min
x′,z
g(x′) + h(z)
s.t. x′ − z = 0,
where g = (x)+ is the indicator function associated with the constraints x ≥ 0
and h(z′) = −∑nj=1 fj(zj) where dom h = {z|A′z = b′}.
Writing down the scaled augmented Lagrangian Lρ(x′, z, u) = g(x′) + h(z) +
uT (z− x′) + ρ
2
‖x′− z‖2, we can see that all the update steps have closed form
solution (see Chapter 5.2 of [31]). The updates become
x′k+1 = (zk+1 + uk)+
zk+1 =
[
ρI A′T
A′ 0
]−1 [
ρ(x′k − uk)− b
c′
]
uk+1 = uk + (x′k+1 − zk+1).
The solution to problem (2.1) is recovered from the first n entries of x′.
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C h a p t e r 4
SPEEDING UP IPMS FOR LINEAR PROGRAMMING USING
RANDOMIZATION
Internally, commercial linear program solvers use both Interior Point Meth-
ods (IPMs) and the simplex method. Thus designing more efficient IPMs is
of practical importance. Especially as datasets get larger, IPMs suffer from
scaling issues. We present a provably accurate long-step infeasible IPM for
LPs. The approach uses randomization, while still producing an optimal so-
lution. First, we provide background on IPMs, and discuss the computation
bottlenecks involved.
4.1 Background on Interior Point Methods
Interior Point Methods (IPMs) were pioneered by Karmarkar in the mid 1980s [97].
A family of IPMs has grown since then. For an introduction to IPMs, see Chap-
ter 14 of Wright’s book, [149] and [202]. Consider the standard form of the
primal LP problem:
min cTx , subject to Ax = b , x ≥ 0 , (4.1)
where A ∈ Rm×n, b ∈ Rm, and c ∈ Rn are the inputs, and x ∈ Rn is the vector
of the primal variables. The associated dual problem is
max bTy , subject to ATy + s = c , s ≥ 0 , (4.2)
where y ∈ Rm and s ∈ Rn are the vectors of the dual and slack variables respec-
tively. Triplets (x, y, s) that uphold both (4.1) and (4.2) are called primal-dual
solutions.
IPMs work by searching the interior of the feasible region in order to get close
to an optimal point. IPM algorithms start at an initial point, either inside or
outside of the feasible region, and at each iteration, compute a new Newton
search direction (∆x,∆y,∆s) and step length. Thus, a path in the feasible
region is iteratively traversed until the algorithm identifies an almost optimal
solution close to the boundary of the feasible region. To guide the choice
of new search direction, the algorithm strives to satisfy (or nearly satisfy)
the optimality conditions of the optimization problem. The solutions (x, y, s)
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of (4.1) and (4.2) are characterized by the well-known Karush-Kuhn-Tucker
(KKT) conditions. We propose to focus on Infeasible IPMs, where the goal is
to satisfy approximate KKT conditions, by solving the following linear system:
Ax− b = rp ATy + s− c = rd , XS 1n = σµ1n , (x, s) > 0 , (4.3a)
where rp and rd are the residuals of the primal and dual feasibility constraints
respectively, and σ and µ are parameters of the algorithm. In order to obtain
a search direction (∆x,∆y,∆s), one standard approach [149] involves solving
the following linear system at each iteration of the IPM:
AD2AT∆y = p, (4.4a)
∆s = − rd − AT∆y , (4.4b)
∆x = − x+ σµS−11n −D2∆s , (4.4c)
where D = X
1
2S−
1
2 , and X,S ∈ Rn×n are diagonal matrices having i-th diago-
nal elements equal to i-th components of x and s respectively for i = 1, 2, . . . , n,
and p ∈ Rm.
Solving the linear system (4.4a), which is often referred as the normal equa-
tions1, is the core computational task. Given ∆y, computing ∆s and ∆x
involves matrix-vector products.
4.1.1 Computational Bottleneck for IPMs
The core computational bottleneck in IPMs is the need to solve the linear
system of eqn. (4.4a) at each iteration. This leads to two key challenges: first,
for high-dimensional matrices A, solving the linear system is computationally
prohibitive. Most implementations of IPMs use a direct solver ; see Chapter 6
of [149]. However, if AD2AT is large and dense, direct solvers are computa-
tionally impractical. If AD2AT is sparse, specialized direct solvers have been
developed, but these do not apply to many LP problems arising in machine
learning applications due to irregular sparsity patterns. Second, an alterna-
tive to direct solvers is the use of iterative solvers, but the situation is further
complicated since AD2AT is typically ill-conditioned. Indeed, as IPM algo-
rithms approach the optimal primal-dual solution, the diagonal matrix D is
1Another widely used approach is to solve the augmented system [149]. This approach
is less relevant for this thesis.
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ill-conditioned, which also results in the matrix AD2AT being ill-conditioned.
Additionally, using approximate solutions for the linear system of eqn. (4.4a)
causes certain invariants, which are crucial for guaranteeing the convergence
of IPMs, to be violated; see Section 4.2.1 for details.
We propose to address both challenges by sketching the matrix AD in order
to solve a smaller linear system at each iteration. We will use iterative linear
solvers (e.g., Richardson’s iteration, Conjugate Gradients, etc.) to solve the
sketched version of (4.4a). It is well-known that the matrix AD2AT becomes
ill-conditioned as we approach optimality: our sketching strategy will take this
into account in order to make the condition number of the pre-conditioned
system provably small. This is key for developing an algorithm that works
well in practice.
Specifically, we construct a sketching matrix W ∈ Rn×w, for an appropriate
choice of the sketching dimension w  n and an accuracy parameter ε, such
that the structural constraint
∥∥V TWWTV − Im∥∥2 ≤ ε is satisfied, where we
let V ∈ Rn×m be the matrix of right singular vectors of AD. We define
Q = ADWWTDAT. If the structural constraint is satisfied for each iteration
of the interior point method, we show that equation (4.4a) can be solved using
Richardson iteration with a randomized pre-conditioner Q−
1
2 . Thus, rather
than solving (4.4a), we solve the preconditioned system
Q−
1
2 AD2AT∆y = Q−
1
2p , (4.5)
and recover an approximate solution ∆ˆy, which we will then use to approxi-
mate solutions ∆ˆx and ∆ˆs. Let f˜ = Q−
1
2 (AD2AT∆ˆy−p) be the the residual of
the preconditioned system. In general, our goal is to show that ‖f˜‖2 is small,
and ensure that despite generating approximate solutions at each iteration, we
produce an accuracy guarantee for the IPM after a given number of iterations.
4.2 Setting of interest: under/over constrained LPs
In this work, we address the aforementioned challenges for the special case
where m n, i.e., the number of constraints is much smaller than the number
of variables; see Section 4.6 for a generalization. This is a common setting in
ML applications of LP solvers, since `1-SVMs and basis pursuit problems often
exhibit such structure when the number of available features (n) is larger than
the number of objects (m). This setting has been of interest in recent work
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on LPs [64, 26, 117]. For simplicity of exposition, we also assume that the
constraint matrix A has full rank, equal to m.
First, we propose and analyze a preconditioned Conjugate Gradient (CG)
iterative solver for the normal equations of eqn. (4.4a), using matrix sketching
constructions from the Randomized Linear Algebra (RLA) literature. We
develop a preconditioner for AD2AT using matrix sketching which allows us
to prove strong convergence guarantees for the residual error of CG solvers.
Second, building upon the work of [137], we propose and analyze a provably
accurate long-step infeasible IPM algorithm. The proposed IPM solves the
normal equations using iterative solvers. In this thesis, for brevity and clarity,
we primarily focus our description and analysis on the CG iterative solver. We
note that a non-trivial concern is that the use of iterative solvers and matrix
sketching tools implies that the normal equations at each iteration will be
solved only approximately. In our proposed IPM, we develop a novel way to
correct for the error induced by the approximate solution in order to guarantee
convergence. Importantly, this correction step is relatively computationally
light, unlike a similar step proposed in [137]. Third, we empirically show that
our algorithm performs well in practice. We consider solving LPs that arise
from `1-regularized SVMs and test them on a variety of synthetic and real
datasets. Several extensions of our work are discussed in Section 4.6.
4.2.1 Our contributions
Our point of departure in this work is the introduction of preconditioned, it-
erative solvers for solving eqn. (4.4a). Preconditioning is used to address the
ill-conditioning of the matrix AD2AT. Iterative solvers allow the computa-
tion of approximate solutions using only matrix-vector products while avoid-
ing matrix inversion, Cholesky or LU factorizations, etc. A preconditioned
formulation of eqn. (4.4a) is
Q−1AD2AT∆y = Q−1p, (4.6)
where Q ∈ Rm×m is the preconditioning matrix; Q should be easily invertible
(see [13, 84] for background). An alternative yet equivalent formulation of
eqn. (4.6), which is more amenable to theoretical analysis, is
Q−1/2AD2ATQ−1/2z = Q−1/2p, (4.7)
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where z ∈ Rm is a vector such that ∆y = Q−1/2z. Note that the matrix
in the left-hand side of the above equation is always symmetric, which is not
necessarily the case for eqn. (4.6). We do emphasize that one can use eqn. (4.6)
in the actual implementation of the preconditioned solver; eqn. (4.7) is much
more useful in theoretical analyses.
Recall that we focus on the special case where A ∈ Rm×n has m  n, i.e.,
it is a short-and-fat matrix. Our first contribution starts with the design and
analysis of a preconditioner for the Conjugate Gradient solver that satisfies,
with high probability,
2
2 + ζ
≤ σ2min(Q−
1
2AD) ≤ σ2max(Q−
1
2AD) ≤ 2
2− ζ , (4.8)
for some error parameter ζ ∈ [0, 1]. In the above, σmin(·) and σmax(·) corre-
spond to the smallest and largest singular value of the matrix in parentheses.
The above condition says that the preconditioner effectively reduces the con-
dition number of AD to a constant. We note that the particular form of the
lower and upper bounds in eqn. (4.8) was chosen to simplify our derivations.
RLA matrix-sketching techniques allow us to construct preconditioners for all
short-and-fat matrices that satisfy the above inequality and can be inverted
efficiently. Such constructions go back to the work of [11]; see Section 4.4 for
details on the construction of Q and its inverse. Importantly, given such a
preconditioner, we then prove that the resulting CG iterative solver satisfies
‖Q−1/2AD2ATQ−1/2z˜t −Q−1/2p‖2 ≤ ζt‖Q−1/2p‖2. (4.9)
Here z˜t is the approximate solution returned by the CG iterative solver af-
ter t iterations. In words, the above inequality states that the residual error
achieved after t iterations of the CG iterative solver drops exponentially fast.
To the best of our knowledge, this result is not known in the CG literature:
indeed, it is actually well-known that the residual error of CG may oscillate,
even in cases where the energy norm of the solution error decreases monoton-
ically. However, we prove that if the preconditioner is sufficiently good, i.e., it
satisfies the constraint of eqn. (4.8), then the residual error decreases as well.
Our second contribution is the analysis of a novel variant of a long-step in-
feasible IPM algorithm proposed by [137]. Recall that such algorithms can,
in general, start with an initial point that is not necessarily feasible, but does
need to satisfy some, more relaxed, constraints. Following the lines of [211,
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137], let S be the set of feasible and optimal solutions of the form (x∗, y∗, s∗)
for the primal and dual problems of eqns. (4.1) and (4.2) and assume that S
is not empty. Then, long-step infeasible IPMs can start with any initial point
(x0, y0, s0) that satisfies (x0, s0) > 0 and (x0, s0) ≥ (x∗, s∗), for some feasible
and optimal solution (x∗, s∗) ∈ S. In words, the starting primal and slack
variables must be strictly positive and larger (element-wise) when compared
to some feasible, optimal primal-dual solution. See Chapter 6 of [202] for an
extensive discussion regarding why such starting points that are sufficiently
positive can be identified in practice more efficiently than feasible points.
The flexibility of infeasible IPMs comes at a cost: long-step feasible IPMs con-
verge inO(n log 1/) iterations, while long-step infeasible IPMs needO(n2 log 1/)
iterations to converge [211, 137]. (Here  is the accuracy of the approximate
LP solution returned by the IPM; see Algorithm 6 for the exact definition.)
Let
Ax0 − b = r0p, (4.10)
ATy0 + s0 − c = r0d, (4.11)
where r0p ∈ Rn and r0d ∈ Rm are the primal and dual residuals, respectively,
and characterize how far the initial point is from being feasible. As long-step
infeasible IPM algorithms iterate and update the primal and dual solutions, the
residuals are updated as well. Let rk = (rkp , rkd) ∈ Rn+m be the primal and dual
residual at the k-th iteration: it is well-known that the convergence analysis
of infeasible long-step IPMs critically depends on rk lying on the line segment
between 0 and r0. Unfortunately, using approximate solvers (such as the CG
solver proposed above) for the normal equations violates this invariant. [137]
proposed a simple solution to fix this problem by adding a perturbation vector
v to the current primal-dual solution that guarantees that the invariant is
satisfied. Again, we use RLA matrix sketching principles to propose an efficient
construction for v that provably satisfies the invariant. Next, we combine the
above two primitives to prove that Algorithm 6 in Section 4.5 satisfies the
following theorem.
Theorem 27. Let 0 ≤  ≤ 1 be an accuracy parameter. Consider the long-
step infeasible IPM Algorithm 6 (Section 4.5) that solves eqn. (4.7) using
the CG solver of Algorithm 5 (Section 4.4). Assume that the CG iterative
solver runs with accuracy parameter ζ = 1/2 and iteration count t = O(log n).
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Then, with probability at least 0.9, the long-step infeasible IPM converges after
O(n2 log 1/) iterations.
We note that the 0.9 success probability above is for simplicity of exposition
and can be easily amplified using standard techniques. Also, at each iteration
of our infeasible long-step IPM algorithm, the running time is O((nnz(A) +
m3) log n), ignoring constant terms. See Section 4.5 for a detailed discussion
of the overall running time.
Our empirical evaluation demonstrates that our algorithm requires an order
of magnitude fewer inner CG iterations than a standard IPM using CG, while
producing a comparably accurate solution (see Section 4.7).
4.2.2 Comparison with Related Work
There is a large body of literature on solving LPs using IPMs. We only review
literature that is immediately relevant to our work. Recall that we solve the
normal equations inexactly at each iteration, and develop a way to correct for
the error incurred. We also focus on IPMs that can use an sufficiently positive,
infeasible initial point (see Section 4.2.1). We discuss below two papers that
present related ideas.
Work by [137] proposed the use of an approximate iterative solver for eqn. (4.4a),
followed by a correction step to “fix” the approximate solution (see our dis-
cussion in Section 4.2.1). We propose efficient, RLA-based approaches to pre-
condition and solve eqn. (4.4a), as well as a novel approach to correct for
the approximation error in order to guarantee the convergence of the IPM
algorithm. Specifically, [137] propose to solve eqn. (4.4a) using the so-called
maximum weight basis preconditioner [170]. However, computing such a pre-
conditioner needs access to a maximal linearly independent set of columns of
AD in each iteration, which is costly, taking O(m2n) time in the worst-case.
More importantly, while [136] was able to provide a bound that depends only
on properties of A, and is independent of D, this bound might, in general,
be very large. In contrast, our bound is a constant and it does not depend
on properties of A or its dimension. In addition, [137] assumed a bound on
the two-norm of the residual of the preconditioned system, but it is unclear
how their preconditioner guarantees such a bound. Similar concerns exist for
the construction of the correction vector v proposed by [137], which our work
alleviates.
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The line of research in the Theoertical Computer Science literature that is
closest to our work is [55], who presented an IPM that uses an approximate
solver in each iteration. They present an accuracy guarantee for the final ob-
jective value that is comparable to ours. However, their final solution satisfies
the constraints approximately and thus is only approximately feasible, whereas
our approach returns a final solution that satisfies the constraints exactly and
is primal-dual feasible. Since [55] allows an approximately feasible solution as
the end result, it does not need to correct for the error incurred in each itera-
tion due to the approximate solver. Finally, [55] focuses on short-step, feasible
IPMs (unlike our work) and their proposed approximate solver only works
for the special case of input matrices that correspond to graph Laplacians,
following the lines of [184, 183].
We also note that in the Theoretical Computer Science liteature, [107, 108,
109, 106, 110] and [51] proposed and analyzed theoretically ground-breaking
algorithms for LPs based on novel tools such as the so-called inverse main-
tenance for accelerating the linear system solvers in IPMs. However, these
endeavors are primarily focused on the theoretically fast but practically inef-
ficient short-step feasible IPMs. In contrast, our work is focused on infeasible
long-step IPMs, known to work efficiently in practice.
Another relevant line of research is the work of [54], which proposed solving
eqn. (4.4a) using preconditioned Krylov subspace methods, including variants
of generalized minimum residual (GMRES) or CG methods. Indeed, [54] con-
ducted extensive numerical experiments on LP problems taken from standard
benchmark libraries, but did not provide any theoretical guarantees.
From a matrix-sketching perspective, our work was also partially motivated
by [45], which presented an iterative, sketching-based algorithm to solve under-
constrained ridge regression problems, but did not address how to make use
of such approaches in an iterative framework, as we do here. [162, 203] pro-
posed the so-called Newton sketch to construct an approximate Hessian ma-
trix for more general convex objective functions of which LP is a special case.
Nevertheless, these randomized second-order methods are significantly faster
than the conventional approach only when the data matrix is over-constrained,
i.e. m  n. It is unclear whether the approach of [162, 203] is faster than
IPMs when the optimization problem to be solved is linear. [197] proposed
a probabilistic algorithm to solve LP approximately in a random projection-
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based reduced feature-space. A possible drawback of this paper is that the
approximate solution is infeasible with respect to the original region. Finally,
we refer the interested reader to the surveys [201, 65, 92, 125, 66] for more
background on Randomized Linear Algebra.
4.3 Notation and Background
A,B, . . . denote matrices and a,b, . . . denote vectors. For vector a, ‖a‖2 de-
notes its Euclidean norm; for a matrix A, ‖A‖2 denotes its spectral norm and
‖A‖F denotes its Frobenius norm. We use 0 to denote a null vector or null
matrix, dependent upon context, and 1 to denote the all-ones vector. For any
matrixX ∈ Rm×n withm ≤ n of rankm its thin Singular Value Decomposition
(SVD) is the product UΣV T , with U ∈ Rm×m (the matrix of the left singular
vectors), V ∈ Rn×m( the matrix of the top-m right singular vectors), and Σ ∈
Rm×m a diagonal matrix whose entries are equal to the singular values of X.
We use σi(·) to denote the i-th singular value of the matrix in parentheses.
We now briefly discuss a result on matrix sketching [50, 49] that is particularly
useful in our theoretical analyses. In our parlance, [50] proved that, for any
matrix Z ∈ Rm×n, there exists a sketching matrix W ∈ Rn×w such that∥∥ZWWTZT − ZZT∥∥
2
≤ ζ
4
(
‖Z‖22 +
‖Z‖2F
r
)
(4.12)
holds with probability at least 1 − δ for any r ≥ 1. Here ζ ∈ [0, 1] is a
(constant) accuracy parameter. Ignoring constant terms, w = O(r log(r/δ));
W has O(log(r/δ)) non-zero entries per row; and the product ZW can be
computed in time O(log(r/δ) · nnz(Z)).
4.4 Conjugate Gradient Solver
In this section, we discuss the computation of the preconditioner Q (and its
inverse), followed by a discussion on how such a preconditioner can be used to
satisfy eqns. (4.8) and (4.9). Algorithm 5 takes as input the sketching matrix
W ∈ Rn×w, which we construct as discussed in Section 4.3. Our preconditioner
Q is equal to
Q = ADWWTDAT. (4.13)
Notice that we only need to compute Q−1/2 in order to use it to solve eqn. (4.7).
Towards that end, we first compute the sketched matrix ADW ∈ Rm×w. Then,
we compute the SVD of the matrix ADW : let UQ be the matrix of its left
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Algorithm 5: Solving eqn. (4.7) via CG
Input: AD ∈ Rm×n, p ∈ Rm, sketching matrix W ∈ Rn×w, iteration count
t;
1. Compute ADW and its SVD: let UQ be the matrix of its left singular
vectors and let Σ−1/2Q be the matrix of its singular values;
2. Compute Q−1/2 = UQΣ
−1/2
Q ;
3. Initialize z˜0 ← 0m and run standard CG on the preconditioned system
of eqn. (4.7) for t iterations;
Output: return z˜t;
singular vectors and let Σ−1/2Q be the matrix of its singular values. Notice that
the left singular vectors of Q−1/2 are equal to UQ and its singular values are
equal to Σ−1/2Q . Therefore, Q
−1/2 = UQΣ
−1/2
Q .
Let AD = UΣV T be the thin SVD representation of AD. We apply the results
of [50] (see Section 4.3) to the matrix Z = V T ∈ Rm×n with r = m to get that,
with probability at least 1− δ,∥∥V TWWTV − Im∥∥2 ≤ ζ/2. (4.14)
The running time needed to compute the sketch ADW is equal to (ignoring
constant factors) O(nnz(A) · log(m/δ)). Note that nnz(AD) = nnz(A). The
cost of computing the SVD of ADW (and therefore Q−1/2) is O(m3 log(1/δ)).
Overall, computing Q−1/2 can be done in time
O(nnz(A) · log(m/δ) +m3 log(1/δ)). (4.15)
Given these results, we now discuss how to satisfy eqns. (4.8) and (4.9) using
the sketching matrixW . We start with the following bound, which is relatively
straight-forward given prior RLA work (see Section 4.8.1 for a proof).
Lemma 28. If the sketching matrix W satisfies eqn. (4.14), then, for all i =
1 . . .m,
(1 + ζ/2)−1 ≤ σ2i (Q−1/2AD) ≤ (1− ζ/2)−1.
This lemma directly implies eqn. (4.8). We now proceed to show that the above
construction for Q−1/2, when combined with the conjugate gradient solver to
solve eqn. (4.7), indeed satisfies eqn. (4.9)2. We do note that in prior work most
2See Chapter 9 of [122] for a detailed overview of CG.
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of the convergence guarantees for CG focus on the error of the approximate
solution. However, in our work, we are interested in the convergence of the
residuals and it is known that even if the energy norm of the error of the
approximate solution decreases monotonically, the norms of the CG residuals
may oscillate. Interestingly, we can combine a result on the residuals of CG
from [30] with Lemma 28 to prove that in our setting the norms of the CG
residuals also decrease monotonically.
Let f˜ (j) be the residual at the j-th iteration of the CG algorithm, i.e., f˜ (j) =
Q−1/2AD2ATQ−1/2z˜j − Q−1/2p. Recall from Algorithm 5 that z˜0 = 0 and thus
f˜ (0) = −Q−1/2p. In our parlance, Theorem 8 of [30] proved the following bound.
‖f˜ (j)‖2 ≤ κ
2(Q−1/2AD)− 1
2
‖f˜ (j−1)‖2 ,
where κ(Q−1/2AD) is the condition number of Q−1/2AD. Combined with
Lemma 28 (see Section 4.8.2 for details), we get
‖f˜ (t)‖2 ≤ ζ‖f˜ (t−1)‖2 ≤ · · · ≤ ζt‖f˜ (0)‖2 = ζt‖Q−1/2p‖2 ,
which proves the condition of eqn. (4.9).
We remark that one can consider using MINRES [155] instead of CG. Our
results hinges on bounding the two-norm of the residual. MINRES finds, at
each iteration, the optimal vector with respect the two-norm of the residual
inside the same Krylov subspace of CG for the corresponding iteration. Thus,
the bound we prove for CG applies to MINRES as well.
4.5 The Infeasible IPM algorithm
In order to avoid spurious solutions, primal-dual path-following IPMs bias
the search direction towards the central path and restrict the iterates to a
neighborhood of the central path. This search is controlled by the centering
parameter σ ∈ [0, 1]. At each iteration, given the current solution (xk, yk, sk),
a standard infeasible IPM obtains the search direction (∆xk,∆yk,∆sk) by
solving the following system of linear equations:
AD2AT∆yk = pk , (4.16a)
∆sk = − rkd − AT∆yk , (4.16b)
∆xk = − xk + σµkS−11n −D2∆sk. (4.16c)
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HereD and S are computed given the current iterate (xk and sk). After solving
the above system, the infeasible IPM Algorithm 6 proceeds by computing a
step-size α¯ to return:
(xk+1, yk+1, sk+1) = (xk, yk, sk) + α¯(∆xk,∆yk,∆sk). (4.17)
Recall that rk = (rkp , rkd) is a vector with rkp = Axk − b and rkd = ATyk + sk − c
(the primal and dual residuals). We also use the duality measure µk = xk
T
sk/n
and the vector
pk = −rkp − σµkAS−11n + Axk − AD2rkd . (4.18)
Given ∆yk from eqn. (4.16a), ∆sk and ∆xk are easy to compute from eqns. (4.16b)
and (4.16c), as they only involve matrix-vector products. However, since we
will use Algorithm 5 to solve eqn. (4.16a) approximately using the sketching-
based preconditioned CG solver, the primal and dual residuals do not lie on the
line segment between 0 and r0. This invalidates known proofs of convergence
for infeasible IPMs.
For notational simplicity, we now drop the dependency of vectors and scalars
on the iteration counter k. Let ∆ˆy = Q−1/2z˜t be the approximate solution to
eqn. (4.16a). In order to account for the loss of accuracy due to the approxi-
mate solver, we compute ∆ˆx as follows:
∆ˆx = − x+ σµS−11n −D2∆ˆs− S−1v. (4.19)
Here v ∈ Rn is a perturbation vector that needs to exactly satisfy the following
invariant at each iteration of the infeasible IPM:
AS−1v = AD2AT∆ˆy − p . (4.20)
We note that the computation of ∆ˆs is still done using eqn. (4.16b), which
does not change. [137] argued that if v satisfies eqn. (4.20), the primal and
dual residuals lie in the correct line segment.
Construction of v. There are many choices for v satisfying eqn. (4.20). A
general choice is v = (AS−1)†(AD2AT∆ˆy−p), which involves the computation
of the pseudoinverse (AS−1)†, which is expensive, taking time O(m2n). In-
stead, we propose to construct v using the sketching matrix W of Section 4.3.
More precisely, we construct the perturbation vector
v = (XS)
1/2W (ADW )†(AD2AT∆ˆy − p). (4.21)
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The following lemma proves that the proposed v satisfies eqn. (4.20); see Sec-
tion 4.8.3 for the proof.
Lemma 29. Let W ∈ Rn×w be the sketching matrix of Section 4.3 and v be
the perturbation vector of eqn. (4.21). Then, with probability at least 1 − δ,
rank(ADW ) = m and v satisfies eqn. (4.20).
We emphasize here that we will use the same exact sketching matrixW ∈ Rn×w
to form the preconditioner used in the CG algorithm of Section 4.4 as well as
the vector v in eqn.(4.21). This allows us to form the sketching matrix only
once, thus saving time in practice. Next, we present a bound for the two-norm
of the perturbation vector v of eqn. (4.21); see Section 4.8.4 for the proof.
Lemma 30. With probability at least 1 − δ, our perturbation vector v in
Lemma 29 satisfies
‖v‖2 ≤
√
3nµ ‖f˜ (t)‖2, (4.22)
with f˜ (t) = Q−1/2AD2ATQ−1/2z˜t −Q−1/2p.
The above result is particularly useful in proving the convergence of Algo-
rithm 6. More precisely, combining a result from [137] with our precon-
ditioner Q−1/2, we can prove that ‖Q−1/2p‖2 ≤ O(n)√µ. This bound al-
lows us to prove that if we run Algorithm 5 for O(log n) iterations, then
‖f˜ (t)‖2 ≤ γσ4√n
√
µ and ‖v‖2 ≤ γσ4 µ. The last two inequalities are critical in the
convergence analysis of Algorithm 6; see Section 4.9 for details.
We are now ready to present the infeasible IPM algorithm. We will need the
following definition for the neighborhood
N (γ) =
{
(xk, yk, sk) : xki s
k
i ≥ (1− γ)µ and
‖rk‖2
‖r0‖2 ≤
µk
µ0
,
}
.
Here γ ∈ (0, 1) and we note that the duality measure µk steadily reduces at
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each iteration.
Algorithm 6: Infeasible IPM
Input: A ∈ Rm×n, b ∈ Rm, c ∈ Rn, γ ∈ (0, 1), tolerance  > 0, centering
parameter σ ∈ (0, 4/5);
Initialize: k ← 0; initial point (x0, y0, s0);
while µk >  do
(a) Compute sketching matrix W ∈ Rn×w (Section 4.3) with ζ = 1/2
and δ = O(n−2);
(b) Compute rkp = Axk − b; rkd = ATyk + sk − c; and pk from eqn. (4.18);
(c) Solve the linear system of eqn. (4.7) for z using Algorithm 5 with W
from step (a) and t = O(log n). Compute ∆ˆy = Q−1/2z;
(d) Compute v using eqn. (4.21) with W from step (a); ∆ˆs using
eqn. (4.16b); ∆ˆx using eqn. (4.19);
(e) Compute
α˜ = argmax{α ∈ [0, 1] : (xk, yk, sk) + α(∆ˆxk, ∆ˆyk, ∆ˆsk) ∈ Γ}.
(f) Compute α¯ = argmin{α ∈ [0, α˜] : (xk + α∆ˆxk)T(sk + α∆ˆsk)}.
(g) Compute (xk+1, yk+1, sk+1) = (xk, yk, sk) + α¯(∆ˆx
k
, ∆ˆy
k
, ∆ˆs
k
); set
k ← k + 1;
Running time. We start by discussing the running time to compute v. As
discussed in Section 4.4, (ADW )† can be computed in O(nnz(A) · log(m/δ) +
m3 log(m/δ)) time. Now, as W has O(log(m/δ)) non-zero entries per row,
pre-multiplying by W takes O(nnz(A) log(m/δ)) time (assuming nnz(A) ≥ n).
Since X and S are diagonal matrices, computing v takes O(nnz(A)·log(m/δ)+
m3 log(m/δ)) time, which is asymptotically the same as computing Q−1/2 (see
eqn. (4.15)).
We now discuss the overall running time of Algorithm 6. At each iteration,
with failure probability δ, the preconditioner Q−1/2 and the vector v can be
computed in O(nnz(A) · log(m/δ) + m3 log(m/δ)) time. In addition, for t =
O(log n) iterations of Algorithm 5, all the matrix-vector products in the CG
solver can be computed inO(nnz(A)·log n) time. Therefore, the computational
time for steps (a)-(d) is given by O(nnz(A) · (log n+log(m/δ))+m3 log(m/δ)).
Finally, taking a union bound over all iterations with δ = O(n−2) (ignoring
constant factors), Algorithm 6 converges with probability at least 0.9. The
running time at each iteration is given by O((nnz(A) +m3) log n).
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4.6 Discussion and Extensions
We briefly discuss extensions of our work. First, there is nothing special about
using a CG solver for solving eqn. (4.7). We can replace the proposed CG solver
with another iterative solver, without any loss in accuracy or any increase
in the number of iterations for the long-step infeasible IPM Algorithm 6 of
Section 4.5.
Additionally, recall that our approach focused on full rank input matrices A ∈
Rm×n with m n. Our overall approach still works if A in any m× n matrix
that is low-rank, e.g., rank(A) = k  min{m,n}. In that case, using the thin
SVD of A, we can rewrite the linear constraints as follows UAΣAV TA x = b,
where UA ∈ Rm×k and VA ∈ Rn×k are the matrices of left and right singular
vecors of A respectively; ΣA ∈ Rk×k is the diagonal matrix with the k non-
zero singular values of A as its diagonal elements. The LP of eqn. (4.1) can
be restated as
min cTx , subject to V TA x = b˜ , x ≥ 0 , (4.23)
where b˜ = Σ−1A U
T
Ab. Note that, rank(VA) = k  n and therefore eqn. (4.23)
can be solved using our framework. The matrices UA, VA, and ΣA can be
approximately recovered using the fast SVD algorithms of [92, 29, 48].
Finally, even though we chose to use the Count-Min sketch and its analysis
from [50] (Section 4.3), there are many other alternative sketching matrix con-
structions that would lead to similar results. A particularly simple one is the
Gaussian sketching matrix WG ∈ Rn×w, where every entry is a N (0, 1) ran-
dom variable. Setting w = O (m+log(1/δ)/ε2) would result in the same accuracy
guarantees as the sketching matrix of Section 4.3. However, the (theoretical)
running time needed to compute ADW increases to O(m·nnz(A)). In practice,
at least for relatively small matrices, using Gaussian sketching matrices is a
reasonable alternative; see the discussion in [132] which argued that the Gaus-
sian matrix sketching-based solvers are considerably better than direct solvers.
We also opted to use Gaussian matrices in our empirical evaluation, since we
primarily interested in measuring the accuracy of the final solution as a func-
tion of the number of iterations of the solver and the IPM algorithm. Other
known constructions of sketching matrices that are also applicable in our set-
ting include (any) sub-gaussian sketching matrix; the Subsampled Randomized
Hadamard transform (SRHT); and any of the Sparse Subspace Embeddings
of [47, 144, 131, 49].
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Figure 41: ARCENE data set: Our Algorithm 6 (Sk. IPM) requires
an order of magnitude fewer (a) inner iterations than the Standard IPM
with CG, at each outer iteration, due to the improved (b) conditioning of
Q−1/2AD2ATQ−1/2 compared to AD2AT .
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Figure 42: ARCENE data set : for various (w, tolCG) settings, (a) the maxi-
mum number of inner iterations used by our algorithm and (b) the maximum
condition number of Q−1/2AD2ATQ−1/2, across outer iterations. The standard
IPM, across all settings, needed on the order of 1,000 iterations and κ(AD2AT )
was on the order of 108. The relative error was fixed to 0.04%.
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4.7 Experiments
Here we demonstrate the empirical performance of our algorithm on a variety
of real-world datasets from the UCI ML Repository [67], such as ARCENE,
DEXTER [91], DrivFace [61], and a gene expression cancer RNA-Sequencing
dataset that is part of the PANCAN dataset [200]. See Table 41 for a descrip-
tion of the datasets.
We also generated random synthetic instances of linear programs as follows.
To generate A ∈ Rm×n, we set aij ∼i.i.d. U(0, 1) with probability p and aij = 0
otherwise. We then add min{m,n} i.i.d. draws from U(0, 1) to the main
diagonal, to ensure each row of A has at least one nonzero entry. We set
b = Ax+0.1z, where x and z are random vectors drawn from N(0, 1). Finally,
we set c ∼ N(0, 1).
We observed that the results for both synthetic data and real-world data were
qualitatively similar. Thus, we highlight results on several representative real
datasets. The experiments were implemented in Python and run on a server
with Intel E5-2623V3@3.0GHz 8 cores and 64GB RAM.
Support Vector Machines (SVMs) As an application, we consider `1-
regularized SVMs. All of the datasets are concerned with binary classification
with m  n, where n is the number of features. Below, we describe the `1-
SVM problem and how it can be formulated as an LP. Here, m is the number
of training points, n is the feature dimension, and the size of the constraint
matrix in the LP becomes m× (2n+ 1).
The classical `1-SVM problem is as follows. We consider the task of fitting
an SVM to data pairs S = {(xi, yi)}mi=1, where xi ∈ RN and yi ∈ {+1,−1}
is a label for each data pair. Here, m is the number of training points, and
N is the feature dimension. The SVM problem with an `1 regularizer has the
following form:
minimize
w
‖w‖1 (4.24)
subject to yi(wTxi + b′) ≥ 1, ∀i ∈ [m].
This problem can be written as an LP by introducing the variables w+ and w−,
where w = w+ − w−. The objective becomes ∑nj w+j + w−j , and we constrain
w+i ≥ 0 and w−i ≥ 0. Note that the size of the constraint matrix in the LP
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becomes (m× (2N + 1)), where m is the number of training points, and N is
the feature dimension.
Comparisons and Metrics. We compare our Algorithm 6 with a standard
IPM (see Chapter 10, [164]) using CG, and a standard IPM using a direct
solver. We also use CVXPY as a benchmark to compare the accuracy of the
solutions; we define the relative error ‖xˆ−x?‖2/‖x?‖2, where xˆ is our solution and
x? is the solution generated by CVXPY. We also consider the number of outer
iterations, namely the number of iterations of the IIPM algorithm, as well as
the number of inner iterations, namely the number of iterations of the CG
solver. We denote the relative stopping tolerance for CG by tolCG and we
denote the outer iteration residual error by τ . If not specified: τ = 10−9,
tolCG = 10−5, and σ = 0.5. We evaluated a Gaussian sketching matrix, and
the initial triplet (x, y, s) for all IPM algorithms was set to be all ones.
Experimental Results. Figure 41(a) shows that our Algorithm 6 uses an
order of magnitude fewer inner iterations than the un-preconditioned standard
solver. This is due to the improved conditioning of the respective matrices in
the normal equations, as demonstrated in Figure 41(b). Across various real
and synthetic data sets, the results were qualitatively similar to those shown
in Figure 41. Results for several real data sets are summarized in Table 41.
The number of outer iterations is unaffected by our internal approximation
methods, and is generally the same for our Algorithm 6, the standard IPM
with CG, and the standard IPM with a direct linear solver (denoted IPM
w/Dir), as seen in Table 41. Figure 41 also demonstrates the relative insensi-
tivity to the choice of w (the sketching dimension, i.e., the number of columns
of the sketching matrix W of Section 4.3). For smaller values of w, our algo-
rithm requires more inner iterations. However, across various choices of w, the
number of inner iterations is always an order of magnitude smaller than the
number required by the standard solver.
Figure 42 shows the performance of our algorithm for a range of (w, tolCG)
pairs. Figure 42(a) demonstrates that the number of the inner iterations is
robust to the choice of tolCG and w. The number of inner iterations varies
between 15 and 35 for the ARCENE data set, while the standard IPM took
on the order of 1, 000 iterations across all parameter settings. Across all set-
tings, the relative error was fixed at 0.04%. In general, our sketched IPM
is able to produce an extremely high accuracy solution across parameter set-
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tings. Thus we do not report additional numerical results for the relative error,
which was consistently 10−3 or less. Figure 42(b) demonstrates a tradeoff of
our approach: as both tolCG and w are increased, the condition number
κ(Q−1/2AD2ATQ−1/2) decreases, corresponding to better conditioned systems.
As a result, fewer inner iterations are required.
Figure 43 illustrates the convergence and conditioning behavior for the DEX-
TER data set. We see a similar behavior as found for the ARCENE data set
in Figure 41. Figure 44 displays more results for the ARCENE data set.
The following is how we made use of a gene expression cancer RNA-Sequencing
data set, taken from the UCI Machine Learning repository. It is part of the
RNA-Seq (HiSeq) PANCAN data set [200], and is a random extraction of gene
expressions from patients who have different types of tumors: BRCA, KIRC,
COAD, LUAD, and PRAD. We considered the binary classification task of
identifying BRCA versus other types.
The following is how we made use of the DrivFace data set taken from the
UCI Machine Learning repository. In the DrivFace data set, each sample
corresponds to an image of a human subject, taken while driving in real sce-
narios. Each image is labeled as corresponding to one of three possible gaze
directions: left, straight, or right. We considered the binary classification task
of identifying two different gaze directions: straight, or to either side left or
right.
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Figure 43: DEXTER data set : Our algorithm (Sk. IPM) requires an order
of magnitude fewer inner iterations than the Standard IPM with CG, at each
outer iteration, as demonstrated in (a). This is possible due to the improved
conditioning of Q−1/2AD2ATQ−1/2 compared to AD2AT , demonstrated in (b).
For all, tolCG = 10−5, τ = 10−9.
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Figure 44: ARCENE data set : As w increases, (a) the number of inner it-
erations decreases, and is relatively robust to tolCG, and, (b) the condition
number decreases as well.
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4.8 Proofs of Technical Results
First, we define some additional notation. For simplicity, we assume B = AD
in most of the proofs in Section 4.8. We also take B = UΣV T to be the
thin SVD representation of B. Additionally, for vectors a = (a1, . . . , a`)T and
b = (b1, . . . , b`)
T, we denote a◦b = (a1b1, . . . , a`b`)T. For any vector a ∈ Rn, the
`∞ norm is defined as, ‖a‖∞ = maxi |ai| and we will heavily use the following
standard inequality to prove results in the upcoming sections,∣∣∣∣aT1nn
∣∣∣∣ ≤ ‖a‖∞ ≤ ‖a‖2 . (4.25)
4.8.1 Proof of Lemma 28
Proof. For simplicity, we assumeB = AD. Consider the condition of eqn. (4.14):
‖V TWWTV − Im‖2 ≤ ζ
2
⇔ − ζ
2
Im 4 V TWWTV − Im 4 ζ
2
Im
⇒ − ζ
2
BBT 4 BWWTBT −BBT 4 ζ
2
BBT (4.26)
⇒
(
1− ζ
2
)
BBT 4 BWWTBT︸ ︷︷ ︸
Q
4
(
1 +
ζ
2
)
BBT , (4.27)
where we obtain eqn. (4.26) by pre- and post-multiplying the previous in-
equality by UΣ and ΣUT respectively and using the facts that B = UΣV T
and BBT = UΣ2UT. Next, pre- and post- multiplying eqn. (4.27) by Q−1/2,
we obtain (
1 +
ζ
2
)−1
In 4 Q−1/2BBTQ−1/2 4
(
1− ζ
2
)−1
Im . (4.28)
Eqn. (4.28) implies that all the eigenvalues of Q−1/2BBTQ−1/2 are bounded
between
(
1 + ζ
2
)−1
and
(
1− ζ
2
)−1
. Therefore, we have(
1 +
ζ
2
)−1
≤ σ2i (Q−1/2B) ≤
(
1− ζ
2
)−1
.
4.8.2 Satisfying eqn. (4.9) using CG Solver
Let f˜ (j) be the residual at the j-th iteration of the CG algorithm, i.e., f˜ (j) =
Q−1/2AD2ATQ−1/2z˜j − Q−1/2p. Recall from Algorithm 5 that z˜0 = 0 and thus
f˜ (0) = −Q−1/2p. Theorem 8 of [30] proved the following bound.
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Lemma 31 (Theorem 8 of [30]). Let f˜ (j−1) and f˜ (j) be the residuals obtained
by the CG solver at steps j − 1 and j. Then,
‖f˜ (j)‖2 ≤ κ
2(Q−1/2AD)− 1
2
‖f˜ (j−1)‖2 ,
where κ(Q−1/2AD) is the condition number of Q−1/2AD.
From Lemma 28, we get
κ2(Q−1/2AD) =
σ2max(Q
−1/2AD)
σ2min(Q
−1/2AD)
≤ 1 + ζ/2
1− ζ/2 . (4.29)
Combining eqn. (4.29) with Lemma 31,
‖f˜ (j)‖2 ≤
1+ζ/2
1−ζ/2 − 1
2
‖f˜ (j−1)‖2
=
ζ
2− ζ ‖f˜
(j−1)‖2 ≤ ζ‖f˜ (j−1)‖2 , (4.30)
where the last inequality follows from ζ ≤ 1. Applying eqn. (4.30) recursively,
we get
‖f˜ (t)‖2 ≤ ζ‖f˜ (t−1)‖2 ≤ · · · ≤ ζt‖f˜ (0)‖2 = ζt‖Q−1/2p‖2 ,
which proves the condition of eqn. (4.9).
4.8.3 Proof of Lemma 29
Proof. Let AD = UΣV T be the thin SVD representation of AD. We use the
exact same W as discussed in Section 4.4. Therefore, eqn. (4.14) holds with
probability 1− δ.
Next, using the using Weyl’s inequality, we have for i = 1, 2, . . . ,m∥∥V TWWTV − Im∥∥2 ≥ ∣∣σ2i (V TW )− 1∣∣ . (4.31)
Now, combining eqns. (4.14) and (4.31), we further have
(1− ζ/2)1/2 ≤ σi(V TW ) ≤ (1 + ζ/2)1/2 , (4.32)
which implies the top m singular values of V TW and non-zero. Therefore,
rank(V TW ) = m , as it has exactly m rows. Next, using SVD of AD, we
rewrite ADW as
ADW = UΣ(V TW ) . (4.33)
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Note that UΣ is a non-singular matrix and we know rank of a matrix remains
unaltered by pre (or post)-multiplying by a non-singular matrix. Therefore,
we have rank(ADW ) = rank(V TW ) = m.
As ADW has full row-rank, right-inverse exists and ADW (ADW )† = Im.
Therefore, taking v = (XS)−1/2W (ADW )†(AD2AT∆ˆy − p), we finally have
AS−1 v = AS−1(XS)1/2W (ADW )†(AD2AT∆ˆy − p)
= ADW (ADW )†(AD2AT∆ˆy − p)
= AD2AT∆ˆy − p ,
where the second last equality follows from the fact that D = X1/2S−1/2. This
concludes the proof.
4.8.4 Proof of Lemma 30
Proof. We already have, Q = ADW (ADW )T. Let ADW = ÛΣ̂V̂ T be the thin
SVD representation of ADW . Therefore, Q = ÛΣ̂2ÛT. Now, from Lemma 29,
we know ADW has full row rank. Therefore, Σ̂ has the all m diagonal entries
positive which implies Q1/2Q−1/2 = Im.
Next, we bound ‖v‖2 in the following way
‖v‖2 = ‖(XS)1/2W (ADW )†(AD2AT∆ˆy − p)‖2
= ‖(XS)1/2W (ADW )†Q1/2Q−1/2(AD2AT∆ˆy − p)‖2
≤ ‖(XS)1/2W (ADW )†Q1/2‖2 ‖f˜ (t)‖2 , (4.34)
where we have used the fact that Q−1/2(AD2AT∆ˆy − p) = f˜ (t) and the last
inequality follows from the sub-multiplicativity property of spectral-norm.
Again using SVD of ADW , we have (ADW )† = V̂ Σ̂−1ÛT and Q1/2 = ÛΣ̂ÛT,
which implies (ADW )†Q1/2 = V̂ V̂ T. So, (ADW )†Q1/2 is a projection matrix
and we know that if we multiply a matrix with a projection matrix, it doesn’t
increase the matrix-norm. Using this, from eqn. (4.34) we further have,
‖v‖2 ≤ ‖(XS)1/2WV̂ V̂ T‖2‖f˜ (t)‖2 ≤ ‖(XS)1/2W‖2‖f˜ (t)‖2 (4.35)
As we use the exact same W discussed in Section 4.4 to construct v and note
that eqn. (4.12) holds for any matrix Z. Therefore, using with Z = (XS)1/2
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with that W , eqn. (4.12) in Section 4.3 boils down to
∥∥(XS)1/2WWT(XS)1/2 − (XS)∥∥
2
≤ ζ
4
(
‖(XS)1/2‖22 +
‖(XS)1/2‖2F
m
)
(4.36)
holds with probability at least 1− δ for any r ≥ 1.
Now, applying Weyl’s inequality on the left hand side of the eqn. (4.36), we
further have∣∣∣∥∥(XS)1/2W∥∥2
2
− ∥∥(XS)1/2∥∥2
2
∣∣∣ ≤ ζ
4
(
‖(XS)1/2‖22 +
‖(XS)1/2‖2F
m
)
. (4.37)
Now, using the facts that ζ ≤ 1, ‖(XS)1/2‖2 ≤ ‖(XS)1/2‖F , and ‖(XS)
1/2‖2F
m
≤
‖(XS)1/2‖2F , from eqn. (4.37),∥∥(XS)1/2W∥∥2
2
≤ 3‖(XS)1/2‖2F = 3nµ , (4.38)
where the last equality follows from ‖(XS)1/2‖2F = xTs = nµ .
Finally, combining eqns. (4.35) and (4.38), we conclude
‖v‖2 ≤
√
3nµ‖f˜ (t)‖2.
4.9 Convergence Analysis of Infeasible IPM Algorithm 6
4.9.1 Number of Iterations for the CG Solver
In this section, most of the proofs follow [137] except for the fact that we used
our sketching based preconditioner Q−1/2.
Lemma 32. Let (x0, y0, s0) be the initial point with (x0, s0) > 0 and (x∗, y∗, s∗) ∈
S such that (x∗, s∗) ≤ (x0, s0) with s0 ≥ |ATy0 − c|. Then, for any point
(x, y, s) ∈ N (γ) such that r = η r0 and 0 ≤ η ≤ min
{
1, s
Tx
s0Tx0
}
, then we have
(i) η (xTs0 + sTx0) ≤ 3nµ , (4.39a)
(ii) η ‖S(x∗ − x0)‖2 ≤ η ‖Sx0‖2 ≤ ηsTx0 ≤ 3nµ , (4.39b)
(iii) η ‖X(s0 + ATy0 − c)‖2 ≤ 2η ‖Xs0‖2 ≤ 2η xTs0 ≤ 6nµ . (4.39c)
Proof. We prove eqns. (4.39a)–(4.39c) below.
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Proof of eqn. (4.39a). For completeness, we provide a proof of eqn. (4.39a)
which is already discussed in [137]. Since (x∗, s∗, y∗) ∈ S, the following equal-
ities hold:
Ax∗ = b (4.40a)
ATy∗ + s∗ = c. (4.40b)
Furthermore, r = ηr0 implies
Ax− b = η(Ax0 − b) (4.41a)
ATy + s− c = η(ATy0 + s0 − c). (4.41b)
Combining eqn. (4.40a) with eqn. (4.41a) and eqn. (4.40b) with eqn. (4.41b),
we get
A
(
x− ηx0 − (1− η)x∗) = 0 (4.42a)
AT(y − ηy0 − (1− η)y∗) + (s− ηs0 − (1− η)s∗) = 0. (4.42b)
Multiplying the eqn. (4.42b) by (x− ηx0 − (1− η)x∗)T on the left and using
eqn. (4.42a), we get(
x− ηx0 − (1− η)x∗)T (s− ηs0 − (1− η)s∗) = 0 ,
expanding which we get
η
(
x0
T
s+ xTs0
)
= η2x0
T
s0 + (1− η)2(x∗)Ts∗ + xTs
+ η(1− η)
(
x0
T
s∗ + (x∗)Ts0
)
− (1− η) ((x∗)Ts+ xTs∗) .
(4.43)
Next, we use the given conditions and rewrite eqn. (4.43) as
η
(
x0
T
s+ s0
T
x
)
≤ η2x0Ts0 + xTs+ η(1− η)
(
x0
T
s∗ + s0
T
x∗
)
≤ η2x0Ts0 + xTs+ 2η(1− η)x0Ts0
≤ 2ηx0Ts0 + xTs ≤ 3xTs = 3nµ , (4.44)
where the first inequality in eqn. (4.44) follows from from a couple of facts.
First, (1 − η)((x∗)Ts + xTs∗) ≥ 0 as (x∗, s∗) ≥ 0 and (x0, s0) ≥ 0; second,
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as (x∗, s∗, y∗) ∈ S (which implies x∗ ◦ s∗ = 0), we have (x∗)Ts∗ = 0 . Second
inequality in eqn. (4.44) holds as x∗ ≤ x0, s∗ ≤ s0, (x∗, s∗) ≥ 0 and (x0, s0) ≥
0; combining which we have (x0Ts∗ + s0Tx∗) ≤ 2x0Ts0. Third inequality in
eqn. (4.44) is true as we have η2x0T + 2η(1 − η)x0Ts0 = 2ηx0Ts0 − η2x0Ts0 ≤
2ηx0
T
s0. Final inequality holds as η ≤ xTs
x0Ts0
.
Proof of eqn. (4.39b). The last inequality directly follows from eqn. (4.39a);
second last inequality is also easy to prove as
‖Sx0‖2 =
√√√√ s∑
i=1
(six0i )
2 ≤
√√√√( s∑
i=1
six0i
)2
= sTx0 . (4.45)
To prove the first inequality in eqn. (4.39b), we use the fact x0 ≥ x∗ as follows
‖Sx0‖22 − ‖S(x∗ − x0)‖22 =
n∑
i=1
(six
0
i )
2 −
n∑
i=1
s2i
(
(x∗i )
2 + (x0i )
2 − 2x∗ix0i
)
=
n∑
i=1
s2i
(
2x∗ix
0
i − (x∗i )2
) ≥ 0 .
Proof of eqn. (4.39c). This can be proven using a similar approach as in
eqn. (4.39b). Last inequality directly follows from eqn. (4.39a); second last
inequality is also easy to prove as
‖Xs0‖2 =
√√√√ n∑
i=1
(xis0i )
2 ≤
√√√√( n∑
i=1
xis0i
)2
= xTs0 . (4.46)
For the first inequality, we proceed as follows
‖X(s0 + ATy0 − c)‖22 = ‖Xs0‖22 + ‖X(ATy0 − c)‖22 + 2s0
T
XTX(ATy0 − c)
= ‖Xs0‖22 +
n∑
i=1
x2i (A
Ty0 − c)2i + 2
n∑
i=1
x2i s
0
i (A
Ty0 − c)i
≤ ‖Xs0‖22 +
n∑
i=1
(xis
0
i )
2 + 2
n∑
i=1
(xis
0
i )
2
= ‖Xs0‖22 + ‖Xs0‖22 + 2‖Xs0‖22 = 4‖Xs0‖22 , (4.47)
where the inequality in eqn. (4.47) follows from xi ≥ 0, s0i ≥ 0 and
∣∣(ATy0 − c)i∣∣ ≤
s0i for all i = 1, 2, . . . n . This concludes the proof of Lemma 32.
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Our next result bounds ‖Q−1/2p‖2 which will be instrumental in in proving the
final convergence bound.
Lemma 33. Let (x0, y0, s0) be the initial point with (x0, s0) > 0 such that
x0 ≥ x∗ and s0 ≥ max{s∗, |c−ATy0|} for some (x∗, y∗, s∗) ∈ S. Furthermore,
let (x, y, s) ∈ N (γ) with r = η r0 for some 0 ≤ η ≤ 1. If the sketching matrix
W ∈ Rn×w satisfies the condition in eqn. (4.8), then
‖Q−1/2p‖2 ≤
√
2
(
9n√
1− γ + σ
√
n
1− γ +
√
n
)√
µ .
Recall that, r = (rp, rd) = (Ax − b, ATy + s − c) and r0 = (r0p, r0d) = (Ax0 −
b, ATy0 + s0 − c) .
Proof. Note that in our case, after correcting the approximation error of the
CG solver using v, the primal and dual residuals r = (rp, rd) corresponding
to an iterate (x, y, s) ∈ N (γ) always lie on the line segment between zero and
r(0). In other words, r = ηr(0) always holds for some η ∈ [0, 1]. This was
formally proven in Lemma 35 .
To bound ‖Q−1/2p‖2, first we express p as in eqn. (4.4a) and rewrite
Q−1/2p = Q−1/2
(−rp − σµB(XS)−1/21n +BD−1x−BDrd) . (4.48)
Then, applying triangle inequality on ‖Q−1/2p‖2 in eqn. (4.48), we get
‖Q−1/2p‖2 ≤ ∆1 + ∆2 + ∆3 + ∆4 , (4.49)
where
∆1 = ‖Q−1/2rp‖2 ,
∆2 = σµ‖Q−1/2B(XS)−1/21n‖2 ,
∆3 = ‖Q−1/2BD−1x‖2 ,
∆4 = ‖Q−1/2BDrd‖2 .
To bound ∆1, ∆2, ∆3, and ∆4 separately, we will heavily use the condition in
eqn. (4.8). In particular, from eqn. (4.8), note that we have ‖Q−1/2B‖2 ≤
√
2
as ζ ≤ 1 .
112
Bounding ∆1. Putting rp = η r0p, r0p = Ax0 − b and b = Ax∗, we rewrite ∆1
as
∆1 = η ‖Q−1/2A(x0 − x∗)‖2
= η ‖Q−1/2BD−1(x0 − x∗)‖2
≤ η ‖Q−1/2B‖2‖D−1(x0 − x∗)‖2
≤
√
2η ‖D−1(x0 − x∗)‖2
=
√
2η ‖(XS)−1/2S(x0 − x∗)‖2
≤
√
2η ‖(XS)−1/2‖2 ‖S(x0 − x∗)‖2 , (4.50)
where the above steps follow from submultiplicativity and eqn. (4.8). From
eqn. (4.8), note that we have ‖Q−1/2B‖2 ≤
√
2 as ζ ≤ 1 . Now, applying
eqn. (4.39b) and ‖(XS)−1/2‖2 = max1≤i≤n 1√xisi , we further have
∆1 ≤
√
2 max
1≤i≤n
1√
xisi
· 3nµ
≤ 3
√
2n
√
µ
1− γ , (4.51)
where the last inequality follows from (x, y, s) ∈ N (γ).
Bounding ∆2. Applying submultiplicativity, we have
∆2 = σµ ‖Q−1/2B (XS)−1/21n‖2
≤ σµ ‖Q−1/2B‖2‖(XS)−1/21n‖2
≤
√
2σµ ‖(XS)−1/21n‖2
=
√
2σµ
√√√√ n∑
i=1
1
xisi
≤
√
2σµ
√√√√ n∑
i=1
1
(1− γ)µ
=
√
2σ
√
nµ
(1− γ) , (4.52)
where the second last inequality follows from eqn. (4.8) and last inequality
holds as (x, y, s) ∈ N (γ).
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Bounding ∆3. Putting D = S−1/2X1/2; x = X 1n and
∆3 = ‖Q−1/2B (S1/2X−1/2)X 1n‖2
= ‖Q−1/2B (SX)1/2 1n‖2
≤ ‖Q−1/2B‖2‖(SX)1/2 1n‖2
≤
√
2
√√√√ n∑
i=1
xisi =
√
2nµ , (4.53)
where the inequalities follows respectively from submultiplicativity and eqn. (4.8).
Bounding ∆4. Putting rd = η r0d, we have
∆4 = η‖Q−1/2BDr0d‖2
≤ η‖Q−1/2B‖2‖(XS)−1/2Xr0d‖2
≤
√
2η ‖(XS)−1/2X(ATy0 + s0 − c)‖2
≤
√
2η ‖(XS)−1/2‖2 ‖X(ATy0 + s0 − c)‖2 ,
where the above inequalities follow from submultiplicativity and eqn. (4.8).
Now, applying eqn. (4.39c) and ‖(XS)−1/2‖2 ≤ 1√
(1−γ)µ , we further have
∆4 ≤ 6
√
2n
√
µ
1− γ (4.54)
Final bound. Combining eqns. (4.49), (4.51), ,(4.52), (4.53) and (4.54)
‖Q−1/2p‖2 ≤
√
2
(
9n√
1− γ + σ
√
n
1− γ +
√
n
)√
µ . (4.55)
This concludes the proof of Lemma 33.
Lemma 34. Let the the sketching matrixW satisfies the conditions in eqns. (4.8)
and (4.9). Then, after t ≥ log(4
√
6nψ/γσ)
log(1/ζ)
iterations of the CG solver in Algo-
rithm 5, we have the following:
‖f˜ (t)‖2 ≤ γσ
4
√
n
√
µ and ‖v‖2 ≤ γσ
4
µ ,
where ψ =
(
9n√
1−γ + σ
√
n
1−γ +
√
n
)
and f˜ (t) = Q−1/2AD2ATQ−1/2z˜t − Q−1/2p
is the residual of the solver.
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Proof. Combining Lemma 33 and the condition in eqn. (4.9), we have
‖f˜ (t)‖2 ≤ ζtψ
√
2µ. (4.56)
Now, ‖f˜ (t)‖2 ≤ γσ4√n
√
µ holds if
√
2ψ ζt
√
µ ≤ γσ
4
√
n
√
µ holds, i.e. if
(
1
ζ
)t
≥ 4
√
2nψ
γσ
holds.
i.e. if t ≥ log(
4
√
2nψ/γσ)
log(1/ζ)
holds, which is true.
Next, combining Lemma 30 and eqn. (4.56) we get
‖v‖2 ≤
√
3nµ ‖f˜ (t)‖2 ≤
√
6n ζtψµ.
Therefore, ‖v‖2 ≤ γσµ4 holds if
√
6nψ ζtψµ ≤ γσµ
4
holds, if
(
1
ζ
)t
≥ 4
√
6nψ
γσ
holds.
i.e. if t ≥ log(
4
√
6nψ/γσ)
log(1/ζ)
holds, which is also true.
Now, fixing γ and σ and ζ, we indeed need t = O(log n) iterations of Algo-
rithm 5 for ‖f˜ (t)‖2 ≤ γσ4√n
√
µ and ‖v‖2 ≤ γσµ4 to hold.
4.9.2 Determining Step-size and Final Convergence
In this section, most of the proofs match that of [137], which we reproduce
here:
Let (∆ˆx, ∆ˆy, ∆ˆs) respectively satisfies eqns. (4.19), (4.16a) and (4.16b). We
rewrite the systen in the following alternative form
A∆ˆx =− rp , (4.57a)
AT∆ˆy + ∆ˆs =− rd , (4.57b)
X∆ˆs+ S∆ˆx =−XS 1n + σµ1n − v. (4.57c)
We define each new point traversed by the algorithm as (x(α), y(α), s(α)),
where
(x(α), y(α), s(α)) := (x, y, s) + α(∆ˆx, ∆ˆy, ∆ˆs) (4.58)
µ(α) := x(α)T s(α)/n (4.59)
r(α) := r (x(α), s(α), y(α)) . (4.60)
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The goal in this section is to bound the number of outer iterations required by
Algorithm 6. To do so, we make arguments about the magnitude of the step
size, α. First, we provide an upper bound on α, which allows us to show that
each new point (x(α), s(α), y(α)) traversed by the algorithm stays within the
neighborhood Γ. Second, we provide a lower bound on α, which allows us to
bound the number of iterations required.
The following Lemma will be used throughout the subsequent arguments.
Lemma 35 (Lemma 3.3 of [137]). Assume (∆ˆx, ∆ˆs, ∆ˆy) satisfies equations
(4.57) for some σ ∈ R, v ∈ Rn and (x, y, s) be any point such that (x, s) > 0.
Then, for every α ∈ R,
(a) x(α) ◦ s(α) = (1− α)x ◦ s+ ασµ1n − αv + α2∆ˆx ◦ ∆ˆs ,
(b) µ(α) = [1− α(1− σ)]µ− α v
T1n
n
+
α2 ∆ˆx
T
∆ˆs
n
,
(c) r(α) = (1− α)r.
Proof. Considering (4.57c), we obtain (a) due to the following:
x(α) ◦ s(α) = (x+ α∆ˆx) ◦ (s+ α∆ˆs)
= x ◦ s+ α(x ◦ ∆ˆs+ ˆs∆x) + α2∆ˆx ◦ ∆ˆs
= x ◦ s+ α(−x ◦ s+ σµ1n − v) + α2∆ˆx ◦ ∆ˆs
= (1− α)x ◦ s+ ασµ1n − αv + α2∆ˆx ◦ ∆ˆs.
To obtain (b), left multiply the above inequality by 1Tn and divide by n. Lastly
(c) follows from (4.57a) and (4.57b).
We begin with providing an upper bound on α, ensuring that each new point
(x(α), y(α), s(α)) traversed by the algorithm stays within the neighborhood Γ.
Lemma 36 (Lemma 3.5 of [137]). Assume (∆ˆx, ∆ˆy, ∆ˆs) satisfies equations
(4.57) for some σ > 0, (x, y, s) ∈ Γ for γ ∈ (0, 1) and ‖v‖2 ≤ γσµ4 . Then,
(x(α), y(α), s(α)) ∈ Γ for every scalar α such that
0 ≤ α ≤ min
{
1,
γσµ
4‖∆ˆx ◦ ∆ˆs‖∞
}
. (4.61)
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Proof. We begin by showing that ‖r(α)‖2‖r‖2 ≤
µ(α)
µ
. The assumptions γ ∈ (0, 1)
and the inequality in eqn. (4.25) imply that vT1n
n
≤ σµ
4
. Thus, considering
Lemma 35(b),
µ(α) = [1− α(1− σ)]µ− α v
T1n
n
+ α2
∆ˆx
T
∆ˆs
n
≥ [1− α(1− σ)]µ− α σµ
4
+ α2
∆ˆx
T
∆ˆs
n
≥ (1− α)µ+ α 3σµ
4
− α2‖∆ˆx ◦ ∆ˆs‖∞
≥ (1− α)µ+ α ‖∆ˆx ◦ ∆ˆs‖∞
(
3σµ
4 ‖∆ˆx ◦ ∆ˆs‖∞
− α
)
≥ (1− α)µ, (4.62)
where the first inequality follows from vT1n
n
≤ σµ
4
, and the last inequality holds
as α ≤ γσµ
4‖∆ˆx◦∆ˆs‖∞ and γ < 1 . Now, due to eqn. (4.62) and Lemma 35(c), we
see that
‖r(α)‖2
‖r‖2 ≤
µ(α)
µ
(4.63)
for all α satisfying eqn. (4.61). Thus, we argue that
(
x(α), y(α), s(α)
)
∈ Γ by
the following. First, we see that
‖r(α)‖2
‖r0‖2 =
‖r(α)‖2
‖r‖2
‖r‖2
‖r0‖2 ≤
µ(α)
µ
µ
µ0
=
µ(α)
µ0
. (4.64)
Next, we have to show that x(α)◦s(α) ≥ (1−γ)µ(α)1n. Applying Lemma 35(a)
and Lemma 35(b), we compute
x(α) ◦ s(α)− (1− γ)µ(α)1n
= (1− α) (x ◦ s− (1− γ)µ1n) + αγσµ1n − α
(
v − (1− γ)v
T1n
n
1n
)
+ α2
(
∆ˆx ◦ ∆ˆs− (1− γ)∆ˆx
T
∆ˆs
n
1n
)
≥ α
(
γσµ−
∥∥∥∥v − (1− γ)vT1nn 1n
∥∥∥∥
∞
− α
∥∥∥∥∥∆ˆx ◦ ∆ˆs− (1− γ)∆ˆx
T
∆ˆs
n
1n)
∥∥∥∥∥
∞
)
1n
≥ α
(
γσµ− 2‖v‖∞ − 2α‖∆ˆx ◦ ∆ˆs‖∞
)
1n
≥ α
(
γσµ− γσµ
2
− γσµ
2
)
1n = 0,
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where the first inequality follows from x ◦ s ≥ (1 − γ)µ1n (as we have,
(x, y, s) ∈ N (γ) and a ≤ ‖a‖∞ 1n for any vector a ∈ Rn). In the second
last inequality, we apply the fact that for any u ∈ Rn and δ ∈ [0, n], it holds
that
∥∥∥u− δ uT1nn 1n∥∥∥∞ ≤ (1 + δ)‖u‖∞.
We now turn to the task of providing a lower bound on the values of α¯ and
the corresponding µ(α¯) value.
Lemma 37 (Lemma 3.6 of [137]). In each iteration of Algorithm 6, if ‖v‖2 ≤
γσµ
4
, then the step size α¯ satisfies
α¯ ≥ min
{
1,
min{γσ, (1− 5
4
σ)}µ
4‖∆ˆx ◦ ∆ˆs‖∞
}
(4.65)
and
µ(α¯) =
[
1− α¯
2
(1− 5
4
σ)
]
µ. (4.66)
Proof. Applying the inequality in eqn. (4.25), we have the following bound,
−v
T1n
n
≤ ‖v‖∞ ≤ ‖v‖2 ≤ 1
4
γσµ. (4.67)
Recall that α˜ describes the maximum possible step size allowed, as calculated
in step (e) of Algorithm 6, and α¯ describes the actual step size used, calcu-
lated in step (f). The relation between them is α¯ ∈ [0, α˜]. Here, our goal
is to describe α¯ and µ(α¯). First, recall that by Lemma 36 and step (e) of
Algorithm 6,
α˜ ≥ min
{
1,
γσµ
4‖∆ˆx ◦ ∆ˆs‖∞
}
. (4.68)
Also recall from Lemma 35(b) the expression for µ(α):
µ(α) = [1− α(1− σ)]µ− αvT1n/n+ α2∆ˆxT∆ˆs/n. (4.69)
We will evaluate α¯ and µ(α¯) for the following two cases.
Case 1: ∆ˆx
T
∆ˆs ≤ 0. In this case, we rewrite the definition of α¯ from step (f)
of Algorithm 6
α¯ = argmin
α
(x+ α∆ˆx)T(s+ α∆ˆs)︸ ︷︷ ︸
g(α)
, subject to α ≤ α˜ .
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Next, we show that g(α) is decreasing in α whenever ∆ˆx
T
∆ˆs ≤ 0 . We rewrite
g(α) as follows:
g(α) = (x+ α∆ˆx)T(s+ α∆ˆs)
= xTs+ α
(
xT∆ˆs+ sT∆ˆx
)
+ α2 ∆ˆx
T
∆ˆs
= xTs+ α
(−xTs+ nσµ− vT1n)+ α2 ∆ˆxT∆ˆs , (4.70)
where the last equality follows from pre-multiplying eqn. (4.57c) by 1Tn . Now,
taking derivatives with respect to α on the both sides of eqn. (4.70), we have
g′(α) =
(−xTs+ nσµ− vT1n)+ 2α ∆ˆxT∆ˆs
≤
(
−nµ+ nσµ+ nσµ
4
)
+ 2α ∆ˆx
T
∆ˆs
=
(
5σ
4
− 1
)
nµ+ 2α ∆ˆx
T
∆ˆs ≤ 0 , (4.71)
where the first inequality is due to eqn. (4.67) and the fact that γ < 1; the
last inequality follows from the facts that σ ≤ 5
4
, α ≥ 0 and ∆ˆxT∆ˆs ≤ 0 . This
concludes that g(α) is indeed decreasing in 0 ≤ α ≤ 1 which implies α¯ = α˜.
Combining eqn. (4.68) with this fact yields
α¯ ≥ min
{
1,
γσµ
4‖∆ˆx ◦ ∆ˆs‖∞
}
.
Now, we use eqn. (4.69) and ∆ˆx
T
∆ˆs ≤ 0 to evaluate µ(α¯)
µ(α¯) ≤ [1− α¯(1− σ)]µ− α¯ v
T1n
n
= µ−
(
(1− σ)µ+ v
T1n
n
)
α¯
≤ µ+
(
− (1− σ)µ+ ‖v‖∞
)
α¯ ≤ µ+
(
−(1− σ)µ+ γσµ
4
)
α¯
≤ µ+
(
−(1− σ)µ+ σµ
4
)
α¯ = µ+
(
−µ+ 5σµ
4
)
α¯ =
(
1−
(
1− 5σ
4
)
α¯
)
µ
≤
(
1−
(
1− 5σ
4
) α¯
2
)
µ, (4.72)
where we applied eqn. (4.67) along with the fact that σ < 4
5
.
Case 2: ∆ˆx
T
∆ˆs > 0. In this case, first we consider the minimizer of the
following unconstrained optimization problem
αmin = argmin
α
(x+ α∆ˆx)T(s+ α∆ˆs)︸ ︷︷ ︸
g(α)
.
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Taking the first derivative of g(α) and solving for α, we see that
αmin =
nµ(1− σ) + vT1n
2∆ˆx
T
∆ˆs
≥ nµ(1− σ)−
1
4
σnµ
2∆ˆx
T
∆ˆs
≥ µ(1−
5
4
σ)
2‖∆ˆx ◦ ∆ˆs‖∞
, (4.73)
where the first inequality follows from eqn. (4.67) and γ ≤ 1, the last inequality
holds as ∆ˆx
T
∆ˆs
n
≤ ‖∆ˆx ◦ ∆ˆs‖∞. Now, there can be two possibilities: whenever
αmin ≤ α˜, we have α¯ = αmin and if αmin > α˜, then we have α¯ = α˜. Therefore,
we get α¯ = min{αmin, α˜} . Finally, we combine eqns. (4.68) and (4.73) to get
α¯ = min{αmin, α˜} ≥ min
{
1,
min{γσ, (1− 5
4
σ)}µ
4‖∆ˆx ◦ ∆ˆs‖∞
}
.
Now we would like to produce an upper bound on µ(α¯). Note that µ(α) is
convex,3 and so the function must lie beneath a linear function interpolating
µ(α¯) at α = 0 and α = αmin i.e. let φ(α) = pα + q be the line joining the
points
(
0, µ(0)
)
and
(
αmin, µ(αmin)
)
. Therefore, using the expression of µ(α)
in Lemma 35(b), we determine p and q through the following equations
φ(0) = µ(0) and φ (αmin) = µ (αmin) .
First equation gives q = µ and using this we find p from the second equation
as follows
φ (αmin) = µ (αmin)
⇒ pαmin + µ = (1− αmin(1− σ))µ− αminv
>1n
n
+ α2min
∆ˆx
T
∆ˆs
n
⇒ pαmin + µ = µ− αmin
(
(1− σ)µ+ v
>1n
n
)
+ α2min
∆ˆx
T
∆ˆs
n
⇒ p = −
(
(1− σ)µ+ v
>1n
n
)
+ αmin
∆ˆx
T
∆ˆs
n
,
where the last step follows from αmin 6= 0. Next, putting the value of αmin
from eqn. (4.73), we further have
p = −
(
(1− σ)µ+ v
>1n
n
)
+
nµ(1− σ) + v>1n
2∆ˆx
T
∆ˆs
· ∆ˆx
T
∆ˆs
n
= − 1
2
(
(1− σ)µ+ v
>1n
n
)
. (4.74)
3From the expression of µ(α) in Lemma 35(b), note that µ(α) is twice differentiable
w.r.t. α and µ′′(α) = 2 ∆ˆx
T
∆ˆs
n which is positive as ∆ˆx
T
∆ˆs > 0.
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Now, µ(α) is convex in 0 ≤ α ≤ αmin, we further have, µ(α¯) ≤ φ(α¯). Using
this and the values of p = −1
2
(
(1− σ)µ+ v>1n
n
)
and q = µ from the above
expressions,
µ(α¯) ≤ φ(α¯) = p α¯ + q = −1
2
(
(1− σ)µ+ v
>1n
n
)
α¯ + µ
=
(
1− (1− σ) α¯
2
)
µ− v
T1n
n
· α¯
2
≤
(
1− (1− σ) α¯
2
)
µ+
σµ
4
· α¯
2
=
(
1− α¯
2
(
1− 5
4
σ
))
µ , (4.75)
where the inequality is due to eqn. (4.67) and γ < 1. This concludes the proof.
At this point, we have provided a lower bound (4.65) for the allowed values of
the step size α¯. Next, we will show that this lower bound is bounded away from
zero. Observing (4.65), it it sufficient to show that ‖∆ˆx ◦ ∆ˆs‖∞ is bounded.
Lemma 38 (Lemma 3.7 of [137]). Let (x0, y0, s0) be the starting point with
(x0, s0) > 0 such that (x0, s0) ≥ (x∗, s∗) for some (x∗, y∗, s∗) ∈ S, and let
(x, y, s) ∈ Γ be such that r = ηr0 for some η ∈ [0, 1]. Then, the search
direction (∆ˆx, ∆ˆy, ∆ˆs) produced by Algorithm 6 at each iteration satisfies
max{‖D−1∆ˆx‖2, ‖D∆ˆs‖2} ≤
(
1 +
σ2
1− γ − 2σ
)1/2√
n+
6nµ√
(1− γ)
√
µ+
γσ
4
√
3µ.
(4.76)
Proof. Equations (4.57a) and (4.57b) and assumption r = ηr0 imply that
A(∆ˆx+ η(x0 − x∗)) = 0
AT(∆ˆy + η(y0 − y∗)) + (∆ˆs+ η(s0 − s∗)) = 0
from which it follows that (∆ˆx+η(x0−x∗))T(∆ˆs+η(s0−s∗)) = 0. Multiplying
(4.57c) on the left by (XS)−1/2, we obtain
D−1∆ˆx+D∆ˆs = H(σ)− (XS)−1/2v ,
where H(σ) := −(XS)1/21n + σµ(XS)−1/21n. Equivalently,
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D−1(∆ˆx+ η(x0 − x∗)) +D(∆ˆs+ η(s0 − s∗))
= H(σ) + η
(
D(s0 − s∗) +D−1(x0 − x∗))− (XS)−1/2v. (4.77)
Notice that the two terms on the left hand side are orthogonal. Also, recalling
the choice of our v in Lemma 29 and in the proof of Lemma 30, taking Z = In
yields
‖(XS)−1/2v‖2 = ‖W (ADW )†(AD2AT∆ˆy − p)‖2
≤ ‖W (ADW )†Q1/2‖2‖f˜ (t)‖2 = ‖WV̂ V̂ T‖2‖f˜ (t)‖2
≤
√
3n‖f˜ (t)‖ , (4.78)
where V̂ the matrix of the right singular vectors in the thin SVD representation
of ADW . the last inequality is follows from the fact that V̂ V̂ T is a projection
matrix and the proof of Lemma 30 with Z = In.
Now, it is easy to verify that if a and b are any two orthogonal vectors, then
max {‖a‖2, ‖b‖2} ≤ ‖a + b‖2. Combining this with eqn. (4.77) and applying
triangle inequality, we therefore have
max
{
‖D−1(∆ˆx+ η(x0 − x∗))‖2, ‖D(∆ˆs+ η(s0 − s∗))‖2
}
≤ ‖D−1(∆ˆx+ η(x0 − x∗)) +D(∆ˆs+ η(s0 − s∗))‖2
≤ ‖H(σ)‖2 + η
(‖D(s0 − s∗)‖2 + ‖D−1(x0 − x∗)‖2)+ ‖(XS)−1/2v‖2
≤ ‖H(σ)‖2 + η
(‖D(s0 − s∗)‖2 + ‖D−1(x0 − x∗)‖2)+√3n ‖f˜ (t)‖2 ,
(4.79)
where the last inequality follows from eqn. (4.78) .
Again, using triangle inequality, we have
‖D−1∆ˆx‖2 = ‖D−1(∆ˆx+ η(x0 − x∗))− ηD−1(x0 − x∗)‖2
≤ ‖D−1(∆ˆx+ η(x0 − x∗))‖2 + η‖D−1(x0 − x∗)‖2. (4.80)
Similarly, we also have
‖D∆ˆs‖2 = ‖D(∆ˆs+ η(s0 − s∗))− ηD(s0 − s∗)‖2
≤ ‖D(∆ˆs+ η(s0 − s∗))‖2 + η‖D(s0 − s∗)‖2. (4.81)
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Combining eqns. (4.80) and (4.81), we have
max
{
‖D−1∆ˆx‖2, ‖D∆ˆs‖2
}
(4.82)
≤ max
{
‖D−1(∆ˆx+ η(x0 − x∗))‖2, ‖D(∆ˆs+ η(s0 − s∗))‖2
}
+ η
(‖D−1(x0 − x∗)‖2 + ‖D(s0 − s∗)‖2)
≤ ‖H(σ)‖2 + η
(‖D(s0 − s∗)‖2 + ‖D−1(x0 − x∗)‖2)+√3
2
‖f˜ (t)‖2
+ η
(‖D−1(x0 − x∗)‖2 + ‖D(s0 − s∗)‖2)
≤ ‖H(σ)‖2 + 2η
(‖D(s0 − s∗)‖2 + ‖D−1(x0 − x∗)‖2)+√3n · γσ
4
√
n
√
µ ,
(4.83)
where the second inequality is due to eqn. (4.79) and the last inequality follows
from Lemma (34).
Next, we bound ‖H(σ)‖2 as follows:
‖H(σ)‖22 =
∥∥−(XS)1/21n + σµ(XS)−1/21n∥∥22
=
n∑
i=1
xi si + σ
2µ2
n∑
i=1
1
xi si
− 2nσµ
≤ nµ+ σ2µ2
n∑
i=1
1
(1− γ)µ − 2nσµ =
(
1 +
σ2
1− γ − 2σ
)
nµ
⇒ ‖H(σ)‖2 ≤
(
1 +
σ2
1− γ − 2σ
)1/2√
nµ , (4.84)
where the inequality follows from the fact that (x, y, s) ∈ N (γ) .
Now, using the definition of D and submultplicativity, we bound the following
expression:(‖D(s0 − s∗)‖2 + ‖D−1(x0 − x∗)‖2)
≤ ‖(XS)−1/2‖2
(‖X(s0 − s∗)‖2 + ‖S(x0 − x∗)‖2)
≤
(
max
i
1√
xi si
)(
xTs0 + sTx0
)
≤ 1√
(1− γ)µ
(
xTs0 + sTx0
)
, (4.85)
where the second inequality follows from the facts that ‖S(x0 − x∗)‖2 ≤ sTx0
and ‖X(s0 − s∗)‖2 ≤ xTs0 (see (ii) and (iii) of Lemma 32) and the last in-
equality holds due to (x, y, s) ∈ N (γ) .
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Finally, combining eqns. (4.83), (4.84) and (4.85), we conclude
max
{
‖D−1∆ˆx‖2, ‖D∆ˆs‖2
}
≤
(
1 +
σ2
1− γ − 2σ
)1/2√
nµ+
2η√
(1− γ)µ
(
xTs0 + sTx0
)
+
γσ
4
√
3µ
≤
(
1 +
σ2
1− γ − 2σ
)1/2√
nµ+
6nµ√
(1− γ)µ +
γσ
4
√
3µ
=
(
1 +
σ2
1− γ − 2σ
)1/2√
nµ+
6n√
(1− γ)
√
µ+
γσ
4
√
3µ ,
where the last inequality follows from Lemma 32(i).
Lemma 39 (Theorem 2.6 of [137]). Let initial point (x0, s0, y0) satisfies (x0, s0) ≥
(x∗, s∗) for some (x∗, s∗, y∗) ∈ S. Then, Algorithm 6 generates an iterate
(xk, sk, yk) satisfying µk ≤ µ0 and ‖rk‖2 ≤ ‖r0‖2 within O(n2 log 1 ) itera-
tions.
Proof. Let (∆ˆx
k
, ∆ˆs
k
, ∆ˆy
k
) denote that the search direction, rk be the residual
and µk denotes the duality measure at the k-th iteration of Algorithm 6. Then,
(xk, sk, yk) ∈ Γ and the using Lemma 35, it is easy to see that rk = ηr0 for
some η ∈ (0, 1). Next, we bound ‖∆ˆxk ◦ ∆ˆsk‖∞ as the following:
‖∆ˆxk ◦ ∆ˆsk‖∞ ≤ ‖∆ˆxk ◦ ∆ˆsk‖2 = ‖(Dk)−1∆ˆxk ◦Dk∆ˆsk‖2
≤ ‖(Dk)−1∆ˆxk‖2 ‖Dk∆ˆsk‖2
≤ max
{
‖(Dk)−1∆ˆxk‖22 , ‖Dk∆ˆs
k‖22
}
, (4.86)
where the second inequality holds as ‖a ◦ b‖2 ≤ ‖a‖2 · ‖b‖2 for any two vectors
a and b with same dimensions. This can be verified applying Cauchy-Schwartz
inequality as follows:
‖a ◦ b‖2 =
√∑
(ai bi)2 =
√
(a ◦ a)T(b ◦ b)
≤
√
‖a ◦ a‖2 · ‖b ◦ b‖2 =
√√∑
a4i ·
√∑
b4i
≤
√√
(
∑
a2i )
2 ·
√
(
∑
b2i )
2 =
√∑
a2i ·
∑
b2i = ‖a‖2 · ‖b‖2.
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Now, using Lemma 38 and from the right hand side of eqn. (4.86), we see that
‖∆ˆxk ◦ ∆ˆsk‖∞ = O(n2)µk. From Lemma 37, we see that for some constant
β > 0,
µk+1 ≤
(
1− β
n2
)
µk,∀k ≥ 0. (4.87)
Using the above inequality recursively with the fact that log(1 +x) < x for all
x > −1, we have µk ≤ µ0 for some accuracy parameter  > 0. Then using this
with the fact that ‖rk‖2/‖r0‖2 ≤ µk/µ0 for all k ≥ 0, the second conclusion of
the Lemma follows.
4.9.3 Proof of Theorem 27
Finally, our Theorem 27 follows from Lemma 34 and Lemma 39.
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