ABSTRACT Orthogonal experimental design (OED) is a powerful method for identifying the best combination of factors, and considerably reduces the required number of experimental samples. Researchers have combined OED with evolutionary techniques, such as the genetic algorithm, particle swarm optimization, and artificial bee colony algorithm, resulting in significantly better performance. In this paper, we study the combination of OED and differential evolution (DE). We present a modification to the orthogonal design strategy, and propose a modified orthogonal differential evolution (MODE) technique. Two variants of MODE are developed, one which acts on the crossover operation and a second that operates on the selection stage. These enhance the DE aspect in different ways to improve the discovery of dimensional information during the evolution process. We first construct the basic MODE, which combines the orthogonal design strategy with the basic DE algorithm, and then employ a variant with a self-adaptive parameter strategy. The results of comparative experiments demonstrate the effectiveness of the proposed algorithm.
I. INTRODUCTION A. DIFFERENTIAL EVOLUTION
Differential evolution (DE) was first proposed by Storn and Price in 1995 [1] , [2] . Similar to other evolution algorithms, DE is a population-based stochastic algorithm that uses its own generation procedures of mutation and crossover to guide the population to global optima. Because of its simplicity and effectiveness, DE soon became widely used for numerical optimization, and many researchers have attempted to improve its performance. DE variants can generally be classified into four categories: adjustment of the control parameters, new mutation and crossover strategies, multiple populations, and hybrid algorithms.
1) Adjustment of the DE control parameters.
Omran et al. [3] studied the effect of a scaling factor F and proposed a random self-adaptive strategy named SDE. Brest et al. [4] used random operators to adjust F and the crossover probability CR according to their performance, resulting in a self-adaptive evolution process (SADE). Zhang and Sanderson [5] constructed an archive of F and CR, and used the stored values as candidates for fine tuning (JADE). Ghosh et al. [6] adjusted the control parameters based on the objective function values, thus achieving a balance between exploration and exploitation. Zhu et al. [7] proposed an adaptive population tuning scheme to reassign computing resources in a more reasonable way. Zhou et al. [8] proposed a strategy to sort the CR values of JADE (JADE_ sort), which enhanced performance to a certain extent. 2) Modification of DE operators. Thomsen [9] proposed Crowding DE, in which the offspring replace the most similar individuals in the population. For JADE [5] , Zhang and Sanderson developed a dynamic archive to save inferior individuals, thus providing more information for mutation. Das et al. [10] proposed a global and local DE (DEGL) that uses a neighborhood-based mutation operator. Epitropakis et al. [11] took one individual's nearest neighbor as the basic vector in the mutation steps (DE/nrand). They also built a dynamic archive to store the best solutions, and used a reinitialization method to avoid other individuals during the evolution process with the aim of searching more possible optima (dADE/nrand) [12] . Peng et al. [13] employed a uniform design method in the initial stage of DE, and then compared their uniform initialization with orthogonal initialization, opposition-based initialization, and chaotic initialization to verify the advantage of the strategy. Kumar and Pant [14] enhanced the modified random localized DE (MRLDE) and applied it to the noise source recognition problem. Choudhary et al. [15] proposed a stochastic mutation operator (DESMU) that outperforms other DE variants on 15 benchmark functions. 3) Multiple populations. Zaharie [16] initialized several populations based on the individuals' positions, and employed a probabilistic migration process so that individuals could maintain sufficient diversity in the population. Tasgetiren and Suganthan [17] divided the population into several subpopulations and regrouped them to exchange information during the evolution process. To improve efficiency when solving high-dimensional problems, Yang et al. [18] combined self-adaptive DE with a cooperative coevolution framework. 4) Hybrid algorithms. Sun et al. [19] combined DE with the estimation of distribution algorithm (EDA). The resulting DE/EDA generates some trial vectors by DE and others by EDA. Qin et al. [20] collected several mutation and crossover strategies in a strategy pool, and selected strategies for each individual during the evolution process (SaDE). Jia et al. [21] employed a chaotic local search to improve the optimization performance of DE, thus achieving a degree of balance between exploration and exploitation during the evolution. Neri et al. [22] proposed a disturbed exploitation compact DE that uses two mutation operators as exploitative search mechanisms and disturbs the probability vector to avoid premature convergence.
B. ORTHOGONAL EXPERIMENTAL DESIGN IN EVOLUTION ALGORITHMS
Orthogonal experimental design (OED) [23] - [26] is a common way of testing the comparative effectiveness of multiple factors, each of which takes on two or more variants. OED allows researchers to evaluate multi-level factors and choose the best combination with far fewer experimental units than would be required to exhaust all possible combinations. Its characteristic effectiveness and efficiency have seen OED applied in many fields as a statistical evaluation method [24] , [25] . OED has also been widely used in the field of evolution algorithms [27] - [37] . Zhang and Leung [27] first combined OED with a genetic algorithm (GA) to enhance the crossover operator for a multicast routing problem. Leung and Wang [28] proposed OGA/Q, which uses OED to improve the initial population, and Ho et al. [30] combined OED with factor analysis to predict the best solutions. Hu et al. [32] applied OED in ant colony optimization, whereas Ho et al. [33] combined OED with particle swarm optimization (PSO). Zhan et al. [34] fine-tuned the OED method in developing orthogonal learning (OL). Applying OL to PSO, they proposed the well-known OLPSO, which offers both fast convergence and strong robustness.
Hu et al. [36] combined an immunity mechanism with OLPSO to reduce the communication overhead and prolong the lifetime of wireless sensor networks with mobile sinks. Wang et al. [37] combined OLPSO with variable relocation to improve performance when solving dynamic optimization problems. Gao et al. [35] introduced OL into an artificial bee colony (ABC) algorithm to modify the search equation. This improved the solution quality and convergence speed of classical ABCs.
In recent years, the combination of OED and DE has been studied by many researchers [38] - [42] . Cai et al. [38] combined -dominance with an orthogonal design method for multi-objective optimization, and obtained good results in two-and three-objective test problems. Inspired by [28] , Gong et al. [39] proposed an orthogonal differential evolution (ODE) technique. ODE includes orthogonal initialization and orthogonal crossover, and performs much better than conventional DE with the 25 benchmarks evaluated. Wang et al. [40] proposed a slightly different orthogonal strategy (OXDE) that fuses OED with the classical crossover mechanism to enhance the search ability. Dai et al. [41] used a random factor-grouping method to reduce the number of trial combinations in orthogonal crossover, and proposed an orthogonal local search DE algorithm (OLSDE). Ma et al. [42] employed a random selection and combination strategy for orthogonal design to improve the crossover of DE, and applied their method (OLDE) to the registration of remote sensing images. Orthogonal design (or orthogonal learning) strategies are mainly applied in the crossover step of DE, and are generally based on existing information (i.e., candidates for orthogonal design are selected from individuals in the current population).
In this paper, we modify the orthogonal learning (OL) strategy and discuss its use in different steps of the standard DE, including the crossover step and the selection step. Two variants of a modified orthogonal differential evolution (MODE) algorithm are proposed: MODE_c (crossover) and MODE_s (selection). The adaptive control parameter settings are then discussed along with applications of the modified strategy in some other DE variants.
The remainder of this paper is organized as follows. Section II introduces some background and related work. Section III proposes a modified orthogonal learning (MOL) strategy, and discusses two different applications in DE, leading to the MODE algorithm. Experimental results and analysis of the parameter settings and performance of the proposed algorithm are presented in Section IV. Finally, in Section V, we conclude this paper and suggest ideas for future work. such as:
where D denotes the dimension scale and L i , U i denote the lower bound and upper bound, respectively, of the search space of each dimension. For the global optima
, where x is a variate not equal to x * . First proposed by Storn and Price [1] , DE uses the evolution of a population of NP individuals to deal with optimization problems. Each individual x denotes one potential solution of the problem, and an individual's fitness is given by its function value f(x). Basic DE contains four main procedures, namely:
Initialize the population X of NP individuals,
Set the generation number g = 0, and choose a suitable scaling factor F and crossover possibility CR.
i with the smallest fitness value as x 0 best . WHILE termination criterion not satisfied DO
Generate a trial vector v i for each x i using a selected mutation strategy. Here, we state the mutation function applied in DE/rand/1 as an example:
where rn, n = 1, 2, 3, . . . are random integers in the range of NP, and x g best is the best individual in generation g.
• Crossover:
Each trial vector v g i is updated with its parent x g i in a dimension-based manner. Here, we list the commonly used binomial crossover operator:
where k is a random integer in the range of D.
• Selection:
, whose fitness value is the best among An orthogonal array (OA) [24] , [43] , [44] is a table (array) whose entries come from a fixed finite set of symbols (typically, 1,2,. . . ,Q). The entries are arranged in such a way that there is an integer N such that, for every selection of N columns of the table, all ordered N-tuples of the symbols formed by taking the entries in each row of these columns appear the same number of times. An OA with M rows and N columns, where each entry is selected from a finite set of N elements, is called an OA for N factors with Q levels and M combinations, denoted by L M (Q N ). Fig. 1 shows an example of L 9 (3 4 ). = 81 rows, using L 9 (3 4 ) only requires nine combinations of experiments to provide considerable information. Hence, OA can help researchers to choose the best combinations while processing far fewer experiments. This advantage makes OA popular in statistical experiments.
There are several ways of constructing an OA L M (Q D ) through the given number of factors D [27] , [28] . We summarize and describe a technique in Algorithm 1. Algorithm 1 builds an OA labelled 0, 1, . . . , Q − 1 for a D-factor problem. Fig. 2 shows the OA L 8 (2 7 ) constructed by this method, in which the blue background denotes the basic columns.
2) OED
OED [23] - [26] includes two parts: experimental design and data processing. First, a suitable OA is selected based on the for i = 1 to J do % basic columns 6 :
for i = 1 to m do 8:
end for 10: end for 11: for k = 2 to J do % non-basic columns 12 :
for s = 1 to j-1 do 14: for t = 1 to Q-1 do 15 :
end for 18: end for 19: end for 20 :
return L M (Q N ) 23 : end function number of factors under consideration, and experiments are designed according to the selected OA to obtain the experimental data. Then, the effect of different levels on each factor is analyzed according to those data. Through data processing, one can determine not only how different levels of one factor influence the experimental result, but also the co-influence between factors using statistical methods [24] , [26] .
3) ORTHOGONAL DEs
The main idea of orthogonal DE is: a) to determine the number of samples (candidates) for OED, that is, the Q of
based on the dimensionality of the problem and the number of samples; c) to evaluate the offspring generated by OA; d) to select the best individual(s) to guide the DE search.
In this section, we discuss several important and effective orthogonal DE variants, including ODE [39] , OXDE [40] , OLSDE [41] , and OLDE [42] .
• ODE In 2) In the orthogonal crossover, two random individuals (vectors) are chosen for OED to generate offspring. The search space for the orthogonal crossover is constrained by the two chosen vectors. Namely, l j = min(x r1,j , x r2,j ), u j = max(x r1,j , x r2,j ), where j = 1, 2, . . . D, and r1, r2 are random integers in the range [1, NP] . Q is set to 3. Hence, L M (3 D ) is used in the orthogonal crossover.
The main idea of ODE can be summarized as follows:
where op denotes the offspring of the orthogonal design and l, u denote the lower and upper bounds of each dimension, respectively. Note that the OED is called once in each iteration during the evolution process. The ODE algorithm also combines special adaptive parameter control and a restarting mechanism. Thus, it is not a pure study of orthogonal designs.
• OXDE
In [40] , Wang et al. proposed another orthogonal crossover strategy, named OX, as a mixture of the classical crossover and orthogonal design. In OX, the two candidates of the ith individual x i are x i itself and its mutated ''child'' v i . x i and v i are used to build the local search space of OX, namely,
The search space is also quantized with Q = 3. During the evolution process, one random individual is selected to execute the OX, while the other individuals execute the classical crossover. Note that OED is called once in each iteration during the evolution process. • OLSDE In [41] , Dai et al. proposed a special factor-grouping mechanism for OA to reduce the evaluation cost of OED. The dimensions are disorganized into a random permutation and then organized into several groups. Each group is regarded as a factor in OED. The grouping mechanism is depicted in Fig. 3 .
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The algorithm uses numerical analysis to select the best solution. At the final stage of each iteration, the OED is called and the best offspring is used to replace the worst individual in the population. The grouping mechanism effectively reduces the calculation cost of OED, while retaining favorable performance.
• OLDE In [42] , Ma et al. proposed an n-to-g orthogonal crossover.
In the 3-to-3 orthogonal crossover, instead of a quantization mechanism, three random individuals are selected and their dimensional values are taken as the three levels of each dimension. This can be described as:
A random recombination strategy is applied after the generation of offspring through OA. In OLDE, not only is the best offspring of OED selected, but several good offspring replace weak individuals in the population.
III. MODIFYING THE ORTHOGONAL DE ALGORITHM
From Section II-B, we know that orthogonal experiments (or orthogonal learning) aid convergence by generating offspring that do not exist in the population through OA. Usually, the parents in the OL are selected from the population during the evolution process. The application of OL in DE develops one offspring that is the best dimensional combination of its parents (the value of each dimension is generated from the corresponding dimension of one of its parents). This is efficient and accurate, as it uses all of the information contained in the dimensions of the parents. Therefore, the offspring always beats its parents in the elimination process. Hence, theoretically, the speed and accuracy of convergence should be improved when solving numerical optimization problems. Fig. 4 is a contour sketch of the 2-level 2-dimension situation, where A and B are two parents and P 1 and P 2 (actually, including A and B) are children. Commonly, there exists one child among the population whose fitness is the best, e.g., P 1 in Fig. 4(a) . The worst case is that one parent holds the best values in every dimension, meaning that no child can surpass it, e.g., A in Fig. 4(b) . However, the position of A is the same as that of one of the children, so the offspring break with the parents even in the worst case, and this means the choice of parents is unfavorable for generating better offspring.
In this paper, we modify the OL operator to enhance its generalization ability, improve the OL strategy by a novel candidate-selecting mechanism, and propose a modified orthogonal differential evolution (MODE) algorithm. We discuss two different uses of the proposed OL strategy in DE: a) in crossover, named MODE_c; b) in selection, named MODE_s. The common point of these two algorithms is that there is no need to alter or create any other operators in the primary DE algorithm. Fig. 5 is an example of the 2-level 3-dimension situation, where A and B are two OL candidates. Candidate B is not considered in the OL procedure, which is a waste of its information. This phenomenon also occurs in other high-level high-dimension situations.
A. MODIFIED ORTHOGONAL LEARNING STRATEGY
To overcome this drawback, a modified OL operator (MOL) is given by Algorithm 2. As every orthogonal offspring should be evaluated, to reduce the computational cost, we set Q = 3 in L M (3 D ) to limit the M value; hence, relatively few orthogonal offspring are retained. From Section II-B, it can be seen and inferred that the OAs constructed by Algorithm 1 certainly have a first row, and every entry in this row has a value of 0. Therefore, the first candidate is always taken into consideration, which means its information is preserved; the other candidates are probably missed, which means their information may be lost. Lines 10 and 11 of Algorithm 2 add the second and third candidate vectors into the offspring group op. This modification guarantees that the information of the other input vector of MOL will not be lost. This makes the learning operator more flexible, regardless of 
y min = min(f (x 2 ), f (x 3 )) 3: for i = 1 to M do 4:
end for 8 :
end for 10 :
11:
return one or more best vectors of p as requested. 13 : end function ...
6:
for i = 1 to NP do
Choose F i and CR i for the ith individual 8: Mutation and crossover according to Eqs. 3 and 4
9:
Repair the vector according to Eq. 6 if needed 10: Generate the offspring the the ith individual v i 11:
% orthogonal crossover 12: calculate poc i according to Eq. 5 13: if f (v i ) < y i then 14:
elseif rand(0, 1) < p 16: x R = rand [l, u] 17:
if f (op i ) < y i then 19: x i = op i ; y i = f (op i ); Note that we select three candidates as inputs for the MOL operator:
• candidate 1 = v i , the mutated offspring;
• candidate 2 = x r4 , a random individual from the population;
2 , a semi-random vector, where x R = rand [l, u] is randomly generated from the whole search space. The first candidate v 1 is a mutation that contains new information, but is generated by the previous population.
The second candidate x r4 is randomly selected from the population. The third is a semi-random vector, one half of which is a previous individual x i whilst the other half x R is a randomly generated new vector. The third candidate is constructed such that x i contains convergence information from the current iteration, whereas x R enhances the exploration ability. Our initial research showed that using only x R as the third candidate worsened the convergence. The output of the MOL operator in MODE_c is adjusted to the best offspring given by OL.
The new control parameter poc denotes the probability of executing the orthogonal crossover. This is expressed as:
where rank i denotes the rank of the fitness value of the ith individual (the individual with the best fitness value has rank 1). Hence, weaker individuals are more likely to be replaced by OL, whereas stronger individuals are retained. We also adopt the repair mechanism given by (6) to handle the constraint problem. The advantage of this mechanism is that it uses the boundary value if the vector exceeds the search space (each dimension is considered separately). The boundary information can be scanned to help find the best solution if it is on the border of the search space.
The framework of MODE_c is shown in Fig. 6 .
C. MODIFYING THE SELECTION OF DE
The framework of MODE_s is similar to that of ODE (see Fig. 7 ). In an initial experiment, we found that orthogonal initialization does not substantially improve convergence (minor enhancements were observed in some test functions). Thus, we adopt uniform random initialization in MODE_s, as in classical DE. The MOL operator is applied in the selection step of every iteration to improve the convergence. The following three vectors are selected for the MOL operator:
• candidate 1 = x r1 , a random individual from the population;
• candidate 2 = x r2 , another random individual from the population;
, a semi-random vector, where x R = rand [l, u] is randomly generated from the whole search space. The first two candidates are randomly chosen from the population; the third is a semi-random vector, half of which is the current best solution x best (note that x best may not exist in the current population) and the other half of which is a randomly generated vector from the whole search space. The output of the MOL operator in MODE_s is adjusted according to all vectors generated by OL, along with their fitness values.
The mechanism of the modified orthogonal selection is depicted in Algorithm 4, where op denotes the group of offspring generated by MOL and op best denotes the best vector in op. Because each factor of the OA has three levels, we believe it is rational to choose the best three vectors of op to replace the worst three individuals of the population.
IV. COMPUTATIONAL EXPERIMENTS
The experiments were conducted in four parts. We first performed a small control experiment to evaluate the novel control parameter of MODE, i.e., poc, and determine a suitable value. We then compared the proposed MODE with the original DE, along with four other orthogonal-heuristic DE variants, to examine the effectiveness of the modified orthogonal learning strategy. Several other DE variants and evolution algorithms were compared with MODE. Finally, the self-adaptive parameter settings of F and CR were examined using various combinations of self-adaptive strategies and the proposed MOL strategy.
We selected benchmark functions from the CEC 2013 special session on real-parameter optimization [45] . All experiments were implemented on a system with the following specifications: VOLUME 5, 2017 FIGURE 7. Framework of MODE_s.
• OS: Windows 10 Professional 
A. BENCHMARK FUNCTIONS AND EXPERIMENTAL SETTINGS
For the test functions, we selected those used for the CEC 2013 competition [45] , including five unimodal functions (f 1 − f 5 ), fifteen basic multimodal functions (f 6 − f 20 ), and eight composition functions (f 21 − f 28 ). Table 1 summarizes the benchmark functions. For more details, please consult [45] . The search range was set to [−100, 100] D according to [45] . To enable full convergences by every algorithm, the maximum number of function evaluations MaxFEs was set to MaxFEs = 100000 * D. The algorithms terminate when ... for i = 1 to NP do 7: Choose F i and CR i for the ith individual 8: Mutation and crossover according to Eqs. 3 and 4, 9: Repair the vector according to Eq. 6 if needed 10: Generate the offspring of the ith individual v i
11:
if f (v i ) < y i then 12:
if f (v i ) < y best then 14: x beat = v i ; y best = f (v i ) 15: end if 16: end if 17: end for 18: % orthogonal selection 19 :
Select the best three vectors of op to replace the worst three individuals of the population 21: if f (op best ) < y best then 22: x best = op best , y best = f (op best ) 23: end if 24: ... 25 : end while 26: ... they reach MaxFEs or the error value is less than the accuracy level , which was set to 10 −8 . For all algorithms, each function was tested over 50 independent runs.
B. PERFORMANCE CRITERIA

Two definitions are reiterated here:
Error denotes the error of an algorithm's solution, defined as
where x is the solution produced by the algorithm and x * is the global minimum of the function. Accuracy level denotes the tolerance level of a computed solution being considered as a global optimum, namely, one run of an algorithm that produces a solution whose error is less than the accuracy level is regarded as a successful run.
We employed the following five performance criteria to evaluate the algorithms:
• Mean is the mean value of the errors over multiple runs by one algorithm.
• Std is the standard deviation of the errors over multiple runs by one algorithm.
• FEs is the number of fitness function evaluations required to achieve a desired solution value, namely, once the fitness function is called, FE = FE + 1. When an acceptable solution cannot be reached, the number of FEs is set to the maximum, MaxFEs. The average number of FEs over all independent runs of every test function was calculated to measure the time complexity of each algorithm.
• Success rate (SR) is the percentage of successful runs under a given level of accuracy:
where NSR denotes the number of successful runs and NR denotes the total number of experimental runs.
• Successful performance (SP) is calculated as the average number of FEs/SR. This provides an estimate of the consistency with which an algorithm successfully evaluates a test function. An algorithm with a smaller SP value is generally regarded as being more efficient.
C. PARAMETER SETTINGS OF MODE
According to Section III-C, MODE_s has the same control parameter as the original DE, whereas MODE_c has one new control parameter, poc, which denotes the probability of orthogonal crossover for each individual in the population. Because the proposed MODE is being compared with the original DE, the original control parameters were set to the same values as in the classical DE, i.e., F = 0.5, CR = 0.9. The value of poc is given by: In the initial experiment based on the benchmark functions, we found that poc max = 0.1 gave the best performance. Some experimental results are presented in Table 2 , where Niter denotes the number of iterations (generations) and Noc denotes the number of orthogonal crossover operations, namely, the number of calls to the MOL operator. In this experiment, the algorithms only terminate when MaxFEs is reached. When poc max is 0, MODE_c is exactly the same as the original DE.
According to Table 2 , as poc increases, the number of orthogonal crossover operations increases, whereas the number of iterations decreases. This means that orthogonal crossover is responsible for an increasing rate of FEs. From the last column, it can be found that when poc max = 0.5, the computational cost of orthogonal crossover means that the algorithm does not converge well, and may even be worse than the original DE.
D. COMPARISON WITH ORTHOGONAL DE VARIANTS
The orthogonal-heuristic DE variants ODE [39] , OXDE [40] , OLSDE [41] , and OLDE [42] , along with the original DE [2] , were compared with the proposed MODE. The F and CR parameters were set according to the corresponding references. NP was set to 40, according to [45] .
We applied the four comparative algorithms to all 28 benchmark functions for both the lower-dimensional (D = 10) and higher-dimensional scenarios (D = 30). The results were evaluated based on the Mean, Std, FEs, SR, and SP criteria described in Section IV-B. The corresponding experimental results are presented in Tables 3, 4 (for the Mean and Std) and Tables 5, 6 (for the SR, FEs, and SP). We discuss the effectiveness of MODE in terms of the following aspects: Tables 3 and 4 give the mean values and standard deviations of the solution errors. The two indexes of Avg. Rank and Final Rank denote the average rank of the errors and the final rank of the accuracy of every algorithm.
1) ACCURACY
It can be seen from these tables that orthogonal design (or orthogonal learning) can effectively enhance the accuracy of DE. According to Table 3 , both MODE_c and MODE_s obtain relatively small error values, especially for f 2 , f 4 , f 10 , and f 19 . It is notable that, for f 2 and f 4 , both MODE_c and MODE_s obtain much smaller Mean and Std values than the other algorithms. According to Table 4 , both MODE_c and MODE_s retain higher accuracy as the dimensionality increases. The Avg. Rank of MODE_s is lower for higher dimensions, indicating the strong dimensional scalability of this algorithm. Tables 5 and 6 present the SR, FEs, and SP values produced by the comparative orthogonal DEs. Functions for which all algorithms gave an SR value of 0 have been omitted; hence, only f 1 − f 7 and f 9 − f 11 appear in the tables.
2) SUCCESSFUL PERFORMANCE
According to Table 5 , under D = 10, MODE_c and MODE_s have a much higher probability of successful convergence than the other algorithms. In particular, for the multimodal functions (f 6 −f 11 ), MODE locates global optima to within the allowed tolerance for f 7 , f 9 , and f 10 , whereas the other algorithms struggle with these functions. Moreover, for f 1 − f 6 and f 11 , MODE achieves a higher success rate. According to Table 6 , as the dimensionality increases, successful convergence becomes much more difficult. As a simple function, f 1 is successfully optimized by all orthogonal DE variants, whereas the original DE gives relatively poor performance. It is significant that when D increases to 30, both MODE_c and MODE_s retain success rates of 100%, whereas the success rates of the other algorithms drop to 0. MODE_c also achieves some small success with 30-D f 3 .
3) COMPUTATIONAL COST
Because the time required to solve the benchmark functions (especially the high-dimensional functions) is much longer than for other DE operators or procedures, FEs is widely used to measure the time complexity of an algorithm. Tables 5 and 6 present the FE results for the comparative orthogonal DE variants. For several functions, all algorithms achieve success rates of 100%. However, the MODE algorithms, especially MODE_c, generally have larger FE values, resulting in worse SPs for these functions. According to Section III-B, MODE_c applies more orthogonal experiments to achieve better convergence, and this is reflected in the experimental results.
Through this group of experiments, it has been shown that the proposed modified OL strategy can effectively improve the performance of the original DE. Compared with other orthogonal-heuristic algorithms, although MODE performed relatively poorly with some functions, it is still a stronger overall algorithm.
E. COMPARISON WITH OTHER DE VARIANTS AND OTHER EVOLUTION ALGORITHMS
In this experiment, the following DEs and PSOs were compared: 1) UDE [13] , which adopts a uniform design to initialize the population of DE, and outperforms orthogonal initialization; 2) JADE_sort [8] , a novel DE variant that has significantly better performance than JADE; 3) DMPPSO [46] , a well-known state-of-the-art PSO variant; 4) SRPSO [47] , a novel self-regulating PSO variant that has strong global optimization ability. The parameters of these algorithms were set according to the above references. Experimental results for the Mean and Std are displayed in Tables 7 and 8 . To illustrate the convergence characteristics of MODE, some of the functions are shown in Fig. 8 .
It can be seen that JADE_sort and SRPSO are powerful optimization algorithms, giving the highest accuracy of all algorithms in some circumstances, but MODE achieves superior overall performance. According to Tables 7 and 8 , MODE (either MODE_c or MODE_s) obtained the best Avg. Rank and Final Rank for both the lower-and higherdimensional functions.
Three notable trends were observed: 1) MODE has the ability to optimize f 2 and f 4 under both D = 10 and D = 30, whereas all the other algorithms failed.
2) For unimodal functions, MODE has a significant superiority over the other algorithms, which is reflected in much smaller Mean and Std values for f 1 − f 5 .
3) For most complex composition functions, MODE outperforms the competitors, demonstrating its strong searching ability.
4) For basic multimodal functions, JADE_sort is particularly strong, and gives the best performance for f 14 display the convergence processes of JADE_sort, SRPSO, MODE_c, and MODE_s, as they achieved relatively good performance in the experiment. From these diagrams, we can see that JADE_sort and SRPSO generally converge rapidly in the early evolutions, with SRPSO appearing to converge slightly faster. However, this convergence may be premature. According to Fig. 8 , both JADE_sort and SRPSO appear to have converged within the first 20% of the iterations (FEs). From Fig. 8(b) , it can be seen that SRPSO appears to jump away from its local optimum and find a better solution at the end of the search process.
Compared with other algorithms, MODE exhibits good convergence performance, locating better solutions with smaller error values. MODE has a particular convergence characteristic. Fig. 8 shows that MODE usually converges slowly in the early stages, but has the ability to continuously find better solutions. When other algorithms become trapped around local optima, MODE is able to jump out. Of the two MODE variants, MODE_c has slower convergence but higher accuracy. There are exceptions in certain situations, e.g., MODE_c converges very fast with 30-D f 20 , whereas MODE_s is somewhat slower. According to Section III, MODE_c and MODE_s both use the proposed MOL strategy, and so they have similar search abilities and similar search characteristics. The difference is that MODE_c calls the MOL operator more times per iteration.
F. DISCUSSION ON SELF-ADAPTIVE PARAMETER CONTROL
Brest et al. [4] proposed an effective self-adaptive parameter setting strategy for the control parameters F and CR in DE. The algorithm (named SADE or jDE) has been used and modified by many researchers, e.g., the famous JADE proposed by Zhang and Sanderson [5] . The main idea of the SADE strategy is to oscillate F and CR. This can be briefly expressed as:
if rand(0, 1) < τ 1 then
In this section, we discuss the combination of SADE and MODE, and verify the effectiveness of a self-adaptive parameter strategy in MODE. We set both τ 1 and τ 2 to 0.1. According to Section III and [4] , MODE and SADE can be combined because they modify totally different parts of the DE structure. In this paper, we call the composition algorithm SA-MODE (self-adaptive modified orthogonal different evolution). In this experiment, we use MODE_c as a representative to observe the effects of the self-adaptive parameter strategy. The experimental results are displayed in Tables 9 and 10.  Table 9 contains accuracy results (Mean, Std, and rank of accuracy) for SADE, MODE_c, and SA-MODE_c. It can be observed that:
1) The self-adaptive parameter strategy SADE is effective and achieves good performance. It is particularly strong for f 5 Table 10 lists the success rates of SADE, MODE_c, and SA-MODE_c. The self-adaptive parameter strategy strengthens the search ability of MODE, increasing its ability to find the functions' optima. Note that SA-MODE_c successfully converged to the optima of two functions, f 16 and f 22 , that MODE_c could not attain.
G. SUMMARY
In this study, we implemented four sets of experiments to examine the characteristics of the proposed MODE strategy. One control experiment studied the effect of the novel control parameter poc in MODE_c; two comparative experiments included nine other optimization algorithms to evaluate the superiority of MODE; finally, one experiment used a composition algorithm to verify the effectiveness of the self-adaptive selection of the parameters F and CR. The experimental results can be summarized as follows: 1) For MODE_c, setting poc = 0 − 0.1 achieves a strong balance between the computational cost of the original DE operators (mutation and crossover) and the OL operator, thus achieving the best performance.
2) The proposed MOL strategy has superior searching ability compared with other orthogonal-heuristic strategies, which is reflected in the higher accuracy and success rates. However, it has a greater computational load, as evidenced by the larger FE values.
3) MODE_c is a strong algorithm, and performs especially well with unimodal functions and lower-dimensional situations. MODE_s is a relatively weaker algorithm, but has a smaller computational load and behaves better in higherdimensional situations.
4) The proposed MOL strategy can be combined with other strategies. The self-adaptive parameter strategy, which oscillates the values of F and CR, can effectively enhance the performance of MODE in terms of accuracy and searching ability.
To illustrate the significance of the difference between MODE and its competitors, we applied a multi-problem Wilcoxon signed-rank test to all the functions using KEEL [48] . The results are presented in Tables 11 and 12 , from which it is clear that both MODE_c and MODE_s give larger R + values than R − values in all cases. However, MODE_c gives very small asymptotic P-values (close to zero, with a maximum of 0.000197), whereas the asymptotic P-values of MODE_s are much larger. Hence, we consider MODE_s to be the weaker algorithm.
Note that these conclusions are based on the set of benchmark functions considered in this study. The performance of all algorithms may vary with the test functions.
Furthermore, two inferences can be made from the experimental results:
1) The MOL strategy successfully uses dimensional information from individuals during the evolution process, providing a diverse combination of dimensional values and reducing the waste of information produced by stochastic evolution. Moreover, it enhances the search ability of the orthogonal design operator.
2) This strategy adopts random vectors generated from the search space, thus incorporating extra information not contained in the current population. This further enhances the searching ability of the orthogonal design operator.
The proposed MODE strategy achieves better accuracy and searching ability via greater complexity. The adaptive parameter selection offered by SA-MODE makes this a very useful algorithm.
V. CONCLUSION
To enhance the use of dimensional information in DE, this paper has discussed the combination of orthogonal learning with DE algorithms. We proposed a modified OL strategy and compared it with other orthogonal-heuristic strategies and state-of-the-art evolution algorithms. The parameter settings of the proposed algorithm were also discussed.
According to our theoretical analysis and experimental results, we can conclude that the MOL strategy successfully reduces the loss of dimensional information while generating new information to enhance the accuracy and searching ability of DE. Moreover, this strategy is compatible with other strategies such as self-adaptive parameter control, which makes it flexible and extendable. The experimental results show that the proposed MODE (particularly MODE) is a powerful algorithm.
Despite these advantages, the time complexity of MODE is greater than that of other algorithms when solving simple problems. In future work, we will investigate how to enhance the accuracy of this algorithm, reduce the time complexity, and generalize the algorithm to solve multi-optima and multiobjective optimization problems. 
