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THOMAE FORMULA FOR 2 ABELIAN COVERS OF CP1
BY YAACOV KOPELIOVICH
Abstract.
1 Let X be an Abelian cover CP1 ramified at mr points, λ1...λmr.
we define a class of non positive divisors on X of degree g−1 supported in the
pre images of the branch points on X, such that the Riemann theta function
doesn’t vanish on their image in J(X). We obtain a Thomae formula similar
to the formulas [BR],[Na],[Z] ,[EG] and [Ko]. We show that up to a certain
determinant of the non standard periods of X, the value of the Riemann theta
function at these divisors raised to a high enough power is a polynomial in the
branch point of the curve X. Our approach is based on a refinement of Accola’s
results and Nakayashiki’s approach explained in [Na] for Abelian covers.
1. Introduction
We start with a definition:
Definition 1.1. Let Xi, gi be a collection of algebraic curves equipped with a rami-
fied mapping gi : Xi 7→ CP1 The fiber product ofXi, gi is: X = {p1, ..., pn|pi ∈ Xi, gi(pi) = gj(pj)} .
Now assume that X1, , , Xn are hyper-elliptic curves, equipped with the usual
ramified mapping fi : Xi 7→ CP1. The ramification points of Xi are given through
(λi1...λi2m), 1 ≤ ı ≤ n and λij 6= λkl. Let X be the fiber product of X1...Xn We
prove that:
Theorem 1.2. Let v ∈ Zn2 and βiji be integer numbers and 0 ≤ βij ≤ 1. such that
m∑
i=0
βij + vj =
r
2
.
Then there is a complex number α such that:
(1)
θ

u

 m∑
i=1
n∑
j=1
βijφ
−1 (λij) +Kz0 −
2n∑
i=1
∞i)



 = α√detC× ∏
λij 6=λkl
(λij − λkl)
q(βij ,βkl)+
1
2γijkl
and q (βij , βkl) =
∑
v∈Zn2
(
βij + vj − 14
) (
βkl + vl − 14
)
where, γij,kl =
1
8 if i = k
and 116 otherwise.
This theorem is a generalization of the work started by [BR],[Na], [EG] and
[Ko]. Using methods from String and Quantum field theory Bershadsky and Radul
generalized Thomae formula for hyper-elliptic covers to a non singular cyclic covers
of the sphere. [Na] gave a more rigorous proof for the formula suggested by [BR]
while [EG] modified Nakayashiki’s method and treated a special singular case. [Ko]
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and [Z] obtained generalizations of these formulas to general cyclic covers. In this
note we prove the formula we stated above for another type of covers. These covers
have an Abelian 2 group as their automorphism group. They arise naturally as
curves above finite fields that enable the construction of error correcting codes that
are associated with algebraic curves [S], and are called Goppa codes. Our goal is
to understand whether Thomae type formulas can be carried to a wider class of
curves that arise naturally in number theory and other branches like coding theory.
Our proof is a generalization of the approach by Nakayashiki in [Na],[Ko]. We
produce an integrable differential equation that describes the variation of the log-
arithm of the theta function with respect to the branch points. [Na] constructs
certain analytic quantities of the Riemann surfaces locally ( as algebraic expres-
sions supported by local coordinates around the branch points) and compares them
to the global expression as derived in [Fa]. Equating the expansions of the global
and the local constructions produces the result. We carry this program below. It
turns out that the general case of Abelian 2 covers doesn’t differ much from the
case considered in [Na] and [Ko].
It has been a major problem in Riemann Surfaces to invert integrals that define
the period of the curve and obtain a far reaching generalizations of trigonometric
and elliptic functions for any periods. Riemann carried this program explicitly only
to Hyper-elliptic integrals and the general case is wide open. Our firm belief is that
finding other natural cases where such inversion is possible will eventually lead to
the solution of the generic cases or at least will characterize situations where such
solution may occur.
An inquisitive reader may notice that our methods carry to arbitrary Abelian (
not just 2) groups) covers. We prefer to treat the 2 group Abelian case first for the
sake of easiness and clarity of the result. We plan to complete the case of general
Abelian groups in the second part of this work.
The approach presented here isn’t the only one to look for such formulas. In
the case of cyclic covers, Hershel Farkas and his collaborators ([EF],[EiF]) reproved
Thomae’s original result and used classical approach of Riemann to write the branch
points as of cyclic covers as ratios of theta functions. [Z] has generalized these
results to general cyclic covers. The formulas he obtained are different from the
formulas produced by [Ko] and we investigate this gap. Lastly [KT] used impressive
techniques to derive similar results for general cyclic covers of degree 3. Their
approach enables them calculate certain constants α explicitly. It is interesting
to see if similar approach is valid for the case we consider in this paper.
2. Non positive divisors on Riemann surface
Let X be a Riemann surface and assume that D =
∑
dizi is a divisor ( not
necessarily positive) on it.
Definition 2.1. H0 (X,O (D)) is the collection of functions f : X 7→ CP1 on X
such that div(f) ≥ D. In the [FK] notation this is the space R (D) .
Let r(D) = dimH0 (X,O (D)) .
We seek conditions when ∃E a divisor on X such that E = ∑ eixi, ei ≥ 0 and
D ≡ E. Assume that D is not a positive divisor (otherwise you can set E = D)
Then if E is positive and equivalent to D there exists a non constant function f
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such that div(f) = E/D. Therefore f ∈ H0 (X,O (−D)) . (That is f is a function
such that div(f) ≥ D.) Conclude that r(−D) > 0. We showed the following: ]
Lemma 2.2. Let D be a non positive divisor. Then if there is E a positive divisor
such that E ≡ D then r(−D) > 0.
Note that because of Jacobi’s inversion theorem if D is a divisor such that
r(−D) > 0 there is always a positive divisor E of degree g(X) − 1 and D ≡ E.
Now assume that degE = g(X) − 1. Apply Riemann Roch and conclude that:
r(−D) = i(−D). Choose a base point z0 on X and let u : X 7→ Jac(X) the stan-
dard mapping from X into its Jacobian. Let Kz0 be the Riemann constant. Then
Using Riemann vanishing theorem for theta functions we have the following non
vanishing criteria for theta functions:
Lemma 2.3. Let D, degD = g − 1 be a non positive divisor such that r(−D) = 0
then θ (u(D) +Kz0) 6= 0.
3. Fiber Products of Hyper-elliptic curves
In this paper we consider a curve φ : X 7→ CP1 that will be a fiber product
of hyper-elliptic curves. More precisely let Xi, i = 1, ...n be a collection of hyper-
elliptic curves given by the equations y2i =
∏2m
j=1(x − λji) We assume that the
polynomials fi(x) =
∏n
j=1 fi satisfy (fi, fj) = 1. For such polynomials define the
curveX in the affine space An+1 such that the point on the curve is (x, y1, ...yn) and
y2i = fi(x). Define the mapping on the sphere as : (x, y1, ...yn) 7→ x. Further define
the action of the group G = Zn2 by sending the unit vector to the automorphism
(x, y1...yi...yn) 7→ (x, y1, ... − yi, ..yn). Clearly those automorphisms commute and
moreover each one is of order 2. Let us calculate the genus of this curve ( see [S]
for the original calculation)
Theorem 3.1. g(X) = (mn− 2)2n−1 + 1
Proof :
We use the Riemann Hurwitz formula to reach the conclusion. By the properties of
the mapping it is clear that every x ∈ CP 1 has 2n pre-images. The ramifications
points of the mapping are the zeros of the polynomials fi(x). Thus there are 2mn
points each one has 2n−1 pre-images with the overall branching of 1 in each. Thus
the genus is:
(2) g(X) = −2n + 1 + 2
n−1 × 2mn
2
= 2n−1 (mn− 2) + 1
 For future reference r is the total ramification of the X. Then we have that:
g(X)− 1 = r2 − 2n
4. Holomorphic differentials for X
In the last section we established the genus of X. Let us know find a basis for
analytic differentials of X. They are given by the following theorem:
Theorem 4.1. x
ldx
yi1yi2 ...yis
, is the basis of differentials of first kind such on X such
that:
(1) l < ms− 2
(2) 1 ≤ i1...is ≤ s
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Proof :
Note that the order of each yi at ∞ is m hence the order of
∏s
k=1 yik is ms. On
the other hand as ∞ is not a branch point by construction, hence order of dx is
−2., and, xidx∏r
k=1 yik
is a differential of the first kind as long as i ≤ ms− 2. 
5. Dimension of H0(X,O(−D)
In this section we will prove a direct dimension formula for certain type of divisors
invariant under the action of Zn2 . Let β1...βij be vectors such βk = 0, 1. Let
D =
2mn∑
l=1
βlφ
−1 (λl)−
2n∑
i=1
∞i
. If α ∈ Zn2 and v = (v1, ...vn) , ij = 0, 1 yα =
∏n
j=1 y
vi
i
Theorem 5.1. Let
βkα = βk +OrdPk (yα) ( mod 2).
and assume that:
∑mn
k=1 βkα =
r
2n − τα Then r(−D) =
∑2n
k=1Max(0, τα)
Proof :
By definition of D we have: deg(D) =
∑mn
i=1 2
n−1βi− 2n = r2 − 2n = g− 1. D is an
invariant divisor under the action of Zn2 and therefore:
H(X,O(−D)) =
∑
χ
Dχ
and Dχ are the eigen-spaces that correspond to the character χ hence if f ∈ Dχ.
G acts trivially on f
yχ
hence, f
yχ
∈ H0 (−D − div(−yχ)) . is a lift of a function on
CP
1 with the divisor −D− div(yχ). yχ equals to yv for one of α defined above. For
a divisor D + yχ =
∑
γi
(
φ−1λi
)− γ∞∑2ni=1∞i we define:
σχ,D =
mn∑
i=1
[γi
2
]
λi +∞.
We show that:
Lemma 5.2. H0(−σχ,D) isomorphic to H0 (−D − yχ)G
Proof :
Let h ∈ H0(−σχ,D), if hˆ is a lift of this function to X then hˆ ∈ H0(φ−1 (−σχ,D)).
Apply the definition of D + div(yχ) and conclude:
hˆ ∈ H0(−D − div(yχ).
Now assume that h1 ∈ H0 (D + div(yχ)) is a lift from a function on the sphere. by
definition of H0 (D + div(yχ)) we know that div(h1) ≥ −D− div(yχ) but it’s a lift
from CP1 hence: div(h1) =
∑n
i=1 βiφ
−1λi and βi = 0 mod 2. Applying Riemann
Roch to CP 1 we see that r(−σχ,D) =Max(τk, 0). Conclude the result 
Hence we obtain the following corollary similar to the case of cyclic covers:
Corollary 5.3. Let βi be selected such that τi = 0, 0 ≤ i ≤ 1 then
θ

u(mn∑
i=1
βiφ
−1(λij)) +Kz0 − u(
2n∑
j=1
∞j)

 (0, τ) 6= 0.
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6. Algebraic construction of the Szego Kernel
Let us recall the definition of the Szego Kernel.
Definition 6.1. For e ∈ Cg. if θ[e] 6= 0 define the Szego kernel by the following
equation:
S[e](P,Q) =
θ[e] (u(P −Q))
θ[e](0, τ)E(P,Q)
, P,Q ∈ X.
E(P,Q) is the prime form. e depends only on its image in the Jacobian , J(X).
S[e](P,Q|) has the following properties that are well known [F] (p.19,p.123),and
[EG2] (Proof of Theorem 4.7):
• S[e](P,Q) is a ( 12 , 12) form with a simple pole along the diagonal
• S[e] (P,Q) has divisor [e−Kz0 ] with respect to variable Q
• S[e] (P,Q) has a divisor [−e−Kz0] with respect to variable P.
• S[e](P,Q) is a unique up to a constant ( 12 , 12) form that satisfies the previous
properties
Our goal is to generalize the approach of Nakayashiki and construct S[e](P,Q)
algebraically for our type of covers. If v = (v1, ...vn), vi = 0, 1 we define for each
β = (β1...βmn) :
fβ,v(x) =
mn∏
i=1
n∏
j=1
(x− λij)
{
βij+vj
2
}
− 14
√
dx
and {h} is the fractional part of h. to give the following expression to the Szego
kernel:
Theorem 6.2. Let P = (x1, y1), Q = (x2, y2) ∈ X. Choose β = (β1...βmn) ∈ Zmn
be as in 5.3. if e =
∑mn
i=1 u(βiφ
−1(λi)) +Kz0 − u(
∑2n
i=1∞i) Let
(3) F
β˜
(P,Q) =
1
2n
∑
v∈Z2n
fβ,v(x1)f
−1
β,v(x2)
x2 − x1
√
dx1
√
dx2
Then
(4) S[e](P,Q) = F
β˜
(P,Q)
Proof:
We verify that F
β˜
(P,Q) satisfies the properties characterizing S[e] (P,Q) . the RHS
of the equation If P 6= Q and x1 6= x2, than Fβ˜ (P,Q) is regular.
We check the case when x1 = x2 but y1i 6= y2i. i.e., ∃i, y2i = −y1i.
Now,
{βk,i}
2 =
βi+k−2hik
2 . Rewrite Fβ˜ (P,Q) as:
1
2n(x2 − x1)
∑
v∈Zn2
(
y1v
y2v
)k
×
(
x1 − λi
x2 − λi
)hik mn∏
i=1
(
x1 − λi
x2 − λi
) βi− 12
2 √
dx1
√
dx2
if y2i = ±y1i. In the limit when x1 → x2, y2 → −y1. and
∑
v∈Zn
2
±
y1i
y2i
x2−x1
→ 0. Therefore
F
β˜
(P,Q) is regular when x1 = x2 but y1 6= y2.
Let us calculate the expansion of 12n
∑
v∈Zn
2
fβv(x1)f
−1
βv
(x2)
x2−x1
√
dx1
√
dx2 as a function
of x2 when the expansion is around x1. Assuming x1 = x2 we get that the leading
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coefficient is 12n
∑
v∈Zn2
1 = 1. For the coefficient in x2 − x1 we obtain using the
derivative product rule:
∑
v∈Zn2
2m∑
i=1
n∑
j=1
±
{
βij + vj
2
}
×
(
1
x2 − λij
)
= 0
Taking the second derivative according to x1. to calculate the coefficient of (x1−x2)
we arrive to the following result:
Proposition 6.3. The expansion of F
β˜
(P,Q) around P a non branch point is:
(5)
F
β˜
(P,Q) =
√
dx1
√
dx2
x2 − x1

1 + 1
2
i,j=2mn∑
i,j=1
q(βi, βj)
(x2 − λi)(x2 − λj) × (x1 − x2)
2 + ...


where
q(βi, βj) =
∑
v1,v2∈Zn2
(
{(βi,v1} −
1
4
)
×
(
{(βj,v2)} −
1
4
)
Where x1, x2 are the local coordinate around P,Q respectively and βi,v = β
To complete the proof of theorem ( 6.2) note that L(P,Q) = Fβ(P,Q)−S[e](P,Q)
are a section of a line bundle L[e−Kz0 ]
⊗
L[−e−Kz0 ]. Because of the expansion of
Fβ(P,Q) conclude that L(P,Q) is a holomorphic section of the line bundle. But
H0
(
L[e−Kz0 ]
⊗
L[−e−Kz0 ]
)
= H0
(
L[e−Kz0 ]
)⊗
H0
(
L[−e−Kz0 ]
)
= 0
and thus Fβ(P,Q) = S[e](P,Q) as required. 
Remark 6.4. The above argument is exactly the method adopted in [Na] to prove
the claim for the non singular case. See [EG] for a slightly different approach.
Based on the the formula given at the beginning of the section [Na] shows the
following expansion for S[e](P,Q) in terms of theta functions:
Corollary 6.5. The expansion of the Szego kernel can be given in terms of theta
functions as follows:
S[e](P,Q) =
√
dx1
√
dx2
x1 − x2 ×
[
1 +
g∑
i=1
∂ log θ[e]
∂zi
(0)ui(x1)(x1 − x2) + ...
]
ui(x) is the coefficient of dx1 in the expansion of the holomorphic vi(x).
Comparing the expansions conclude the following result:
Corollary 6.6.
∂θ[e]
∂zi
(0) = 0
The following is obtained by multiplying the expansions:
Lemma 6.7.
(6)
S[e](P,Q)S[−e](P,Q) = dx1dx2
(x1 − x2)2

1 + 1
2
m∑
i,j=1
q (βi, βj)
(x2 − λi)(x2 − λi) (x1 − x2)
2 + ...


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7. Variational Formula for the Period Matrix
We like to show that:
Theorem 7.1.
(7)
∂τjk(0)
dt
=
1
2
∑
Qi∈φ−1(λi)
vk(Qi)vj(Qi)
Proof:
We define the connection matrix σ and c between our set of differentials we defined
before and the canonical basis v1...vg(x) (g- genus of the curve) Let P ∈ X and u
local coordinate around P. we will need the following definition:
Definition 7.2. ω(P, n) be a differential of a second kind satisfying the following
conditions:
(1) ω(P, n) is holomorphic except the point P ∈ X where it has a pole of order
n ≥ 2. At P we have the expansion of the form:
(8) ω(P, n) = −n− 1
un
du(1 +O(un))
(2) ω(P, n) has zero aj periods
The differential is defined uniquely if the local coordinate is fixed. For a branch
point lying above λi we will always take the coordinate (z − λi)
1
2 . The following
relation holds: ∫
bj
ω (P, n) = − 1
(n− 2)!v
(n−2)
j (P )
and v
(n−2)
j is the coefficient of u
n−2du in the expansion of vj(x) in u.
Lemma 7.3. if we expand vj(x, t) as
(9) vl(x, t) = vl(x) + vl1(x)t+ ...,
then we have that:
(10) vl1 (x) =
∑
i1...ir,j,l
σi1,...ir,l
λβ−1i∏
i1...ir
yi1(λi)...yir (λi)
ω(Qi, α+ 1)
Proof:
Let us assume that the branch point we are varying is going to be λ1. Then for
each differential ψ from our basis we have the following expansions varying the
point λ1 and assuming P = (z, y1...yn) ψt(P ) = ψ(P ) +
1
2
ψ(P )
z−λ1
t if ψ contains y1
and 0 otherwise. Using the delta function we can write :
(11) ψt(P ) = ψ(P ) +
1
2
ψ(P )
z − λ1 δλ1t
Now we have the relation:
(12) ψt(x) =
g∑
l=1
∫
al
ψt(x)vl(x, t)
We expand both sides to discover that:
1
2
ψ(P )
z − λ1 δλ1 =
g∑
l=1
∫
al
ψ0vl1(x) +
∫
al
1
2
ψ(P )
z − λ1 δλ1vl(x)
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Now define:
(13) η(x) =
1
2
ψ(P )
z − λ1 δλ1 −
g∑
l=1
∫
al
1
2
ψ(P )
z − λ1 δλ1vl(x)
and we have a system of equations for each ψ :
(14)
g∑
l=1
vl1(x)
∫
al
ψ = η
Now η has the following properties:
(1) ∀l ∫
al
η = 0
(2) If ψ = δλ1ψ then around every point Ri which is the branch point above
λ1 we have that the expansion of η is :
η(u) = 2λm1
du
ψ′(Ri)u2
+O(1)
Thus we conclude that :
(15) η = 2λm1
∑
Ri∈φ−1
du
ψ′(Ri)u2
ω(Ri, 2)
Using the fact that
∫
aj
wη = cjη we conclude the result. On the other hand we know
that vj =
∑
η σjηη. Thus comparing the expansion of du at each Ri ramification
point above λ1 we discover that: vj1(Ri) =
∑
ψ σ
′
ψ(Ri)2λ
m
1
1
ψ′()Ri)
and hence we
have that:
(16) vj1(x) =
∑
Ri
vj(Ri)ω(Ri, 2)
Integrating versus bk we get the result.
8. Algebraic construction for the canonical differential
We construct the canonical differential algebraically for cyclic covers.
Definition 8.1. The canonical symmetric differential is a ω(x, y) is a meromorphic
one differential with respect to x, y ∈ X , having a unique pole of second order
when z tends to w with a leading expansion coefficient of 1. Further for a canonical
homology basis ai, bj, 1 ≤ i, j ≤ g we have:∫
ai
ω(x, y) = 0
for fixed y.
First we remind the reader of a possible basis for the holomorphic differentials
on C. For i1, ...ir = 0, 1 let si1...ir (x, y1...yn) =
∏r
j=1 yij and the point (x, yi1 ...yin)
is on the curve. Then we showed that:
Theorem 8.2. x
l
si1,...ir
are differentials of first kind on X if l < mr − 2.
Let us change the notation slightly: For each v ∈ Zn2 and assume that ij is the
collection of coordinates such that vij = 1 and 0 otherwise. We set:
(17) sv,l (x, y1...yn) =
xl∏
i1...ir
yi1yi2 ...yir
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Let,
P vv (z, w) =
∑
Avn(w)(z − w)n,
such that:
(1) A
(v
0 (w) =
∏m
ij=i1,...ir
fij (w) and ij is the collection of coordinates such that
vij = 1 and 0 otherwise.
(2) A
(l)
1 =
1
2
∂A0(l)
∂w
Set:
(18) ξ0(x, y) =
dz(x)dz(y)
(z(x)− z(y))2
(19) ξv (x, y) =
P
(v)
v (z(x), z(y)) dz(x)dz(y)
sv(x)sv(y) (z(x)− z(y))2
(20) ξ (x, y) =
1
2n
∑
v∈Zn2
ξv (x, y)
Proposition 8.3. (1) ξ (x, y) is holomorphic outside the diagonal set {x = y} .
(2) For a non branch point P ∈ X take z to be a local coordinate around P.
Then the expansion in z(x) at z(y) is :
ξ (x, y) =
dz(x)dz(y)
(z(x)− z(y))2 +O
(
(z(x)− z(y))0
)
Proof:
First we check: If z(P ) = z(Q) but P 6= Q on X, then ξ(P,Q) is still regular. We
will show it for the automorphism that takes (x, y1...yn) 7→ (x,−y1, ...yn) . Assume
that P = (p1, q1, ...qn) and Q = (p1,−q1, ...qn). Let us examine the leading term of
the expansion of ξl(x, y) aroundQ. By definition of of ξl(x, y) A
v
0(x, y)/sv(x)sv(y) =
(−1)δq1 where δq1 = 0 if q1 doesn’t appear in the product of Al0(w) and 1 otherwise.
Hence we will have that:
(21)
∑
v
ξv(P,Q)0 =
∑
i1...ir
(−1)δ1i1...ir dz(P )dz(Q)
(z(P )− z(Q))2 = 0
and δ(1i1,...ir) = 0 if ∀ir 6= 1 and 1 otherwise. ( the assertion follows immediate
because the number of vectors that have 0 or 1 respectively in their first coordinate
is equal) The same argument is implied if P and Q are ramification points and are
different. Once again there will be an automorphism that takes one to the other
and their sum will be 0. Hence we showed that this form stays regular if P 6= Q up
to order 1. Now the Expansion of the function z(P ) at the point z(Q) of order 1
(that is the coefficient of 1
z(P )−z(Q) is:
(22)
∂
Av1(w)(z−w)
sv(z)
∂z
+
∂
Av0(w)
sv(z)
∂z
=
Av1(w)
sv(z)sv(w)
−
∑
i1,...ir
Av0(w)
∂logsv(z)
∂z
1
sv(w)
In our case we have that z = w and therefore by definition of A1(w) we rewrite the
last expression as:
(23)
1
2
∂A0(w)
∂w
−A0 ∂logsv(w)
∂w
= 0
By the definition of Al0(w) and sl(w).
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Corollary 8.4.
ω(x, y)− ξ(x, y)
is holomorphic on X ×X.
As an immediate corollary we infer that we have polynomials: P v2v1 and v1 6= v2
such that:
(24) ω(x, y)− ξ(x, y) =
∑
v1,v2
P v2v1 (z(x), z(y)) dz(x)dz(y)
sv1(z(x))sv2(z(y))
Where by modifying the definition of P v2v1 we can exclude the terms v1 = v2. write:
P v2v1 (z, w) =
d(k)∑
j=0
Av2v1j(w)(z − w)j .
Note that degwP
(l)
k (z, w) ≤ d(N − l). Our aim is to show the following proposition:
Proposition 8.5.
(25)
∑
v1
Av1v1,2 (Qi)
∂fv1 (λi)
∂w
= − log detC
and C is a g(X)× g(X) period matrix of non normalized form :(∫
ai
zj−1dz/sv(z)
)
.
Proof:
Let us take a local coordinate t = (z − λi)
1
2 coordinate around a branch point
Qij ∈ φ−1(λi), . The condition
∫
aj
ω(x, y) = 0 is equivalent to the coefficients of the
expansion around Qi in dt of these expressions vanishes. This is equivalent to
(26)
ω(1) (x) =
1
2n−1
∑
v1∈Vλi
P v1v1 (z(x), λi)dz(x)
sv1(x)
∂sv1
∂w
(λi)(z(x)− λi)2
+
∑
v2
v1 6=v2
P v1v2 (z(x), λi) dz(x)
sv2(x)
∂sv1
∂w
(λi)
vanishing when we integrate around aj . Now write the
∑
ωl(Qi) Note:
∂
∂λi
dz
sv1
=
1
2
dz
sv1 (z − λi)
and
(27) P (v1)v1 (z, λi) =
1
2
m∏
j=1
∂fv1(λi)
∂w
(z − λi) +
∑
j=0
P v1v1,j+2(z − λi)j+2.
Hence we get that:
(28)
∂fv1(λi)
∂w
∂
∂λi
∫
ah
dz
sv1
+
1
2
deg(v1)−1∑
j=0
Av1v1,j+2(λi)
∫
ah
(z − λi)j dz
sv1
+
∑
k=1,k 6=l
deg(v2)−2∑
j=0
P v2v1,j(λi)
∫
ah
(z − λi)j dz
sv2
= 0
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This is a system of linear equations g(X)× g(X) in variables, P (v1)v2,j . The matrix of
these equations is the g(X)× g(X) matrix B, and
B =
∫
ah
(z − λi)j−1 dz/sv(z)
For each v1 define matrices Bl obtain from B by replacing the column
∫
ah
dz
sv(z)
, 1 ≤
g(X) with the column: ∂
∂λi
∫
ah
dz
sl(z)
. Then by Cramer’s rule:
P
(v1)
v1,2
∂fv1(λi)
∂w
= −detBv1
detB
.
We show that:
Lemma 8.6.
(29)
∑
v1
detBv1
detB
=
∂
∂λi
detC
Proof:
Fist observe that for any matrix H whose entries are function of some variable x
we have that:
(30)
∂
∂x
log(detH) =
detHl
H
detHl is the matrix whoseH whose l-th column is replaced by:
∂hil
∂x
.Now in our case
if we replace the columns of the form (z−λi)dzsv and j > 0 then the determinant of
such matrix will be 0. Thus the only term that survive are the terms for the column
dz
sw
and sw contains z − λi as a polynomial. Conclude that
(31)
∑
v1
detBv1
detB
=
∂
∂λi
detB
Since we can transform B into the matrix C using elementary operations that don’t
alter the determinant conclude that:
(32)
∑
v1
detBv1
detB
=
∂
∂λi
detC

Before moving on let us calculate the coefficient of the expansion of ω(x, y) in
dz(x)dz(y) as a function of x evaluated at y. We have that for ξv1(x, y) this coeffi-
cient equals to:
(33) − 1
4
∂2
∂x2
log fv1(x) −
1
8
(
∂ log fv1(x)
∂x
)2
+
P v1v1,2
fv1
Define the following object we will work closely when showing Thomae:
Definition 8.7. Let P = (x, y) ∈ X be a non branch point with a local coordinate
z. Define:
Gz(z) = lim
y→x
[
ω(x, y)− dz(x)dz(y)
(z(y)− z(x))2
]
Now taking the local coordinate t = (z − λi)
1
2 around the branch point Qi we
have the following corollary:
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Corollary 8.8. The coefficient of dt2 in the expansion of Gz(z) near a branch
point lying Qijk, 0 ≤ k ≤ 2n−1 above λij in t = (z − λi)
1
2 is:
−
m∑
j=1,j 6=i
γijkl
λij − λkl − log detC,
where
γijkl =
1
8
if i = k and 116 if i 6= k.
The next fact that we need is shown by [Fa] corrolary 2.12 or [Na]:
Proposition 8.9. Let e belong to the Jacobian such that θ[e](0, τ) 6= 0 then:
(34) S[e] (x, y) = ω(x, y) +
g∑
i,j=1
∂2 log θ[e](0)
∂zi∂zj
vi(x)vj(y),
where vi(x), vj(x) are holomorphic differentials on the surface.
Hence Passing to the local coordinate t = (z − λi)
1
2 we obtain the following
corollary:
Corollary 8.10. The coefficient of dt2 in the Laurent expansion of Gz(z) at a
branch point Pi is :
(35)
j=2mn∑
j=1,j 6=i
q(βi, βj)
λi − λj −
g∑
r,s=1
∂2 log θ[e](0)
∂zi∂zj
vr(Pi)vs(Pi),
vr
α(Pi) is the coefficient of dt in the expansion of vr(x) in the local coordinate t.
9. Thomae formula for Abelian 2n covers of the Sphere
Now let us show Thomae formula. As in [Na] we write the logarithmic derivative
of the theta function on the divisor: eβ = u(βiPi) +Kz0 − u(
∑N
i=1∞i)
∂ log θ
[
eβ
]
∂λi
(0, τ) =
d
dt
log θt
[
eβ
]
(0)|t=0 (0, τ)
By the chain rule the last expression is:
d
dt
log θt
[
eβ
]
(0)|t=0 (0, τ) =
∑
1≤k,r≤g
∂ log θ
[
eβ
]
∂τkr
(0)
dτkr
dt
Now use the heat equation to rewrite the last expression as:
1
2
∑
1≤k,r≤g
1
θ
[
eβ
]
(0, τ)
∂2θ
[
eβ
]
∂zk∂zr
(0)
dτkr
dt
We showed in ( 6.6)
∂θ[e]β
∂zi
(0) = 0
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The last sum equals:
1
2
∑
1≤k,r≤g
∂2 log θ
[
eβ
]
∂zk∂zr
(0)
dτkr
dt
.
Use theorem 7.1, and corollaries 8.10, 8.8 to conclude that:
∂ log θ
[
eβ
]
∂λi
(0, τ) =
1
2
∂
∂λi
log detC +
mn∑
j=1,j 6=i
q(βi, βj)
λi − λj +
1
2
j=mn∑
j=1,j 6=i
γij
λi − λj
Integrate the system of first order differential equations to get the following theorem:
Theorem 9.1. Let v ∈ Zn2 and βij i, jj, integer numbers and 0 ≤ βij ≤ 1. such
that
m∑
i=0
βij + vj =
r
2
.
Then there is a complex number α such that:
(36)
θ

u

 m∑
i=1
n∑
j=1
βijφ
−1 (λij) +Kz0 −
2n∑
i=1
∞i)



 = α√detC× ∏
λij 6=λkl
(λij − λkl)
q(βij ,βkl)+
1
2γijkl
and q (βij , βkl) =
∑
v∈Zn2
(
βij + vj − 14
) (
βkl + vl − 14
)
where, γij,kl =
1
8 if i = k
and 116 otherwise.
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