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A BEASTIARY OF SETS HAVING EXTREMAL SIDON
CONSTANT, OR, THERE MUST BE MORE THAN ONE
THEOREM SOMEWHERE HERE
October 3, 2019
COLIN C. GRAHAM AND L. THOMAS RAMSEY
Abstract. New sets (typically found by computer search) with Sidon
constant equal to the square root of their cardinalities are given. For
each integer N there are only a finite number of groups of prime order
containing N-element extreme sets. Some extreme sets appear to fit a
pattern; others do not. Various conjectures and questions are given.
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1. Introduction
Let G be a locally compact abelian group with dual group Ĝ. Haar
measure on G will be denoted bymG and is counting measure if G is discrete.
Removed all marginal
comments earlier than
2019-08-06
as of 2019-08-07
The Sidon (or Helson) constant, S(E), of a set E ⊂ G is the infimum
of constants, C, such that ‖µ‖ ≤ C‖µ̂‖∞ for all (non-zero) measures µ
concentrated on E. Here µ̂ is the Fourier(-Stieltjes) transform of µ. The
Sidon constant, S(E), is always at least
√
#E.
Definition 1.1. A non-zero measure µ on the discrete abelian group G
is extreme (or extremal) if ‖µ̂‖∞ = ‖µ‖/
√
#Supp µ, where Supp µ is the
support of µ. A finite set E is extreme (or extremal) if it is the support of
an extreme measure. If µ is an extreme measure with support E, we shall
say µ is extreme for E.
The definition of “extreme” includes the finiteness of the set. Finite
abelian groups are extreme [4]. Other extreme sets were given in [5]. The
contributions here are:
• more examples of extreme sets but with most of the (mostly both
tedious and obvious) verifications left to the appendix.
• a proof that for each integer N there are only a finite number of
groups of prime order that contain N -element extreme sets (Theo-
rem 2.17);
• some conjectures and questions.
Throughout this paper, G will be a discrete abelian group (almost always fi-
nite) with counting measure and Γ the dual ofG with Haar measuremΓ(Γ) =
1. So here the Plancherel theorem says
∑
g∈G |µ({g})|2 =
∫
Γ |µ̂(γ)|2dmΓ.
When G is finite, the Plancherel theorem becomes∑
g∈G
|µ({g})|2 = (#G)−1
∑
γ∈Γ
|µ̂(γ)|2.
The set of (regular, Borel) measures on a set E ⊂ G will be denoted by
M(E).
Organization of this paper. General properties of extreme sets are cov-
ered in §2. That includes conditions necessary for extremality (several) and
sufficient conditions. The section concludes with Theorem 2.17, which states
that for each N there is a bound on primes p1, pK such that an N -element set
is contained in the product of K cyclic groups of respective order p1, . . . , pK .
Our “Beastiary” is in §3: tables of extreme sets with sample extreme
measures, along with commentary on those sets.
Section 4 contains conjectures, questions, and proofs of some of the results
summarized in the tables of the previous section.
The final section discusses the computer programs used in the project.
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2. Theory
2.1. Properties of extreme measures.
Lemma 2.1. Let µ be an extreme measure on the discrete abelian group G.
Then |µ̂| is constant.
Proof. See [5, Lemma 1.1] for a different proof. Let E be the support of µ.
We may assume ‖µ‖ = N = #E. Then ‖µ̂‖∞ =
√
N . If there is γ ∈ Γ such
that |µ̂(γ)| < √N , then there is an open neighbourhood U of γ such that
|µ̂| < √N on U . Thus,∫
Γ
|µ̂(γ)|2 =
(∫
U
+
∫
Γ\U
)
|µ̂|2dγ < NmΓ(U) +NmΓ(Γ\U) < N.
The Plancherel theorem now tells us that
∑
g∈E |µ({g})|2 < N. We use
Jensen’s inequality for ϕ(x) = x2, weights ag and values yg:(∑ agyg∑
ag
)2
≤
∑
agy
2
g∑
ag
.
Set ag = 1/N and yg = |µ({g})| for g ∈ E . Then
∑
ag = 1 and
N−2‖µ‖2 =
(N−1∑g |µ({g})|
NN−1
)2 Jensen
≤ N
−1|∑g µ({g})|2
1
< N−1N = 1,
so ‖µ‖2 < N2, contradicting the assumption that ‖µ‖ = N . 
The direction (1) ⇒ (2) of following result is [5, Lemma 1.1]; the other
direction must be known but we are unable to give a reference.
Theorem 2.2. Let µ be a discrete measure on an abelian group. Then the
following are equivalent.
(1) µ is an extreme measure.
(2) |µ(x)| is constant on Supp µ and |µ̂| is constant on the dual group.
Proof of Theorem 2.2. (1) ⇒ (2). See [5, Lemma 1.1] for a different proof.
Let µ have support E. We may assume that ‖µ‖ = N = #E and |µ̂| =√
N on Γ. For g ∈ E let εg = 1 − |µ({g})|. Then N =
∑
g∈E |µ({g})| =∑
g∈E(1− εg), so
∑
εg = 0.
Let f = dµdmG , so
∫
hdµ =
∫
hf dmG for all h : G→ C. Then∫
|f |2dmG =
∑
g∈E
|f(g)|2 =
∑
g∈E
(1− εg)2
=
∑
g∈E
(1− 2εg + ε2g) = N +N
∑
ε2g.
Hence,
(2.1)
∑
g
|εg| > 0 implies ‖f‖2 >
√
N.
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On the other hand, f̂ = µ̂ on Γ and so (using Plancherel and extremality)
N +N
∑
ε2g =
∫
|f |2dmG =
∫
|f̂ |2dmΓ =
∫
Γ
|µ̂|2dmΓ = N,(2.2)
so the εg are all zero, by (2.1). That proves that |µ({g})| ≡ 1 on E.
(2) ⇒ (1). Suppose |µ| is constant on its support, E, and that |µ̂| is
constant on Γ. We may assume that |µ| = 1 everywhere on E. As before,
let f = dµdmG so f(g) = µ({g}) for all g ∈ G and µ̂ = f̂ . Then
‖µ‖ = N,
∫
|f |2dmG = N =
∫
‖µ̂‖2∞dmΓ = ‖µ̂‖2∞.(2.3)
Hence N = ‖µ̂‖2∞ and ‖µ̂‖∞ =
√
N , so µ is extremal. 
The Pontriagin duality theorem and Theorem 2.2 immediately yield:
Corollary 2.3. If µ is extreme for the finite abelian group G, then µ̂m
Ĝ
is
extreme for Ĝ.
The following corollary helps eliminate candidate sets for extremality and
has been a useful tool in the search for small extreme subsets of larger
groups.
Statement and proof re-
vised.
2019-08-07
Corollary 2.4. Let E be finite with #E > 1. Let ν =
∑
x∈E δg. If E
is the support of a non-zero measure µ such that |µ̂| is constant on Γ (in
particular, if E is extreme), then every point mass in ν ∗ ν˜ has coefficient
either at least 2 or 0.
Proof. Because |µ̂| is constant, µ̂ µ̂ is constant and so
µ ∗ µ˜ = |µ̂(0)|2δ0 =
∑
g
|µ({g})|2.
Hence, for every g ∈ (E − E)\{0}, µ ∗ µ˜({g}) = 0, so there must be cancel-
lation of µ ∗ µ˜’s masses at g, which requires that ν ∗ ν˜({g}) > 1. 
Lemma 2.5. Let M ≥ 1. Suppose E is a compact subset of the Hilbert
space H and has two or more elements. Then there is an element of E −E
that has only one representation as a difference of two elements of E.
Proof. Note that the hypotheses and conclusion of the lemma hold for E if
and only if they hold for any translate of E if and only if they hold for any
rescaling of E, that is, replacing E with sE = {sx : x ∈ E}, for any s > 0.
Because E ×E is compact, the set E has a finite diameter D:
D = sup{ ‖x − y‖ : x, y ∈ E } <∞.
Here ‖ · ‖H is the norm for H.
By compactness, there are u ∈ E and v ∈ E such that ‖u − v‖ = D.
Because E has at least 2 members, D 6= 0 and u 6= v. By replacing E with
E − u if necessary, we may assume u = 0, the identity of H. Thus, we may
also assume 0 ∈ E. By replacing (the possibly translated) E with 1DE, we
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may assume D = 1. Let B be an orthonormal basis of H whose first element
is v. We note that the coordinates of v with respect to B are (1, 0, . . . , 0).
Since 0 ∈ E, E ⊂ E − E.
For each element g ∈ H and 1 ≤ m ≤ M , let t(g) be the first coefficient
with respect to B, that is, t(g) = 〈g, v〉. Since E has diameter 1, 1 ≥ ‖g‖ ≥
t(g) for all g ∈ E. Furthermore, t(g) ≥ 0 for all g ∈ E since otherwise such
a g would have distance greater than 1 from v.
Now suppose v = x− y where x, y ∈ E. Then if t(y) = 0, we have y = 0,
since otherwise ‖y − v‖ > 1. Also, if t(x) = 1, then x = v, since otherwise
‖g − 0‖ > 1.
We can now show that v is an element of E − E with only one represen-
tation, v = v − 0, as a difference of two elements of E.
(1) If x ∈ E and y ∈ E\{0}, then t(y) > 0, so t(x− y) = t(x) − t(y) ≤
1− t(y) < 1 6= t(v). Hence, x− y 6= v.
(2) If x ∈ E\{v} and y ∈ E, then t(x− y) = t(x) − t(y) < 1 − t(y) < 1
so x− y 6= v.
It now follows that the only representation of v in E − E is as v − 0. 
The following is immediate from Corollary 2.4 and Lemma 2.5.
Corollary 2.6. Let 1 ≤M <∞.
(1) Let µ be a finitely supported measure on RM such that |µ̂| is constant.
Then µ is a point mass.
(2) The only extreme subsets of RM (hence, of ZM ) are singletons.
A measure µ such that |µ̂| is constant will be called a transform with
constant absolute value (TCAV) measure. Clearly TCAV is equivalent to
µ ∗ µ˜ = aδ0 for some a. If a set is the support of a TCAV measure it will
be called a TCAV set. We do not know if being TCAV implies that a set is
also extreme, as our only examples distinguising “extreme” from “ TCAV”
applies to the measures in the next remark.
Remark 2.7. Computation shows that the measure µ = δ0 + (1 +
√
3i)δ1 +This remark is new; its
unenlightening proof in
the source, commented
out.
2019-08-18
(1 − √3i)δ2 is TCAV on Z3 and ν = δ0 + εiδ1 is TCAV on Z2 , for all
0 ≤ ε < ∞. They are not extreme. The transform of µ takes on the values
±3 and that of ν the values 1± iε.
The example ν shows that the limit argument of Lemma 2.14 can fail for
TCAV measures.
A set that is the sum (product) of two extreme sets is extreme if its cardi-
nality is the product of the cardinalities of the summands (Proof: take the
convolution of an extreme measure on each set). However, sets of the form
Z× F where F is a finite group contain extreme sets of cardinality (#F )2;
such sets cannot be contained in a coset of a finite group; see Proposition 2.8.
2.2. Subgroups and quotients. The following is a simplified version of
[5, Theorem 2.1 (i)].
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Proposition 2.8. Let H ⊂ G be a subgroup of cardinality N . If gn + H,
1 ≤ n ≤ N , are distinct cosets of H, then ⋃N1 gn +H is extreme.
Proof. Let mH be Haar measure on H with ‖mH‖ = N . Let λ1, . . . , λN be
elements of Γ whose restrictions to H are the N characters of H. Then m̂H
is N times the characteristic function of H⊥ and ν̂n = λ̂nmH is the N times
characteristic function of λn +H
⊥, 1 ≤ n ≤ N . Hence
(2.4) ν̂nν̂ℓ = 0 (1 ≤ n 6= ℓ ≤ N.
Let τn = δgn ∗ (λnmH), 1 ≤ n ≤ N and µ =
∑N
1 τn. Then, |µ̂| ≡ N
everywhere, the support of µ is the union of N disjoint cosets of size N , so
‖µ‖ = N2 and µ is extreme. 
The following was suggested by L. T. Ramsey and is included with per-
mission.
Proposition 2.9. Let H be a subgroup of G and E ⊂ G extreme. If
#(E/H) = #E, then E/H is extreme in G/H.
Proof. Let µ be an extreme measure on E, with ‖µ‖ = #E and ‖µ̂‖∞ =√
#E. Let ν be the measure on E/H given by ν(g+H) = µ({g}) for g ∈ E.
If γ ∈ H⊥ = (G/H )̂ ⊂ Ĝ, then
ν̂(γ) =
∑
g+H∈E/H
〈−γ, g +H〉ν(g +H)
=
∑
g∈E
〈−γ, g〉µ({g})
= µ̂(γ).
Thus, ‖ν‖ = #(E/H) = #E and ‖ν̂‖∞ =
√
#(E/H). Therefore ν and
E/H are extreme. 
Remark 2.10. The converse is false. Indeed, let E = {0, 1, 2} ⊂ G = Z8
and H = {0, 4}. Then {0, 1, 2} fails the test of Corollary 2.4: 2 and 6 have
unique representations in the difference set, so {0, 1, 2} is not extreme in
Z8 .
1 Now let τ : G→ G/H be the natural mapping. Then τ(E) = {0, 1, 2}
a three element set in Z4 and therefore extreme.
2.3. Automorphisms and equivalent sets. A group of prime order p has
p− 1 automorphisms, given by multiplication by integers 1 ≤ j < p. Every
element (except the identity) is moved by every non-trivial automorphism.
A group of prime power order pk also has p − 1 automorphisms [6, Thm.
4.1].2 See [1, 6, 7, 8] for more on automorphisms of finite abelian groups.
1Alternatively, apply [5, 3.1]’s enumeration of three-element extreme sets, or just use
the computer, which quickly confirms that {0, 1, 2} is not extreme in Z8 .
2A proof of this fact is sketched in [2].
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Two subsets, E,F of a group G are equivalent if one of them can be
obtained from the other by a sequence of group automorphisms and trans-
lations. It is immediate that all the sets in an equivalence class have the
same Sidon constant. It is not true that having the same Sidon constant
and cardinality implies two subsets are equivalent; examples are provided by
Proposition 7.8 and the subsets of Z2×Z4 given in [5, 3.3 (i)]. Whether two
non-extreme sets in different equivalence classes can have the same Sidon
constant is unknown. Our computer program has not found any for sets of
cardinality up to 7 in groups of order less than 30.
In groups of prime order, all two-element sets are equivalent. On the other
hand, in the group Z7 there are two equivalence classes of three element sets,
one generated by {0, 1, 2} and the other by {0, 1, 3}. Since equivalent sets
have equal Sidon constants, and those two sets have different constants,
that gives a different proof that those two sets are not equivalent. It is often
useful to list the elements of the equivalence classes for each finite group
and our programs that search for extreme sets do more-or-less that as a
preliminary step.
2.4. The pseudo-Sidon constant (PSC). It is easier to write programs
to calculate the infimumRevised defn of PSC to re-
flect what computer pro-
gram does.
Don’t know if PSC(E) =
1/S(E).
2019-08-23
(2.5) PSC(E) = inf{‖µ̂‖∞ : supp µ = E, |µ({x})| = 1 ∀x ∈ E}
than to compute the Sidon constant directly and select sets for which it is
extreme:. We call PSC(E) the pseudo-Sidon constant (PS constant, PSC)
of E and note the trivial:
Proposition 2.11. E is extremal if and only if PSC(E) = S(E), which
occurs if and only if PSC(E) =
√
#E.
When we want to be clear about the group which contains E, we will
write PSC(E,G).
2.4.1. The PSC and sets with two elements. That the PSC can give an
interesting (or odd) result is evidenced by Part 2 of the following (which
does not extend in any obvious way, though the computer does suggest the
existence of other sets with PSCs of
√
3 and of others with integer PSCs).
Part (3) is [5, 3.4(ii)] and Part (1), if new, is also obvious.
Proposition 2.12. (1) PSC({0, 1},Zn ) increases monotonically to 2
as n→∞.
(2) PSC({0, 1},Z3 ) =
√
3.
(3) The only two-element extreme sets are cosets.
Proof. (1). Let µ = δ0 + e
2πiθδ1 on Zn . Then
(2.6) µ̂(k) = 1 + e2πi(θ−
k
n
), for k in the dual of Zn (i.e., 0 ≤ k < n).
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It is clear from (2.6) that the minimum (over θ) of supk |µ̂(k)| will occur only
when θ is an odd multiple of 12n and that the minimum will be |1+ e2πi/2n|.
Clearly, |1 + e2πi/2n| → 2 monotonically.
(2). Let ν = δ0 + e
2πi/3δ1. It will be clear from the next paragraph that
‖ν̂||∞ =
√
3, so the PSC is at most
√
3.
Note that if, more generally, µ = δ0 + e
iθδ1, then |µ̂(0)|2 = 2 + 2 cos θ.
Hence |µ̂(0)| ≤ √3 if and only if
(2.7)
π
3
≤ θ ≤ 5π
3
mod 2π.
Now, µ̂(1) = 1 + e(θ−2π/3)i, so |µ̂(1)| ≤ √3 if and only if
(2.8) − π
3
≤ θ ≤ π mod 2π.
Finally, µ̂(2) = 1 + e(θ−4π/3)i, so |µ̂(2)| ≤ √3 if and only if
(2.9) − π ≤ θ ≤ π
3
mod 2π.
Putting (2.7)-(2.9) together, we see that θ = ±π3 and ||µ̂||∞ =
√
3.
(3). [5, 3.4 (ii)] It is enough to show that {0, k} ⊂ Zm is extreme if and
only if k divides m and m/k = 2. But if ν = δ0 + αδk has ‖ν̂‖∞ =
√
2 and,
in particular, |ν̂(0)| = |1 + α| = √2, then α = ±i. We may assume α = i.
Hence, ν̂(γ) = 1+ i〈γ, k〉 for γ in the dual of Zm. Therefore 〈γ, k〉 = ±1 for
all γ. Hence, k has order 2, that is, m/k = 2.
Here is a second proof of (3): let µ = δ0+δg. Then µ∗µ˜ = 2δ0+δg+δ−g. If
g 6= −g, then E fails the test of Corollary 2.4. Since subgroups are extreme,
the conclusion follows. 
Remark 2.13. We note that the transform of ν in (2) does not have a constant
absolute value, as is to be expected from Theorem 2.2.
2.5. Limits of extreme sets of a given cardinality. This section is
about limits of extreme sets. The term “limit” needs clarification: Let a
sequence of sets Ej ⊂ T and E ⊂ T be given. We say Ej → E if
max
(
sup
x∈Ej
inf
y∈E
|x− y|, sup
y∈E
inf
x∈Ej
|x− y|).→ 0
This is, of course, the Hausdorff distance.3
A finite set in the group Zm can be thought as a subset of Z mod m or
it can be identified with the subset of {e2πik/m : 0 ≤ k < m} ⊂ T, where
T (= R mod 2π) is the circle group. When we speak of “limits”, we are
thinking of the latter representation. However to avoid the clutter (and
eyestrain) of many exponentials, we shall often write “k” where we mean
“e2πik/m” and m is implicit.
3Alternatively, let µj be counting measure on Ej for each j. If µj → µ weak* in M(T)
and E = Supp µ, then E is the of the Ej .
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Lemma 2.14. Suppose N > 5 and that there exist primes 2 ≤ p1 < p2 < . . .
such that each Zpk contains a set Ek of cardinality N that is the support of
an extreme measure. Then there exists an extreme set F ⊂ T of cardinality
N , a subsequence pkℓ and sets Fℓ ⊂ Zpkℓ of cardinality N such that F is the
limit of the Fℓ, #F = N and F is the support of an extreme measure.
Proof. We recall that if pℓ is prime, then Zpℓ has pℓ automorphisms. By
renumbering as we go and translating if needed, we may assume kℓ = ℓ for
all ℓ, as well as
(2.10) 0 ∈ Eℓ and p1 > 300N2.
deleted the repititious
“We may assume 0 ∈ E.”.
Added a comma after
“N”
2019-08-08
We now count automorphisms. Fix an ℓ. Write the elements of Eℓ as
{e2πgℓ,n/pℓ : 0 ≤ n < N}. For 1 ≤ m < n ≤ N , let Hm,n be the set of
automorphisms T such that
(2.11) |Tgℓ,m − Tgℓ,n| ≤ 2π
10N2
.
The reader will note that here we are using both the representation of Zpℓ
as Z mod pℓ (using the gℓ and T ) and as a subgroup of T (to calculate the
distance between points as in (2.11)).
Since there are at most 1+2pℓ
10N2
elements of G that close (half on one “side”,Inserted “there”
2019-08-08
Deleted the “3+” and
added “+1”, both here
and ff.
2019-08-12
half on the other “side” and one in the middle), there are at most that many
automorphisms that carry the two points that close to each other. Hence⋃
1≤m<n≤N Hm,n has cardinality at most
(N
2
) 3pℓ
10N2 , so there are at least
4
(2.12) pℓ − 3pℓ
10
≥ 7pℓ
10
≥ 210N2
automorphisms which keep the elements of Eℓ separated by at least
2π
10N2
.
Therefore, for all sufficiently large ℓ, there exists an automorphism Sℓ of
Zpℓ such that the elements of Fℓ = SℓEℓ are all at least
2π
10N2
apart from
each other.
Now for the limits. For each ℓ put an extreme measure µℓ on Fℓ (now
Fℓ ⊂ T) with ‖µℓ‖ = N and ‖µ̂ℓ‖∞ =
√
N . We can find a subsequence µℓk
which converges weak-* in M(T) to a measure µ. Since |µℓ| ≡ 1 on Fℓ and
because the elements in the supports of the µℓk stay apart, the support of
µ has N elements, ‖µ‖ = N and µ is extreme. The support F of µ is our
limit set and is also thus extreme. 
Remark 2.15. There is no guarantee that the limit set is contained in a
group of prime order, and, in fact, the next result arranges for the limit set
not to be contained in a group of finite order.
Remark 2.7 shows that the limit argument above can fail for TCAV mea-
sures since their masses are not necesssarily bounded away from 0.
4 We use (2.10) and replaced “1 + 2pℓ” with “2pℓ”.
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Lemma 2.16. Let N > 1. Then there does not exist an infinite number of
primes pk such that Zpk contains an extreme set of cardinality N .
Proof. This is a continuation of the proof of Lemma 2.14 and we retain the
notation of that proof, the assumptions (2.10)-(2.11) and the properties of
the limit set given by Lemma 2.14. In particular we see from (2.12) that
there are 710pℓ autormorphisms that keep the points of Eℓ separated for each
ℓ.
Because of [5, 3.1-3.3 and 3.4 (ii)], we may assume N > 5. Since in a
group of prime order, all doubletons are equivalent, we may assume that for
each ℓ, gℓ,1 = 0 and gℓ,2 = 1.
Enumerate all the primes in increasing order as 2 = q1 < q2 < · · · and
enumerate the elements of the sets Eℓ = {0, gℓ,2, . . . , gℓ,N}.
For K = 1, . . . , let HK be the cyclic subgroup of T of cardinality MK =∏K
k=1 q
K
k . By passing to a subsequence of the pℓ, we may assume that
pℓ > Mℓ for all ℓ.
For each δ > 0 and 2 ≤ n ≤ N , the set of automorphisms S of Zpℓ such
that S(gℓ,n) is within δ of an element of HK\{0} has size at most 2MKδpℓ.
Let δK =
1
2MK(N−1)10K
. Then there are pℓ
10K
automorphisms that carry a
non-zero element of E to within δ of an element of ZMK . Thus, there are
at most
(2.13)
ℓ∑
1
pℓ
10K
<
pℓ
9
automorphisms that carry a non-zero element of Eℓ to within δK of ZMK
for 1 ≤ K < ℓ. Using (2.12), we see there are at least
(2.14)
6pℓ
9
automormorphisms that both separate the elements of Eℓ from each other
by at least 2π
10N2
and also keep the non-zero elements at least δK away from
elements of ZMK for 1 ≤ K < ℓ.
For each 1 ≤ ℓ < ∞ chose an automorphism Sℓ of Zpℓ such that the
elements of Fℓ = SℓEℓ are separated by
2π
10N2
and for each 1 ≤ K < ℓ the
non-zero elements of Fℓ are at least δK away from the elements of ZMK .
Then the limit set F ⊂ T of any convergent subsequence of the Fℓ = SℓEℓ
contains no element of any HK\{0} for each K = 1, 2, . . . . Let F be such a
limit.
Lemma 2.14 shows F is extreme. Let H be the group generated by F .
Then H = Zr × L where L is finite and 1 < r <∞.
Since 0 ∈ Fℓ for all ℓ we must have 0 ∈ F but
(2.15) F ∩ ({0} × L) contains only the identity of H
because F\{0} contains no elements of finite order.
Let µ be an extreme measure on F with ‖µ‖ = #E = #F = N . We may
assume µ has mass 1 at the identity.
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Let P : H → Zr the the natural projection of abelian groups and P ′ the
corresponding projection of measuresM(H)→M(Zr). Then (P ′µ)̂ = µ̂|L⊥.
That is, (P ′µ)̂ has constant absolute value of A >
√
5 on Z.5
Because of (2.15), (P ′µ)({0}) = µ({0} = 1 (here “0” is – abusively – the
identity of the group in question). Since the transform of P ′µ has absolute
value A > 1 ≥ (P ′µ)({0}), P ′µ cannot be supported only on the identity of
Zr. But the transform of P ′µ has constant absolute value. This contradicts
Corollary 2.6 (1) and completes the proof. 
Theorem 2.17. Let N > 1. Then there does not exist an infinite number
of groups Hk = Zpk,1 × · · · × Zpk,mk (all pk,m being prime and mk ≥ 1) such
that each Hk contains an extreme set of cardinality N .
Proof of Theorem 2.17. We may assume N > 5 since 1 ≤ N ≤ 5 are taken
care of by [5, 3.1-3.3 and 3.4(ii)].
Let E ⊂ Hk have N elements. It is clear that at most L =
(N
2
)
co-
ordinates are enough to distinguish the elements of E. We may assume
those coordinates are the first L ones. Projecting Zpk,1 × · · · × Zpk,mk onto
Zpk,1×· · ·×ZpL,mL will map any extreme measure on E to an extreme mea-
sure on the image of E, since the two norms ‖µ‖ and ‖µ̂‖∞ are preserved.
Thus, we may assume that the Hk have at most L factors.
The obvious coordinate-wise form of the proof of Lemma 2.16 gives the
required conclusion: a subsequence of (pk,1, . . . , pk,L) can be chosen so that
in each coordinate the projections of the Zpk,ℓ accumulate only at the identity
and at elements of infinite order and stay separated by a fixed amount.
Thus, in the product, the accumulation points are the identity and ele-
ments of infinite order. The proof now concludes as from (2.15), mutatis
mutandi. 
Remark 2.18. The previous proof fails for groups of prime power order be-
cause there are insufficient automorphisms.
3. A beastiary with remarks
Here are i) a table of extreme sets previously known from [4, 5], ii) two
tables of new extreme sets (“regular” and “irregular”) in cyclic groups, and
iii) a table of new extreme sets in non-cyclic groups. The tables are accom-
panied by some remarks.
Remarks 3.1. A dagger (†) indicates that the set is discussed in
Section §4.2.
(1) In Table 1 is, among other things, is an example of an extreme four-
element set in Z7 . Seven being prime, that four-element set is neither
5|µ̂| is constant on Z since it is the weak-* limit of extreme measures on Zpℓ ⊂ T. Of
course Z is dense in Ĥ.
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a coset nor a subset of a five-element coset. All the 4-element extreme
subsets of Z7 are equivalent. We have not investigated the situation
in other groups of prime order, but one could make Conjecture 4.3.
(2) Computer calculations show that the six-element set in Z7 is not
extremal and hint that the ten-element set in Z11 and the 14-element
set in Z15 are also not extremal. See §5 for more on the computer
programs and their limitations.
(3) We have found some cyclic groups contain two non-equivalent ex-
treme sets of the same cardinality. We provide proofs for that asser-
tion below.
(4) Computer calculation with the 12-element set in Z13 suggest that it
is extreme. However, the masses suggested by that computer calcu-
lation do not give a clear indication of what might be an extreme
measure, those masses involving exponents whose denominator is
222. It is possible that replacing one or more of the factors of 2 with
11 would produce a better result, but using such a large factor would
slow the program down impossibly. Hence, this set does not appear
in Table 3.
(5) Consideration of the 17-element set in Z18 was occasioned by the
thought that the convolution of µ ∗ µ˜, when µ is extreme on the 17-
element set, would produce 16 terms at each of the elements 1, . . . , 17
and that therefore we had the possibility of cancellation if the masses
Group Set (size) Extreme measure
G G (#G) See [4]
Z4 0. . . 2 . (3) δ0 + e
3πi/4δ1 + iδ2
Z5 0. . . 3. (4) δ0 + δ3 + e
2πi/3(δ1 + δ2)
Z6 0. . . 4. (5) δ0 + δ4 − δ2 + e3πi/2(δ1 + δ3)
Z7 0. . . 2, 4. (4) δ0 − δ1 − δ2 − δ4
Z8 0. . . 6. (7) δ0 + δ6 + e
2πi/3(δ1 + δ2 + δ4 + δ5)
+e4πi/3δ3
Z 32 (0, 0, 0), (0, 0, 1), (0, 1, 0), δ(0,0,0) − δ(0,0,1) − δ(0,1,0)
(0, 1, 1), (1, 0, 0. (5) −δ(0,1,1) + iδ(1,0,0)
Z2×Z4 (0,0), (0,1), (1,3), (1,0). (4) δ(0,0) + i(δ(0,1) + δ(1,0))− δ(1,3)
Z12 0, 1, 2, δ0 + δ4 + e
3πi/2δ2 + e
5πi/4δ3
5, 10. (5) +eπi/4δ7
Z2×Z4 (0,0), (0,2), (1,0), δ(0,0) − δ(0,1) − δ(0,2)
(1,2), (0,1). (5) +i(δ(1,0) + δ(1,2))
Z 32 (0,0,0), (1,0,0), (0,1, 0), δ(0,0,0) − δ(0,0,1) − δ(0,1,0)
(0,0,1), (1,1,0). (5) −δ(0,1,1) + iδ(1,0,0)
Table 1. Extreme sets from [4, 5]
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Group Set (size) Extreme measure
Zk 0 . . . (k − 2). (k − 1), See table above and [4, 5]
for 4 ≤ k < 6 & k = 8
Z9 0. . . 7. (8) δ0 + δ7 + e
10πi/7(δ1 + δ6)
+e4πi/7(δ2 + δ5) + e
2πi/7(δ3 + δ4)
Z10 0. . . 8. (9) δ0 + δ2 + δ6 + δ8 − i(δ1 + δ7)
+i(δ3 + δ5)− δ4
Z12 0. . . 10. (11) δ0 + δ4 − δ8 + e7πi/4(δ1 + δ5 + δ9)
−iδ2 + e5πi/4δ3 + i(δ6 + δ10) + eπi/4δ7
Z14 0. . . 12. (13) δ0 + δ12
+e4πi/3(δ1 + δ3 + δ4 + δ8 + δ9 + δ11)
+e2πi/3(δ2 + δ5 + δ6 + δ7 + δ10)
Z17 0. . . 15. (16) δ0 + δ9 + δ15 + e
6πi/5(δ1 + δ2 + δ13 + δ14)
+e8πi/5(δ3 + δ5 + δ10 + δ12)
+e2πi/5(δ4 + δ6 + δ7 + δ8 + δ11)
Z18 0. . . 16. (17) δ0 + δ4 + δ12 + δ16
+iδ7 + iδ9 − δ2 − δ6 − δ8 − δ10 − δ14
−i(δ1 + δ3 + δ5 + δ11 + δ13 + δ15)
Z20 0. . . 18. (19) δ0 + δ5 + δ6 + δ8 + δ9 + δ10 + δ12 + δ13
+e4πi/3(δ1 + δ3 + δ4 + δ14 + δ15 + δ17)
+e2πi/3(δ2 + δ7 + δ11 + δ16 + δ18)
Table 2. “Regular” extreme sets in cyclic groups
involved were ±1, ±i only, which would make for the most rapid
machine computation, and that occurred. Something similar might
hold for the 65-element set in Z66 but the calculation here would
likely take 249 times as long.
We note that if µ above is multiplied by δ−8, the resulting mea-
sure is self-adjoint (that is, (δ−8 ∗ µ)˜ = δ−8 ∗ µ). Hence, the set
{−8, . . . , 8} is the support of an extreme measure with real trans-
form.
A similar thought worked for 5th (resp. 3rd) roots of unity in the
case of 16 elements in Z17 (resp. 19 elements in Z20).
In general, if k has a small factor, j, then there is the possibility
that jth roots will appear as masses of an extreme measure on the
set of k + 1 elements in Zk+2 and be quick for the computer to find
if j is sufficiently small. That won’t work for 12 elements in Z n13 or
for 18 elements in Z19.
(6) If the extreme measure given for {0−16} ⊂ Z18 is multiplied by δ−8,
the resulting measure is self-adjoint (that is, (δ−8 ∗ µ)˜ = δ−8 ∗ µ).
Hence, the set {−8, . . . , 8} is the support of an extreme measure with
real transform.
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Group Set (size) Extreme measure
Z10 0. . . 4,7 (6) * † δ0 + e5πi/6δ1 + e2πi/3δ2 + e5πi/6δ3
+e2πi/1δ4 + e
πi/6δ7
Z14 0,1,2,3,4,7 (6) † δ0 + e10πi/12δ1 + e8πi/12δ2
+e2πi/12δ7
Z12 0. . . 2,5,6,8,9 (7) † δ0 + e7πi/12δ1 + δ3 + e5πi/6δ4
+iδ6 + e
7πi/12δ7 + iδ9 + e
5πi/6δ10
Z16 0. . . 2,4,5,7,11 (7) δ0 − δ1 + e4πi/3δ2 + δ4 + e5πi/3δ5
+e5πi/3δ7 +−δ11
Z19 0. . . 2,5,12,13,15 (7) δ0 + e
4πi/3δ1 + δ2 + δ5 + e
4πi/3δ12
+e4πi/3δ13 + e
πi/3δ15
Z12 0, 1, 3, 4, 6, 7, 9, 10 (8) † δ0 + e7πi/6δ1 + δ3 + e5πi/3δ4 + eπiδ6
+e7πi/6δ7 + e
πiδ9 + e
5πi/3δ10
Z16 0, 1, 4, 5, 8, 9, 12, 13 (8) † δ0 + e22πi/12δ1 + e18πi/12δ4
+e22πi/12δ5 + δ8 + e
10πi/12δ9
+e18πi/12δ12 + e
10πi/12δ13
Z12 0. . . 8 (9) † δ0 + e23πi/12δ1 + e3πi/2δ2
+e17πi/12δ3 + δ4 + e
πi/4δ5
+e7πi/6δ6 + e
5πi/12δ7 + e
4πi/3δ8
Z12 0,1,2,4,5,6,8,9,10 (9) † δ0 + e10πi/6δ1 + e10πi/6δ2 + e8πi/6δ4
+e102πi/6δ5 + e
2πi/6δ6
+e4πi/6δ8 + e
10πi/6δ9 + e
6πi/6δ10
Z13 0. . . 5, 7, 9, 10 (9) δ0 + δ1 − δ2 − δ3 + δ4 − δ5 − δ7
−δ9 − δ10
Table 3. “Irregular” extreme sets in cyclic groups by set size
That suggests Conjecture 4.1 below.
(7) We have found no other six-element extreme sets (other than cosets
and homomorphic images of {0, 1, 2, 3, 4, 7}) in groups whose order
is a multiple of 10) in any cyclic group of order at most 29. (That
search took nearly 8 days of continuous computation.)
That suggests Conjecture 4.2.
(8) Sets of the form {0, g} + {0, n} in Z2n and 1 ≤ g < n are extremal
according to [5, Theorem 2.1] and are also omitted from the Table
3, as are images of 4-element sets in cosets of size 5 and 7. We also
omitted sets contained in subgroups and sets of cardinality a perfect
square that are obtained by application of Theorem 2.2 as well as
those extreme sets that are the sum of an extreme set with a coset.
For example, {0, 1, 2, 3, 5, 6, 7, 8} ⊂ Z10 is the sum {0, 5}+{0, 2, 6, 8}.
Similarly, {0, 3, 6, 12} + {0, 5, 10} ⊂ Z15.
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Group Set size Extreme measure
Z 32 6 δ(0,0,0) − iδ(0,0,1) + e7πi/4δ(0,1,0)
+e3πi/4δ(0,1,1) + e
πi/4δ(1,0,0) + e
πi/4δ(1,0,1)
Z 24 6 † δ(0,0) + e7πi/4δ(0,1) + iδ(0,2) + e3πi/4δ(0,3)
+e3πi/4δ(1,0) + e
3πi/4δ(1,2)
Z 24 6 δ(0,0) + e
23πi/12δ(0,1) − iδ(0,2) + eπi/3δ(1,0)
+e11πi/12δ(1,1) + e
11πi/6δ(1,2)
Z2×Z4 6 δ(0,0) + e7πi/4δ(0,1) + iδ(0,2) + e3πi/4δ(0,3) + e3πi/4δ(1,0)
+e3πi/4δ(1,2)
Z2×Z4 6 δ(0,0) + e23πi/12δ(0,1) − iδ(0,2) + eπi/3δ(1,0)
+e11πi/12δ(1,1) + e
11πi/6δ(1,2)
Z 23 7 δ(0,0) + e
5πi/3δ(0,1) + e
2πi/3δ(0,2) + e
5πi/3δ(1,0)
+δ(1,1) + e
2πi/3δ(2,0) + e
πi/3δ(2,2)
Z 22 ×Z3 8 δ(0,0,0) + e7πi/15δ(0,0,1) − iδ(0,1,0) + e29πi/30δ(0,1,1)
+iδ(1,0,0) + e
29πi/30δ(1,0,1) − δ(1,1,0) + e7πi/15δ(1,1,1)
Z4×Z3 8 δ(0,0) − iδ(1,0) + δ(2,0) − iδ(3,0) + e11πi/6δ(0,1)
+e11πi/6δ(1,1) + e
5πi/6δ(2,1) + e
5πi/6δ(3,1)
Table 4. Extreme sets in some non-cyclic groups
Those sort of examples will complicate the process of finding all
extreme sets of composite cardinality.
(9) Further complicating matters is that the program gives
δ0 + e
2πi/3(δ1 + δ2) + δ3
a s an extreme measure on {0, 1, 2, 3} ⊂ Z5 if one starts the search
with third roots of unity, but if one starts with 15th roots of unity,
δ0 + e
2πi/15δ1 + e
14πi/15δ2 + e
2πi/5δ3 is produced.
Similarly, starting the search for 11 elements in Z12 with mesh 5
gives an extreme measure with 10th roots of unity (in contrast to the
one given in Table 2, which had 8th roots): δ0+δ5+δ10+e
4πi/5(δ1+
δ9) + e
2πi/5(δ2 + δ8) + e
8πi/5(δ3 + δ4) + e
8πi/5(δ6 + δ7).
Also, different variants of the search program can give different
extreme measures: a late variant of the search program gave the
extreme measure in Table 2 for the 13-element set in Z14, δ0 + δ2 +
δ10+ δ12+e
7πi/4(δ1+ δ9)+e
3πi/4(δ3+ δ8+ δ11)+e
3πi/2δ4+e
5πi/4δ5+
iδ6 + e
πi/4δ7 was given by an earlier variant.
(10) The 8-element set in Z12 is not the sum of a coset and an extreme
set; see Lemma 7.19 and Proposition 7.20.
(11) As nearly as we and our (probably poor) programs can tell, the two
6-element sets in Z2 × Z4 given in Table 4 are not equivalent.
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Conjecture 4.1 does not “explain” the extremality of {0, 1, 2, 4} in Z7 , the
extremality of {0, 1, 2, 3, 4, 7} in Z10, nor the extremality of {0, 1, 2, 5, 6, 8, 9}
in Z12. The computer has looked at subsets of Z11 up to size 8 and not found
any extreme ones.
4. Conjectures, questions, and a few proofs of extremality
4.1. Conjectures and questions. All of these conjectures and questions
are suggested by the examples so far or by numerical evidence – or by the
desire to know how long a computer run will take.
Conjecture 4.1. An n − 1 element subset of Zn is extreme iff n is not con-
gruent to 3 mod 4.
Conjecture 4.2. The only six-element extreme sets in cyclic groups are Z6 ,
{0, 1, 2, 3, 4, 7} ⊂ Z10, and their images under group homomorphism and
translation.
Conjecture 4.3. If p is prime and 1 < n < p, all the extreme n-element
subsets of Zp are equivalent.
Conjecture 4.4. If two subsets of Zk have the same cardinality, the same
Sidon constant and are in different equivalence classes, then they are ex-
treme.
Conjecture 4.5. Extreme sets with prime cardinality appear “more” fre-
quently than sets whose cardinality is not prime and not a perfect square.
Question 4.6. What is the rate of growth of the number of distinct extreme
sets of cardinality N in terms of N . “Distinct” means “not carried to one
another by group injections, automorphisms or translations. ”
Question 4.7. Is there an explicit formula for the number of equivalance
classes of size k in a group of order n? Or an order of growth in terms of k
and n?
Question 4.8. What extreme sets support extreme measures with real trans-
forms?
4.2. Extremal sets and their measures for cyclic groups. In this sub-
section we give a few sample proofs of some of the extremalities claimed
earlier and of related results. In almost all cases of extremality, we leave
it to the reader to show that the measure in the relevant table is indeed
extreme. We also show that the extreme sets here are neither sums of other
extreme sets nor of a subgroup and a set as in Theorem 2.2.
We begin with proving a few extremality results from [5] to illustrate what
was omitted from that paper.
Proposition 4.9. Z3 and µ = δ0 + e
4πi/3δ1 + δ2 are extreme.
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Proof. µ∗ µ˜ = (1+1+1)δ0+(1+e4πi/3+e2πi/3)δ1+(e2πi/3+e4πi/3+1)δ2 =
3δ0 
Proposition 4.10. [5] {0, 1, 2} ⊂ Z4 and ν = δ(0) + e3πi/4δ(1) + iδ(2) are
extreme.
Another extreme measure is µ = δ(0) − e3πi/4δ(1) + iδ(2) = δ(0) +
e7πi/4δ(1) + iδ(2). All extremal measures have one of the forms, ν or µ:
Suppose µ = δ0 + aδ1 + bδ2 is extreme on {0, 1, 2} ⊂ Z4 . Then µ ∗ µ˜ =
3δ0 + (a+ a¯b)δ1 + (b+ b¯)δ2 + (a¯+ ab¯)δ3 = 3δ0. Hence, b+ b¯ = 0 so b = ±i.
Assume b = i. Then a¯ − ia = 0 so6 either a = ±e±πi/4 or a = ±e±3πi/4.
Since y = −x, we have a = ± exp(3π/4).
Every three-element extreme set can be obtained from Z3 and a 3-three
element subset of Z4 by the operations of group automorphism, passing to
a subgroup, and translation [5, 3.1(ii)]. See [2] for a proof of part of [5,
3.1(ii)]. The complications of the proof there illustrate why the proofs of [5,
3.1-3.3] occupied 200 pages of manuscript.
4.3. Non-equivalent extreme sets.
Proposition 4.11. [5] The subsets E = {0, 2, 4, 6, 8}, F = {0, 2, 3, 4, 7} of
Z12 are extreme but not equivalent.
Proof. Non-equivalence: the group automorphisms of Z12 are multiplication
by 5, 7 and 11 (all mod 12). Each of them takes odd elements of Z12 to
odd elements and even elements to even elements. Translations either take
evens to evens and odds to odds or evens to odds and odds to evens. Thus,
no combination of group automorphisms and translations can take E, whose
image will contain either only evens or only odds, onto F , which contains
both evens and odds.
{0, 2, 4, 6, 8} is extreme because it is a five-element subset of the the coset
{0, 2, 4, 6, 8, 10} in Z12.
The proof of the extremality of the second set is in [2]. 
Proposition 4.12. Each of 7-element sets
(1) {0, 2, 4, 6, 8, 10, 12} and
(2) {0, 1, 2, 4, 5, 7, 11}
is extreme in Z16. They are not equivalent.
Proof. The sets are not equivalent because the automorphisms (multiplica-
tion by odd integers) preserve the parity of elements and translation switches
or leaves fixed the parity. Since the first set has both odd and even elements
so will every set equivalent to it. (We will use this argument again in Propo-
sition 7.21.)
6 Let a = x + iy. Then a¯ − ia = x − iy − ix + y = 0 means x+ y = 0. Since |a| = 1,
x = ±√2/2.
A BEASTIARY. . . – October 3, 2019 19
As for extremality, first note that {0, 2, 4, 6, 8, 10, 12} is extreme because
it is a 7 element subset of an 8 element coset and so extreme. For the other
set, use the measure in Table 3. Further details are in [2]. 
Proposition 4.13. The 8-element set {0, 1, 3, 4, 6, 7, 9, 10} is extreme in Z12
and is not the sum of two extreme sets in spite of being the sum {0, 1, 3, 4}+
{0, 6} and also the sum {0, 3, 6, 9} + {0, 1}.
Proof. The reader can verify for herself that the measure given in Table 3
for this set is extreme.
In the proof of non-equivalency we apply Lemma 7.19 below and the fact
that {0, 1} is not extreme in Z127 
Lemma 4.14. Z12 has no 8-element set that is a sum of a four-element
extreme set and a coset.
Proof. Suppose E = A+ B has 8 elements, where A has 4 elements and B
has two. We may assume 0 ∈ A and B = {0, 6}. Clearly A cannot contain
6. Corollary 2.4 and calculation (both by hand and machine) show that if a
4-element set in Z12 lacks 6, it is not extreme.
8

Proposition 4.15. The 8-element set {0, 1, 4, 5, 8, 9, 12, 13} is extreme in
Z16 even though it is not equivalent to a coset of {0, 2, 4, 6, 8, 10, 12, 14}.
Proof. The set is not equivalent to a coset because the autormorphisms (mul-
tiplication by odd integers) preserve the parity of elements and translation
switches or leaves fixed the parity. Since this set has both odd and even
elements, so will every set equivalent to it.
We leave to the reader that the measure given in Table 3 is extreme. 
Proposition 4.16. The 9-element sets {0, 1, 2, 3, 4, 5, 6, 7, 8} and
{0, 1, 2, 4, 5, 6, 8, 9, 10} are extreme in Z12. They are non-equivalent.
Proof. There are two ways to prove non-equivalence. First, by a tedious
calculation (which we delegated to a computer). The second is to show that
one of the sets is the sum of a coset with a three-element set and the other
is not, which we do in the next paragraph.
The only 3-element subgroup in Z12 is {0, 4, 8}. If {0, 4, 8} + {a} ⊂
{0, 1, 2, 3, 4, 5, 6, 7, 8}, then a 6= 1, 2, 3, since 8+1 = 9, 8+2 = 10, 8+3 = 11
are not in E. Similarly, a 6= 5, 6, 7, 9, 10, 11 since none of those elements is
in E. Thus, a ∈ {0, 4, 8} and the first set is seen not be a sum.
Of course, {0, 4, 8} + {0, 1, 2} = {0, 1, 2, 4, 5, 6, 8, 9, 10} and both final
conclusions follow.
Proofs that the measures given in Table 3 are extreme are given in [2]. 
7The difference {0, 1}−{0, 1} produces the terms 0−0, 1-1, 0-1, 1-0 and so {0, 1} ⊂ Z12
fails the test of Corollary 2.4.
8 The only 4-element extreme sets of Z12 (up to equivalence) are {0, 1, 6, 7}, {0, 2, 6, 8}
and {0, 3, 6, 9}, all containing 6. Several other four-element sets pass the test of Corol-
lary 2.4 but are not extreme.
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5. The computer programs
5.1. General descriptions. We have two sets of programs: those searching
for extreme sets and those checking that a putative extreme set is extreme.
In each set there are separate programs for cyclic and non-cyclic groups. The
search programs for cyclic groups are of two types: those which examine
the Fourier-Stieltjes transforms of measures, and those which look at the
convolution µ ∗ µ˜ of candidate measures to see if the coefficients of that
product are (close to) zero except at the identity.
The search programs divide into two classes of two streams each:
• findBest – searchs for measures with minimal FST
• findX – searches for extreme measures (and keeps fewer candidates
than findBest)
In each case the program saves a list of promising candidates and discards
less promising ones, assuming there are not too many “promising” ones.
Each saved measure is used as a starting point for an increased mesh, usually
doubled, at the next pass.
The programs are not perfect, are in my poor C, and have been run only
in (Debian 8 & 9) Linux BASH terminal windows – there is no proper user
interface, much less a GUI front end. One edits the source code slightly and
recompiles for each group and set size(s). Whether my programs can be run
in other operating systems without changes I do not know, though for other
versions of Linux the answer is almost surely yes.
The programs that look for extreme sets can be assigned to use up to 16
GB of resident RAM for storing promising measures for each group/setsize
pair. Those programs are easily modified to use less RAM, in which case
they will also run faster and give less reliable results (see next section).
5.2. Confidence in the results. This depends on the answer a search
program gives. Each time a program said, “this set is extreme and here
is an extreme measure,” the program was correct. If the program said,
“there’s no extreme measure on this set,” one can be confident only if a) the
program has looked at all possible measures directly, or b) if the program
shows that the measures not considered cannot be extreme because they
are too close to non-extreme ones (a little differential calculus is useful in
setting up the relevant inequalities). For example, in the case of six elements
in Z7 , the search programs showed that the square of the PSC is at least
6.74670307754671 with an error of at most 0.000467467. Hence, the set
is not extreme. Alternative calculations, one written in C by the author
and the other in Mathematica by L. T. Ramsey, show that each candidate
measure µ is such that µ ∗ µ˜− 6δ0 has at least one coefficient that’s greater
than 0.3.
The programs (whether looking at the FST or looking at µ∗µ˜−(setsize)δ0)
discard candidates if there are too many to keep for further examination.
This means a “no extreme set here” result cannot be relied upon.
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5.2.1. 10 elements in Z11. The case of 10 elements in Z11 is instructive.
The search for an extremal measure reported discarding many billions of
candidates. Not discarding candidates would have required least 43 GB of
RAM to get beyond an initial mesh of 8 (that took 1 minute 23 seconds) and
19 terabytes of RAM with an initial mesh of 16 (which took 11.5 hours).
Writing candidates to disk and reading them back are even more time-
consuming activities in and of themselves.
Increasing the starting fineness of the initial search (a possible way to
reduce the potential number of candidates stored) will increase the time
needed for the first pass: starting with mesh = 16 takes about 11.5 hours
and starting at 32 will take more than 9 months, with no assurance that the
number of candidates needed to look at will be fewer than for mesh = 16.
Looking at the mesh 8 case again: there were about 80,000,000 candidates
discarded. To search each of them to final mesh of 64 I estimate would take
a bit more than two centuries.
5.2.2. More generally, n−1 elements in Zn. Each point mass in the expan-
sion of ν = µ ∗ µ˜ (other than at the identity) has n− 1 terms. For them to
sum to zero they must involve either the (n−2)th roots of unity or kth roots
of unity where k divides n− 1, possibly rotated. Thus, the most promising
search involves starting with one of those ks. Of course, for 12 elements in
Z13, this means starting with an initial mesh of 11, which would take sev-
eral years to complete. We started the search for an extremal measure on
the 23-element subset of Z24. It took 23.5 seconds to complete that initial
search. Assuming that 23 of those seconds were in setting up, that means
that some 6000 millenia would be needed (for our computer program on our
hardware) to do mesh 4 with no discarding of candidates. Alternatively,
to process, say, 10 million candidates saved by the mesh 2 pass for mesh 4
would take mere additional 38 years.
Of course, in n is not too large and n − 2 has a small factor, finding an
extremal measure may be possible, as the cases of n=12, 14, 17, 18, and 20
show.
5.3. Can we go further? Not much. As the above indicates, a “not ex-
treme” report for a set with 10 or more elements cannot be believed and
furthermore, the time and memory demands increase so rapidly that, absent
more than several orders of magnitude in computational power, there will
be no computationally trustworthy “not extreme” results for these larger
sets in the forseeable future.
“Is extreme” results are easier to come by as indicated, but of course each
additional element in the set increases search time by at a factor of 2 for
initial mesh = 2, and initial meshes greater than 3 are not feasible for larger
sets.
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5.3.1. Summary of particular cases. If an n− 1 element subset of Zn (n ≤
15) does not appear in Table 2, then the comuter program has given an
unreliable “not extreme” conclusion.
5.4. More on searches.
Bounding the PSC. This gives an upper bound of the PSC. If this type of
search gives PSC equal to the square root of the setsize, we have found an
extremal set. If the search fails to show the PSC is the root of the set size,
we cannot conclude that the set is not extremal unless nothing was thrown
away and the search is fine enough.
Bounding the mass of ν ∗ ν˜ − (setsize)δ0. Assume µ is extremal, so µ ∗ µ˜ =
(setsize)δ0. Let ν be a test measure
9. Then
(5.1) ‖(setsize)δ0 − ν ∗ ν˜‖ = ‖µ ∗ µ˜− ν ∗ ν˜‖ ≤ 2(setsize)‖µ − ν‖.
The above is in turn is bounded on the right by
(5.2) ε = 2 (setsize) (setsize − 1) 2π
mesh
,
when ν is the measure closest to µ in our search and mesh is the number of
distinct masses considered at each point of E (giving rise to time estimates of
the order of (mesh)setsize−1). If all the measures looked at with a particular
mesh satisfy
(5.3) ‖ν ∗ ν˜‖ > setsize+ ε,
then no finer search (i.e., with larger mesh’s) will produce an extremal
measure . Hence, there can be no extremal measure on that set.
This means that we make our lists of measures that satisfy
‖ν ∗ ν˜‖ ∈ [setsize− PRECISION, setsize+ ε+ PRECISION ].
Now, to speed up the program, instead of calculating |ν ∗ ν˜({g})|, which
would involve two squares and a square root for each of grouporder − 1
points, we calculate
|ℜ(ν ∗ ν˜({g})|+ |ℑ(ν ∗ ν˜({g})|
at grouporder − 1 points. That introduces a factor of √2 and means that
we make our lists using measures that satisfy
‖ν ∗ ν˜‖ ∈ [setsize− PRECISION, setsize+ ε
√
2 + PRECISION ].
I usually set PRECISION at 10−7. Changing it by a factor of 10 does not
affect results much.
9 Both measures here have mass setsize with weights of equal absolute value at each
support point and unit point mass at the identity.
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5.5. Time complexity. As discussed above, I do not have much hope
of going beyond sets with 10 or 11 elements in groups of size below 25 (the
17-element set in Z18 was a lucky guess): my (uncompleted) searches for 9
element sets have taken several weeks using a reasonably fast CPU (Ryzen
7). Doubling or tripling the speed would add perhaps one or two elements to
the set size that my program can do in a reasonable time10, as computation
time is at best exponential in set size (that is, O(L ·meshsetsize), where L
is the number of equivalence classes, which could be several hundred) plus
another bit that’s binom(groupsize, set size). the binomial part comes from
the search for equivalence classes. If the program takes more than 2 days to
find equivalence classes for a particular choice of group and setsize, I kill it.
The situation is worse for non-cyclic groups because adding a factor dou-
bles (or worse) the size of the group and vastly increases the number of
“equivalence” classes the program generates as well as the time to generate
them.
Here are some examples, given to assuage my conscience about killing
searches.
• The search for 7-element sets in Z 22 × Z5 (20 group elements) pro-
duced 58 “equivalence” classes and took about 5 days to complete
with a max mesh of 720.
• Big sets take time. The search for 9-element sets in Z 24 got into
the second class of 40 on its 7th day and was then killed. Estimated
time to complete is thus 200-280 days.
• Big groups lead to big problems. The search for 6-element sets in
Z 27 (49 group elements) spent several days trying to generate the
list of equivalence classes before I killed it. I have no idea how many
equivalence classes it would have found nor how long to compute all
their PSCs.
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6. Proofs of various items
Here is the special case of [6, Thm. 4.1] that we need.
Proposition 6.1. Let 1 ≤ m and p a prime. then L = Zpm has p − 1
automorphisms.
Proof. Every element x ∈ L has the form
x = a0 + a1p+ · · · am−1pm−1
where 0 ≤ ak < p for 0 ≤ k < m. Every automorphism T : L → L is
determined by T (1). Using the facts that 1 is a generator of L and T is an
automorphism, we see that
T (x) = T (a0 + a1p+ · · ·+ am−1pm−1)(6.1)
= T (a0) + T (a1)p + · · ·+ T (am−1)pm−1.(6.2)

Proposition 6.2. There is no real extreme measure on {0, 1, 2, 4} ⊂ Z7 .
Proof. Look at the 4 possible measures. Case I.
µ = δ0 + δ1 + δ2 − δ4. M =

 1 1 1 0 −1 0 00 1 1 1 0 −1 0
. . .


Row 2 inner row 1 is = 2 6= 0.
Case II.
µ = δ0 + δ1 − δ2 + δ4. M =


1 1 −1 0 1 0 0
0 1 1 −1 0 1 0
0 0 1 1 −1 0 1
. . .


Row 3 inner row 1 is −2 = 6= 0.
Case III.
µ = δ0 − δ1 + δ2 + δ4. M =


1 −1 1 0 1 0 0
0 1 −1 +1 0 1 0
0 0 1 −1 1 0 1
. . .


Row 2 inner row 1 is = −2 6= 0.
Case IV.
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µ = −δ0 + δ1 + δ2 + δ4.
M =


−1 1 1 0 1 0 0
0 −1 1 1 0 1 0
0 0 −1 1 1 0 1
1 0 0 −1 1 1 0
. . .


Row 3 inner row 1 is = −1 6= 0. 
7. Proofs of extremalities for cyclic groups
In this section we give proofs of some of the extremalities claimed in and
of related results. We also show that the extreme sets here are neither sums
of other extreme sets nor of a subgroup and a set.
To save the reader from flipping between [3] and this document, we some-
times include details from [3].
7.1. Sets with three elements.
Proposition 7.1. Z3 is extreme.
Proof. Let µ = δ0 + e
4πi/3δ1 + δ2. Then
µ ∗ µ˜ = (1 + 1 + 1)δ0
+
(
1 + e4πi/3 + e2πi/3
)
δ1
+
(
e2πi/3 + e4πi/3 + 1
)
δ2
= 3δ0 
In Z4 there is only one, up to translation, and it is extreme:
Proposition 7.2. [5] {0, 1, 2} ⊂ Z4 is extreme.
Proof. Let ν = δ(0) + e3πi/4δ(1) + iδ(2). Then
ν̂(0) = 1−
√
2
2
+
√
2
2
i+ i, so
|ν̂(0)| = ∣∣(1−
√
2
2
)2 + (1 +
√
2
2
)2
∣∣1/2 = √3.
ν̂(1) = 1−
√
2
2
−
√
2
2
i− i, so |ν̂(1)| =
√
3
ν̂(2) = 1 +
√
2
2
−
√
2
2
i+ i, so |ν̂(2)| =
√
3.
ν̂(3) = 1 +
√
2
2
+
√
2
2
i− i, so |ν̂(3)| =
√
3. 
Another extreme measure is µ = δ(0) − e3πi/4δ(1) + iδ(2) = δ(0) +
e7πi/4δ(1) + iδ(2). All extremal measures have one of the forms, ν or µ:
Suppose µ = δ0 + aδ1 + bδ2 is extreme on {0, 1, 2} ⊂ Z4 . Then µ ∗ µ˜ =
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3δ0 + (a+ a¯b)δ1 + (b+ b¯)δ2 + (a¯+ ab¯)δ3 = 3δ0. Hence, b+ b¯ = 0 so b = ±i.
Assume b = i. Then a¯ − ia = 0 so11 either a = ±e±πi/4 or a = ±e±3πi/4.
Since y = −x, we have a = ± exp(3π/4).
Every three-element extreme set can be obtained from Z3 and a 3-three
element subset of Z4 by the operations of group automorphism, passing to
a subgroup, and translation [5, 3.1(ii)]. Here is a proof of part of [5, 3.1(ii)].
The complications of the proof here illustrate why the proofs of [5, 3.1-3.3]
occupied 200 pages of manuscript.
Proposition 7.3 ([5]). If 3 ≤ k and E = {0, a, b} is extreme in Zk then
either E is a subgroup or it is a three-element subset of a four-element
subgroup.
Proof. Suppose E = {0, a, b} ⊂ Zk is extreme. Let µ = δ0+ δa+ δb. We may
assume 0 < a < b < k. Then
(7.1) µ ∗ µ˜ = 3δ0 + δa + δb + δ−a + δ−b + δa−b + δb−a.
If a 6= −b and a 6= −a, then we have four pointmasses, δ±a, δ±b which cannot
all be matched by δa−b, δb−a and E is not extreme by [3, Cor. 2.3].
Case I: Suppose a = −a, that is, a = k − a. Then k = 2a and b 6= −b so
a− b 6= a+ b. Thus,
µ ∗ µ˜ = 3δ0 + 2δa + δb + δ−b + δa−b + δb+a.
If a− b = b then a = 2b and k = 4b so we have three elements of a 4 element
subgroup, {0, b, 2b} ⊂ Z4b. Therefore, we may assume a− b 6= b.
Clearly a − b is distinct from 0, a, b, and a + b. Hence µ is not extreme
in this case.
Case II: b = −b, so a 6= −a. Then
µ ∗ µ˜ = 3δ0 + 2δb + δa + δ−a + δa+b + δb−a
or
µ ∗ µ˜ = 3δ0 + 2δb + δa + δ−a + δa+b + δ−b−a.
If a = −b − a, then b = 2a and k = 4a and we are again in the situation
of a 3-element subset of a 4-element subgroup. Therefore we may assume
a 6= −b − a, in which case δ−b−a appears only once in (7.1) and E is not
extreme.
Case III: a = −b so
µ ∗ µ˜ = 3δ0 + 2δa + 2δb + δa−b + δb−a.
We have two subcases. First, suppose a = b − a. Then since a = −b,
a = b − −b = 2b = −2a so 3a = 0. Hence E = {0, a, 2a} and k = 3a, that
is, E is a subgroup.
11 Let a = x+ iy. Then a¯ − ia = x− iy − ix+ y = 0 means x+ y = 0. Since |a| = 1,
x = ±√2/2.
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Second subcase: a − b = b− a. We still assume a = −b. Since a 6= b we
must have a− b = ℓ has order 2, and so k = 2ℓ. Now a− b = ℓ = −2b = 2a
mod 2ℓ. Hence, 2a = ℓ, and a has order 4. Thus, E = {0, a, 2a} ⊂ Z4a and
E is a three element subset of a 4-element subgroup. That takes care of the
third and final case. 
7.2. Sets with four elements.
Proposition 7.4. Z4 is extreme.
Proof. Let µ = δ0 + e
5πi/3δ1 + δ2 + e
2πi/3δ3. Then
µ ∗ µ˜ = (1 + 1 + 1 + 1)δ0
+
(
e4πi/3 + e5πi/3 + eπi/3 + e2πi/3
)
δ1
+
(
1− 1 + 1− 1)δ2
+
(
eπi/3 + e5πi/3 + e4πi/3 + e2πi/3
)
δ3
= 4δ0. 
Proposition 7.5. [5] {0, 1, 2, 3} is an extreme subset of Z5 .
Proof. Here is an extremal measure: µ = δ0 + e
2πi/3(δ1 + δ2) + δ3. Then
µ˜ = δ0 + e
−2πi/3(δ3 + δ4) + δ2, so
µ ∗ µ˜ = 4δ0 + (1 + e2πi/3 + e−2π/3)(δ1 + δ2 + δ3 + δ4) = 4δ0. 
Proposition 7.6. [5] {0, 1, 2, 4} is extreme in Z7 .
Proof. Let µ = δ0 − δ1 − δ2 − δ4. Then
µ ∗ µ˜ = 4δ0 +
(− 1 + 1)δ1 + (− 1 + 1)δ2 + (− 1 + 1)δ3
+
(
1− 1)δ4 + (− 1 + 1)δ5 + (− 1 + 1)δ6 = 4δ0. 
Alternative proof of Proposition 7.6. Let z = e2πi/7.
We compute the transform of µ, using arithmetic mod 7 in the exponents
of z.
µ̂(0) = 1− 1− 1− 1 = −2.
|µ̂(1)|2 = −z4 + z3 + z−3 − z−4 + 4
= −z4 + z3 + z4 − z3 + 4 = 4,
|µ̂(2)|2 = −z8 + z6 + z−6 − z−8 + 4 = 4,
|µ̂(3)|2 = −z5 − z2 − z5 − z2 + 4 = 4,
|µ̂(4)|2 = −z2 + z5 + z2 − z5 + 4 = 4, and
|µ̂(6)|2 = −z3 + z4 + z3 − z4 + 4 = 4. 
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7.3. Sets with five elements.
Proposition 7.7. [5] {0, 1, 2, 3, 4} is extreme in Z6 .
Proof. Let µ = δ0 + e
3πi/2δ1 +−δ2 + e3πi/2δ3 + δ4. Then
µ ∗ µ˜ = 5δ0 +
(− i− i+ i+ i)δ1 + (1− 1 + 1− 1)δ2
+
(
i− i− i+ i)δ3 + (− 1 + 1− 1 + 1)δ4
+
(
i+ i− i+ e3πi)δ5
= 5δ0. 
Proposition 7.8. [5] The subsets E = {0, 2, 4, 6, 8}, F = {0, 2, 3, 4, 7} ⊂
Z12 are not equivalent but both are extreme.
Remark 7.9. This does not contradict [5], since one set is in a subgroup.
Proof. Non-equivalence: the group automorphisms of Z12 are multiplication
by 5, 7 and 11 (all mod 12). Each of them takes odd elements of Z12 to
odd elements and even elements to even elements. Translations either take
evens to evens and odds to odds or evens to odds and odds to evens. Thus,
no combination of group automorphisms and translations can take E, whose
image will contain either only evens or only odds, onto F , which contains
both evens and odds.
{0, 2, 4, 6, 8} is extreme because it is a five-element subset of the the coset
{0, 2, 4, 6, 8, 10} in Z12.
For the second set, let µ = δ0 + e
3πi/2δ2 + e
5πi/4δ3 + δ4 + e
πi/4δ7. Then
µ ∗ µ˜ = 5δ0 +
(
e7πi/4 + e3πi/4
)
δ1 +
(− i+ i)δ2
+
(
e5πi/4 + eπi/4
)
δ3 +
(
1− 1)δ4
+
(
e7πi/4 + e3πi/4
)
δ5 +
(
e5πi/4 + eπi/4
)
δ7
+
(
1− 1)δ8 + (e3πi/4 + e7πi/4)δ9
+
(
i− i)δ10 + (eπi/4 + e5πi)δ11
= 5δ0.

7.4. Sets with 6 elements. There are no extreme three element subsets
of Z10 nor of Z14, so the sets in the next two results cannot be the sum of
an extreme set with a two-element coset (all cosets having two elements in
those groups).
The 6 element set {(0, 0), (0, 1), (0, 2), (0, 3), (0, 4), (0, 7)} is extreme in
Z2 × Z10.
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Proof. Let µ = δ(0,0)+e
53πi/30δ(0,1)+e
8πi/15δ(0,2)+e
29πi/30δ(0,3)+e
2πi/5δ(0,4)+
eπi/30δ(0,7). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1)δ(0,0)
+
(
e53πi/30 + e23πi/30 + e13πi/30 + e43πi/30
)
δ(0,1)
+
(
e8πi/15 + e6πi/5 + e28πi/15
)
δ(0,2)
+
(
e59πi/30 + e29πi/30 + e19πi/30 + e49πi/30
)
δ(0,3)
+
(
e26πi/15 + e2πi/5 + e16πi/15
)
δ(0,4)
+
(
i− i)δ(0,5)
+
(
e8πi/5 + e14πi/15 + e4πi/15
)
δ(0,6)
+
(
e31πi/30 + e41πi/30 + e11πi/30 + eπi/30
)
δ(0,7)
+
(
e22πi/15 + e4πi/5 + e2πi/15
)
δ(0,8)
+
(
e7πi/30 + e37πi/30 + e47πi/30 + e17πi/30
)
δ(0,9)
= 6δ(0,0) 
Proposition 7.10. The 6-element set {0, 1, 2, 3, 4, 7} is extreme in Z10.
Proof. Let µ = δ0 + e
5πi/6δ1 + e
2πi/3δ2 + e
5πi/6δ3 + e
2πi/1δ4 + e
πi/6δ7. Then
µ ∗ µ˜ = 6δ0 +
(
e5πi/6 + e11πi/6 + eπi/6 + e7πi/6
)
δ1 +
(
e2πi/3 + 1 + e4πi/3
)
δ2
+
(
e11πi/6 + e5πi/6 + e7πi/6 + eπi/6
)
δ3 +
(
e2πi/3 + 1 + e4πi/3
)
δ4
+
(
i− i)δ5 + (1 + e2πi/3 + e4πi/3)δ6
+
(
e7πi/6 + e5πi/6 + e11πi/6 + eπi/6
)
δ7 +
(
e4πi/3 + 1 + e2πi/3
)
δ8
+
(
e7πi/6 + eπi/6 + e11πi/6 + e5πi
)
δ9
= 6δ0. 
Proposition 7.11. The set {0, 1, 2, 3, 4, 7} is extreme in Z14.
Proof. Let µ = δ0 + e
10πi/12δ1 + e
8πi/12δ2 + e
10πi/12δ3 + δ4 + e
2πi/12δ7. Then
µ ∗ µ˜ = 6δ0 +
(
i+ i− i− i)δ1 + (eπi/1 + 1 + eπi/1 + 1)δ2
+
(− i+ i+ i− i)δ3 + (1 + eπi/1 + 1 + eπi/1)δ4
+
(− i+ i+ i− i)δ5 + (eπi/1 + 1 + eπi/1 + 1)δ6
+
(
i− i+ i+ i− i+ i− i− i)δ7
+
(
eπi/1 + 1 + eπi/1 + 1
)
δ8 +
(− i+ i+ i− i)δ9
+
(
eπi/1 + 1 + eπi/1 + 1
)
δ10 +
(− i− i+ i+ i)δ11
+
(
eπi/1 + 1 + eπi/1 + 1
)
δ12 +
(− i− i+ i+ eπi/1)δ13
= 6δ0. 
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7.5. Sets with 7 elements. Seven-element exceptional extreme sets are
somewhat more plentiful; we have found one in Z12, two non-equivalent ones
in Z16 (and, as expected, the 7 element subset of the 8-element subgroup)
and one in Z19.
Proposition 7.12. The 7-element set {0, 1, 2, 3, 4, 5, 6} is extreme in Z8
Proof. Let µ = δ0 + e
4πi/3δ1 + e
4πi/3δ2 + e
2πi/3δ3 + e
4πi/3δ4 + e
4πi/3δ5 + δ6.
Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1 + 1)δ0
+
(
e4πi/3 + 1 + e4πi/3 + e2πi/3 + 1 + e2πi/3
)
δ1
+
(
1 + e4πi/3 + e4πi/3 + 1 + e2πi/3 + e2πi/3
)
δ2
+
(
e2πi/3 + e4πi/3 + e2πi/3 + 1 + 1 + e4πi/3
)
δ3
+
(
e2πi/3 + 1 + e4πi/3 + e4πi/3 + 1 + e2πi/3
)
δ4
+
(
e4πi/3 + 1 + 1 + e2πi/3 + e4πi/3 + e2πi/3
)
δ5
+
(
e2πi/3 + e2πi/3 + 1 + e4πi/3 + e4πi/3 + 1
)
δ6
+
(
e2πi/3 + 1 + e2πi/3 + e4πi/3 + 1 + e4πi/3
)
δ7
= 7δ(0,0 
Remark 7.13. Extreme measures are not unique, even when they are re-
quired to have mass 1 at the identity. Another extreme measure on {0, . . . , 6} ⊂
Z8 is
ν = δ0 + e
11πi/6δ1 + e
14πi/6δ2 + e
13πi/6δ3 + e
8πi/6δ4 + e
11πi/6δ5 + e
6πi/6δ6.
We omit the proof that ν ∗ ν˜ = 7δ0.
Proposition 7.14. The 7-element set {0, 1, 2, 5, 6, 8, 9} is extreme in Z12.
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Proof. Let µ = δ0+e
7πi/12δ1+ δ3+e
5πi/6δ4+ iδ6+e
7πi/12δ7+ iδ9+e
5πi/6δ10.
Then
µ ∗ µ˜ = 7δ0 +
(
e7πi/12 + e5πi/6 + eπi/12 + eπi/3
)
δ1
+
(
e7πi/6 + e17πi/12 + e5πi/3 + e23πi/12
)
δ2
+
(− i+ e7πi/4 + 1 + eπi/4 + i+ e7πi/4 + 1 + eπi/4)δ3
+
(
eπi/12 + e5πi/6 + e7πi/12 + eπi/3
)
δ4
+
(
e17πi/12 + e7πi/6 + e23πi/12 + e5πi/3
)
δ5
+
(− i+ 1− i+ 1 + i+ 1 + i+ 1)δ6
+
(
eπi/12 + eπi/3 + e7πi/12 + e5πi/6
)
δ7
+
(
e7πi/6 + e17πi/12 + e5πi/3 + e23πi/12
)
δ8
+
(
1 + e7πi/4 − i+ eπi/4 + 1 + e7πi/4 + i+ eπi/4)δ9
+
(
e7πi/12 + eπi/3 + eπi/12 + e5πi/6
)
δ10
+
(
e17πi/12 + e7πi/6 + e23πi/12 + e5πi
)
δ11
= 7δ0.
Each sum in the parenthese above is zero.

Proposition 7.15. Each of 7-element sets
(1) {0, 2, 4, 6, 8, 10, 12} and
(2) {0, 1, 2, 4, 5, 7, 11}
is extreme in Z16. They are not equivalent.
Proof. The sets are not equivalent because the automorphisms (multiplica-
tion by odd integers) preserve the parity of elements and translation switches
or leaves fixed the parity. Since the first set has both odd and even elements
so will every set equivalent to it. (We will use this argument again in Propo-
sition 7.21.)
As for extremality, first note that {0, 2, 4, 6, 8, 10, 12} is extreme because
it is a 7 element subset of an 8 element coset and so extreme by Proposi-
tion 7.12. For the other set, set
µ = δ0 − δ1 + e4πi/3δ2 + δ4 + e5πi/3δ5 + e5πi/3δ7 +−δ11.
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Then
µ ∗ µ˜ = 7δ0 +
(− 1 + eπi/3 + e5πi/3)δ1 + (e4πi/3 + e2πi/3 + 1)δ2
+
(− 1 + eπi/3 + e5πi/3)δ3 + (1 + e2πi/3 + e4πi/3)δ4
+
(− 1 + e5πi/3 + eπi/3)δ5 + (1 + e2πi/3 + e4πi/3)δ6
+
(
eπi/3 + e5πi/3 − 1)δ7 + (eπi/3 − 1 + e5πi/3)δ9
+
(
e4πi/3 + e2πi/3 + 1
)
δ10 +
(
eπi/3 + e5πi/3 − 1)δ11
+
(
1 + e4πi/3 + e2πi/3
)
δ12 +
(− 1 + e5πi/3 + eπi/3)δ13
+
(
e2πi/3 + e4πi/3 + 1
)
δ14 +
(− 1 + e5πi/3 − 1)δ15
= 7δ0. 
Proposition 7.16. The 7-element set {0, 1, 2, 5, 12, 13, 15} is extreme in
Z19.
Proof. Let µ = δ0+ e
4πi/3δ1+ δ2+ δ5+ e
4πi/3δ12+ e
4πi/3δ13+ e
πi/3δ15. Then
µ ∗ µ˜ = 7δ0 +
(
e4πi/3 + e2πi/3 + 1
)
δ1 +
(
1 + eπi
)
δ2
+
(
1 + eπi
)
δ3 +
(
e5πi/3 + e2πi/3
)
δ4
+
(
eπi + 1
)
δ5 +
(
e2πi/3 + e5πi/3
)
δ6
+
(
e2πi/3 + 1 + e4πi/3
)
δ7 +
(
1 + e2πi/3 + e4πi/3
)
δ8
+
(
e2πi/3 + e5πi/3
)
δ9 +
(
e4πi/3 + eπi/3
)
δ10
+
(
e2πi/3 + 1 + e4πi/3
)
δ11 +
(
e2πi/3 + e4πi/3 + 1
)
δ12
+
(
e4πi/3 + eπi/3
)
δ13 +
(
1 + eπi
)
δ14
+
(
e4πi/3 + eπi/3
)
δ15 +
(
1 + eπi
)
δ16
+
(
1 + eπi
)
δ17 +
(
e2πi/3 + e4πi/3 + 1
)
δ18
= 7δ0. 
We have found no other 7-element extreme sets in cyclic groups of order
below 20.
7.6. Sets with 8 elements.
Proposition 7.17. The 8 element set {0, 1, 2, 3, 4, 5, 6, 7} is extreme in Z9 .
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First proof. Let µ = δ0+e
10πi/7δ1+e
4πi/7δ2+e
2πi/7δ3+e
2πi/7δ4+e
4πi/7δ5+
e10πi/7δ6 + δ7. Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1 + 1 + 1)δ0
+
(
e10πi/7 + e8πi/7 + e12πi/7 + 1 + e2πi/7 + e6πi/7 + e4πi/7
)
δ1
+
(
1 + e4πi/7 + e6πi/7 + e12πi/7 + e2πi/7 + e8πi/7 + e10πi/7
)
δ2
+
(
e4πi/7 + e10πi/7 + e2πi/7 + e6πi/7 + 1 + e8πi/7 + e12πi/7
)
δ3
+
(
e10πi/7 + 1 + e4πi/7 + e2πi/7 + e8πi/7 + e6πi/7 + e12πi/7
)
δ4
+
(
e12πi/7 + e6πi/7 + e8πi/7 + e2πi/7 + e4πi/7 + 1 + e10πi/7
)
δ5
+
(
e12πi/7 + e8πi/7 + 1 + e6πi/7 + e2πi/7 + e10πi/7 + e4πi/7
)
δ6
+
(
e10πi/7 + e8πi/7 + e2πi/7 + e12πi/7 + e6πi/7 + e4πi/7 + 1
)
δ7
+
(
e4πi/7 + e6πi/7 + e2πi/7 + 1 + e12πi/7 + e8πi/7 + e10πi/7
)
δ8
= 8δ0 
Second proof. Let
µ = δ0+e
20πi/21δ1 + e
64πi/21δ2 + e
20πi/7δ3 + e
32πi/21δ4
+ e64πi/21δ5 + e
16πi/7δ6 + e
8πi/3δ7.
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Then
µ ∗ µ˜ = 8δ0 +
(
e20πi/21 + e2πi/21 + e38πi/21 + e2πi/3 + e32πi/21
+ e26πi/21 + e8πi/21
)
δ1
+
(
e4πi/3 + e22πi/21 + e40πi/21 + e10πi/21
+ e4πi/21 + e16πi/21 + e34πi/21
)
δ2
+
(
e12πi/7 + e2πi/7 + e6πi/7 + e4πi/7
+ 1 + e10πi/7 + e8πi/7
)
δ3
+
(
e20πi/21 + e2πi/3 + e8πi/21 + e32πi/21
+ e2πi/21 + e26πi/21 + e38πi/21
)
δ4
+
(
e10πi/21 + e40πi/21 + e16πi/21 + e4πi/21
+ e22πi/21 + e4πi/3 + e34πi/21
)
δ5
+
(
e8πi/7 + e10πi/7 + 1 + e4πi/7 + e6πi/7 + e2πi/7 + e12πi/7
)
δ6
+
(
e20πi/21 + e2πi/21 + e32πi/21 + e38πi/21
+ e26πi/21 + e8πi/21 + e2πi/3
)
δ7
+
(
e22πi/21 + e40πi/21 + e4πi/21
+ e4πi/3 + e10πi/21 + e16πi/21 + e34πi
)
δ8
= 9δ0. 
Proposition 7.18. The 8-element set {0, 1, 2, 3, 5, 6, 7, 8} is extreme in Z10.
Computational proof of Proposition 7.18. Let µ = δ0 + e
7πi/6δ1 + e
2πi/3δ2 +
iδ3 + iδ5 + e
2πi/3δ6 + e
7πi/6δ7 + δ8. Then
µ ∗ µ˜ = 8δ0 +
(
e7πi/6 − i+ e11πi/6 + eπi/6 + i+ e5πi/6)δ1
+
(
1 + e2πi/3 + e4πi/3 + 1 + e2πi/3 + e4πi/3
)
δ2
+
(
e5πi/6 + e7πi/6 + i+ e11πi/6 + eπi/6 − i)δ3
+
(
e4πi/3 + 1 + e2πi/3 + e4πi/3 + 1 + e2πi/3
)
δ4
+
(− i+ i− i+ i+ i− i+ i− i)δ5
+
(
e2πi/3 + 1 + e4πi/3 + e2πi/3 + 1 + e4πi/3
)
δ6
+
(− i+ eπi/6 + e11πi/6 + i+ e7πi/6 + e5πi/6)δ7
+
(
e4πi/3 + e2πi/3 + 1 + e4πi/3 + e2πi/3 + 1
)
δ8
+
(
e5πi/6 + i+ eπi/6 + e11πi/6 − i+ e7πi)δ9
= 9δ0. 
Direct proof of Proposition 7.18. The set is the sum of a 4-element set in the
5-element subgroup {0, 2, 4, 6, 8} of Z10 and the subgroup {0, 5}: {0, 1, 2, 3, 5, 6, 7, 8} =
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{0, 2, 6, 8} + {0, 5} = {0, 2, 6, 8, 5, 7, 11, 13} = {0, 2, 6, 8, 5, 7, 1, 3} mod 10.

Turning to Z12, we observe that an 8-element set there could be a sum of
a 4-element set and a 2-element set. However, we cannot get an extreme set
that way, though there is an 8-element extreme set in Z12, as the following
Lemma and Proposition show.
Lemma 7.19. Z12 has no 8-element set that is a sum of a four-element
extreme set and a coset.
Proof. Suppose E = A+ B has 8 elements, where A has 4 elements and B
has two. We may assume 0 ∈ A and B = {0, 6}. Clearly A cannot contain 6.
(??) and calculation (both by hand and machine) show that if a 4-element
set in Z12 lacks 6, it is not extreme.
12

Proposition 7.20. The 8-element set {0, 1, 3, 4, 6, 7, 9, 10} is extreme in Z12
and is not the sum of two extreme sets in spite of being the sum {0, 1, 3, 4}+
{0, 6} and also the sum {0, 3, 6, 9} + {0, 1}.
Proof. Let µ = δ0+e
7πi/6δ1+δ3+e
5πi/3δ4+e
πiδ6+e
7πi/6δ7+e
πiδ9+e
5πi/3δ10.
Indeed, each of the sums in parentheses below is a net zero:
µ ∗ µ˜ = 8δ0 +
(
e7πi/6 + e5πi/3 + eπi/6 + e2πi/3
)
δ1
+
(
eπi/3 + e5πi/6 + e4πi/3 + e11πi/6
)
δ2
+
(
eπi − i+ 1 + i+ eπi − i+ 1 + i)δ3
+
(
eπi/6 + e5πi/3 + e7πi/6 + e2πi/3
)
δ4
+
(
e5πi/6 + eπi/3 + e11πi/6 + e4πi/3
)
δ5
+
(
eπi + 1 + eπi + 1 + eπi + 1 + eπi + 1
)
δ6
+
(
eπi/6 + e2πi/3 + e7πi/6 + e5πi/3
)
δ7
+
(
eπi/3 + e5πi/6 + e4πi/3 + e11πi/6
)
δ8
+
(
1− i+ eπi + i+ 1− i+ eπi + i)δ9
+
(
e7πi/6 + e2πi/3 + eπi/6 + e5πi/3
)
δ10
+
(
e5πi/6 + eπi/3 + e11πi/6 + e4πi
)
δ11
= 8δ0.
Now apply Lemma 7.19 and the fact that {0, 1} is not extreme in Z1213 
Proposition 7.21. Each of the 8-element sets
12 The only 4-element extreme sets of Z12 (up to equivalence) are {0, 1, 6, 7}, {0, 2, 6, 8}
and {0, 3, 6, 9}, all containing 6. Several other four-element sets pass the test of (??) but
are not extreme.
13The difference {0, 1}−{0, 1} produces the terms 0−0, 1-1, 0-1, 1-0 and so {0, 1} ⊂ Z12
fails the test of (??).
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(1) {0, 1, 4, 5, 8, 9, 12, 13}
(2) {0, 2, 4, 6, 8, 10, 12, 14}
is extreme in Z16. They are not equivalent.
Proof. The sets are not equivalent because the autormorphisms (multiplica-
tion by odd integers) preserve the parity of elements and translation switches
or leaves fixed the parity. Since the first set has both odd and even elements,
so will every set equivalent to it.
The second set is extreme because it is a coset.
For the extremality of the first set, let µ = δ0 + e
22πi/12δ1 + e
18πi/12δ4 +
e22πi/12δ5 + δ8 + e
10πi/12δ9 + e
18πi/12δ12 + e
10πi/12δ13. Then
µ ∗ µ˜ = 8δ0 +
(
e11πi/6 + eπi/3 + e5πi/6 + e4πi/3
)
δ1
+
(
e7πi/6 + e5πi/3 + eπi/6 + e2πi/3
)
δ3
+
(
eπi/2 + eπi + e3πi/2 + 1 + eπi/2 + eπi + e3πi/2 + 1
)
δ4
+
(
eπi/3 + e11πi/6 + e4πi/3 + e5πi/6
)
δ5
+
(
e7πi/6 + e2πi/3 + eπi/6 + e5πi/3
)
δ7
+
(
1 + eπi + 1 + eπi + 1 + eπi + 1 + eπi
)
δ8
+
(
e11πi/6 + eπi/3 + e5πi/6 + e4πi/3
)
δ9
+
(
eπi/6 + e2πi/3 + e7πi/6 + e5πi/3
)
δ11
+
(
eπi/2 + 1 + e3πi/2 + eπi + eπi/2 + 1 + e3πi/2 + eπi
)
δ12
+
(
eπi/3 + e11πi/6 + e4πi/3 + e5πi/6
)
δ13
+
(
eπi/6 + e5πi/3 + e7πi/6 + e2πi
)
δ15
= 8δ0. 
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7.7. Sets with 9 elements.
Proposition 7.22. E = {0, 1, 2, 3, 4, 5, 6, 7, 8} is extreme in Z10.
Proof. Let µ = δ0+ e
3πi/2δ1+ δ2+ iδ3+−δ4+ iδ5+ δ6+ e3πi/2δ7+ δ8. Then
µ ∗ µ˜ = 9δ0 +
(− i+ i+ i+ i− i− i− i+ i)δ1
+
(
1 + 1− 1− 1 + 1− 1− 1 + 1)δ2
+
(
i− i+ i− i+ i− i+ i− i)δ3
+
(
1 + 1 + 1− 1− 1 + 1− 1− 1)δ4
+
(− i− i+ i+ i+ i+ i− i− i)δ5
+
(− 1− 1 + 1− 1− 1 + 1 + 1 + 1)δ6
+
(− i+ i− i+ i− i+ i− i+ i)δ7
+
(
1− 1− 1 + 1− 1− 1 + 1 + 1)δ8
+
(
i− i− i− i+ i+ i+ i+ e3πi)δ9
= 9δ0.

Proposition 7.23. {0, 1, 2, 3, 4, 5, 6, 7, 8} and {0, 1, 2, 4, 5, 6, 8, 9, 10} are ex-
treme in Z12. They are non-equivalent.
Proof. There are two ways to prove non-equivalence. First, by a tedious
calculation (which we delegated to a computer). The second is to show that
one of the sets is the sum of a coset with a three-element set and the other
is not, which we do in the next paragraph.
The only 3-element subgroup in Z12 is {0, 4, 8}. If {0, 4, 8} + {a} ⊂
{0, 1, 2, 3, 4, 5, 6, 7, 8}, then a 6= 1, 2, 3, since 8+1 = 9, 8+2 = 10, 8+3 = 11
are not in E. Similarly, a 6= 5, 6, 7, 9, 10, 11 since none of those elements is
in E. Thus, a ∈ {0, 4, 8} and the first set is seen not be a sum.
Of course, {0, 4, 8} + {0, 1, 2} = {0, 1, 2, 4, 5, 6, 8, 9, 10} and both final
conclusions follow.
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(1). For the extremality of the first set, let µ = δ0+e
23πi/12δ1+e
3πi/2δ2+
e17πi/12δ3 + δ4 + e
πi/4δ5 + e
7πi/6δ6 + e
5πi/12δ7 + e
4πi/3δ8. Then
µ ∗ µ˜ = 9δ0 +
(
e23πi/12 + e19πi/12 + e23πi/12 + e7πi/12 + eπi/4
+ e11πi/12 + e5πi/4 + e11πi/12
)
δ1
+
(− i− i+ i+ e5πi/6 + e7πi/6 + eπi/6 + eπi/6)δ2
+
(
e17πi/12 + eπi/12 + e3πi/4 + e7πi/4 + e5πi/12 + e13πi/12
)
δ3
+
(
e2πi/3 + 1 + eπi/3 + e5πi/3 + e1πi + e4πi/3
)
δ4
+
(
e19πi/12 + e7πi/12 + eπi/4 + e5πi/4 + e11πi/12 + e23πi/12
)
δ5
+
(
e5πi/6 − i+ eπi/6 + e7πi/6 + i+ e11πi/6)δ6
+
(
e7πi/4 + e3πi/4 + e13πi/12 + eπi/12 + e5πi/12 + e17πi/12
)
δ7
+
(
1 + e5πi/3 + eπi/3 + e1πi + e2πi/3 + e4πi/3
)
δ8
+
(
e7πi/12 + e23πi/12 + e5πi/4 + eπi/4 + e19πi/12 + e11πi/12
)
δ9
+
(
i+ i− i+ e7πi/6 + e5πi/6 + e11πi/6 + e11πi/6)δ10
+
(
eπi/12 + e5πi/12 + eπi/12 + e17πi/12 + e7πi/4
+ e13πi/12 + e3πi/4 + e13πi
)
δ11
= 9δ0.
(2). Let µ = δ0 + e
10πi/6δ1 + e
10πi/6δ2 + e
8πi/6δ4 + e
102πi/6δ5 + e
2πi/6δ6 +
e4πi/6δ8 + e
10πi/6δ9 + e
6πi/6δ10. Then
µ ∗ µ˜ = 9δ0 +
(
e5πi/3 + 1 + e5πi/3 + e4πi/3 + eπi + e4πi/3
)
δ1
+
(
eπi + e5πi/3 + e5πi/3 + eπi + eπi/3 + eπi/3
)
δ2
+
(
eπi/3 + e2πi/3 + e5πi/3 + e4πi/3 + e5πi/3 + e4πi/3
)
δ3
+
(
e4πi/3 + 1 + e2πi/3 + e4πi/3 + e4πi/3 + e2πi/3 + e4πi/3
+ e2πi/3 + e2πi/3
)
δ4
+
(
eπi + 1 + eπi + e2πi/3 + eπi/3 + 1
)
δ5
+
(
e5πi/3 + eπi + eπi/3 + eπi/3 + eπi + e5πi/3
)
δ6
+
(
eπi + e4πi/3 + e5πi/3 + 1 + eπi + 1
)
δ7
+
(
e2πi/3 + e2πi/3 + e4πi/3 + e2πi/3 + e4πi/3
+ e4πi/3 + e2πi/3 + 1 + e4πi/3
)
δ8
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+
(
eπi/3 + e2πi/3 + eπi/3 + e2πi/3 + e5πi/3 + e4πi/3
)
δ9
+
(
eπi/3 + eπi/3 + eπi + e5πi/3 + e5πi/3 + eπi
)
δ10
+
(
eπi/3 + 1 + eπi/3 + e2πi/3 + eπi + e2πi
)
δ11
= 9δ0.

Proposition 7.24. The 9-element set {0, 1, 2, 3, 4, 5, 7, 9, 10} is extreme in
Z13.
Proof. Let µ = δ0 + δ1 − δ2 − δ3 + δ4 − δ5 − δ7 − δ9 − δ10. Then
µ ∗ µ˜ = 9δ0 +
(
1− 1 + 1− 1− 1 + 1)δ1 + (− 1− 1− 1 + 1 + 1 + 1)δ2
+
(− 1− 1 + 1 + 1− 1 + 1)δ3 + (− 1− 1 + 1− 1 + 1 + 1)δ4
+
(− 1 + 1− 1 + 1− 1 + 1)δ5 + (− 1 + 1 + 1− 1 + 1− 1)δ6
+
(− 1 + 1− 1− 1 + 1 + 1)δ7 + (− 1 + 1− 1 + 1− 1 + 1)δ8
+
(
1− 1 + 1 + 1− 1− 1)δ9 + (− 1 + 1 + 1− 1 + 1− 1)δ10
+
(− 1− 1− 1 + 1 + 1 + 1)δ11 + (1− 1 + 1− 1− 1 + 1)δ12
= 9δ0. 
7.8. Sets with 10 elements. The only 10-element extreme sets we have
found are sums of 5-element cosets with 2-element cosets and 5-element
seubsets of 6-element cosets with 2-element cosets.
7.9. Sets with 11 elements.
Proposition 7.25. The 11-element set {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10} is ex-
treme in Z12.
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Proof. Let µ = δ0 + e
7πi/4δ1 − iδ2 + e5πi/4δ3 + δ4 + e7πi/4δ5 + iδ6 + eπi/4δ7 −
δ8 + e
7πi/4δ9 + iδ10. Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1)δ0
+
(
e7πi/4 + e7πi/4 + e7πi/4 + e3πi/4 + e7πi/4 + e3πi/4
+ e7πi/4 + e3πi/4 + e3πi/4 + e3πi/4 − i− i− i+ i+
i+ i+ i+ i− i− i+ eπi/4 + e5πi/4 + e5πi/4 + eπi/4 + eπi/4 + e5πi/4
+ eπi/4 + e5πi/4 + e5πi/4
+ eπi/4 − 1 + 1− 1 + 1 + 1− 1− 1− 1 + 1 + 1
+ e7πi/4 + e3πi/4 + e7πi/4 + e3πi/4 + e7πi/4 + e3πi/4 + e3πi/4
+ e7πi/4 + e7πi/4 + e3πi/4 − i− i+ i− i− i+ i+ i− i+ i+ i)δ6
+
(
eπi/4 + e5πi/4 + e5πi/4 + eπi/4 + eπi/4 + e5πi/4
+ eπi/4 + e5πi/4 + eπi/4 + e5πi/4
)
δ7
+
(
1 + 1− 1− 1− 1 + 1 + 1− 1 + 1− 1)δ8
+
(
e3πi/4 + e7πi/4 + e7πi/4 + e3πi/4 + e7πi/4 + e3πi/4 + e3πi/4
+ e7πi/4 + e7πi/4 + e3πi/4
)
δ9
+
(
i+ i− i− i− i− i− i+ i+ i+ i)δ10
+
(
eπi/4 + eπi/4 + eπi/4 + e5πi/4 + eπi/4 + e5πi/4 + eπi/4
+ e5πi/4 + e5πi/4 + e5πi/4
)
δ11
= 11δ0 
7.10. Sets with 12 elements. The only 12-element extreme sets we have
found are sums of 6-element cosets with 2-element cosets.
7.11. Sets with 13 elements. δ0 + δ12 + e
4πi/3(δ1 + δ3 + δ4 + δ8 + δ9 +
δ11) + e
2πi/3(δ2 + δ5 + δ6 + δ7 + δ10)
Let µ = δ(0,0) + e
4πi/3δ(0,1) + e
2πi/3δ(0,2) + e
4πi/3δ(0,3) + e
4πi/3δ(0,4) +
e2πi/3δ(0,5)+e
2πi/3δ(0,6)+e
2πi/3δ(0,7)+e
4πi/3δ(0,8)+e
4πi/3δ(0,9)+e
2πi/3δ(0,10)+
A BEASTIARY. . . – October 3, 2019 41
e4πi/3δ(0,11) + δ(0,12). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1)δ(0,0)
+
(
e4πi/3 + e4πi/3 + e2πi/3 + 1 + e4πi/3 + 1 + 1 + e2πi/3 + 1 + e4πi/3 + e2πi/3 + e2πi/3
)
δ(0,1)
+
(
1 + e2πi/3 + 1 + e2πi/3 + e4πi/3 + e4πi/3 + 1 + e2πi/3 + e2πi/3 + e4πi/3 + 1 + e4πi/3
)
δ(0,2)
+
(
e2πi/3 + e4πi/3 + e4πi/3 + 1 + 1 + e4πi/3 + e4πi/3 + e2πi/3 + e2πi/3 + 1 + 1 + e2πi/3
)
δ(0,3)
+
(
e4πi/3 + 1 + e2πi/3 + e4πi/3 + e4πi/3 + 1 + e4πi/3 + 1 + e2πi/3 + 1 + e2πi/3 + e2πi/3
)
δ(0,4)
+
(
e2πi/3 + e2πi/3 + e4πi/3 + e4πi/3 + e2πi/3 + e4πi/3 + 1 + 1 + 1 + 1 + e2πi/3 + e4πi/3
)
δ(0,5)
+
(
e2πi/3 + 1 + 1 + 1 + e4πi/3 + e2πi/3 + e4πi/3 + e2πi/3 + 1 + e4πi/3 + e2πi/3 + e4πi/3
)
δ(0,6)
+
(
e4πi/3 + 1 + e4πi/3 + e2πi/3 + 1 + e2πi/3 + e2πi/3 + 1 + e2πi/3 + e4πi/3 + 1 + e4πi/3
)
δ(0,7)
+
(
e4πi/3 + e2πi/3 + e4πi/3 + 1 + e2πi/3 + e4πi/3 + e2πi/3 + e4πi/3 + 1 + 1 + 1 + e2πi/3
)
δ(0,8)
+
(
e4πi/3 + e2πi/3 + 1 + 1 + 1 + 1 + e4πi/3 + e2πi/3 + e4πi/3 + e4πi/3 + e2πi/3 + e2πi/3
)
δ(0,9)
+
(
e2πi/3 + e2πi/3 + 1 + e2πi/3 + 1 + e4πi/3 + 1 + e4πi/3 + e4πi/3 + e2πi/3 + 1 + e4πi/3
)
δ(0,10)
+
(
e2πi/3 + 1 + 1 + e2πi/3 + e2πi/3 + e4πi/3 + e4πi/3 + 1 + 1 + e4πi/3 + e4πi/3 + e2πi/3
)
δ(0,11)
+
(
e4πi/3 + 1 + e4πi/3 + e2πi/3 + e2πi/3 + 1 + e4πi/3 + e4πi/3 + e2πi/3 + 1 + e2πi/3 + 1
)
δ(0,12)
+
(
e2πi/3 + e2πi/3 + e4πi/3 + 1 + e2πi/3 + 1 + 1 + e4πi/3 + 1 + e2πi/3 + e4πi/3 + e4πi/3
)
δ(0,13)
= 13δ(0,0)
Proposition 7.26. {0− 12} is extreme in Z14.
xxx
Proof. Let µ = δ0 + e
7πi/4δ1 + δ2 + e
3πi/4δ3 + e
3πi/2δ4 + e
5πi/4δ5 + iδ6 +
eπi/4δ7 + e
3πi/4δ8 + e
7πi/4δ9 + δ10 + e
3πi/4δ11 + δ12.
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Then
µ ∗ µ˜ = 13δ0 +
(
e7πi/4 + e9πi/4 + e3πi/4 + e11πi/4 + e7πi/4 + e7πi/4
+ e5πi/4 + e13πi/4 + e9πi/4 + e9πi/4 + e3πi/4 + e13πi/4
)
δ1
+
(
1 + 1 + eπi − i+ e5πi/2 − i+ eπi
+ e5πi/2 + e7πi/2 + e5πi/2 + eπi + 1
)
δ2
+
(
e5πi/4 + e7πi/4 + e3πi/4 + e7πi/4 + e5πi/4 + e9πi/4 + e3πi/4
+ e9πi/4 + e11πi/4 + e15πi/4 + e5πi/4 + e9πi/4
)
δ3
+
(
1 + e3πi + 1− i− i+ eπi − i+ 1
+ e5πi/2 + e3πi + e5πi/2 + e5πi/2
)
δ4
+
(
eπi/4 + e7πi/4 + e13πi/4 + e3πi/4 + e5πi/4 + e5πi/4 + eπi/4
+ e11πi/4 + e7πi/4 + e15πi/4
)
δ5
+
(
i+ 1 + 1 + 1− i+ eπi + i
− i+ e3πi + e5πi/2 − i+ e3πi)δ6
+
(
e7πi/4 + e9πi/4 + e9πi/4 + e3πi/4 + e11πi/4 + e5πi/4
+ eπi/4 + e7πi/4 + e7πi/4 + e13πi/4 + e5πi/4 + e11πi/4
)
δ7
+
(
eπi + e7πi/2 + e5πi/2 + eπi − i
+ e5πi/2 + eπi − i+ 1 + 1 + 1 + e5πi/2)δ8
+
(
e3πi/4 + e11πi/4 + e15πi/4 + e5πi/4 + e7πi/4 + e5πi/4
+ e9πi/4 + eπi/4 + e7πi/4 + e9πi/4 + e3πi/4 + e13πi/4
)
δ9
+
(
i+ e5πi/2 + e3πi + e5πi/2 + 1− i+ eπi
− i− i+ 1 + eπi + 1)δ10
+
(
e5πi/4 + e9πi/4 + e11πi/4 + e7πi/4 + e13πi/4 + e7πi/4
+ e5πi/4 + eπi/4 + e11πi/4 + e7πi/4 + e3πi/4 + e9πi/4
)
δ11
+
(
1 + e3πi + e5πi/2 − i+ e5πi/2
+ e3πi − i+ i− i+ e3πi + 1 + 1)δ12
+
(
eπi/4 + e7πi/4 + e13πi/4 + e5πi/4 + e9πi/4 + e9πi/4 + e11πi/4
+ e3πi/4 + e7πi/4 + e7πi/4 + e13πi/4 + e3πi
)
δ13
= 13δ0. 
7.12. Sets with 14 to 16 elements. Except for the special case in the next
subsection, the computatational time needed to search for extreme sets with
more than 13 elements is prohibitive at this writing.
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Proposition 7.27. The 16 element set {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15}
is extreme in Z16.
Proof. Let µ = δ0 + δ1 + iδ2 + δ3 + δ4 + iδ5 + δ6 − δ7 + δ8 − δ9 − iδ10 + δ11 +
δ12 − iδ13 − δ14 + δ15.
Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1)δ0
+
(
1 + 1 + i− i+ 1 + i− i− 1− 1− 1 + i+ i+ 1− i− i− 1)δ1
+
(− 1 + 1 + i+ 1− i+ i+ 1 + i+ 1 + 1− i− 1 + i− i− 1 + i)δ2
+
(
i− 1 + i+ 1 + 1 + 1 + 1− 1− i− 1 + i+ 1− 1 + 1− 1 + 1)δ3
+
(
1 + i− i+ 1 + 1 + i− i− 1 + 1 + i− i− 1 + 1 + i− i+ 1)δ4
+
(
1 + 1− 1− 1 + 1 + i+ 1 + i+ 1− 1− 1 + 1− 1− i+ 1 + i)δ5
+
(
i+ 1 + i+ i− 1 + i+ 1− 1− i− 1− i− i+ 1 + i− 1− 1)δ6
+
(− 1 + i+ i+ 1 + i− i+ 1− 1 + 1 + i− i+ 1− i− i+ 1 + 1)δ7
+
(
1− 1− 1 + 1 + 1− 1− 1− 1 + 1− 1− 1 + 1 + 1− 1− 1− 1)δ8
+
(− 1 + 1− i+ i+ 1 + i+ i+ 1 + 1− 1− i− i+ 1− i+ i+ 1)δ9
+
(
1− 1 + i− 1 + i+ i+ 1− i− 1− 1− i+ 1− i− i− 1− i)δ10
+
(− i+ 1− i+ 1− 1− 1 + 1− 1 + i+ 1− i+ 1 + 1− 1− 1 + 1)δ11
+
(
1− i+ i− 1 + 1− i+ i− 1 + 1− i+ i+ 1 + 1− i+ i+ 1)δ12
+
(
1 + 1 + 1 + 1− 1 + i− 1− i+ 1− 1 + 1− 1 + 1− i− 1− i)δ13
+
(− i+ 1 + i− i+ 1− i+ 1 + 1 + i− 1− i+ i− 1− i− 1 + 1)δ14
+
(
1− i+ i+ 1− i+ i− 1− 1− 1− i− i+ 1 + i+ i− 1 + 1)δ15
= 16δ0 
Proposition 7.28. The 16 element set {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15}
is extreme in Z17.
Proof. Let µ = δ0 + e
6πi/5δ1 + e
6πi/5δ2 + e
8πi/5δ3 + e
2πi/5δ4+ e
8πi/5δ5 + δ6 +
e2πi/5δ7+e
2πi/5δ8+δ9+e
8πi/5δ10+e
2πi/5δ11+e
8πi/5δ12+e
6πi/5δ13+e
6πi/5δ14+
δ15. Then
µ ∗ µ˜ = 16δ0 +
(
3e6πi/5 + 3 + 3e2πi/5 + 3e4πi/5 + 3e8πi/5
)(
δ1 + δ2 + · · ·+ δ16
)
= 16δ0 
Proposition 7.29. The 16 element set {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15}
is extreme in ×××××××××××××Z16.
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Proof. Let µ = δ0 + δ1 + δ2 − iδ3 − δ4 + iδ5 + δ6 − δ7 + δ8 − δ9 + δ10 − iδ11 −
δ12 + iδ13 + δ14 + δ15. Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1)δ0
+
(
1 + 1 + 1− i− i− i− i− 1− 1− 1− 1− i− i− i− i+ 1)δ1
+
(
1 + 1 + 1− i− 1− 1− 1 + i+ 1 + 1 + 1 + i− 1− 1− 1− i)δ2
+
(− i+ 1 + 1− i− 1 + i+ i+ 1− i− 1− 1− i+ 1 + i+ i− 1)δ3
+
(− 1− i+ 1− i− 1 + i+ 1− i− 1 + i+ 1 + i− 1− i+ 1 + i)δ4
+
(
i− 1− i− i− 1 + i+ 1− 1 + i+ 1− i− i+ 1 + i− 1 + 1)δ5
+
(
1 + i− 1− 1− 1 + i+ 1− 1 + 1− i− 1− 1− 1− i+ 1− 1)δ6
+
(− 1 + 1 + i+ i+ i+ i+ 1− 1 + 1− 1 + i+ i+ i+ i− 1 + 1)δ7
+
(
1− 1 + 1 + 1 + 1 + 1 + 1− 1 + 1− 1 + 1 + 1 + 1 + 1 + 1− 1)δ8
+
(− 1 + 1− 1− i− i− i− i− 1 + 1− 1 + 1− i− i− i− i+ 1)δ9
+
(
1− 1 + 1 + i− 1− 1− 1 + i+ 1− 1 + 1− i− 1− 1− 1− i)δ10
+
(− i+ 1− 1− i+ 1 + i+ i+ 1− i− 1 + 1− i− 1 + i+ i− 1)δ11
+
(− 1− i+ 1 + i− 1− i+ 1− i− 1 + i+ 1− i− 1 + i+ 1 + i)δ12
+
(
i− 1− i− i+ 1 + i− 1− 1 + i+ 1− i− i− 1 + i+ 1 + 1)δ13
+
(
1 + i− 1− 1− 1− i+ 1 + 1 + 1− i− 1− 1− 1 + i+ 1 + 1)δ14
+
(
1 + 1 + i+ i+ i+ i− 1− 1− 1− 1 + i+ i+ i+ i+ 1 + 1)δ15
= 16δ0 
7.13. Sets with 17 elements.
Proposition 7.30. {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16} is extreme
in Z18.
Proof. Let µ = δ(0,0)− iδ(1,0)−δ(2,0)− iδ(3,0)+δ(4,0)− iδ(5,0)−δ(6,0)+ iδ(7,0)−
δ(8,0) + iδ(9,0) − δ(10,0) − iδ(11,0) + δ(12,0) − iδ(13,0) − δ(14,0) − iδ(15,0) + δ(16,0).
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Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1)δ(0,0)
+
(− i− i+ i+ i− i− i− i+ i− i+ i+ i+ i− i− i+ i+ i
+ 1− 1 + 1− 1 + 1− 1− 1 + 1 + 1 + 1− 1− 1 + 1− 1 + 1− 1
+ i− i− i+ i+ i− i+ i− i− i+ i+ i− i+ i− i− i+ i
− 1 + 1− 1 + 1 + 1 + 1− 1− 1− 1 + 1− 1− 1− 1 + 1 + 1 + 1
+ i+ i− i− i− i− i− i− i+ i− i+ i− i+ i+ i+ i+ i
+ 1 + 1 + 1 + 1 + 1− 1− 1 + 1− 1− 1 + 1− 1− 1 + 1− 1− 1
+ i− i− i+ i+ i− i+ i− i− i− i− i+ i+ i+ i+ i− i
− 1 + 1− 1 + 1− 1 + 1− 1− 1− 1 + 1 + 1 + 1 + 1 + 1− 1− 1
− i+ i− i− i+ i+ i− i+ i+ i− i+ i+ i− i− i+ i− i
− 1− 1 + 1 + 1 + 1 + 1 + 1− 1− 1− 1 + 1− 1 + 1− 1 + 1− 1
− i+ i+ i+ i+ i− i− i− i− i+ i− i+ i+ i− i− i+ i
− 1− 1 + 1− 1− 1 + 1− 1− 1 + 1− 1− 1 + 1 + 1 + 1 + 1 + 1)δ(12,0)
+
(
i+ i+ i+ i− i+ i− i+ i− i− i− i− i− i− i+ i+ i)δ(13,0)
+
(
1 + 1 + 1− 1− 1− 1 + 1− 1− 1− 1 + 1 + 1 + 1− 1 + 1− 1)δ(14,0)
+
(
i− i− i+ i− i+ i+ i− i− i+ i− i+ i+ i− i− i+ i)δ(15,0)
+
(− 1 + 1− 1 + 1− 1− 1 + 1 + 1 + 1− 1− 1 + 1− 1 + 1− 1 + 1)δ(16,0)
+
(
i+ i− i− i+ i+ i+ i− i+ i− i− i− i+ i+ i− i− i)δ(17,0)
= 17δ(0,0) 
Remark 7.31. We note that if µ above is multiplied by δ−8, the result-
ing measure is self-adjoint (that is, (δ−8 ∗ µ)˜ = δ−8 ∗ µ). Hence, the set
{−8, . . . , 8} is the support of an extreme measure with real transform. See
Proposition ?? for a related result.
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8. Proofs of extremality for non-cyclic groups
8.1. Z 32 .
Proposition 8.1. [5] The 5-element set {(0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1), (1, 0, 0)}
is extreme in Z 32 .
Proof. Let µ = δ(0,0,0) − δ(0,0,1) − δ(0,1,0) − δ(0,1,1) + iδ(1,0,0). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1)δ(0,0,0)
+
(− 1− 1 + 1 + 1)δ(0,0,1)
+
(− 1 + 1− 1 + 1)δ(0,1,0)
+
(− 1 + 1 + 1− 1)δ(0,1,1)
+
(− i+ i)δ(1,0,0)
+
(
i− i)δ(1,0,1)
+
(
i− i)δ(1,1,0)
+
(
i− i)δ(1,1,1)
= 5δ(0,0,0) 
Proposition 8.2. The 6 element set {(0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1), (1, 0, 0), (1, 0, 1)}
is extreme in Z 32 .
Proof. Let µ = δ(0,0,0)− iδ(0,0,1)+ e7πi/4δ(0,1,0)+ e3πi/4δ(0,1,1)+ eπi/4δ(1,0,0) +
eπi/4δ(1,0,1). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1)δ(0,0,0)
+
(
i− i− 1− 1 + 1 + 1)δ(0,0,1)
+
(
eπi/4 + e3πi/4 + e7πi/4 + e5πi/4
)
δ(0,1,0)
+
(
e5πi/4 + e7πi/4 + eπi/4 + e3πi/4
)
δ(0,1,1)
+
(
e7πi/4 + e5πi/4 + eπi/4 + e3πi/4
)
δ(1,0,0)
+
(
e7πi/4 + e5πi/4 + e3πi/4 + eπi/4
)
δ(1,0,1)
+
(− i+ i+ i− i)δ(1,1,0)
+
(− i+ i− i+ i)δ(1,1,1)
= 6δ(0,0,0) 
For Z 32 , a seven-element set has PSC at most 2.777127870 unlike seven-
element subsets of Z .8
8.2. Z 23 .
Proposition 8.3. Each of the two 7-element sets below is extreme in Z 23 .
(1) {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (2, 0), (2, 2)}
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(2) {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2), (2, 0)}
Proof. (1). Let µ = δ(0,0) + e
5πi/3δ(0,1) + e
2πi/3δ(0,2) + e
5πi/3δ(1,0) + δ(1,1) +
e2πi/3δ(2,0) + e
πi/3δ(2,2). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1 + 1)δ(0,0)
+
(
e4πi/3 + e5πi/3 + eπi/3 + eπi/3
)
δ(0,1)
+
(
eπi/3 + e2πi/3 + e5πi/3 + e5πi/3
)
δ(0,2)
+
(
e4πi/3 + eπi/3 + e5πi/3 + eπi/3 − )δ(1,0)
+
(
e5πi/3 + eπi/3
)
δ(1,1)
+
(
e4πi/3 + e4πi/3 + e2πi/3 + e2πi/3
)
δ(1,2)
+
(
eπi/3 + e5πi/3 + e2πi/3 + e5πi/3
)
δ(2,0)
+
(
e2πi/3 + e4πi/3 + e4πi/3 + e2πi/3
)
δ(2,1)
+
(
e5πi/3 + eπi/3
)
δ(2,2)
= 7δ(0,0).
(2). Let µ = δ(0,0) + e
4πi/3δ(0,1) + e
4πi/3δ(0,2) + e
5πi/3δ(1,0) + e
πi/3δ(1,1) +
eπi/3δ(1,2) + δ(2,0). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1 + 1)δ(0,0)
+
(
e2πi/3 + e4πi/3 + 1 + e4πi/3 + e2πi/3 + 1
)
δ(0,1)
+
(
e2πi/3 + 1 + e4πi/3 + e4πi/3 + 1 + e2πi/3
)
δ(0,2)
+
(
1 + e5πi/3 − 1− 1 + eπi/3)δ(1,0)
+
(
e4πi/3 + eπi/3 + eπi/3 − 1 + e5πi/3)δ(1,1)
+
(
e4πi/3 + eπi/3 − 1 + eπi/3 + e5πi/3)δ(1,2)
+
(
eπi/3 − 1− 1 + e5πi/3 + 1)δ(2,0)
+
(
e5πi/3 + e5πi/3 − 1 + eπi/3 + e2πi/3)δ(2,1)
+
(
e5πi/3 − 1 + e5πi/3 + eπi/3 + e2πi/3)δ(2,2)
= 7δ(0,0).

Proposition 8.4. The 7 element set {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2), (2, 0)}
is extreme in Z 23 .
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Proof. Let µ = δ(0,0) + e
4πi/3δ(0,1) + e
4πi/3δ(0,2) + e
πi/3δ(1,0) − δ(1,1) − δ(1,2) +
e4πi/3δ(2,0). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1 + 1)δ(0,0)
+
(
e2πi/3 + e4πi/3 + 1 + e4πi/3 + e2πi/3 + 1
)
δ(0,1)
+
(
e2πi/3 + 1 + e4πi/3 + e4πi/3 + 1 + e2πi/3
)
δ(0,2)
+
(
e2πi/3 + eπi/3 + e5πi/3 + e5πi/3 − 1)δ(1,0)
+
(
1− 1− 1 + e5πi/3 + eπi/3)δ(1,1)
+
(
1− 1 + e5πi/3 − 1 + eπi/3)δ(1,2)
+
(
e5πi/3 + eπi/3 + eπi/3 − 1 + e4πi/3)δ(2,0)
+
(− 1− 1 + eπi/3 + e5πi/3 + 1)δ(2,1)
+
(− 1 + eπi/3 − 1 + e5πi/3 + 1)δ(2,2)
= 7δ(0,0) 
8.3. Z 24 . The following is a variant of [5, 3.3 (i) ].
Proposition 8.5. Each of the following 5-element sets is extreme in Z 24 .
(1) {(0, 0), (0, 1), (0, 2), (0, 3), (2, 0)}
(2) {(0, 0), (0, 1), (0, 2), (2, 0), (2, 2)}
Proof. (1). Let µ = δ(0,0) − iδ(0,1) + δ(0,2) + iδ(0,3) + iδ(2,0). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1)δ(0,0) + (− i− i+ i+ i)δ(0,1)
+
(
1− 1 + 1− 1)δ(0,2)
+
(
i− i− i+ i)δ(0,3) + (− i+ i)δ(2,0)
+
(− 1 + 1)δ(2,1) + (− i+ i)δ(2,2) + (1− 1)δ(2,3)
= 5δ(0,0).
(2). Let µ = δ(0,0) − δ(0,1) − δ(0,2) + iδ(2,0) + iδ(2,2). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1)δ(0,0) + (− 1 + 1)δ(0,1)
+
(− 1− 1 + 1 + 1)δ(0,2) + (− 1 + 1)δ(0,3)
+
(− i+ i+ i− i)δ(2,0) + (i− i)δ(2,1)
+
(− i+ i− i+ i)δ(2,2) + (i− i)δ(2,3)
= 5δ(0,0) 
Proposition 8.6. Each of the 6-element sets
(1) {(0, 0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 2)}
(2) {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2)}
is extreme in Z2 × Z4 .
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Remark 8.7. The 2018/10/30 version of my program (findNonCyclic) did
not find those two sets equivalent. A better program might, however.
Proof. (1). Let µ = δ(0,0) + e
7πi/4δ(0,1) + iδ(0,2) + e
3πi/4δ(0,3) + e
3πi/4δ(1,0) +
e3πi/4δ(1,2). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1)δ(0,0)
+
(
e5πi/4 + e7πi/4 + e3πi/4 + eπi/4
)
δ(0,1)
+
(− i− 1 + i− 1 + 1 + 1)δ(0,2)
+
(
eπi/4 + e5πi/4 + e7πi/4 + e3πi/4
)
δ(0,3)
+
(
e5πi/4 + e7πi/4 + e3πi/4 + eπi/4
)
δ(1,0)
+
(− 1 + 1 + 1− 1)δ(1,1)
+
(
e5πi/4 + e7πi/4 + eπi/4 + e3πi/4
)
δ(1,2)
+
(− 1 + 1− 1 + 1)δ(1,3)
= 6δ(0,0) 
(2). Let µ = δ(0,0) + e
23πi/12δ(0,1) − iδ(0,2) + eπi/3δ(1,0) + e11πi/12δ(1,1) +
e11πi/6δ(1,2). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1)δ(0,0)
+
(
e23πi/12 + e19πi/12 + e7πi/12 + e11πi/12
)
δ(0,1)
+
(
i− i+ i− i)δ(0,2)
+
(
eπi/12 + e5πi/12 + e17πi/12 + e13πi/12
)
δ(0,3)
+
(
e5πi/3 − 1 + e5πi/3 + eπi/3 − 1 + eπi/3)δ(1,0)
+
(
e19πi/12 + e7πi/12 + e11πi/12 + e23πi/12
)
δ(1,1)
+
(
eπi/6 + e7πi/6 + e5πi/6 + e11πi/6
)
δ(1,2)
+
(
e13πi/12 + eπi/12 + e5πi/12 + e17πi/12
)
δ(1,3)
= 6δ(0,0)
8.4. Z 34 . These groups have 25 or more elements, too many to find equiv-
alence classes for sets with 6 or more elements in a reasonable time.
8.5. Z2 × Z4 .
Proposition 8.8. The 4 element set {(0, 0), (0, 1), (1, 3), (1, 0)} is extreme
in Z2 × Z4 .
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Proof. Let µ = δ(0,0) + iδ(0,1) − δ(1,3) + iδ(1,0). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1)δ(0,0)
+
(
i− i)δ(0,1)
+
(− i+ i)δ(0,3)
+
(− i+ i)δ(1,0)
+
(− 1 + 1)δ(1,1)
+
(− i+ i)δ(1,2)
+
(− 1 + 1)δ(1,3)
= 4δ(0,0) 
Proposition 8.9. Each of the following 5-element sets is extreme in Z2×Z4 .
(1) {(0, 0), (0, 1), (0, 2), (1, 0), (1, 2)}
(2) {(0, 0), (0, 1), (0, 2), (0, 3), (1, 0)}
Proof. (1). Let µ = δ(0,0) − δ(0,1) − δ(0,2) + iδ(1,0) + iδ(1,2). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1)δ(0,0) + (− 1 + 1)δ(0,1) + (− 1− 1 + 1 + 1)δ(0,2)
+
(− 1 + 1)δ(0,3) + (− i+ i+ i− i)δ(1,0) + (i− i)δ(1,1)
+
(− i+ i− i+ i)δ(1,2) + (i− i)δ(1,3)
= 5δ(0,0).
(2). Let µ = δ(0,0) − iδ(0,1) + δ(0,2) + iδ(0,3) + iδ(1,0). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1)δ(0,0) + (− i− i+ i+ i)δ(0,1)
+
(
1− 1 + 1− 1)δ(0,2) + (i− i− i+ i)δ(0,3) + (− i+ i)δ(1,0)
+
(− 1 + 1)δ(1,1) + (− i+ i)δ(1,2) + (1− 1)δ(1,3)
= 5δ(0,0) 
Proposition 8.10. Each of the following 6-element sets is extreme in Z2 ×
Z4 .
(1) {(0, 0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 2)}
(2) {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2)}
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Proof. (1.) Let µ = δ(0,0) + e
7πi/4δ(0,1) + iδ(0,2) + e
3πi/4δ(0,3) + e
3πi/4δ(1,0) +
e3πi/4δ(1,2). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1)δ(0,0)
+
(
e5πi/4 + e7πi/4 + e3πi/4 + eπi/4
)
δ(0,1)
+
(− i− 1 + i− 1 + 1 + 1)δ(0,2)
+
(
eπi/4 + e5πi/4 + e7πi/4 + e3πi/4
)
δ(0,3)
+
(
e5πi/4 + e7πi/4 + e3πi/4 + eπi/4
)
δ(1,0) +
(− 1 + 1 + 1− 1)δ(1,1)
+
(
e5πi/4 + e7πi/4 + eπi/4 + e3πi/4
)
δ(1,2) +
(− 1 + 1− 1 + 1)δ(1,3)
= 6δ(0,0).
(2). Let µ = δ(0,0) + e
23πi/12δ(0,1) − iδ(0,2) + eπi/3δ(1,0) + e11πi/12δ(1,1) +
e11πi/6δ(1,2). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1)δ(0,0)
+
(
e23πi/12 + e19πi/12 + e7πi/12 + e11πi/12
)
δ(0,1)
+
(
i− i+ i− i)δ(0,2)
+
(
eπi/12 + e5πi/12 + e17πi/12 + e13πi/12
)
δ(0,3)
+
(
e5πi/3 − 1 + e5πi/3 + eπi/3 − 1 + eπi/3)δ(1,0)
+
(
e19πi/12 + e7πi/12 + e11πi/12 + e23πi/12
)
δ(1,1)
+
(
eπi/6 + e7πi/6 + e5πi/6 + e11πi/6
)
δ(1,2)
+
(
e13πi/12 + eπi/12 + e5πi/12 + e17πi/12
)
δ(1,3)
= 6δ(0,0) 
8.6. Z 22 ×Z3 .
Proposition 8.11. The 8 element set
{(0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1), (1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1)}
is extreme in Z 22 Z3 .
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Proof. Let µ = δ(0,0,0) + e
7πi/15δ(0,0,1) − iδ(0,1,0) + e29πi/30δ(0,1,1) + iδ(1,0,0) +
e29πi/30δ(1,0,1) − δ(1,1,0) + e7πi/15δ(1,1,1). Then
µ ∗ µ˜ = (1 + 1 + 1 + 1 + 1 + 1 + 1 + 1)δ(0,0,0)
+
(
e7πi/15 + e22πi/15 + e7πi/15 + e22πi/15
)
δ(0,0,1)
+
(
e23πi/15 + e8πi/15 + e23πi/15 + e8πi/15
)
δ(0,0,2)
+
(
i− i− i+ i− i+ i+ i− i)δ(0,1,0)
+
(
e29πi/30 + e29πi/30 + e59πi/30 + e59πi/30
)
δ(0,1,1)
+
(
e31πi/30 + e31πi/30 + eπi/30 + eπi/30
)
δ(0,1,2)
+
(− i− i+ i+ i+ i+ i− i− i)δ(1,0,0)
+
(
e59πi/30 + e59πi/30 + e29πi/30 + e29πi/30
)
δ(1,0,1)
+
(
e31πi/30 + e31πi/30 + eπi/30 + eπi/30
)
δ(1,0,2)
+
(− 1 + 1− 1 + 1− 1 + 1− 1 + 1)δ(1,1,0)
+
(
e22πi/15 + e7πi/15 + e22πi/15 + e7πi/15
)
δ(1,1,1)
+
(
e23πi/15 + e8πi/15 + e23πi/15 + e8πi/15
)
δ(1,1,2)
= 8δ(0,0,0) 
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9. Disclaimers
A request. Suggestions for things to look at, programming ideas, and corrections to
the text are invited.
Conjectures. I have mostly used “conjecture” rather than “problem” or “question,” in
the hope that “conjecture” will pique competitive instincts in a way that the other terms
may not.
To do - theory. For each conjecture, show that it is correct (or give counter example(s)
to it). In some cases this will surely involve rephrasing of the conjecture.
Criteria for “exceptional” extreme sets in non-cyclic groups need formulating.
To do - computation. There is much computer work to be done for larger sets in
larger groups, where the results are limited by the slowness of the computer and my meagre
programming skills.
A related project is to produce lists of extremal measures for each extreme set, in the
hope of revealing a pattern (or patterns) that would enable solution of one or more of the
conjectures. This would take relatively minor adaptations of the present programs.
Another project is to compile a list of sets with (close to) integer PSCs and then verify
that the PSCs of those sets are indeed integers.
Too much detail. I don’t expect anyone to read everything, but the data is here if for
those who want (excessively) repetitive exercises with answers.
Also, some of what’s here duplicates, partially, material of the two papers in the bibli-
ography of which I am an author or co-author.
Are sets actually equivalent? Yes, for cyclic groups. Perhaps not, for product groups:
implementing in product groups a correct method for finding true equivalence classes is
complicated and may well have escaped me; see, e.g., [6]. Any help on this point would
be much appreciated.
10. The computer programs
I will be happy to send my computer programs to anyone who wants them.
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