Abstract-We consider resilient versions of discrete-time multi-agent consensus in the presence of faulty or even malicious agents in the network. In particular, we develop eventtriggered update rules which can mitigate the influence of the malicious agents and at the same time reduce the necessary communication. Each regular agent updates its state based on a given rule using its neighbors' information. Only when the triggering condition is satisfied, the regular agents send their current states to their neighbors. Otherwise, the neighbors will continue to use the state received the last time. Assuming that a bound on the number of malicious nodes is known, we propose two update rules with event-triggered communication.
I. INTRODUCTION
In the area of multi-agent systems, consensus problems form one of the fundamental problems. There, agents interact locally and exchange their information with each other in order to arrive at the global objective of sharing a common value. In an uncertain environment where faults or even adversarial attacks can be present, it is of great importance to secure consensus algorithms by raising their resilience levels so as to avoid being influenced by such uncertainties in their decision makings. In this context, adversarial agents are those not following the given algorithms and even attempt to keep the nonfaulty, regular agents from reaching consensus.
In computer science, the area of distributed algorithms has long studied resilient versions of consensus algorithms (see, e.g., [12] ), and our work follows this line of research. For each regular agent, a simple but effective approach to reduce the influence of potentially misleading information is to ignore the agents whose states are the most different from its own. It is assumed that the nodes know a priori the maximum number F of adversarial agents in the network. Hence, it is useful to remove the F largest values as well as the F smallest values among those received from the neighbors. This class of algorithms is sometimes called the mean subsequence reduced (MSR) algorithms and has been Y. Wang employed in computer science (e.g., [18] ), control theory (e.g., [1] , [11] , [21] ), and robotics (e.g., [4] ). An important recent progress lies in the characterization of the necessary requirement on the topology of the agent networks, where the notion of robust graphs was proposed [11] , [18] .
In this paper, we develop distributed protocols for resilient consensus with a particular emphasis on the communication loads for node interactions. We reduce the transmissions through the event-triggered protocols (e.g., [6] ). Under this method, nodes make transmissions only when necessary in the sense that their values sufficiently changed since their last transmissions. The advantage is that the communication can be greatly reduced in frequency, while the achievable level of consensus may leave some gap in the values of the agents. More concretely, we develop two resilient consensus protocols under event-based communication. Their convergence properties are analyzed, and the requirement for the network topology is fully characterized in terms of robust graphs. Event-based protocols have been developed for conventional consensus without malicious agents in, e.g., [3] , [5] , [8] , [13] , [15] . Related results can be found in [7] , where eventbased consensus-type algorithms are developed for the clock synchronization in wireless sensor networks (WSNs).
The difficulty in applying event-based communication for resilient consensus is due to the errors between the current values and their last transmitted ones. We treat such errors as noise in the system. This approach can be seen as an extension of [9] , where a resilient version of the WSN clock synchronization problem mentioned above is analyzed; the exchange of two clock variables creates decaying noises in the consensus-type algorithms. In our problem setting, the errors are due to triggering and do not entirely decay.
Another feature of this paper is that we deal with eventdriven consensus in the discrete-time domain. This is in contrast to previous works that study event-based consensus in continuous time (e.g., [3] , [8] , [15] ). In such cases, the agents must continuously monitor their states to detect when events are triggered, which may require special computational resources. On the other hand, in [5] , [13] , sampled-data control is employed, but the analysis is done in continuous time.
It is interesting to note that in discrete time, event-based consensus algorithms have to be designed differently. This issue has also been discussed in the work [7] , which essentially deals with discrete-time asynchronous update rules without adversaries. It is emphasized that in the presence of attacks, this aspect seems even more crucial. In this paper, we present two resilient consensus algorithms, but also discuss a third potential approach. The differences among them are modest: At the updates, each agent has the option of using its own state or its own last transmitted state. We will however see that analysis methods can differ, leading to various levels of conservatism in the bounds on the parameters for the event triggering functions.
Recently, resilient consensus problems have gained much attention. The early works [11] , [18] dealt with first-order agents with synchronous updates. In [1] , MSR-type algorithms are developed for agents having second-order dynamics with delays in communication as well as asynchronous updates. The work [10] studied the MSR-based resilient synchronization problem in a more general setting with agents having higher-order dynamics in continuous time. While most studies deal with agents whose states take real values, the work [2] considers agents with quantized (i.e., integer-valued) states. In [16] , a resilient version of distributed optimization is studied by employing MSR-like mechanisms to remove outliers in neighbors. Also, there is a line of graph theoretic studies (e.g., [17] , [21] ), which discuss methods to identify the robustness of certain classes of graphs.
This paper is organized as follows. In Section II, we introduce some preliminaries and then formulate the eventbased resilient consensus problem. We propose two eventbased resilient update rules and study their convergence and necessary network structures in Sections III and IV. A numerical example is given in Section V to demonstrate the effectiveness of the proposed algorithms. We provide concluding remarks in Section VI.
II. EVENT-BASED RESILIENT CONSENSUS PROBLEM

A. Preliminaries on graphs
Consider the directed graph G = (V, E) consisting of n nodes. Here the set of nodes is denoted by V = {1, 2, . . . , n} and the edge set by E ⊆ V ×V. The edge (j, i) ∈ E indicates that node j can send a message to node i and is called an incoming edge of node i. Let N i = {j : (j, i) ∈ E} be the set of neighbors of node i. The number of neighbors of node i is called its degree and is denoted as d i = |N i |. The path from node i 1 to node i p is denoted as the sequence
The graph G is said to have a spanning tree if there exists a node from which there is a path to all other nodes of this graph.
To establish resilient consensus results, an important topological notion is that of robustness of graphs [11] .
Definition 1:
one of the following conditions is satisfied:
Vi is the set of all nodes in V i which have at least r neighbors outside V i for i = 1, 2.
In Fig. 1 , we display an example graph with seven nodes. It has just enough connectivity to be (3,3)-robust. If any of the edges are removed, this level of robustness will be lost. We summarize some basic properties of robust graphs [18] . Here, the ceil function y gives the smallest integer greater than or equal to y.
Lemma 1: An (r, s)-robust graph G satisfies the following:
and in particular, it is r-robust. 2) G has a directed spanning tree. Moreover, it is 1-robust if and only if it has a directed spanning tree.
In consensus problems, the property 2) in the lemma above is of interest. Robust graphs may not be strongly connected in general, but this property indicates that the notion of robust graphs is a generalization of graphs containing directed spanning trees, which are of great relevance in the literature of consensus [14] .
As we will see, robust graphs play a key role in characterizing the necessary network structure for achieving resilient consensus. It should however be noted that checking the robustness of a given graph involves combinatorial computation and is thus difficult in general [17] , [21] .
B. Event-based consensus protocol
We consider the directed graph G of n nodes. The nodes in V are partitioned into two sets: R denotes the set of regular nodes and A = V \R represents the set of adversarial nodes. The regular nodes will follow the designed algorithm exactly while the adversarial nodes can have different update rules from that of the regular nodes. The attacker is allowed to know the states of the regular nodes and the graph topology, and to choose any nodes as members of A.
We introduce the event-based protocol for the regular nodes to achieve consensus. It can be outlined as follows: At each discrete-time instant k ∈ Z + , the nodes make updates, but whether they transmit their current values to neighbors depends on the triggering function. More concretely, each node i has an auxiliary variable which is its state value communicated the last time and compares it with its own current state. If the current state has changed sufficiently, then it will be sent to its neighbors and the auxiliary variable will be replaced.
The event-based update rule for agent i is given by
where x i (k) ∈ R is the state of node i, andx j (k) ∈ R is the last communicated state of node j at time k. The latter is defined asx
. . denote the transmission times of node j determined by the triggering function to be given below. The initial values x i (0),x j (0) are given, a ij (k) is the weight for the edge (j, i), which satisfies γ ≤ a ij (k) < 1, and γ is the lower bound of the weights with 0 < γ ≤ 1/2. The update rule above can be seen as a discrete-time counterpart of the event-based consensus algorithms in, e.g., [5] , [15] .
Let the error between
) with e i (0) = 0. Then we introduce the triggering function as
where c 0 , c 1 , α > 0 are positive constants.
C. Adversary model and resilient consensus
For the adversarial nodes in the set A, we use the model introduced in [11] . The classification is based on their number, locations, and behaviors.
Definition 2: We say that an adversarial node is malicious if it sends the same value to all of its neighbors at each transmission.
The motivation for considering malicious nodes as defined above comes, for example, from the applications of WSNs, where sensor nodes communicate to their neighbors by broadcasting their data.
We also set a bound on the number of malicious nodes in the network. In this paper, we will deal with networks of the so-called F -total model as defined below. Let N m = |A| be the number of malicious agents and let N = |V| − N m be the number of regular agents.
Definition 3: For F ∈ N, we say that the adversarial set A follows an F -total model if N m ≤ F . Now, we introduce the notion of resilient consensus for multi-agent systems.
Definition 4: Given c ≥ 0, if for any possible sets and behaviors of the malicious agents and any initial values of the regular nodes, the following conditions are satisfied, then the multi-agent system is said to reach resilient consensus at error level c: 1) Safety condition: There exists an interval S ⊂ R such that x i (k) ∈ S for all i ∈ R, k ∈ Z + . 2) Consensus condition: For all i, j ∈ R, it holds that lim sup k→∞ |x i (k) − x j (k)| ≤ c. In this paper, we would like to design event-based update rules for the regular agents to reach resilient consensus under the F -total model by using only local information obtained from their neighbors.
III. ROBUST PROTOCOLS FOR EVENT-BASED CONSENSUS
A. E-MSR algorithm
In this section, we outline a resilient consensus protocol to solve the resilient consensus problem. As discussed above, every node makes an update at every time step in a synchronous manner, but only when an event happens, the auxiliary values will be updated and then sent to neighbors. The basis of the algorithm follows those in the works of, e.g., [1] , [11] . The algorithm in this paper is called the event-based mean subsequence reduced (E-MSR) algorithm.
The E-MSR algorithm has four steps as follows: 1) (Collecting neighbors' information) At each time step k, every regular node i ∈ R uses the valuesx j (k), j ∈ N i , most recently communicated from the neighbors as well as its own value x i (k) and sorts them from the largest to the smallest.
2
) (Deleting suspicious values)
Comparing with x i (k), node i removes the F largest and F smallest values from its neighbors. If the number of values larger or smaller than x i (k) is less than F, then all of them are removed. The removed data is considered as suspicious and will not be used in the update. The set of the node indices of the remaining values is written as
3) (Local update) Node i updates its state by
4) (Communication update) Node i checks if its own triggering function f i (k + 1) in (1) is positive or not. Then, it setsx i (k + 1) aŝ
The communication rule in this algorithm shows that only when the current value has varied enough to exceed a threshold, then the auxiliary variable will be updated, and only at this time the node sends its value to its neighbors. This event triggering scheme can significantly reduce the communication burden as we will see in the numerical example in Section V.
B. Protocol 1
The first protocol of this paper is the E-MSR algorithm as stated above, which will be referred to as Protocol 1. We are now ready to present our main result for this protocol.
We introduce two kinds of minima and maxima of the states of the regular agents: The first involves only the states as x(k) = max i∈R x i (k) and x(k) = min i∈R x i (k) while the second uses also the auxiliary variables asx(k) = min i∈R {x i (k),x i (k)} andx(k) = max i∈R {x i (k),x i (k)}. The safety interval S is chosen as S = x(0),x(0) . Theorem 1: Under the F -total model, the regular agents with E-MSR using (2) and (3) 
The above result shows that the multi-agent system is guaranteed to reach resilient consensus despite the presence of F -total malicious agents. First, the width of the safety interval S is determined by the initial states of the regular agents. Second, the error that may remain after achieving resilient consensus is also proportional to c 0 . The parameters can be set to any value by the designer and, clearly, by taking c 0 = 0, exact consensus can be achieved at the expense of having more communications. The role of c 1 and α is to reduce the communication in the early stage by making the threshold in the triggering function large. We will see the effects of the parameters of the event-triggering function through a numerical example in Section V.
Compared with the results of conventional event-based consensus in [15] , our upper bound for the consensus condition is larger and thus more conservative. The reason is that due to the malicious agents, the analysis methods of previous works are not applicable to this problem. Our analysis follows those in resilient consensus problems such as [1] . The differences between these two methods lead to the gap in the bounds. We will see the effects of the parameters of the event-triggering function through a numerical example in Section V. A related result can be found in [9] with an application to clock synchronization in WSNs. It studies a resilient consensus problem with decaying noise that arises in the system due to the interactions among clock states.
Remark 1: We should highlight that in the discrete-time domain, event-based consensus algorithms must be carefully designed especially in the resilient case. We can construct another resilient consensus algorithm motivated by the structures found in [15] , [20] , which deal with continuous-time multi-agent systems, as
The modification may be minor as the only difference is thatx i (k) is used instead of x i (k) in the second term of the right-hand side. Compared with Protocol 1, to guarantee the consensus error level of c, the choice of c 0 must be half as c 0 ≤ γ N /8N , which may increase the communication load. These results can be obtained by following a proof similar to that of Theorem 1.
IV. PROTOCOL 2
We next provide our second resilient consensus algorithm, referred to as Protocol 2. To this end, we modify the update rule (2) in a way different from the protocol (5) discussed in Remark 1. It is pointed out that in Protocol 1, for obtaining the new state x i (k + 1) of agent i, its own data appears only through the current state x i (k). On the one hand, this means that even when the new state is not communicated, it still needs to be stored at every time step. On the other, as the current state x i (k) is newer thanx i (k), it seems desirable for speeding up the convergence. We will however show that it may be better to use onlyx i (k) for both storage and convergence reasons. The protocol introduced below is motivated by those in [7] , [20] .
Every regular node i ∈ R updates its current state by
for k ∈ Z + . Note that the new state x i (k + 1) need not be stored until the next time step, but is merely used for checking the triggering function f i (k + 1). Accordingly, in the E-MSR, steps 1 and 2 should be adjusted so that
Then we are ready to present our second main result of this paper, which is regarding Protocol 2.
Theorem 2: Under the F -total model, the regular agents with E-MSR using (6) and (3) 
Protocol 2 enables us to achieve resilient consensus only with data communicated via event-based protocols. Compared with Protocol 1 considered in Theorem 1, it is more difficult to trigger an event when the regular nodes become close to each other. This property usually means a lower communication rate. The disadvantage, in turn, is of having less sensitivity to deal with small errors between neighbor nodes. That is, if the triggering rules are the same in Protocols 1 and 2, then for this protocol, larger errors may remain in consensus.
The upper bound obtained in Theorem 2 can in general be conservative. It is also noted that the proof method used for Theorem 1 could be employed here; this will however result in the same error bound as in Theorem 1, which is more conservative than the one we have in (7).
Remark 2:
We present an example of a multi-agent system whose error in consensus among the agents is equal to the bound obtained in Theorem 2. Such a graph may be called a worst-case graph. Consider the network in Fig. 2 with four nodes which are all regular. The initial values x i (0) of the nodes and the (constant) weights a ij (k) on the edges are indicated in the figure. Since the weights are all 0.5 (and thus γ = 0.5), for nodes having two neighbors, their own values are not used in the update rule (6) . Moreover, for the node in the far left, a self-loop is shown to indicate that this node uses its own value. The node in the far right has no incoming edge, and thus its value will not change over time. By setting the parameters for the triggering function as c 0 = 1 and c 1 = 0, it follows that there will be no event at any time. Note that the difference in their values is 14, which makes equality to hold in (7) in Theorem 2. In this section, we illustrate the proposed resilient protocols via numerical simulations. We consider the multi-agent system with seven nodes whose connectivity graph is shown in Fig. 1 ; as already mentioned, this graph is ( We observe that both protocols managed to achieve the desired level of consensus specified by c = 1 based on eventtriggered communication. Moreover, there is very little sign of being influenced by the behavior of the malicious nodes. In fact, for Protocol 1, after 600 steps, the consensus error among the regular nodes became 5.24×10 −5 , with 5.4 times of transmissions on average for each regular node. On the other hands, for Protocol 2, the consensus error was 8.63 × 10 −3 , with 4.6 times of transmissions on average. Thus, we confirm that Protocol 2 is less conservative for the given c = 1.
Next, by setting c 0 = 0, we demonstrate that exact resilient consensus can be attained while reducing the number of transmissions. To this end, for both protocols, we set c 1 = 0.5 and α = 0.03 as in the previous simulations. In this case, the threshold that determines the timings of events eventually goes to zero (due to c 0 = 0).
The time responses of the two protocols are shown in Figs. 5 and 6. For Protocol 1, after 600 steps, the consensus errors among the regular nodes became essentially zero at 5.71 × 10 −9 where the average number of triggering times for the regular nodes is 10. Similarly, for Protocol 2, the consensus 
VI. CONCLUSION
We have considered a resilient approach for multi-agent consensus to mitigate the influence of misbehaving agents. Two event-based protocols for the updates of the regular nodes have been proposed, and their convergence properties as well as necessary network structures have been characterized. In future studies, we will extend our asynchronous algorithms for the event-triggered case in several directions including quatized states case [19] and time delays in communications. We also plan to introduce algorithms based on model predictive control.
