In this paper, we discuss the disparity estimation problem which is the most important challenge to generate an intermediate image for view synthesis. The main problem in estimating the disparity is to find the correspondence among the input images. The quality of the synthesized novel view is dependent on the accuracy of disparity estimation. Once we find the exact disparities among the input images, a simple low complexity interpolation is carried out to generate the new view. We offer a view of a comparative study between different state-of-the-art disparity estimation algorithms showing the advantages, disadvantages, and the peak signal to noise ratio (PSNR) of the reconstructed view using each one.
Introduction:
Continuous generation of a view of a scene based on the user position and orientation is gaining research attention recently. It is the idea behind the new multiview 3D displays or free-view video technology [1] . This continuous generation of novel views can be accomplished by recording the light rays at every space location towards every possible direction over any range of wavelengths and at any time which is defined by the plenoptic function [2] that may require a huge storage which is impossible. Alternatively acquiring a fewer set of scene images from different views, the required virtual view can be interpolated for other viewing angles or positions [3] , this is called the view interpolation. The key of success of the view interpolation is the accuracy of disparity estimation (how to relate different views by horizontal and vertical displacement). The quality of the interpolated view mainly depends on how accurately the computed disparities. In [4] , the authors divide the existing techniques for disparity estimation into four categories :
• Feature based techniques: in which a correspondence between features of the input images is established. The advantage of this technique is the reduction in time complexity, as the correspondence is done based on small amount of data not the whole image pixels. The drawback of this technique is that its poor accuracy as some regions of the input images are not included in the matching process.
• Area based techniques: in which the input images are divided into regions (patches), and then the correspondence between them is established as in [5] . The drawback of this technique is that it is very sensitive to the illumination changes and additive noise and the assumption that all points in a patch should have the same disparity does not always hold.
• Phase based techniques: in which the input images are matched based on the local phase information. They are more robust to different texture levels and less sensitive to brightness variations as in [6] and [7] . The computed disparity map suffers abrupt changes in flat areas, and distorted edges as the computed disparities are not smooth.
• Energy based techniques: in which the disparity estimation problem is done based on minimization of an objective function in a regularization framework. The problem is solved by discretizing the associated Euler-Lagrange equations for the functional minimization as in [8] , [9] , and [10] . The main drawback of this technique is that it is very sensitive to the selection of the regularization parameters as discussed later in In this paper, we will compare among the commonly used methods: area based, phase based, and energy based techniques in details as a local disparity estimation techniques. The global disparity estimation techniques such as [11] is not included in this paper as it is not suitable for view interpolation problem since the input images have multi-depth and local motions. Also we compare the reconstructed images using these different approaches both visually and quantitively using PSNR, which serves as a guide to which technique can be used in solving the view interpolation problem for different situations.
The rest of this paper is organized as follows. Section 2 describes the algorithms used in our comparative study. In section 3, we present the experimental results. Finally, we give concluding remarks in section 4.
Algorithms under comparison:
In this paper, we use all discussed algorithms to reconstruct a new view between two input (left and right) images. We denote the left image as I l and the right image as I r and the reconstructed view as I rec , which all are defined on a sampling grid Γ.
(1) where k dˆis the estimated disparity for the token k, k  {1, 2, 3, . . . , n}, n is the number of image tokens, and U (.) is some cost function. The token can be the whole image thus the disparity becomes only one vector for all the pixels in the input image, but this is not suitable for view interpolation case because there are many local motions in the scene. Thus the token can either be :
• Block (block-based disparity estimation) which is one of the areas based techniques as discussed in section 2.1.
• Pixel (pixel-based disparity estimation) in which we select two energy minimization (isotropic and anisotropic regularization) and one phase based technique (Gabor transform) as discussed in section 2.2. The token in equation (1) here is a block with 8 × 8 or 16 × 16 pixels (commonly used in MPEG standards), which divides I r into macro-blocks. These macro-blocks are compared with a corresponding block and its adjacent neighbors within a window of p pixels on all fours sides of the corresponding macro-block in I l as shown in figure (1) (a). For large motions, we select p large enough to locate the block in the search window. A very important issue to note is that the block-based approach does not get the true motion for every frame; instead it locates the best match macro-block i.e. the macro-block that minimizes some cost function such as the mean absolute difference (MAD) = or mean squared error
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where N is the macro-block side length (8 or 16). The search algorithm affects the speed and accuracy of the block matching algorithm. For instance, if we search all macro-blocks within the search window (exhaustive search), we get the best accuracy but the highest computational burden. On the other hand, inaccurate fast search methods such as three-step-search used in MPEG encoding have a poor accuracy to be used for view interpolation. In general, the computation can be speeded up by implementing the block matching in a multi-resolution framework [13] by estimating the disparity field in the coarse resolution and then refining it in the next higher resolution after scaling it by appropriate scaling factor as shown in figure (1) (b). This paper For each pixel we want to determine both values of u and v that minimize the difference between both sides of equation (2), since we have only one equation, this problem is called ill-posed problem. Mathematically, it needs additional constraints to be solved properly. We select two energy minimization based techniques which are the isotropic and anisotropic regularization for our discussion. In addition to the Gabor transform as one phase-based technique.
Figure (1): (a) A typical example of macro-block size and p parameter, (b) Illustration of multi-resolution block matching algorithm

Pixel-Based Approach
Isotropic regularization
The unconstrained problem described in (2) is solved using additional constraint which is the similarity of the disparity vectors of the neighboring pixels as in [8] . So it takes the following form where  x is the spatial gradient operator , (I l (x + dˆ(x)) − I r (x)) 2 is called the data term, and is the regularization term and λ is a parameter that control the degree of smoothness. From the calculus of variation, the solution of the minimization problem in (3) where and are the spatial derivative of I l in both x and y directions respectively, and are the second derivative of u and v with respect to x and y respectively. Equations (4) and (5) can be discretized using gradient descent method as follows:
where u n and v n are the computed u and v at iteration n respectively and ∆t is an artificial time-step parameter to ensure the stability of the solution. Then we solve iteratively
The disadvantage of the selection of such regularization term is the smoothness of the disparity vectors done regardless to the object boundaries which result in some distortion at the object boundaries.
Anisotropic regularization
The idea introduced by Porona and Malik [14] can be used to solve the smoothness problem of the disparity vectors across the object boundaries resulting from the isotropic regularization. This is achieved by introducing the anisotropic diffusion which diffuses the intensities of the image pixels inside the objects, and stops this smoothness across the object boundaries. Many authors [9] used this idea and applied it to the estimation of disparity vectors instead of image intensities as shown in the following equation and u x , u y , v x , v y are the derivatives of u and v with respect to x and y respectively. Both terms and are used to guide the smoothness process thus the disparity will be smoothed in the direction of the lowest image gradient and preserved in the direction of the highest image gradient. The solution of the minimization problem in (8) can be done by solving its associated Euler-Lagrange equations as follows: Equations (9) and (10) can be solved by the gradient descent method as in (7) . Since the gradient of underlying image is the guide to the diffusion process, the anisotropic diffusion fails in some cases, when there is a weak gradient between the object and the background. This represents the main weakness of the anisotropic diffusion (edge preserving regularization). The main drawback of all regularization techniques is that the reconstructed image is sensitive to the regularization parameter λ which need to be chosen according to the contents of I r and I l .
Gabor-transform
The Gabor transform is implemented using a set of modulated limited-band Gaussian filters at different tuning frequencies and orientations determined by the horizontal and vertical spatial frequencies ω x , ω y respectively. Its 2D unit impulse is given by The selection of values of τ x1 , τ x2 , τ y1 and τ y2 is dependent on the largest horizontal and vertical displacements between the left and right images.
Experimental results
We apply the discussed four techniques to some natural sequences to test the effectiveness of each one. In all experiments, we interpolate the new image at distance = 0.5 using the estimated disparity field after scaling it by α. Since we have the complete sequence, we measure the PSNR between the ground truth images with the interpolated one. In figures (3) and (4) (3) and (4) respectively. This is due to the fact that the images in figure ( 3) have much more complex objects than the other figure. From these figures, we find that the block based approach suffer from the following two problems : 1. The blockiness artifacts (distortion of the reconstructed image at object boundaries) This can be reduced by reducing the size of the block size but to a limit that the matching is done properly, or first calculates the disparity values for larger blocks and then reduces the block size at possible boundary locations as proposed in [5] . 2. We notice that some parts are visible in the left image and disappeared in the right image, and vice versa, these parts are called occluded and newly exposed area respectively. The matching process does not know what to do in these regions but it gets the block with the smallest cost in the search window. We surround some parts of the reconstructed images by circles. These parts are reconstructed poorly because of the occluded and newly exposed areas in I l and I r which make the PSNR of I rec falls down. Another example for pixel-based disparity estimation is shown in figure (5) , in which (a) is I 1 , (b) is I r , (c) is the ground truth image , (d) is I rec using isotropic regularization, (e) is I rec using anisotropic regularization, (f) is the computed disparity map using isotropic regularization, and (g) is the computed disparity map using anisotropic regularization. The computed disparity map using isotropic regularization suffers from the problem of over smoothness of disparity vectors which is greatly reduced using the anisotropic regularization that shows sharper objects boundaries thus obtaining more and λ = 2000 in all our experimental results as in [9] . The PSNR between the reconstructed and ground truth image is 25.93db and 26.4db using isotropic and anisotropic regularization respectively, i.e. the anisotropic regularization gets 0.5db gain over the isotropic regularization. In the same figure (5) (h) is I rec by the disparity estimation using Gabor transform as in (12), and figure (5) errors we need to get the disparity values for continuous surfaces changing smoothly, while maintaining the disparity discontinuities at the object boundaries using the anisotropic diffusion discussed previously. So, the disparity map computed by the Gabor transform method serves as initial estimate and must be refined by a one of a variational regularization method as in [15] .
Finally, we present a summary of measured PSNR between the ground truth image and the I rec using the discussed four disparity estimation techniques. We use 30 frames from the Flower-Garden sequence to get such unbiased results. We compute the disparities between every two successive frame with difference two (I t , I t+2 ). We take I t as the I l and I t+2 as I r and the ground truth image as I t+1 . In figure (6), we plot the PSNR between the reconstructed and the ground truth images against the frame number of the sequence for all methods.
Conclusion
In this paper, we present different disparity estimation techniques comparing their reconstructed images visually and quantitvely. We show that the block-based technique has the lowest quality in terms of the reconstructed image since it suffers from the blockiness artifacts and the wrongly handling occlusion areas as shown in figure (3) and (4) . The pixel based methods shows superior performance than the block based methods as shown in figure (6) . Also the reconstructed image by the regularization methods (isotropic, and anisotropic) has a better PSNR than those obtained by Gabor transform method since the disparity vectors obtained by Gabor transform method is not smooth (not regularized). Regularization make the disparity estimation problem more constrained and enforces the disparity vectors to be smooth which handles occlusion areas much better, which offers a better solution than those that do not have any regularization. The advantage of estimating disparity using Gabor transform is that it can handle large disparities [15] which are not possible for energy-based techniques.
