Acoustic wave scattering by a semi-infinite lattice of sound-soft cylinders is considered in the long-wave limit. The problem is first reduced an infinite linear system of algebraic equations, and this in turn is solved via the discrete Wiener-Hopf technique. A complete description of the far field is given, first for the case where there is no propagation through the lattice, and then for the situation in which Bloch waves are excited. Finally, we apply the principle of conservation of energy, which leads to useful identities that serve as a check on the validity of our results.
Introduction
Since its creation in the early 1930s, the Wiener-Hopf technique has been one of the most widely used tools for the theoretical study of wave diffraction (the original paper is written in German, but is available with brief English commentary in [1] ). A wide range of canonical problems involving scattering by semi-infinite structures is considered in [2] ; numerous extensions and refinements to the technique are summarised in [3] . Less well-known is the fact that the Wiener-Hopf technique can also be used to solve problems involving scattering by semi-infinite arrays of discrete bodies. This requires the use of the z transform [4] , rather than the usual Fourier transform, but all of the essential principles remain the same. An outline sketch of this 'discrete Wiener-Hopf method' is given in [2, p. 173] , and [5] provides a short review of other literature in this area. Of the articles listed therein, those by Hills & Karp [6] and Linton & Martin [7] are of most relevance here. In both cases, the authors consider the interaction of plane acoustic waves with a linear, semi-infinite array of isotropic point scatterers. In this article, we solve the related problem of plane wave scattering by a semi-infinite lattice (an array of infinitely long parallel rows that extends to infinity in one direction) of sound-soft scatterers in the long-wave limit. Using a standard multiple scattering technique, this boundary value problem is reduced to an infinite linear system of algebraic equations in §2. A formal solution to this system is obtained in §3, using a procedure similar to that in [7] . The solution procedure hinges on the factorisation of a function called the kernel into a product of two functions, each of which has a certain prescribed domain of analyticity. This is typically the most difficult step required in the application of the Wiener-Hopf technique. In the particular case under consideration here, an approximate factorisation which is justifiable on physical grounds is available, and this is obtained in §4. The factorisation involves an integer parameter which can be increased to achieve greater accuracy, at the cost of introducing greater complexity. The explicit solution to the scattering problem is then given in §5.
Having completed the Wiener-Hopf analysis, in §6-7 we examine the structure of the scattered field. Initially we consider the situation in which the problem parameters reside in a band gap [8, p. 47 ] so that no waves can propagate through the lattice. We then consider the more physically interesting case in which some of the incident field energy propagates through the lattice in the form of a Bloch wave. The phenomenon of Bloch wave propagation through a doubly periodic infinite lattice has been studied extensively in a number of physical contexts, including composite materials [9] , perforated thin elastic plates [10] and photonic crystals [8] . In contrast, the excitation of Bloch waves at an edge has received far less attention. In the context of linear water-wave theory, excitation due to plane wave incidence on a semi-infinite lattice of bottom mounted, surface penetrating cylinders, is considered in [11] , using an approach based on the method of multiple scales. The overall structure of the field generated when a plane electromagnetic wave strikes the surface of a photonic crystal discussed in [8, pp. 221-225] , but no actual calculations are given. For the problem under consideration here, a complete description of the scattered field is easily obtained from the solution given in §5, and numerical results which indicate the proportion of incident field energy transmitted into the lattice are provided.
A useful check on the validity of our results is provided by the principle of conservation of energy, and this is considered in §8. This is particularly important, given our use of an approximate kernel factorisation. For cases where no Bloch waves are excited, we obtain a simple identity, and show that this is always satisfied. The presence of Bloch waves in the solution leads to a more complicated identity, which involves terms that must be computed numerically. Our calculations indicate that this is always satisfied to a high degree of accuracy.
Some concluding remarks, and indications of our intentions for further research in this area are given in §9.
Formulation
Let a 1 and a 2 be a linearly independent pair of vectors in the (x, y) plane. Suppose that infinitely long (in z), sound-soft (Dirichlet) cylindrical scatterers of radius l are centred at the points with position vectors
where j ∈ Z and p ∈ {0, 1, . . .}, thus forming a semi-infinite lattice (see figure 1 ). Without loss of generality, we can assume that a 1 = a 1x , and
where η 2 > 0. Here we have introduced the convention that |a| = a for any vector a, which will be used throughout. We will assume time-harmonic motion with frequency ω, in which case the acoustic potential outside the cylinders is given by
3)
The complex-valued function u must satisfy the Helmholtz equation
where k = ω/c, with c representing the speed of sound. Let the plane wave corresponding to u i (r) = e ik·r (2.5) be incident upon the lattice, where the wavenumber vector is given by We will consider the case of the long-wave limit, where the wavelength of the incident field is assumed to be greater than the other characteristic lengths in the problem; in particular kl 1, and ka 1 < π.
In this regime, the elements of the lattice may be considered to be isotropic point scatterers (see for example [12, §8.2.5]), and so the total field can be represented in the form
where H
0 (·) is the zeroth order Hankel function of the first kind, and r jp is a position vector relative to the centre of scatterer (j, p), i.e.
Our ultimate goal is to obtain the scattered field by determining the unknown amplitude coefficients A jp . To begin this process, we must apply the boundary condition on the scatterers' surfaces. Now the field that is incident on a particular cylinder, centred at r = R mn , say, consists of the incident wave, plus the contributions radiating from all of the other scatterers. That is
On the other hand, the scattered response from this cylinder is simply given by
According to Graf's addition theorem [12, thm. 2.12] , u i mn can be expanded in a series of wavefunctions that are regular at the point r mn = 0. Only one term of this expansion is required to obtain the leading order behaviour in the long-wave limit; in fact
where I mn is a constant and J 0 (·) is Bessel's function of order zero. Setting r mn = l in (2.11) and (2.12) now shows that the Dirichlet boundary condition is satisfied at leading order if 13) where the scattering coefficient f 0 is given by 14) in which C ≈ 0.5772 is Euler's constant. Note that f 0 is the O(kl) 2 approximation to
0 (kl). Rather than actually applying Graf's addition theorem to locally expand (2.11), we can use an idea due to Foldy [13] , which is to set r mn = 0 in (2.10) and (2.12) to obtain
Here, and henceforth, the prime on the summation symbol is used to indicate that the term in which the argument of the Hankel function vanishes (in this case (j, p) = (m, n)) is to be omitted from the series. Finally, we use (2.15) to eliminate I mn from (2.13), which leads to the system of equations
here we have simplified the summand using (2.1). Due to the periodicity of the geometry, the only difference between the total field at the point r and that at r + ma 1 for integer m is the phase shift due to the incident wave, i.e.
Hence, we seek a solution with the property that
Using this in (2.16), and then replacing j with j + m, we obtain the reduced system
For each value of p, the inner sum in (2.19) can be expressed in terms of the function S ν , defined via
Note that all terms are included in this series, except in the case where ν = 0. The function S ν (β x ) represents the effect at the origin of a phased array of sources located at the points r = R j,−ν , r = 0, the phase factor at source j being e ija 1 βx . Equation (2.19) now becomes
Since it may turn out that A 0n → 0 as n → ∞, truncating this system and solving numerically can lead to incorrect results. The series in (2.20) converges very slowly, but there are several alternative representations for the function S ν (see [14] ). In particular, for ν = 0 we have
this is a one-dimensional lattice sum (or Schlömilch series) which can be rewritten in the well-known form [15, §8.524 ] (see also [14] )
Here,
and the function γ is defined via
On the other hand, for nonzero ν, S ν represents a quasi-periodic Green's function; thus
where the function G is defined in (A2). Upon using (A6), this becomes
this series converges exponentially.
The discrete Wiener-Hopf method
We now look to solve (2.21) using the discrete Wiener-Hopf technique as in [7] . We begin by setting
and
so that (2.21) can be written in the form
where, at this stage, T n is unknown for n < 0. If we now attempt to take the z transform of the system (3.3), i.e. multiply by z n and sum over all integers n, we encounter the problem that there is no common region of convergence for the three terms. One way to rectify this is to introduce damping, by writing k = Re[k] + iε, where ε > 0. This is the standard mechanism used to resolve technical issues regarding the convergence of transforms, which often arise in situations where the Wiener-Hopf technique is required. However, we do not use this approach, because the important symmetry relation (4.10) breaks down if k is not real, and this necessitates the use of cumbersome arguments in subsequent sections. Instead, we will construct a solution in the form of an inverse transform (a problem involving Fourier transforms where this approach proved advantageous was solved in [16] ). We begin by writing
for some unknown functions A(z) and T (z). The integration contour is to be chosen in such a way that both integrands are analytic for z on Ω. Beyond this the precise details of Ω are unknown at this stage, aside from the facts that it is a closed contour that encircles the origin, and is traversed once in the anticlockwise direction. Next, substitute (3.4) and (3.5) into (3.3) and re-index the sum by replacing p with n − p, to obtain
where the constant factor if 0 has been included for later convenience, and the kernel K(z) is given by
A detailed analysis of this function is deferred until the next section. However, note that for values of z where the series diverges, K(z) should be understood to refer to the meromorphic continuation of the right-hand side. When n < 0, the integral (3.4) can be evaluated in terms of contributions from singularities of the function A(z) that lie inside the contour. Equation (3.1) is clearly satisfied if there are no such contributions, that is
where the superscript '+' is used to indicate that this function is analytic for z on and inside Ω. Similarly, when n ≥ 0, (3.5) can be evaluated in terms of singularity contributions from outside Ω. Equation (3.2) can be satisfied if the only such contribution comes from a simple pole located at the point z = p 0 , where
Thus, if we write
where the superscript '−' denotes a function that is analytic on and outside Ω, then (3.2) holds if
Note that condition (3.12) is required in the case where n = 0 [17, lemma 5.5]. Substituting (3.8) and (3.10) into (3.6), we find that the construction of a solution to (3.3) now requires only that we solve the equation
which is a standard functional relation of Wiener-Hopf type. It contains two unknowns, along with significant information about the domains of analyticity of all its terms, except K(z). It is this information that can be used to determine the functions A + (z) and T − (z). If we can factorise K(z) into a product of the form
where
) is analytic and zero-free on and inside (outside) the contour Ω, and
then (3.13) can be solved as follows. Divide the equation by 16) and then observe that the right-hand is analytic on and outside Ω, except for the simple pole of T + , which is located at the point z = p 0 . Subtracting 17) and the right-hand side is now analytic for z on and outside Ω, whereas the left-hand side is analytic on and inside Ω. Hence, we can conclude that the two sides represent the analytic continuation of each other, and moreover that both actually represent the same entire function. In view of (3.11), (3.12) and (3.15), it is clear that this entire function vanishes in the limit z → ∞, and is therefore identically zero, by Liouville's theorem. We now have explicit equations for the functions A + and T − :
and 
The kernel and its approximate factorisation
In this section, we turn our attention to the task of obtaining an approximate factorisation for K(z) of the form (3.14). We begin by noting that if we define
where λ is chosen so that
Hence, using the definition of S ν (z) (2.20) in (3.7), we obtain 4) i.e. the double series becomes a two-dimensional lattice sum, representing the effect at the origin of sources at all other lattice points, the complex amplitude of the source located at r = R jp being e iR jp ·β . The series in (4.4) is known to converge almost everywhere for real λ [14] ; those points where it diverges correspond to isolated singularities on the unit circle in the z plane. The meromorphic continuation of K(z) can be obtained using a technique known as reduction in lattice dimension, which was originally used to treat series of this type in [18] (see also [14] ). Thus, substituting (2.27) into (3.7), we obtain
where we have introduced the scattering angles ψ j via
Note that | cos ψ j | > 1 for j = 0 in view of (2.7), and so sin ψ j is positive imaginary for j = 0, according the choice of branch in (2.25). Summing the two infinite series in (4.5) within their respective regions of convergence, we find that
Note that this is consistent with (3.9) in the case where j = 0. Also, τ j = p * j for j = 0; the definition of τ j for nonzero j turns out to be useful in places nonetheless. The kernel is thus reduced to a one-dimensional lattice sum (S 0 ), and a rapidly convergent series; p j grows exponentially as |j| → ∞. The poles located at the points z = 1/p * j are clustered about the origin, meaning that K(z) is not analytic at z = 0.
In the case of a rectangular lattice, where η 1 = 0, we have τ j = p j , and p j is real for j = 0, meaning that K(1/z) = K(z). More generally, if we write f 0 and S 0 explicitly using (2.14) and (2.23), then, after some algebra, we find that
Now p * 0 = 1/p 0 , and τ * 0 = 1/τ 0 , and so (4.9) reveals the important symmetry property
(recall that sin ψ j is real when j = 0, and pure imaginary otherwise). Returning to (4.7), we introduce an approximate kernel by truncating the second sum over j in (4.9). The physical meaning of this is important, and can be understood as follows. First of all, note that the sums over j in (4.9) originate from the use of the spectral representations of the function S n−p ((2.23) and (2.27)) in (2.21). Terms in (2.21) in which n = p describe the interactions between the scatterers within each row; hence the appearance of the Schlömilch series S 0 , the exact spectral form of which is to be retained in our approximation. On the other hand, the terms in which n = p in (2.21) describe the interactions between distinct rows, and, in view of (2.27), these interactions are due to an infinite sum of modes (exponential solutions to the Helmholtz equation) propagating between the rows. However, all but one of these modes is evanescent, and the rate of decay increases rapidly with the modulus of the summation index j. It is this sum which we are now truncating, thereby discarding interaction effects that are caused by strongly damped modes, and so in fact the approximation amounts to the standard method for treating scattering by multiple linear arrays [19, §6.4] . Now the approximate kernel
is a rational function with simple poles at the points z = p 0 , z = 1/τ 0 , z = p j and z = p * j , j = ±1, ±2, . . . , ±ν; note that it satisfies the symmetry relation (4.10). Taking the limit z → ∞, we find that
Note that C ν is real, and by choosing ν to be sufficiently large, we can always ensure that it is nonzero. This being the case, we can conclude that the number of zeros of K ν (z) is equal to the number of poles (4ν + 2). Initially, we will assume that there are no zeros that lie on the unit circle; later we will show how the theory can be adjusted to account for this case. Now the symmetry relation (4.10) shows that there are 2ν + 1 zeros outside the unit circle located at the points z = z j , j = 0, 1, . . . , 2ν, say and an equal number of zeros inside the unit circle, located at the points z = 1/z * j . The actual values of z j must be determined numerically from (4.11). However, we can determine the locations of both the poles and the zeros of K ν (z) relative to the inversion contour Ω by considering their implications for the behaviour of A 0n and T −n as n → ∞ (recall that K + ν (z) and K − ν (z) must be analytic and zero-free inside and outside Ω, respectively). First of all note that the number of zeros of K − ν (z), must be equal to the number of poles, in order to satisfy (3.15) . Denote this number by M . Equation (3.18) shows that a zero of K + ν (z) corresponds to a pole of A + (z). Moreover, all of the poles of A + (z) must lie in the region where |z| ≥ 1, or else the coefficients A 0n grow exponentially as n → ∞, which is unphysical. Hence, we can conclude that the points z = 1/z * j are zeros of K − ν (z), and so M ≥ 2ν + 1. (4.14)
Furthermore, the coefficients A 0n decay exponentially as n → ∞, since all contributions to (3.4) come from singularities in the region |z| > 1; hence from (3.3) and (3.1), we can write
Inserting the representation (2.27) and taking the limit n → ∞ (recalling that sin ψ j is positive imaginary for j = 0), we find that 16) where τ 0 is given by (4.8). Since |τ 0 | = 1, this shows that T −n oscillates as n → ∞. Referring to equation (3.19) , it is now clear that all contributions to (3.5) for n < 0 must come from singularities in the region |z| ≤ 1, and so the points z = p j , j > 0 cannot be poles of K − ν (z). The point z = p 0 is already known to be a pole of
Combining this with (4.14), we see that M = 2ν + 1, and so the complete set of zeros of K − ν (z) consists of those that we have already identified, i.e. z = 1/z * j . Its poles are located at the points z = 1/τ 0 and z = 1/p * j , j > 0; all other poles and zeros of K ν (z) belong to the function K + ν (z). Thus, the factorisation of the approximate kernel may now be expressed as
Note that the factors are related via
In particular, this means that 21) because in this case 1/z * = z. This expression is regular at the points z = p 0 and z = τ 0 , in view of (4.11).
Next consider the case in which the approximate kernel K ν (z) has zeros on the unit circle. These correspond to the possibility of Bloch wave propagation through the lattice (see §7, below). Now the poles of K ν (z) always occur in pairs (see (4.7)), as do the zeros that do not lie on the unit circle (4.10). Since the numerator and denominator of K ν (z) are of equal degree, the zeros on the unit circle must also occur in pairs. Thus, suppose that
It is not difficult to modify the following analysis to account for cases in there are additional zeros on the unit circle. As before, the zeros must be shared equally between the approximate factors K ± ν (z) and since the points z = z j , j = 1, 2, . . . , 2ν lie outside the unit circle, it follows that exactly one of z 0 and z 0 is a zero of K + ν (z); we may assume without loss that
Given a pair of zeros on the unit circle, determining which to treat as z 0 and which to treat as z 0 is not straight forward. The choice relates to the group velocity of the Bloch wave that is excited; we will return to this matter in §7 and §8. Note that the locations of z 0 and z 0 are not necessarily related to each other, but (4.10) still holds because on the unit circle we have z = 1/z * . Therefore the form of K − ν (z) must be changed slightly; in fact
whereas K + ν is still given by (4.18). The relationship between the two factors (4.20) must be also be adjusted (a multiplicative factor (z − z 0 )/(z − z 0 ) must be introduced to the right-hand side), and so in place of (4.21), we now have share a common zero. However, this situation is not problematic, because the expressions obtained for A + (z) (3.18) and T − (z) (3.19) remain valid. In particular, such a point is a pole of A + (z), but is neither a pole nor a zero of T − (z), and must therefore lie outside the contour Ω. 
Explicit solution
Having determined the function A + (z) (3.18), we can now write (3.4) in the form
and for T n (3.5), we have
or alternatively from (3.13)
The contour of integration is indented so as to include the pole at z = 1/τ 0 and exclude the pole at z = p 0 ; see figure 2(a). Clearly (5.1) evaluates to zero for n < 0; otherwise A 0n can be calculated by collecting the residues from the poles outside Ω. Similarly, for n ≥ 0, we can retrieve (3.2) from (5.2), in view of (3.9). On the other hand, the leading order behaviour of T −n as n → ∞ is obtained from (5.3), by taking the residue at z = 1/τ 0 . This is easily calculated from (4.11), leading to the result
which is consistent with (4.16).
The scattered field in the absence of Bloch waves
In the case where the kernel has no zeros on the unit circle, the far field pattern is easy to determine. Thus, using (2.8) and (A2) we write the scattered field in the form
and converting this to spectral form with (A6) we obtain
For N η 2 ≤ y ≤ (N + 1)η 2 , this becomes
Since A 0n decays exponentially as n → ∞, we can take the limit N → ∞ which in turn implies that y → ∞ (the sum over j also converges exponentially). This causes the second sum over n to disappear. Moreover, since sin ψ j is positive imaginary for j = 0, only the term with j = 0 contributes to the final result. That is,
ik(x cos ψ 0 +y sin ψ 0 )
as y → ∞, (6.4)
Finally, we insert the integral representation (3.4) to obtain
Since there are no poles on the unit circle, we can deform Ω into a circle centred at the origin, with radius greater than one. This done, we commute the summation with the integral and then use the residue theorem to obtain
If we now write A + explicitly using (3.18), replace K + ν with K ν /K − ν , and use (4.11), we find that
Thus, in the far field limit y → ∞, the scattered field exactly cancels the incident wave, regardless of the value chosen for ν in performing the approximate kernel factorisation. A similar procedure can be used to obtain the far field in the lower half plane; in fact this is slightly simpler because y − nη 2 < 0 for all n in this case, and so there is no need to split the series in (6.2). Substituting (3.4) into (6.2) and evaluating as before we find that and hence from (3.18),
The result now follows immediately from (6.11); again this is independent of the value taken for ν. Here, this occurs in the grazing limits ψ 0 → 0 and ψ 0 → π, which is to be expected, because τ −1 0 → p 0 as sin ψ 0 → 0, and (6.8) holds in all cases. The greatest deviation from this occurs at head-on incidence (i.e. ψ 0 = π/2), and the height of the peak increases with frequency.
The scattered field in the presence of Bloch waves
In this case, there is a contribution to (5.1) from a simple pole on the unit circle, at z = z 0 , say, which lies outside the contour Ω, and so A 0n does not tend to zero as n → ∞. To account for this, we write
and ρ = Res
The integrand in (7.2) is analytic inside and on the unit circle, and so the contribution to the far field from the first term on the right-hand side of (7.1) can be obtained by replacing A 0n withÂ 0n in (6.3) proceeding as in §6. Omitting the details, we find that
Here, we have written
with λ 0 defined so that
The crucial observation to make here is that the first term on the right-hand side of (7.5) is the far field limit for the function G 8) and so in this case the far field pattern takes the form of a Bloch wave, with complex amplitude −ρ/z 0 . Similarly, for y < 0, we find that
where G ∞ 0 is given by (B2). Equation (B9) now shows that the two terms involving ρ cancel each other, meaning that the scattered field below the lattice is again given by (6.9) and (6.11).
We now return to the matter of classifying zeros of K ν (z) that occur on the unit circle as zeros of K + ν or of K − ν . Clearly, any Bloch wave that is excited must be outgoing as y → ∞, but there is no meaningful way to define the phase velocity of such phenomena; for example we can add 2qπ/η 2 , q ∈ Z to λ 0 without affecting the value of R jp · β 0 (see [8, pp. 40-43] for full details). One possibility is to calculate the direction of energy propagation (group velocity) of the Bloch waves; another is to consider the rate of energy flux parallel to the y-axis (see §8, below). Provided that K(z) has a single pair of zeros on the unit circle, so that only one Bloch wave is excited, a simple alternative is to use (4.7) to evaluate the left-hand side of (4.25) at the points z = p 0 and z = τ −1 0 . We find that (τ
Hence, from (3.18),
and therefore the modulus of the reflection coefficient is given by
, and so this provides a simple means of distinguishing z 0 from z 0 -the wrong choice leads to a reflected wave whose amplitude is greater than 1, which is clearly unphysical. Also, note that |c values of k in both cases for which |c − 0 | < 1, meaning that a Bloch wave has been excited. In figure 4 , the range of angles for which this wave exists widens as k is increased, and it persists up to the maximum value of k shown. In figure 5 , a second band gap appears at k 1.05 and ψ 0 ≈ π/2, and widens as k is increased. The modulus of the reflection coefficient decreases significantly as the parameters are moved away from the band edges and into the interior; in figure 4(a) , the minimum value of |c − 0 | is approximately 0.1, meaning that around 99% of the incident field energy is transmitted into the lattice. There is also significant variation in the argument of the reflection coefficient in these regimes; interestingly the largest deviation from the grazing incidence behaviour (arg[c − 0 ] = −π) occurs at the lower edge of the pass-band in both cases. Figure 6 shows the value of Re[u t (r)] in the region −20 ≤ x ≤ 20, −10 ≤ y ≤ 15 for the case where a 1 = 1, η 1 = 0, η 2 = 3, l = 0.1, k = 1 and ψ 0 = 0.41π. These parameters were chosen because the value of β 0 (7.6) is significantly different from that of k (2.6); in fact we have k ·ŷ = k sin ψ 0 ≈ 0.225, whereas β 0 ·ŷ = λ 0 ≈ 0.960 (the x-components are of course equal). The different nature of the field in the regions y < 0 and y > 0 is clearly evident. Note that the transition from plane waves in the lower half plane to a Bloch wave in the upper half plane is extremely rapid. It is also interesting to note that |c − 0 | ≈ 0.912 in this case, which means that approximately 83% of the incident field energy is reflected back into the region y < 0. Nevertheless, the amplitude range inside the lattice is very similar to that outside.
Conservation of energy
We have already seen that energy is conserved in cases where no Bloch waves are excited (see §6, above), because in this case the reflection coefficient has unit modulus. In general, establishing conservation of energy is more difficult, due to the different nature of the Bloch wave and the incident and reflected fields, both of which are plane waves. To account for the case, we begin by noting that the acoustic intensity I, that is the rate of working of the 
where P 0 is the quiescent pressure, and U t is the total acoustic potential (see §2). The problem that we are considering is uniform in the z-direction, and so we can calculate the flux across a contour S in the (x, y) plane, by which we strictly mean the flux across S per unit length in z. Following the procedure in [19, pp. 19-20] , it is not difficult to show that the average energy flux over one time period is given by the line integral
where the derivative is taken in the direction of the outgoing normal to S. Clearly, conservation of energy requires that this integral must vanish for any closed contour, a result that can be obtained directly by applying Green's theorem [19, p. 85 ] to u t and its complex conjugate. We take S to be the parallelogram with vertices at the points
so that we have
where 5) and S 1 , . . . , S 4 represent the four sides of S; see figure 7 . In view of the quasi-periodicity relation (2.17), it is clear that the only difference between the integrals along S 1 and S 3 is caused by the fact that the derivatives are taken in opposite directions; hence 6) for all N . For the horizontal portions of S, we take the limit N → ∞ so that we can discard contributions that decay as y → ±∞. Thus, on S 4 , we have
and so the integral trivially evaluates to yield
If there are no Bloch waves, the total field decays exponentially as y → ∞ (see §6), and so the integral along S 2 evaluates to zero. We also have |c − 0 | = 1 in this case, and so I 4 = 0 as well. On the other hand, if a Bloch wave is present, then |c − 0 | < 1 (see §7, above) and so I 4 is negative, corresponding to the fact that energy is propagating across S 4 in the direction opposite to the outgoing normal, i.e. from the exterior of S to the interior. Also, from (7.4) and (7.8), we have
where G ∞ −∞ is the Green's function defined in (B2). Now, introduce the parametrisation
From (B12), it is clear that the integrand is independent of N , and so we choose the value −1 so as to enable the use of (B11). We then find that
Evidently, only the terms in which j = n remain after the integration is performed. In fact (8.12) where c represents the speed of sound, and we have exploited the fact that sin ψ j is real when j = 0 and pure imaginary otherwise. Finally, we separate the term in which j = 0 and use the fact that |z 0 | = |τ 0 | = 1 to obtain
(8.13)
Since I 4 ≤ 0, we must have I 2 ≥ 0, with equality holding in both cases if and only if |c − 0 | = 1, i.e. z 0 = z 0 . In this case, the y-component of the Bloch wave group velocity is zero, and so no energy is transported into the lattice. Otherwise, we must have I 2 > 0, which corresponds to the fact that any Bloch wave excited in the far field can only transport energy across S 2 in the direction of the outgoing normal (i.e. increasing y). The fact that I 2 + I 4 = 0 serves as a useful check on our numerical results; in fact our calculations indicate that this is always satisfied to a high degree of accuracy, regardless of the value chosen for the parameter ν in approximating the kernel. Equation (8.13) can also be used to distinguish between zeros of K + ν and those of K − ν when these occur on the unit circle. Thus, zeros of K − v (z) on the unit circle correspond to Bloch waves that can propagate through an infinite lattice, but that cannot be excited here, because they are incoming from infinity, that is the y component of their group velocity is oriented in the direction of decreasing y. Therefore replacing z 0 with a zero of K − ν (z) in (8.13) leads to a negative result, in contrast to zeros of K + ν , which yield positive results.
Concluding remarks
The problem of plane wave scattering by a semi-infinite lattice of sound-soft cylinders has been solved in the long-wave limit, via the discrete Wiener-Hopf technique. By disregarding interaction effects due to certain strongly evanescent modes, we were able to approximate the kernel using rational functions whose poles are known, but whose zeros have to be located numerically. By including more modes in the rational approximation, the accuracy of the solution can be increased, at the cost of introducing greater complexity. An important symmetry property of the kernel allowed us to formally write down factorisations for the rational approximations without reference to the actual location of their zeros.
Using the solution to the Wiener-Hopf problem, the scattered field was analysed, and simple expressions obtained for the important contributions to the far-field. In particular, it turns out that if the kernel possesses no zeros on the unit circle, then there is no propagation through the lattice. That is, the scattered field exactly cancels the incident wave far inside the lattice, and the reflected wave was shown to have unit modulus, so that energy is always conserved. Interestingly, both of these results are independent of the number of modes retained when approximating the kernel. On the other hand, when there are zeros on the unit circle, some of the incident wave energy was found to be transmitted into the lattice in the form of a Bloch wave. In this case, conservation of energy requires the satisfaction of an identity involving a series that must be summed numerically. Our calculations indicate that this always holds to a high degree of accuracy, again regardless of the number of modes retained in approximating the kernel. This identity may also be used to determine whether a Bloch wave carries energy toward or away from the edge of the lattice. As a final check on our results, the quasi-periodic Green's functions in appendices A and B can be used to actually evaluate the total field at any point in the (x, y) plane. In particular, we have found that the boundary conditions on the scatterers' surfaces are satisfied up to an O(kl) error, which is to be expected; see §2.
There are several possibilities for further research in this area. Of particular interest is the problem described in §2 but with sound-hard (Neumann) scatterers. The key difficulty involved in this relates to the fact that sound-hard bodies cannot be treated as point scatterers; both monopole and dipole terms are required (see [12, §8.2] and references therein). Consequently, there are three unknowns associated with each scatterer (rather than one, as above), and in place of the Wiener-Hopf equation (3.13), we obtain a coupled system of three equations, [2, §4.4] which is much more difficult to solve. Research on this problem is currently in progress; ultimately we aim to incorporate the full interaction theory based on Graf's addition theorem as in [12, §4.5] and [19, §6.1] , dropping both of the assumptions in (2.7). The solution to this problem will enable us to deal with a variety of different boundary conditions, and significantly higher frequencies than those considered here.
(noting that we must change the integration variable to a 1 t), we obtain the spectral representation 
In the particular case where β = β 0 (7.6), we introduce the scattering angles ψ j using (4.6), and this yields 
where p j and τ j are given by (4.8), and z 0 is related to β 0 via (7.7). The Green's function for the infinite lattice is therefore 
which facilitates evaluation at all points.
