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..INFERENCE STATISTIQUE DANS LES PROCESSUS




Depuis plusieurs décennies, des scientifiques de presque toutes
les disciplines travaillent à construire des modèles stochastiques
représentant adéquatement les phénomènes qui les intéressent. Ainsi,
an rencontre des processus stochastiques dans des domaines au'ssi
différents que l'écologie (processus de Poisson), la démc3graphi e
(processus de ramiiicatian) et les communications (processus
gaussiens). Généralement ces modèles incluent des paramètres dont les
valeurs e;-;actei3 sont inconnues. La statistique est donc encore là
appelée à jouer un rôle de pont entre le modèle théorique et son
utilisation dans la pratique. En effet, on voudra, à partir
d'observations du phénomène étudié, obtenir des estimations de ces
paramètres, tester des hypothèses à leur sujet ou, plus globalement,
véri-fier l'ajustement du modèle lui-même à la réalité.
* Subventionné par le CRSNG, A-8211. Texte basé sur une conférence
présentée lors de la troisième réunion conjointe des chapitrées de
l'ASA et des associations régionales de la SSC, de Montréal, Ottawa et
du sud de l'Qntaria; Ottawa, 21 février 1985.
Il semble que les principes, aujourd'hui largement acceptés, sur
lesquels an base les études d'in-férence statistique, ne -furent
appliqués au;-; processus stochastiques qu'à partir de la -fin des années
quarante. Cela peut paraître relativement tard par rapport au
développement analogue dans le cas où l ' in-formation provient d'un
échantillon aléatoire (cas i.i.d.). Deu;-; raisons tendent à e;-;pliquer
cette situation, elles sont d'ai l leurs liées à la -façon dont
s'est développée l'activité dans ce domaine. D'une part, an a
considéré des problèmes d'in-férence statistique pour des paramètres
apparaissant dans des modèles stochastiques particuliers, il -fallait
donc prendre le temps de bien connaître ces modèles. D'autre part,
certains chercheurs ont voulu aborder les problèmes d'in-férence d'une
façon plus globale. Il s'agissait en fait de tenter une
généralisation, au;-; processus stochastiques, des résultats gêner au;-i
obtenus dans le cas i.i.d.. Les travau;-; suivant les deu>; approches
commencèrent au même moment mais il «semble qu'ils se déroulèrent, au
moins au début, sans grande interaction.
Nous voulons ici retracer les premières contri buti C3ns marquantes,
apprécier leur influence, donner une idée de l'évolution des
activités, et -faire voir le très large éventail des travau;'; e-f+ectués
aujourd'hui dans le domaine de l'inférence statistique faite à partir
de l'observation d'un processus stochastique.
Il convient d'abord de préciser le type de questions aui-iquel l es
nous nous intéressons. Considérons un processus stochastique
•tXr.;! t€T3- dé-fini sur un espace mesurable (Q,^); l'espace des indices T
pouvant être discret (processus d'indice discret) ou continu
(processus d'indice continu). Bien que nous considérons que les
composantes X^ sanfc des variables aléatoires, plusieurs des résultats
mentionnés restent valables dans le cas où elles sont des vecteurs
aléatoires» Dénotons par (Q) un saus-ensemble de ITï?3 et par F'o, Q € <0,
une mesure de probabilité sur (0,^). Supposons que la -forme de P®
est connue mais que; la valeur e;-!acte de © est inconnue. La majorité
des problèmes considérés ici peuvent être englobés dans la description
suivante; à partir d'observations au sujet du processus on veut faire
une in-férence statistique au sujet de Q. Dans le cas où l'espace T
représente le temps on donne souvent le nom de série chronologique au
processus. L'histoire du développement de l'analyse statistique des
séries chronologiques est substantielle. Pour constater l'ampleur du
sujet le lecteur peut consulter Brillinger (1978, 1981), Anderson
(1971) ou Bo;-; et Jenkins (1976). Nous avons choisi de ne pas couvrir
ici les développements qui eurent lieu spécifiquement dans le
conteste des séries chronologiques. Bien sûr, certains des résultats
mentionnés s'appliquent <au;-; séries chronologiques.
Pour la pourisuite de notre objecti-f il nous parait commade de
considérer quatre périodes; les débuts e 'est-à-dire la -fin des années
quarante, les décennies cinquante et soi;-;ante et l'après 1970.
Nous ne prétendons nullement que ce qui suit a un caractère
d'e>;haustivifcé quant à la couverture du domaine. Les sujets et
con-bributionîs mentionnés ne reflètent que la perception, leîs intérêts
et les connaissances limitées de l'auteur.
2. LES DÉBUTS
2.1 Considérations d'ordre général.
Abraham Wald fait, en 1948 et 1949, deu;-; contributions
•fondamentales concernant les processus d'indice discret, -CXi;i=l 2...3'
Dans la première, il suppose que pour chaque entier positif n,
les variables aléatoires Xi, ..., Xr, possèdent une densité conjointe
Pr, (;•;!, ..., >!r>; 6), Ô € ff;', et s'intéresse à l ' esti mati on de 9. Sous
quatre conditions concernant la densité il montre qu'il e;-;iste une
ft
racine, Qr,, de l'équation de vraisemblance
8AnP" ^ n
~ae— =s ° <2-1)
A
telle que <Qr,> converge faiblement vers ô (en fait la probabilité que
(2.1) ait au mains une racine tend vers un lorsque n augmente)»
L'auteur considère une suite d'estimateurs pour ô, <Tn(Xi, ..., Xr,)>,
comme asymptatiquement efficace au sens large, s'il e;-;iste une suite
de variables aléatcsires <Un> telle que
.2
l im E..CUr,3 =-- 0 , l im E..[:Ur>3 = l
n-+oo Q ' n -w» ô
et < (C^(Q) ) l-/:2(Tr,-Q) - Ur,:> converge en probabilité vers zéro, E<>[:*3







Si de plus la loi limite de (Cr, (ô) ) î-^^ (Tr, - ô) ei.;iste et est
gaussienne, alors <Tn> est dite asymptotiquement e-f-ficace au sens
strict. Il montre que toute suite de racines de (2.1) qui est
•faiblement convergente est aussi asymptatiquement efficace au mains au
sens large. Il s'en suit donc que la convergence -faible de
l'estimateur à vraisembl ance ma;-;imale (e.v.m.) implique son efficacité
asymptotique, au moins au sens large. A+in d'apprécier le niveau de
généralité auquel débute ce type de considérations voyons les
hypothèses posées par Wald.
Il e;-;iste un intervalle borné non réduit à un point, A, pour
lequel les conditions suivantes sont satisfaites,
i )
ô-p
, i =1,2, 3 e;-;istent pour chaque G € A et pour presque
86
chaque (;•;., ... ;< ) , de plus
l ' n
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d)-i .... d;-; < oo, i == 1,2
l n
ii) pour chaque ô€A,lim Cr>(@)==oo
n-+oo












iv) il existe un <S > 0 tel que pour chaque 9 € A
CC (0)3 ~E
'n " - ~ô SLlp
lô'-ô [^.S
.3
ô p_ (;.^ ,
n l
. . , !•! ; 9 ' )
n
ôô '
est une -fonction bornée de n.
Les conclusions mentionnées plus haut sont établies pour chaque 9
intérieur à A. Les démonstrations reposent sur le développement de
ô..l<'npn/3ô en un polynâme de Taylor de degré deux autour de ©en la vraie
valeur de ô, sur l'utilisation des conditions posées pour établir la
convergence en probabilité de différents termes et sur l'inégalité de
Markov. Il apparait claireîment que ce travail fut inspiré par le
traitement du problème analogue dans le cas i.i.d., publié en 1946 par
Cramer dans son livre. Aussi, le concept d'ef+icacité introduit est
apparenté, bien que plus précis ici, au;-; considérations -faites par Rao
(1945) .
En 1949 Wald apporte une contribution importante à l'étude de la
convergence -forte des e. v.m. construits à partir d'observât!ans
i.i.d.. Il suppose que la variable aléatoire en question possède une
densité p<;<5 ô) i ô appartenant à un -fermé de IR3. Sept hypothèses
sont -formulées au sujet de p(;-;; 9) nnais aucune concerne ses dérivées.
s
Les outils utilisés sont la loi 4:orte des grands nombres et une
inégalité concernant le logarithme d'une fonction d'une variable
aléatoire. La pertinence de cette contribution à notre porpos tient
en une remarque que l'auteur -formule à la fin de son travail: "The
method given in this note can be ei-itended to establish the cansistency
o-f the maî-iimum likelihood estimâtes for certain types o-f dépendent
chance variables for which the strong law oi large numbers remains
valid". Cette remarque généra beaucoup d'activité, bien que pas
immédiatement.
Les travauK de Wald se situent dans la liqné de ceu;-; effectués
alors dans le domaine de la statistique mathématique. Comme en
statistique an pensait en terme d ' observations ;•; i. , ...,;•;„ il était
naturel alors de considérer des processus d'indice discret. Inspiré
par des considérations beaucoup plus liées à la théorie des processus
stochastiques, Grenander publie en 1950 un travail magistral
concernant l ' in-férence pour les processus d'indice continu. Dans son
introduction il signale que la littérature sur les procesîeus
stachastiques a très rarement jusqu'alors abordé les questions
d ' in-férence. Il voit une e;<ception dans le domaine des séries
chronologiques, mais constate que l'inférence n'y a pas été influencée
par la théorie des processus stachastiques.
Le lien avec la théorie des processus stochastiques est bien
illustré par l'attention apportée au concept de "coordonnées
abservables" (observable corrdinates). Considérons un processus
d'indice continu •CXt;t€Tï et supposons que l'on désire faire
l'estimation de ô en observant X^ pour t€Ca,b3cT. Une statistique est
alors en fait une fonctionnelle sur l'espace échantillon 0,
c'est-à-dire une fonction dté-finie sur la classe des sentiers ;-;t(u).
Cela peut être en pratique une classe trop grande. Gr'enander propose
de considérer un ensemble fini au dénombrable de -fonctions des
réalisations potentielles ;-;.t(u), et de baser l'ingérence sur les
observations Ci, Ça, ... des valeurs de ces fonctions. Cela revient à
"résumer" le processus par certaines fonctionnelles particulières,
appelées coordonnées observables, et de ne se servir que de celles-ci
pour l ' in-férence. Le chai;-; de ces coordonnées revient en fait à
déterminer l ' information pertinente dispaniblî?. L'auteur montre
comment ce chai >; peut être relié au;-; connaissances sur les processus
stachastiques, cela est illustré par les e;< amples suivants.
E;-;emple l. Considérons un processus stochastique -îXfc; t€T3- pour
lequel Xt (u) est continue avec probabilité un. Etant donné un
ensemble démonbrable de points, 'îtr,î, partout dense dans T, avec
probabilité un Xt;<u) est complètement spécifiée lorsque Cr,=Xtr,(u)
est connue pour chaque n. Ici on observera donc Cr> = ;-;t;nï la valeur
du processus au temps tr,.
Exemple 2. Considérons un processus gaussien -CXt:; t€Ca,b33- avec
fonction moyenne m(t) et fonction de cavariance r(s,t). Un tel
processus peut être représenté par
03 .- .1/2
X. == m(t) + E. (À )"' ~<p (t)Z
t v==l v v v
au: les ?\v et y v (t) sont respectivement les valeurs propres et les
•fonctions propres de l'équation intégrale
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-b
Â<p(s) = l r <s,t)<p(t)dt,
a
les variables aléatoires Zv sont gaussiennes de moyenne zéro et
arthaganales, et la série dans le membre de droite converge en moyenne
quadratique pour chaque t €Ca,b3. On reconnaît là le développement, de
Karhunen-Loève du processus. Cette représentation a la propriété
intéressante suivante. Dénotons par
.t-
€ X. - E.^ (t)Z ^ dt
la {t v=lrv'"'~v)
l'erreur quadratique moyenne encourue en -faisant l ' appro>;imatian de Xis
par une combinaison linéaire finie (m fixe) des éléments d'une base
'"5
orthonormale •î\|/v(t)3'. Alors, le choi;-; de cette base rendant €
minimale est précisément -C (Âv ) i/":a<{>y (t) 3- et alors
_2 oo
€~= E .À (2.2)
v==m+l v
Il s'en suit qu'un chai;-: judicieu;-; des caor-données observables est
.b ..b
1/2
C = l y (t)X. dt = | m(t)<p (t)dt + (À )~ ~Z .
v J v t J v v v
a a
La relation (2.2) donne une indication de la perte de précision
encourue en utilisant un nombre fini de coordonnées»
Voyons quelques considérations faites par Grenander au sujet des
tests d'hypathèses et de; l'estimation.
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Il transpose les idées fondamentales et les méthodes de la
théorie de Neyman-F'earson au;-; processus d'indice continu. Par
e;-;emple, pour un processus gaussien dont la -fonction de covarianco est
connue il obtient le test le plus puissant pour
H ; m (t) •-= m (t)
D 0
vs
H. s m(t) = m. (t)
1- "~" '"l
mo(t) et mi(t) étant spécifiées. Ici les coordonnées utilisées sont
celles mentionnées à l'exemple 2 plus haut.
L'e;-;istence d ' estimateurs sans biais à variance minimale pour un
paramètre est soigneusement étudiée. Par e;-;emple, on montre que pour
un processus ÎXt; t6CO,T3î, de moyenne m et -fonction de covariance
r (s, t) = e;-;p-C-p It-s |î , (3 connu,
fT
X +X_+(3 ) X. dt
'a "T r~ Jo "t
m* == -. — -.- :—- (2.3)
2 + (3T
est sans biais À variance minimale pour estimer rn, cela parmi les
estimateurs de la -forme
l'T X. dF(t)0 t
F(t) étant une -fonction à variation bornée (l'intégrale devant être
interprétée dans un sens approprié). Dans le cas où le processus est
gaussien l'estimateur (2.3) est sans biais à variance minimale parmi
tous les estimateurs de variance finie.
L'aute'ur consacre beaucoup d'attention à la méthode du m<a;-;imum de
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vraisemblance. Il considère d'abord le cas où l'estimation d'un
paramètre ©€(c,d)clR: est faite à partir de N réalisations indépendantes
du processus (pas nécessairement stationnaire). Il suppose qu'il
oi-iiste une mesure dominant chaque F'o, et la •fonction de vraisemblance
est définie en terme des dérivées de Radon-Nikodym des P®, -fo, par
rapport à cette mesure. Sous trois hypothèses concernant les +'®,
celles-ci étant analogues à celles formulées par Cramer (194ô, pp
500-501) dans le cas i.i.d., l'auteur prétend qu'en procédant comme
Cramer, il peut être établi que l'équation de vraisemblance procures un
estimateîur faiblement convergent, asymptatiquement gaussien et
asymptotiquement e-f-ficace (N-+OO) . L ' e-fficaci te asymptotique est. ici
entendue dans le sens de Cramer (1946 pp 489) et requière
l'établissement d'un analogue à la borne de Cramer-Rao pour l'erreur
quadratique moyenne d'un estimateur. Ayant obtenu ces résultats
l'auteur se dit que dans le cas d'un processus stationnaire,, il
devrait être possible d'obtenir, par la méthode du ma;';imum de
vraisemblance, un estimateur convergent et asymptotiquemc-înt: efficaco,
cela en utilisant seulement une réalisation du pr-cscessus sur (0,T) et
en -faisant tendre T vers l'infini. Il s'e;-;prime ainsi; "This seems
probable because, for large T, we can split up the interval (0,T) inta
s. large number a+ intervals In, separated by other intervals In*, whore
the latter ones have negligible length in proportion to the iormer
ones but still sa large that the values a-f the process in two
di'f-ferent Ir, are appro;-!imately independent". Ceîtte idée e;-;ige donc
une cert<aine indépendance asymptotique entre des valeurs du processus
observées en des indices séparés par un long interval. Cela conduit
l'auteur à e;-;plolter la propriété de "transitivite métrique", t.m.
(metric transit!vity). Dans le but d'établir des critères pour
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vérifier cette propriété il étudie les liens entre celle-ci et les
concepts de processus mélangeants (mi;-;ing) et de processus
partiellement mélangeants. Il montre qu'on a t.m. si et seulement si
le processus est partiellement mélangeant» Ces notions avaient alors
été considérées dans le cadre de la théorie des processus
stachastiques (Hop+ 1937, Dobb 1938), Grenander montre comment elles
peuvent s'insérer dans l'étude de questions d'inférence statistique.
La propriété t.m. restreint le degré de dépendance. En imposant en
plus une restriction sur le type de dépendance (qui serait l'analogue
d'une chaîne de Markov d'ordre -fini dans le cas d'un processus
d'indice discret), il établit qu'il existe une e.v.m. qui est
•faiblement convergente et asymptatiquement ef-ficace au îsens large
(dé-finition de Wald).
2.2 Processus particuliers
A la même période une certaine attention est apportée à des
problèmes d'ingérence relati-fs à des processus particuliers» Deu;-;
contributions sont particulièrement importantes à cause de leur
influence sur les développements ultérieurs.
Les processus de ramificatian. En 1948 Harris publie un travail sur
les processus de rami-ficatian simples et discrets, c'est-à-dire les
processus -CXr,; n =0, l, ...J- où
14
X (le germe) est dégénérée et prend la valeur l,
a
00
P C X . == r 3 == p , r == 0, l , . . . , E. p --= l
l ' r ' ' ' ' r=0 ' r
(X^s nombre d'individus à la première génération),
la loi conditionnelle de X (nombre d'individus à la
'n+1
(n+Dième génération) étant donné que X == r (n^l) est celle
n
de la somme de r variables aléatoires indépendantes chacune
suivant la distribution de X .
l
Il est supposé que ECXi2] < oo, qu'au moins deu;-; pr- sont positifs et
que po + pi < l. Bien que l'auteur s'intéresse principalement à
l'étude de la distribution de Xr,, une section est consacrée à des
questions d'inférence. En se basant sur l ' obsEîrvàti on complète de
(n+1) générations (on observe le nombre d'individus engendrés par
chaque individu de la génération précédente), les e.v.m. pour les pr-
et @ == ECXi3 sont facilement obtenus,
n
p = E X / (l + X, + ... + X )
r m=a mr l n
A == (X + ... + X / (l -l- X -l- ... + X )
Q l - ~ - n+l)- "~ 'l '"~ "n
Xmi- étant le nombre d'individus de la m ième génération qui génèrent
e;-;actemen't r individus à la (m+l)ième génération.
Il est établi que si ô > l la suite de variables aléatoire <Wo>,
Wn = Xn/Q", converge en moyenne quadratique vers une variable
aléatoire W. Une grande attention est accordée à la distribution de
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cette variable W. En particulier, il est montré que F'L'W = o3== a, la
probabilité qu'il y ait une extinction éventuelle (Xr, = o à partir
d'un certain n)§ en fait il est montré que a == l si et seulement si
n
Q < l. L'auteur démontre que si Q > l, alors Q est ^aiblement
convergent lasque W ^ 0, c'est-à-dire que sous l'hypothèse de la
A
non-e;-;tinction de la de la population, an a convergence de ©„
Les processus de naissance et de (nor-fc. D.G. Kendall publie 1949 un
travail très élaboré sur les processus stochastiques liés À l'évolution
des populations. Encore ici l'emphase est placée sur les processus
eui-i-mêmes, l'auteur s'ei-;prime ainsi! "For most part this paper is
cancemed with the construction oi madels which may be use+ul in
describing phenomena in the real world, and in général no attention
will here be paid ta the qui te di-F-ferent problem a-f estimation which
wi11 arise as soon as a spécifie application is being considered.
Thèse matters are very important, but fcheir investigation properly
belc3ngs ta a later stage which may, of course (If the mode], proposed
prove unnacceîptable ta biologists), never arrive. However the
temptation ot anticipate is irresistible, and l shall work out one
problem a'f this kind which may give some idea o-f the type of result
which is to be e;-;pected". Le problème considéré est relatif à un
processus de naissance pur, cas particulier d'un processus de
naissance et de mort. Un processus d'indice continu, -CXfc; t .,::: 03', est
dit processus de naissance et de mort avec tau;-; de naissance À et tau;-;
de mort p si
16
PC X. . = j l X. == i 3 ==
't+h ' ' "t
iÂh + o(h) si j = i
i.uh + a (h) si j == i
l - i(p+Â)h + o(h) si i = j
o(h) autrement.
Si p = o on a un processus de naissance pur, Kendall s'intéresse à
l'estimation de À pour un tel processus que nous dénotons -CYfc; t ^ Oî.
Plusieurs types d'échantillonnages (in-formations) peuvent être
envisagés. Celui considéré par Kendall consiste à observer le
processus en des temps équidistants T, 2ï, ..., kï = ta, to +i;-;e, et
en chacun de ceu;-;-ci d ' enregi strer la taille Yj^, j=l, ..., k, de la
population. Il suppose que la population initiale, Ycs, est connue. A
partir du -fait que le processus est un processus markovien tel que
'j - 1\ -i Au ^ -Àu<
,i - 1/e (l - e
J-l
si j ^ i .,::; l
p C Y. = j l Y. == i 3 =
t+u t
il obtient l'e.v.m. de À
l












Il aborde aussi le cas où un grand nombre (R) de populations
indépendantes, avec le même À, sont observées parallèlement au;-; mêmes
A
temps sur CO, to3. La variance asymptotique (R —> co) de À^ est
obtenue.
17
Pour un to fii-ie, l'observation continue du segment CO, tc»3
peut être envisagée en -faisant tendre T vers zéro dans ce qui
précède. L'auteur montre qu'alars l'e.v.m. de À est







Dans le cas de l'observation parallèle d'un grand nombre de








ce qui permet d'apprécier "l'e-f-fi cacité relative" obtenue en observant
le processus d'une façon discrètre plutôt que continue.
On constate trente cinq ans plus tard que ces quelques
considérations sont à l ' ori çii ne de très nombreu;-; travau;-;. Eîst-ce à
cause du fait que ces modèles se sont montrés acceptables au;-;
bialogis-tesî, ou à cause que plusieurs autres n'ont pu, comme Kendall,
résister à la tentation ? probablement un peu des deux !
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.-:! • LA__PÈRlQDE 1950-1960
3.1 Considérations d'ordre général.'
A. Wald publie ses livres sur l'analyse aéquentiell e et la
théorie de la décision en 1947 et 1950 respectivement. Dans ces
ouvrages les problèmes sont es-iposés d'une façon su+'-fisamment générale
pour englober les processus stachastiques d'indice discret.
Toute'fois, dans la majorité des e;-;emples étudiés on suppose que les
variables aléatoires en présence sont i.i.d..
Motivés par ces travau>;.de Wald, Dvoretzky, Kiefer et Wolfowits
(l'?53 a,b) tentent de transposer, au>; processus d'indice continu,
plusieurs des considérations qui y sont -faites. Les auteurs e;-;posent
les problèmes d'une -façon générale mais ne s'attachent pas
principalement à démontrer des résultats générau;-;. Ils menti on n en t
que le test séquentiel de Wald se transpose au;-; processus d'indice
continu avec accroissements indépendants et stationnaires, tout en
cansorvant les mêmes propriétés d'optimalite. Plusieurs pr-ocessus
particuliers, ayant tous en commun d'être avec accroi ssemeînts
indépendants et stationnaires, sont considérés. Afin d'illustrer le
type de résultats obtenus, considérons un processus de Poisson
homogène d'intensité À > 0, •CX.t; t ^ Oî. On désire faire l'estimation
de À en observant le processus d'une façon continue sur un intervalle
CQ, T3, T pouvant être aléatoire (approche séquentielle), et en
mesurant la précision de l'estimation de À par <S à l'aide de la
•fonction de perte W(À,(S) = ( <S-Â) œ/;\. A l " observati on du
processus sur CO, 13 est associé un coût représenté par une
fonction c<t), celle-ci satis-faisant certaines propriétés. Le
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problème de décision comprend deu;-; volets: déterminer le moment
au l'échantillonnage prendra fin (temps d'arrêt T) et produire
une estimation S à l'aide de l'information obtenue. Le risque
associé à une telle procédure est
R, (T,<S) = E. Ce (T) + W(À, S) 3.
Les auteurs montrent que l'estimateur <5<to) = Xim/to basé sur le
temps d'observation -fixe (non aléatoire) to tel que
min Cc(t) + l/t3 = e (t ) + 1/t
t >0 0 0
est mi ni ma;-;. L'approche utilisée pour obtenir ce résultat, et
les autres semblables, est analogue à celle utilisée par Ferguson
(1967) à l'exemple 2 de son chapitre 7, et avait déjà été
utilisée par Wolfowitz (1950).
Parmi les autres contributions de caractère général, qui ne
nous semblent pas très nombreuses durant cette décennie,
mentionnons les suivantes. Plusieurs des considérations faites
par Le Cam (1953, 1955, 1958) et Kra-ft (1955) sont placées dans
des cadres très générau;-; englobant les processus stochastiques
d'indice discret. Fleisher et Kooharian (1958), en e:-;ploitant et
raffinant la représentation générale de Karhunen-Loève, étudient
la possibilité d'appliquer la théorie de Neyman-Pearson et
l'e.v.m. à certains processus d'indice continu.
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Dès les années cinquante on voit apparaître de nombreuses
contributions relatives à des processus particuliers. Nous
analyserons trois ei'iemples.
3.2 Les chaînes de Markov
Dans un e;-;cellent article de synthèse Billingsley (1961a) e;<pose
les progrès réalisés, durant cette décennie, au sujet de l'in+érence
statistique relative à des chaînes de Markov. L'aspect quantitatif
des contributions est bien illustré par la bibliographie qui comprend
113 titres dont environ la moitié ont trait directement au sujet
considéré ici. Nous tenterons de cerner les pri ncipau;-;
développements.
Soit 'CXr,; n == l, 2,... 3- une chaîne de Markov simple (du premier
ordre), stationnaire et ergadique. Dénotons par S = •£l,...,mî
l'ensemble des états, par (F'ij) et qi, i, j =l,...,m, la matrice de
transition et des probabilités initiales. Les principales questions
étudiées concernent les probabilités de transition. On désire soit
les estimer,, sait faire des tests à leur sujet, ou lorsqu'elles
dépendent d'un paramètre, faire l"estimation de celui-ci. Dans le cas
plus général d'une chaîne de Markov d'ordre p(p > l), on considère de
tester l'ordre de la chaîne. Les méthodes utilisées reposent
principalement sur le principe du ma>;imum de vrai semblance et la lai
chi-carré. Les résultats théoriques sont de nature asymptotique.
Suppoisons que l'on dispose d'une suite ininterrampue
(possiblement longue) d'observations de la chaîne, c'est-à-dire que
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l'on observe X 1 , Xœ,... Xr,+.i. Il est clair que
P (X.=i .,..., X . = i . t := q. P. . •• " P. . = q. 0. P. ." (3.1)
l *1'"""'1 "n+1 *n+l j "'i . l^i . i_"'" '"i i . ~^i . 'i'j """ij
l "l ~2 -n ~n+l -1
aù(-<:i.j) est la matrice des fréquences de transition, -fij étant le
nombre de l ;;,. k -\ n tels que ik=:!ietiK*i=:JïifJ = li •••, m.
Les fréquences de transition avec les probabilités initiales
constituent donc une statistique e>;haustive. La distribution des fij
peut jouer, pour l'étude statistique des pij, un rôle analogue à celui
joué par la distribution multinomial e dans l •'étude de (n+lï
proparfcions à partir d'observations indépendantes.
Dans le conteste d'observaions indépendantes, l'ajustement à un
modèle multinomial donné peut être analysé à l'aide d'une n-iéthode
basée sur la loi chi-carré. Cramer avait, en 1946 (chapitre 30),
synthétisé et e>;posé très clairement cette méthodologie. Il est donc
naturel que l'on tente, au début des années cinquante, de transposer
cette approche à la vérification de l'ajustement à une chaîne de
Markov donnée. Une des premières contributions marquantes dans ce
sens est celle de Bar'blett (1951). En se ré-férant à Grenander (1950),
il constate l'ampleur des problèmes d'in+'érence statistique dans les
processus st-achastiques, et se propose d'étudier un modèle simple. Il
considère le problèmfe de tester l'ajustement d'un modèle théorique
donné pour ce qu'il appelle une "-finitely dépendent probability chain"
où le nombre d'états est fini. Le résultat fondamental obtenu par
Bartlett concerne la distribution asymptatique des f i j s le vecteur
aléatoire 'E, == (î,n, ..., 'E,in,, ... ... ï,n,i, ..., 'E.mm) où
77
ï. . = (-f. . - -f. p. .)/-fl^a , (3.2)
U ij i.ij l.
f. = E -f. ., suit asymptotiquement (n —>•») une loi multinormale avec
i « J ij




(5 _ p. . - p. . p _JJi ' ij ' ij ' iJÏ
(<S =1 si i = j et a sii^j)
ij
La -fonction de vraisemblance pour le modèle considéré est
essentiellement (en négligeant l'état initial)
L = E . -F . . Jïn p. . (3.3)
n l j l j l j
et sa valeur ma;-; i mal e est
ma;.; L = Z. -f . ..$n (f . ./f . ) (3.4)
n u ij ij l»
En utilisant le résultat qui vient d'être cité Bartleatt. montre que la
stati stique
À = 2 Cma;.; L - L 3 (3.5)
n n
canverge en loi vers une chi-carré avec d-m degrés de liberté, d étant
le nombre d'éléments positifs dans (pi. j). Il propose donc l'usage de
cette statistique pour vérifier l'ajustement à une chaîne de Markov
pour laquelle (pij) est connue. Il peut être montré, Billingsley
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(19ùlb), que la di-f-férence entre (3.5) et
? . <-f . . - -f-. p. .) ~/<-f. p. .> (3.6)
ij u i.U i.U
converge en probabilité vers zéro.
Afin d'utiliser la statistique (3.5), la matrice (pij) dont on
veut vérifier l'ajustement, doit être connue. Hoel (1954) étudie le
problème de tester l'hypothèse de l'indépendance des variables Xn
versus un modèle markovien du premier ordre, cela dans le conte;-;te où
(pij) est complètement inconnue. Il établit que la statistique
E.(f. . - f. -f ./n)~7(^i.f.j/n) (3.7)
l J l J l. • J
converge en loi vers une chi-carré avec (m-l)ÏB degrés de liberté. En
fait, Hoel considère (comme Bartlett) des chaînes d'ordre r et
construit un test pour Hv_i vs Hv où Hv signifie que la chaîne est
d'ordre v. Ce travail est poursuivi par Good (1955) où il considère
de tester H^ vs Hv pour ,u < v.
Ces premières contributions portent toutes sur des considérations
de nature asymptatique. Whittle (1955) s'intéresse à la distribution
exacte des f i. j, et des f i. j/+1. qui sont les e.v.m. des pu. Il
parvient à e;-;primer la distribution des +ij sous la -forme de (3.8),
connue sous le nom de formule de Whi'Ltle: la probabilité que la
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matrice (fij) sait observée et que X» = i a. est
nt. •
* i i. f t j
q F —----_ n p • -••- (3.8)
i vi . n -f ! i j ' i j
l l ij i.J
•s-




la matrice F = |f \ oil
i-i
Billingsley (i961a) présente une démonstration plus simple de ce
résultat.
Il arrive que l'on ait à véri-fier l 'ajustement à une chaîne de
Markov pour laquelle les probabilités de transitions, pi. j(6), sont de
forme connue mais dépendent d'un paramètre 9 € (bfciïï?3. Dans ce cas la
fonction de vraisemblance est essentiellement
L = E . -f . . .fin p . . (9)
n l J l J l J
et les équations de vraisemblance sont
f.. 3p. . (Q)
i J i J
E. —— —-: —— =0, u = l, ..., p . (3.9)Fj p. . (©) ôô '"' "' '' ' " " '
ij u
Si le système (3.9) a une solution, 9, celle-ci permet de construire
la statistique
A \ 2
£: . \i . .- fi.p. .(ô)) /(-f. p. .(ô)). (3.10)
1 J V i J i J / l. l j
Bartlett <195l) fait quelques commentaires sur la statistique (3.10).
Il rappelle le résultat de Fisher disant que dans le cas
•d'observations indépendantes, si les estimations des paramètres sont
efficaces, la seule modification subie par la loi asymptotique est de
perdre un degré de liberté pour chaque paramètre estimé; il considère
brièvement la transposition de ce résultat au;< chaînes de Markov.
Kazami (1952) étudie l'estimation de Q. Il montre que sous des
conditions analogues à celles posées par Cramer (1946) dans le cas
i.i.d. et par Wald (1948), les e.v.m» sont convergents et
asymptotiquement e-f-ficaces au sens large. Le conte;-;te est ici celui
des processus markoviens statiannaires (pas nécessairement
ergodiques). Dans le conteste plus spécifique des chaînes de Mar-kov
stationnaires et ergadiques Gani (1955) étudie la convergence faible
des e.v.m. et leur loi asymptotique gaussienne. La démarche suit de
près celle employées par Cramer (1946) dans le cas i.i.d. Il étudie
aussi la -forme des probabilités de transition admettant un estimateur
e;-;haustif pour ô, cette étude est poursuivie en 1956. Billingsley
(1961a) fait la synthèse de ces di-fférentes considérations et énonce
le résultat précis suivants
Sans les hypothèses
i) (Q est un ouvert de IFy,
ii) pour chaque Q €0 la matrice stochastique (pij(Q)) à tous
ses éléments positifs,
iii) chaque fonction pu(Q) possède des dérivées partielles
continues du premier et deu;-;ième ordre partout sur 0,
iv) la matrice ms ;•; p dont les éléments sont
d. . s= op. . (Ô)/ôQ
l j , u i j u
est de rang p partout sur
an a
A
a) qu'il e;-!iste un vecteur aléatoire Q prenant sa valeur dans 0,
celui-ci étant avec une probabilité tendant vers un (n —>co)
une solution du système (3.95 et -faiblement convergent pour
estimer 9 € 0,
b) que la statistique (3.10) suit asymptotiquement une loi
chi-carré avec m(m-l)-p degrés de liberté.
Billingsley présente dans sa monographie (1961b, partie l, sec. 5) une
démonstration de ce résultat requérant l'ajout du troisième ordre à
l'hypothèse iii).
Les résultats cités s'étendent au cas où on a plusieurs
échantillons indépendants provenant de di-fférentes chaînes et
permettent de comparer les chaînes, Darwin (1959) et Billingsley
(1961b). Dans ce conte;-;te la taille de chaque échantillon tend vers
l'in+ini. La situation réciproque où l'échantil Ion demeure de taille
+i;-;e tandis que le nombre de ceux-ci augmente, se rencontre aussi dans
certaines applications. Les principales contributions dans ce
conte;-;te sont dues à Anderson (1954), Anderson et Boodman (1957) et
Madansky (1959).
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Bien que les considérations rapportées ici concernent surtout les
chaînes de Markov simples (premier ordre), le» chaînes multiples
(ordre supérieur à un) retinrent aussi l'attention, Bartlett (1951),
Gaod (1955) et Qaodman (1958).
Il y eut durant cette période certaines considérations
relativement à des processus markoviens un peu plus générau;-; , nous en
citerons quelques-unes. Page (1954) s'intéresse à la détection d'un
point où un processus subit un changement et constate que certaines
des procédures qu'il propose font référence à un processus markovien.
Lange (1955) obtient les deu;-; premiers moments des e.v.m. de
paramètres apparaissant dans des processus markoviens particuliers,
par exemple, les processus de Poisson, les processus gaussiens avec
accroissements stationnaires et indépendants, les chaînes de Markov
simples. Derman (1956) obtient, pour des chaînes de Markov au
l'ensemble des états est dénombrable, des résultats similaires à ceu;-;
de Bartlett (1951).
3.3 Les processus de naissance et de mort.
Les considérations faites par Kendall (1949) ne tardèrent pas
à susciter de l'intérêt. Moran (1951) étudie un plan d'échantillonnage
différent de celui envisagé par Kendall. Il propose, dans le cas d'un
processus de naissance pur, d'observer le processus jusqu'au temps T
auquel on a obtenu un nombre prodéterminé, n, de naissances. Les
temps Ti <...< Tr, = T au;-;quels ces naissances surviennent constituent
les observations. Ici encore il est supposé que la taille de la
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population initiale Ycs est connue. L'au'fceur obtient l'e.v.m» pour À
" n n
^ =ï nTT~lT~~ a -pT— ' (3-11)
E; (Y + s) (T . - T ) l Y. dt
s=0 o s+1 s l t
lo
ï'o :a: a? an remarque une similitude entre cet estima'teur et celui donné
A
par (2.5). On véri-fie que Ï/\,, est sans biais pour 1/X et que sa
variance est (Â:2n)-:t. L'auteur étudie la distribution asymptotique de
A
À_, et note que l'étude des propriétés des e.v.m. dans le cont.e;-;te
des processus stochastiques requière une étude plus poussée. Il cite
les travau;-; de Grenander (1950) et. Wald (1948) mais utilise dc-îs
arguments particuliers au cas qu'il traite. Pour un processus de
naissance et de mort, l'expression analogue à (3.11) où n est le
nombre d'incidents (naissance au mort), donne l'e.v.m. do À+p, cela
conditionnellement au fait que la population ne s'est pas éteinte
avant que n incidents soient observés.
Moran poursuit ce travail en 1953 en considérant l'e.v.m. de
Â/(Â+u). Pour obtenir cet estimateur il utilise une représentation
sous la forme d'une marche aléatoire dans le plan, en abaisse on
considère les points 0, l,..., n et en ordonné la taille de la
population. L'a;';e en absisse constitue une frontière absorbante
(ei-;tinction> . Sans l'hypothèse de non-e;.;tinction la marche aléatoire
peut terminer au;-; points (n, l), (n, 2),..., (n, n+X<a) , Xa étant la
population initiale supposée connue. Cette représentation permet
d'obtenir la loi de la population au temps T, X-r, conditionnel lement à
la non-e;-;tinct.ion. De là l'auteur obtient l'e.v.m. pour À/(À+u) qui
est (n - Xo + Xr)/2n. Dans le cas d'une e;-;tinction en un point
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>;o €<Xo, ...ï n 3-, l'e.v.m. est (;-;o - Xo)/2;-;o.
L'idée d'une représentation sous -forme de marche aléatoire dans
le plan avait déjà été utilisée par Kendall (1952). Pour estimer Â/}J,
il propose d'observer le processus jusqu'à ce que le nombre de morts,
D, soit égal à la taille de la population initiale, Xc»» En
représentant en absisse la variable "nombre de naissances", E!, et en
ordonné la variable "nombre de morts", on voit que la droite
Xo +B-D == 0 constitue une frontière absorbante (extinction), tandis
que la droite D = Xo constitue le lieu d'arrêt. L'auteur montre que
l'estimation de Â/JJI se réduit à la détermination de la distribution
des points d'arrêt sur le lieu d'arrêt. Un intervalle de confiance
est obtenu pour \/\i.
En 1953, Anscombe publie une étude sur l'estimation séquentiell e.
Bien que celle-ci concerne principalement la cas des variables i.i.d.,
l'auteur étudie aussi le problème consistant à obtenir un estimateur
pour Â-p qui ait un écart type pré-déterminé a- (petit). Il montre
qu'une procédure séquentielle permettant d'atteindre cet objectif
consiste à observer le processus jusqu'à ce que N incidents se
produisent, N étant la valeur du plus petit entier n tel que
E, X., (T. - T. ,);::: (n) ±^'-i/v^i^i "-^ " i ' i-i' '- "" ' ""'
i-1
ïi étant le temps d'apparition du i incident. Te, =s o. Il est supposé
que la population ne s'éteint pas avant que cette règle opère. Des
estimateurs asympfcotiquemen-t (N -—>(») sans biais pour (X+u) et (À-y)
sont respectivement (N)'l'/:2<r, et <r (B-D) / (N) l'/:a chacun ayant un écart
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type égal à <r, de plus E (N) == (Â+.u) 2i/<r;B + l (B et D sont dé-finies au
paragraphe précédent)•
Parmi d'autres cantributions durant cette période mentionnons
Immel (1951) et Darwin (1956).
3.4 Les processus ponctuels
Par processus ponctuel nous entendons ici un processus •0X1; 31 e Tî
où Xt représente le nombre d'événements d'un type donné
apparaissant dans un ensemble identifié par t € T. Il peut s'agir,
par exemple, du nombre de personnes se présentant à un guichet durant
une intervalle CO, 13, ou encore du nombres d'arbres se trouvant dans
une région plane t. L'importance pratique de ces processus ne fait
pas de doute, pensons <au>; processus de Poisson. Brillinger (1978)
présente un apperçu historique de l'étude de ces processus.
Au plan statistique on s'intéressa d'abord au paramètre
"intensité", 7\, c'est-à-dire le nombre moyen d'apparitions par unité
de temps (ou d'aire au de volume). Le processus le plus étudié -Fut
bien sûr le processus de Poisson homogène, mentionnons quelques
contributions relativement à celui-ci. Nous avons déjà cité
l'approche décision-séquentielle considérée par Dvoretsky, Kie'fer et
Wolfowitz (1953 b).
Moran (1951) considère deu;< plans d'échantillonage (sur la
droite), celui où on observe jusqu'à ce qu'un nombre prédéterminé, n,
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d'événements apparaissent °, le temps nécessaire à cette fin, T, étant
enregistré (procédure avec compte -fi;-;é) , et celui où le processus est
observé durant une période de longueur -fixe, to, le nombre, N,
d'apparitions étant enregistré (procédure avec intervalle •fi;<é). Dans
ce dernier cas il est clair que N/tc, est un estimateur sans biais et
e;-;hausti-<: pour À. Dans le cas de la procédure avec compte fi;-;é
,2
l'auteur note que 2~\7 suit. une distributiDn"y ^ et qu''alors T/n est
2n
sans biais et es-ihaustif pour 1/Â.
Voulant rnieu;-; apprécier la précision de l'estimateur de À,
A
Birnbaum (1954) considère la construction d'un estimateur À pour
lequel on puisse faire un énoncé du type
n
Pi\^ - M ^ y :! À oc (3.125
y et a étant des constantes données (estimateur d'erreur bornée). Il
montre que la procédure suivante, en deu;-; étapes, procure l 'estimateur
désiré
i) on applique une procédure avec compte -fixé n, et on observe
T, le temps requis,
ii) on applique une procédure avec intervalle fii-ié, celui-ci
étant de longueur (2cT)-1 unités, où e = ( l-oc) yïa/2n; soit N
le nombre d'événements observés durant cette deuxième étape,
A
l'estimateur considéré est alors À = 2cTN.
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L'auteur considère aussi plusieurs questions à propos de tests
d'hypothèses au sujet de À, et de la comparaison de deu;-; processus de
Poisson homogènes.'
La relation (3.12) e;-;prime la précision de l'estimateur en
Sanction de l'erreur absolue. On peut vouloir aussi considérer
l'erreur relative, c'est-à-dire,
PC(1 - y) ^ - i (l + y)3 = oc (3.13)
À
y et oc étant des constantes données (estimateur d'erreur relative
bornée). Dans un article qui semble assez peu connu, Girshick, Rubin
et Sitgreaves (1955) considèrent la construction d'un tel estimateur
pour un processus de Poisson homogène dans le plan. A partir du
nombre d'événements observés dans une région ils veulent construire un
estimateur d'erreur relative bornée pour À. Ils montrent que cet
objecti-f ne peut pas être atteint avec une procédure où la région est
fiv.ée. Toute+ois, il peut l'être en suivant une procédure avec compte
fi;-;é, c'est-à-dire que la région sous observation est agrandie jusqu'à
ce qu'un nombre prédéterminé, m, d'événements soient observés. Le




la (m-1)! ~" "
où a = m(l-y)(2y) "An t;(l+y)<l-y) 3




À = md-y )(2y) .ftnC (1+y) (1-y) 3/A ,
m
An, étant l'aire de la région nécessaire pour compter m événementss»
Une autre contribution importante vient de Ca;-i (1955) et marque
le début de nombreu;-; apports importants de ce chercheur. Il y traite
de plusieurs questions liées à l'analyse statistique d'événements
apparaissant au hasard dans le temps au l'espace; tests pour vérifier
la répartition au hasard, études de corrélations, types
d'échantillonnages etc. En particulier, il introduit ce qui est
maintenant convenu d'appeler "un processus de Ça;-;", e'est-à~dirE3 un
processus de Poisson nan homogène pour lequel la fonction d'intensité
correspond à la réalisation d'un processus stochastique. Ces
processus sont utilisés, par e;-;emple, pour représenter une
hétérogénéité environnementale de nature stochastique.
Comme les processus ponctuels trouvent beaucoup d'applicatians en
sciences biologiques, il est naturel de constater que plusieurs
questions d'ordre statistique -furent d'abord abordées par des
biologistes ou écologistes. Par exemple, les écologistes mesurent ou
testent les relations spatiales entre les espèces, Clark et Evans
(1954), Greig et Smith (1952).
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4. LA_. PÉRIODE 1960-1970
Durant cette période le rythme des contribu+.ion<3 augmente et il
devient plus difficile d'en donner succintement un juste aperçu.
4»l Considérations d'ordre général.
On commence à voir apparaître les fruits de ré+1 e;-;ic3ns suscitées
par les écrits de Wald (1948-49) et de Brenander (1950). Silvey (1961)
remarque, au sujet de la possibilité d'étendre au;< processus
stochastiques les résultats établis à propos de la convergence; et de
la normalite asymptotique des e.v.m. dans le cas i.i.d.; "Everybody
knaws intuitively that it must do sa ta a considérable e>;tent, but
there seems to be a gap in the mathematical theory at this point and
usable conditions which would enable one ta establish thèse properties
of ma;-;imum-l i kel ihood estimation in particular cases are not
distingushed by their multiplicity". L'auteur veut apporter sa
contribution pour col mater cette brèche. Il considère les processus
d'indice discret et est motivé par la remarque -faite par Wald (1949).
Il établit la convergence des e.v.m. sous un ensemble de conditions
n'incluant pas la di-fférenti abi l i te de la fonction de vraisemblance.
Toutefois, ces conditions sont passablement arti-f ici el l es et
difficiles à vérifier, l'auteur admet que dans plusieurs cas
particuliers elles peuvent ne pas être satis-faites et la convergence
établie directement. Pour une des premier es -fois, dans le cas de
processus d'indice discret générau;-; , le problème de la normalite
asymptafcique dess e.v.m. est abordé. L'approche usuelle, consistant à
faire un développement de Taylor du logarithme de la •fonction de
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vraisemblance, est utilisée. L'étude de la convergence des différents
termes est ramenée à l'étude du comportement d'une martingale et celui
d'une semi-martingale. L'auteur n'énonce pas de résultats précis mais
se réfère à un résultat de Levy (1935) donnant un théorème de limite
centrale pour une martingale»
Rao (1963) considère les processus d'indice continu, et. étend
certains résultats de Grenander (1950) au sujet des tests d'hypo-
thèses. Par e;-;emple, il donne des conditions sous lesquelles la
classe des solutions de Bayes pour tester Hcsi © e Ui vs Mis @ e u^,
Ui et Ua étant des ensembles -fermés disjoints, est complète, Le
problème de la décision entre m alternatives (m > 2) est aussi abordé.
Le même auteur (1966) étudie certains problèmes d'estimation
relativement à des processus d'indice discret. Il est inspiré par le?
travail de Wald (1948), et motivé par le désir de -faire l'estimation
de paramètres apparaissant dans des équations stochastiques linéaires
au>; différences. Par e;-;emple, pour un processus autorégressi -f du
premier ordre, Xr, == <x. Xr>-i. -l- €n, n .,::: l, les €r, étant i.l.d. N<0,1),
il vérifie que la troisième hypothèse de Wald (1948) est satisfaite si
et seulement si |o<.KI (processus non e;-;plasi-F ou stable). A-f i n
d'englober les situations instables il formule de nouvelles hypothèses
et énonce un nouveau concept d'efficacité asymptoti que au sens -faible
(se ramenant à celui de Wald pour les processus stables). Dans ce
conte;-;te il obtient, pour les e.v.m., des résultats semblables à ceu;-;
de Wald (1948). Apparemment la convergence de l'e.v.m. pour la. l>l
dans le modèle cité plus haut, avait été démontrée par Rubin (1950).
Encore durant les années soi;';ante, les contributions les plus
remarquées sont relatives à des classes particulières de processus, la
principale étant probablement celle des processus markoviens.
4.2 Les processus markoviens
Les contributions de la décennie précédente concernant les
chaînes de Markov reposaient principalement sur l'extension de
méthodes basées sur les lois multinomiale et chi-carré, développées
pour des variables aléatoires i.i.d.. Billingsley (1961b, première
partie) suggère une approche différente présentant l"avantage de
pouvoir s'étendre à des processus markoviens d'indice discret:.
Considérons un processus markovien, -tXr,; n = l, 2,...î, les variables
aléatoires Xn prenant leurs valeurs dans un espace mesurable (5?, p ) ,
et dénotons par
p,(;.;, A) = F\CX . € A |X = ;.; 3, A € p•Q—' "' - ' ©'"n+i " '"'"n - " "' " '-
la mesure de transition du processus, ô t <bP un ouvert de IR'3 • On
suppose que pour chaque 9 € <EP il existe une mesure de probabilité
unique O.e, sur (?/", p) , telle que pour chaque A € p
l-Q^ (A) = ( Q^ (d;.;) dp. (X, A)"Ô"" J. '"ô-"'" U^Q"-'
(nous omettons ici l'énoncé précis des conditions de mesurabilité).
Afin de pouvoir parler de fonction de vraisemblance il est supposé
qu'il existe une mesure À sur <X i fâ) telle que
lfif<>"yip,(X, A) == |\-<:(x, y; 9)À(dy)
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pour chaque A € (S. De même il est supposé que (3<>(o) a une densité,
•f (y; 9), par rapport à À. La fonction de vraisemblance devient ici
.fin •f(;.;i; Q) + .S, An •<:(!.;K, KK+I; €>> , (4«1)
[(.=
comme l'auteur ne s'intéresse qu'au;-; propriétés asymptotiques des
procédures considérées, le premeir terme de (4.1) peut être négligé.
Le système menant au>; e.v.m. est
ôLr,(6) ô n,
;E, .fin -f (;.<. , ;.;. . ', ô) = 0 (4.2)
3Q 96 k=l •""" ' "'l.::' "k+l!l
u u
u = l, •••, p
Dans le but d'assurer l ' e;-;i stence des dérivées partielles
apparaissant en (4.2), et d'espérer que la solution du système (4.2)
possède un certain comportement asymptotique, l'auteur +ormule deui-î
ensembles de conditions. Le premier est analogue au;-; conditions
imposées par Cramer (1946 sec 33.3) dans le cas i.i.d.. En
particulier, il est supposé que pour chaque ;.; et y les dérivées
partielles de -f(>;, y; 9), jusqu'à l'ordre trois, e;.;istent et sont
continues partout sur @. Le deuxième stipule en particulier que pour
chaque u = l, . . . , p
g(!.^, ;.;„; 9) = -^— .%n+(!.^, K,,; 6)
ôô -' r 2- ae •" l
u u
possède un second moment -fini. Billingsley considère le vecteur Ze =
(Za., • • • , Zp,) où
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D. 9
Z = . E . —— g (;•;., ;•;. .58)
"u k^l ÔQ ''' "'k' "!.=:+1'
u
et étudie le comportement asymptotique de "io/v\ï/"'&. Le deu;-;ième
ensemble de conditions imposées permet de montrer, en particulier, que
pour chaque Q ë© et toute distribution initiale, Z e/n1 "' •''2 converge
en l ai vers une distribution gaussienne avec vecteur moyenne nul et
matrice de covariance <r(Q) == (<Tu^(ô)),
f 3 . _. a . ... 1
<r^(ô) = E, J — g(^, ;.^; Ô) — g (>;,, K ,3 Ô>
e | ae« 3 """l7 "2? "• 30^ " ""l '•.? • J
u, v =1,... p. Ce résultat est obtenu en utilisant le -fait que les
éléments de Ze/n1''3 sont des -fonctions d'un processus markavien et que
pour chaque u = l, . . . , p ,
{ n 3E — g (;•;., ;•;. . ; ô ) ; nk=l 9Q ^ "'k' "k+111 '" ''u 2., -_ , • • •
forme une martingale. L'auteur démontre un théorème limite centrale
pour les martingales étendant des résultats obtenus par Levy (1935).
Les deu>; ensembles de conditions permettent de démontrer, via le
résultat qui vient d'être cité, les énoncés suivants.
A
i) II existe un e.v.m. convergent, On, pour ôo € 0 la vraie
valeur du paramètre. Celui-ci est., avec une probabilité
tendant vers un, un mai-iimum local de Lr,(ô); de plus, si Qn
est une deu;-;ième solution convergente de (4.2), alors la
A
probabilité que Or, = on s'approche de un lorsque n —>oo.
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ii) Le vecteur T.t,^/n3-/"s - <r(ôo)<ôr, - Qo> converge en proba-
bilité vers le vecteur zéro.
A
iii) Le vecteur (@n - Qc>) converge en loi vers une distribution
gaussienne avec vecteur moyenne nul et matrice de
covarianco <r~1 (Qo) .
A
iv) La variable aléatoire 2 CL,->(9r,) - L r,<eo)3 converge en loi
vers une distribution chi-carré avec p degrés de liberté.
La démonstration de i) est apparentée à l'argumentation de Wald
(1943). Cette approche permet de retrouver tous les résultats connus
alors.
Cette contribution de Eiillingsley donne une impulsion nouvelle à
la recherche. Bien que n'étant pas d'une portée complètement
générale, elle couvre une clasee très large de processus et laisse
entrevoir la possibilité d'utiliser des outils puissants, par ei-ie'mple
la théorie des martingales, pour étudier des classes plus larges de
processus. L'approche proposée permet à Billingsley d'apporter une
contribution importante pour certains processus markoviens d'indice
continu, plus précisément ceu;-; décrits sommairement de la façon
suivante.
Considérons un processus markovien •CX±;; o ^, t < coî séparable tel
que; i) pour chaque t, X^ prend ses valeurs dans un barel l i en ,"Lf ,
d'un espace euclidien, ii) pour chaque Q € (j3>, un ouvert de Vy ,
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F\ (t, y, A) = P, EX. € A|X = yJ,9 ""'"'" ' Q'"t+S'~ '""s '"'
A étant un borellien de y, satisfait la condition
l im ?„ (t, y, -Cyî) = lt^'o ' e '"' / '
un i+armement en y € 'Y. Un tel processus a, avec probabilité un, une
fonction simple continue à droite pour sentier. De plus il existe des
+onctions q(»; Q) et q (* •; Ô) telles que
lim Cl - P.<t, y, <yî)3/fc = q(y:! ô)
t—> a ô
un if armement en y et
lim P.(t, y, A)/t = q (y, A; ô)
t—ï'o Ô
uni-? armement en Ac~y--Cy3- (Doob 1953, chapitre à section 2). On
suppose ici que pour chaque ô € 0, in-f -Cq (y; Q)î > 0, ce qui assure
y
qu'il n'y a aucun état absorbant. Ces conditions et propriétés
permettent l'interprétation suivante. Le processus débute dans un
état zi, y demeure durant un temps ri, passe instantanément à un état
Zssi y demeure durant un temps r-z et ainsi de suite. On peut alors
définir les variables aléatoires Zi, Zs, ••• et Ri, Rs, ••• telles
que: Xfc = Zi pour ait < Ri, X^ = Zz pour Ri i t < Ri + Rs, ...,
Xfc = Zr, pour Ri + ... + Rr,-i •;,. t < Ri + ... + Rr,. Comme q(y; Q) > 0
toutes les Rn prennent des valeurs finies. Il découle de la théorie
générale des processus markoviens que •C(Zn, Rr,) ', n = l, 2,...î est un
processus markavien d'indice discret à valeurs dans'"y ;•! IFi*, et tel
que
4l
P „ C Z € A, R . €B | Z = y, R = (xJQ"a'n+l '" "' "n+1 '"" ' "n ' ' "n
q(y, -C-nî; ©)
q<-H5 ô) e;.;p-C-q(-q!! 9)p3'dpd-n,
|A q(y$ ô) JB
A et B étant les borel liens de ~^-f et R+. respectivement. Billingsley
quai i-fi e ce processus de processus d'indice discret encastré
(embedded) dans le processus -iX-k; 0 i t < (»3-, et est inspiré en cela
par le concept de chaîne de Markov encastrée que l'on rencontre dans
la théorie des files d'attente, Kendall (1953). L-auteur établit et
e;-; pl ai te le fait que les problèmes d'in+érence au sujet de Q, à partir
du processus •£Xt; o ^ t < coî, peuvent essentiellement être traités à
partir du processus encastré. Cela est dû au fait que l ' in-fcarmation
contenue dans l'échanti 11 on ;•;.«., o :S, T < t est essentiellement la même
que celle contenue dans l'échantil Ion <ZK, r»<), k=l, ..., v(t), v(t) =
max'Cjs Ri + ... + Rj < tî. Il obtient, pour les processus markoviens
d'indice continu mentionnés, des résultats similaires à ceu;-; indiqués
plus haut pour- les processus d'indice discret. Cela est passible à
cause de la généralité de son approche pour les processus d'indice
discret, en particulier à la généralité de l'esspace^ où les variables
prennent leurs valeurs. Ce travail constitue la deuî-iième partie de la
monographie de Billingsley (1961 b).
Un autre contribuant important: au domaine qui nous intéresse ici
fut G. Roussas. Il généralise (1965 a) les résultats de Wald (1949)
au sujet de la convergence -forte des e.v.m. Il étudie (1965 b) le
concept de "dérivabilité asymptotique normale" (asymptotic normal
di-fferentiabi l ity) , c'est-à-dire la possibilité de -faire une certaine
approi'iimatian de la famille •£F'<» ; © € 0î par une -famille gaussienne
(voir Le Cam 1969). En l968(a) il considère la distribution
asymptotique de la -fonction de vraisemblance et applique les résultats
obtenus à la caractérisation des estimateurs asymptotiquement
efficaces (par nécessairement au sens stricte) d'un paramètre. Aussi
en 1968(b), il étudie la normalité asymptotique des e.v.m. via la
contiguité.
4.3 Les processus ponctuels
De nombreuses contributions furent apportées dans ce domaine. Il
est toute-fais dif-ficile d'en dégager une ligne directrice, elles
concernent de multiple aspects. On étudie la façon de tester la forme
fonctionnelle d'une tendance dans un processus de Poisson
non-homogène. L'estimation des propriétés du premier et deu;-;ième
ordre pour un processus ponctuel statiannaire est analysée, par
e>;emple on considère l'estimation de la fonction d'intensité
conditionnel l e,
m (;•;)=! im F'Cune apparition dans (t+;-i , t+;-;+A;-; ) lune apparition au temps 13
A;-! —>0 ——iii' ! 11 • •1 " " 11 1 1 -1 —lil 1 -.-—.-—".- - -— :—
A;-;
Ca>; (1965). Des tests san proposés dans le conte;-;te des processus de
renouvellement. L'analyse spectrale des processus ponctuels est
abordée, Bartlett (1963). Ce ne sont là que quelques-uns des sujets
traités, le lecteur intéressé pourra consulter le livre de Coi-i et
Lewis (1966) et l a revue de Lewis (1972).
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4»4 Nouveau:-; aspects
Durant cette période, principalement à la fin, on voit apparaître
des études relativement à de nouveau;-! problèmes ou à de nouvelles
méthodes.
Les processus de di •f -fusion (qui sont des processus markoviens
d'indice continu, avec sentier continu) commencent à susciter de
l''intérêt relativement à l'in-férence statistique, Holevo (1967). Les
méthodes bayesiennes sont abordées, par e;-;emple Bhat (1964) et Martin
(1967) les considèrent pour les chaînes de Markov. Une attention est
apportée à des problèmes ou méthodes ayant un caractère non par'amé-
trique. Roussas (1968e, 1969a, b) s'intéresse à l''estimati on d'une
•fonction de densité liée à un processus markovien stationnaire, gêné-
ralisant ainsi les travau;-; de Parzen (l<?à2). Serfling (1968) étudie
des tests non paramétriques pour certains processus stochastiques.
L'approche séquentielle est aussi considérée. Cherno-f+ (1961) prcspose
une procédure bayesienne séquentielle pour tester le signe de la
dérive dans un processus de Wiener. Ce travail est poursuivi dans
Breakwell et Cherno-ff (1964) et Chemof-f (1965 a,b). L'uti l i sati an
du processus de Wiener, dans le conte;-;te d'une généralisation du test
séquentiel basé sur le quotient de vraisemblance, avait été considérée
par d'autres, par e;-!emple Andersan (1960). Trybula (1968) traite de
l'estimation séquentielle dans un processus avec accroissements indé-
pendants. Le test séquentiel basé sur le quotient de vraisemblance
est analysé, pour les processus markoviens d'indice discret par




Avec les années soi;-iante di;-; on assite à un accroissement
considérable du niveau d'activité, cela relativement à tous les
aspects. Le livre de Basawa et Prakasa Rao, paru en 1980, illustre ce
•fait en ce qu'appro>;imativement 707. du contenu concerne des travaux
parus durant la décennie soixante di;-;- Nous tenterons un survol
rapide de cette réelle e:-;plosion en nous e-f -forçant de suggérer les
ré-Férences les plus pertinentes. Commençons par les aspects déjà
abordés plus haut.
5.1 Processus d'indice discrets considérations générales.
On s'intéresse beaucoup à l'approche initiée par t-Jald (1948). La
suite des contributions forme une case ad e de raffinements. Par
e;-;emple, l'obtention de théorèmes de limite centrale de plus en plus
forts pour les martingales permet de démontrer, sous des conditions de
plus en plus faibles, certaines propriétés pour les e.v»m.. Les
références suivantes -forment un petit échantillon des nombreu;-;
apports; Le Cam (1970), Bar-Shalam (1971), Bhat (1974), FTakasa Rao
(1974), Prasad et Frakasa Rao (1976), Crowder (1976) et Philippou
(1977, 1978). L'étude des propriétés asymptotiques des e.v.m. est
aussi abordée via l'analyse du quotient de vraisemblance en
considérant celui-ci comme un processus ayant le paramètre pour
indice. Les contributions suivant cette approche proviennent
principalement de l'Ecole russe, Ibraginov et Khas'minskii (1972).
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5.2 Processus d'indice continu: considérations générales.
Feigin (1976) présente une théorie générale pour les e.v.m.
celle-ci ne requérant pas d'hypothèse de stationarité et ne se
référant pas à une règle d'arrêt particulière. Il démontre bien
l'importance du rôle joué par la théorie de la convergence pour les
martingales, et l'à propos de ce qu'il nomme "la classe des familles
e;-;panentiel les conditionnel los" .
Avec la fin de la décennie soixante et la suivante on prend
connaissance de nombreuses et importantes contributions russes. Le
lecteur peut s'en faire une bonne idée en consultant le livre de
Liptser et Shiryayev (1978).
5.3 Chaînes de Markov et processus markoviens.
Après 1960 on aborde moins de questions d'ordre général à propos
des chaînes de Markov, un survol à ce sujet est présenté par Chat+1 el d
(1973). Plusieurs modèles particuliers, par exemple Klots <1973),
Devore (1973), Rustagi (1975), Moare (1979) ou question particulières,
par exemple Bai (1975), Crow (1979), Craw et Miles (1979), Wright
(1980), sont analysés. Un problème important étudié est celui de
l'in-férence à propos de la matrice de transition d'une chaîne de
Markav à m états, dans une situation où les fréquences -f ij ne sont pas
di iaponibles. Lee, Judge et Zellner (1970) considèrent la situation où
l'on dispose de N copies indépendantes de la chaîne, chacune étant
observée au;-; temps 0,...,K, les données groupées, Njt == tt-îss Xmt: = j > ,
X«,fc désignant l'obse'rVation de la % ième copie au temps t,
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j=l,...,m,t=o,»..K, s=l,...,N, étant les seules disponibles.
Kalb-fleisch et Lawless (1984) étudient l'estimation des probabilités
"de transition dans un tel contes-ite.
On continue à étudier les propriétés des e.v.m. dans le conte;-;te
des processus markaviens. Prakasa Rao (1972) en démontre la
convergence forte et la normalité asymptotique sous des conditions
n'incluant l'e;-;istence que de la dérivée première du logarithme de la
densité de transition, généralisant, ainsi les résultats de Huber
(1967). Un ensemble différent de conditions est proposé par
Borwanker, Kallianpur et Prakasa Rao (1971) pour obtenir les mêmes
résultats. Le caractère restricti-f de ces dernières conditions est
analysé par Moore (1977). Prakasa Rao (1979) étudie le lien entre les
e.v.m. et les estimateurs bayesiens. Ganssler (1972) et F'rakasa Rao
(1973) considèrent le concept d'estimateur de contraste minimal
introduit dans le cas i.i.d. par P-fanzagl (1969).
5.4 Les processus de rami-f ication.
Entre la parution du travail de Harris (1948) et 1970 il ne
semble pas y avoir beaucoup) de contributions concernant l''in+érence
statistique pour ce type de processus. Avec la décennie soi;-;ante di;-;
on voit paraître un ensemble important de contributions, Dion (1972,
1974, 19755, Heyde (1970, 1974), Jagers (1973) et Keiding (1975 a).
Parmi les questions analysées notons, le comportement asymptotique de
l'e.v.m. pour Ô^ECXiJ lorsque le nombre de germes augmente (Harris
avait supposé ce nombre égal à un) et aussi losque le nombre de
générations augmente, et'.1'estimation de la variance de Xi. On étudie
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les processus de ramificatian avec immigratian et ceu;-; qui sont multi
ples, Heyde et Seneta (1971'2, 1974), Becker (1977). On s'intéresse
aussi au;-; processus de r ami fication d'indice continu, aussi appelés
processus de ramificatian markaviens, Athreya et Keiding (1977).
Dion et Keiding (1979) présentent une revue des travau;-; effectués
durant la période 1970-78.
5.5 Les processus de naissance et de mort.
Ici nous referons le lecteur au travail de Keiding (1975 b). En
plus de présenter une e;-;cel lente synthèse des travau;-; accomplis
jusqu'alars, l'auteur étudie les e.v.m. pour À et n lorsque le
processus est observé d'une -façon continue sur un intervalle Ca,t3 non
aléatoire; le comportement asymptotique est considéré lorsque t—>oo et
aussi lorsque la taille de la population initiale augmente.
5.6 Les processus ponctuels
On peut avoir une bonne idée de la quantité et de la diversité
des contributions en consultant, par e;-;emple Lewis (197/2), Brillinger
(1978) et Snyder (1975).
Brillinger (1975) considère la situation où des événements isolés
observés sur la droite peuvent être de r types di-f-férents (jusqu'al ors
on avait surtout considéré le cas r=l). A partir de l'observâtion des
temps d'apparition des di f-férents types d'événements, des estimateurs
sont proposés (dans le 'cas de processus stationnaires) pour plusieurs
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paramètres ayant un caractère temporel (intensité d'un ordre
quelconque, fanct.ion de renouvellement, fonction de suirvivance...) et
leur comportement asymptotique est étudié. L'auteur traite aussi de
l'estimation de paramètres pertinents à l'analyse dans le domaine des
•fréquences.
Les processus ponctuels spatiau;-; (les événements sont observés
dans H;", n > l) reçoivent aussi beaucoup d'attention. Ri pley (1977)
fait une revue des principau;-; modèles proposés jusqu'alors et discute
des méthodes pour en véri-fier l'ajustement. Le livre de Diggle (198.3)
est une référence très pertinente relativement à ce type de processus.
5.7 Nouveau;-; aspects
Les nouveau;-; problèmes et nouvelles méthodes considérés durant
les années soixante deviennent, à partir de 1970, des sujets
d"intenses activités. Considérons, à titre d'e;-;emple, l ' in-férence
bayesienne. Celle-ci est d'abord considérée pour des processus
markoviens. Borwanker, Kallianpur et Prakasa Rao (1971) étudient la
convergence de la loi à posteriori vers une loi gaussienne (théorème
de Bemstein-von Mises). De là le comportement asymptotique
des estimateurs bayesiens est obtenu. Ils démontrent, que les e.v.m.
et les estimateurs bayesiens sont asympto-fciquement équivalents et que
les estimateurs bayesiens sont fortement canvertgentîî et
asymptotiquement normalement distribués. Les conditions imposées par
ces auteîurs sont assez •fortfas, il est toutefois possible d'obtenir des
résultats presque aussi -forts sous des conditions plus faciles à
vérifier, Moore (1977). Dans leur livre Basawa et FTakasa Rao (1980)
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étendent ces résultats à des processus stachastiques d'indice discret.
L'apprache via le quotient de vraisemblance est considérée par
Ibragimov et Khas'minskii (1973 a, b) et par Levit (1974). Fraser
et McDunnough (1*984) considèrent aussi la normalite asymptotique de la
fonction de vraisemblance normalisée.
Pour obtenir un excellent aperçu des développements relativement
au;-; processus de diffusion, aux méthodes non paramétriques et au;-i
méthodes séquentielles nous ré+érons le lecteur au volume de Eiasawa et
Prakasa Raa (19QOÏ.
La majorité des considérations rapportées plus haut concernent le
comportement asymptotique d'estimât sur s ou de tests. Les propriétés
statistiques de procédures appliquées à de petits échantillons ne
semblent pas avoir été beaucoup étudiées dans un contei-ite général. un
peut sans doute trouver plusieurs cantributians relativement à des
processus particuliers, par e;-;emple certaines chaînes de Markov, Moore
(1979), ou les processus de rami-ficatian, Dian, Labelle et Latour
(1982). Un pas dans le sens de la généralité est fait par Godambe
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