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に，GPU (Graphics Processing Unit) は，安価に広く普及し，かつ比較的容易にプログラミ
ング可能なメニーコアプロセッサとして注目されている．





























































図 1.1 GPUにおけるコア数の増加とメモリバンド幅の拡張 [4]
GPUは，計算機のグラフィックス処理を専門とする補助演算装置である．ディスプレイへ
の描画処理や 3次元空間映像のレンダリングといった，並列性の高い処理を行うため，大量の






computation on Graphics Processing Units) と呼ばれる試みが注目を集めている [6], [7]．こ
れまでに，電磁界解析 [8], [9]や流体シミュレーション [10], [11]をはじめとして，計算量が多



































































図 1.2 近年における CPUと GPUの演算性能の向上 [4], [5]
い科学計算を中心に，さまざまな実装が提案されている [12], [13]．アルゴリズムの実装に際し
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表 1.1 CPUと GPUの比較
プロセッサ CPU GPU
モデル名 Intel Core i7-3770K NVIDIA GeForce GTX 680
コア数 4 1,536
コアクロック [GHz] 3.5 1.0
キャッシュ [KB] 128 (L1) 16 (L1)
1,024 (L2) 512 (L2)
8,192 (L3)
演算性能 [GFLOPS] 224 3,090
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められる応用や，大量の入力画像を対応付けて計測を行う応用 [21]–[23]があり，対応付けの






トル間の距離に基づいて特徴点同士をマッチングする．Scale Invariant Feature Transform









画素ごとの差分を用いる Sum of Absolute Differences (SAD) [17] のような単純なものから，




として，位相限定相関法 (Phase-Only Correlation: POC) に基づくアルゴリズムが知られ
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表 1.2 代表的な画像対応付けアルゴリズムの比較（◎：高，○：中，△：低）
対応付けアルゴリズム 密度 精度 計算コスト
特徴ベース
SIFT [24] △ ◎ △
SURF [25] △ ○ ○
領域ベース
SAD [17] ◎ △ ◎
NCC [17] ◎ ○ ○
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第 3 章では，POC に基づく画像対応付けアルゴリズムの GPU 実装を提案する．まず，






する．本章では，(a) リアルタイムに 3次元計測を行うシステムと，(b) 汎用デジタルカメラ































の記述，(iii) 特徴量のマッチングの 3つのステップからなる．まず，(i) 画像中からエッジや
コーナーなどの特徴点を検出する．次に，(ii) 特徴点の周囲の画素情報を用いて，特徴量を抽
出する．最後に，(iii) 基準画像–参照画像間で，抽出した特徴量同士をマッチングする．
特徴ベースの対応付けアルゴリズムとして，SIFT (Scale Invariant Feature Transform) [24]
に基づく画像対応付けアルゴリズムがよく知られている．以下では，特徴ベースの対応付けの
一例として，SIFTに基づく画像対応付けアルゴリズムの手順を述べる．まず，(i) 特徴点の検
出では，Difference-of-Gaussian (DoG) 処理により，LoG (Scale-normalized Laplacian-of-
Gaussian) オペレータ出力値が極大となる画素を特徴点として検出する．次に，(ii) 特徴点を
中心とした領域における輝度の勾配情報を，128次元のベクトルとして抽出する．特徴点の周





イキング [40], [41]や特徴点の追跡 [42]，画像分類 [43]をはじめとして，さまざまな応用が提
案されている．SIFTのアルゴリズムを基本とし，特徴点の検出や特徴量の記述を高速化する
改良として，Speeded Up Robust Features (SURF) [25]や，バイナリコードを用いた特徴量
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の記述を行う Binary Robust Invariant Scalable Keypoints (BRISK) [44] などが提案されて
いる．また，より高いロバスト性の実現を目的として，アフィン変換をしながら対応付けを行











いま，基準画像 I(u, v)および参照画像 J(u, v)，基準画像 I(u, v)上の基準点 p = (pu, pv)
が与えられたとき，基準点 pの対応点の座標 q = (qu, qv)を参照画像 J(u, v)上で求めること
を考える．まず，基準画像 I(u, v)における基準点 p の周辺領域をW とする．次に，W を
d = (du, dv)だけ動かし，参照画像 J(u, v)と重なった部分について類似度または相違度を計
算する．このような計算を，図 2.1に示すように探索領域 du ≤ |su|, dv ≤ |sv|において繰り
返し，類似度が最大，または相違度が最小となるW の位置を検出する．このとき，W の中
心 (pu + du, pv + dv)を対応点の座標 q とする．一般に用いられる類似度や相違度として，以
下に示す指標が知られている．ただし以下では視認性のため，画像中の座標を n = (u, v)と
記す．
• SAD (Sum of Absolute Differences)
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Image I (u, v) Image J (u, v)











∣∣I(n)− J(n+ d)∣∣ (2.1)
1回の SAD計算では，ある位置 (du, dv)における相違度のみが得られる．対応付けを
行う場合には，ある探索領域を設け，その領域内で探索ウィンドウを移動させながら複
数回の SAD計算を行う．そして，相違度 RSAD が最小となる点を選ぶことで対応点を
求める．










I(n)− I(n+ d))2 (2.3)
SSDに基づくアルゴリズムでは，SADに基づくアルゴリズムと同様に，複数の SSD計
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算を行い，相違度 RSSD が最小となる点を選ぶことで対応点を求める．





























ここで，NB は画像領域W 内のピクセル数である．RNCC(d)は −1 ∼ 1までの値をと
り，値が大きいほど，画像が類似していることを表す．したがって，NCCに基づく対
応付けでは，RNCC が最大となるような dを求める．
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精度に行えることが知られている [46], [47]．ここでは簡単のため，対応点の探索を水平方向の
みに仮定し，相違度が最小の位置における相違度の値を r(0)，その隣接位置における相違度の
























オビジョンに基づく 3次元計測は，複数のカメラの視線が交わる点として物体の 3 次元位置






素は 8ビットの情報量を持ち，0 ∼ 255の値を取りうる．画像における特定の画素の位置を記












いる．図 2.3に示すように，画像平面 I から距離 fl のところに I に平行な面を置き，面上の
点 C にピンホールを開ける．物体からくる光はピンホール，すなわち C を通り，画像平面に



















図 2.3 ピンホールカメラモデル．(a) に示すように，画像平面 I から距離 fl のとこ
ろに面を置き，点 C にピンホールを開ける．物体からくる光はピンホールで
ある C を通り，画像平面に像を結ぶ．コンピュータビジョンでは，(b) のよ
うな仮想の画像平面をレンズ中心の前に置いたモデルがよく用いられる．
















像を結ぶ．ここで，点 C を焦点またはレンズ中心，レンズ中心から画像平面までの距離 fl を
焦点距離という．また，点 C を通り画像平面に垂直な線を光軸といい，光軸と画像平面との
交点 cを画像中心という．このようなモデルは CCDカメラを正確に記述している．
ピンホールカメラモデルをもとに，3次元空間中の点X = (X, Y, Z)が画像に投影されるま
での過程を記述する．まず，図 2.4に示すように，カメラのレンズ中心 C を原点とする 3次
元空間の座標系を定義する．レンズ中心 C を原点に，光軸を Z 軸とし，右手系となるように
X 軸と Y 軸を決める．このような C −XY Z 座標系をカメラ座標系と呼ぶ．また，画像中心
cを原点に，x軸と y 軸を決める．このとき，カメラ座標系と同様に，光軸と等しい Z 軸を第
3の軸としたときに，右手系となるように順序を決める．ここで，正規化カメラの概念を導入
する．正規化カメラの画像平面は，焦点 C から単位長のところにある．[[[ すなわち，焦点距
離 fl は正規化されており，fl = 1である．このとき，(x, y)で表される座標系を正規化画像
座標と呼ぶ．以上の座標系を用いると，3次元空間内の点の 3次元座標X = (X, Y, Z) とそ
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fl 0 0 0
0 fl 0 0












3次元空間中の点X = (X, Y, Z)が画像平面上の座標 (x, y)に投影される関係を式 (2.13)








































ここで，fp はピクセル単位の焦点距離であり，焦点距離 fl をカメラの撮像素子の幅で割った
ものである．また，u0 および v0 は，画像中心 cの画像座標系における水平および垂直座標を
示す．




















図 2.5 3 次元空間中の点 X が画像に投影される透視投影のモデル．カメラ座標系
C −XY Z と，世界座標系 O −XwYwZw との位置関係は，回転を表す行列
Rと，並進を表すベクトル tを用いて表現される．
これまでは，3次元空間中の点をカメラ座標系 C −XY Z において記述してきたが，複数の
カメラを用いた投影モデルを扱う場合には，図 2.5に示すような世界座標系における記述を用
いることも多い．世界座標系とカメラ座標系の位置関係は，3 × 3 の行列 R で表される回転
と，3× 1のベクトル tで表される並進を用いて記述する．Rと tをカメラの外部変数（外部
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パラメータ）という．ある点のカメラ座標系における座標Xc と，その世界座標系における座
標Xw との関係は，
Xc = RXw + t (2.17)
あるいは

















である．また，X̃c および X̃w はそれぞれXc およびXw の同次座標表現である．内部パラ
メータA, 外部パラメータ R, tを用いると，3次元世界座標における点X = (X, Y, Z)が画
像座標m = (u, v)に射影される関係は







いま，3次元空間中の点 X が視点 C1 の画像に投影されているとする．X と C1 を結ぶ直
線が画像面 I1 と交差してできる点 x1 が 3次元空間中の点X の画像平面への投影像である．
同様に視点 C2 を考えると，X と C2 とを結ぶ直線が画像面 I2 と交差してできる点 x2 が空
間中の点X の第 2の画像面への投影像である．このとき，C1, C2, X の 3点は空間中に一




















つの平面を定義する．この平面をエピポーラ平面 (epipolar plane) と呼ぶ．3次元空間中の点
X の 2つの画像面への投影像 x1, x2 もこのエピポーラ平面上にあることは明らかである．エ
ピポーラ平面と画像面とが交差してできる直線 L1 および L2 はエピポーラ線 (epipolar line)
と呼ばれる．
いま，視点 C1 で画像上の点 x1 が観測されたとき，これに対応する空間中の点は C1 とX
を結ぶ直線のどこかに存在するため，この直線は x1 に対応する点の集合であると考えられる．
この直線を画像平面 I2 に投影したものがエピポーラ線 L2 である．すなわち，第 2の画像上
のエピポーラ線 L2 は，第 1の画像上の点 x1 に対応する第 2の画像上の対応点の集合である．
同様に，第 1の画像上のエピポーラ線 L1 は，第 2の画像上の点 x2 に対応する第 1の画像上
の対応点の集合である．このように，エピポーラ先は画像上の点同士の対応関係を表してい
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る．また，視点 C1 と C2 が結ぶ直線が二つの画像面と交差してできる点 e1, e2 をエピポー
ルと呼ぶ．画像平面 I1 上のエピポール e1 は視点 C2 を視点C1 に投影した像と考えることが







トルをR1→2, t1→2 とし，3次元空間中の点X のそれぞれの画像への投影点を正規化画像座
標系で x1, x2 とすると，三つのベクトル x̃2, R1→2x̃1, t1→2 はすべてエピポーラ平面内に存
在する．そこで，この三つのスカラー 3重積は 0となることから，次の式が成り立つ．
x̃2(t1→2 ×R1→2x̃1) = 0 (2.22)
上式を変形すると以下のようになる．
x̃T2 [t1→2]×R1→2x̃1 = 0 (2.23)










E = [t1→2]×R1→2 (2.25)
これより，二つの画像における投影点の正規化画像座標 x1, x2 には，次の関係が成り立つ．
x̃T2 Ex̃1 = 0 (2.26)
ここで，E は 3× 3の行列で，基本行列と呼ばれる．
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上記の関係を画像座標系において表現する．それぞれの画像への投影点の画像座標をm1,
m2 とすれば，正規化画像座標 x1, x2 との関係は次のようになる．
m̃1 ∼ A1x̃1 (2.27)
m̃2 ∼ A2x̃2 (2.28)
ここで，A1 およびA2 は，視点 C1 およびC2 の位置にあるカメラの内部パラメータである．




T [t1→2]×R1→2A−11 m̃1 = 0 (2.29)
ここで，
F = (A−12 )
T [t1→2]×R1→2A−11 (2.30)
と置き換えることにより，二つの画像における投影点の画像座標 m1, m2 との間に次の関係
式が成り立つ．
m̃T2 Fm̃1 = 0 (2.31)







図 2.8 に示すように，2 つのカメラが平行である場合を平行ステレオと呼ぶ．平行ステ
レオにおいて，左カメラ画像上の基準点 p = (pu, pv) について，右カメラ画像上で対応点
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Reference point
Epipolar line










離，fp は左カメラの焦点距離，d = (u− u0)− (u′ − u′0)は視差である．
一般的なステレオカメラによって得られたステレオ画像では，平行ステレオの仮定が成り立
たないことが多い．これに対して，図 2.9に示すように，左右カメラの画像を共通の仮想画像
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Left camera image Right camera image
Epipolar
line
X = (X, Y, Z)





(u0, v0) (u0’ , v0’ )
p = (pu, pv) q = (qu, qv)
図 2.8 平行ステレオに基づく 3次元計測
第 2 章 画像対応付けに関する基礎的考察 27
Virtual image plane








ステレオビジョンに基づく 3次元計測では，(a) 高密度かつ (b) 高精度で (c) ロバストなス
テレオ画像の対応付けが求められる．ステレオビジョンに基づく 3 次元計測では，ステレオ
画像間で基準点–対応点の 1組を対応付けるごとに 3次元点を 1点だけ計測できる．したがっ
て，ステレオ画像間を高密度に対応付けることができれば，より多くの計測点を得ることがで
き，物体や空間の詳細な構造を把握することができる．また，式 (2.32)より，3次元計測の精
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度は，視差 dを推定する精度に依存していることがわかる．すなわち，ステレオ画像間を高精
度に対応付けることができれば，3次元計測を高精度に行うことができる．同様に，式 (2.32)
































いま，N1 ×N2 ピクセルの二つの画像 f(n1, n2)および g(n1, n2)が与えられたとき，これ
ら二つの画像の平行移動量（位置ずれ）δ = (δ1, δ2)を求めることを考える．ここで，2次元
画像信号の離散空間インデックス（整数）を n1 = −M1, · · · ,M1 および n2 = −M2, · · · ,M2
とする．ただし，M1 およびM2 は正の整数であり，N1 = 2M1 + 1および N2 = 2M2 + 1で
ある．なお，ここでは説明を簡単にするために離散空間のインデックスを正負対称にとり，か
つ 2次元画像信号の大きさ N1 および N2 を奇数にしているが，これは必須ではない．すなわ
ち，通常よく用いられるように非負のインデックスを用い，N1 および N2 を任意の正の整数
に設定するように一般化することが可能である．
画像 f(n1, n2) および g(n1, n2) の 2 次元離散フーリエ変換 (Discrete Fourier Transform:
DFT) を次式で定義する．


















ここで，k1 = −M1, · · · ,M1 および k2 = −M2, · · · ,M2 は離散周波数インデックス（整数）
であり，回転因子を WN1 = e
−j 2πN1 および WN2 = e
−j 2πN2 と定義する．AF (k1, k2) および
AG(k1, k2)は振幅スペクトルであり，θF (k1, k2)および θG(k1, k2)は位相スペクトルを表す．
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このとき，F (k1, k2)と G(k1, k2)の正規化相互パワースペクトル R(k1, k2)を次式で与える．
R(k1, k2) =
F (k1, k2)G(k1, k2)
|F (k1, k2)G(k1, k2)|
= ej{θF (k1,k2)−θG(k1,k2)} (2.35)
ここで，G(k1, k2)は G(k1, k2)の複素共役を表す．
位相限定相関関数（POC関数）r(n1, n2)を，正規化相互パワースペクトルの 2次元逆離散





















二つの 2次元画像間の平行移動量を 2次元方向で求める問題が，二つの 1次元画像間の平行移
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現できる可能性がある [28]．
いま，N 点の 1次元画像信号 f(n)と g(n)が与えられたとき，f(n)と g(n)の平行移動量 δ
を求めることを考える．ただし，1次元画像信号の離散空間インデックスを n = −M, · · · ,M

















N である．ここで，AF (k)および AG(k)はそれぞれ f(n)と g(n)の振
幅成分であり，ejθF (k) および ejθG(k) はそれぞれの位相成分である．また，離散周波数のイン




|F (k)G(k)| = e
j{θF (k)−θG(k)} (2.39)
ただし，G(k)は G(k)の複素共役を表す．









る．この相関ピークの位置は信号間の平行移動量 δ = (δ1, 0)に対応する．一方，相関ピーク
の高さは画像の類似度の尺度として有用であり，画像照合の用途で用いられる [26]．
以上より，与えられた二つの 1次元画像信号に対して，POC 関数 r(n)の計算値から相関
ピークの位置を検出することにより，それらの間に生じている平行移動量 δ を検出することが
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できる．一般には，画像間の平行移動量は整数値ではなく，実数値であることが多い．これに
対して，POC関数 r(n)の離散値に対してピークモデルのフィッティングを行うことで，平行
移動量 δ を実数値で求めることができる．詳細については (III) 節で述べる．
2.4.3 1次元位相限定相関関数に基づく平行移動量推定の高精度化
1次元位相限定相関法による平行移動量推定の高精度化手法として，以下の手法が知られて
いる [26], [28], [52], [53]．本論文では，これらの高精度化手法を用いる．
(I) 入力信号 f(n)と g(n)に対する窓関数の適用
(II) 正規化相互パワースペクトル R(k)に対するスペクトル重み付け




































一般に平行移動量 δ は実数値をとるため，1 次元 POC 関数 r(n)のピーク座標はサンプリ
ング格子点の間に存在する．そこで，実際に計算された 1次元 POC関数 r(n)の数値データ
に対して，ピーク形状のモデルをフィッティングすることによって，相関ピークの高さ αおよ
び位置 δ を推定する．














式 (2.43) の対数をとって得られる 2次曲線を計算値にフィッティングすることで，δ と αを
推定することができる．最大ピークの位置が n = 0となるように，離散空間のインデックス n
を振り直し，最大ピークを含む近傍 3点 r(0)および r(−1), r(1)を用いて平行移動量 δ を推
定すると次式のようになる．
δ ≈ ln [r(−1)]− ln [r(1)]













これまで，1次元画像信号 f(n)と g(n)について，平行移動量 δ を推定する手法を述べた．
しかし，実際に撮影した画像において，1組の 1次元画像信号のみを用いた場合，高い信頼性
で平行移動量を推定することは困難である．そこで，本論文では，複数の 1次元画像信号の組
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Image I (u, v)









Calculate 1D POC function
for each 1D signal pair
図 2.10 複数の 1次元画像信号の利用
を近傍から抽出し，それらの POC関数を統合することによって，信頼性の高い平行移動量推
定を行う．
まず，図 2.10 に示すように，1 次元画像信号 f(n) について，f(n) を中心に画像の垂直
方向に沿って 2K + 1 本の 1 次元画像信号を抽出し，f−K(n), f−(K−1)(n), · · · , f0(n), · · · ,
fK−1(n), fK(n)とする．ただし，f0(n) = f(n)である．これらはすべて N 点の画像信号で
ある．g(n)についても同様に，g−K(n), g−(K−1)(n), · · · , g0(n), · · · , gK−1(n), gK(n)を抽
出する．ここで，g0(n) = g(n)である．このように画像から取り出された 1次元画像信号の
集合を，本論文では探索ウィンドウと呼ぶ．
1 次元画像信号 fi(n) と gi(n) から計算できる 1 次元 POC 関数を ri(n) とする．ただし，



























このように，あらかじめ Rave(k)を計算してから，これを 1次元 IDFTして rave(n)を計算す








下位層へと移動していく．その様子を図 2.11に示す．いま，画像 I(u, v)における基準点の座
標を p = (pu, pv) とし，画像 J(u, v)における p の対応点 q = (qu, qv) を探索することを考
える．ただし，ステレオ画像ペア I(u, v)および J(u, v)はステレオ平行化されているとする．
すなわち，基準点 pと対応点 q の垂直座標は等しく，pv = qv である．以下に，そのアルゴリ
ズムの処理手順を説明する．
入力
• ステレオ画像ペア I(u, v)および J(u, v)
• 画像 I(u, v)上の基準点 p = (pu, pv)
出力








Image I (u, v) Image J (u, v)








Layer lmax = 3
(coarsest image)
図 2.11 階層画像を用いた粗密探索




まず，入力であるステレオ画像 I(u, v)および J(u, v)を画像ピラミッドの最下位層（第 0階
層）とする．すなわち，I0(u, v) = I(u, v)および J0(u, v) = J(u, v)である．次に，I0(u, v)
および J0(u, v)を 1/2倍に縮小し，第 1階層の画像 I1(u, v)および J1(u, v)を生成する．以
下，同様に l = 2, · · · , lmax のそれぞれについて，階層 lにおける画像 I l(u, v)および J l(u, v)
を生成する．本論文では，lmax を階層数と呼ぶ．
階層 l の画像を生成する際には，階層 (l − 1)の画像において隣接した 4ピクセルの平均値
を階層 lの画像の 1ピクセルとすることで画像の縮小を行う．言い換えれば，階層 lの画像に
第 2 章 画像対応付けに関する基礎的考察 37
おける画素値は以下のように表すことができる．







I l−1(2n1 + i1, 2n2 + i2) (2.49)







J l−1(2n1 + i1, 2n2 + i2) (2.50)
ここで，最下位層（原画像）における視差の最大値が dm で与えられるとすると，最上位層
lmax における視差は dm/2lmax となる．つまり，画像から抽出する探索ウィンドウの長さに対
して dm/2lmax が十分に小さくなるように階層数 lmax を決定する必要がある．
画像ピラミッドを生成したのち，l = lmax として階層的探索を開始する．ただし，最上位階
層においては，基準点と対応点が同じ座標を持つと仮定し，qlmax = plmax とする．したがっ
て，対応点 qlmax の座標は次式で表される．
qlmax = (2−lmaxpu, 2−lmaxpv) (2.51)
ここで，zは床関数であり，z を負の無限大方向の最も近い整数に丸めることを示す．
次に，l ⇐ lmax − 1として Step 2に移る．
[ピクセルレベルの対応付け]
Step 2
第 l階層上の基準点 pl の座標を次式で与える．
pl = (2−lpu, 2−lpv) (2.52)
次に，第 l階層での対応点 ql の初期値を次式で与える．
ql = (2ql+1v , 2−lqv) (2.53)
Step 3
画像 I l(u, v)において，中心が pl となるように探索ウィンドウを抽出する．同様に，画像
J l(u, v)において，中心が ql となるように探索ウィンドウを抽出する．その後，1次元 POC
に基づく平行移動量推定を用いて，ピクセル精度の平行移動量 δ を求める．第 l階層における
対応点 ql の座標を次式で与える．
ql ⇐ ql − (δ, 0) (2.54)
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Step 4
l ⇐ l − 1として，l ≥ 0である限り，Step 2から Step 4を繰り返す．
[サブピクセルレベルの対応付け]
Step 5
画像 I(u, v) において，中心が p となるように探索ウィンドウを抽出する．同様に，画像
J(u, v)において，中心が q0 となるように探索ウィンドウを抽出する．1次元 POCに基づく
平行移動量推定を用いて，サブピクセル精度の平行移動量 δ を求める．サブピクセル精度の対
応点 q は次式で与えられる．
q = q0 + (δ, 0) (2.55)







そこで，(a) SAD, (b) SSD, (c) NCCに基づく対応付けアルゴリズムをそれぞれ粗密探索の
枠組みに組み込み，(d) POCに基づく対応付けアルゴリズムと比較する．すなわち，本節で






















置する．配置した基準点に対して，(a) ∼ (d) のそれぞれの手法を用いてステレオ画像間を対
応付け，3次元計測を行う．最後に，3次元計測によって得られた 3次元点群について，既知
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表 2.1 領域ベースの対応付けに関する性能評価実験で用いるステレオビジョンシス
テムの諸元














(b) SSD, (c) NCC に基づくアルゴリズムでは，探索ウィンドウの大きさを 16× 15ピクセル
とする．(d) POC に基づくアルゴリズムでは，探索ウィンドウの大きさを 32 ピクセル ×15
ラインとする．このとき，POCに基づくアルゴリズムでは，POC関数の計算の際にハニング
窓をかけるため，32× 15ピクセルのウィンドウサイズは，他の対応付けアルゴリズムで用い
る 16× 15ピクセルに相当する．また，画像ピラミッドの階層数は 4とする．
3次元計測に用いた平板のステレオ画像および 3次元計測結果を図 2.13および図 2.14に示
す．球のステレオ画像および 3次元計測結果を図 2.15および図 2.16に示す．3次元計測にお
ける誤対応率を表 2.2に示す．平板・球のいずれの場合においても，(a) SADおよび (b) SSD,
(c) NCCに基づくアルゴリズムに比べて，(d) POCに基づくアルゴリズムでは誤対応率が低
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表 2.2 3次元計測における誤対応率 [%]
対応付けアルゴリズム SAD SSD NCC POC
平板 11.65 2.39 0.00 0.00
球 0.72 0.30 0.42 0.02
表 2.3 3次元計測における誤差の RMS値 [mm]
対応付けアルゴリズム SAD SSD NCC POC
平板 4.273 2.707 0.817 0.784
球 3.155 2.461 2.089 0.591
いことが確認できる．これは，(a) SADや (b) SSDに基づくアルゴリズムでは，左右のカメ
ラ画像の明るさの違いや，物体表面の反射特性に影響を受けたためであると考えられる．ま
た，誤差の RMS 値を表 2.3に示す．平板・球のいずれの場合においても，(a) SAD および
(b) SSD, (c) NCCに基づくアルゴリズムに比べて，(d) POC に基づくアルゴリズムでは誤
差の RMS 値が低いことが確認できる．これは，サブピクセルレベルの平行移動量推定に関
して，(a) SADおよび (b) SSD, (c) NCCに基づくアルゴリズムではヒューリスティックな
相関ピークモデルを用いているのに対し，(d) POCに基づくアルゴリズムでは解析的に導出
された相関ピークモデルを用いているためであると考えられる．以上より，(a) SAD および




果を表 2.4に示す．表 2.4では，加算 (ADD), 減算 (SUB), 乗算 (MUL), 除算 (DIV), 平方
根 (SQRT), 絶対値 (ABS) のそれぞれについて演算回数，およびそれらの合計を示している．
これら演算回数の計算においては，本実験で用いたパラメータで対応付けを行う場合を想定し
ている．ただし，サブピクセル推定に要する計算量は，全体の計算量に対してごく僅かである
ため，表 2.4の演算回数には含まれていない．表 2.4より，SADや SSDに基づくアルゴリズ
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図 2.14 平板の 3次元計測結果
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図 2.16 球の 3次元計測結果
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表 2.4 領域ベースの画像対応付けアルゴリズムにおける演算回数の比較（1階層，1
点に対する演算回数）
演算 SAD SSD NCC POC
ADD 3,840 3,840 19,200 11,360
SUB 3,840 3,840 7,680 9,920
MUL 0 3,840 11,536 22,720
DIV 0 0 48 495
SQRT 0 0 16 480
ABS 3,840 0 0 0






























なる演算装置であった．2 次元や 3 次元のグラフィックス生成は，処理が画素ごとに独立し
ているため，並列演算処理が可能である．そのため，GPUは，並列演算処理に優れる SIMD
(Single Instruction Multiple Data)型の演算装置として設計され，生成する画像をグラフィッ
クスパイプラインに基づいてレンダリングしていた．その後，2000年代にかけて，高速・高
品質なグラフィックス処理に対する需要から，より解像度の高い画面を出力したり，より詳
細な 3 次元映像のレンダリングを行ったりするために，GPU では，演算器が増量され，フ
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レームバッファ（ディスプレイに表示する画像データを保存する記憶領域）にアクセスする
帯域幅が増加された．この結果，GPU は，数百のコアと広い帯域幅を持つ並列プロセッサ
となった．さらに，GPU 内の演算器に関する命令セットが公開され，ユーザが GPU で行
う演算をプログラムできるようになると，GPU の持つ特長を汎用計算に利用する GPGPU
















図 3.1に NVIDIA GPUのアーキテクチャを示す [62], [63]．NVIDIA GPUの基本的な構
成は，複数のストリーミング・マルチプロセッサ (Streaming Multiprocessor: SM) と，オフ・
チップのビデオメモリである．各ストリーミング・マルチプロセッサは，8 基のストリーミ
ング・プロセッサ (Streaming Processor: SP), 2基の SFU (Special Function Unit), 命令ユ
ニット，命令キャッシュ，読み出し専用の定数キャッシュ，読み/書き用共有メモリで構成され


















図 3.1 NVIDIA GPUのアーキテクチャ（G80アーキテクチャ）





図 3.1 に示したのは，2006 年 11 月に発表された GeForce 8800 GTX に採用されている
G80アーキテクチャである．この後，2008年 6月には，G80アーキテクチャの基本的な構成
はそのままに SMを 16個から 30個に増やし，専用ユニットの追加によって倍精度浮動小数点
演算に対応した GT200 アーキテクチャが発表された [64]．2010年 3月に発表された Fermi
アーキテクチャでは，SMあたりの SPが 8個から 32個に増加し，共有メモリが増量しビデオ
メモリのキャッシュを兼ねるようになった [65]–[67]．また，複数のスレッドを同時に発行でき
るような構成になり，命令発行効率を格段に引き上げたのが特徴となっている [68]．GeForce
GTX 480（GF100アーキテクチャ）や GeForce GTX 580（GF110アーキテクチャ）は，こ
の Fermiアーキテクチャを採用している．Fermiに続き 2012年に発表された Kepler アーキ
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テクチャからは，純粋に性能を追求する方向ではなく，性能/消費電力比や，実行効率性能を
重視するようになってきた [69]–[71]．表 3.1 に示すように，NVIDIA GPU では，度重なる
アーキテクチャの改良が行われているが，複数の演算器 (SP) を持つコア (SM) の集合という
構成には変化がない．
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3.2.2 AMD GPUのアーキテクチャ
図 3.2 に AMD GPU のアーキテクチャを示す [74]．AMD GPU は，複数の SIMD コア
(SIMD Core) と，オフ・チップのビデオメモリから構成される．各 SIMD コアは，16 個の
VLIW (Very Long Instruction Word) プロセッサ, ウルトラスレッド・ディスパッチ・プロ








図 3.2に示したのは，2008年 6月に発表されたRadeon HD 4780に採用されているRV770
アーキテクチャである．この後，2009年 9月には，RV770アーキテクチャの基本的な構成は
そのままに，SIMDコアを 10個から 20個に増やした RV870 (Cypress) アーキテクチャが発




と同様のスカラプロセッサを搭載した GCN (Graphics Core Next) アーキテクチャ [78] が
発表された [79]．表 3.2に示すように，AMD GPUは，NVIDIA GPUと同様にアーキテク
チャに関する変更が何度か行われているが，複数の演算器（VLIW プロセッサ）を持つコア
（SIMDコア）の集合という構成は変わっていない．











Local Data Share Memory
図 3.2 AMD GPUのアーキテクチャ（RV770アーキテクチャ）









































































































































































































































































































1 台のホスト (CPU) とそれに接続する演算デバイス (Compute Device) で構成される．演
算デバイスは 1つ以上の演算ユニット (Compute Unit) を持つ．さらに，演算ユニットは複
数の処理エレメント (Processing Element) から構成されている．3.2.1 節で述べた NVIDIA
GPUアーキテクチャでは，演算ユニットがストリーミング・マルチプロセッサ (SM) に，処
理エレメントがストリーミング・プロセッサ (SP) にそれぞれ相当する．また，3.2.2 節で述べ
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NDRange
Work-group (0, 0) Work-group (1, 0) Work-group (2, 0)




































しが可能である [82], [83]．ローカルメモリは，NVIDIA GPUでは共有メモリ，AMD


































Global ID (gx , gy) = (22, 4)
Local ID (sx , sy) = (6, 1)
NDRange
Work-group ID (wx , wy)
Work-item
Work-group (0, 0) Work-group (1, 0) Work-group (2, 0)
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デックス (wx, wy)を割り振る．
ワークグループは，複数のワークアイテムから構成される．ワークアイテムは 2次元的に配





Gy とし，グローバルなインデックス (gx, gy)を割り振る．
3.3.1 実装における並列化手法
GPU実装において広く知られているデザインパターンには次のものがある [62]．









































ラインからなる長さ N ピクセルの 1次元信号とする．
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入力
• ステレオ画像ペア I(u, v)および J(u, v)
それぞれの画像の大きさは w×hピクセルである．画素値はラスタスキャン順に w×h
個の 32 bit浮動小数点数型 (float) の 1次元配列として格納されている．
• 基準点の座標 pi = (piu, piv) (i = 0, 1, · · · , P − 1)





• 対応点の水平座標 qiu (i = 0, 1, · · · , P − 1)





• 位相限定相関関数の相関ピーク値 αi (i = 0, 1, · · · , P − 1)
探索ウィンドウを用いたブロックマッチングのそれぞれにおいて計算された位相限定相
関関数の相関ピーク値が 32 bit浮動小数点数型 (float) 配列として得られる．
出力データは，GPUでの演算処理後，グローバルメモリからホストメモリに転送される．
1次元 POC に基づく画像対応付けアルゴリズムの GPU実装は，(I) 画像ピラミッドの生
成と，各階層ごとのマッチングに分かれる．各階層ごとのマッチングは，
(II) 探索ウィンドウの抽出































ピクセルの画像 I l(u, v)を出力するカーネルにお






グローバルメモリに格納されている画像 I l−1(u, v)より，4つの画素の輝度値
*1 gx および gy にそれぞれ 1が加算されているのは，ワークアイテムのインデックスが 0オリジン（添字が 0か
ら始まるインデックス方式）であるためであることに注意されたい．
















pl = ( plu , plv )
Corresponding point
ql = ( qlu , qlv )
Search window






























第 3 章 画像対応付けアルゴリズムのGPU 実装 65
• I l−1(2gx, 2gy)
• I l−1(2gx + 1, 2gy)
• I l−1(2gx, 2gy + 1)





画像 I l(u, v)における画素 I l(gx, gy)の輝度値としてグローバルメモリに格納する．
画像ピラミッド生成カーネルは，1 度の呼び出しで 1 階層分の階層画像を生成する．
l = 1, 2, · · · , lmax と変化させながら，カーネルを (lmax − 1)回だけ実行することで，一連の








• NDRange: (N × P, L)
• ワークグループ：(N,L)
カーネルの呼び出しでは，基準点数 P と同じ数だけのワークグループを水平方向に 1次元
的に配置する．各ワークグループは，割り振られたグループのインデックス wx に基づき，wx
番目の基準点および対応点に関する探索ウィンドウを抽出する．ただし，ハードウェアによっ
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ては，水平方向に設定できるワークグループの最大値が基準点数 P よりも小さい場合がある．
このような場合では，ワークグループを 2次元的に配置することで，基準点数 P と等しい数
のワークグループを設定する．このとき，NDRangeにおいて水平方向に配置されたワークグ
ループの数Wx を用いて計算できる線形インデックス (Wxwy +wx) に基づいて処理を行う基
準点を対応させる．以下では簡単のため，ワークグループが 1次元的に配置できる場合を想定
し，ワークグループを基準点と対応させるためのインデックスを wx と記述するが，ワークグ
ループを 2次元的に配置しなければならない場合は，適宜 wx を (Wxwy + wx)に読み替えて
いただきたい．
以下に各ワークアイテムが行う処理の詳細を述べる．ただし，以下では画像ピラミッドの第
l 階層における画像 I l(u, v)から基準点の座標をもとに探索ウィンドウを抽出する場合につい
て記述してある．画像 J l(u, v)についても同様の処理を行うことに注意されたい．
Step 1
所属するワークグループのインデックスwx に基づき，画像ピラミッドの第 l階層における
基準点 plwx の座標を計算する．グローバルメモリから pwx を読み出し，水平・垂直座標をそ
れぞれ 1/2l 倍することで，plwx を得る．なお，画像 J
l(u, v)から探索ウィンドウを抽出する
場合は，基準点の垂直座標 plwxu を計算する代わりに，グローバルメモリから対応点の仮の水
平座標 qlwxu を読み出し，その値を 2倍する．
Step 2
図 3.9に示すように，自身に割り振られたインデックス (sx, sy)に基づき，画像 I l(u, v)か
ら探索ウィンドウ内の (sx, sy) にあたる輝度値を読み出す．ワークグループ (wx, wy)に所属
し，インデックス (sx, sy)を持つワークアイテムが画像 I l(u, v)から読み出す画素の水平・垂
直座標はそれぞれ以下のように書ける．

















































ム順に 1次元的に格納される．すなわち，ワークグループ (wx, wy)に所属するワークアイテ
ム (sx, sy)が輝度値を格納するアドレス（配列の先頭アドレスからのオフセット）は以下の通
りである．



































f(2m+ 1)W kmN/2 (3.6)
ただし，
















f(2m+ 1)W kmN/2 (3.10)
とおけば，F 0(k) と F 1(k) はどちらも N/2 点の離散フーリエ変換であり，これらを用いて
式 (3.6) は以下のように記述できる．
F (k) = F 0(k) +W kNF
1(k) (3.11)
式 (3.11) は，N 点の離散フーリエ変換 F (k)が，二つの N/2点離散フーリエ変換から計算で
きることを示している．F (k)を F 0(k)と F 1(k)の和に分解したように，F 0(k)と F 1(k)の
それぞれも N/4点の離散フーリエ変換に分解することができる．このような分解は (log2 N)
回だけ再帰的に行うことができる．上記で示したアルゴリズムは，f(n)のインデックスを偶
数と奇数に分けていることから，時間間引き型 (decimation in time) と呼ばれる．f(n)のイ
ンデックスではなく，F (k)のインデックスに着目して離散フーリエ変換を分解することも可
























回だけ繰り返す．その様子を図 3.11に示す．また，擬似コードを Algorithm 1に示す．
Step 3
最後に，計算したフーリエ係数をグローバルメモリに書き戻す．
以上の処理を，画像 I l(u, v)から抽出した探索ウィンドウと，画像 J l(u, v)から抽出した探
索ウィンドウについて行う．
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f (n)
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Work-group
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Algorithm 1 N 点の 1次元信号の高速フーリエ変換におけるワークアイテム (sx, sy) のバ
タフライ演算
c := log2 N − 1
d := 2c
s := 1
for i = 0 to c do
a := sx ∧ (¬d)
f := (sx ∧ d) >>(c− i)





Mtemp = M [sy][a] +M [sy][a+ d]×m
wait the other work-items
t ⇐ a× s× f








)− j sin (2πt
N
)
M [sy][sx] = Mtemp ×W
wait the other work-items
d ⇐ d >> 1
s ⇐ s << 1
end for
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(IV) 正規化相互パワースペクトルの計算
正規化相互パワースペクトルを計算する．正規化相互パワースペクトルの計算では，Fi(k)
およびGi(k)からRi(k)を計算した後，式 (2.47)に示すように i = −K,−K+1, · · · , K−1, K
について Ri(k)を平均し，Rave を得る．ここで，正規化相互パワースペクトルの計算を k お
よび iごとに並列化する．すなわち，ひとつのワークアイテムは一組の iと k に対する Ri(k)
を計算する．カーネルを実行するワークアイテムは次のようになる．





グローバルメモリより，式 (3.4) で示されたアドレスからフーリエ係数 Fi(k)および Gi(k)
をそれぞれ読み出す．
Step 2




グループにおける垂直方向のインデックス sy が 0であるワークアイテムのみ行う．すなわち，








上式は，式 (2.47)の k に sx を代入したものである．
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Work-group











Work-items whose sy = 0
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Step 4
Rave(k)をグローバルメモリに書き戻す．Step 3 と同様に，この処理は，ワークグループ
における垂直方向のインデックス sy が 0であるワークアイテムのみ行う．格納先のアドレス
（配列の先頭アドレスからのオフセット）は以下の通りである．
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Algorithm 2 N 点の 1次元信号の高速フーリエ逆変換（時間間引き）におけるバタフライ
演算
c := log2 N − 1
d := 1
s := 2c
for i = 0 to c do
a := sx ∧ (¬d)
M1 = M [a]
M2 = M [a+ d]
wait the other work-items
t ⇐ sx × s








)− j sin (2πt
N
)
M [sx] = M1 +M2 ×W
wait the other work-items
d ⇐ d << 1







• NDRange: (N × P, 1)
• ワークグループ：(N, 1)
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ワークグループ内のインデックス (sx, sy) = (0, 0)であるワークアイテムは，ローカルメモ
リを順に読み出し，POC関数の最大値を探索する．
Step 3






3.3.1 節では，デザインパターン D1 をもとに 1 次元 POC に基づく画像対応付けアルゴ
リズムを並列化し，GPUに実装する手法を示した．本節では，同実装に対して，デザインパ
ターンD2∼D4をもとに 4つの実装の工夫 (T1)∼(T4)を施す．まず，D3については，探
索ウィンドウにおける画素ごとの処理に対してワークアイテムを 1 対 1 で対応させた結果，
グローバルメモリのアクセスパターンが Coalesced になり，達成されている．次に，D2 に
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Work-group

















Revise qlwx u 
by 
n
図 3.13 対応点座標の更新．各ワークアイテムはそれぞれ POC 関数のひとつの値
をグローバルメモリから読み出し，ローカルメモリに保存する．その後，














基準画像から抽出した 1次元信号 f(n)と，参照画像から抽出した 1次元信号 g(n)より，実
数部に f(n)，虚数部に g(n)を持つ信号m(n)を次式のように定義する．
m(n) = f(n) + jg(n) (3.14)
















M(k) = F (k) + jG(k)
= [Re{F (k)}+ jIm{F (k)}] + j [Re{G(k)}+ jIm{G(k)}]
= [Re{F (k)} − Im{G(k)}] + j [Im{F (k)}+Re{G(k)}] (3.17)
ここで，f(n)および g(n)は実数の信号であるため，その離散フーリエ変換について，実部は
偶関数，虚部は奇関数となる．すなわち，次式が成り立つ．
Re{F (−k)} = Re{F (k)} (3.18)
Im{F (−k)} = −Im{F (k)} (3.19)
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これを用いて，M(k) +M(−k)を計算すると，以下のようになる．
M(k) +M(−k) = [Re{F (k)} − Im{G(k)}] + j [Im{F (k)}+Re{G(k)}]
+ [Re{F (−k)} − Im{G(−k)}] + j [Im{F (−k)}+Re{G(−k)}]
= [Re{F (k)} − Im{G(k)}] + j [Im{F (k)}+Re{G(k)}]
+ [Re{F (k)}+ Im{G(k)}] + j [−Im{F (k)}+Re{G(k)}]
=2 [Re{F (k)}+ jRe{G(k)}] (3.20)
同様に，M(k)−M(−k)は，以下のように計算できる．
M(k)−M(−k) = [Re{F (k)} − Im{G(k)}] + j [Im{F (k)}+Re{G(k)}]
− [Re{F (−k)} − Im{G(−k)}]− j [Im{F (−k)}+Re{G(−k)}]
= [Re{F (k)} − Im{G(k)}] + j [Im{F (k)}+Re{G(k)}]
− [Re{F (k)}+ Im{G(k)}]− j [−Im{F (k)}+Re{G(k)}]
=2 [−Im{G(k)}+ jIm{F (k)}] (3.21)
M(k) +M(−k)とM(k)−M(k)の実部および虚部に着目すると，
Re{M(k) +M(−k)} = 2Re{F (k)} (3.22)
Im{M(k) +M(−k)} = 2Re{G(k)} (3.23)
Re{M(k)−M(−k)} = −2Im{G(k)} (3.24)
Im{M(k)−M(−k)} = 2Im{F (k)} (3.25)
となっている．すなわち，
Re{F (k)} = Re{M(k) +M(−k)}
2
(3.26)






Im{F (k)} = Im{M(k)−M(−k)}
2
(3.29)
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はじめに，計算量について述べる．高速フーリエ変換を用いて N 点の 1 次元信号の離散
フーリエ変換の計算をするには，N log2 N 回の複素加算と複素乗算が必要であることが知ら
れている [86]．ここで，複素加算は 2回の加算，複素乗算は 2 回の加算と 4回の乗算によっ
て実装されるものとする．すると，N 点の 1次元信号の高速フーリエ変換における計算回数
は，加算と乗算がそれぞれ 4N log2 N 回となる．したがって，それぞれ Lラインからなる探
索ウィンドウについて離散フーリエ変換を計算するには，加算と乗算がそれぞれ 4NL log2 N
回行われることになる．また，式 (3.15) と式 (3.16) より，M(k)から F (k)と G(k)を計算
するために必要な演算は，加算と乗算がそれぞれ 4回である．ただし，ここでは，2での除算
を 0.5の乗算として実装するものとする．探索ウィンドウが N 点の 1次元信号 L ラインから
なるとすると，4NL 回の加算と乗算が必要である．以上より，同時 DFT を用いることで削
減できる演算回数の割合は，
4NL log2 N + 4NL
(4NL log2 N)× 2
=
log2 N + 1
2 log2 N
(3.30)




















最後に，ローカルメモリへのアクセス量について述べる．N 点の 1 次元信号の離散フーリ




から F (k)と G(k)を計算する必要がある．この計算において発生するローカルメモリへのア
クセスは，式 (3.15) と式 (3.16) に現れるM(k)とM(−k)の数より，8N ワードである．探
索ウィンドウには N 点の 1次元信号が Lライン含まれることを考慮すると，削減できるロー
カルメモリへのアクセス量は，
2NL log2 N + 8NL
(2NL log2 N)× 2
=
log2 N + 4
2 log2 N
(3.32)












3.3.1 節で述べた実装では，N ピクセル × L ラインの探索ウィンドウに対して，1 ワーク
グループあたり N × L 個のワークアイテムを用いて並列処理を行っている．このような並列
化では，探索ウィンドウが大きい場合，各ワークグループが使用するリソースが多くなり，演
算ユニットにおいてアクティブな（一度にスケジューリングや実行ができる）ワークグループ
の数が減少してしまうことがある．そこで，N ピクセル × L ラインの探索ウィンドウに対し
て，1 ワークグループあたり N × L′ 個のワークアイテムを用意し， LL′  回の反復処理を行
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POC に基づく画像対応付けアルゴリズムを 3.3 節で述べた手法を用いてそれぞれ実装し，
処理時間を計測することで，実装の工夫による速度向上を確認する．実験環境は表 3.3 に
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(a) (b)
図 3.14 性能評価実験に用いるステレオ画像：(a) 左カメラ画像，(b) 右カメラ画像
示す通りである．GPU は，NVIDIA 社および AMD 社から販売されている合計 8 種類を
用いる．3.3.1 節に述べた並列化手法のみを適用した素朴な実装を I1 とし, I1 に手法 (T1),
(T1)∼(T2), (T1)∼(T3), (T1)∼(T4)を適用した実装をそれぞれ I2, I3, I4, I5 とする．ただ
し，AMD製の GPUでは，ワークグループあたりのワークアイテム数が 256までという制限
があるため，I1においてワークグループあたり (Sx, Sy) = (32, 8)個のワークアイテムを用い
て処理を行う．入力画像は図 3.14に示すステレオ画像である．左右カメラの画像はともにモ
ノクロ画像で，解像度は 1,280×960 ピクセルである．対応付けを行う基準点は 10,000点であ
り，左カメラ画像において平板が写っている領域に 5ピクセル間隔で格子状に 100×100点を
配置する．画像対応付けのパラメータは，探索ウィンドウの大きさを 32 ピクセル ×15 ライ
ン, 階層数を 4とする．処理時間は，入力データ（ステレオ画像と基準点の座標）がホストか
ら GPUに転送される直前から，出力データ（対応点の座標と相関ピーク値）が GPUからホ
ストに転送された直後までを計測する．時間の計測には，Windows の時間測定 API である
QueryPerformanceCounter 関数と QueryPerformanceFrequency 関数とを組み合わせて用
いる [87], [88]．それぞれの実装に対して 100回の時間測定を行い，それらの平均を取る．
処理時間の計測結果を図 3.15に示す．また，素朴な実装である I1に対し，最適化を行った
実装 I2∼I5の速度向上比を表 3.4に示す．表 3.4より，各種の実装最適化がアーキテクチャの
異なるどの GPUにおいても有効であり，GPUを用いた画像対応付けが 2.2 ∼ 3.5倍高速化
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表 3.3 GPU実装および CPU実装に関する評価環境
CPU Intel Core i7-3770K (3.5 GHz)
メモリ 4 GB (DDR3-1333 SDRAM 4 GB×1)
チップセット Intel Z77 Chipset
GPU AMD Radeon HD 5870
AMD Radeon HD 6970
AMD Radeon HD 7970
AMD Radeon R9 290X
NVIDIA GeForce GTX 480
NVIDIA GeForce GTX 580
NVIDIA GeForce GTX 680
NVIDIA GeForce GTX 780
Driver GeForce Driver 344.11 (NVIDIA GPU)
AMD Driver 14.301.1001 (AMD GPU)
OS Windows 7 (32 bit)
コンパイラ Visual C++ 9.0 Compiler (CPU code)
されていることが確認できる．
実装 I2では，(T1) 2組の実数列の同時 DFTを用いた DFT回数の削減によって，すべて
の GPU において約 1.5 倍の高速化が達成できている．実装 I3 では，(T2) 回転因子のテー
ブル実装によって，すべての GPU において 1.7 ∼ 2.1 倍の高速化が達成できている．実装
I4では，(T3) 適切なワークグループサイズの選択によってすべての GPUにおいて高速化が
達成できている．各 GPU における，ワークグループのサイズを変化させたときのカーネル
の処理時間を表 3.5 および表 3.6 に示す．ワークグループのサイズによって，各カーネルの
処理時間が最大で 2 倍以上長くなることがわかる．表 3.4 において，実装 I3 から実装 I4 へ
の速度向上に着目すると，NVIDIA GPUが 0.4 ∼ 0.5倍の向上が見られるのに対し，AMD
GPU では 0.02 ∼ 0.05 倍程度しか向上していない．これは，実験の条件でも述べたとおり，
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表 3.4 実装の工夫に対する速度向上比（素朴な実装 I1を基準とする）
I1 I2 I3 I4 I5
HD 5870 1.00 1.50 1.68 1.72 2.24
HD 6970 1.00 1.54 1.77 1.79 2.36
HD 7970 1.00 1.48 2.18 2.19 2.50
R9 290X 1.00 1.48 1.88 1.93 2.99
GTX 480 1.00 1.47 2.01 2.68 3.46
GTX 580 1.00 1.52 2.10 2.51 3.36
GTX 680 1.00 1.45 1.71 2.37 3.05
GTX 780 1.00 1.57 2.00 2.45 3.17
AMD GPU におけるワークアイテム数の制限から，実装 I1 の時点でワークグループあたり
(Sx, Sy) = (32, 8)のワークアイテムを用いて処理を行っていたため，ある程度リソースの稼
働率が向上していたと考えられる．









解析を行う．使用した GPUは NVIDIA GeForce GTX 580である．同 GPUの理論演算性
能は 1,581.056 GFLOPSであり，理論メモリバンド幅は，グローバルメモリが 192.4 GB/s,
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I1 I2 I3 I4 I5
HD 5870 67.0 44.6 39.8 38.9 29.9
HD 6970 64.0 41.5 36.3 35.8 27.1
HD 7970 34.3 23.1 15.7 15.6 13.7
R9 290X 29.5 19.9 15.7 15.3 9.9
GTX 480 72.6 49.5 36.1 27.0 21.0
GTX 580 63.6 41.9 30.3 25.3 18.9
GTX 680 50.4 34.8 29.4 21.3 16.5
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表 3.5 NVIDIA GPUにおける，ワークグループのサイズに対する各カーネルの処
理時間 [ms]. 各列はそれぞれ，（ワークグループの垂直方向の大きさ Sy）×
（反復回数）として処理を行った場合の処理時間を示す．また，それぞれの
カーネルについて最も短い処理時間を太字で示している．
GTX 480 1x15 2x8 3x5 4x4 5x3 8x2 15x1
探索ウィンドウ抽出 0.92 0.59 0.50 0.51 0.55 0.77 1.36
離散フーリエ変換 2.56 1.68 1.43 1.52 1.41 1.59 1.93
正規化相互パワースペクトルの計算 1.16 0.73 0.60 0.66 0.62 0.78 0.96
GTX 580 1x15 2x8 3x5 4x4 5x3 8x2 15x1
探索ウィンドウ抽出 0.79 0.51 0.43 0.44 0.48 0.67 1.11
離散フーリエ変換 2.30 1.50 1.27 1.35 1.25 1.40 1.58
正規化相互パワースペクトルの計算 1.03 0.65 0.55 0.62 0.58 0.71 0.77
GTX 680 1x15 2x8 3x5 4x4 5x3 8x2 15x1
探索ウィンドウ抽出 1.03 0.62 0.49 0.45 0.51 0.65 1.08
離散フーリエ変換 2.33 1.53 1.24 1.20 1.24 1.35 1.74
正規化相互パワースペクトルの計算 0.99 0.60 0.45 0.41 0.46 0.53 0.85
GTX 780 1x15 2x8 3x5 4x4 5x3 8x2 15x1
探索ウィンドウ抽出 0.64 0.43 0.37 0.37 0.34 0.44 0.73
離散フーリエ変換 1.44 1.01 0.86 0.85 0.84 0.91 1.09
正規化相互パワースペクトルの計算 0.62 0.38 0.30 0.27 0.29 0.33 0.46
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HD 5870 1× 15 2× 8 3× 5 4× 4 5× 3 8× 2
探索ウィンドウ抽出 1.64 0.96 0.96 0.78 0.86 0.86
離散フーリエ変換 6.32 3.49 3.61 2.91 3.23 2.84
正規化相互パワースペクトルの計算 1.57 0.92 0.94 0.77 0.87 0.83
HD 6970 1× 15 2× 8 3× 5 4× 4 5× 3 8× 2
探索ウィンドウ抽出 1.39 0.77 0.92 0.74 0.83 0.74
離散フーリエ変換 5.36 2.95 3.43 2.65 2.99 2.79
正規化相互パワースペクトルの計算 1.30 0.76 0.87 0.73 0.84 0.81
HD 7970 1× 15 2× 8 3× 5 4× 4 5× 3 8× 2
探索ウィンドウ抽出 0.40 0.39 0.33 0.32 0.32 0.33
離散フーリエ変換 0.29 0.21 0.26 0.23 0.22 0.22
正規化相互パワースペクトルの計算 1.12 0.65 0.75 0.68 0.73 0.59
R9 290X 1× 15 2× 8 3× 5 4× 4 5× 3 8× 2
探索ウィンドウ抽出 0.25 0.23 0.22 0.22 0.22 0.22
離散フーリエ変換 0.55 0.38 0.41 0.37 0.40 0.41
正規化相互パワースペクトルの計算 0.21 0.16 0.18 0.17 0.17 0.17
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1×15 2×8 3×5 4×4 5×3 8×2 15×1
HD 5870 9.14 5.06 5.30 4.47 5.18 5.04 N/A
HD 6970 6.90 4.34 4.95 4.17 4.74 5.02 N/A
HD 7970 1.53 1.04 1.34 1.17 1.32 1.34 N/A
R9 290X 0.94 0.66 0.83 0.73 0.85 0.85 N/A
GTX 480 3.88 3.19 2.92 3.51 3.07 3.90 4.70
GTX 580 3.82 2.95 2.49 2.97 2.59 3.33 4.07
GTX 680 3.80 2.64 2.18 2.11 2.24 3.39 4.95
GTX 780 2.41 1.79 1.53 1.49 1.55 2.21 2.76
ローカルメモリが 1,544 GB/sである [67]．また，STREAMベンチマーク [89]で計測したメ
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するにあたって，処理の中間値をローカルメモリを用いて受け渡すように実装したためであ











処理と 4 コア・8 スレッドによる処理をそれぞれ実装する．フーリエ変換については，高速
フーリエ変換を実装したライブラリである FFTW [90]を用いる．GPU を用いた実装では，
3.4.1 節において最も高速であった実装 I5を用いる．処理時間の計測区間と計測手法について
は，3.4.1 節で述べたものと同様である．対応付けのパラメータおよび入力画像は 3.4.1 節で





AC/DC パワーハイテスタ 3334 [91]を用いてシステム全体の消費電力を計測する．同電力計
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GPUおよび CPUにおける画像対応付けの処理時間を表 3.9に示す．表 3.9より，基準点の
数（2,000点, 5,000点, 10,000点，50,000点）に関わらず，いずれの GPUにおいても，CPU
のシングルスレッドによる処理，およびマルチスレッドによる処理に比べ，対応付けの処理時
間が短いことがわかる．
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表 3.9 CPU実装と GPU実装の処理時間 [ms]
基準点数 2,000 5,000 10,000 50,000
Core i7-3770K (1 thr.) 81.8 195.9 393.7 1,919.0
Core i7-3770K (8 thr.) 19.6 43.0 195.9 389.8
Radeon HD 5870 11.7 18.1 29.9 119.7
Radeon HD 6970 9.0 16.4 27.1 111.9
Radeon HD 7970 7.3 11.3 13.7 32.5
Radeon R9 290X 7.1 8.0 9.9 23.5
GeForce GTX 480 9.3 13.4 21.0 80.3
GeForce GTX 580 8.8 12.5 18.9 69.8
GeForce GTX 680 8.1 11.1 16.5 55.5
GeForce GTX 780 7.4 9.6 13.7 44.2
以下では，30 fps のフレームレートで撮影可能なステレオカメラを用いて 3 次元計測を行
うと仮定して，それぞれのプロセッサにおける対応付けの処理時間について議論する．30 fps
はカメラの撮影における一般的なフレームレートのうちのひとつであり，画像の撮影間隔は
1/30秒，すなわち 33.3 msである．また，実際には，ステレオカメラを用いた 3次元計測に
おいて，画像対応付け以外にもいくつかの処理を行う必要があるが，処理時間のほとんどは画
像対応付けが占めるため，それ以外の処理に要する時間については以下では考慮しない．
表 3.9より，基準点が 2,000点の場合，CPUシングルスレッドにおける処理時間は 81.8 ms
であり，画像の撮影間隔 (33.3 ms) を上回っている．つまり，CPUシングルスレッドを用い
た対応付けでは，2,000点の 3次元計測をリアルタイム（ここでは，カメラのフレームレート
である 30 fps を指す）で行うことができない．一方で，CPUマルチスレッド，および GPU
における処理時間は 33.3 msよりも短く，画像の撮影間隔以内に対応付けを完了することがで
き，計測をリアルタイムに行うことが可能である．
基準点が 5,000点に増えた場合，CPUのマルチスレッドにおける処理時間は 43.0 msとな
り，画像の撮影間隔を超えてしまう．すなわち，CPUを用いた処理では，5,000点の 3次元計
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表 3.10 CPU実装と GPU実装の消費電力および電力遅延積
消費電力 [W] 電力遅延積 [W×s]
Core i7-3770K (1 thr.) 56.2 107.9
Core i7-3770K (8 thr.) 98.1 38.2
Radeon HD 5870 152.1 18.2
Radeon HD 6970 171.1 19.1
Radeon HD 7970 160.9 5.2
Radeon R9 290X 175.7 4.1
GeForce GTX 480 258.3 20.7
GeForce GTX 580 207.0 14.5
GeForce GTX 680 185.2 10.3
GeForce GTX 780 174.6 7.7
ズムの GPU実装について，最適化によって 2.2 ∼ 3.5倍の高速化を達成できることを示した．
また，GPUを用いた実装では，CPUシングルコアを用いた処理の 13 ∼ 40倍，CPU4コア・
























本章では，本論文で提案する 1 次元 POC に基づく画像対応付けアルゴリズムの GPU 実
装を，ステレオビジョンに基づく 3次元計測に応用し，その有効性を実証する．具体的には，














いても，個人認証における 3 次元情報が注目されつつある．例えば，人物の顔の 3 次元計測
によって，3 次元形状を用いた個人認証 [98], [99]や，2 次元の顔画像と組み合わせた性能向
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表 4.1 リアルタイム 3次元計測システム諸元
ステレオカメラ Point Grey Research Inc.,
（左カメラ） Flea2 (FL2G-13S2C-C), color
（右カメラ） Flea2 (FL2G-13S2M-C), monochrome
基線長 40 mm
レンズ μTRON FV1022, 焦点距離 10 mm
撮影フレームレート 15 fps
撮影ソフトウェア Point Grey FlyCapture SDK [102]
CPU Intel Core i7-3990K (3.2 GHz)
メモリ DDR3-1333 SDRAM 4GB×1
GPU NVIDIA GeForce GTX 580
OS Windows 7 (32 bit)
コンパイラ Visual C++ 9.0 Compiler (CPU code)
CUDA Toolkit 4.2 (GPU code)
画像サイズ 1, 280× 960 ピクセル
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具体的には，w × h ピクセルの画像に対して，以下のようにワークアイテムを配列して処理を
行う．













（図 4.3 (a)）および右カメラ画像（図 4.3 (b)）より，人物の顔の形状が計測できていることが
確認できる（図 4.3 (c)）．図 4.3 (d) は計測された 3次元点群をもとに生成された 3次元メッ
シュであり，法線の方向に応じて彩色されている．同図より，しわや頬の隆起といった，人物
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(a) (b) (c) (d)
図 4.3 計測された人物の顔：(a) 左カメラで撮影したカラー画像，(b) 右カメラで
撮影したモノクロ画像，(c) 計測された 3次元点群（点群の色情報は左カメ





レートは 15 fpsであり，言い換えれば 66.6 ms ごとに画像が撮影される．図 4.4より，どの
時刻に撮影された画像に対しても，66.6 ms以下の時間，すなわちカメラが次の画像を撮影す
るまでの間に 3次元計測を完了していることがわかる．計測された 3 次元点の数は時刻ごと
に異なるが，100フレームの平均はおよそ 20,000点である．すなわち，提案システムは，およ




約 75%を占めていることがわかる．第 3章での実験結果（表 3.9）より，対応付けを CPUで



















































Number of measured points (average: 20,194)
図 4.4 人物の顔の 3次元計測の処理時間内訳（100フレーム）
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カメラの移動撮影に基づく 3 次元計測では，これまでに様々な手法が提案されている [50]
が，代表的な手法として Structure from Motion (SfM) [49] が知られている．SfM では，
単眼カメラで移動撮影を行い，得られた多視点画像間の対応付けを行うことで，カメラパ
ラメータの推定と物体の 3 次元計測を行う．近年では，Scale-Invariant Feature Transform






や VisualSfM [110]といったソフトウェアや，Autodesk 123D Catch [111]や ARC 3D [112]
といったクラウドサービスがあり，今後も SfM に関する研究や応用が発展することが予想さ
れる．






























された時点で 4.3.2 節に述べたアルゴリズムを用いて 3次元計測を行う．計測結果は，Point
Cloud Library (PCL) [106]を用いて表示され，ユーザは任意の視点から計測結果を確認した
















図 4.5 計測システムの構成例：(a) 汎用ディジタルカメラと計算機，(b) スマート
フォン，(c) タブレット端末






カメラの移動撮影によって取得された 2枚の画像（図 4.6 (a)）について，1枚目の画像 I1
を撮影したときのカメラの内部パラメータ A1，2枚目の画像 I2 を撮影したときのカメラの内
部パラメータ A2，それらカメラの位置関係（回転行列 R1→2 および並進ベクトル t1→2）を
推定する．
まず，カメラの内部パラメータ（A1, A2）を算出する．カメラの内部パラメータ Aは，カ


















ここで，カメラの焦点距離 fl と画像の解像度 (w, h) は，画像の Exif (Exchangeable image
file format) 情報 [117]から取得する．また，カメラの撮像素子の幅 Dは，使用するカメラに
依存し，既知とする．
次に，カメラの外部パラメータ（回転行列 R1→2, 並進ベクトル t1→2）を算出するため，
図 4.6 (b) に示すように，特徴ベースの対応付けを用いてステレオ画像間を対応付ける．対応
付けによって得られた対応点ペアとカメラの内部パラメータ（A1およびA2）より，RANSAC












図 4.6 提案手法による 3次元計測の処理過程：(a) ステレオ画像ペアの撮影，(b) 特
徴ベースの対応付け，(c) ステレオ平行化，(d) 領域ベースの対応付け，(e)
3次元座標の計算
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間の幾何学的変形や輝度変化に対して，ロバストな特徴量としてコンピュータビジョンや画
像処理の分野で広く用いられている [113]．また，SIFT を近似計算することで，高速化した
Speeded Up Robust Features (SURF) [25]や，バイナリコードを用いた特徴量の記述を行う
Binary Robust Invariant Scalable Keypoints (BRISK) [44]，アフィン変換をしながら対応
付けを行う Affine-SIFT (ASIFT) [45]などが知られている．
最後に，バンドルアジャストメントを用いてカメラパラメータの最適化を行う [120], [121]．
カメラの内部パラメータ A1, A2 および外部パラメータ R1→2, t1→2 は，後段の処理である
(ii) ステレオ平行化および (iii) 3次元計測の処理に大きく影響する．そこで，これまでに算出
されたパラメータ A1, A2, R1→2, t1→2 を初期値としてバンドルアジャストメントを適用し，
これらのカメラパラメータを最適化する．
(II) ステレオ平行化
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(III) 3次元形状計測
図 4.6 (d) に示すように，領域ベースの対応付けを用いてステレオ画像 I ′1–I
′
2 間の対応関係










計測精度に大きく影響する 3次元計測に適している [50], [115]．領域ベースの対応付けアルゴ
リズムでは，ステレオ画像の片方の画像上において対応付けを行う点の周囲に局所的な画像
ブロックを定義し，もう一方の画像上で類似した画像ブロックを探索することで対応付けを
行う．ブロックマッチングに用いられるアルゴリズムとして，Sum of Absolute Differences
(SAD) や Sum of Squared Differences (SSD) などの相違度に基づくアルゴリズム，および，






















まず，図 4.7 に示すように，ステレオカメラを用いて猫の置物を撮影し，3 次元計測を行
う．本実験で用いるステレオカメラの諸元は表 4.2のとおりであり，撮影される画像の一例を
図 4.8 (a) に示す．次に，コニカミノルタ社の 3次元スキャナ VIVID910 [122]を用いて取得
した 3次元メッシュモデルを真値とし，計測した点群と 3 次元メッシュモデルとの間で ICP
(Iterative Closest Point) を用いた位置合わせ [123]を行う．実験で用いる 3次元メッシュモ
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表 4.2 実験で用いるステレオカメラの諸元
ステレオカメラ Point Grey Research Inc.,
Flea2 (FL2G-13S2M-C), monochrome×2
基線長 60 mm
レンズ μTRON FV0622, 焦点距離 6.5 mm
画像サイズ 1, 280× 960 ピクセル
(a) (b)





特徴ベースの対応付けには，BRISK, SURF, SIFT, ASIFTをそれぞれ用いる．
– BRISK
Leutenegger らが公開しているソースコード [125] を用いて実装し，キーポイ
ント検出の閾値を 60とする．
– SURFに基づく対応付け
OpenCV [105]を用いて実装し，Fast-Hessian Detectorの閾値を 500とする．
– SIFTに基づく対応付け
Loweが公開しているデモプログラム [126]を用いて実装する．











ピラミッドの階層数を 4 とする．探索ウィンドウのサイズは，SAD, SSD, NCCに基づくア



































CALIB SIFTBRISK SURF ASIFT
図 4.9 3次元計測における誤対応率および誤差の RMS （カメラパラメータ推定手
法の違いはマーカおよび線の種類，領域ベースの対応付けアルゴリズムの違
いは色によって示す）
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(BRISK, SURF, SIFT, ASIFT) に基づく SfMの中では，SIFTに基づく SfMを用いてカメ
ラパラメータを推定する場合に，誤対応率および誤差の RMSが最も低い．これは，領域ベー
スの対応付けについて，どのアルゴリズムを用いた場合も同様である．また，SIFTに基づく
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(a) (b)
(c) (d)
図 4.10 3次元計測結果：(a) SAD, (b) SSD, (c) NCC, (d) POC（カメラパラメー
タは SIFTに基づく SfMを用いて推定）














ディジタルカメラは Panasonic LUMIX DMC-GF3であり，撮影された画像を 1,280 × 960ピ
クセルに縮小して計測処理を行う．まず，計測対象をカメラと正対する向きで回転ステージに
載せ，画像を撮影する．このとき撮影された画像を基準画像 (0◦) とする．次に，回転ステー
ジを 5◦ から 40◦ まで 5◦ ずつ回転させながら画像を撮影し，撮影したそれぞれの画像と基準画
像とをステレオペアとして 3次元計測を行う．青地の背景下で撮影を行い，HSV色空間にお
ける閾値処理によって計測領域を抽出する．計測領域に 3ピクセル間隔で配置した格子状の基
準点に対して 3次元計測を行う．計測では，(I) 節で最も高精度であった SIFTに基づく SfM
と POCに基づく対応付けの組合せを用いる．最後に，(I) 節と同様にして，計測した点群を
真値のメッシュモデルとの位置合わせを行い，誤差のヒストグラムを用いて評価する．
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400 mm
図 4.11 基線長を変化させた場合の評価
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(0°) 5° 10° 15°
25° 30° 35° 40°
20°
図 4.12 基線長を変化させた場合の 3次元計測結果






は，(I) 節で最も高精度であった SIFTに基づく SfMと POCに基づく対応付けの組合せを用
いている．計測領域は，HSV色空間における閾値処理によって自動的に抽出されている．計
測処理におけるパラメータ，および誤対応率や誤差の RMS の評価方法は，(I) 節に述べたも
のと同様である．使用するディジタルカメラは，
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• Panasonic LUMIX DMC-GF3（ディジタル一眼レフカメラ）
• Canon IXY 30S（コンパクトディジタルカメラ）
• Google Nexus One（スマートフォン）
である．また，計測対象として，猫の置物，デコレーションタイル，犬の置物を撮影して
いる．図 4.14 (a)∼(c) より，ディジタル一眼レフカメラのように高性能なディジタルカメラ
だけでなく，スマートフォンに搭載されているカメラを用いても，3 次元スキャナに対して
1 mm以下の誤差で 3次元計測が可能である．さらに，図 4.14 (a), (d), (e) より，さまざま
な計測対象に対して同様に 3次元計測が可能である．















理によって 10 倍程度高速化できることが明らかにされている [129]．バンドルアジャストメ
ントについても，CPUのマルチコアや GPUを用いた実装によって 10 ∼ 30倍の高速化が可
能であることが報告されている [130]．
提案システムでは，2視点のみから 3次元計測を行っているが，3視点以上からの 3次元計
測に拡張することが可能である [34], [36]．すなわち，(i) V 視点を用いて V − 1 組のステレオ











 = 0.5%, RMS  = 0.61 mm
 = 0.2%, RMS  = 0.69 mm
 = 0.3%, RMS  = 0.73 mm
 = 0.0%, RMS  = 0.43 mm
 = 9.5%, RMS  = 0.69 mm
図 4.14 3次元計測結果：(a) Panasonic LUMIX DMC-GF3, (b) Canon IXY 30S,
(c) Google Nexus One, (d) LUMIX DMC-GF3, デコレーションタイル，
(e) LUMIX DMC-GF3, 犬の置物




図 4.15 一般物体の 3次元計測結果：(a) バスケットボール，(b) 積み木，(c) 金属
部品
4.4 むすび
本章では，1次元 POC に基づく画像対応付けアルゴリズムのGPU実装をもとに，(a) リ
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表 4.5 処理時間の測定環境
CPU Intel Core i7-2760QM (2.4 GHz)
メモリ DDR3-1333 SDRAM 4GB× 2
GPU NVIDIA GeForce GTX 570M
OS Windows 7 (64 bit)
コンパイラ Visual C++ 9.0 Compiler (CPU code)
画像サイズ 1, 280× 960 ピクセル
探索ウィンドウ 32 ピクセル × 15 ライン
探索階層数 4 階層








































した．具体的には，(a) リアルタイムに高精度・高密度な 3次元計測を行うシステムと，(b) デ
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