Abstract. Let (X, o) be a complex normal surface singularity with rational homology sphere link and let X be one of its good resolutions. Fix an effective cycle Z supported on the exceptional curve and also a possible Chern class l ′ ∈ H 2 ( X, Z). Define Eca Usually, dim Pic
1. Introduction 1.1. Fix a complex normal surface singularity (X, o) and let X be one of its good resolutions. We assume that the link of (X, o) is a rational homology sphere. Denote by L the lattice H 2 ( X, Z) (endowed with its negative definite intersection form), by L ′ its dual lattice H 2 ( X, Z) and by S ′ ⊂ L of line bundles without fixed components. [NN18a] and follow-up articles contain several properties of the Abel map, e.g. characterisation when it is dominant, or its relationship with cohomological properties of line bundles. See [NN18b] and [NN19a] for the study in the case of generic and elliptic singularities. In all these treatments the investigation of the image Im(c
Such type of formulas already appeared in the computation of d Z (l ′ ) for weighted homogeneous singularities (and specific l ′ ) in [NN18a] , case which lead us to the present general case. (The type of formula, and also the conceptual approach behind, can also be compared e.g. with Pflueger's formula regarding the dimension of the Brill-Noether varieties of a generic smooth projective curve C with fixed gonality, cf. [P16, JR17] .) Nevertheless, the approach of the testing function (and the corresponding min-type close formulae) is the novelty of the present manuscript.
1.3. The testing functions for d s . Obviously, the above theorem is valuable only if τ s is essentially different than d s and also if it is computable from other different geometrical behaviours. It is also clear that not any upper bound d s ≤ τ s satisfies the testing property (2): this is satisfied only for bounds τ (s) with very structural relationship, symbiosis with the original d s . Hence it is not easy to find testing functions, they must 'testify' about some deep geometric property: even the existence of computable testing function(s) is really remarkable. Our first test function is defined as follows. Consider again Z ≥ E, l ′ ∈ −S ′ associated with a resolution X, as above. Then, besides the Abel map c is an affine subspace for n ≫ 1, whose dimension e Z (l ′ ) is independent of n ≫ 0, and essentially it depends only on the E * -support of l ′ (i.e., on I ⊂ V, where −l ′ = v∈I a v E * v with all {a v } v∈I nonzero). From construction d Z (l ′ ) ≤ e Z (l ′ ), however they usually are not the same. Furthermore, e Z (l ′ ) = e Z (I) plays a crucial role in different analytic properties of X (surgery formula, h 1 (L)-computations, base point freeness properties). For details see [NN18a] or subsections 2.2 and 2.4 here, especially definition 3.1.1 and Theorem 2.2.5 (and also the proof of Theorem 3.2.2). Now, at any step of the tower X s one can consider this invariant e Zs (l There is a natural (partial) ordering of L ′ and L: we write l
The support of a cycle l = n v E v is defined as |l| = ∪ nv =0 E v . The (anti)canonical cycle Z K ∈ L ′ is defined by the adjunction formulae (Z K , E v ) = (E v , E v ) + 2 for all v ∈ V. We write χ : L ′ → Q for the (Riemann-Roch) expression χ(l ′ ) := −(l ′ , l ′ − Z K )/2.
2.1.1. Natural line bundles. Let φ : ( X, E) → (X, o) be as above. Consider the 'exponential' cohomology exact sequence (with H 1 ( X, O * X ) = Pic( X), the group of isomorphic classes of holomorphic line bundles on X, and H 1 ( X, O X ) = Pic 0 ( X))
Here c 1 (L) ∈ H 2 ( X, Z) = L ′ is the first Chern class of L ∈ Pic( X). Since H 1 (M, Q) = 0, Pic 0 ( X) ≃ H 1 ( X, O X ) ≃ C pg , where p g is the geometric genus. Write also Pic For several definitions of them see [N07] . E.g., L is natural if and only if one of its power has the form O X (l) for some integral cycle l ∈ L supported on E. In order to have a uniform notation we write O X (l ′ ) for s 1 (l ′ ) for any l ′ ∈ L ′ .
Definition 2.2.4. For any l ′ ∈ −S ′ let A Z (l ′ ) be the smallest dimensional affine subspace of
which contains Im( c l ′ ). Let V Z (l ′ ), be the parallel vector subspace of H 1 (O Z ), the translation of
For any I ⊂ V, I = ∅, let (X I , o I ) be the multigerm X/ ∪v∈I Ev at its singular points, obtained by contracting the connected components of ∪ v∈I E v in X. If I = ∅ then by convention (X I , o I ) is a smooth germ.
Theorem 2.2.5. [NN18a, Prop. 5.6.1, Lemma 6.1.6 and Th. 6.1.9] Assume that Z ≥ E.
(a) For any −l
(e) For n ≫ 1 one has Im( c
For different geometric reinterpretations of dim V Z (I) see also [NN18a, §9] .
2.3. Theorem 4.1.1 of [NN18a] says that c 
, which is a union of
We introduce a subsheaf Ω Set
). This can be regarded as a subspace of
Theorem 2.4.8. [NN18a, Th. 10.1.1] In the above situation one has the following facts.
Dually, via Proposition 2.4.6 and Theorem 2.4.8(c) (and up to a linear translation of
Let us fix a point p ∈ E and a local coordinate system (u, v) around p such that E = {u = 0}, cf. 2.4.7. Fix also some ω ∈ H 0 ( X, Ω 2 X (Z)) which has pole of order o > 0 at the exceptional divisor in E containing p. We say that (the divisor of) ω has no support point at p if it can be represented locally as (ϕ(u, v)/u o )du ∧ dv with ϕ holomorphic and ϕ(0, 0) = 0. The other points are the support points denoted by supp(ω).
, and the class of ω in
Proof. Assume that ω has a pole of order
and the action of ω on it is given by (for details see
Hence if we realize a deformation g t for which the expression from (2.4.11) is non-zero, we get a contradiction. Note that g necessarily has the form cv
Definition 2.4.12. Additionally to the linear subspace arrangement
* we consider a more subtle object, a filtration indexed by l ∈ L, 0 ≤ l ≤ Z as well, called the multivariable divisorial filtration of forms. Indeed, for any such l we define
G l is generated by forms with pole ≤ l. In particular, G 0 = 0, G Z is the total vector space, G l1 ⊂ G l2 whenever l 1 ≤ l 2 , and
3. The first algorithm for the computation of dim Im(c
3.1. We fix Z ≥ E and l ′ ∈ −S ′ as above.
Definition 3.1.1. For any l ′ ∈ −S ′ with E * -support I (∅ ⊂ I ⊂ V) we set the following notations:
From definitions and Propositions 2.2.5 and 2.4.6 (see also (2.4.9))
. Next statement provides a criterion for the validity of the equality.
(This is guaranteed e.g. if the bundle L has no base points.) Then
Proof. Since L is a regular value, L is a smooth point of Im( c
; we prove the dual identity in the space of forms, namely, (
In this section we provide an algorithm, valid for any analytic structure, which determines
terms of a finite collection of invariants of type e Z (l ′ ), associated with a finite sequence of resolutions obtained via certain extra blowing ups from X.
3.2.
Preparation for the algorithm. Fix some resolution X of (X, o) and
In the next construction we will consider a finite sequence of blowing ups starting from X. In order to find a bound for the number of blowing ups recall that for any
) the order of pole of ω along some E v is less than or equal to the E v -multiplicity m v of max{0, ⌊Z K ⌋} (see e.g. [NN18a, 7.1.3] or 2.4 here). Then, for every v ∈ V with a v > 0 we fix a v generic points on E v , say p v,kv , 1 ≤ k v ≤ a v . Starting from each p v,kv we consider a sequence of blowing ups of length m v : first we blow up p v,kv and we create the exceptional curve F v,kv ,1 , then we blow up a generic point of F v,kv ,1 and we create F v,kv ,2 , and we do this all together m v times. We proceed in this way with all points p v,kv , hence we get v a v chains of modifications. If a v m v = 0 we do no modification along E v . A set of integers s = {s v,kv } v∈V, 1≤kv≤av with 0 ≤ s v,k ≤ m v provides an intermediate step of the tower: in the (v, k v ) tower we do exactly s v,kv blowing ups; s v,kv = 0 means that we do not blow up p v,kv at all. (In the sequel, in order to avoid aggregation of indices, we simplify k v into k.) Let us denote this modification by π s : X s → X. In X s we find the exceptional curves
we index the set of vertices as V s := V ∪ ∪ v,k ∪ 1≤t≤s v,k {w v,k,t }. At each level s we set the next objects:
and e s := e Zz (I s ) (both considered in X s ). By similar argument as in (3.1.2) one has again d s ≤ e s for any s. From definitions, for s = 0 one has
There is a natural partial ordering on the set of s-tuples. Some of the above invariants are constant with respect to s, some of them are only monotonous. E.g., by Leray spectral sequence one has h 1 (O Zs ) = h 1 (O Z ) for all s. One the other hand,
because Ω Zs 1 (I s1 ) ⊂ Ω Zs 2 (I s2 ). In fact, for any ω, the pole-order along F v,k,s v,k +1 of its pullback is one less than the pole-order of ω along F v,k,s v,k . Hence, for s = m (that is, when s v,k = m v for all v and k, hence all the possible pole-orders along I m automatically vanish) one has Ω Zm (
). Hence e m = 0. In particular, necessarily d m = 0 too.
More generally, for any s and (v, k) let s v,k denote that tuple which is obtained from s by increasing (
In the case when all the numbers {d s v,k } v,k are the same, then if this common value d s v,k equals e s , then
The proof of Theorem 3.2.2 together with the proof of Theorem 4.1.2 (the 'Second algorithm') from the next section will be given in a more general context in section 8.
3.2.3. Theorem 3.2.2 is suitable to run a decreasing induction over the entries of s in order to determine {d s } s from {e s } s . In fact we can obtain even a closed-form expression. 
(By the end of 3.2 one also has min s≤ s≤m {| s−s|+e s } = min s≤ s {| s−s|+e s } and min 0≤s≤m {|s|+e s } = min 0≤s {|s| + e s }.)
Proof. 
v,k (for one of the choices of such possible (v, k)). This inductive construction will stop after finitely many steps (since each The new algorithm is considerably simpler, e.g. it can be formulated in terms of the resolution X (see also the comments below). It provides d Z (l ′ ) in terms of the filtration {G l } l of 2-forms.
As a starting point, consider the construction from 3.2. For any s define the cycle l s ∈ L of X by
Set G s := G ls and g s := dim G s as well. Note that (via pullback) there is an inclusion
However, in principle it can happen that for a certain ω with even higher pole than l s its pullback is in Ω Zs (I s ). E.g., if ω in some local coordinates (u, v) of an open set U is vdu ∧ dv/u o (and U ∩ E = {u = 0}) then its pullback via blowing up (once) at u = v = 0 has pole order o − 2. This phenomenon can happen even if we blow up a generic point: imagine a family of forms ω t with 'moving divisor', parametrized by t given by (v − t)du ∧ dv/u o . Then, even if we blow up E at a generic point u = v − t 0 = 0, in the family {ω t } t there is a form ω t0 whose pole along E v is o while its pullback has pole o − 2. Hence the equality of subspaces G s ⊂ Ω Zs (I s ), or of the equality e s = h 1 (O Z ) − g s in principle is subtle and it is hard to test.
Note also that the invariant h 1 (O Z ) − g s conceptually (and technically) is much simpler than e s .
E.g., it depends only on v → min kv ≤av {s v,kv }, and it can be described via a cycle of X (namely l s ) instead of the geometry of the tower X s . Nevertheless, via the next theorem, it still contains sufficient information to determine d s , in particular d Z (l ′ ). In order to emphasize the parallelism between the two algorithms we formulate them in a completely symmetric way (in particular, the first parts are completely identical). (
In the case when all the numbers {d s v,k } v,k are the same, then if this common value
For the proof see section 8. 
The proof runs similarly as the proof of Corollary 3.2.4. The formula (4.1.4) can be rewritten in a different flavour.
Corollary 4.1.5. For l ′ ∈ −S ′ and Z ≥ E one has
The opposite inequality is also true since any such Z 1 can be represented as a certain l s with |s| = (l ′ , l s ).
This can be seen in a different way as follows. First, if c 
The converse statement is not true: take e.g. a Gorenstein elliptic singularity with length of elliptic sequence m + 1. (For elliptic singularities consult [N99, NN19a, NN19b] . For more on the Abel map of elliptic singularities see [NN19a] .) Set Z ≫ 0 and −l ′ = Z min , the fundamental (minimal) cycle.
Therefore, if m = 1 then Im(c l ′ ) is a hypersurface, but for m ≥ 2 it is not. It is instructive to consider with the same topological data (elliptic numerically Gorenstein singularity with m ≥ 1,
is a point (this follows from part (1) too). Hence Im(c write |m| = i m i . Then by the discussion from [NN18a, 11.2] one has the following facts:
, this is exactly the cardinality of the set of forms of type x m ω, where ω is the Gorenstein form. The pole order of ω along E 0 is d − 2, and the vanishing order
In 
. Equality holds whenever L is generic in
, and this inequality is strict whenever c
is not dominant. (This can be compared with the discussion from Example 4.1.7(3).) Note that Corollary 4.1.5 reads as:
4.1.12. Before we state the next theorem let us emphasise the obvious fact that for any 0 ≤ Z 1 ≤ Z the natural restriction (linear projection) r :
However, though the restriction of r to Im(c
4.1.13. It is instructive to see that certain extremal geometric phenomenons (indexed by effective cycles) are realized by the very same set of cycles.
Lemma 4.1.14. The following three sets of cycles coincide (for fixed Z ≥ E and l ′ ∈ −S ′ as above):
(I) the set of cycles Z 1 with 0 ≤ Z 1 ≤ Z realizing the minimality in (4.1.6), that is:
(II) the set of cycles Z 1 with 0 ≤ Z 1 ≤ Z such that (i) the map ECa
onto its image, and (ii) the generic fibres of the restriction of r, r im : Im(c 
Proof. For (I)⇒(II) use the following. First recall that dim ECa
for any effective cycle Z ′ . Next, from (4.1.6), there exists an effective cycle (a) There exists an effective cycle Z 1 ≤ Z, such that: (i) the map ECa
(c) The set of effective cycles Z 1 with property as in (a) has a unique minimal and a unique maximal element denoted by C min (Z, l ′ ) and C max (Z, l ′ ). 
Proof. (a) Use Lemma 4.1.14.
(c) Assume that two cycles Z 1 and Z 2 satisfy (a). We claim that Z ′ := max{Z 1 , Z 2 } satisfies too.
First, for any cycle
divisors whose support is disjoint from the singular points of E.
Using this fact one shows that the product ECa
of the two restrictions ECa
is birational onto its image (BioIm). This composed with the product of the maps ECa
is BioIm too. This map writes as the composition ECa
should be BioIm. Hence the claim and the existence of C max (Z, l ′ ) follows.
In order to prove the existence of C min (Z, l ′ ), first we claim that the set of cycles Z ii , which satisfy (a)(ii) has a unique minimal element Z 
5.
Example. The case of generic analytic structure 5.1. Let us fix the topological type of a good resolution of a normal surface singularity, and we assume that the analytic type on X is generic (in the sense of [NN18b] , see [La73] as well). Recall that in such a situation, if Z ′ = n v E v is a non-zero effective cycle, whose support
is connected, then by [NN18b, Corollary 6.1.7] one has
Corollary 5.1.1. Assume that X has a generic analytic type, Z ≥ E an integral cycle and l ′ ∈ −S ′ .
Let us concentrate again on the codimension h
This is a rather complicated combinatorial expression in terms of the intersection lattice L. The next lemma aims to simplify it.
Proposition 5.1.4. Consider the assumptions of Corollary 5.1.1. Let Z 1 be minimal such that the maximum in (5.1.3) is realized for it. Then min E |Z 1 | ≤l≤Z1 {χ(l)} = χ(Z 1 ). In particular,
The maximum at the right hand side is realized e.g. for the cohomology cycle of
Proof. Assume that the minimum min
Since the maximality in (5.1.3) is realized by Z 1 , which is minimal with this property, necessarily
But the maximum at the left hand side is realized by a term from the right. For the last statement use again Remark 4.1.10(3)(a).
5.2. The identity (5.1.5), valid for a generic analytic structure of X, extends to an optimal inequality valid for any analytic structure.
Theorem 5.2.1. Consider an arbitrary normal surface singularity (X, o), its resolution X, Z ≥ E and l ′ ∈ −S ′ . Then codim Im(c
In particular, for any L ∈ Im(c l ′ (Z)) one also has (everything computed in X)
Note that the right hand side of (5.2.2) is a sharp topological lower bound for codim Im(c
The inequality (5.2.2) can also be interpreted as the semi-continuity statement codim Im(c l ′ (Z))(arbitrary analytic structure) ≥ codim Im(c l ′ (Z))(generic analytic structure).
Proof. Consider the identity (4.1.11) applied for an arbitrary X and for the generic X, denoted by X gen . Then, by semi-continuity of h 1 (O Z1 ) with respect to the analytic structure as parameter space (see e.g. [NN18b, 3.6]), for any fixed effective cycle Z 1 > 0, h 1 (O Z1 ) computed in X is greater than or equal to h 1 (O Z1 ) computed in X gen . Therefore, by (4.1.11) one has codim Im(c
. Then for X gen apply (5.1.5). 
is the topological expression from the right hand side of (5.1.5).
Our goal is to give a topological lower bound for
. In this way we will control the generic element of the 'new' strata
, unreachable directly by the previous result. Our hidden goal is to construct in this way line bundles with 'high' h 1 .
For simplicity we will assume that all the coefficients of Z are sufficiently large (even compared with l, hence the coefficients of Z − l are large as well). The monomorphism of sheaves
By a computation regarding χ this transforms into
If X is generic and Example 5.3.4. Assume that we can construct a nonrational resolution graph which satisfies the following (combinatorial) properties, valid for certain Z ≫ 0 and
E.g., with the choice
Now, if we consider the generic analytic structure supported on this topological type, then min l≥0 χ(−l ′ + l)
Next we show that (5.3.5) can be realized. Consider two copies Γ 1 and Γ 2 of the following graph 
6. Appendix. Geometrical aspects behind the lower bound Theorem 5.2.1 6.1. Let us discuss with more details the geometry behind the inequality (5.2.2). Along the discussion we will provide a second independent proof of it and we also provide several examples, which show its sharpness/weakness in several situations. Similar construction (with similar philosophy) will appear in forthcoming manuscripts on the subject as well. The construction of the present section shows also in a conceptual way how one can produce different sharp lower bounds for sheaf cohomologies (for another case see e.g. subsection 7.2). We provide the new proof in several steps. First, we define a topological lower bound for codim Im(c l ′ (Z)), which (a priori) will have a more elaborated form then the right hand side t Z (l ′ ) of (5.2.2). Then via several steps we will simplify it and we show that in fact it is exactly t Z (l ′ ). 
By [NN18a, Theorem 5.3.1] for any singularity (X, o), any resolution X, any Z > 0 and l
and for L gen generic in Pic
By [NN18a, Prop. 5.6.1], see also 4.1.10(3), for any Z ≥ E and for any
Remark 6.1.5. Assume that Z > 0 is a nonzero cycle with connected support |Z|, but with Z ≥ E. Then the statements from (6.1.4) remain valid for such Z once we replace l ′ by its restriction R(l ′ ), 
Hence, in fact, (6.1.4) remains valid in its original form for any such Z > 0 with |Z| connected.
can be arbitrary large. Indeed, let us start with a singularity with an arbitrary analytic structure, we fix a resolution X with dual graph Γ, and we distinguish a vertex, say v 0 , associated with the irreducible divisor E 0 . Let k (k > 0) be the number of connected components of Γ \ v 0 , and we assume that each of them is non-rational. Furthermore, we choose Z ≫ 0, hence h 1 (O Z ) = p g . Let X| V\v0 be a small neighbourhood of
be its connected components, and set p g,i = h 1 (O Xi ) for the geometric genus of the singularities obtained from X i by collapsing its exceptional curves. Write also
or Theorem 2.2.5 here. Hence, cf. (6.1.4), codim(Im c
, and its maximal value is M := i (− min χ(Γ i )). On the other hand, if l 0 > 0 then for n > −M − min χ one has −χ(l)
6.1.7. We wish to estimate h 1 (Z, L im gen ). Note that the estimate given by (6. 
we can apply (6.1.4). Therefore, we get
(Here there is no need to restrict l ′ , cf. Remark 6.1.5.) Hence (6.1.8) reads as
In this estimate the point is the following: 
Summarized (also from Example 6.1.6), for any analytic type one
[NN18b]), hence, all the inequalities transform into equalities. Hence, for generic analytic structure
, that is, (6.1.10) provides the optimal sharp topological lower bound.
Note also that both t(Z, l ′ ) and i (1 − min χ(Γ i )) are topological, hence if they agree for X generic, then they are in fact equal. Since p g,i − 1 + min χ(Γ i ) for arbitrary analytic type can be considerably large, for arbitrary analytic types the inequality (6.1.10) can be rather week.
6.2. Our goal is to simplify the expression (6.1.9) of t(Z, l ′ ).
First we analyse the set of cycles Z ′ for which the maximum in the right hand side of (6.1.9) can
In the next Lemmas 6.2.1 and 6.2.4 we will assume that c
Lemma 6.2.1. (a) Assume that Z ′ is a minimal cycle (or a cycle with minimal number of connected components) among those cycles which realize the maximum in the right hand side of (6.1.9). Then
, that is, the right hand side of (6.1.9) is realized by Z ′ − Z 
Example 6.2.2. Though in Example 6.1.6 we have shown that h 1 (Z, L im gen ) = t(Z, l ′ ) can be much larger than T (Z, l ′ ) (that is, the maximizing Z ′ usually should be necessarily strict smaller than Z), in some cases Z ′ = Z still works. Indeed, we claim that if the E * -support I of l ′ is included in the set of end vertices of Γ, then t(Z, l
Let Z ′ be a cycle for minimal number n of connected components {Z
for which the right hand side of (6.1.9) is realized. We claim that n = 1. Indeed, by Lemma 6.2.1, each D(Z 
The point is that the vertices w 2 , · · · , w l−1 are not end vertices, in particular (l
, contradicting the minimality of Z ′ . Hence necessarily n = 1.
On the other hand, if
, hence the maximal value in the right hand side of (6.1.10) is realized for Z as well (and maybe by several other smaller cycles too; here we minimalized #|Z ′ | by increasing Z ′ ).
The present example together with Examples 6.1.6 and 6.1.11 show that the structure of possible cycles Z ′ for which the maximality in (6.1.9) realizes can be rather subtle.
Lemma 6.2.4. Assume that Z ′ is a minimal cycle among those cycle which realizes the maximum in the right hand side of (6.1.9). Then the following facts hold: 
In particular, by the minimality of
. Part (c) follows from (6.1.9) and (a).
Recall that in 5.3 we defined t Z (l
is dominant then both sides are zero. Otherwise, by Lemma 6.2.4(c) (with its
On the other hand, let us fix some
for which the maximum in t Z (l ′ ) is realized. Then we can assume that each c
Remark 6.2.7. The second proof of Theorem 5.2.1 follows from (6.1.10) and Corolary 6.2.6.
7. The L 0 -projected Abel map
In this section we introduce a new object, a modification of the Picard group Pic(Z), which will play a key role in the cohomology computation of the shifted line bundles of type {L 0 ⊗L} L∈Im(c l ′ (Z)) .
7.1. The L 0 -projected Picard group. Let (X, o) be a normal surface singularity. For simplicity we assume (as always in this manuscript) that the link is a rational homology sphere. Let X be one of its good resolutions and Z ≥ E an effective cycle. Fix also 
where s * 0 is induced by s 0 . At cohomological level we get the (identical/renamed) diagrams 
it is an affine space isomorphic to Pic l ′ (Z)/Im(δ) associated with the vector space Pic
The corresponding vector spaces appear in the following exact sequences as well. Let us take another line bundle L ∈ Pic 
They induce (at cohomology, or 'tangent' vector space level) the following commutative diagram
This is related with the Abel map c
We call it the L 0 -projection of the Abel map c l ′ (Z). Using the previous paragraph we obtain that the
If A Z (l ′ ) is the smallest affine space which contains Im(c 
) (hence identifications of the corresponding commutative diagrams from 7.1 as well). The subspace
Write d L0,s and e L0,s the corresponding dimensions associated with X s defined as in 7.5. Then 9. Appendix 2. A technical lemma 9.1. The next lemma is used in the body of the article, however, it might have also an independent general interest.
Lemma 9.1.1. Let X be an arbitrary resolution of a normal surface singularity (X, 0). Let us fix an arbitrary line bundle L ∈ Pic( X) with c 1 (L) = l ′ ∈ −S ′ , an irreducible exceptional curve E v , and an integer m > 0.
Assume that there exists a sub-vectorspace V ⊂ H 0 ( X, L) with the following property: for a generic point p ∈ E v there exists a section s ∈ V such that s does not vanish along E v and the multiplicity of the divisor of s at p ∈ E v is m. Then for any number 0 ≤ k ≤ m and a generic point p ∈ E v there exists a section s ∈ V such that s does not vanish along E v and the multiplicity of the divisor of s at p ∈ E v is k.
Proof. By induction we need to prove the statement only for k = m − 1. First we fix a very large integer N ≫ m, and consider the restriction r :
Then r induces a map from
Consider also the natural map div : Let us denote the zeros of the section h 0 (0) along E 0 v by {p 1 , . . . , p r }. Then there exists a small neighborhood U of one of the points p i and a restriction of h 0 to some smaller (−ǫ ′ , ǫ ′ ), such that for any t ∈ (−ǫ ′ , ǫ ′ ) the restriction of h 0 (t) to U has a unique zero, say p(t), and its multiplicity is m. Furthermore, t → p(t), (−ǫ ′ , ǫ ′ ) → U ∩ E 0 v is not constant, hence taking further restrictions to some interval we can assume that t → p(t) is locally invertible. Reparametrising h 0 by the inverse of this map, we obtain an analytic map U ∩ E 0 v → g −1 (D m ), t → h(t) such that the restriction of the section h(t) to some local chart U has only one zero, namely t, and the multiplicity of the section at t is m. In some local coordinates (x, y) of U (with U ∩ E v = {y = 0}) the equation of h(t) has the form (modulo y N ) (9.1.2) h(t) = j≥0,i≥0
where by the multiplicity condition c j,i ≡ 0, if j +i < m and, there is a pair (j, i), such that j +i = m and c j,i (t) ≡ 0. Moreover, by the non-vanishing condition y |h(t), or, c j,0 (t) ≡ 0 for some j. We claim that there is a generic choice of t 1 , . . . , t r (for some large r) of t-values, and a convenient choice of the coefficients {α l } r l=1 such that s := r l=1 α l h(t l ) satisfies the requirements. Indeed, first
