METHODS

Purkinje cell model
The following dendritic ionic channels were implemented in the Purkinje cell (PC) model: two types of Ca channels, a P-type, CaP (Llinas et al., 1989 ) and a Ttype, CaT (Kaneda et al., 1990) ; two types of Ca-activated K+ channels (Kca), a BK-type, BK (Latorre et al., 1989 ) and a K2-type, K2 (Gruol et al., 1991) ; and a persistent K+ channel. The soma had two types of sodium channels, a fast current, NaF (Hirano and Hagiwara, 1989) and a slow persistent current, NaP (French et al., 1990) ; one type of calcium current T-type; and four types of potassium channels, anomalous rectifier, Kh (Spain et al., 1987) ; delayed rectifier, Kdr (Yamada et al., 1989) ; persistent potassium, Km (Yamada et al., 1989) ; and an A-type, KA (Hirano and Hagiwara, 1989) . The ion channels had the following conductance function (De Schutter and Bower, 1994a 
=
The gates m and h were calculated using: Refer to Table S1 for parameter values for each current.
The ionic channels were distributed over three zones of the model, with Na channels in the soma, fast K channels in the soma and main dendrite, and Ca channels and Ca-activated K channels in the entire dendrite. Previously published results have shown that the model's responses to current injection are robust to changes in densities of all of the ionic channels (De Schutter and Bower, 1994a) . Modifying densities by factors >=2 result in left or right shifts of the frequency-current curve. However, changes of >20% to the amount of P-type Ca channels of one of the Ca-activated K channels in the model either suppressed dendritic spikes or cause the model to always fire Ca spikes (De Schutter and Bower, 1994a ).
Although our model did not include a strong resurgent Na+ current (Afshari et al., 2004) it was able to replicate appropriately the relevant experimental results.
Experimental procedures
Animals were initially anesthetized with halothane and given an intraperitoneal (IP) injection of ketamine-xylazine-acepromazine (ketamine 100mg/kg; xylazine 5 mg/kg; acepromazine 1mg/kg). Supplemental doses (20% of initial dose) were given IP as needed throughout the experiment to maintain deep anesthesia as evidenced by the lack of a pinch withdrawal reflex and/or lack of whisking. Body temperature was maintained at 36±1 °C with the use of a rectal temperature probe and heating pad. To maintain proper hydration, 0.9 ml of lactated Ringer's solution was injected IP every 1-2 hours. Animals were euthanized at the end of the experiment with a 1.0 ml intracardiac injection of Nembutal. The techniques to expose the cerebellar cortex for recordings were identical to those used by Brown and Bower (2001) .
Recording depths were restricted to between 300 and 500 μm below the cortical surface to assure that only PCs in the superficial region of Crus IIa were recorded, and that all isolated PCs were in line with respect to parallel fiber (pf) activation.
Recorded electrical signals were amplified 1,000 times (BAK, Maryland; and A-M systems, Washington), and filtered between 500 Hz and 5 kHz. PC responses were isolated using a custom made spike sorting algorithm (LabViewNational Instruments, TX) based on different discrimination windows evaluating the stability of voltage before a spike; spike height; the valley of the spike; and stable voltage after the spike. The discrimination window never exceeded two milliseconds. Once the timing of individual spikes in each train was determined, dot rasters and peri-stimulus time histograms (PSTHs) were generated. Proper spike discrimination was checked by evaluating inter spike interval histograms (ISIH). In all experiments we recorded action potentials from PCs identified based on their characteristic firing rate (average 40 Hz), inter-spike interval histogram, depth of recording electrode in the molecular layer, and the presence of complex climbing fiber type responses (Bower and Woolston, 1983) . We monitored changes in PC responses waveforms before and after topical application of the GABA-A antagonist bicuculline.
RESULTS
Scaling of pf number and firing frequency
In the network model we implemented ~1% of the total number of granule cells that make a synaptic contact with an individual PC (1,600 out of 150,000, Harvey and Napper, 1991). We compensated for this reduced number of excitatory synapses by proportionally increasing their firing rate. Assuming non-saturating synaptic input, the total conductance onto the PC model is f*N*a. Where f is the frequency, N is the number of synapses, and a is the maximum conductance of a single synapse. Therefore, the frequency needed to keep the total conductance constant while increasing the number of synapses is given by f n =f*N*a/(N n *a).
With 1,600 pfs a 4 Hz granule cell background average firing rate was needed to maintain physiologically realistic levels of spontaneous PC activity, therefore, with 15,000 pfs the average firing rate of each granule cell was reduced to 0.43
Hz. In agreement with this prediction the PSTHs shown in Figure S1 were 
Robustness of the results with respect to pf propagation velocities
As discussed in the main text, the data presented in the figures were obtained using the widest range of pf propagation velocities reported in mammals. These values were chosen to provide the most rigorous test of the desynchronization hypothesis. In addition to simulating a larger number of pfs, the data shown in Figure S1 was also obtained using the slower pf conduction velocities specifically reported for rats 0.2-0.27 m/s (Vranesic et al., 1994) . The effects on network behavior are shown in more detail in Figure S2 where the more narrower range of propagation velocities (and less desynchornization) are shown in A, simulated changes in PC firing frequencies are shown in B, the number of required baskettype synapses and their temporal delays are shown in C and D respectively, and the same data is shown for stellate-type inhibition in E and F. Again, as in the main paper, the different symbols indicate variations in these parameters in different simulation runs. Both Figures S1 and S2 show that the model replicates the spatial and temporal pattern of PC responses to granule cell layer activation, even when the conduction velocity of pfs are adjusted to correspond to those reported in the rat (Vranesic et al., 1994 ). Table S2 is a summary of the parameters used to set up the network simulations.
Summary of model parameters
The table shows the ranges of values that we explored for granule cell numbers, inhibitory interneurons synapses, synaptic kinetics, propagation velocities, and connectivity patterns. When available, the references for the values used for each parameter are indicated. Similarly, Table S3 shows the range of values of the excitatory and feed-forward inhibitory mechanisms that replicate the experimental results.
Table S1
Conductances for the voltage and Ca2+ dependent channels in the PC model. Parameters A, F, and H are in mV. For KC and BK factor z is in μM and B in ms. 
NAME
Table S2
Network parameters used to setup the cerebellar cortex model. Modeled as AMPA synapses (Barbour, 1993 Sub-set of original set of inhibitory synapses chosen at random within each layer. Activation of the synapses is at least 1 ms after the arrival of the first action potential along parallel fibers to each layer. 
Table S3
Range of parameters predicted in the model that suppress a beam of PC excitation after granule cell layer stimulation along the pfs.
Parameter Range Notes
Minimum granule cell layer activation 2% of total number of granule cells
Activates a PC beam along the full length of parallel fibers if not compensated by feed-forward inhibition. Could be smaller when using higher numbers of parallel fibers in the simulation ( Figure  S1 ). 
