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Abstract
We consider the quantum algebra of transition matrices for non-ultralocal integrable sys-
tems, and show that a regularization of the singular operator products in the quantum algebra
via Sklyanin’s product leads to well-defined expressions, reproducing in the classical limit
Maillet’s symmetrization prescription for Poisson brackets.
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1 Introduction
The quantization of non-ultralocal integrable systems is a challenging open problem, which
has become especially relevant and interesting since the discovery that AdS5× S5 string theory
is a classically integrable system of this type (for a review see [1] and references therein). Out
of several existing approaches, Maillet’s approach [2–4] seems to be the simplest and most sys-
tematic in order to construct the action-angle variables, and understand the classical integrability.
This is also true for higher order non-ultralocal theories, i.e., the theories for which the algebra of
the L-operators contains also the second derivatives of the delta-function. Such cases appear, for
example, in the su(1|1) sector of the AdS5×S5 string theory (see for details [5, 6]), where it can
be shown that the algebra of the transition matrices has the same form as in the case considered
by Maillet, with some appropriate shift in the (r,s)-pair.
The fundamental construction underlying Maillet’s method is the symmetrization prescrip-
tion for the Poisson brackets and the corresponding generalization for the nested Poisson brack-
ets. To introduce Maillet’s symmetrization procedure one considers an n-nested Poisson bracket
for transition matrices T (xi,yi;λi):
∆n(xi,yi;λi) =
{
T (x1,y1;λ1)⊗,
{
. . .⊗,
{
T (xn,yn;λn)⊗, T (xn+1,yn+1;λn)
}
. . .
}}
, (1.1)
and for any subset of l = p+ q coinciding points xα1 = . . . = xαp = yβ1 = . . . = yβq = z, one
defines the left-hand side of (1.1) by:
∆n(z;λi) := lim
ε→0
1
l! ∑σ ∈P∆
n
(
xα1 + εσ(1), . . . ,yβq + εσ(l);λi
)
, (1.2)
where for simplicity of notations we omitted in ∆n(xi,yi;λi) the dependence on the coordinates
different from z, and the symbol P indicates the sum over all possible permutations of (1, . . . , l).
For example, the symmetrization procedure yields:
{T (x,y;λ )⊗, T (x,y′; µ)}M
=
1
2
lim
ε→0
(
{T (x− ε,y;λ )⊗, T (x+ ε,y′; µ)}+{T (x+ ε,y;λ )⊗, T (x− ε,y′; µ)}
)
, (1.3)
where the subscript M simply indicates the symmetrized as above Poisson bracket.
This prescription was shown to be consistent with the Jacobi identities following from the
classical algebra of transition matrices. We recall that the classical Maillet algebra [2–4] for
transition matrices, corresponding to equal and adjacent intervals with x > y > z, can be written
in the following form:
{T1(x,y;λ ), T2(x,y; µ)}M = a12(λ ,µ) T1(x,y;λ )T2(x,y; µ)−T1(x,y;λ )T2(x,y; µ) d12(λ ,µ),
{T1(x,y;λ ), T2(y,z; µ)}M = T1(x,y;λ ) b12(λ ,µ) T2(y,z; µ). (1.4)
Here, we restrict our analysis to a simpler case of [4] involving only bosonic fields, and for which
the matrices a12, d12 and b12 = c21 depend only on the spectral parameters. It was shown in [3,4]
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that the Jacobi identiy implies the following Yang-Baxter-like constraints on the (abcd)-algebra
(1.4):
[a12(λ ,µ),a13(λ ,ν)]+ [a12(λ ,µ),a23(µ,ν)]+ [a13(λ ,ν),a23(µ,ν)] = 0, (1.5)
[d12(λ ,µ),d13(λ ,ν)]+ [d12(λ ,µ),d23(µ,ν)]+ [d13(λ ,ν),d23(µ,ν)] = 0, (1.6)
[b12(λ ,µ),d13(λ ,ν)]+ [b32(ν,µ),d13(λ ,ν)]+ [b32(ν,µ),b12(λ ,µ)] = 0, (1.7)
[a32(ν,µ),c21(µ,λ )]+ [a32(ν,µ),c31(ν,λ )]+ [c31(ν,λ ),c21(µ,λ )] = 0. (1.8)
A general derivation of Maillet’s symmetrization procedure from first principles has so far
been missing. A related problem is the construction of a quantum algebra corresponding to (1.4)
which in the classical limit reproduces Maillet’s symmetrization procedure, and the classical
Jacobi identities (1.5)-(1.8). The principal difficulty lies in the fact that the standard quantum
commutators cannot naively reproduce the symmetrized Poisson brackets (1.3) in the classical
limit.
In this short note we propose a quantum algebra for non-ultralocal integrable systems which
does reproduce Maillet’s symmetrized Poisson brackets in the classical limit. We stress that this
is done directly in the continuous case, without appealing to any lattice formulation of the theory.
The key idea is based on the fact that the quantum fields, together with the quantum transition
matrices and the operators defining the algebraic relations, should be treated as operator-valued
distributions. Therefore, the quantum algebra of transition matrices contains singularities due to
operator products at the same point, and in order to avoid these singularities one should regularize
such operator products. The classical theory is then obtained from this regularized quantum
theory, and reproduces Maillet’s symmetrized Poisson bracket prescription in a natural manner.
In addition, the classical Jacobi identities (1.5)-(1.8) are found from the corresponding quantum
identities involving only usual commutators.
Our paper is organised as follows: in section 2, we discuss how to address the problem
of ill-defined operator products when formulating a continuous quantum algebra by employing
Sklyanin product. In section 3, we propose a quantum algebra of transition matrices, which in the
classical limit reproduces the symmetric prescription of Maillet for Poisson brackets. Finally, in
section 4, we summarise our results and point out some interesting directions and open problems.
2 Sklyanin’s product and quantum Jacobi identity
To formulate a well-defined algebra for quantum transition matrices one must first deal with
the singularities associated with operator products at the same point. The most natural way to
solve this problem is to resort to the methods of quantum field theory where such singularities are
dealt with by means of renormalisation techniques. The latter, in turn, can be well defined and
formulated in terms of quantum fields treated as operator-valued distributions. This corresponds
to “smearing” the fields over some small region about the point of the product, i.e, one considers
the fundamental quantum field to be:
φ f (x) =
ˆ
φ(y) f (x− y)dy, (2.1)
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where f (x) is an element in the Schwartz space of test functions. This is strictly formulated in
the framework of axiomatic quantum field theory (see, for example, the monograph [7]).
The key obstacle in formulating a well-defined quantum algebra for transition matrices, corre-
sponding to the classical expressions (1.4), is Schwartz’s theorem on the impossibility of defining
a product of two distributions with natural properties (for an overview, see, for example, [8, 9]).
Namely, it is impossible to define a product of distributions which satisfies linearity, distributiv-
ity, commutativity, associativity and the Leibniz rule. Although it is possible to define a product
of distributions in some exceptional cases, for instance when their singular supports are disjoint,
in general one must look for extensions of Schwartz’s distribution theory, e.g., the Colombeau
algebras of generalised functions [10, 11], where it is possible to define such products (for some
applications in physics, see [12] and references therein). The microlocal analysis, based on the
concept of wavefront sets, is another tool that has been used in the context of quantum field
theory to provide useful criteria for properly defining the product of distributions (for a review,
see [13] and references therein). Another interesting possibility is the theory of Sato’s hyper-
functions [14,15], which also contains Schwartz’s distribution theory and relies on the boundary
behaviour of analytic functions.
We postpone the discussion of all these nuances to a future publication, and consider here
a preliminary treatment of regularising the operator product at the same point by means of the
Sklyanin product [16], which again corresponds to a “smearing” of the product of operators
around the singularity region. More precisely, for two operators A(x) and B(x), it is defined as
follows:
A(x)◦B(x)≡ lim
∆/2→ε
1
(∆− ε)2
 
∆S1∪∆S2
dζ dξ A(ζ )B(ξ ). (2.2)
The notation
ffl
∆S1∪∆S2
means that the integration is taken over a square of side ∆, minus a strip of
width ε around the diagonal ζ = ξ , and the areas ∆S1 and ∆S2 correspond to the regions above
the line ζ = ξ + ε and below the line ζ = ξ − ε . This essentially means that we “smear” the
product of two operators around an arbitrary small area of size ∆, avoiding the singularity at
ζ = ξ . The parameter ε is the regularisation parameter of the theory, and should be taken to zero
only at the end of all computations.
It is clear from (2.2) that if the product of two operators is not singular, then, in the limit
ε → 0, it reduces to the usual product. Here we use a slightly more precise version of the
definition originally given by Sklyanin in [16], which did not explicitly involve the regularisation
parameter ε . In other words, we explicitly exclude the entire singular region, parametrised by
the length ε . We refer to the original paper [16] for additional details and properties, and only
mention that Sklyanin product was originally introduced in order to write the quantum algebra of
the fields of the continuous anisotropic Heisenberg model to ensure the quantum integrability of
the model.1 Recently it was also shown that by employing Sklyanin product one can explicitly
diagonalize the quantum Hamiltonian for the su(1|1) subsector of strings in AdS5×S5 and obtain
1It is worth mentioning that the quantum algebra corresponding to the anisotropic Heisenberg model is not a
direct generalisation of the classical algebra, i.e., it is not a Lie algebra, but acquires quadratic quantum corrections,
which are written in terms of Sklyanin product. A deeper reason of such algebras is still unclear.
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the correct S-matrix [17]. In addition, we note that, when discussing Jacobi identities for the
fields one has to operate with functionals of the fields, and not with the fields themselves (for a
detailed discussion of this issue see [18]).2
For a product of k operators A1(x), . . . ,Ak(x), Sklyanin product is defined similarly to (2.2).
The integration should now be performed over the k-dimensional cube of side ∆, where all possi-
ble singular regions are taken out of the region of the integration. Thus, there are k! integrations
over disconnected volume elements of size ∆Vi corresponding to all possible orderings of the
variables ζ1, . . . ,ζk separated by the length of the regularisation parameter ε . More precisely, we
have:
A1(x)◦ . . .◦Ak(x)≡ lim
∆/2→ε
1
∆V
k!
∑
i=1
ˆ
∆Vi
dζ1 . . .dζkA1(ζ1) · . . . ·Ak(ζk), (2.3)
where ∆V is the sum of all disconnected volume elements ∆Vi.
It is easy to show that the set of operator-valued functions with product given by (2.3) satisfies
the following standard relations:
[A1(x) ◦, A2(x)◦A3(x)] = A2(x)◦ [A1(x) ◦, A3(x)]+ [A1(x) ◦, A2(x)]◦A3(x), (2.4)
and
[A1(x) ◦, [A2(x) ◦, A3(x)]] = [A1(x) ◦, αA2(x)◦A3(x)+A3(x)◦A2(x)β ] , (2.5)
if
[A2(x) ◦, A3(x)] = αA2(x)◦A3(x)+A3(x)◦A2(x)β , (2.6)
where α,β are arbitrary constants. Moreover, if the algebra involving only operator-valued
functions at different points satisfy the Jacobi identity, the definition (2.3) we adopted trivially
extends this Jacobi identity to the case where some arbitrary subset of the points may coincide.
In the following, we consider this last point in more detail for the algebra of transition matrices.
Since Sklyanin product (2.3) is free of singularities, we can use it to formulate the quantum
algebra of transition matrices T (x,y;λ ). We start from a well-defined Jacobi identity for the case
where all points (u,u′,v,v′,w,w′) are different:
[
T1(u,u′;λ ),
[
T2(v,v′; µ),T3(w,w′;ρ)
]]
+P13P23
[
T1(w,w′;ρ),
[
T2(u,u′;λ ),T3(v,v′; µ)
]]
P23P13
+P13P12
[
T1(v,v′; µ),
[
T2(w,w′;ρ),T3(u,u′;λ )
]]
P12P13 = 0, (2.7)
where P is the permutation operator acting on the auxiliary spaces. Here, the product between
operators is the usual one, because all the points (u,u′,v,v′,w,w′) are different and hence there
are no singularities. If, on the other hand some of the points (u,u′,v,v′,w,w′) coincide, then the
expression (2.7) contains a product of operators at the same point, and is, therefore, a singular
expression.
2Strictly speaking one has to still show that the functionals involved satisfy a necessary condition derived in [18].
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We now formulate a well-defined expression for an arbitrary case of possibly coinciding
points. To this end, starting from the well-defined expression (2.7) and employing Sklyanin prod-
uct, one obtains the following formula valid for an arbitrary set of points (x1,y1,x2,y2,x3,y3):
[T1(x1,y1;λ ) ◦, [T2(x2,y2; µ) ◦, T3(x3,y3;ρ)]]
+P13P23 [T1(x3,y3;ρ) ◦, [T2(x1,y1;λ ) ◦, T3(x2,y2; µ)]]P23P13
+P13P12 [T1(x2,y2; µ) ◦, [T2(x3,y3;ρ) ◦, T3(x1,y1;λ )]]P12P13 = 0. (2.8)
It is clear that when all points (x1,y1,x2,y2,x3,y3) are different, the expression (2.8) trivially
reduces to (2.7). Note that if there are several sets of coinciding points then Sklyanin product
should be taken independently with respect to each set of coinciding points. We emphasise that,
although not explicitly indicated, the formula (2.8) depends on the regularisation parameter ε
and, therefore, is a well-defined expression.
3 Quantum algebra of transition matrices
We now turn to our main goal of formulating a quantum algebra between the transition ma-
trices corresponding to the classical algebra (1.4). As we mentioned earlier, the key problem in
writing a quantum algebra is the difficulty to obtain Maillet’s symmetrization procedure (1.1) and
(1.2) from the quantum relations in the classical limit. Indeed, it is not obvious how a commu-
tator between two operators, or in general n-nested commutators, becomes in the classical limit
the symmetrized Poisson brackets (1.1). In the classical theory this symmetrization procedure
was introduced by Maillet essentially by hand for consistency with the Jacobi identity.
Here we explain these results by appealing to the quantum theory first, and then considering
the classical limit. The main idea, as we have explained above, is that the quantum relations are
ill-defined due to the product of operators at the same point, and should be regularised at the
very beginning. We have done so above by utilizing Sklyanin product (2.2), (2.3). To illustrate
how Maillet’s procedure appears in the classical theory, we show that the commutator of two
operator-valued functions goes to the symmetrized Poisson bracket (1.3) in the classical limit.
Writing explicitly the commutator between two operator-valued functions ˆA(x) and ˆB(x) in terms
of the definition (2.2), we obtain:
[
ˆA(x) ◦, ˆB(x)
]
= lim
∆/2→ε
1
(∆− ε)2


¨
∆S1
dζ dξ [ ˆA(ζ ), ˆB(ξ )]+
¨
∆S2
dζ dξ [ ˆA(ζ ), ˆB(ξ )]

 . (3.1)
In the classical limit (3.1) becomes:3
[
ˆA(x) ◦, ˆB(x)
]
C.L. = lim∆/2→ε
1
(∆− ε)2


¨
∆S1
dζ dξ {A(ζ ),B(ξ )}+
¨
∆S2
dζ dξ {A(ζ ),B(ξ )}

 ,
(3.2)
3Here, C.L. stands for classical limit.
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where A(x) and B(x) are already the corresponding classical functions, and {A(ζ ),B(ξ )} in the
right-hand side is the usual Poisson bracket. It is then clear (by invoking the mean value theorem
in the regions ∆S1 and ∆S2, where the integrands are smooth functions) that in the limits ∆ → ε2 ,
followed by the limit ε → 0, the right-hand side of (3.2) reduces to:
[
ˆA(x) ◦, ˆB(x)
]
C.L. =
1
2
lim
ε→0
({A(x+ ε),B(x− ε)}+{A(x− ε),B(x+ ε)}) . (3.3)
Comparing this formula with Maillet’s definition of the symmetrized Poisson bracket (1.3) we
conclude that:
[
ˆA(x) ◦, ˆB(x)
]
C.L. = {A(x),B(x)}M . (3.4)
This formula shows the connection between Sklyanin product in the quantum case, and
Maillet’s ad hoc construction of symmetrized Poisson brackets. Namely, the classical limit of
the commutator, regularised via Sklyanin product, reproduces precisely the symmetrized Pois-
son bracket. As we discussed above, it is much simpler and more natural to start from the
singularities-free quantum algebra, and obtain the classical formulas by taking the corresponding
limit of the quantum theory. In this way, Maillet’s construction appears naturally. This consid-
eration can also be easily generalised, and the n-nested Poisson brackets (1.1) can be similarly
obtained from the general Sklyanin product (2.3).
Using the relation (3.4) one can formulate the quantum algebra of transition matrices directly
in the continuous case. To do so, we first recall the lattice algebra for the quantum case proposed
by Freidel and Maillet in [3, 4]. It has the following form:
ˆA12T
(n)
1 T
(n)
2 = T
(n)
2 T
(n)
1
ˆD12, (3.5)
T (n)1 T
(n+1)
2 = T
(n+1)
2
ˆC12T
(n)
1 , (3.6)[
T (n)1 ,T
(m)
2
]
= 0, for |n−m|> 1. (3.7)
Upon using the quasi-classical expansions ˆA12 = 1+ ih¯a12 + . . . for all matrices in (3.5)-(3.7),
one obtains the classical lattice algebra:
{
T (n)(λ ) ⊗, T (n)(µ)
}
= a(λ ,µ)T (n)(λ )⊗T (n)(µ)−T (n)(λ )⊗T (n)(µ)d(λ ,µ), (3.8)
{
T (n)(λ ) ⊗, T (n+1)(µ)
}
=−
(
1⊗T (n+1)(µ)
)
c(λ ,µ)
(
T (n)(λ )⊗1
)
(3.9)
{
T (n)(λ ) ⊗, T (m)(µ)
}
= 0, for |n−m|> 1, (3.10)
where T (n)(λ )≡ T (xn+1,xn;λ ) is defined so as to make a connection with the continuous alge-
bra (1.4). In passing from the quantum algebra (3.5)-(3.7) to the classical one (3.8)-(3.10) one
obtains, however, the usual Poisson brackets, which are not symmetrized according to Maillet’s
prescription (1.3) and therefore do not satisfy the classical Jacobi identity. Thus the quantum
lattice algebra (3.5)-(3.7) cannot reproduce correctly the classical symmetrized Poisson brackets
(1.4).
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To solve this problem, we instead propose the following quantum algebra, without resorting
to any lattice formulation:
ˆA12T1(x,y;λ )◦T2(x,y; µ) = T2(x,y; µ)◦T1(x,y;λ ) ˆD12, (3.11)
T1(y,z;λ )◦T2(x,y; µ) = T2(x,y; µ)◦ ˆC12T1(y,z;λ ). (3.12)
These relations are well defined due to Sklyanin product, and upon using as before the quasi-
classical expansions for the matrices (A,B,C,D), one obtains:4
[T1(x,y;λ ) ◦, T2(x,y; µ)] =−ia12(λ ,µ)T1(x,y;λ )◦T2(x,y; µ) (3.13)
+ iT2(x,y; µ)◦T1(x,y;λ )d12(λ ,µ),
[T1(y,z;λ ) ◦, T2(x,y; µ)] = iT2(x,y; µ)◦ c12(λ ,µ)T1(y,z;λ ). (3.14)
Next, using the quantum algebra (3.13) and (3.14) to evaluate the Jacobi identity (2.8) for
all possible combinations of intervals, i.e., equal, adjacent and mixed, we can derive the classi-
cal consistency relations (1.5)-(1.8) in the classical limit. We also obtain the classical relation
b12(λ ,µ) = c21(µ,λ ) and the antissymetry of the parameters a12(λ ,µ) and d12(λ ,µ) in the de-
scription of the classical algebra under the permutation of the auxiliary spaces corresponding to
the spectral parameters λ and µ . We note that the properties (2.4) and (2.5) enjoyed by Sklyanin
product render the aforementioned calculations a mere repetition of the computation originally
performed in [3, 4], and therefore we omit tedious computational details.
Finally, invoking the relation between Maillet’s symmetrized brackets and the quantum com-
mutator regularised by means of the Sklyanin product (3.4), we can accordingly conclude that in
the classical limit the quantum algebra given by (3.13) and (3.14) reduces to the classical algebra
(1.4). Thus, we have shown how to obtain the classical algebra (1.4) in terms of Maillet’s sym-
metrized Poisson brackets from the quantum relations (3.13) and (3.14) involving commutators
with respect to Sklyanin product. This result allows us to interpret Maillet’s symmetrization pre-
scription for Poisson brackets (1.1), (1.2) simply as the consequence of the regularisation of the
singular operator product at the same point in the quantum case, when taking the classical limit.
To summarise, instead of starting from the classical Poisson brackets, where in order to avoid
some problems with, e.g., the Jacobi identity, one has to modify by hand the definitions and
utilize the symmetrization procedure of Maillet, it is possible to start from the more natural
standpoint of the quantum algebra where singular operator products are regularised, and then
obtain the classical algebra by taking the classical limit. As a final remark, we would like to
stress that the usage of Sklyanin product in the previous expressions is not merely formal. For
example, in the case of the anisotropic Heisenberg model, the quantum algebra is formulated in
terms of the Sklyanin product [16], which makes it possible to extract the conserved commuting
quantities and construct the quantum states.
4We remind that in this paper, we consider only the case B12 =C21.
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4 Conclusion
In this short note we showed that Maillet’s symmetrization prescription for classical Poisson
brackets can be naturally obtained from a quantum algebra, where all operator products are regu-
lalised by means of Sklyanin product. The latter essentially corresponds to a “smeared” product
of operator-valued functions over a small neighbourhood around the singular region. Further-
more, we have also established that the Yang-Baxter-like equations constraining the classical
quadratic algebra of Freidel-Maillet type follow from the quantum Jacobi identity in the classical
limit.
The analysis in this paper was restricted to the particular case of bosonic fields and constant
numerical matrices a12, b12, c12 and d12 encoding the classical Maillet-Freidel quadratic algebra,
which depended nonetheless on the spectral parameters. However, it is well known that for
many interesting non-ultralocal integrable models such matrices are coordinate dependent as
well. Hence, one needs to generalize the results obtained here for such coordinate dependence
of the parameters of the quadratic algebra.
As in the case of Maillet’s symmetrization procedure for n-nested brackets, the regularisation
of the quantum algebra in terms of the Sklyanin product we employed in this paper requires a
multi-step prescription. Namely, it is defined for each n-operator product as in equation (2.3).
For the case of Maillet brackets it was demonstrated in [19] that a single-step regularisation,
which would reduce the definition of a nested Poisson bracket to repeated application of a basic
regularised Poisson bracket involving only two fields, is incompatible with the Jacobi identity.
Therefore, it is an interesting open problem to consider whether this limitation also applies to
our quantum regularisation.
One should solve similar questions, as well as the problem of formulating a well-defined
quantum algebra of transition matrices, according to the principles of axiomatic quantum field
theory, consistently defining the product of operator-valued distributions. Out of several dif-
ferent approaches to evade Schwartz’s impossibility theorem, two look specially promising:
Ho¨rmander’s wavefront set of distributions and Colombeau algebras. The former has been used
in the context of quantum field theory, making it possible to define the product of distributions.
However, even in this approach some interesting products of distributions, e.g., the powers of the
Dirac delta distribution, remain ill-defined. As for the latter, the space of Schwartz distributions
is embedded into an associative algebra which satisfies the Leibniz’s rule, nevertheless the asso-
ciation between a distribution and an element of the Colombeau algebra is not always unique.
Thus, it is still an open and interesting question whether any of these approaches will prove to be
successful in the context of the quantisation of continuous non-ultralocal integrable systems. We
also mention here that another compelling possibility to approach this problem lies within Sato’s
theory of hyperfunctions.
Acknowledgments
G.W. would like to thank D. Guariento for useful discussions. The work of A.M. is partially
supported by CAPES.
9
References
[1] N. Beisert et al., “Review of AdS/CFT Integrability: An Overview,” Lett.Math.Phys. 99
(2012) 3–32, arXiv:1012.3982 [hep-th].
[2] J. M. Maillet, “New integrable canonical structures in two-dimensional models,” Nucl.
Phys. B269 (1986) 54.
[3] L. Freidel and J. Maillet, “Quadratic algebras and integrable systems,” Phys.Lett. B262
(1991) 278–284.
[4] L. Freidel and J. Maillet, “On classical and quantum integrable field theories associated to
Kac-Moody current algebras,” Phys. Lett. B263 (1991) 403–410.
[5] A. Melikyan and G. Weber, “The r-matrix of the Alday-Arutyunov-Frolov model,” JHEP
1211 (2012) 165, arXiv:1209.6042 [hep-th].
[6] A. Melikyan and G. Weber, “Integrable theories and generalized graded Maillet algebras,”
Journal of Physics A: Mathematical and Theoretical 47 no. 6, (2014) 065401.
[7] R. Streater and A. Wightman, PCT, Spin and Statistics, and All that. Princeton University
Press, 2000.
[8] E. Zeidler, “Quantum field theory. I: Basics in mathematics and physics. A bridge between
mathematicians and physicists,”.
[9] E. Zeidler, “Quantum field theory. II: Quantum electrodynamics. A bridge between
mathematicians and physicists,”.
[10] J. F. Colombeau, “Multiplication of distributions,” Bull. Amer. Math. Soc. (N.S.) 23 no. 2,
(10, 1990) 251–268.
[11] J. Colombeau, New Generalized Functions and Multiplication of Distributions.
North-Holland Mathematics Studies. Elsevier Science, 2000.
[12] M. Grosser, Geometric Theory of Generalized Functions with Applications to General
Relativity. Mathematics and Its Applications. Springer, 2001.
[13] C. Brouder, N. Viet Dang, and F. He´lein, “A smooth introduction to the wavefront set,”
Journal of Physics A Mathematical General 47 (Nov., 2014) 3001, arXiv:1404.1778
[math-ph].
[14] M. Sato, “Theory of hyperfunctions I,” Journal of the Faculty of Science, University of
Tokyo 8 no. 1, (1959) 139–193.
[15] M. Sato, “Theory of hyperfunctions II,” Journal of the Faculty of Science, University of
Tokyo 8 no. 2, (1959) 387–437.
10
[16] E. K. Sklyanin, “Quantization of the continuous Heisenberg ferromagnet,” Lett. Math.
Phys. 15 (1988) 357–368.
[17] A. Melikyan, E. Pereira, and V. Rivelles, “On the equivalence theorem for integrable
systems,” J.Phys. A48 no. 12, (2015) 125204, arXiv:1412.1288 [hep-th].
[18] P. Olver, Applications of Lie Groups to Differential Equations. Graduate Texts in
Mathematics. Springer-Verlag, 1986.
[19] M. Forger, M. Bordemann, J. Laartz, and U. Schaper, “The Lie-Poisson structure of
integrable classical nonlinear sigma models,” Commun.Math.Phys. 152 (1993) 167–190,
arXiv:hep-th/9201051 [hep-th].
11
