Abelian complexity of a word u is a function that counts the number of pairwise non-abelian-equivalent factors of u of length n. We prove that for any c-balanced Parry word u, the values of the abelian complexity function can be computed by a finite-state automaton. The proof is based on the notion of relative Parikh vectors. The approach works for any function F (n) that can be expressed in terms of the set of relative Parikh vectors corresponding to the length n. For example, we show that the balance function of a c-balanced Parry word is computable by a finitestate automaton as well.
Introduction
Abelian complexity of a word u is a function ρ ab u : N → N that counts the number of pairwise non-abelian-equivalent factors of u of length n [1] . Although the notion is simple, explicit evaluation of ρ ab u (n) for a given infinite word u is a complicated task. Let us recall two main approaches to the problem.
The first approach consists in deriving an explicit formula for the abelian complexity function. This is usually extremely difficult, therefore, nontrivial infinite words with a known expression for ρ ab u (n) are very rare. There exist only a few such examples to date:
• Sturmian words: ρ ab u (n) = 2 for all n ∈ N, cf. [2] ;
• Thue-Morse word [1] ;
• a special ternary word constructed so that its abelian complexity satisfies ρ ab u (n) = 3 for all n ∈ N, cf. [1] ; • quadratic Parry words [3] ;
• the Tribonacci word t (the fixed point of 0 → 01, 1 → 02, 2 → 0): a simple criterion to decide whether ρ ab t (n) = 3 is known [4] , and recently also a formula allowing to evaluate ρ ab t (n) in O(log n) steps has been obtained [5] ;
• let us mention also the paperfolding word f , for which a finite set of recurrent relations that determine the function ρ ab f (n) has been found [6] . Note that these examples are related to words over binary and ternary alphabets. To the best of our knowledge, no results have been achieved for infinite words over alphabets consisting of more than three letters.
Another approach, the most natural one, consists in calculating values ρ ab u (n) from the definition. That is, one slides a window of size n on a sufficiently long prefix of u and counts the classes of abelian-equivalent factors. Nevertheless, this is a brute-force method that can be used in practice only for small values of n. The length of the prefix that must be sought through is typically much greater than n, thus the calculation for large n becomes extremely slow, and even when a powerful computer is used, it sooner or later fails for memory reasons.
In this paper we deal with an approach that is, in a way, a combination of the previous two ones. We show that for any c-balanced Parry word u, values ρ ab u (n) can be calculated by a finite-state automaton with a normal U -representation of n as its input. In other words, instead of sliding a window of size n on a certain prefix of u, which is inconvenient because the required prefix length grows to infinity as n → ∞, one performs a walk on a transition diagram of a discrete finite-state automaton, which is a finite graph, independent of n. The result can be iterpreted also in the way that there exist functions δ and τ allowing to evaluate ρ ab u (n) in O(log n) steps. Our proof is constructive; we explain how to derive the finite-state automaton in question for a given word u, i.e., we will explain how to find the functions δ and τ .
Preliminaries
Let us consider a set A = {0, 1, 2, . . . , m − 1} (alphabet ) consisting of m symbols (letters) 0, 1, . . . , m − 1. Concatenations of letters from A are called words. Let A * denote the free monoid of all finite words over A including the empty word ǫ. The length of a w = w 0 w 1 w 2 · · · w n−1 ∈ A * is the number of its letters, |w| = n; the length of the empty word is defined to be 0. The symbol |w| ℓ for ℓ ∈ A and w ∈ A * denotes the number of occurences of the letter ℓ in the word w. Infinite sequences of letters are called infinite words. A finite word w is a factor of a (finite or infinite) word u if there exists a finite word x and a (finite or infinite, respectively) word y such that u = xwy. The word w is called a prefix of u if x = ǫ, and a suffix of u if y = ǫ.
For every w ∈ A * and k ∈ N, the concatenation of k words w is denoted by w k . We set w 0 = ǫ. If a word v has a prefix w k , we use the symbol w −k v to denote the word satisfying w k w −k v = v; the symbol vw −k is defined analogously.
An infinite word u is called recurrent if every factor of u occurs infinitely many times in u.
An infinite word u is said to be c-balanced if for every ℓ ∈ A and for every pair of factors v, w of u such that |v| = |w|, it holds ||v| ℓ − |w| ℓ | ≤ c.
The Parikh vector of a factor w is the m-tuple Ψ(w) = (|w| 0 , |w| 1 , . . . , |w| m−1 ); note that |w| 0 + |w| 1 + · · · + |w| m−1 = |w|. For any given infinite word u, let P u (n) denote the set of all Parikh vectors corresponding to factors of u having the length n, i.e., P u (n) = {Ψ(w) ; w is a factor of u, |w| = n} .
The abelian complexity of a word u is the function ρ ab u : N → N counting the number of elements of sets P u (n), i.e.,
where # denotes the cardinality.
The relative Parikh vector [7] is defined for any factor w of u of length n as
The sum of components of Ψ rel u (w) is always equal to 0. If moreover u is a cbalanced word, then the components of Ψ rel u (w) are bounded by c for any factor w of u, cf. [7] . Therefore, the set of all relative Parikh vectors Ψ rel u (w) ; w is a factor of u is finite for any c-balanced word u, which is a particularly important fact.
Since the subtrahend Ψ(u 0 u 1 · · · u n−1 ) on the right-hand side of (2) depends only on n (and does not depend on w), the set of relative Parikh vectors corresponding to the length n,
w is a factor of u, |w| = n , has the same cardinality as the set of Parikh vectors, P u (n). Hence we obtain, with regard to (1), the formula
Parry words are infinite words associated with the set of β-integers for β being a Parry number. The famous Fibonacci word and the Tribonacci word are examples of Parry words. Parry words are divided into two classes:
• A simple Parry word over A = {0, 1, . . . , m − 1} is a fixed point of a substitution ϕ :
• A non-simple Parry word over A = {0, 1, . . . , m + p − 1} is a fixed point of ϕ :
The exponents α j occurring in (4) and (5) are non-negative integers obeying certain restrictions [8, 9] . Both substitutions must satisfy α 0 ≥ 1 and α ℓ ≤ α 0 for all ℓ ∈ A. In addition, substitution (4) requires α m−1 ≥ 1, whereas substitution (5) requires α ℓ ≥ 1 for a certain ℓ ∈ {m, m + 1, . . . , m + p − 1}. For a given substitution (4) or (5), let us set U j = |ϕ j (0)| for every j ∈ N 0 . Any n ∈ N can be represented as a sum
with integer coefficients d j . If coefficients d j are obtained by the greedy algorithm, the sequence
The greedy algorithm implies that the coefficients in (7) satisfy d j ∈ {0, 1, . . . , α 0 } for all j = 0, 1, . . . , k. If u is the fixed point of ϕ, the normal U -representation allows to express a prefix of u of given length n [11, 9] . Namely, the prefix of u of length n represented by
The incidence matrix M ϕ of a substitution ϕ on A = {0, 1, . . . , m − 1} is defined by
The notion of incidence matrix has several useful applications. It follows immediately from the definition of M ϕ that for any w ∈ A * ,
Furthermore, due to [12] , if all the eigenvalues of M ϕ except the dominant one are of modulus less than one, then the fixed point of ϕ is c-balanced for a certain c.
A deterministic finite automaton with output (DFAO) (cf. [13] ) is a 6-tuple (Q, Σ, δ, q 0 , ∆, τ ), where Q is a finite set of states, Σ is the finite input alphabet, δ : Q × Σ → Q is the transition function, q 0 is the initial state, ∆ is the output alphabet, and τ : Q → ∆ is the output function. If we extend the domain of δ to Q × Σ * by defining δ(q, ǫ) = q for all q ∈ Q, and δ(q, xa) = δ(δ(q, x), a) for all q ∈ Q, x ∈ Σ * and a ∈ Σ, a DFAO defines a function f : Σ * → ∆ given as
A sequence (a n ) n∈N with values in a finite alphabet ∆ is called U -automatic (cf. [14] ) if there exists a DFAO (Q, Σ, δ, q 0 , ∆, τ ) with Σ = {0, 1, . . . , α 0 } such that a n = τ (δ(q 0 , n U )) for all n ∈ N.
Abelian complexity of c-balanced Parry words
Let u be a Parry word, i.e., the fixed point of a substitution (4) or (5).
is not an automatic sequence.
Observation 3.1 holds trivially, because any word that is not c-balanced has obviously unbounded abelian complexity function, which, consequently, cannot be evaluated by an automaton with a finite output alphabet.
In this section we prove the reverse implication, that is, if u is c-balanced
is a U -automatic sequence. We will present a constructive proof, in which we explicitly derive the finite automaton in question.
From now on until the end of the paper we assume that u is a fixed point of a substitution ϕ of type (4) or (5), which is moreover c-balanced for a certain c > 0. For the sake of simplicity, we will drop the subscript ϕ in the symbol M ϕ , as well as the subscript u in the symbols P u (n), P rel u (n), Ψ rel u (w) and ρ ab u (n).
The main idea
We begin the exposition by sketching the key idea of our approach. Our strategy consists in the use of the assumptions for introducing certain finite sets S(n) for n ∈ N (their structure will be described below) with the following properties.
(P1) For any n ∈ N, the set of relative Parikh vectors P rel (n) can be constructed using the set S(n).
(P2) There exists a finite number of sets S 1 , S 2 , . . . , S M such that for any n ∈ N, S(n) = S j for a certain j ∈ {1, 2, . . . , M }.
(P3) If the normal U -representation of a number N ∈ N satisfies N U = n U d for certain n ∈ N and d ∈ {0, 1, . . . , α 0 }, then the set S(N ) can be constructed from S(n).
Property (P2) combined with property (P1) guarantees the existence of finitely many sets of relative Parikh vectors,
At the same time, combining property (P2) with property (P3) allows us to define a function
Once the sets P
Then the calculation of ρ ab (n) for a given n ∈ N is carried out as follows. In the first step, the function δ is used to tranform n U into the value j such that S(n) = S j . Note that j can attain only values 1, . . . , M , thus a machine with finitely many states is sufficient to perform the procedure. In the second step, the function τ is used to transform the value j into the value ρ ab (n). Note that it holds
, cf. equation (3), For the sake of clarity, the section is divided into subsections according to the following outline. At first we define the sets S(n). Then we prove, step by step, that the sets S(n) have properties (P1), (P2), (P3). Finally, we summarize the facts and formulate the main result, i.e., we express ρ ab (n) in terms of n U , and we state that the sequence ρ ab (n)
is U -automatic.
Definition of S(n)
Establishing the sets S(n) for n ∈ N is the initial step. However, before we proceed to the definition of S(n), we need to introduce two auxiliary constants, which will be denoted by H and L. For any finite factor w of u, let h w be the sum of components of the vector Ψ rel (w)M. Since u is c-balanced by assumption, the set {Ψ rel (w) ; w is a factor of u} is finite (see Sect. 2) , hence the set {|h w | ; w is a factor of u} is finite as well. Therefore, it has a maximum. We put H to be any (fixed) number satisfying H ≥ max{|h w | ; w is a factor of u} .
If ϕ is a substitution (4) or (5), it holds |ϕ(w)| = (α 0 + 1)|w| 0 + #A−1 ℓ=1 |ϕ(ℓ)| · |w| ℓ ≥ α 0 |w| 0 + |w| for any w ∈ A * . Since Parry words are recurrent, we have moreover |w| → ∞ ⇒ |w| 0 → ∞. To sum up, |ϕ(w)| − |w| ≥ α 0 |w| 0 → ∞ as |w| → ∞. Consequently, for any constant C there exists a length L such that the inequality |ϕ(w)| − |w| ≥ C holds true for all factors w of u satisfying |w| ≥ L. For technical reasons we consider the value C = 2α 0 + H and fix L to be any number such that the implication
holds true for all factors w of u. 
(Since these formulas are rather illustrative and not essential for our further considerations, we omit the proof.)
With the constant L in hand, we can introduce sets S(n) for n ∈ N.
Definition 3. 3 . Let L be the number introduced by equation (11). For all n ∈ N, we define the set
• ψ = Ψ(w) is the Parikh vector of a certain factor w of u of length n;
• a ∈ A is the first letter of w; 
Since j takes all values starting with L, the factor u j u j+1 · · · u j+n−1 in equation (12) scans all factors of length n occurring in u except for the prefix of u of length L − 1.
Remark 3.5. It is possible to formulate the definition (12) using factors of the type u j+n−L1 · · · u j+n+L2 for two independent constants L 1 and L 2 instead of u j+n−L · · · u j+n+L . Involving two constants allows to choose them such that L 1 + L 2 < 2L, i.e., the factor u j+n−L1 · · · u j+n+L2 can be taken shorter than u j+n−L · · · u j+n+L . This improvement leads to a more efficient calculation. However, we stick to using a single constant L in order to simplify the exposition.
Property (P1)
Let us show that the set or relative Parikh vectors P rel (n) can be trivially obtained from S(n).
Observation 3. 6 . For all n ∈ N, it holds
Proof. Due to the definition of S(n), the right-hand side of (13) satisfies
By definition of P rel (n), we have
However, since u is a Parry word and, therefore, a recurrent word, it also holds (14) gives equation (13).
Property (P2)
The proof of property (P2) is done in two easy steps. At first we take advantage of the c-balancedness of u in Proposition 3.7 below. Property (P2) is a straightforward corollary of Proposition 3.7.
Corollary 3. 8 . There exist sets S 1 , S 2 , . . . , S M such that
Proof. Each S(n) is a subset of ∞ n=1 S(n). The union ∞ n=1 S(n) is finite due to Proposition 3.7, thus there can exist only finitely many its subsets.
Property (P3)
The proof of property (P3) begins with an auxiliary proposition, the aim of which is to show that S(n) can be found by exploring just a certain specified finite segment of u. Proposition 3.9. There exist constants P, Q ∈ N such that for any n ∈ N, the set S(n) is given by
where k ∈ N 0 is chosen so that n < U k+1 .
Proof. First of all, let us make clear that for each j ≥ L, the triple
can be unambiguously constructed from the factor u j−L+1 · · · u j+n+L . Indeed,
is the relative Parikh vector of a factor that begins at the L-th letter of u j−L+1 · · · u j+n+L and ends at the (L+n−1)-th letter of u j−L+1 · · · u j+n+L .
Note that the factor u j−L+1 · · · u j+n+L has length n + 2L. To sum up, any element of S(n) can be constructed from a certain factor of u of length n + 2L. Let us find P and Q such that the set {u j−L+1 · · · u j+n+L ; U k+P ≤ j < U k+Q } contains all factors of u of length n + 2L. Obviously, once such constants are found, it follows that the set
is equal to the whole set S(n).
The derivation of P and Q will require a convenient estimate of n + 2L. We have n < U k+1 by assumption. Since L is independent of n and the values U i grow in general roughly exponentially with i, there exists a constant r (independent of n and k) with the property n + 2L < U k+1+r .
At the same time, according to [7, Prop. 4.8] , there exists a constant R such that all factors of u of length n ′ < U k ′ can be found in the prefix of u of length n ′ + U R+k ′ . Obviously, the constant R can be assumed big enough so that all factors of u of length n ′ can be found also in the prefix of u of length U R+k ′ +1 , i.e., in the word ϕ R+k ′ +1 (0). The special choice n ′ = n + 2L and k ′ = k + 1 + r then gives: All factors of u of length n + 2L are contained in ϕ R+k+r+2 (0). Now we are ready to establish P and Q.
1. Let P be an integer satisfying P ≥ R + r + 2 and U P ≥ L. The condition P ≥ R + r + 2 is technical (needed for the corectness of the definition of Q below), the condition U P ≥ L ensures that the factor u j+n−L · · · u j+n+L is well defined for all j ≥ U k+P , because L ≤ U P and j ≥ U k+P trivially implies j + n − L ≥ 0.
2. Having P fixed, let us set Q to be a number such that ϕ P −R−r−2 (0)
The choice of Q ensures that the word
has the factor ϕ R+k+r+2 (0). Since we already know that ϕ R+k+r+2 (0) contains all factors of u of length n + 2L, we infer that ϕ k+P (0) −1 ϕ k+Q (0) contains all factors of u of length n + 2L as well. This fact together with the inclusion {w ; w is a factor of ϕ k+P (0) −1 ϕ k+Q (0) of length n + 2L}
implies that {u j−L+1 · · · u j+n+L ; U k+P ≤ j < U k+Q } indeed contains all factors of u of length n + 2L, as we set to prove.
In Proposition 3.10 below, we demonstrate that sets S(n) can be constructed in an inductive way, using the normal U -representation of n. This method is considerably more efficient for obtaining S(n) for large n than using formula (16) . The result will be also essential for proving the U -automaticity of ρ ab (n)
. Proposition 3. 10 . There exists an algorithm transforming the set S(n) into the set S(N ) for any pair of integers n, N ∈ N such that
Proof. Since N U has k+2 digits, the greedy algorithm implies that N < U k+2 . Therefore, according to Proposition 3.9, the set S(N ) is given as
In the proof we will find an element (ψ, a, b −L · · · b L ) ∈ S(n) and a way how to express
On the other hand, it will be obvious that for a given (ψ, a, b −L · · · b L ) ∈ S(n), the algorithm gives an element of S(N ) (more precisely speaking, one element of S(n) leads generally to several elements of S(N ); details will be explained later). To sum up, the method we are going to derive transforms the whole set S(n) into the whole set S(N ). First of all, the equation
. Let j be the greatest number with this property. The following triple,
is obviously an element of S(n). Our aim is to express
Before we do so, it is useful to introduce symbols for the images of a and
Now we can proceed to expressing
We start with the term u J . Since j is the greatest number such that u J · · · u U k+1+Q −1 is a suffix of ϕ(u j · · · u U k+Q −1 ), necessarily u J · · · u J+N −1 is a prefix of
wherex is a prefix of ϕ(u j ) (i.e., of ϕ(a)) of length t for a certain t ∈ [0, |ϕ(a)|).
With regard to equation (18), we have
Both substitutions (4) and (5) 
The number t is an "offset" parameter. There is an unambigous correspondence between J and the pair (j, t).
Now we proceed to the term
It is easy to express the subtrahend Ψ(u 0 u 1 · · · u N −1 ): due to equation (8) and the assumption N U = n U d, it holds
Therefore, with regard to equation (9),
Expressing the minuend Ψ(
where we have again used equation (9). This result together with equation (20) allows to express
where ψ denotes Ψ rel (u j u j+1 · · · u j+n−1 ). Equation (21) is not yet satisfactory because of the term sgn(N − L) · Ψ(ỹ) that needs to be expressed in terms of 
With regard to above considerations, we have:
This completes the search for the expression of Ψ rel (u J u J+1 · · · u J+N −1 ). It remains to express the third term of the triple, namely u J+N −L · · · u J+N +L , in terms of y −r · · · y s . It holds:
In all cases we have u J+N = y t+d−h+1 , hence
At this moment we have expressed all three elements of the triple
Note also that applying the formulas on any chosen (ψ, a, b −L · · · b L ) ∈ S(n) with any choice of the "offset" parameter t ∈ [0, |ϕ(a)|) naturally gives a triple belonging to S(N ).
In the rest of the proof we need to check that the subscripts of y occurring in previous expressions do not run over the interval [−r, s], i.e.,
This system of conditions is equivalent to
Let us estimate the left-hand sides of inequalities (23). It holds d ∈ {0, 1, . . . , α 0 }, cf. Section 2. Since t < |ϕ(a)| and max ℓ∈A |ϕ(ℓ)| = α 0 + 1, we have t ≤ α 0 . It also holds |h| ≤ H due to equation (10) . Consequently,
We also need to estimate s, r, for which we use the definition of L. Since
Combining these inequalities with inequalities (24), we obtain
which proves inequalities (23).
Let us summarize the algorithm for transforming S(n) into S(N ), bringing together formulas derived in the proof of Proposition 3. 10 . Assume that the set S(n) for a certain n ∈ N is given, and N U = n U d for a d ∈ {0, 1, . . . , α 0 }. According to the proof of Proposition 3.10, the set S(N ) can be constructed from S(n) by a procedure that consists in taking the elements (ψ, a, b −L · · · b L ) ∈ S(n) one by one, and for each of them performing the following steps:
1. Denote the sum of components of the vector ψM by h, and define x i , y i according to equations (18).
For every
The collection of all triples Ψ ,â,b −L · · ·b L constructed in step 2 constitutes the set S(N ).
U-automaticity
According to Proposition 3.10, if the normal U -representation of an N ∈ N is obtained as the normal U -representation of an n ∈ N with an attached digit, then the set S(N ) can be constructed from the set S(n). Recall also that we have proven in Corollary 3.8 that there exist finitely many sets S 1 , . . . , S M such that for any n ∈ N, S(n) coincides with S j for a certain j. These two properties together have a straightforward and important corollary:
There exists a function δ(j, d) for j ∈ {1, . . . , M } and d ∈ {0, . . . , α 0 } such that for any pair n, N ∈ N satisfying
We may assume without loss of generality that the sets S j are enumerated so that
For such enumeration, we put formally
and extend the definition of δ to the value j = 0 as follows,
The assumptions (26), (27) and (28) make the implication (25) valid also for pairs n, N such that n = 0 and N ∈ {1, . . . , α 0 }. The function δ allows to determine S(n) for any n ∈ N, as it is demonstrated in Proposition 3.12. Let us recall that the symbol δ(0,
Proposition 3.12. Let n ∈ N. It holds
Proof. We prove the statement by induction on k.
by assumptions (26). On the other hand, it holds δ(0, d 0 ) = d 0 due to definition (28), hence S j = S d0 . To sum up, the statement S(n) = S j for j = δ(0, d 0 ) holds true.
II. Let n
We assume that equation (29) holds true for any integer with a normal U -representation having k − 1 digits, in particular for n
. Due to equation (25) it holds S(n) = S δ(j ′ ,d0) . With regard to the expression for j ′ , we have
. If we denote this value by j, we see that equation (29) holds true.
Let us define sets
Taking advantage from Proposition 3.12, we can express sets P rel (n) for n ∈ N in terms of P rel 1 , . . . , P rel M and n U ,
Consequently, there exists a finite number of sets of relative Parikh vectors, P rel 1 , . . . , P rel M , such that for any n ∈ N, P rel (n) is equal to P rel j for a certain j ∈ {1, . . . , M }. The value j can be found using the normal U -representation of n, therefore, in O(log n) steps.
Recall that the abelian complexity ρ ab (n) is equal to the cardinality of the set P rel (n), cf. equation (3). With regard to that, we introduce a function τ : {1, . . . , M } → N by the relation
Now we take advantage of equation (30) to obtain the final formula for ρ ab (n):
Theorem 3. 13 . The abelian complexity of u is given by the formula
Proof. The statement is a straightforward consequence of equations (3), (30) and the definition (31).
Equation (32) implies that the sequence ρ ab (n)
is U -automatic. The sequence is generated by a DFAO (Q, Σ, δ, q 0 , ∆, τ ), where
• S = {0, 1, . . . , M } is the set of states;
• Σ = {0, 1, . . . , α 0 } is the input alphabet;
• δ is the transition function, determined in Corollary 3.11;
• q 0 = 0 is the initial state;
m } is the output alphabet, corresponding to the image of ρ ab ;
• τ is the output function, defined above by (31).
How to find
The proof of existence of a deterministic finite automaton generating the sequence ρ ab (n)
, given in Section 3, relies on the existence of sets S 1 , . . . , S M with properties referred to as (P1), (P2) and (P3). In this section we will present an algorithm allowing to find the sets S 1 , . . . , S M explicitly.
Recall that S(n) for any n ∈ N can be found using equation (16) , thus one might attempt to construct sets S(n) for n = 1, 2, 3, . . . and enumerate those that are mutually different by S j for j = 1, 2, . . .. However, this approach does not work, because it provides no criterion to recognize when the collection of sets S j is already complete in the sense of property (P2). Below we propose a procedure with a stop criterion, which yields S 1 , . . . , S M in a finite number of steps.
The stop criterion is based on exploiting property (P3). We know that if two numbers n, N satisfy N U = n U d for a certain d ∈ {0, 1, . . . , α 0 }, then S(N ) depends only on S(n) and d. Note that the condition N U = n U d means that N U has one digit more than n U ; in other words, n ∈ [U k , U k+1 ) and N ∈ [U k+1 , U k+2 ) for a certain k ∈ N 0 . Therefore, for any k ∈ N 0 , the collection of sets
is obtained from the collection of pairs
Roughly speaking, our algorithm consists in constructing pairs (S(n), d) of certain specified properties for n ∈ [U k , U k+1 ) with k = 0, 1, 2, . . ., and the stop criterion is defined as attaining a k for which no new pairs (S(n), d) are found. The idea is that if all pairs (S(n), d) constructed for n ∈ [U k , U k+1 ) coincide with pairs already constructed for n ′ < U k , then increasing k by one and repeating the procedure cannot give any novel output, simply because it has no novel input. This means that all possible pairs (S(n), d) have been already found, thus all possible sets S(n) have been found as well. Since conditions imposed on S(n) and d (see below) imply that there exists a finite number of pairs (S(n), d), the procedure necessarily terminates after a finite number of steps.
A more detailed description of the algorithm follows. Note that the algorithm in the present form is schematic and by far not optimal; its aim is primarily to be simple. We conclude the section by several explanatory remarks.
• The set Mem 2 contains pairs "(set of type S(n), d)" for all d ∈ {0, 1, . . . , α 0 }. The set Mem 1 contains sets of type S(n) found by the procedure that satisfy an additional condition, formulated in step 2iii.
• The condition "all entries of all vectors ψ in (ψ, a, b −L · · · b L ) ∈ S(N ) have absolute values bounded by c" is used in the algorithm in place of the condition " n U d is a valid normal U -representation" for the reason that its fulfilment does not depend directly on n. Note that the conditions are not equivalent: the former one is obviously weaker than the latter one. Nevertheless, the former condition, used in step 2iii, still guarantees that Mem 1 and Mem 2 are finite. Indeed, the finiteness of Mem 1 can be proven by the same method that has been used in Section 3.4 , and the bounded cardinality of Mem 2 is a straightforward consequence, because Mem 2 is constructed from elements of Mem 1 .
• The use of the weakened condition in step 2iii requires to increase the constant L in order to avoid an overflow of subscripts of y i , cf. the end of the proof of Proposition 3. 10 . It is sufficient to choose H and L according to Remark 3.2.
• Since the algorithm does not check validities of normal U -representations, the set Mem 1 may contain elements that do not correspond to S(n) for any n ∈ N. However, the presence of extra elements do not pose a problem, as they do not break the finiteness of Mem 1 .
Generalizations
In Section 3, we have found a finite number of sets P rel 1 , . . . , P rel M such that for any n ∈ N, the set of relative Parikh vectors P rel (n) is equal to a certain P rel j . According to equation (30), the assignment of j to a given n ∈ N can be done by a finite automaton using the transition function δ. Consequently, any function F : N → N that is defined in terms of the set of relative Parikh vectors P rel (n) can be evaluated by a finite automaton using the transition function δ and an appropriate output function τ . The output function τ reflects the function F . For instance, in previous sections we focused on the abelian complexity; since the function ρ ab is defined in the way ρ ab (n) = #P rel (n), the corresponding output function has been taken in the form τ (j) = #P It allows us to define the balance function in terms of the set P rel (n), The result is analogical to equation (32) of Theorem 3. 13 . Consequently, the balance function of a balanced Parry word can be evaluated by a DFAO (Q, Σ, δ, q 0 , ∆, τ B ), where Q, Σ, δ, q 0 , ∆ have exactly the same meanings as in the DFAO described at the end of Section 3, and τ B is given by equation (33). A similar result can be obtained for any other function given in terms of the set of relative Parikh vectors P rel (n).
