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Systems with the power-law quasiparticle dispersion k ∝ kα exhibit non-Anderson disorder-
driven transitions in dimensions d > 2α, as exemplified by Weyl semimetals, 1D and 2D arrays
of ultracold ions with long-range interactions, quantum kicked rotors and semiconductor models
in high dimensions. We study the wavefunction structure in such systems and demonstrate that
at these transitions they exhibit fractal behaviour with an infinite set of multifractal exponents.
The multifractality persists even when the wavefunction localisation is forbidden by symmetry or
topology and occurs as a result of elastic scattering between all momentum states in the band on
length scales shorter than the mean free path. We calculate explicitly the multifractal spectra in
semiconductors and Weyl semimetals using one-loop and two-loop renormalisation-group approaches
slightly above the marginal dimension d = 2α.
After half a century of studies, disorder-driven tran-
sitions in conducting materials still motivate extensive
research efforts. Anderson localisation (AL) transition is
responsible for turning a metal into an insulator when
increasing the disorder strength in dimensions d ≥ 2 and
was believed for several decades to be the only possi-
ble disorder-driven transition in non-interacting systems.
AL continues to fascinate researchers by its peculiar and
universal properties, such as, e.g., multifractality– fractal
behaviour of the wavefunctions at the transition with an
infinite set of multifractal exponents[1, 2].
A broad class of systems with the power-law quasipar-
ticle dispersion k ∝ kα in dimensions d > 2α displays,
however, another single-particle disorder-driven transi-
tion distinct from AL[3, 4]. This transition, unlike AL,
occurs only near a band edge[45] or at a nodal point (in
a semimetal). It reflects in the critical behaviour of the
disorder-averaged density of states (in contrast with AL),
as well as in other physical observables, e.g., conductivity.
Such a transition has first been proposed[6, 7] for
the specific case of Dirac semimetals (α = 1, d = 3)
and has recently sparked vigorous studies[8–12][3, 4]
[13–21] of its critical properties in 3D Weyl and Dirac
systems[22–24]. Other playgrounds for the observa-
tion of this non-Anderson disorder-driven transition are
1D and 2D arrays of trapped ultracold ions with long-
range interactions[25], quantum kicked rotors[4] (map-
pable onto high-dimensional semiconductors), and nu-
merical simulations of Schroedinger equation in d ≥ 5
dimensions[26–29].
Despite these comprehensive studies, the wavefunction
structure at these non-Anderson disorder-driven transi-
tions is rather poorly understood. Such transitions are
not necessarily accompanied by localisation; they can oc-
cur between two phases of localised states [like in 1D
(non-chiral) chains of trapped ions[25]] or between two
phases of delocalised states [e.g., in single-node Weyl
semimetals (WSMs)] or between localised and delocalised
states (in a high-dimensional semiconductor[4]). Particle
wavefunctions in all of these cases are characterised by
a correlation length that diverges from both sides of the
transition.
Results. In this paper we study microscopically wave-
functions ψ(r) at the non-Anderson disorder-driven tran-
sitions and demonstrate their multifractal nature. When
delocalised states are allowed by symmetry, dimensions,
and topology, the typical wavefunctions at the criti-
cal disorder strength have a fractal structure and are
characterised by a universal non-linear multifractal spec-
trum ∆q, defined[1, 2] by the inverse participation ratios
(IPRs)
Pq =
∫
|ψ(r)|2qdr ∝ L−d(q−1)−∆q (1)
in the limit of an infinite system size L→∞. Such mul-
tifractal behaviour persists even if the wavefunctions are
delocalised on both sides of the transition (like in a single-
node WSM). Unlike the AL transition, here the multi-
fractal spectrum ∆q is determined by the elastic scat-
tering on length scales shorter than the mean free path.
In systems that allow for localised states near the tran-
sition, these states scale as
∫ |ψ(r)|2qdr ∝ ξ−d(q−1)−∆q
when approaching it, where ξ is the localisation length
divergent at the transition. In this paper we also calcu-
late the multifractal spectrum ∆q explicitly for several
systems.
We find the multifractal spectrum of a disordered sys-
tem with the power-law quasipatricle dispersion k =
a|k|α in dimensions d > 2α in the orthogonal symme-
try class, in the expansion in powers of ε, to be
∆Semicondq =
1
2
εq(q − 1) +O(ε2), (2)
where ε = 2α− d (and ε < 0).
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2FIG. 1: (Colour online) Phase diagram of a finite-size sys-
tem (with |ε| & 1) near a non-Anderson disorder-driven tran-
sition. The transition occurs at the energy E = 0 near
the (renormalised[4]) band edge or near a nodal point (for
semimetals).
For Weyl semimetals, k = σˆk, in d = 2−ε dimensions
∆WSMq = −
3
8
ε2q(q − 1) +O(ε3). (3)
We note that on sufficiently short length scales the multi-
fractality in a Weyl semimetal is similar (with ε replaced
by the dimensionless disorder strength) to that of 2D
Dirac fermions on the surfaces of a 3D topological insula-
tor, studied in Ref. [30]. Although there is no phase tran-
sition in such 2D systems, their wavefunctions display
non-universal short-length multifractal behaviour[30, 31],
in contrast with the universal multifractality (3) that per-
sists at all length scales.
The phase diagram of a finite-size system near a non-
Anderson disorder-driven transition is shown in Fig. 1. In
what follows we measure all energies from a nodal point
or a (renormalised[4]) band edge[45] set to E = 0.
For disorder strengths weaker than a critical value
(“weak-disorder phase” in Fig. 1), κ < κc, the disorder
is perturbatively irrelevant[3, 4] with the dimensionless
disorder strength γ(E) ∼ [τ(E)E]−1 vanishing at small
energies E → 0, where τ(E) is the elastic scattering time.
Unlike the case of low dimensions, the lowest-energy
levels of a sufficiently large high-dimensional system are
discrete for κ < κc, as the “level width” τ(E)−1 vanishes
faster than the spatial-quantisation gaps ∼ E ∝ L−α
between the lowest levels at E → 0. The interplay of the
level discreteness with multifractality will be discussed
below.
For supercritical disorder strength, κ > κc, the di-
mensionless disorder strength grows at low energies, un-
til reaching the value γ ∼ 1 that marks the boundary of
the “strong-disorder phase” (that for d > 2-dimensional
semiconductors in the orthogonal symmetry class also
matches the mobility threshold) in Fig. 1.
Inverse participation ratios. The wavefunction struc-
ture at energy E and disorder strength κ is conveniently
FIG. 2: Diagrams for calculating the IPR. a) Product of q
Green’s functions before disorder averaging, cf. Eq. (4). b)
Vertex that connects q Green’s functions. c)-e) Diagrams for
the one-loop renormalisation of the vertex. For k ∝ |k|α,
diagrams c)-e) have equal values. In Weyl semimetals and
other odd-spectrum (k = −−k) systems diagrams d) and e)
cancel each other.
characterised by the disorder-averaged IPRs[2, 32, 33]
Pq(E,κ) =
〈∑
n
∫ |ψn(r)|2qdr δ(E − En)〉dis
〈∑n δ(E − En)〉dis ≡
iq−2
2piρ(E)
lim
η→0
(2η)q−1
〈
[GR(r, r, E, η)]
q−1
GA(r, r, E, η)
〉
dis
,
(4)
where GR,A(r, r
′, E, η) =
∑
n
ψ∗n(r)ψn(r)
E−En±iη are the retarded
and advanced Green’s functions with an artificially in-
troduced “dephasing rate” η, En are the energies of the
eigenstates ψn for a given disorder realisation, and ρ(E)
is the (disorder-averaged) density of states.
Below we compute the disorder-averaged IPRs (4) near
the critical point (E = 0,κ = κc) as a function of the
system size L or the localisation length ξ. The IPRs,
Eq. (4), are mimicked by the diagram in Fig. 2a.
Unlike the case of low dimensions, d < 2α, the low-
energy properties of high-dimensional materials under
consideration are affected by elastic scattering between
all momenta in the band[4]. Such ultraviolet processes
are qualitatively important on length scales shorter than
the mean free path `, and, in particular, determine the
criticality and multifractality near the transition point
due to the diverging `. This leads to the critical prop-
erties and multifractal spectrum different from those at
the usual AL transition, that occurs for states away from
nodes and band edges and is described by non-linear
sigma-models[1] on length scales longer than the mean
free path.
Renormalisation procedure. The effects of the ultravi-
olet scattering can be addressed in a controlled way by
means of a perturbative renormalisation-group (RG) con-
trolled by the small parameter[10][3, 4] [15, 20] ε = 2α−d.
The results obtained from this approach are expected to
hold qualitatively also in systems with |ε| & 1.
To perform renormalisations, we rewrite the disorder-
3averaged IPRs using a supersymmetric[1] field theory:
Pq = lim
η→0
(2η)q−1
2piρ(E)
V (K)
∫
DψDψ† [sR(r)s∗R(r)]q−1
sA(r)s
∗
A(r) exp(−L0 − Lint), (5a)
L0 =− i
∫
ψ†Λ
1
2
[
E λ(K) + iηΛλ(K)− kˆ
]
Λ
1
2ψ dr,
(5b)
Lint = 1
2
κ(K)
∫
(ψ†Λψ)2d r, (5c)
where ψ† and ψ are 4-component supervectors in the
FB ⊗ RA (fermion-boson ⊗ retarded-advanced) space,
s and s∗ are the bosonic components of the supervectors,
and Λ = (σz)RA ⊗ 1FB . The factors with Λ-matrices in
Eq. (5b) ensure the convergence of the supersymmetric
integral with respect to the bosonic variables[33].
Upon repeatedly integrating out shells of highest mo-
menta, the action (5b)-(5c) reproduces itself with renor-
malised disorder strength κ(K) and the parameters λ(K)
and V (K) that “flow” with the running cutoff K and ini-
tial values κ(K0) = κ0, λ(K) = 1, and V (K) = 1, where
K0 is the ultraviolet momentum cutoff set by the band-
width or the impurity size[4].
The parameters λ and V grow upon coarse-graining
and exhibit singular behaviour with
V ∝ λζ (6)
at the critical disorder, κ = κc. The IPRs (4) can be
rewritten as
Pq(E,κ0,K0) = λζ−qPq[λ(K)E,κ(K),K], (7)
where Pq[λ(K)E,κ(K),K] is the IPR of an effective
renormalised system with the same quasiparticle disper-
sion k ∝ kα, but with renormalised disorder strength
κ and energy λE and that excludes scattering into mo-
mentum states k > K that were removed by the RG
procedure.
The RG has to be stopped either when the spatial
quantisation effects become important or if it runs into
the regime of strong disorder, κK−ε ∼ 1. The renor-
malised system is then equivalent to a simple (low-
dimensional) system with discrete energy levels or with
a constant density of states and unaffected by scattering
into high-momentum modes; the IPR Pq of such a sys-
tem can be found using conventional methods developed
for low-dimensional systems[1, 33].
Fractality of delocalised states. In what immediately
follows we consider a system with delocalised finite-
energy states at κ = κc [along path 1 in Fig. (1)], as,
e.g., in a d > max(2, 2α)-dimensional system with po-
tential disorder.
The RG procedure at critical disorder is terminated
when either the momentum K reaches 1/L or the spatial
quantisation effects become important (i.e. the energy
levels become discrete). The renormalised system is then
either ballistic (for small ε, that ensures weak disorder at
the critical point) or equivalent to a usual weakly disor-
dered metal (for larger ε), with[1, 2] Pq ∝ L−d(q−1).
The characteristic energy EL of terminating the RG
is related to the system size L as EL ∝ L−z, where z
is the dynamical critical exponent. Using that λ(K ∼
L−1)EL ∼ K∼L−1 ∝ L−α, we find λ(K ∼ L−1) ∝ Lz−α,
which, together with Eq. (7) gives the multifractal spec-
trum
∆q = −(ζ − q)(z − α). (8)
Localised states. For trivial-topology systems in the
orthogonal symmetry class the states in the “strong-
disorder phase” (Fig. 1) are localised. Also, all states
on the phase diagram are localised in systems in d ≤ 2
dimensions (if allowed by symmetry/topology).
Near the critical point of the non-Anderson disorder-
driven transition localised states are still multifractal on
length scales shorter than the localisation length ξ (that
diverges at the transition).
For zero-energy states at supercritical disorder, κ >
κc, (along path 2 in Fig. 1) the RG is stopped when
reaching strong disorder, κ(K)K−ε ∼ 1. Such E = 0-
states are then characterised by only one length scale
K−1 that gives the localisation length ξ. Similarly to the
case of delocalised states in a size-L system, we find that
λ(K . ξ−1) ∝ ξz−α, and the participation ratio
Pq ∝ ξ−d(q−1)−∆q (9)
with the multifractal spectrum (8). The non-trivial scal-
ing of the IPR (9) with the size of the localisation cell
reflects the multifractality of the wavefunctions on length
scales L < ξ.
Orthogonal semiconductors. For a disordered system
with the quasiparticle dispersion k = a|k|α the RG flow
of the system parameters is given in terms of the di-
mensionless disorder strength γ = 4CdκK−ε/a2, with
Cd = 2
1−dpi−
d
2 /Γ
(
d
2
)
, by the RG equations
∂lV = q(2q − 1)V γ/4 + . . . , (10a)
∂lλ = γλ/4 + . . . , (10b)
∂lγ = εγ + γ
2 + . . . . (10c)
where l = ln(K0/K) and . . . are the terms of higher or-
ders in γ. Eqs. (10b) and (10c) for the renormalisation of
the energy and the disorder strength have been obtained
previously in Refs. 3 and 4. Eq. (10a) describes the flow
of the preexponential in Eq. (5a).
The renormalisations (10a)-(10c) can be also easily
obtained diagrammatically. For instance, the one-loop
renormalisation of the vertex V , Fig. 2b, is given by q
diagrams equivalent to 2c, q(q − 1) diagrams equivalent
to 2d, and q(q − 1) diagrams equivalent to 2e. All these
4diagrams have the same value for the dispersion under
consideration, hence the prefactor q(2q−1) in Eq. (10a).
The renormalisation of the disorder strength γ and the
parameter λ for the dispersion under consideration has
been described in detail in Ref. 4.
In the one-loop order we find from Eqs. (10a)-(10c)
that ζ ≈ q(2q − 1) and[4] z ≈ α − ε/4, which, together
with Eq. (8), gives the multifractal spectrum (2).
Chiral systems, such as Weyl semimetals or chiral
chains with long-range hopping[25], often have odd quasi-
particle spectra, k = −−k, which leads to the mu-
tual cancellation of diagrams 2d and 2e. The RG flow
of the vertex V is given by Eq. (10a) with the replace-
ment q(2q − 1) → 2q and with the dimensionless disor-
der strength γ = 2CdK
−εκ. The flow of λ is given by
Eq. (10b) with the replacement 4 → 2. From the RG
equations we find ζ = q + O(ε) [cf. Eq. (6)], which, ac-
cording to Eq. (8), gives vanishing multifractality ∆q = 0
in the one-loop order. Thus, finding the multifractal be-
haviour in such chiral systems requires RG analysis in
higher orders.
In what follows we present the result for a Weyl
semimetal (see Appendix for a detailed two-loop RG
analysis of multifractality using the minimal-subtraction
scheme).
Weyl semimetals are 3D systems with the quasiparticle
dispersion k = σˆk, where σˆ is a vector of Pauli matrices.
WSM properties near the non-Anderson disorder-driven
transition can be studied by performing RG analysis in
d = 2 − ε dimensions with setting ε = −1 at the end of
the calculation. Although the RG procedure is controlled
by small ε, it is known[13, 15, 16, 19, 25] to give good
agreement with numerical results even for ε ∼ 1.
The flows of the parameters of a disordered WSM in
2− ε dimensions are given by (see Appendix)
∂lV =
q
2
V γ +
(
3
8
q2 − q
4
)
V γ2 + . . . , (11a)
∂lλ =
1
2
λγ +
1
8
λγ2 + . . . , (11b)
∂lγ = εγ + γ
2 +
1
2
γ3 + . . . . (11c)
Eqs. (11b) and (11c) for the renormalisation of the energy
and disorder strength in a disordered WSM have been
derived previously in Refs. 37 and 20 and in Refs. 38–
43 for the equivalent Gross-Neveu model. An equation
equivalent to Eq. (11a) has also been derived in Ref. [30]
to describe the wavefunctions of 2D Dirac fermions on
the surface of a 3D topological insulator[30, 31].
From Eqs. (11a)-(11c) we find to the two-loop order
ζ = q − 34 (q2 − q)ε + O(ε2), which, together with z =
1 − ε2 + . . . and Eq. (8), gives the multifractal spectrum
(3).
Level discreteness and observability of multifractality.
Observation of multifractality at the critical point (E =
0, κ = κc) requires that the disorder-averaged energy
spectrum of the system at this point is continuous, i.e.
smeared by disorder and unaffected by the spatial quan-
tisation. This condition is always met in systems with
|ε| ∼ 1 as the “level width” τ(En)−1 ∼ En for the lowest
levels n is of the order of their energies En.
However, for some systems, e.g., chains of ultracold
ions[34], it is possible to realise[25] |ε|  1, that corre-
sponds to weak disorder γc ∼ |ε| at the critical point and
the existence of a large number ∼ 1/ε of energy levels
that remain discrete [τ−1(En)  |En − En−1|] at the
critical disorder, although the energies and the spacings
between these levels vanish in the limit L → ∞. The
multifractal behaviour in such systems is observable only
on sufficiently short length scales
L < Ldiscr = L |ε| 1d (12)
that correspond to the wavelengths of higher levels be-
longing to the continuous part of the energy spectrum.
Rare-region effects. The perturbative RG that we
used in this paper neglects non-perturbative instantonic
contributions[5,4] to the field theory (5a)-(5c), that, e.g.,
result in the formation of Lifhsitz tails near band edges
and always lead to a finite density of states[35, 36] near
nodes. The effects of such instantons on physical ob-
servables, such as the density of states and conductiv-
ity, are rather small near the critical point in high-
dimensional systems and were undetectable in all numer-
ical studies[11, 13–19] so far except Ref. 21.
Another potential consequence of rare-region (instan-
tonic) effects, albeit currently not demonstrated analyt-
ically, may be the “rounding” of the criticality, i.e. pre-
venting the divergence of the correlation length near the
critical point, and thus converting the phase transition
of the type discussed here into a sharp crossover, with
the latter scenario advocated in Ref. 21. In our view,
the plausibility of this scenario deserves further investi-
gation, in particular, in systems that disallow localisation
by symmetry and topology. In the case the criticality
does get smeared in a system, the wavefunction multi-
fractality studied here is observable on distances shorter
than a large characteristic length set by the rare-region
effects.
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5Appendix: Two-loop RG flow in a Weyl semimetal
Here we present a two-loop renormalisation-group
analysis of the multifractal properties of a disordered
Weyl semimetal in d = 2− ε dimensions using the mini-
mal subtraction scheme[44].
A similar scheme has been applied recently [20] to com-
pute the correlation-length and dynamical exponents for
a WSM to the two-loop order, following previous stud-
ies of graphene[37] and of the equivalent Gross-Neveu
model[38–43]. Also, a similar multifractality analysis has
been carried out in Ref. [30] for 2D (ε = 0) Dirac fermions
on the surface of a 3D topological insulator. Although
there is no disorder-driven phase transition in such a 2D
system, the wavefunctions display multifractal behaviour
on sufficiently short length scales.
Renormalisation scheme
For performing two-loop renormalisation-group analy-
sis it is convenient to rewrite the IPRs (4) as a derivative
of a partition function with respect to a supersymmetry-
breaking term:
Pq =− lim
η→0
(2η)q−1
2piρ(E)
∂V0Z|V0=0 (13a)
Z =
∫
DψDψ† exp(−L0 − Lint − LV0) (13b)
L0 =− i
∫
ψ†
[
iω + iηΛ− σˆkˆ
]
ψ dr, (13c)
Lint =1
2
κ0
∫
(ψ†ψ)2d r (13d)
LV0 =V0
∫
[sR(r)s
∗
R(r)]
q−1
sA(r)s
∗
A(r)dr. (13e)
Here we have introduced a positive Matsubara frequency
ω > 0 that ensures the convergence of the superintegral
(13b) with respect to the bosonic components of the su-
pervectors ψ and ψ† and, in the below calculation, also
regularises infrared divergences of momentum integrals
in d = 2− ε dimensions for ε > 0.
The Lagrangian of the system in the minimal subtrac-
tion scheme is separated into the effective Lagrangian
LE that describes the long-wave behaviour of the physi-
cal observables and the counterterm Lagrangian Lcounter
that cancels contributions divergent in the powers of 1/ε:
L =LE + Lcounter, (14a)
LE =− i
∫
Ψ†
[
iΩ + iηλΛ− σˆkˆ
]
Ψ dr
+
1
2
κ
∫
(Ψ†Ψ)2d r (14b)
+ V
∫
[SR(r)S
∗
R(r)]
q−1
SA(r)S
∗
A(r)dr, (14c)
where the velocity of the renormalised Weyl fermions (the
coefficient before σˆkˆ) is set to unity, without loss of gen-
erality, by appropriately choosing the field Ψ. The scale
Ω > 0 sets the characteristic momentum of the long-wave
behaviour. The coefficients V and V0 before the source
terms (13e) and (14c) are considered infinitesimal in the
calculation below.
We note, that in general the renormalisation generates
additional terms ∝ V ∫ [SR(r)S∗R(r)]m SA(r)S∗A(r)dr
with m < q − 1, which we neglect here because their
contributions to the partition function (13b) are less sin-
gular ∝ η−(m−1) at η → 0 than that of the term (14c),
and, thus, they do not contribute to the IPRs (13a).
The minimal subtraction scheme[44] consists in calcu-
lating perturbative corrections to the Lagrangian (14b)
and choosing the counterterms Lcounter to cancel diver-
gent in powers of 1/ε contributions. The RG equations
can then be derived by relating the “observable” param-
eters Ψ, Ω, κ, and V to the “bare” ones ψ, ω, κ0, and
V0.
All momentum integrals in such a calculation are con-
vergent in low dimensions d = 2 − ε with ε > 0. The
results have to be analytically continued to higher dimen-
sions, ε < 0, at the end of the calculation (dimensional
regularisation). The “dephasing rate” η, sent to zero
at the end of the calculation [cf. Eqs. (13a) and (13c)],
may be assumed to be significantly smaller than the scale
Ω and neglected when computing the parameters of the
renormalised Lagrangian.
One-loop renormalisations
In the one-loop order the renormalisation of the disor-
der strength κ and the quasiparticle energy Ω has been
considered in detail in Ref. 20.
The one-loop perturbative correction to the vertex
V is described by the diagrams in Fig. 2c-e and the
topologically equivalent diagrams. Since the “dephasing
rate” η may be neglected when considering the respec-
tive high-momentum scattering processes, the advanced
and retarded Green’s functions may be taken identical
GA(p, iΩ) = GR(p, iΩ) = (iΩ − σˆp)−1 when evaluating
6FIG. 3: Diagrams for the two-loop renormalisation of the vertex V .
7these diagrams. The sum of diagrams 2c-e is given by
(δV )1-Loop
= q(q − 1)V κ
∫
p
1
iΩ− σˆp ⊗
(
1
iΩ + σˆp
+
1
iΩ− σˆp
)
+ qV κ
∫
p
1
(iΩ− σˆp)2 = −
q
ε
κV C2−εΩ−ε +O(1), (15)
where the prefactors q(q − 1) and q account for the
numbers of topologically equivalent diagrams,
∫
p
. . . =∫
ddp/(2pi)d . . ., and Cd = 2
1−dpi−
d
2 /Γ
(
d
2
)
, and . . .⊗ . . .
is the tensor product of the two subspaces of the two 2×2
propagators connected by impurity lines in Figs. 2d and
2e; the structure of the correction is trivial in the other
propagators’ subspaces.
The perturbative corrections to the disorder strength
κ and the frequency Ω have been calculated in detail in
Ref. 20. The velocity of the Weyl fermions [the coefficient
before the σˆkˆ term in Eq. (14b)] does not receive first-
order corrections.
The singular part ∝ 1/ε of the one-loop corrections to
the Lagrangian is cancelled by the counterterms
L(1)counter =
∫
Ψ† δ(1)Ω Ψ dr +
1
2
δ(1)κ
∫
(Ψ†Ψ)2 dr
+ δ(1)V
∫
[SR(r)S
∗
R(r)]
q−1
SA(r)S
∗
A(r) dr
(16)
with
δ(1)Ω =− 1
ε
Ω · κC2−εΩ−ε, (17a)
δ(1)κ =− 2
ε
κ2C2−εΩ−ε, (17b)
δ(1)V =− q
ε
V κC2−εΩ−ε. (17c)
The presence of the one-loop counterterms (16) re-
quires introducing the respective diagrammatic elements,
Fig. 4, in addition to the propagators and impurity lines,
when calculating diagrammatically perturbative correc-
tions beyond the one-loop order.
FIG. 4: Additional diagrammatic elements that come from
the one-loop counterterms.
Two-loop diagrams for the source-term
renormalisation
The diagrams that describe the renormalisation of the
source term ∝ V in the two-loop order are shown in
Fig. 3.
Diagrams in Fig. 3(a)-(m) are computed similarly to
the two-loop diagrams for the renormalisation of the dis-
order strength, obtained by replacing the zigzag line by
an impurity line and considered in detail in Ref. 20. The
values of diagrams 3(a)-(m), together with the numbers
of equivalent diagrams, are provided in Table I.
Diagrams 3(n)-(p) are regular in ε due to the mutual
cancellation of the singularities coming from blocks with
vertical and diagonal impurity lines. For instance, the
sum of the diagrams in Fig. 3(n) (see also Fig. 5) can be
evaluated (in units V κ2) as
∫
1
iΩ− σˆp
1
iΩ− σˆ(p + q) ⊗
(
1
iΩ− σˆq +
1
iΩ + σˆq
)
⊗
(
1
iΩ− σˆp +
1
iΩ + σˆp
)
= 4Ω2
∫
(iΩ + σˆp)[iΩ + σˆ(p + q)]
(Ω2 + p2)2(Ω2 + q2)[Ω2 + (p + q)2]
= 4Ω2
∫
(σˆp)(σˆq)
(Ω2 + p2)2(Ω2 + q2)[Ω2 + (p + q)2]
+4Ω2
∫
1
(Ω2 + p2)(Ω2 + q2)[Ω2 + (p + q)2]
−8Ω4
∫
1
(Ω2 + p2)2(Ω2 + q2)[Ω2 + (p + q)2]
= O(1).
(18)
(For detailed calculations of the last integrals see Ref. 20).
The values of diagrams 3(n)-(q) are given in Table II.
FIG. 5: Momenta in diagram (n) in Fig. 3.
Similarly one can show the vanishing of singular in 1/ε
contributions in diagrams 3(o) and 3(p).
8Diagram # Equivalent diagrams Value
(a) q 1
ε2
− 2
ε
(b) q − 1
2ε2
+ 2
ε
(c) 2q 1
2ε2
− 1
ε
(d) 2q − 1
2ε
(e) q(q−1)
2
1
ε2
− 2
ε
(f) 2q(q − 1) − 1
ε
(g) 2q(q − 1) − 1
ε
(h) 2q(q − 1) 0
(i) 2q(q − 1) 0
(j) q(q − 1) 1
ε2
− 1
2ε
(k) q(q−1)
2
1
ε2
− 1
2ε
(l) q(q − 1) − 1
2ε2
+ 1
2ε
(m) 2q(q − 1) − 1
2ε2
+ 1
2ε
TABLE I: Numbers and values [in units V
(
CdΩ
−εκ
)2
, up to
O(1/ε)] of the diagrams equivalent to (a)-(m) in Fig. 3.
Diagram # Equivalent diagrams Value
(n) 2q(q − 1)(q − 2) 0
(o) q(q − 1)(q − 2) 0
(p) q(q−1)(q−2)(q−3)
2
0
(q) q(q − 1)(q − 2) − 1
ε
TABLE II: Numbers and values [in units V
(
CdΩ
−εκ
)2
, up
to O(1/ε)] of the diagrams equivalent to (n)-(q) in Fig. 3.
These diagrams exist only for q > 2.
Diagrams 3(q) are given by (in units V κ2)∫
q
1
(iΩ− σˆq)2 ⊗
∫
p
1
iΩ− σˆp
⊗
(
1
iΩ− σˆp +
1
iΩ + σˆp
)
= −1
ε
(
C2−εΩ−ε
)2
+O(1) (19)
Diagrams 3(r)-(w) are the two-loop diagrams for the
corrections to the vertex V that contain one-loop coun-
terterms and are equivalent to similar diagrams in
Ref. 20, up to replacing the zigzag line or its counterterm
by the impurity line or its counterterm, with the values
provided in Table III.
RG equations
The one-loop and two-loop corrections to the La-
grangian (14b) are cancelled by the counterterm La-
Diagram # Equivalent diagrams Value
(r) q − 2
ε2
+ 2
ε
(s) q − q
ε2
+ q
ε
(t) 2q 1
2ε
(u) q(q − 1) 2
ε
(v) q(q − 1) q
ε
(w) 2q(q − 1) 0
TABLE III: Numbers and values [in units V
(
CdΩ
−εκ
)2
, up
to O(1/ε)] of the diagrams [(r)-(w) in Fig. 3] for the two-
loop renormalisation of the vertex V that include one-loop
counterterms.
grangian
Lcounter =− i
∫
Ψ†
[
δ(iΩ)− δ(σˆkˆ)
]
Ψ dr
+
1
2
δκ
∫ (
Ψ†Ψ
)2
dr
+ δV
∫
[SR(r)S
∗
R(r)]
q−1
SA(r)S
∗
A(r)dr, (20)
where the values of δ(iΩ), δ(σˆkˆ), and δκ have been cal-
culated previously[20, 37] (see also Refs. 38–43):
δ(iΩ) = iΩ
[
−1
ε
κC2−εΩ−ε +
3
2
1
ε2
(
κC2−εΩ−ε
)2]
,
(21a)
δ(σˆkˆ) =
1
4ε
(κC2−εΩ−ε)2σˆkˆ, (21b)
δκ = κ
[
−2
ε
κC2−εΩ−ε +
(
4
ε2
− 1
2ε
)(
κC2−εΩ−ε
)2]
.
(21c)
The counterterm for the vertex V is given by the one-
loop contribution (17c) minus the sum of the diagrams
in Fig. 3:
δ(1)V = −q
ε
V κC2−εΩ−ε +
1
ε2
(
q2
2
+ q
)
V
(
κC2−εΩ−ε
)2
−1
ε
(
3
4
q2 − 3
4
q
)
V
(
κC2−εΩ−ε
)2
.
(21d)
Introducing the dimensionless disorder strength
γ = 2κC2−εΩ−ε, (22)
9the full Lagrangian (14a) can be rewritten as
L = −i
∫
Ψ†
[
iΩ
(
1− γ
2ε
+
3
8
γ2
ε2
)
−σˆkˆ
(
1 +
γ2
16ε
)]
Ψ dr
+
γΩε
4C2−ε
(
1− γ
ε
− γ
2
8ε
+
γ2
ε2
)∫
(Ψ†Ψ)2dr
+V
[
1− q
2ε
γ +
1
ε2
(
q2
8
+
q
4
)
γ2 − 1
ε
(
3
16
q2 − 3
16
q
)
γ2
]
∫
[SR(r)S
∗
R(r)]
q−1
SA(r)S
∗
A(r) dr.
(23)
By comparing the Lagrangian (23), that depends on
the renormalised observables Ψ, Ω, κ, and V , with the
Lagrangian (13c)-(13e) expressed in terms of the “bare”
variables ψ, ω, κ0, and V0, we can relate the “bare” and
the renormalised observables:
Z = 1 +
γ2
16ε
, (24a)
κ0 =
Ωε
2C2−ε
γ
(
1− γ
ε
+
γ2
ε2
− γ
2
4ε
)
, (24b)
ω = Ω
(
1− γ
2ε
+
3γ2
8ε2
− γ
2
16ε
)
, (24c)
V0 = V
[
1− q
2ε
γ +
1
ε2
(
q2
8
+
q
4
)
γ2 +
1
ε
(
−3q
2
16
+
q
8
)
γ2
]
(24d)
where Z describes the wavefunction rescaling: ψ = ΨZ
1
2 .
The input parameters V0 and κ0 of the Lagrangian
are independent of the characteristic momentum scale
K = Ω at which the long-wave properties of the system
are observed, which gives
∂ ln(κ, V0)
∂Ω
= 0. (25)
Eqs. (25), analogous to the Callan-Symanzik
equation[44], immediately lead to the RG equations
(11c) and (11a) with l = ln(K0/Ω). The RG equation
(11b) follows from Eq. (24c) using that Ω = λω.
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