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Abstract
We study the inverse problem of inferring the state of a finite-level quantum
system from expected values of a fixed set of observables, by maximizing a con-
tinuous ranking function. We have proved earlier that the maximum-entropy
inference can be a discontinuous map from the convex set of expected values to
the convex set of states because the image contains states of reduced support,
while this map restricts to a smooth parametrization of a Gibbsian family of
fully supported states. Here we prove for arbitrary ranking functions that the
inference is continuous up to boundary points. This follows from a continuity
condition in terms of the openness of the restricted linear map from states to
their expected values. The openness condition shows also that ranking func-
tions with a discontinuous inference are typical. Moreover it shows that the
inference is continuous in the restriction to any polytope which implies that a
discontinuity belongs to the quantum domain of non-commutative observables
and that a geodesic closure of a Gibbsian family equals the set of maximum-
entropy states. We discuss eight descriptions of the set of maximum-entropy
states with proofs of accuracy and an analysis of deviations.
Index Terms – inference under constraints, continuous, open, maximum-entropy
inference, exponential family, information topology, information projection.
AMS Subject Classification: 62F30, 54C10, 52A05, 81P16, 94A17, 54A10.
1 Introduction
Boltzmann’s pioneering derivation of the maximum-entropy principle [10] is, iso-
lated from its origins in statistical physics, a counting problem and can be solved
asymptotically using Stirling’s approximation of factorials. This derivation is a wel-
come topic in the literature of the history of science, see for example Uffink [56]
Section 4.4, and in textbooks of physics, see for example Caticha [13] Section 3.6.
In 1957 Jaynes [30] has highlighted the independence of the maximum-entropy prin-
ciple from the physical context and has seen it as a universal tool for inference,
while supporting his claim with Shannon’s axioms of uncertainty [49]. Since then
the maximum-entropy principle has become an ubiquitous method in science as for
example the International Workshop on Bayesian Inference and Maximum Entropy
Methods in Science and Engineering continues to demonstrate.
A better argument supporting the maximum-entropy principle as a tool of infer-
ence was found in 1980 by Shore and Johnson [52]. They have derived the minimum
discrimination information principle [18, 54] or ME method [14], formulated ear-
lier by Kullback, from axioms of inference rather than axioms of uncertainty. For
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1 INTRODUCTION 2
simplicity we consider a finite state space X. The ME method updates a prior prob-
ability measure Q on X, when new information becomes available. New information
is assumed in the form of a constraint, that is a subset of probability measures on
X, and the prior Q is updated to the probability measure P in the constraint set
which minimizes the relative entropy
D(P‖Q) :=
∫
X
log(
dP
dQ
)dP
from Q. Thereby dP
dQ
is the Radon-Nikodým derivative of P with respect to Q if P
is absolutely continuous with respect to Q. Otherwise D(P‖Q) = ∞. If the prior
Q is uniform then the ME method reduces to the maximum-entropy principle. The
axioms of the ME method are still being discussed. Literature supporting the ME
method includes Skilling, Csiszár or Caticha and Giffin [53, 19, 14] while critics such
as Karbelkar or Uffink [32, 55] accept the ME method for a composite system only
if the subsystems are uncorrelated.
In quantum mechanics, a joint distribution and other notions of probability the-
ory are problematic, as for example Davies and Lewis [21] have pointed out. This
may be one of the reasons why an axiomatic approach to a quantum analogue of the
ME method is still missing, although the problem is of interest, as Ali et al. [2] have
shown. Nevertheless, von Neumann [39] has formally generalized the maximum-
entropy principle already in 1927 to quantum states. The canonical states which
arise from linear constraints are central in quantum statistical mechanics, see Brat-
teli and Robinson [11]. Von Neumann’s maximum-entropy principle has also been
considered in quantum estimation, where Bužek et al. [12] have compared it to
other estimation methods. Ruskai [46] has analyzed the quantum analogue of the
ME method for linear constraints in an infinite-dimensional setting.
We have discovered a topological problem of quantum inference under linear con-
straints already in finite dimensions, namely its discontinuity [61, 64]. We will show
that the discontinuity follows from the convex geometry of the space of quantum
states. As we will see, almost all methods of quantum inference from expected values
have discontinuities but this happens only if the observables do not commute. So
the discontinuity is a pure quantum effect, like for example entanglement described
by Schrödinger [47, 40, 23]. In contrast to entanglement we think a discontinuous
inference is not experimentally measurable and therefore has no consequences in
physics, see the end of the section. The aim of the present article is to continue our
work [64, 65] and to integrate it into a larger mathematical context.
We sketch the discontinuity problem starting from the continuous setting of
probability distributions. The constraints are defined by intersecting the probability
simplex P of probability measures on X with the fibers of expected values of some
measurable functions fi : X → R, i = 1, . . . , k. If these functions f := (f1, . . . , fk)
and a prior Q are fixed, then the ME method determines a mapping from k-tuples
of expected values to probability distributions,
{
∫
X
fdP ∈ Rk | P ∈ P} → P . (*)
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It is well-known that (*) restricts to the smooth map
{
∫
X
fdP ∈ Rk | P ∈ P , P has full support X} → P , (**)
whose image is the exponential family {P (γ) | γ ∈ Rk} with densities dP (γ)
dQ
=
eγ1f1+···+γkfk−Λ(γ), γ = (γ1, . . . , γk) ∈ Rk and Λ : Rk → R is for normalization.
Barndorff-Nielsen has shown in [7], p. 154, that (**) always extends to the continuous
map (*). Csiszár [19] anticipates in his axioms of inference the continuity of (**),
but not the continuity of (*). The analogue of (**) for finite-level quantum systems
is real analytic but a continuous extension can be missing.
Mathematically, the state of a finite-level quantum system is represented by a
density matrix in a (complex) C*-algebra of complex square matrices Mat(n,C), of
size n ∈ N. To have a three-dimensional example of a discontinuity we generalize
to a real C*-subalgebra A ⊂ Mat(n,C). The simplest example in a complex algebra
has four dimensions. See Section 3 for references and examples.
Definition 1.1 (Inference). The real vector space Asa of self-adjoint matrices in A is
a Euclidean space with the restricted Hilbert-Schmidt inner product 〈a, b〉 := tr(ab∗),
a, b ∈ A. The state space of A is defined by
M =MA := {ρ ∈ A | ρ  0, tr(ρ) = 1},
where ρ  0 means ρ is positive semi-definite and tr(ρ) is the sum of diagonal
elements of ρ. We use the terms of density matrix and state synonymously for a
matrix in M. We usually keep a sequence u1, . . . , uk ∈ Asa, k ∈ N, of self-adjoint
matrices, called observables, fixed. We put u := (u1, . . . , uk) and call the linear map
E = Eu : Asa → Rk, a 7→ 〈a, ui〉ki=1
expected value functional. We call C = Cu := Eu(M) convex support in analogy to
the name by which Barndorff-Nielsen, Csiszár and Matúš [7, 20] call C for probability
distributions which, in the form of diagonal matrices, belong to our setting.
Let φ :M→ R, the ranking function, be a continuous real valued function with
a unique maximizer on each fiber {ρ ∈M | E(ρ) = x}, x ∈ C. We define
maximum ψ : C → R, x 7→ max{φ(ρ) | E(ρ) = x, ρ ∈M},
inference Ψ : C →M, x 7→ argmax{φ(ρ) | E(ρ) = x, ρ ∈M}.
Umegaki [58] has defined the relative entropy S(ρ, σ) of two states ρ, σ ∈ M by
S(ρ, σ) := tr ρ(log(ρ) − log(σ)) if the image of ρ is included in the image of σ if ρ
and σ are considered linear maps in the same basis. Otherwise we set S(ρ, σ) := +∞.
Depending on a self-adjoint matrix θ ∈ Asa an invertible prior state is defined by
σθ := e
θ/tr(eθ), and we write φθ(ρ) := −S(ρ, σθ). The maximum of the ranking
function φθ is denoted by ψθ, the corresponding inference Ψθ is called ME-inference.
For completeness, we recall S(ρ, σ) ≥ 0 for all ρ, σ ∈ M and that S(ρ, σ) = 0
implies ρ = σ, but S is not a metric. The ME-inference Ψθ is well-defined because
ρ 7→ −S(ρ, σ) is continuous and strictly concave when σ is invertible. See for
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a)
02 ⊕ 1 c ρ(0)
ρ(pi) b)
E(c)
E(N)
E(ρ(pi))
Figure 1: a) The cone state spaceMCone. The depicted plane bounds a neighborhood
N of c. b) The unit disc C = E(MCone). The image E(N), in gray, is bounded by
an ellipse of curvature > 1 at E(02 ⊕ 1) = E(c) = E(ρ(0)) = (0, 1). This shows that
E(N) is not a neighborhood of E(c) in C, so E|MCone is not open at c.
example Nielsen and Chuang or Wehrl [40, 60] about these statements. The von
Neumann entropy of ρ ∈ M is H(ρ) := −tr ρ log(ρ). We call Ψ0 maximum-entropy
inference because H(ρ) = log tr(1)− S(ρ,1/tr(1)).
To see why the inference Ψ is not always continuous we recall that the conti-
nuity of Ψ at x ∈ C means that any small perturbation of x can be realized by an
appropriate small perturbation of Ψ(x) inside the set of inference states Ψ(C). This
implies that any small perturbation of x can be realized by an appropriate small
perturbation of Ψ(x) inside the state spaceM. The latter condition is equivalent to
the openness of the expected value functional E|M at Ψ(x): Neighborhoods of Ψ(x)
inM are mapped under the restricted linear map E|M to neighborhoods of x in C.
Figure 1 illustrates the absence of openness in Example 4.4. Notice that the cone in
the example is the state space of a real C*-algebra. The cone is no valid choice for
the inference of probability measures (*) which has the probability simplex P as its
target set and therefore is continuous.
Our judgement is that a discontinuity of the ME-inference Ψθ has no conse-
quences in statistical physics because it is always marginal. For the same reason
we think it does not debase Ψθ as a method of quantum estimation. More detailed,
the relative interior ri(C) of a subset C of a finite-dimensional real normed vector
space is the interior of C in the topology of the affine hull of C. We denote by C
the norm closure and by rb(C) := C \ ri(C) the relative boundary. Theorem 4.9
and Corollary 4.12 show that the inference Ψ is continuous on ri(C). Qualifying the
statement of marginality, we bring in that discontinuities of Ψ prevent the contin-
uous extension of Ψ|ri(C) and are computable simply by taking the norm closure of
Ψ(ri C), see the discussion after Lemma 4.8. Therefore a discontinuity of Ψ causes
in its neighborhood a very steep functional dependence of Ψ|ri(C) and it is not a
pure boundary phenomenon. To improve this altogether weak judgement we have
thought about analyzing the ME-inference of sample averages of iid-states [64].
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b) exponential
families
a)
convex
geometry
openness
of E|M
continuity
of Ψ
algebraic
geometry
information
topology
Table 1: Box a) embraces mainly new matter in Section 4. Box b) embraces the
area of ME-inference Ψθ and rI-topology of an exponential family E in Section 5:
Many earlier results are processed into corollaries; a novel generalized rI-projection
is presented in Section 5.4. Methods from a) and b) together raise in Section 5.2
a question of independence of the prior, they discover in Section 5.3 that the set
of inference states Ψθ(C) is a geodesic closure of E and they characterize the norm
closure E in an example in Section 5.6.
2 Overview
This section is an overview of the article and mentions relations to other fields.
The main idea of the article is the analysis of the openness of the expected value
functional E|M which connects the subjects in Table 1.
In the first part, Section 4, the openness of the expected value functional E|M is
studied in the context of Table 1a). Section 4.1 starts with an example of a three-
dimensional cone [64], drawn in Figure 1. Section 4.2 proves the equivalence between
the continuity of the inference Ψ and the openness of E|M in a more general setting of
non-linear constraints on a subset of a finite-dimensional real normed vector space.
A compact and convex subset of such a space will be called convex body. Using
convex analysis, we prove in Section 4.3 sufficient conditions for the openness of a
restricted linear map on a convex body. For example, such a map is open if its image
is a polytope. This implies for the inference Ψ that
1) non-commutative observables u1, . . . , uk are necessary for a discontinuous Ψ.
See the paragraph of (2). We examine the algebras Mat(2,R)⊕R and Mat(2,C)⊕C
in Section 4.4. Their state spaces are cones where
2) discontinuities of Ψ are almost independent of the ranking function φ.
While 1) shows that discontinuities of Ψ are confined to the quantum domain, 2)
shows that ranking functions with a discontinuous inference are typical. The per-
sistence of the discontinuity in 2) is formulated in Remark 5.9 as the question if
the continuity of the ME-inference Ψθ is independent of the prior eθ/tr(eθ). This
holds for arbitrary observables and algebras Mat(2,R) ⊕ R and Mat(2,C) ⊕ C as
well as for the observables of Example 4.4 and the algebra Mat(3,C). Studying the
continuity of Ψ or Ψθ for arbitrary observables in arbitrary algebras seems a hard
problem. We return to this question in the last paragraph of this section.
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We mention openness in other fields. A familiar example is the open mapping
theorem in functional analysis. Papadopoulou [41] calls a convex body K stable
if the mid-point map K × K → K, (x, y) 7→ 1
2
(x + y) is open; we use one of her
results in Remark 5.9. An analogue notion of stability in a Hausdorff locally convex
topological vector space is part of the Vesterstrøm-O’Brien theory in functional
analysis, which Protasov and Shirokov [44] have extended to spaces such as density
matrices on a separable Hilbert space. This theory has applications in the analysis
of entanglement monotones arising from the well-known convex roof construction
which is described for example in [57].
We consider the second part, Section 5, in a thoroughness due to the particular
importance of the ME-inference Ψθ and its special context in Table 1b). The expo-
nential family E := {R(γ) | γ ∈ Rk} of canonical states R(γ) := eθ+γ1u1+···+γkuk−Λ(γ)
for γ = (γ1, . . . , γk) ∈ Rk, where Λ : Rk → R normalizes, is included in the set of
ME-inference states Ψθ(C) analogous to the case of probability measures (**). It
seems less well-known that E ◦ R : Rk → ri(C) is a real analytic diffeomorphism
onto the interior of C if the observables 1, u1, . . . , uk are linearly independent. If
they are dependent then E is still a real analytic manifold and E|E : E → ri(C) is a
homeomorphism, the mean value chart of E . The inverse is a real analytic immersion
equal to the restricted ME-inference
Ψθ|ri(C) = E|−1E : ri(C)→ E . (1)
We prove these statements in Section 6.1 in [65]. For the maximum-entropy inference
Ψ0 we have 1/tr(1) ∈ E , the manifold E is known as Gibbsian family [43] and the
proofs go back to Wichmann [66].
Embarking on geodesics and Pythagorean identities one should know that the
exponential family E is an example of Amari’s dually flat information geometry
[3]. This branch of differential geometry was investigated in the quantum setting by
Petz, Nagaoka, Hasegawa, Jenčová [42, 37, 26, 31] and others and it has applications
such as Cramér-Rao like inequalities in parameter estimation [4, 43]. As far as we
know, the map Ψθ has not been studied within differential geometry. However, the
dually flat geometry of E provides useful objects. In unparametrized form, a (+1)-
geodesic is a one-dimensional exponential family included in E and a (−1)-geodesic
is the image of a segment in ri(C) under Ψθ, see Amari and Nagaoka [4], Section 7.2,
and our discussion in [64], Section II. To each geodesic one can add two limit points.
The union of (±1)-geodesics in the exponential family E with their limit points is
the (±1)-geodesic closure of E . We will use the Pythagorean identity and projection
theorem of information geometry in their extended forms [65].
Equation (1) makes no assertion about the values of the ME-inference Ψθ on
the relative boundary rb(C). The answers in Table 2 are in a non-chronological
order: Wichmann [66] has recognized the norm closure (D7) as a super-set of Ψ0(C).
Non-commutative discrepancies between the set of maximum-entropy states Ψ0(C)
and (D3) resp. (D7) have stimulated my PhD thesis [61] and are also documented
in [64]. For all commutative observables (D3) and (D7) are correct descriptions of
Ψθ(C) no matter if the algebra is commutative or non-commutative. This is proved
in the corresponding sections and follows from
C = E(MA) = E(MB), (2)
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construction method more details non-commutative
(D1) union of
exponential families
extension ext(E) yes
(D2) inverse temperatures yes
(D3)
geodesic closure of E (+1)-geodesics no
(D4) (−1)-geodesics yes
(D5)
topological closure
of E
rI-closure yes
(D6) closure in the rI-topology yes
(D7) closure in the norm topology no
(D8) generalized rI-projection yes
Table 2: These descriptions of the set of ME-inference states Ψθ(C), relative to an
exponential family E ⊂ Ψθ(C), are discussed in Section 2. A yes in the last column
means that a description is correct for all observables and a no means it is valid for
all commutative but not for all non-commutative observables.
which holds for all C*-algebras B ⊂ A such that B contains the identity 1 of A and
the observables u1, . . . , uk, see Section 3.4 in [62]. In particular if the observables are
commutative, then the state space of the C*-algebra generated by u1, . . . , uk,1 is a
simplex and C = E(MA) is a polytope. A more specialized algebra independence
than (2) holds for the ME-inference: If the prior eθ/tr(eθ) lies in B in addition to
u1, . . . , uk,1 then Ψθ(C) ⊂MB holds for the ME-inference Ψθ : C →MA.
We list the content of Section 5. Section 5.1 starts with a set of orthogonal
projections, later shown equal to the support projections of ME-inference states.
Section 5.2 defines the extension ext(E) as a union of exponential families, one for
each support projection. The Pythagorean identity (9) which we have extended
in [65] from the manifold ri(M) to the convex body M, yields ext(E) = Ψθ(C)
which is (D1). A coordinate system of inverse temperatures (D2) suits the union
ext(E). Section 5.2 is also the place where we scrutinize the Pythagorean identity
(9) very carefully. This leads to the question if the continuity of the ME-inference
Ψθ is independent of the prior eθ/tr(eθ). Section 5.3 considers the (±1)-geodesics
introduced above. A highlight is the proof, invoking methods from Table 1a) and
b), that the (−1)-geodesic closure (D4) of E always equals Ψθ(C).
The subject of information topology integrates into Table 1b) via the extended
projection theorem (17) in Section 5.4. The projection theorem leads to the equality
(D5) of Ψθ(C) = clrI (E) for the rI-closure of a subset X ⊂M
clrI (X) := {ρ ∈M | inf
σ∈X
S(ρ, σ) = 0}. (3)
The acronyms of I and rI abbreviate information and reverse information, respec-
tively, by convention in probability theory [20]. The rI-closure is the closure of the
topology (D6) generated by balls of the relative entropy. The inclusion clrI (X) ⊂ X
holds for all subsets X ⊂M by the Pinsker-Csiszár inequality
‖ρ− σ‖2 ≤ 2S(ρ, σ), ρ, σ ∈M (4)
where ‖ · ‖ is the trace norm. A proof of (4) is given for example in the book by
Petz [43]. Clearly the equality clrI (E) = E with the norm closure (D7) holds if and
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only if Ψθ is continuous. The description (D8) in terms of the rI-convergence, antici-
pated in the next paragraph, follows with little effort from the projection theorem
(17). Section 5.5 mentions related literature from probability theory. Section 5.6
investigates the continuity of the relative entropy from an exponential family and
applies this to a characterization of the norm closure of a Gibbsian family.
Closure discrepancies analogous to clrI (X) ( X in (4) no not exist for finitely
supported probability measures but they exist for exponential families of Borel prob-
ability measures on Rd as Csiszár and Matúš [20] have shown. In Section 5.5 we
discuss some aspects of [20] and of earlier literature by Čencov, Barndorff-Nielsen
and Topsøe [15, 18, 7, 54]. Closure discrepancies are connected to the convergence
with respect to the relative entropy. A sequence of states (σi) ⊂ M I-converges to
ω ∈M if limi→∞ S(σi, ω) = 0 holds and (σi) rI-converges to ω if limi→∞ S(ω, σi) = 0
holds. The rI-convergence is important in this article. We remark that Shirokov
[50] has generalized some of Harremoës’ results [25] about the I-convergence into
the non-commutative setting with applications in the analysis of the χ-capacity in-
troduced by Holevo [28]. Leung and Smith [33] have proved with different methods
that this functional is continuous for finite-level output systems.
The problematic descriptions (D3) and (D7) of Ψθ(C) rise new questions. We
show in Section 5.3 that non-exposed faces (defined in the next section) of the convex
support C prevent that Ψθ(C) equals the (+1)-geodesic closure (D3) of an exponential
family E . In this context we mention that the state space M is a spectrahedron,
that is an affine section of a cone of positive semi-definite matrices. Non-exposed
faces of linear images of spectrahedra play a role in the quantum marginal problem
[16] and non-exposed faces of more general semi-algebraic sets are of interest in the
foundations of semi-definite programming [38]. On the other hand, in Section 5.4
we show that the topological notion of openness of the expected value functional
E|M governs the continuity of Ψθ as well as the equality of Ψθ(C) to the norm
closure (D7). We think the two problems are intimately connected because non-
exposed faces of C are indicators of a discontinuous maximum-entropy inference Ψ0
in simple examples, see Section I.B in [64]. We consider algebraic geometry, see
Table 1, a reasonable approach to these problems. According to Schweighofer et al.
[48] algebraic and algorithmic solutions can be expected to many questions about
spectrahedra. The openness problem of E|M generalizes to the question at which
points a linear map restricted to a spectrahedron is open.
3 Real C*-Algebras and Cones
We use real algebras because they allow simple examples. The definitions of a real
C*-algebra and a real von Neumann algebra differ from the corresponding notions of
complex algebras, see for example Alfsen and Shultz [1], only in the field of scalars.
References to real *-algebras include Ayupov, Rakhimov and Usmanov [6] or Li [34].
The cone MCone defined in (5) is the state space of a real C*-algebra. This
fact allows algebraic methods including functional calculus and spectral projections
in a real C*-subalgebra A of Mat(n,C), n ∈ N. In particular, our earlier results
[62, 64, 65] all hold for these algebras. We point out two properties of real *-algebras:
Every finite-dimensional real C*-algebra can be represented as a direct sum of full
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matrix algebras with real, complex or quaternionic entries, see for example Theorem
5.7.1 in [34]. Analogous to normal states and density matrices in a (complex) von
Neumann algebra, a duality exists between normal states and density matrices in a
real von Neumann algebra. We comment on this after an example.
We denote the identity in A by 1 and we write 1n and 0n for the identity matrix
and zero matrix of size n, respectively. Denoting the Pauli matrices by σ1 := ( 0 11 0 ),
σ2 := (
0 −i
i 0 ), σ3 := (
1 0
0 −1 ) we write bσ̂ := b1σ1 + b2σ2 + b3σ3 for b = (b1, b2, b3) ∈ R3.
The real span of σ1, σ2, iσ3 and 12 defines a real C*-subalgebra ADisk of Mat(2,C).
The state spaceMDisk of ADisk is the equatorial disk b3 = 0 in the Bloch ball [40]
MMat(2,C) = {12(12 + bσ̂) | b ∈ R3, b21 + b22 + b23 ≤ 1}.
Of course, ADisk ∼= Mat(2,R). Another example of a real C*-algebra is the direct
sum ACone := ADisk⊕R embedded into Mat(3,C) via block diagonal matrices. The
four-dimensional real vector space of self-adjoint matrices in ACone is spanned by
σ1 ⊕ 0, σ2 ⊕ 0, 12 ⊕ 0 and 13. The state space of ACone is
MCone :=MACone = conv
[{02 ⊕ 1} ∪ (MDisk ⊕ 0)] , (5)
where conv denotes convex hull. The state space MCone is the cone depicted in
Figure 1a).
A duality exists between normal states f on a real von Neumann algebra B, see
for example the characterization in Theorem 4.5.3 in [34], and density matrices ρ
in B, that is trace class operators of the form ρ = a∗a, a ∈ B, tr(ρ) = 1, such that
f(b) = tr(bρ) holds for all b ∈ B. Thereby a state is a linear functional f : B → R
such that f(a∗a) ≥ 0 holds for all a ∈ B and such that f(a) = 0 holds for all
skew-symmetric matrices (a∗ = −a). One can pass to the complexification of B,
apply the corresponding result in the complex case, and restrict it to B. The linear
functional ADisk → R, a 7→ tr(a iσ3) shows that the condition about skew-hermitian
matrices is necessary.
Cones like MCone are among the simplest examples where a restricted linear
map may not be open. Therefore we introduce some notation about cones. The
closed segment between two points x, y in a finite-dimensional real vector space X
is [x, y] := {(1−λ)x+λy | 0 ≤ λ ≤ 1}, the open segment is ]x, y[ := {(1−λ)x+λy |
0 < λ < 1}. A face of a convex subset C ⊂ X is a convex subset F ⊂ C such that
every segment [x, y] ⊂ C with ]x, y[∩F 6= ∅ is included in F . A one-point face (face
of dimension zero) is called extremal point and a face of dimension dim(C) − 1 is
called facet. A subset F ⊂ C is an exposed face of C if F = ∅ or if F equals the set
of maximizers in C of a linear functional on X. One can show that every exposed
face is a face. A face which is not exposed is called non-exposed face.
A cone is defined as the convex hull of the union of a convex body B with a point
a not in aff(B), the affine hull of B. The set B is the base, the relative boundary
of B is the directrix, a is the apex and each segment [x, a], where x belongs to the
directrix, is a generatrix of the cone. If the base B is a solid ellipsoid (affinely
isomorphic to a Euclidean unit ball), then all faces of the cone are exposed and
the set of extremal points consists of the elements of the directrix and of the apex.
If dim(B) ≥ 2 then, apart from extremal points, the faces of the cone are ∅, the
generatrices (one-dimensional), the base B (facet, dim(B) > 1) and the cone itself.
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4 Openness of Restricted Linear Maps
This section explores a local continuity condition of the inference in terms of the
openness of the expected value functional. The openness condition works in more
general settings of parametrized constraints, assuming a unique global maximum on
each constraint set. Sufficient conditions of the openness and their corollaries are
discussed in further detail in the overview in Section 2.
Definition 4.1 (Optimization under non-linear constraints). Let f : V → W be a
continuous map between finite-dimensional real normed vector spaces V,W and let
K ⊂ V be compact. Then L := f(K) ⊂ W parametrizes the fibers of f |K and we
define
F : L→ 2K , w 7→ f |−1K (w) = {v ∈ K | f(v) = w},
where 2K denotes the power set of K. Let g : K → R be a continuous real valued
function, the objective functional. We define the maximum
h : L→ R, w 7→ max{g(v) | v ∈ F (w)}.
Assuming that g has on each fiber F (w), w ∈ L, a unique maximum, we define the
maximizer
H : L→ K, w 7→ argmax{g(v) | v ∈ F (w)}.
4.1 A Minimal Example
We explain our minimal example of a discontinuous maximum-entropy inference
[64]. We show that openness of f |K is necessary for the continuity of H.
To analyze the continuity of the maximum and maximizer, we define in a topo-
logical space X an open neighborhood of a point x ∈ X as an open subset of X
containing x. A neighborhood of x is a subset of X containing an open neighbor-
hood of x. We will consider K and L with the subspace topology induced by the
norm topology on V andW , respectively. For example, if L is the closed unit disk in
R2 then L has no boundary and its relative boundary, defined in the last paragraph
of the introduction, is the unit circle S1.
Definition 4.2 (Openness). The restricted map f |K : K → L is open at v ∈ K if
for any neighborhood N ⊂ K of v the image f(N) is a neighborhood of f(v) in L.
We say f |K is open on a subset X ⊂ K if f |K is open at each v ∈ X and f |K is
open if f |K is open on K.
A necessary continuity condition is immediate.
Lemma 4.3. If the maximizer H : L → K is continuous at w ∈ L, then the
restricted map f |K : K → L is open at H(w).
Proof: Let w ∈ L and let N be a neighborhood of H(w). If H is continuous
at w ∈ L then H−1(N) is a neighborhood of w. We have f(N) ⊃ f(N ∩H(L)) =
H−1(N), so f(N) is a neighborhood of f(H(w)) = w. This proves the claim. 
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The following example is based on a three-dimensional convex cone K =MCone
defined in Section 3 as the state space of a real C*-algebra. So Gibbsian families
are defined. It is a minimal example of a discontinuous maximizer H under linear
constraints f , because H is continuous for dim(K) ≤ 2, for polytopes K and for
Euclidean balls K by Theorem 4.9 applied to Example 4.15.1, to Corollary 4.13 and
to Example 4.15.2, respectively.
Example 4.4 (Discontinuous maximum-entropy inference). Figure 1a) shows the
coneMCone, defined in (5). The apex is 02 ⊕ 1 and the directrix is the circle para-
metrized by ρ(α) := 1
2
(12 + sin(α)σ1 + cos(α)σ2) ⊕ 0, α ∈ R. We choose two
observables
u1 := σ1 ⊕ 0 and u2 := σ2 ⊕ 1
and set u := (u1, u2). The convex support C = E(MCone) in Definition 1.1 is the
unit disk. Since MCone is the state space of an algebra it includes the Gibbsian
family
E := {eν/tr(eν) | ν = γ1u1 + γ2u2 for γ1, γ2 ∈ R},
called Staffelberg family in [64]. The algebraic origin of MCone also implies that
the image of the maximum-entropy inference Ψ0 is included inMCone independent
of the choice of one of the algebras ACone ( Mat(2,C) ⊕ C ( Mat(3,C), as we
have discussed in the paragraph of (2) in Section 2. The set of maximum-entropy
inference states is computed in Theorem 18 and Theorem 21 in [64] and equals
Ψ0(C) = E ∪ {ρ(α) | α ∈ ]0, 2pi[ } ∪ {c}
for c := 1
2
(ρ(0)+02⊕1). The generatrix [ρ(0), 02⊕1] ofMCone is the fiber of E|MCone
at E(c) = (0, 1). The states ρ(0) and 02 ⊕ 1 are orthogonal rank-one projections so
the von Neumann entropy has maximal value log(2) on this fiber at Ψ0(0, 1) = c.
Since points x 6= E(c) on the unit circle have inference values Ψ0(x) on the directrix
ofMCone, the maximum-entropy inference Ψ0 is not continuous at (0, 1).
We arrive at the same conclusion from the openness condition in Lemma 4.3.
We put u3 := 02 ⊕ 1− ρ(0). Then a neighborhood of c is defined by
N := {ρ ∈MCone | 〈ρ, u3〉 ≥ −1/3}.
Figure 1b) illustrates that E(N) is not a neighborhood of (0, 1) in C, so E|MCone is
not open at c and by the lemma Ψ0 is not continuous at (0, 1).
4.2 The Local Continuity Condition
We show that the continuity condition from Lemma 4.3 is sufficient. The idea
stems from Wichmann’s Theorem 2d) in [66] which as a byproduct yields a global
continuity condition.
A function ϕ : X → [−∞,+∞] on a metric space X is upper semi-continuous
at x ∈ X if ϕ(x) ≥ lim supi→∞ ϕ(xi) for every sequence (xi) ⊂ X such that x =
limi→∞ xi and ϕ is lower semi-continuous at x if −ϕ is upper semi-continuous at x.
Lemma 4.5 (Upper semi-continuity of the maximum). The maximum h : L→ R
is upper semi-continuous on L. For all w ∈ L the maximizer H : L → K is
continuous at w if and only if h is continuous at w.
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Proof: Two references after this lemma prove the upper semi-continuity of h. We
prove the continuity of h in a larger context such as to recycle it in Lemma 5.15.
Let X˜ be a metric space, f˜ : X˜ → L a continuous function and set Π˜ := H ◦ f˜ . We
show if h ◦ f˜ is continuous at x ∈ X˜ then Π˜ is continuous at x. Let (xi)i∈N ⊂ X˜
be a sequence with x = limi→∞ xi. First we assume that Π˜(xi) converges. Then
g(limi→∞ Π˜(xi)) = g(Π˜(x)) and f(limi→∞ Π˜(xi)) = f(Π˜(x)) prove Π˜(xi)→ Π˜(x) be-
cause g has a unique maximizer in each fiber of f . Since K is compact the assumed
convergence of Π˜(xi) is no restriction and the claim follows. The choices X˜ := L and
f˜ := Id|L suffice to show that the continuity of h at w ∈ L implies the continuity of
H at w. The equation h = g ◦H proves the converse as g is continuous. 
Compactness of K is essential for the upper semi-continuity of h in Lemma 4.5,
as the example K := {(0, 0)} ∪ {(x, y(x)) | 0 < x ≤ 1} ⊂ R2 for y(x) := 1/x or
y(x) := 1−x and f(x, y) := x, g(x, y) := y/(y+1) shows. The upper semi-continuity
of h is proved in the first lines of Proposition 4 in [35] using closed level sets. The
proof in Theorem 2 in Section VI.3 in [8] uses open coverings and generalizes easily
to [−∞,+∞]-valued functions (for a constant constraint set K2):
Remark 4.6. Let K1, K2 ⊂ X for a finite-dimensional real normed vector space X
and let K2 6= ∅ be compact. If ϕ : K1×K2 → [−∞,+∞] is a lower semi-continuous
function then the minimum K1 → [−∞,+∞], v 7→ min{ϕ(v, w) | w ∈ K2} is a
lower semi-continuous function. This statement will be used in Theorem 5.18.
We come back to the continuity condition.
Lemma 4.7. Let (wi) ⊂ L be a sequence converging to w ∈ L. If there is a
sequence (vi) ⊂ K such that vi ∈ F (wi) for all i ∈ N and such that vi i→∞→ H(w),
then H(wi)
i→∞→ H(w).
Proof: The continuity of g implies g(vi) → g ◦ H(w) = h(w). Since for all
w′ ∈ L the number h(w′) maximizes g(v′) among all v′ ∈ F (w′) and by the upper
semi-continuity of h, see Lemma 4.5, we have
h(w) = lim
i→∞
g(vi) ≤ lim inf
i→∞
h(wi) ≤ lim sup
i→∞
h(wi) ≤ h(w).
This proves h(wi)→ h(w) and H(wi)→ H(w) follows from Lemma 4.5. 
A generalization of Wichmann’s Theorem 2d) in [66] now follows as a corollary.
Lemma 4.8. If K is a convex body and if f is linear, then H(L) ⊂ H(ri(L)).
Proof: Let w ∈ L and let (vi) ⊂ ri(K) be a sequence converging to H(w) ∈ K.
The points wi := f(vi) all lie in ri(L) for i ∈ N, as f(ri(K)) = ri(f(K)) = ri(L), see
for example Theorem 6.6 in [45]. Lemma 4.7 completes the proof. 
Lemma 4.8 shows that a discontinuity of H can not be removed by changing val-
ues of H on the relative boundary rb(L). The lemma also implies a global continuity
condition ofH: Since L is compact,H is continuous if and only ifH(L) = H(L). The
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lemma implies H(riL) = H(L), so H is continuous if and only if H(riL) = H(L).
In the case of the ME-inference Ψθ this condition is, according to (1), the equality
between the norm closure of an exponential family E and the set of ME-inference
states, E = Ψθ(C). We prove the openness condition.
Theorem 4.9. For any w ∈ L the maximizer H is continuous at w if and only if
the restricted map f |K is open at H(w).
Proof: As a metric space is first countable, there exists a local case {Bi}i∈N of
the topology at H(w) ∈ K. Let us assume a sequence (wi) ⊂ L converges to w. By
assumptions, f |K is open at H(w) so there exists for each j ∈ N a natural number
nj ∈ N such that for all i ≥ nj we have wi ∈ f(Bj). Without loss of generality we
can assume that {Bi} is monotonically decreasing and (nj) is strictly monotonically
increasing. Then for every i ∈ N exists a unique j ∈ N such that nj ≤ i < nj+1 and
we select an arbitrary vi ∈ Bj ∩F (wi). Now vi → H(w) and H(wi)→ H(w) follows
from Lemma 4.7. The converse is proved in Lemma 4.3. 
4.3 Sufficient Conditions for Openness
In this section we prove sufficient conditions for the openness of the restricted map
f |K from Definition 4.1, provided K ⊂ V is a convex body and f : V → W is linear.
Definition 4.10. Let C ⊂ X be a convex subset of a finite-dimensional real normed
vector space X. The gauge of C is defined by
γC(v) := inf{λ ≥ 0 | v ∈ λC}, v ∈ X.
A function γ : X → R∪ {+∞} is positively homogeneous if for all λ > 0 and u ∈ X
we have γ(λu) = λγ(u). Given a non-empty subset Y ⊂ X, the positive hull of Y
is defined by pos(Y ) := {λv | λ ≥ 0, v ∈ Y }. We denote the norm in any normed
vector space by ‖ · ‖. For a point y ∈ Y and a positive real r > 0, we define the
closed ball respectively sphere
Br(y, Y ) := {x ∈ Y | ‖x− y‖ ≤ r} resp. Sr(y, Y ) := {x ∈ Y | ‖x− y‖ = r}.
We recall that gauge generalizes norm in the sense that the gauge of the unit
ball in X equals the norm. If C ⊂ X is convex then γC is convex and positively
homogeneous. If u is normalized, then γC−x(u) is the inverse radius of C from the
center x ∈ C in the direction u, see for example Rockafellar [45].
Proposition 4.11. Let K ⊂ V be a convex body, let f : V → W be a linear map and
let w ∈ L = f(K). If the gauge γL−w is bounded on the unit sphere S1(0, pos(L−w)),
then f |K is open on the fiber F (w).
Proof: Because of the bounded gauge, a sufficiently small ball about w is a union
of uniform length segments: There exists  > 0 such that
B′(w,L) =
⋃
{[w,w′] | w′ ∈ S′(w,L)}, 0 < ′ ≤ .
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For every v ∈ F (w) in the fiber F (w) ⊂ K and diameter δ := maxv′,v′′∈K ‖v′ − v′′‖
we have
f(Bδ(v,K)) = f(K) = L ⊃ B(w,L).
Since B(w,L) is a union of segments as above, and since K is convex, the inclusion
f(Bδ(v,K)) ⊃ B(w,L) holds after scaling both δ and  with the same number in
[0, 1]. For arbitrary δ′ > 0 with δ′ ≤ δ the number ′ :=  · δ′/δ is strictly positive.
Scaling by δ′/δ shows f(Bδ′(v,K)) ⊃ B′(w,L) so f(Bδ′(v,K)) is a neighborhood
of w. This proves that f |K is open at v. 
Proposition 4.11 is not a necessary condition for the openness of f |K as the
Example 4.15.2 of a ball shows. More examples can be constructed from an arbitrary
convex body L, the cylinder K := L × [0, 1] and f(w, λ) := w, w ∈ L, λ ∈ [0, 1].
Another example is the apex of a cone.
Corollary 4.12. Let K ⊂ V be a convex body and let f : V → W be a linear map.
Then f |K is open on the fiber F (w) for all relative interior points w ∈ ri(L).
Proof: If w ∈ ri(L) then L contains the closed ball B(w, aff(L)) for some  > 0,
where aff(L) denotes the affine hull of L. Hence γL−w is bounded on the unit sphere
S1(0, pos(L− w)) by 1/ and Proposition 4.11 proves the claim. 
We recall that a closed half-space in a finite-dimensional real vector space X is
defined by {x ∈ X | l(x) ≤ β}, where l : X → R is a non-zero linear functional
and β ∈ R. A polyhedral convex set in X is a finite intersection of closed half-spaces
and a polytope is a bounded polyhedral convex set. It is well-known, see for example
Remark 3.1 in [59], that a polyhedral convex subset C ⊂ X containing the origin
has bounded gauge γC on the unit sphere S1(0, pos(C)).
Corollary 4.13. Let K ⊂ V be a convex body and let f : V → W be a linear map.
If L = f(K) is a polytope, then the restricted linear map f |K is open.
Proof: As mentioned in the previous paragraph, for all w ∈ L the gauge γL−w is
bounded on S1(0, pos(L− w)). Proposition 4.11 completes the proof. 
Another openness condition is injectivity.
Lemma 4.14. Let K ⊂ V be a convex body and let f : V → W be a linear map.
Let v ∈ K lie in a one-point fiber, that is {v} = F (f(v)) holds. Then the restricted
linear map f |K is open at v.
Proof: We show continuity of H at w := f(v) then Theorem 4.9 will complete the
proof. We define the objective functional g as the restriction to K of the quadratic
form V → R, v′ 7→ −‖v′‖2, associated to a Euclidean norm ‖·‖ on V . The quadratic
form is continuous and strictly concave so g satisfies the assumptions of the theorem.
Since K is closed and the fiber F (x) = {v} contains a unique point, the maximizers
H(wi) of any converging sequence (wi) ⊂ L with limit w must converge toH(w) = v.
This proves the continuity of H at w. 
Further examples demonstrate the results in this section.
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Example 4.15 (Openness of a linear map f restricted to a convex body K).
1. If dim(K) ≤ 2, then f |K is open. Indeed, if dim(L) ≤ 1, then L is a polytope
and openness follows. Otherwise f |K is injective.
2. If K is a solid ellipsoid, then f |K is open. It is sufficient to prove this for the
full-dimensional unit ball centered at the origin and for an orthogonal projec-
tion f . Every relative boundary point w ∈ rb(L) is normalized so F (w) = {w}
is a one-point fiber.
3. Let G be a facet of L, that is a face of dimension dim(L)− 1. If w is a relative
interior point of G, then f |K is open on F (w) because the gauge of L − w is
bounded on the unit sphere S1(0, pos(L− w)).
4.4 Cones and Typicality of Discontinuities
We study the openness of a linear function restricted to a cone, using the terminology
of cones and faces from Section 3. This allows a continuity analysis of the inference
Ψ in Mat(2,R)⊕R ∼= ACone and Mat(2,C)⊕C. We conclude that ranking functions
with a discontinuous inference are typical.
Lemma 4.16. Let B be a solid ellipsoid, a 6∈ aff(B) and consider the cone K :=
conv(B, a) ⊂ W with base B and apex a. If w ∈ L and if the restricted linear map
f |K is not open on F (w) then F (w) is a generatrix of K.
Proof: There exists a unique face G of L such that w ∈ ri(L) and the inverse
image G˜ := F (G) is a face of K, see the paragraph of (6). If f |K is not open
on the fiber F (w) then f |F (w) is not injective by Lemma 4.14. Neither is f |G˜ so
dim(G˜) > dim(G) ≥ 0 holds. If dim(G˜) > 1, then by the discussion of faces of K in
Section 3, we have G˜ = K or G˜ = B.
If G˜ = K then G = L. If G˜ = B then G = f(B) and L = conv(G, f(a)).
Assuming f(a) ∈ aff(G) we have f(a) ∈ G because G is a face of L. In this case
G = L. Otherwise if f(a) /∈ aff(G) holds then G is a facet of L. In all cases w
is a relative interior point of L or of a facet of L. In either case Corollary 4.12 or
Example 4.15.3 gives the contradiction that f |K is open on F (w). So dim(G˜) = 1
and dim(G) = 0 hold. As Example 4.15.1 shows dim(K) ≥ 3, the discussion of faces
of K in Section 3 shows that G˜ is a generatrix. 
The proof of the preceding lemma works for a strictly convex compact set in
place of a solid ellipsoid. This is not clear in the next lemma.
Lemma 4.17. Let B be a solid ellipsoid, a 6∈ aff(B) and consider the cone K :=
conv(B, a) ⊂ W with base B and apex a. The restricted linear map f |K is not
open if and only if dim(L) ≥ 2 and a generatrix of K is a fiber of f |K, that is
[v, a] = F ◦f(a) holds for some v ∈ rb(B). In that case f |K is not open at all points
of ]v, a] := {(1− λ)v + λa | λ ∈ ]0, 1]} and open on the complement K\ ]v, a].
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Proof: Notice from Corollary 4.13 that dim(L) ≥ 2 is necessary if f |K is not
open since L is a polytope otherwise. By Lemma 4.16 it is also necessary that F (w)
is a generatrix for some w ∈ L. We prove the converse by exhibiting the claimed
points of non-openness and openness.
Since openness is equivariant under invertible linear maps by Lemma 4.14 we can
transform K into Rd+1 such that the base B of K is the d-dimensional Euclidean
unit ball about 0 in the hyperplane H := {(x1, . . . , xd+1) ∈ Rd+1 | xd+1 = 0}, the
above generatrix is F (w) := [v, a] for v := (1, 0, . . . , 0) and a := (1, 0, . . . , 0, 1).
Preserving the kernel of f we can also assume that f is the orthogonal projection
onto a subspace U ⊂ H. Corollary 4.12 shows that f(v) is a relative boundary point
of the unit ball L = f(K). So we have v ∈ U as well as w = f(v) = v.
Since generatrices intersect in the apex a, Lemma 4.16 proves that f |K is open
on F (L \ {w}). We study the points b on the fiber F (w) = [v, a] using Theorem 4.9.
We use objective functional g(v) := −‖v − b‖2 for a Euclidean norm ‖ · ‖. For all
w′ 6= w in the relative boundary rb(L) the maximizer is H(w′) = w′ ∈ U while
H(w) = b holds. If b ∈ [v, a] and b 6= v then b 6∈ U and given that dim(U) ≥ 2 holds
the function H is discontinuous at w. Then Theorem 4.9 shows that f |K is not open
at b. Clearly f |K is open at v because v is in the base of the cone and f(v) = f(a)
holds. This completes the proof. 
In the discussion whether a discontinuous inference is typical we consider also
complex C*-algebras as they are models of quantum systems in theoretical physics.
In Section 5.1 we continue this analysis in Mat(3,C).
Example 4.18. Cone state spaces demonstrate that for certain choices of observ-
ables the inference Ψ is discontinuous for almost all ranking functions. For the direct
sum algebras A = ACone, considered in Example 4.4, A = Mat(2,R) ⊕ R ∼= ACone
and A = Mat(2,C) ⊕ C the state space M = MA is a symmetric cone with base
a Euclidean ball. Theorem 4.9 and Lemma 4.17 imply for these examples: The
inference Ψ : C →M is not continuous, if and only if Ψ is discontinuous at a single
point x ∈ C. Then the linear family Lx = E|−1M(x) = [ρ, σ] is a generatrix of the cone
M for ρ = ρ0 ⊕ 0 and σ =: 02 ⊕ 1 where ρ0 is a state in Mat(2,C). We have seen
Ψ0 is discontinuous in Example 4.4 at (0, 1) with linear family L(0,1) = [ρ(0), σ].
Moreover, if we fix observables where Ψ is discontinuous at x ∈ C and where
E|−1M(x) = [ρ, σ], then for all ranking functions φ the inference Ψ is discontinuous
at x if and only if Ψ(x) 6= ρ while Ψ is continuous on C \ {x}. In the sense that
the equality Ψ(x) = ρ is exceptional, we say that Ψ is discontinuous for almost all
ranking functions.
5 Maximum-Entropy States
This section collects descriptions of the set of ME-inference states Ψθ(C) in a non-
commutative algebra. A detailed overview is given in Section 2.
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5.1 Support Projections
We recall our geometric construction [62] of a set of orthogonal projections P(u)
in the algebra A from the observables u = (u1, . . . , uk). As an example we discuss
typicality of a discontinuous inference in the algebra Mat(3,C).
We will see in Section 5.2 that P(u) is the set of support projections of all ME-
inference states. The support projection of a self-adjoint matrix a ∈ Asa is the
orthogonal projection (p = p2 = p∗) in A which is the sum of all spectral projections
of a corresponding to non-zero eigenvalues. The geometric construction of P(u) uses
lattice morphisms: One is defined by E|−1M and maps faces of the convex support
C = E(M) to faces of the state space M = MA, partially ordered by inclusion.
The second map is the isomorphism between the faces of the state spaceM and the
projections in the algebra A, see Alfsen and Shultz [1].
The geometric construction of P(u) is needed explicitly in Lemma 5.8. The
family of relative interiors of faces of the convex support C is a partition of C, see
Theorem 18.2 in [45]. So for x ∈ C there is a unique face F˜ (x) of C such that
x ∈ ri F˜ (x). The inverse image G˜(x) := E|−1MA(F˜ (x)) is a face of the state space
M and we have E(ri G˜(x)) = ri F˜ (x). The face G˜(x) is the state space of the C*-
algebra pAp for a unique orthogonal projection p = p(x) ∈ A and ri G˜(x) consists of
all invertible states in pAp. We define P(u) as the set of all orthogonal projections
arising in this construction from points x ∈ C. Writing p(F ) := p(x) for F = F˜ (x),
we have
P(u) = {p(F ) | F is a non-empty face of C}. (6)
We have shown in [62] that the lattice of faces of C is isomorphic to P(u) ∪ {0}.
Knowing the support projections P(u) makes it easier to discuss the continuity
of the inference Ψ.
Example 5.1. We show that the inference Ψ in the algebra A := Mat(3,C) with
respect to the observables from Example 4.4 is discontinuous for almost all ranking
functions. We have computed in Section 3.3 of [62]
P(u) = {ρ(α) | α ∈ ]0, 2pi[ } ∪ {p,13} (7)
where ρ(α) is defined in Example 4.4, ρ(0) = 1
2
(12+σ2)⊕0 and p := ρ(0)+02⊕1. The
convex support C is the unit disc by Example 4.4 but the state spaceM =MA is not
a cone as in the case of the direct sum algebras in Example 4.18. In particular, the
face pMp = E|−1M(0, 1) is not a segment but a three-dimensional Bloch ball. We write
x ∈ rb(C) as x(α) = (sin(α), cos(α)) for α ∈ [0, 2pi[ . Then x(α) = (0, 1) corresponds
to α = 0. For α > 0 the fiber E|−1M(x(α)) is by (7) equal to {ρ(α)} = ρ(α)Aρ(α),
so Ψ(x(α)) = ρ(α) holds. Hence Ψ is continuous at α(0) = (0, 1) if and only if
Ψ(0, 1) = ρ(0). For all other values of Ψ(0, 1) in the Bloch ball E|−1M(0, 1) the
inference Ψ is discontinuous at (0, 1). This, in the sense of Example 4.18, means
that a discontinuity of Ψ is typical. We mention that Ψ is always continuous on
C \ {(0, 1)} by Theorem 4.9 applied to Corollary 4.12 and Lemma 4.14.
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5.2 Unions of Exponential Families
We introduce exponential families of arbitrary support and define an extension
ext(E) as a union of exponential families. The extension ext(E) is the first de-
scription (D1) of the set of ME-inference states Ψ(C). We add a coordinate system
(D2) of generalized inverse temperatures to (D1). By definition the ME-inference Ψθ
is point-wise an information projection of the prior to a linear constraint set. So we
start with information projections from the outset. The analysis of the I-projection
to linear sets of states leads to a question about independence of the prior.
Definition 5.2 (Information projections). Let ρ ∈ M and X ⊂ M. We write
S(X, ρ) := infσ∈X S(σ, ρ). If S(X, ρ) < ∞ and if a unique ω ∈ X exists such
that S(X, ρ) = S(ω, ρ) then ω is the I-projection of ρ to X. We write S(ρ,X) :=
infσ∈X S(ρ, σ). If S(ρ,X) < ∞ and if a unique ω ∈ X exists such that S(ρ,X) =
S(ρ, ω) then ω is the rI-projection of ρ to X. A sequence of states (σi) ⊂ M rI-
converges to ω ∈ M if limi→∞ S(ω, σi) = 0. If every sequence (σi) ⊂ X such that
limi→∞ S(ρ, σi) = S(ρ,X) rI-converges, independent of the sequence, to a unique
ω ∈M, not necessarily in X, then ω is the generalized rI-projection of ρ to X.
Definition 5.2 is an analogue from probability theory. We refer to [20] about
basic properties of these concepts which also apply to the present non-commutative
setting. The following two definitions are based on observables u = (u1, . . . , uk) and
convex support C = E(M) from Definition 1.1.
Definition 5.3 (Linear families). The linear family with expected value x ∈ C is
defined by L = Lx := {ρ ∈M | Eu(ρ) = x}.
By definition, for all x ∈ C the ME-inference Ψθ(x) is the I-projection of the
prior eθ/tr(eθ) to Lx. The goal is to get explicit expressions of these I-projections.
Definition 5.4 (Extension of an exponential family). We assume p ∈ A is a non-
zero orthogonal projection. The exponential family with support p is defined by
E = Ep = Ep,θ := { pepνptr(pepνp) | ν = θ +
k∑
i=1
λiui, λi ∈ R, i = 1, . . . , k}.
A set of orthogonal projections P(u) is constructed in (6) from observables u and
algebra A. We define the extension
ext(E1) :=
⋃
p∈P(u)
Ep.
When p 6= 1 then we define ext(Ep) in the algebra pAp. Thereby we write pup :=
(pu1p, . . . , pukp) and we construct a set of projections P(pup) with respect to the
algebra pAp and the convex support Epup(MpAp) ⊂ Rk,
ext(Ep) :=
⋃
q∈P(pup)
Eq.
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We remark that the extension ext(E1) is a super-set of E1 because the equality
MA = E|−1MA(C) shows 1 ∈ P(u). Similarly Ep ⊂ ext(Ep) holds for arbitrary non-
zero projections p ∈ A.
Returning to the ME-inference Ψθ let us consider the exponential family E := E1
of full support. A description of Ψθ(C) can be proved in two steps. First, E|ext(E) :
ext(E) → C is a bijection. This is proved in Lemma 6.9 in [65], using the mean
value parametrization (1) and the stratification of the convex support into its faces,
explained in the paragraph of (6). Therefore a map
ΠE :MA → ext(E), ρ 7→ LE(ρ) ∩ ext(E) (8)
is defined by identifying the one-element set LE(ρ)∩ext(E) with its element. Secondly,
Theorem 6.12 in [65] shows for all states ρ ∈ MA, for E = E1 and for σ ∈ ext(E),
that the relative entropy satisfies the Pythagorean identity
S(ρ, σ) = S(ρ,ΠE(ρ)) + S(ΠE(ρ), σ). (9)
The non-trivial part of (8) and (9) is a possibly empty intersection L ∩ E . Using
σ = eθ/tr(eθ) in (9), and the fact that S(ρ,ΠE(ρ)) ≥ 0 is zero only for ρ = ΠE(ρ),
we get for any ρ ∈M
Ψθ ◦ E(ρ) = ΠE(ρ). (10)
Evaluating (10) for all ρ ∈ M, we arrive at the first description of the set of ME-
inference states
Ψθ(C) = ext(E) . (D1)
A second way to prove the Pythagorean identity (9) is to use Csiszár’s method
of a “spherical geometry of” the relative entropy, by generalizing Lemma 2.1 in [18]
to a non-commutative algebra. A proof of (D1) using Lagrangian multipliers is
included in the PhD thesis [61], while the extended Pythagorean identity (9) has
first appeared in [65].
Generalized inverse temperatures have been introduced by Ingarden et al. [29]
as a physically motivated parametrization of a Gibbsian family E = E1,0. The
adjective generalized refers to a number of k > 1 observables. Generalized inverse
temperatures are dual to expected values in a sense of information geometry, see
Section 7.2 in the book [4] by Amari and Nagaoka and see Jenčová [31] for details.
We have extended this coordinate system to ext(E) by including a support projection
in P(u), defined in Section 5.1, as a new parameter [65]. Now we generalize to
arbitrary θ.
Theorem 5.5 (Generalized inverse temperatures). Let x = (ξ1, . . . , ξk) ∈ C. There
exists a unique orthogonal projection p ∈ P(u) and there exist (generally non-unique)
real numbers β1, . . . , βk, such that ν(β) := θ −
∑k
i=1 βiui solves
∂
∂βj
log tr(pepν(β)p) = −ξj, j = 1, . . . , k. (D2)
Each solution (p, β1, . . . , βk) ∈ P(u) × Rk of (D2) defines a density matrix equal
to the ME-inference of x, that is Ψθ(x) = pepν(β)p/tr(pepν(β)p) holds. The relative
entropy of Ψθ(x) from the prior σ = eθ/tr(eθ) is
min{S(ρ, σ) | ρ ∈ Lx} = S(Ψθ(x), σ) = log treθ − log tr(pepν(β)p)−
k∑
i=1
βiξi.
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Proof: Corollary 6.11 in [65] shows that for every x ∈ C there is a tuple
t := (p, β1, . . . , βk) ∈ P(u) × Rk solving (D2) with p unique. Moreover, any state
pepνp/tr(pepνp) corresponding to a solution t is equal to the unique state in ω ∈ ext(E)
such that E(ω) = x. Therefore (10) shows ω = Ψθ(x). The computation of the rel-
ative entropy is straight forward. 
In order to maximally extend the I-projection to linear families, we rewrite the
Pythagorean identity to allow for exponential families E = Ep of arbitrary support
p. For subsets X, Y ⊂M let S(X, Y ) := infρ∈X,σ∈Y S(ρ, σ).
Theorem 5.6 (Pythagorean identity). Let L ⊂MA be a linear family and E ⊂MA
be an exponential family such that S(L, E) < ∞. Then there is a unique state
ω ∈ L ∩ ext(E) and this state ω satisfies the Pythagorean identity
S(ρ, σ) = S(ρ, ω) + S(ω, σ), ρ ∈ L, σ ∈ ext(E) . (11)
Proof: Let E = Ep for a non-zero orthogonal projection p and let L = Lx for
an expected value x ∈ C. Let us find the intersection point of L and ext(E) in the
*-algebra pAp. Since S(L, E) < ∞, the linear family L intersects MpAp and by
cyclic reordering under the trace Lx ∩MpAp is the same set for both observables
u = (u1, . . . , uk) and pup = (pu1p, . . . , pukp). The linear map Epup : (pAp)sa → Rk
restricts, according to (8) to a bijection between the extension ext(E) and the convex
support Epup(MpAp) ⊂ Rk. Thus the linear family Lx ∩MpAp intersects the exten-
sion ext(E) in a unique point, denoted by ω. The Pythagorean identity (9) proves for
all ρ ∈ Lx∩MpAp and for all σ ∈ ext(E) the equality of S(ρ, σ) = S(ρ, ω) +S(ω, σ).
This equality holds also for ρ ∈ L \ MpAp where for all σ ∈ ext(E) we have
S(ρ, σ) = S(ρ, ω) =∞. 
The state ω in Theorem 5.6 is also characterized in terms of optimality. Taking
in (11) the minimum over ρ ∈ L we have
S(L, σ) = S(ω, σ), σ ∈ ext(E), (12)
because ω ∈ L. Similarly, since ω ∈ ext(E), minimizing over σ ∈ ext(E) gives
S(ρ, ext(E)) = S(ρ, ω), ρ ∈ L. (13)
In particular, for all ρ ∈MA such that S(ρ, E) <∞, the rI-projection of ρ to ext(E)
exists. More specifically if E = Ep and if ρ ∈ pAp then the rI-projection of ρ to
ext(E) is the unique state in LE(ρ) ∩ ext(E). This follows from (11) and (13). The
inequalities in (14) and (20) are never strict. They are to support the discussion in
Section 5.5.
Corollary 5.7 (I-projection). Let S(L, σ) < ∞ for a state σ ∈ MA and a linear
family L ⊂ MA. The I-projection of σ to L exists and equals the unique state
ω ∈ L ∩ ext(E) for E := Ep,θ. Here p := s(σ) is the support projection of σ and
θ := log(σ) is defined in the algebra pAp. Moreover, ω is characterized as follows.
1. Any sequence (ρi) ⊂ L with S(ρi, σ) i→∞→ S(L, σ) I-converges to ω.
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2. The state ω is the unique state inMA solving the set of inequalities
S(ρ, σ) ≥ S(ρ, ω) + S(L, σ), ρ ∈ L. (14)
Proof: This follows from Theorem 5.6 and (12). 
See Shirokov [50], Section 3, for related non-commutative results in infinite di-
mensions. Before discussing independence of the prior, we study I-projections.
Lemma 5.8 (Range of the I-projection). If L ⊂MA is a linear family then the set
of I-projections to L of all in A invertible states is the relative interior ri(L).
Proof: Let x ∈ C and L = Lx. In the paragraph of (6) a face G˜(x) of the
state space MA is defined, such that the affine space A := {a ∈ Asa | E(a) = x}
meets the relative interior ri G˜(x) and such that L = A ∩ G˜(x) holds. A standard
argument of convex geometry, see Corollary 6.5.1 in [45], shows ri(L) = A∩ri G˜(x) =
L∩ ri G˜(x). Moreover, the face G˜(x) has the form G˜(x) =MpAp for some p ∈ P(u)
and so ri(L) = L ∩ ri(MpAp) holds. The relative interior ri(MpAp) consists by
Proposition 2.9 in [62] of all in pAp invertible states. So we have for all ρ ∈ L
ρ ∈ ri(L) ⇐⇒ ρ ∈ riMpAp ⇐⇒ ρ = p exp(pθp) for some θ ∈ Asa
⇐⇒ ρ ∈ ext(E) for E = E1,θ and some θ ∈ Asa
⇐⇒ ρ is the I-projection of eθ/tr(eθ) to L for some θ ∈ Asa.
The equivalence in the second line follows from the definition of P(u) in (6) and
from the Definition 5.4 of the extension ext(E). The equivalence in the last line
follows from Corollary 5.7 about the I-projection. 
Example 4.18 and Example 5.1 of state spacesMA suggest that the continuity
of the ME-inference is independent of the prior.
Remark 5.9. We consider linear constraints on a convex body K in the setting of
Definition 4.1. The assertion that the continuity of the maximizer H is independent
of the objective functional g translates through Theorem 4.9 into the assertion that
for all w ∈ L the map f |K is open at a point of F (w) if and only if f |K is open on
F (w). This form of independence is wrong in the examples mentioned above. We
consider a weaker form of independence.
∀w ∈ L : If the restricted linear map f |K is open at a relative
interior point of F (w) then f |K is open on F (w).
(15)
If (15) holds for state spaces MA then the continuity of the ME-inference Ψθ is
independent of the prior θ. To see this it suffices to consider Lemma 5.8.
We begin the discussion by noticing that (15) is wrong for the class of affine
sections of state spacesMA. A three-dimensional section K ofMA for the algebra
A := Mat(3,C) is described in Section 5.4 in [27] up to scaling by 1/3. The convex
body K is the set of positive semi-definite matrices(
1/3 x y
x 1/3 z
y z 1/3
)
(16)
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with real parameters x, y, z. This convex body K looks like an inflated tetrahedron,
it has six edges forming a regular tetrahedron with vertices 1
3
((−1)α, (−1)β, (−1)γ)
such that the sum of α, β, γ ∈ {0, 1} is even. The rest of the relative boundary of
K is covered by one-point faces. The Zariski closure of the relative boundary of K
is known as the Cayley cubic surface.
The convex body K defined in (16) violates (15) because the boundary curvature
of a planar affine section, perpendicular to an edge of K, has a minimum along the
given edge at the midpoint of that edge. We think it is more than a coincidence
that K also violates the notion of stability mentioned in Section 2: The union of
all extremal points of K is not closed in the norm topology, so K is not stable by
a theorem in [41]. On the other hand, stability of state spaces MA is proved for
example in Lemma 3 in [51]. Basic questions are: Does (15) hold for state spaces
MA, does it hold for stable convex bodies? Are linear images of MA stable, does
(15) hold for them?
5.3 Geodesic Closures
The (±1)-geodesic closure of an exponential family E = E1 was defined in Section 2
as a union of geodesics, each with two limit points. We consider them as descriptions
(D3) respectively (D4) of the set of ME-inference states Ψθ(C).
The equality of the (+1)-geodesic closure of E to⋃
{Ep(F ) | F is a non-empty exposed face of C} (D3)
is proved in Proposition 6.21 in [65], where each projection p(F ), defined in Sec-
tion 5.1, gives rise to the face Mp(F )Ap(F ) = E|−1MA(F ) of MA. The equality (D3)
follows on one hand from the limit
lim
t→∞
eθ+tu/tr(eθ+tu) = epθp/tr(epθp), θ, u ∈ Asa,
where the spectral projection p := p+(u) corresponds to the largest spectral value
of u. See also Proposition 10 in [64]. On the other hand we have used in the proof
a refinement of the lattice isomorphisms in Section 5.1, which characterizes exposed
faces of C. According to (6) and the Definition 5.4 of ext(E) we have
ext(E) =
⋃
{Ep(F ) | F is a non-empty face of C}.
Therefore the equality Ψθ(C) = ext(E) in (D1) shows that (D3) is a correct descrip-
tion of Ψθ(C) if and only if the convex support C has no non-exposed faces.
The swallow family in [64] is an example of a Gibbsian family where the (+1)-
geodesic closure is strictly smaller than ext(E). If the observables u1, . . . , uk are
commutative then (2) shows that the convex support C is a polytope. A polytope
has no non-exposed faces so the (+1)-geodesic closure of E is a correct description
of Ψθ(C) for commutative observables.
Equality between the (−1)-geodesic closure of E and Ψ0(C) is shown in Theo-
rem 25 in [64] for the Staffelberg family E in Example 4.4. This is a non-trivial
example where the maximum-entropy inference Ψ0 is discontinuous. Now we prove
the statement in full generality.
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Theorem 5.10. For all observables u1, . . . , uk ∈ Asa and all θ ∈ Asa the (−1)-
geodesic closure of the exponential family E1,θ equals the set of ME-inference states
Ψθ(C).
Proof: An unparametrized (−1)-geodesic in E1,θ is by definition the image of an
open segment s ⊂ ri(C) under the ME-inference Ψθ. Since the norm closure s is a
closed segment, the restriction of the expected value functional E to F (s) = E|−1M(s)
has the polytope s as its image. Then Corollary 4.13 shows that E|F (s) is open and
Theorem 4.9 shows that Ψθ|s is continuous. This shows
Ψθ(s) = Ψθ|s(s) = Ψθ|s(s) ⊂ Ψθ(C). (D4)
Since the closures of open segments in ri(C) exhaust the convex support C, the proof
is complete. 
5.4 Topological Closures
The projection theorem, in its extended form (17), yields three descriptions of the
set of ME-inference states Ψθ(C). Unless stated otherwise we consider an expo-
nential family E of full support, that is E = E1,θ. The norm closure E fits best
into this collection of topological descriptions of Ψθ(C). We finish the section with
applications of I- and rI-projections.
The projection theorem, Theorem 6.16 in [65], shows for E = E1,θ and all ρ ∈MA,
inf
σ∈E
S(ρ, σ) = min
σ∈ext(E)
S(ρ, σ). (17)
Moreover, for each ρ ∈ MA the function S(ρ, ·) has a unique local minimum on
ext(E) at ΠE(ρ). Thereby ΠE(ρ) was defined in (8) as the unique state in ext(E)
having expected value E(ρ).
This theorem is proved using iterated limits of (+1)-geodesics in E and in the
extension ext(E). We argue in Section 3.6 in [65] that a single limit is not sufficient
because of differences between the (+1)-geodesic closure of E and the extension
ext(E) which appear if the convex support C has non-exposed faces, see the discussion
in Section 5.3.
The projection theorem (17) directly implies ext(E) = clrI (E) for the rI-closure
clrI (E) defined in (3). This equality, together with (D1), shows
Ψθ(C) = clrI (E). (D5)
Another description of Ψ(C) follows because the rI-closure of E is the closure in the
topology generated by the family of open sets
{σ ∈MA | S(ρ, σ) < }, ρ ∈MA,  > 0. (D6)
This family of subsets is the base of a topology on MA, which we call rI-topology
in [65]. Theorem 5.18.2 in [65] proves that the rI-closure of an arbitrary subset
X ⊂MA is the closure of X in the rI-topology.
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Corollary 5.19 in [65] shows that the rI-topology in a commutative algebra A is
the norm topology, restricted toMA, where the norm closure E equals Ψθ(C). More
generally we have
Ψθ(C) = E if the observables u1, . . . , uk commute. (D7)
Clearly Ψθ(C) ( E holds if Ψθ is not continuous, like in the Example 4.4. If the
observables u1, . . . , uk are commutative then (2) shows that the convex support C
is a polytope. Corollary 4.13 shows that the expected value functional E|M is open
and Theorem 4.9 proves that Ψθ is continuous.
Remark 5.11. Csiszár [17] has shown for infinite sigma-algebras that subsets of
probability measures analogous to (D6) do not define a topology. On the other
hand the analogue of the rI-convergence, see Definition 5.2, defines on every space of
probability measures a topology which was investigated by Dudley [22]. Harremoës
[25] has studied the corresponding topology of the I-convergence. Our analysis of
the rI-topology (D6) in [65] starts from convergence, too.
Our final description of Ψθ(C) is a the generalized rI-projection, see Definition 5.2,
to the exponential family E1,θ. First we study the maximal range. Let E ⊂ MA
denote an exponential family of arbitrary support p ∈ A. We prove
ext(E) = clrI (E). (18)
While (18) holds in the algebra pAp by (17), we have to show that clrI (E) does not
increase if we enlarge the algebra from pAp to A. But this is clear from S(ρ, E) =∞
which holds for states ρ ∈MA not in pAp.
We switch now from ext(E) to clrI (E) because the two sets are conceptually
different. The extension ext(E) is the set of I-projections of a prior state to a class
of parallel linear families. Corollary 5.12 shows that the rI-closure clrI (E) is the range
of the generalized rI-projection to E . If L is a linear family such that S(L, E) <∞
then Theorem 5.6 shows the existence of a unique ω ∈ L ∩ clrI (E). Taking in (11)
the infimum over σ ∈ E we get for all ρ ∈ L by the definition (3) of the rI-closure
S(ρ, E) = S(ρ, ω). (19)
Corollary 5.12 (Generalized rI-projection). Let S(ρ, E) < ∞ for a state ρ ∈ MA
and an exponential family E ⊂ MA. The rI-projection of ρ to clrI (E) exists and
equals the unique state ω ∈ LE(ρ) ∩ clrI (E). Moreover, ω is characterized as follows.
1. Any sequence (σi) ⊂ E with S(ρ, σi) i→∞→ S(ρ, E) rI-converges to ω.
1’. Any sequence (σi) ⊂ clrI (E) limi→∞ S(ρ, σi) ≤ S(ρ, E) rI-converges to ω.
2. The state ω is the unique state inMA solving the set of inequalities
S(ρ, σ) ≥ S(ρ, E) + S(ω, σ), σ ∈ E . (20)
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Proof: Using ext(E) = clrI (E), proved in (18), this follows from Theorem 5.6,
(13) and (19). 
Corollary 5.12.1 shows that the generalized rI-projection of ρ ∈MA to an expo-
nential family E ⊂ MA exists, if S(ρ, E) <∞, and then equals the rI-projection to
the rI-closure clrI (E). If E has full support 1, then these maps are defined onMA
and, using (17),
ΠE = generalized rI-projection to E (D8)
holds for the map ΠE defined in (8), which by (10) describes Ψθ(C).
Remark 5.13 (Applications of information projections).
1. The infimum S(L, ρ) = infσ∈L S(σ, ρ) is the minimal error probability in quan-
tum hypothesis testing to decide for the linear family L while ρ is the true
state. In fact, a quantum version of Sanov’s Theorem [9] shows that the
minimal error probability is proportional to e−nS(L,ρ) for large n, if n copies
ρ⊗ · · · ⊗ ρ of ρ are accessible for measurement. By Corollary 5.7 the infimum
S(L, ρ) is achieved at the I-projection of ρ to L if S(L, ρ) <∞.
2. If the infimum S(ρAB, E) of the bipartite state ρAB from the exponential family
E = {σ ⊗ τ | σ, τ invertible states }
of product states is achievable in E , then the rI-projection of ρAB to E is the
product ρA ⊗ ρB of the partial traces ρA, ρB of ρAB on the subsystems. So
S(ρAB, E) = S(ρAB, ρA ⊗ ρB) equals the mutual information S(ρA) + S(ρB)−
S(ρAB), defined in terms of the von Neumann entropy. The mutual information
is a well-known measure of quantum correlations [24, 36, 40].
5.5 Literature From Probability Theory
We discuss literature about information projections of probability measures in the
context of the present article.
We restrict the discussion to the finite sample space {1, . . . , n}, n ∈ N and sketch
from this perspective some problems in infinite-dimensional spaces. Probability
measures correspond to probability vectors in Rn which will be identified with the
states of the commutative C*-algebra AC ⊂ Mat(n,C) of diagonal matrices. As
before, A denotes a *-subalgebra of Mat(n,C).
The essential advance from Čencov [15] to Csiszár and Matúš [20] is the gener-
alization of convex support to convex core in the context of an exponential family of
Borel probability measures on Rd. According to Section I.C in [20], Čencov’s results
hold for finite support but are wrong for infinite support where non-exposed faces
of the convex core appear. In the “intersection” between the two theories of Borel
measures and finite-level quantum states lies the commutative algebra AC where
convex support and convex core coincide with our Definition 1.1 of convex support
which is a polytope. A polytope has no non-exposed faces.
Čencov proved in 1972 an analogue of Theorem 5.6 to have a maximum-likelihood
estimation defined with probability one. Given a probability measure ρ ∈ AC and
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an exponential family E ⊂ AC such that S(ρ, E) < ∞, Theorem 23.3 in [15] shows
that the rI-projection ω of ρ to ext(E) exists and is unique. Čencov also proves
an inequality S(ρ, σ) ≥ S(ρ, ω) + S(ω, σ), σ ∈ ext(E) of the form (11). A strict
inequality is possible for Borel probability measures on R by Remark 8 in [20].
A second analogue of Theorem 5.6 was proved in 1975 by Csiszár [18] aiming
at a geometric understanding of the ME method. Some of his ideas extend to a
non-commutative algebra A and allow alternative proofs for the range of the mean
value chart (1) and the Pythagorean identity (9) using only the derivative of the
(matrix) logarithm and elementary calculus.
Topsøe [54] has developed in 1979 a game theoretic foundation of the MEmethod.
Some of his technical ideas extend to a non-commutative algebra and provide alter-
native proofs for 1. and 2. of Corollary 5.7. Topsœ’s results, which apply to convex
sets of measures rather than linear sets, and Csiszár’s in the previous paragraph are
based on the parallelogram identity of the relative entropy
tS(ρ, τ) + t′S(σ, τ) = S(tρ+ t′σ, τ) + tS(ρ, tρ+ t′σ) + t′S(σ, tρ+ t′σ)
which is easy to prove for t ∈ [0, 1], t′ ≡ 1− t and arbitrary states ρ, σ, τ ∈MA. See
Shirokov [50], Section 3, for related non-commutative results in infinite dimensions.
Csiszár and Matúš have proved in 2003 a “log-convex” counterpart to Topsoe’s
“convex” results: The simplest special case of Theorem 1 in [20] is included in
Corollary 5.7 and Corollary 5.12, applied to AC. Moreover, an extensive analysis
of exponential and linear families of Borel probability measures on Rd is done in
Theorem 3 and Theorem 4 in [20], which in the simple setting of AC is included in
Theorem 5.6 and in its substitute under clrI (E) = ext(E).
5.6 Divergence and the Norm Closure
We discuss the relative entropy from an exponential family E because its continuity
is intimately related to the continuity of the ME-inference Ψθ and because it charac-
terizes the norm closure of the Gibbsian family in Example 4.4. The relative entropy
from E generalizes the mutual information in a bipartite system in Remark 5.13.2
and was studied by Ay [5] and others as an abstract correlation measure.
Definition 5.14 (Divergence). We extend Definition 4.1 by introducing a map
Π : K → K, v 7→ H ◦ f(v) which we call projection, and a function d : K → R+0 ,
v 7→ h ◦ f − g which we call divergence.
The image of the projection Π is the set of maximizersH(L) ⊂ K, Π preserves the
fibers of f : K → L and h◦f = g ◦H ◦f = g ◦Π holds by definition. The divergence
d quantifies how strong g separates points on a fiber of f from the maximizer in
that fiber. In particular, a zero divergence d(v) = 0 of v ∈ K characterizes the set
of maximizers H(L) ⊂ K, that is d(v) = 0 ⇐⇒ v = H ◦ f(v). In the sequel we
say a function is continuous on a subset of its domain if the function is continuous
at each point of the given subset. For example, Dirichlet’s function δ : R→ {0, 1},
δ(x) = 0 for x ∈ Q and δ(x) = 1 for x ∈ R \Q, is discontinuous on the rationals Q
but the restriction δ|Q is continuous.
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Lemma 5.15 (Upper semi-continuity of the divergence).
1. The divergence d : K → R is upper semi-continuous on K. For all v ∈ K the
projection Π : K → K is continuous at v if and only if d is continuous at v.
2. For all w ∈ L the maximum h is continuous at w ∈ L if and only if d is
continuous on the fiber F (w). If d is continuous at v ∈ K and f |K is open at
v then h is continuous at f(v).
Proof: In part one the upper semi-continuity of d = h ◦ f − g follows from the
continuity of f and g and the upper semi-continuity of h, proved in Lemma 4.5. The
choices of X˜ := K and f˜ := f in that lemma show that the continuity of h ◦ f at
v ∈ K implies the continuity of Π at v. Hence the continuity of d = h ◦ f − g at
v ∈ K implies the continuity of Π at v. The converse follows from d = g ◦ Π− g.
In part two the equality d = h ◦ f − g shows that continuity of h at w ∈ L
implies the continuity of d on the fiber F (w). In the other direction we first prove
that the set-valued map F is closed in the sense that for all w0 ∈ L and v0 ∈ K
such that v0 6∈ F (w0), there are neighborhoods N1 of w0 and N2 of v0 such that
F (N1) ∩ N2 = ∅. Using w1 := f(v0), where w1 6= w0, and disjoint neighborhoods
N1 and N3 of w0 and w1, respectively, it suffices to set N2 := F (N3) = f |−1K (N3).
Since F is closed and K is compact, the Corollary to Theorem 7 in Section VI.1
in [8] proves for every w ∈ L and every subset N ⊂ K which is a neighborhood of
all points in F (w) that f(N) is a neighborhood of w. Assuming the continuity of
h ◦ f on F (w), for every neighborhood N ⊂ R of h(w) the set (h ◦ f |K)−1(N) is a
neighborhood of all points in F (w). It follows that h−1(N) = f ◦ (h ◦ f |K)−1(N)
is a neighborhood of w and hence h is continuous at w. The equality of set-valued
maps h−1 = f ◦ (h ◦ f |K)−1 proves also the second statement of part two. 
It is possible in Lemma 5.15.2 that d is continuous and discontinuous respec-
tively on non-empty subsets of the same fiber of f |K . Interestingly, such a disorder
characterizes in Theorem 5.18 the norm closure of a Gibbsian family. We return
to the setting of the ME-inference Ψθ in Definition 1.1 and to exponential families
E = E1,θ of full support, introduced in Definition 5.4. We consider the function
dE :M→ R, ρ 7→ S(ρ, E) = inf{S(ρ, σ) | σ ∈ E},
which we had called entropy distance in [64]. The projection theorem (17) shows for
all ρ ∈M that
dE(ρ) = S(ρ, ext(E)) = S(ρ,ΠE(ρ)) (21)
holds with ΠE :M→ ext(E) introduced in (8). We have shown in (D8) that ΠE is
the generalized rI-projection to E .
The Pythagorean identity (9) and (21) show dE = φθ ◦ΠE−φθ, while the equality
ψθ ◦E|M = φθ ◦ΠE follows from Ψθ ◦E = ΠE in (10). The equation dE = ψθ ◦E−φθ
shows that dE is a divergence in the sense of Definition 5.14. The upper semi-
continuity of the infimum dE in Lemma 5.15.1 follows also from the continuity of
ρ 7→ S(ρ, σ) for the invertible states σ ∈ E because a point-wise infimum preserves
upper semi-continuity.
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We now specialize to the Staffelberg family E in Example 4.4 and the algebra
ACone. The state spaceMCone of ACone is a three-dimensional cone. The observables
are u1 = σ1 ⊕ 0 and u2 = σ2 ⊕ 1. We use the parametrization of E by
R : R2 →MCone, (s, t) 7→ exp(su1 + tu2)/tr[exp(su1 + tu2)].
The convex support C = E(MCone) is the closed unit disk in R2 and the real analytic
diffeomorphism E ◦ R : R2 → ri(C) ⊂ R2 in (1) maps the plane onto the open unit
disk. For s ∈ R we consider (+1)-geodesics, see Section 2, and their expected values
gs : R→ E , t 7→ R(s, t) and hs : R→ ri(C), t 7→ E ◦ gs(t), (22)
and we define γs := h−s(R) ∪ hs(R) ∪ {(0,±1)} ⊂ C, s ∈ R. We first prove some
curvature estimates.
Lemma 5.16. For each s ∈ R we have limt→±∞ hs(t) = (0,±1). If s > 0 then
γs ⊂ C is a simple closed curve, tangent to the unit circle at (0, 1), where γs has
curvature two, independent of s.
Proof: The limit limt→±∞ hs(t) = (0,±1), s ∈ R, is computed in Lemma 23 in
[64]. Since E ◦ R : R2 → ri(C) is a diffeomorphism, all parameters s > 0 define
pairs of compact curves hs(R) ∪ {(0,±1)} and h−s(R) ∪ {(0,±1)} intersecting only
in (0,±1) so γs is a simple closed curve. We write hs(t) = (x(t), y(t)), b :=
√
s2 + t2
and η := eb + e−b + et. By (25) in [64] we have
x(t) = 1
η
(eb − e−b) s
b
and y(t) = 1
η
((eb − e−b) t
b
+ et).
Taylor expansion at t =∞ shows
lim
t→∞
t ∂y
∂x
= −s, lim
t→∞
t2 ∂x
∂t
= −1
2
s, lim
t→∞
t3 ∂
2x
∂t2
= s and lim
t→∞
t4 ∂
2y
∂t2
= −3
2
s2.
Then limt→∞ ∂
2y
∂x2
= −2 and limt→∞ ∂y∂x = 0 show that the curvature is two. 
Lemma 5.17. Let C ⊂ Rd+2, d ≥ 1, be a cone (quadric), symmetric under the
orthogonal group O(d + 1), and with half-angle ϕ ∈ (0, pi
2
). Introducing orthogonal
coordinates (x1, . . . , xd, y, z) we assume C is given by the solutions of
x21 + · · ·+ x2d + (y cos(ϕ) + z sin(ϕ))2 = tan(ϕ)2(−y sin(ϕ) + z cos(ϕ))2.
Then C has apex 0 ∈ Rd+2, the z-axis lies in C and C is O(d)-symmetric in the
coordinates x ≡ (x1, . . . , xd). Let H be the hyperplane intersecting the z-axis or-
thogonally in z < 0. Then the conic section C ∩ H has a local parametrization
x 7→ (x, y(x), z) and y(x) has Hessian − cot(ϕ)/z · 1d at the critical point x = 0.
Proof: The above equation simplifies to
(1− tan(ϕ)2)y2 + 2z tan(ϕ)y + x21 + · · ·+ x2d = 0.
The discriminant is positive for small xi, i = 1, . . . , d, so y is an analytic function of
x21 + · · ·+ x2d with leading term −12(x21 + · · ·+ x2d) cot(ϕ)/z. 
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Since the Staffelberg family E is a Gibbsian family, the set of maximum-entropy
inference states Ψ0(C) is the rI-closure clrI (E), see (D5). Let us recall clrI (E) and
the norm closure E , computed in Theorem 18 in [64], in terms of components from
Example 4.4. The rI-closure clrI (E) is the union of E with {c} and with the directrix
of the cone MCone, but without ρ(0). The norm closure exceeds clrI (E) exactly in
the set [ρ(0), c[ = {(1− λ)ρ(0) + λc | λ ∈ [0, 1[ }.
Theorem 5.18. The entropy distance dE :MCone → R from the Staffelberg family
E is discontinuous at each point of E \ clrI (E) and continuous on the complement of
E \ clrI (E) inMCone.
Proof: The entropy distance dE is discontinuous at each point in E \ clrI (E)
because dE vanishes precisely on clrI (E) by the definition of the rI-closure in (3).
Continuity of the maximum-entropy inference Ψ0 : C → MCone is shown in Ex-
ample 4.18 on C \ {x} for x := (0, 1). Lemma 4.5 shows that the maximum ψ0
is continuous on C \ {x} and Lemma 5.15.2 shows that the entropy distance dE is
continuous onMCone \ Lx. It remains to study the continuity of dE at all points of
the linear family Lx = [ρ(0), 02 ⊕ 1] outside of E \ clrI (E). The rI- and the norm
closure of E are recalled above. The rI-closure contains c ∈ Lx. The non-negative
function dE is upper semi-continuous by Lemma 5.15.1 so dE is continuous on clrI (E)
where dE ≡ 0. It remains to prove that dE is continuous at each ρ ∈ ]c, 02 ⊕ 1].
Using (+1)-geodesics we first show that Ψ0|M is continuous on a certain subset
M ⊂ C defined as a union of expected values of (+1)-geodesics
M := {±x} ∪
⋃
s∈[−1,1]
hs.
Since Ψ0 is continuous on C \ {x} it suffices to prove continuity of Ψ0|M at x.
Asymptotics of curves hs(t) = E ◦ gs(t) = E ◦ R(s, t), defined in (22) and studied
in Lemma 24 in [64], show for |s| ≤ 1 that t · ‖R(s, t) − c‖ is bounded uniformly
in s for large t. Let (xi)i∈N ⊂ M \ {±x} converge to x. The diffeomorphism
E ◦R : R2 → ri(C) in (1) shows that there are real numbers si, ti such that |si| ≤ 1
and such that xi = E(R(si, ti)) holds for i ∈ N. We have R(si, ti) = Ψ0(xi), i ∈ N,
because E consists of maximum-entropy states by (1). Since the limit x of (xi) does
not lie in ri(C), the continuity of E◦R implies ti i→∞→ ∞. So Ψ0(xi) = R(si, ti) i→∞→ c
follows and since Ψ0(x) = c holds by Example 4.4 this shows the continuity of Ψ0|M .
Using simple curvature estimates we deduce from the continuity of Ψ0|M the
continuity of Ψ0|e for certain filled ellipses e in the unit disk C. Using the direction
u3 = 02 ⊕ 1− ρ(0) of the generatrix Lx we consider the neighborhood of ρ
N := {τ ∈MCone | 〈τ, u3〉 ≥ 〈12(c+ ρ), u3〉}.
The set of expected values e := E(N) is bounded near x ∈ e by an ellipse. To
compare numerical curvature values we replace the observables u1, u2 in Example 4.4
and u3 by an ONB of tangent vectors to the affine hull ofMCone. We set v1 := 1√2u1,
v2 :=
1
2
√
6
(3u2 − 13) and v := (v1, v2). Using
a : R2 → R2, (x1, x2) 7→ (
√
2x1,
1
3
+
√
8
3
x2)
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we have for all self-adjoint matrices b ∈ ACone of trace one Eu(b) = a◦Ev(b). So the
convex support Cu is translated and stretched relative to Cv which is isometric to
the orthogonal projection ofMCone along u3. Lemma 5.17 shows that the curvature
of the relative boundary arc of e through x can be estimated by
cot(pi
6
)/‖02 ⊕ 1− 12(c+ ρ)‖ ·
√
8
3
/(
√
2)2 >
√
2/‖02 ⊕ 1− c‖ = 2.
The relative boundary curve of M has curvature two at x by Lemma 5.16. Thus
there exists a neighborhood N ′ of x such that e ∩ N ′ ⊂ M ∩ N ′. Since Ψ0|M is
continuous and Ψ0 is continuous on C \ {x} this shows that Ψ0|e is continuous.
Finally, we put all details together. The entropy distance dE is upper semi-
continuous by Lemma 5.15.1 so it suffices to prove that dE is lower semi-continuous
at ρ. For all states τ in the neighborhood N of ρ we have
dE(τ) = S(τ, ext(E)) ≤ S(τ,Ψ0(e)) ≤ S(τ,Ψ0 ◦ E(τ)) = dE(τ)
by (21), (D1), because E(τ) ∈ e and by (10) and (21). Therefore dE(τ) = S(τ,Ψ0(e))
holds for all τ ∈ N and it suffices to show thatMCone → R, ρ 7→ S(ρ,Ψ0(e)) is lower
semi-continuous. Since e is compact and Ψ0|e is continuous it follows that Ψ0(e) is
compact. The lower semi-continuity of the relative entropy [60] and Remark 4.6
complete the proof. 
The characterization of E in Theorem 5.18 in terms of continuity of dE extends
to the state space of the algebra A := Mat(2,C) ⊕ C where Lemma 5.17 and the
symmetry of the coneMA lead to the same curvature estimate as inMCone. It is
unclear to the author how to extend this characterization to Mat(3,C).
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