In this paper, we investigate the inverse generator problem for abstract degenerate Volterra integro-differential equations.
Introduction and Preliminaries
The main purpose of this paper is to analyze the inverse generator problem for abstract degenerate Volterra integro-differential equations in sequentially complete locally convex spaces. More specifically, we consider the problem of generation of exponentially equicontinuous (a, k)-regularized C-resolvent families by the inverses of closed multivalued linear operators.
In 1988, R. deLaubenfels proved that any injective infinitesimal generator A of a bounded analytic C 0 -semigroup in Banach space E has the property that the inverse operator A −1 also generates a bounded analytic C 0 -semigroup of the same angle ( [6] ). In the same paper, the author asked whether any injective infinitesimal generator A of a bounded C 0 -semigroup in E has the property that the inverse operator A generates a C 0 -semigroup. As we know today, the answer is negative in general: a simple counterexample is given by H. Komatsu already in 1966, who constructed an injective infinitesimal generator of a contraction semigroup on the Banach space c 0 , for which the inverse operator is not an infinitesimal generator of a C 0 -semigroup ( [14] ). Concerning the inverse generator problem, it should be noted that A. Gomilko, H. Zwart and Y. Tomilov proved in 2007 that the answer to R. deLaubenfels' question is negative in the state space l p , where 1 < p < ∞ and p = 2 (see [14] ), as well as that S. Fackler proved in 2016 that the answer to this question is negative in the state space L p (R), where 1 < p < ∞ and p = 2 (see [10] ). We do not yet know whether there exists an injective infinitesimal generator A of a bounded C 0 -semigroup in a Hilbert space H such that A −1 does not generate a C 0 -semigroup in H (it is well known that for any injective infinitesimal generator A of a contraction C 0 -semigroup in H, the inverse operator A −1 likewise generates a contraction C 0 -semigroup in H by the Lumer-Phillips theorem; ch. the article [22] by R. Liu for the fractional analogue of this result). For further information about the inverse generator problem, we refer the reader to the papers [8] by R. deLaubenfels, [9] by T. Eisner, H. Zwart, [31] - [32] by H. Zwart and the recent survey article [13] by A. Gomilko. We would like to note that the complexity of inverse generator problem lies also in the fact that the use of real or complex representation theorems for the Laplace transform does not take a satisfactory effect. To explain this in more detail, assume that A is injective and generates a bounded C 0 -semigroup in the Banach space E equipped with the norm · . Then a simple calculation involving the Hille-Yosida theorem yields that, for every λ > 0 and n ∈ N, we have
Since the multiplication with number 2 n+1 has appeared above, this estimate is completely useless if one wants to prove that the operator A −1 generates an exponentially bounded r-times integrated semigroup for some real number r ≥ 0. On the other hand, a simple computation shows that the resolvent of A −1 is bounded in norm by Const · |λ| on any right half plane {z ∈ C : ℜz > a}, where a > 0, so that the complex characterization theorem for the Laplace transform immediately yields that the operator A −1 generates an exponentially bounded r -times integrated semigroup for any real number r > 2. In 2007, S. Piskarev and H. Zwart has proved that the operator A −1 generates an exponentially bounded once integrated semigroup, while M. Li, J. Pastor and S. Piskarev improved this result in 2018 by showing that the operator A −1 generates a tempered r-times integrated semigroup for any real number r > 1/2. Moreover, they formulated a corresponding result for tempered fractional resolvent operator families of order α ∈ (0, 2]. Up to now, we do not have any relevant reference which treats the inverse problem generator for abstract degenerate Volterra integro-differential equations, even for abstract degenerate differential equations of first order. In contrast to nondegenerate differential equations, we have found the inverse generator problem much more important from the point of view of possible applications (see e.g. example 2.6 and Examplejovek below).
Unless specified otherwise, by X we denote a Hausdorff sequentially complete locally convex space over the field of complex numbers, SCLCS for short. The abbreviation ⊛ stands for the fundamental system of seminorms which defines the topology of X; if X is a Banach space and A is linear operator on X, then the norm of an element x ∈ X is denoted by x . Assuming that Y is another SCLCS, then by L(X, Y ) we denote the space consisting of all continuous linear mappings from X into Y ; L(X) ≡ L(X, X). Let B be the family of bounded subsets of X, let ⊛ Y denote the fundamental system of seminorms which defines the topology of Y, and let p B (T ) := sup x∈B p(T x), p ∈ ⊛ Y , B ∈ B, T ∈ L(X, Y ). Then p B (·) is a seminorm on L(X, Y ) and the system (p B ) (p,B)∈⊛Y ×B induces the Hausdorff locally convex topology on L(X, Y ). It is well known that the space L(X, Y ) is sequentially complete provided that X is barreled. If X and Y are two SCLCSs such that Y is continuously embedded in X, then we write Y ֒→ X. By I we denote the identity operator on X. By χ Ω (·) we denote the characterisitc function of set Ω.
. Suppose that α > 0 and m = ⌈α⌉. Then we define g α (t) := t α−1 /Γ(α), t > 0, where Γ(·) denotes the Euler Gamma function. The Caputo fractional derivative D α t u(t) is defined for
The following conditions on a scalar valued function k(t) will be used in the sequel:
Put abs(k) :=inf{ℜλ :k(λ) exists}, and denote by L −1 the inverse Laplace transform.
For further information concerning the Laplace transform of functions with values in SCLCSs, we refer the reader to [20] and [30] . For the Banach space case, see [1] .
In the continuation, we will use the Bessel functions of first kind. Let us recall that the Bessel function of order ν > 0, denoted by J ν , is defined by
Then for each ν > 0 we have the existence of a finite real constant M > 0 such that lim r→+∞ |r 1/2 J ν (r)| = 0. The following Laplace transform identity, which holds true for each β ≥ 0, plays an important role in [21] :
It is worth noting that the representation formula obtained in [21] with the help of (1.1) is motivated by earlier results of R. deLaubenfels established in [ In all these results, the Laplace transform identities for various Bessel type functions play a crucial role.
In this paper, we will reconsider some results from [7] and [21] for abstract degenerate Volterra integro-differential equations in Theorem 2.8 and Theorem 2.11. As we have already mentioned, we will also analyze here the situation in which we do not assume the existence of C-resolvent of a corresponding multivalued linear operator A on some right half plane. Moreover, we observe that the existence of C-resolvent set of A at infinity does not play any role for the generation of certain classes of (a, k)-regularized C-resolvent operator families, C-(ultra)distribution semigroups and C-(ultra)distribution cosine functions by the inverse of a closed multivalued linear operator A; sometimes it is crucial to investigate the behaviour of C-resolvent set of A around zero, only (see e.g. Proposition 2.4 and Example 2.7).
For further information about the Bessel functions, we refer the reader to the monograph of G. N. Watson [29] . We will also need the following class of Wright type functions
which is well known because of the following Laplace transform identity:
which is valid for s > 0, ℜλ > 0 and 1 + ρv ≥ 0. If 0 < ρ < 1, then we know that there exist two finite real constants c > 0 and L > 0 such that
if ρ = 1/2, then the function φ(ρ, ν; −r) can be represented in terms of the well known special functions erf(r), erfc(r) and daw(r). For more details about the Wright functions, see [15] and [23] ; for fractional calculus and fractional differential equations, one may refer e.g. to [3] , [12] , [16] - [17] , [19] - [20] , [24] and [27] .
1.1. Multivalued linear operators. For the introduction to the spectral theory of multivalued linear operators, we refer the reader to the monograph [4] by R. Cross. We will use only the basic definitions and results from this theory.
Let X and Y be two SCLCSs. A multivalued map (multimap) A : X → P (Y ) is said to be a multivalued linear operator (MLO) iff the following holds: The integer powers of an MLO A : X → P (X) is defined recursively as follows:
Ay, x ∈ D(A n ).
We can prove inductively that (
Moreover, if A is single-valued, then the above definitions are consistent with the usual definition of powers of A.
We say that an MLO operator A : X → P (Y ) is closed if for any nets (x τ ) in D(A) and (y τ ) in Y such that y τ ∈ Ax τ for all τ ∈ I we have that the suppositions lim τ →∞ x τ = x and lim τ →∞ y τ = y imply x ∈ D(A) and y ∈ Ax. Now we will analyze the C-resolvent sets of MLOs in locally convex spaces.Our standing assumptions will be that A is an MLO in X, as well as that C ∈ L(X) and CA ⊆ AC (observe that we do not require the injectiveness of C). Then the C-resolvent set of A, ρ C (A) for short, is defined as the union of those complex numbers λ ∈ C for which
We have
Cy, whenever y ∈ Ax and λ ∈ ρ C (A). Furthermore, suppose that λ, µ ∈ ρ C (A). Then the Hilbert resolvent equation
Now we will prove the following simple result, which will be very useful in the sequel:
Then a simple computation involving the definition of inverse of an MLO shows that
which is true due to (1.4) . It suffices to prove that the operator
Since the operator (λ −1 − A) −1 C is single-valued, we simply get from the above that
1.2. Degenerate solution operator families. We will use the following definitions from [20] .
are continuous for every fixed x ∈ X and y ∈ Y, as well as the following conditions hold:
, a = 0, A : X → P (X) is an MLO, C ∈ L(X) and CA ⊆ AC. Then it is said that a strongly continuous operator family (R(t)) t∈[0,τ ) ⊆ L(X) is an (a, k)-regularized C-resolvent family with a subgenerator A iff (R(t)) t∈[0,τ ) is a mild (a, k)-regularized C-uniqueness family having A as subgenerator, R(t)C = CR(t) and R(t)A ⊆ AR(t) (t ∈ [0, τ )).
Before we go any further, we note that we do not require the injectiveness of regularizing operators C, C 1 , C 2 in our analysis. Any place where we use the injectiveness of operators C, C 1 or C 2 will be explicitly emphasized.
An (a, k)-regularized C-resolvent family (R(t)) t∈[0,τ ) is said to be locally equicontinuous iff, for every t ∈ (0, τ ), the family {R(s) : s ∈ [0, t]} is equicontinuous. In the case τ = ∞, (R(t)) t≥0 is said to be exponentially equicontinuous (equicon-
is an α-times integrated (a, C)-resolvent family; 0-times integrated (a, C)-resolvent family is further abbreviated to (a, C)-resolvent family. We will accept a similar terminology for the classes of mild (a, k)-regularized C 1 -existence families and mild (a, k)-regularized C 2 -uniqueness families; in the case of consideration of convoluted C-semigroups, it will be always assumed that the condition (1.6) holds with a(t) = 1 and the operator C 1 replaced by C.
The integral generator A int of (a, k)-regularized C-resolvent family (R(t)) t∈[0,τ ) is defined by
The integral generator of mild (a, k)-regularized C 2 -uniqueness family (R 2 (t)) t∈[0,τ ) is defined in the same way. Then we have that
) with respect to the set inclusion and the local equicontinuity of (
We need the following structural characterizations from [20] .
is strongly continuous. Let ω ≥ max(0, abs(|a|), abs(k)) be such that the operator family {e −ωt R i (t) : t ≥ 0} is equicontinuous for i = 1, 2. Then the following holds:
(ii) (R 1 (t)) t≥0 is a mild (a, k)-regularized C 1 -existence family with a subgenerator A iff for every λ ∈ C with ℜλ > ω andã(λ)k(λ) = 0, one has
(iii) (R 2 (t)) t≥0 is a mild (a, k)-regularized C 2 -uniqueness family with a subgenerator A iff (1.9) holds for ℜλ > ω.
and k(t) satisfy (P1), as well as that (R(t)) t≥0 ⊆ L(X) is strongly continuous and commutes with C on X. Let ω ≥ max(0, abs(|a|), abs(k)) be such that the operator
replaced with R(·), C and X, x therein, as well as (1.9) holds with R 2 (·) and C 2 replaced with R(·) and C therein.
Let α ∈ (0, π], and let (R(t)) t≥0 be an (a, k)-regularized C-resolvent family which do have A as a subgenerator.
Then it is said that (R(t)) t≥0 is an analytic (a, k)-regularized C-resolvent family of angle α, if there exists a function R : Σ α → L(X) which satisfies that, for every x ∈ X, the mapping z → R(z)x, z ∈ Σ α is analytic as well as that:
(a) R(t) = R(t), t > 0 and (b) lim z→0,z∈Σγ R(z)x = R(0)x for all γ ∈ (0, α) and x ∈ X. (ii) Let (R(t)) t≥0 be an analytic (a, k)-regularized C-resolvent family of angle α ∈ (0, π]. Then it is said that (R(t)) t≥0 is an exponentially equicontinuous, analytic (a, k)-regularized C-resolvent family of angle α, resp. equicontinuous analytic (a, k)-regularized C-resolvent family of angle α, if for every γ ∈ (0, α), there exists ω γ ≥ 0, resp. ω γ = 0, such that the family
Since there is no risk for confusion, we will identify in the sequel R(·) and R(·).
The following structrural result for exponentially equicontinuous, analytic (a, k)regularized C-resolvent families plays an important role in our study ( [20] ): Lemma 1.7. Assume that A is a closed MLO in X, CA ⊆ AC, α ∈ (0, π/2], abs(k) < ∞, abs(|a|) < ∞ and ω ≥ max(0, abs(k), abs(|a|)). Assume, further, that for every λ ∈ C with ℜλ > ω andã(λ)k(λ) = 0, we have R(C) ⊆ R(I −ã(λ)A) as well as that there exist a function q : ω + Σ π 2 +α → L(X) and an operator D ∈ L(X) such that, for every x ∈ X, the mapping λ → q(λ)x, λ ∈ ω + Σ π 2 +α is analytic as well as that:
Then A is a subgenerator of an exponentially equicontinuous, analytic (a, k)-regularized C-resolvent family (R(t)) t≥0 of angle α satisfying that R(z)A ⊆ AR(z), z ∈ Σ α , the family {e −ωz R(z) : z ∈ Σ γ } ⊆ L(X) is equicontinuous for all angles γ ∈ (0, α), as well as that the equation (1.6) holds for each y = x ∈ X, with R 1 (·) and C 1 replaced therein by R(·) and C, respectively.
Formulation and proof of main results
We start by stating a general result which gives the necessary and sufficient conditions for a multivalued linear operator A −1 to be a subgenerator of an exponentially equicontinuous mild (a, k)-regularized C 1 -existence family or an exponentially equicontinuous mild (a, k)-regularized C 2 -uniqueness family.
(i) (R 1 (t), R 2 (t)) t≥0 is a mild (a, k)-regularized (C 1 , C 2 )-existence and uniqueness family with a subgenerator A −1 iff for every λ ∈ C with ℜλ > ω and a(λ)k(λ) = 0, we have R(C 1 ) ⊆ R(ã(λ) − A),
(ii) (R 1 (t)) t≥0 is a mild (a, k)-regularized C 1 -existence family with a subgenerator A −1 iff for every λ ∈ C with ℜλ > ω andã(λ)k(λ) = 0, we have
Proof. It is clear that A −1 is a closed MLO. The part (iii) follows immediately from Lemma 1.4 and definition of A −1 . For the rest, it suffices to prove (ii). Suppose first that, for every λ ∈ C with ℜλ > ω andã(λ)k(λ) = 0, we have R(C 1 ) ⊆ R(ã(λ)− A) and (2.1). Then a simple computation gives that for such values of parameter λ we have
By Lemma 1.4(ii), we get that (R 1 (t)) t≥0 is a mild (a, k)-regularized C 1 -existence family with a subgenerator A −1 . For the converse, we can apply Lemma 1.4(ii) again so as to conclude that, for every λ ∈ C with ℜλ > ω andã(λ)k(λ) = 0, we have R(C 1 ) ⊆ R(I −ã(λ)A −1 ) and (2.3). As above, this simply implies R(C 1 ) ⊆ R(ã(λ) − A) and (2.1).
Using Lemma 1.5 and a similar argumentation, we can prove the following: Proposition 2.2. Suppose that A is a closed MLO in X, C ∈ L(X), CA ⊆ AC, |a(t)| and k(t) satisfy (P1), as well as that (R(t)) t≥0 ⊆ L(X) is strongly continuous and commutes with C on X. Let ω ≥ max(0, abs(|a|), abs(k)) be such that the operator family {e −ωt R(t) : t ≥ 0} is equicontinuous. Then (R(t)) t≥0 is an (a, k)regularized C-resolvent family with a subgenerator A −1 iff for every λ ∈ C with ℜλ > ω andã(λ)k(λ) = 0, we have R(C) ⊆ R(ã(λ) − A), (2.1) holds with R 1 (·), C 1 and Y, y replaced with R(·), C and X, x therein, as well as (2.2) holds with R 2 (·) and C 2 replaced with R(·) and C therein.
The complex characterization theorem ensuring the existence of an exponentially equicontinuous (a, k)-regularized C-resolvent family subgenerated by the multivalued linear operator A has been recently clarified in [20] . Due to Proposition 2.2, we can simply formulate a corresponding statement for the inverse operator A −1 . We will explain this in more detail in the proof of subsequent result, which provides sufficient conditions for the operator A −1 to be a subgenerator of an exponentially equicontinuous, analytic (a, k)-regularized C-resolvent family (see also Lemma 1.7). Proposition 2.3. Assume that A is a closed MLO in X, CA ⊆ AC, α ∈ (0, π/2], abs(k) < ∞, abs(|a|) < ∞ and ω ≥ max(0, abs(k), abs(|a|)). Assume, further, that for every λ ∈ C with ℜλ > ω andã(λ) = 0, we have R(C) ⊆ R(ã(λ) − A) as well as that there exist a function Υ : ω + Σ π 2 +α → L(X) and an operator D ′ ∈ L(X) such that, for every x ∈ X, the mapping λ → Υ(λ)x, λ ∈ ω + Σ π 2 +α is analytic as well as that:
(i) There exists a function k : Σ α ∪ {0} → C which is analytic on Σ α , continuous on any closed subsector Σ γ (0 < γ < α) and which additionally satisfies that sup z∈Σγ |e −ωz k(z)| < ∞ (0 < γ < α) and k(t) = k(t) for all
Then the function λ →k(λ), ℜλ > ω has an analytic extension λ →k(λ), λ ∈ ω + Σ (π/2)+α satisfying that sup ω+Σ (π/2)+γ |(λ − ω)k(λ)| < ∞ for 0 < γ < α and lim λ→+∞ λk(λ) = k(0). If, additionally,
then A −1 is a subgenerator of an exponentially equicontinuous, analytic (a, k)-regularized C-resolvent family (R(t)) t≥0 of angle α satisfying that R(z)
is equicontinuous for all angles γ ∈ (0, α), as well as that the equation (1.6) holds for each y = x ∈ X, with A, R 1 (·) and C 1 replaced therein by A −1 , R(·) and C, respectively.
Proof. It is clear that A −1 is a closed MLO in X and CA −1 ⊆ A −1 C. By condition (i) and [1, Theorem 2.6.1, Theorem 2.6.4 a)], we get that the function λ →k(λ), ℜλ > ω has an analytic extension λ →k(λ), λ ∈ ω + Σ (π/2)+α satisfying that sup ω+Σ (π/2)+γ |(λ − ω)k(λ)| < ∞ for 0 < γ < α and lim λ→+∞ λk(λ) = k(0). Define q(λ) :=k(λ)C −k(λ)Υ(λ), λ ∈ ω + Σ (π/2)+α and D := k(0)C − k(0)D ′ . Then q(·) is analytic and a simple computation involving condition (ii) shows that for every λ ∈ C with ℜλ > ω andã(λ) = 0, we have R(C) ⊆ R(I −ã(λ)A −1 ) with Cx ∈ (I −ã(λ)A −1 )[Cx − Υ(λ)x]. Therefore, it suffices to show that conditions (i)-(v) of Lemma 1.7 holds true with the operator A replaced with the operator A −1 therein. It is clear that (iii) holds since q(·) commutes with C, due to condition (iii) made in the formulation of this proposition. Condition (iv) and (v) can be simply verified. The condition (i) of Lemma 1.7 simply follows from condition (ii) of this proposition and simple computation, while condition (ii) simply follows from condition (iv) of this proposition. The proof is thereby complete.
The most intriguing case in which the assumptions of Proposition 2.3 hold is: ω = 0, a(t) = g α (t) for some number α ∈ (0, 2), k(t) = 1, C ∈ L(X) is injective and satisfies that C −1 AC = A is the integral generator of an equicontinuous analytic (g α , g 1 )-regularized C-resolvent family (S(t)) t≥0 of angle γ ∈ (0, min(π/2, (π/α) − (π/2))]. Then, due to [20, Theorem 3.2.18], we can make a choice in which Υ(λ) = λ α (λ α − A) −1 C and D ′ = S(0), providing thus a proper extension of [21, Theorem 4.1(i)] and [8, Proposition 1] . Since subordination principles can be formulated for (a, k)-regularized C-resolvent families subgenerated by MLOs (C need not be injective, in general), we can simply prove an extension of [21, Theorem 4.1(ii)] for (g α , g β )-regularized C-resolvent families.
In connection with Proposition 2.3 and [21, Theorem 4.1], we would like to propose the following: ∈ (0, 2) , a(t) = g α (t), k(t) = g β+1 (t) and γ ∈ (0, min(π/2, (π/α) − (π/2))]. Suppose, further, that Σ ((π/2)+γ)α ⊆ ρ C (A), the mapping λ → (λ − A) −1 Cx, λ ∈ Σ ((π/2)+γ)α is analytic (x ∈ X) and the following two conditions are satisfied:
(i) For every γ ′ ∈ (0, γ), there exists a finite constant M γ ′ > 0 such that the operator family
Then the operator A −1 is a subgenerator of an exponentially equicontinuous, analytic (a, k)-regularized C-resolvent family (R(t)) t≥0 of angle γ satisfying that
is equicontinuous for every real numbers ω > 0 and γ ∈ (0, γ ′ ). Moreover, the equation (1.6) holds for each y = x ∈ X, with A, R 1 (·) and C 1 replaced therein by A −1 , R(·) and C, respectively.
Proof. As above, we have that A −1 is a closed MLO in X and CA −1 ⊆ A −1 C. It is clear that the function k(t) satisfies the condition (i) from Proposition 2.3. If ω > 0, then we can apply Proposition 2.3 with the function Υ : It seems that Proposition 2.4 is not considered elsewhere, even for abstract nondegenerate differential equations of the first order. We will only present an illustrative application of Proposition 2.4 to the abstract degenerate differential equations of fractional order: Example 2.6. It is clear that, for every two linear single-valued operators A and B, we have (AB −1 ) −1 = BA −1 and (B −1 A) −1 = A −1 B in the MLO sense. This is very important to be noted since many authors have investigated infinitely differentiable semigroups generated by multivalued linear operators of form AB −1 or B −1 A, where the operators A and B satisfy the condition [11, (3.7) ], or its slight modification. Consider, for the sake of illustration, the following fractional Poisson heat equation in the space L p (Ω) :
where Ω is a bounded domain in R n , 1 < p < ∞, b > 0, m(x) ≥ 0 a.e. x ∈ Ω, m ∈ L ∞ (Ω) and 1 < p < ∞; here, B is the multiplication in L p (Ω) with m(x), and A = ∆ − b acts with the Dirichlet boundary conditions (see [11, Example 3.6] ). Let A := AB −1 ; then for a suitable chosen number b > 0, we have the existence of an angle θ ∈ (π/2, π) and a finite number M > 0 such that
Let α ∈ [1, 2θ/π). By Proposition 2.4, with D ′ = 0 and β = 0, we get that A −1 generates an analytic (g α , g 1 )-regularized resolvent family (R(t)) t≥0 of angle γ ∈ (0, min((θ/α) − (π/2), π/2)], satisfying that the operator family {e −ωz R(z) : z ∈ Σ γ ′ } ⊆ L(X) is bounded for every ω > 0 and γ ′ ∈ (0, γ). Moreover, let 0 < ǫ < γ ′ < γ. Then we have the following integral representation
where the contour Γ is defined in the proof of [1, Theorem 2.6.1] (we only need to replace the number γ with the number γ ′ therein). Using the estimate (2.4) and the integral computation contained in the proof of afore-mentioned theorem, after letting ω → 0+ we get that (R(t)) t≥0 is an equicontinuous analytic (g α , g 1 )regularized resolvent family of angle γ. Hence, we can analyze the well-posedness of the reversed Poisson heat equation in the space L p (Ω):
It is worth noticing that the existence and behaviour of C-resolvent of a multivalued linear operator A around zero is most important for the generation of certain classes of (a, k)-regularized C-resolvent families, C-(ultra)distribution semigroups and C-(ultra)distribution cosine functions by the inverse operator A −1 (see [20, Section 3.3, Section 3.4] for the notion and further information on the subject). More to the point, the existence of C-resolvent of A at the point λ = +∞ does not play any role for the generation of C-(ultra)distribution semigroups and C-(ultra)distribution cosine functions by the inverse operator A −1 ; in the following example, we will explain this fact only for C-distribution semigroups (a similar statement holds for the generation of locally defined fractional C-resolvent families): 
It can be easily seen that the set 1/E(a, b) := {1/λ : λ ∈ E(a, b)} is a relatively compact subset of C, as well as that 1/E(a, b) is contained in the strip {λ ∈ C : 0 < ℜλ < 1/b}. Let A be a closed MLO commuting with the operator C ∈ L(X), and let there exist n ∈ N such that the operator family {λ n (λ − A) −1 C : λ ∈ 1/E(a, b)} ⊆ L(X) is equicontinuous. If we suppose additionally that the mapping λ → (λ− A) −1 Cx is analytic on 1/Ω a,b and continuous on 1/Γ a,b , with the meaning clear, where Γ a,b denotes the upwards oriented boundary of E(a, b) and Ω a,b the open region which lies to the right of Γ a,b , then we can apply Proposition 1.1 and [20, Theorem 3.3.15] to conclude that an extension of the operator A −1 generates a Cdistribution semigroup G. Moreover, if C is injective and A −1 is single valued, then the operator C −1 A −1 C is the integral generator of G (see [20, Remark 3.3.16] ). On the other hand, for the generation of exponential C-distribution semigroups by an extension of the operator A −1 one has to assume that the operator family {λ n (λ−A) −1 C : 0 < ℜλ < c} ⊆ L(X) is equicontinuous for some real number c > 0 and integer n ∈ N. Finally, let α ∈ (0, 2) and ω > 0. Denote by Ω the unbounded region lying between the boundary of sector Σ απ/2 and the curve {λ −α : ℜλ = ω}.
If Ω ⊆ ρ C (A) and the family {λ n (λ − A) −1 C : λ ∈ Ω} ⊆ L(X) is equicontinuous for some integer n ∈ N, then there exists a positive real number β > 0 such that the operator A is a subgenerator of a global (g α , g β+1 )-regularized C-resolvent operator family (R(t)) t≥0 satisfying that the operator family {e −ωt R(t) : t ≥ 0} ⊆ L(X) is equicontinous.
In the following theorem, we reconsider the statement of [21, Theorem 4.1(i)] for subgenerators of degenerate (g α , g β+1 )-regularized C-resolvent families, where α ∈ (0, 2], β ≥ 0 and the operator C ∈ L(X) is possibly non-injective. More to the point, we consider the situation in which the subgenerator A is not necessarily injective or single-valued, in the setting of general SCLCSs (the interested reader may try to extend the statements of [21, Theorem 4.1(ii), Remark 4.2, Corollary 4.1] in this framework).
Theorem 2.8. Suppose that α ∈ (0, 2], β ≥ 0 and a closed MLO A is a subgenerator of an exponentially equicontinuous (g α , g β+1 )-regularized C-resolvent family (S(t)) t≥0 such that the operator family {t −β S(t) : t > 0} ⊆ L(X) is equicontinuous. Then, for every number γ > β + (1/2), the operator A −1 is a subgenerator of an (g α , g γ+1 )-regularized C-resolvent family (R(t)) t≥0 satisfying that the operator family {t −γ R(t) : t > 0} ⊆ L(X) is equicontinuous.
Proof. Define
Arguing as in the proof of [21, Theorem 4.1(i)], we get that (R(t)) t≥0 ⊆ L(X) is strongly continuous as well as that the operator family {t −γ R(t) : t > 0} ⊆ L(X) is equicontinuous and provided ℜλ > 0 and (x, y) ∈ X. Having in mind Lemma 1.5 and (2.5), it suffices to show that
and
Cx It is crucial to formulate the following proper generalization of Theorem 2.8 (where ω ′ 0 = 0, f (λ) = 1/λ, a(t) = b(t) = g α (t), k(t) = g β+1 (t), k 1 (t) = g γ+1 (t),
S(s)x ds, t > 0, x ∈ X; see also Remark 2.9) for various classes of (a, k)-regularized C-resolvent families: Theorem 2.11. Suppose that A is a closed MLO in X, C, C 2 ∈ L(X), C 1 ∈ L(Y, X), CA ⊆ AC, ω ′ 0 ≥ max(abs(|a|), abs(k), 0), the functions b(t) and k 1 (t) satisfy (P1) with ω 0 ≥ max(0, abs(|b|)), the function k 1 (t) is continuous for t ≥ 0 and |k 1 (t)| = O(e ω0t P (t)) for t ≥ 0, where P (t) = l j=0 a j t ζj , t ≥ 0 (l ∈ N, a j ≥ 0 and ζ j ≥ 0 for 1 ≤ j ≤ n). Let f : {λ ∈ C : ℜλ > ω 0 } → {λ ∈ C : ℜλ > ω ′ 0 } and G : {λ ∈ C : ℜλ > ω 0 } → C be two given functions, and letã(λ
and k 1 (λ) = G(λ)k(f (λ)), ℜλ > ω 0 . (2.10) (i) Suppose, further, A is a subgenerator of a global mild (a, k)-regularized C 1 -existence family (R 1 (t)) t≥0 ⊆ L(Y, X) such that the operator family
is equicontinuous for each number ω > ω ′ 0 , as well as there exists a strongly continuous operator family (S 0 (t)) t≥0 ⊆ L(Y, X) such that the family {e −ω0t S 0 (t) : t ≥ 0} ⊆ L(Y, X) is equicontinuous and Then the operator A −1 is a subgenerator of a global mild (b, k 1 )-regularized C 1 -existence family (S 1 (t) ≡ k 1 (t)C 1 − S 0 (t)) t≥0 ⊆ L(Y, X) and the operator family {e −ω0t (P (t)) −1 S 1 (t) : t > 0} ⊆ L(Y, X) is equicontinuous.
(ii) Suppose, further, A is a subgenerator of a global mild (a, k)-regularized C 2 -uniqueness family (R 2 (t)) t≥0 ⊆ L(X) such that the operator family {e −ωt R 2 (t) : t ≥ 0} ⊆ L(X) is equicontinuous for each number ω > ω ′ 0 , as well as there exists a strongly continuous operator family (S 0 (t)) t≥0 ⊆ L(X) such that the family {e −ω0t S 0 (t) : t ≥ 0} ⊆ L(X) is equicontinuous and (2.11) holds with y = x ∈ X and R 1 (·) replaced by R 2 (·) therein. Then the operator A −1 is a subgenerator of a global mild (b, k 1 )-regularized C 2uniqueness family (S 2 (t) ≡ k 1 (t)C 2 − S 0 (t)) t≥0 ⊆ L(X) and the operator family {e −ω0t (P (t)) −1 S 2 (t) : t > 0} ⊆ L(X) is equicontinuous. (iii) Suppose, further, A is a subgenerator of a global (a, k)-regularized C-resolvent family (R(t)) t≥0 ⊆ L(X) such that the operator family {e −ωt R(t) : t ≥ 0} ⊆ L(X) is equicontinuous for each number ω > ω ′ 0 , as well as there exists a strongly continuous operator family (S 0 (t)) t≥0 ⊆ L(X) such that the family {e −ω0t S 0 (t) : t ≥ 0} ⊆ L(X) is equicontinuous and (2.11) holds with y = x ∈ X and R 1 (·) replaced by R(·) therein. Then the operator A −1 is a subgenerator of a global mild (b, k 1 )-regularized C-resolvent family (S(t) ≡ k 1 (t)C − S 0 (t)) t≥0 ⊆ L(X) and the operator family {e −ω0t (P (t)) −1 S(t) : t > 0} ⊆ L(X) is equicontinuous.
Proof. We will prove only (i). Let λ ∈ C with ℜλ > ω 0 andb(λ) k 1 (λ) = 0 be given. Due to Proposition 2.1(ii), it suffices to show that R(C 1 ) ⊆ R(b(λ) − A) and
But, our assumption (2.10) impliesã(f (λ))k(f (λ)) = 0. Since ℜ(f (λ)) > ω ′ 0 , Lemma 1.4(ii) yields that R(C 1 ) ⊆ R([ã(f (λ))] −1 − A) and
This simply gives (2.12) after a simple calculation involving the equations (2.10) and (2.11).
Remark 2.12. In the existing literature concerning the inverse generator problem, the authors have investigated only the following special case: ω ′ 0 = 0, f (λ) = 1/λ and a(t) = b(t) = g α (t), for some number α ∈ (0, 2). Even if f (λ) = 1/λ, the equality a(t) = b(t) = g α (t), where α ∈ (0, 2), is not necessary for applying Theorem 2.11. For example, suppose that P (λ) = n j=0 a j λ ζj and Q(λ) = m j=0 b j λ ηj for some non-negative real numbers ζ j (0 = ζ 0 ≤ ζ 1 ≤ · · · ≤ ζ n ), η j (0 = η 0 ≤ η 1 ≤ · · · ≤ η m ) and complex numbers a j (0 ≤ j ≤ n), b j (0 ≤ j ≤ m) such that b 0 = 0, a 0 a n b m = 0, η m > ζ n and P (λ)Q(λ) = 0 for ℜλ > 0 [we can take, for example, P (λ) = λ + 2 and Q(λ) = λ 3 ]. If a(t) = L −1 (P (λ)/Q(λ))(t), t ≥ 0, then we can prove that abs(|a|) = 0. Furthermore, we can prove that there exists a function b(t) satisfying abs(|b|) = 0 andb(λ) = 1/ã(1/λ) = Q(1/λ)/P (1/λ), ℜλ > 0. So, if the second equality in (2.10) holds with the functions k(t) and k 1 (t) being continuous for t ≥ 0, then the most simplest case in which Theorem 2.11(iii) is applicable is that case in which X := C, C := I, A := 0 and R(t) := k(t)I, t ≥ 0, when S 0 (t) = k 1 (t)I, t ≥ 0.
We continue by stating the following important corollary of Theorem 2.11 (the case in which σ = −1 and a = b = β ≥ 0 has been already considered in Theorem 2.8 and Remark 2.9-Remark 2.10):
Theorem 2.13. Suppose that α ∈ (0, 2), σ ∈ (−1, 0), β ≥ 0, A is a closed MLO in X, C ∈ L(X), CA ⊆ AC, A is a subgenerator of an exponentially equicontinuous (g α , g β+1 )-regularized C 1 -resolvent family (R(t)) t≥0 such that the operator family {(t a + t b ) −1 R(t) : t > 0} ⊆ L(X) is equicontinuous for two real numbers a, b such that −1 < a ≤ b. Let η > 1 + b and η ≥ 1 + β. Define F (t) := t |σ|(η−β−1) + t |σ|(η−b−1) χ (0,1] (t) + t |σ|(η−a−1) χ [1,∞) (t) , t > 0.
Then the operator A −1 is a subgenerator of a global (g α|σ| , g 1+|σ|(η−β−1) )-regularized C-resolvent family (S(t)) t≥0 ⊆ L(X) and the operator family {[F (t)] −1 S(t) : t > 0} ⊆ L(X) is equicontinuous.
Proof. We will apply Theorem 2.11(iii) with ω 0 = ω ′ 0 = 0, f (λ) = λ σ , a(t) = g α (t), b(t) = g |σ|α (t), k(t) = g β+1 (t), k 1 (t) = g |σ|(η−β−1)β+1 (t) and G(λ) = λ −1+ση . Set S 0 (t)x := ∞ 0 t −ση φ −σ, 1 − ση; −st −σ R(s)x ds, t ≥ 0, x ∈ X.
Using (1.3), the assumption −1 < σ < 0 and the dominated convergence theorem, it readily follows that the mapping t → S 0 (t)x, t > 0 is continuous for every fixed element x ∈ X. Since S 0 (0) = 0 and [F (·) − · |σ|(η−β−1) ](0) = 0, it suffices to show that the operator family {[F (t)] −1 S(t) : t > 0} ⊆ L(X) is equicontinuous as well as that Observe that the above integral converges due to our assumption −1 < a ≤ b, which also implies σa ≥ σb and the equicontinuity of operator family {[F (t)] −1 S(t) : t > 0}. Moreover, by the equation (1.2) and the Fubini theorem, we have This completes the proof of theorem.
As in Remark 2.9, it is worth noting that we can formulate the above result for the classes of exponentially equicontinuous mild (g α , g β+1 )-regularized C 1existence families and exponentially equicontinuous mild (g α , g β+1 )-regularized C 2uniqueness families. It is also worth noting the following:
Remark 2.14. Let the requirements of Theorem 2.13 hold with a = 0. Then the subordination principle for degenerate (a, k)-regularized C-resolvent families shows that the operator A is a subgenerator of a global (g α|σ| , g 1+|σ|(α−1) )-regularized Cresolvent family (W (t)) t≥0 satisfying that the operator family {(1 + t b|σ| ) −1 W (t) : t ≥ 0} ⊆ L(X) is equicontinuous ( [20] ). Arguing as in [21, Remark 4.2] , with the function f (λ) = 1/λ, we get that the operator A −1 is a subgenerator of a global (g α|σ| , g 1+γ )-regularized C-resolvent family (W (t)) t≥0 provided γ ≥ 0 and γ > 2b|σ|+(1/2)−β. The integration rate obtained here with the function f (λ) = λ σ is better provided that β(1 − |σ|) < b|σ| + (1/2).
