Abstract-MESHGRID is a novel, compact, multiscalable and animation-friendly surface representation method, which has been introduced in MPEG-4 [1]. The MESHGRID representation attaches a description of the "global connectivity" between the vertices on the object's surface (i.e., the 3-D connectivity wireframe) to a regular 3-D grid of points (i.e., the reference grid). MESHGRID efficiently encodes the 3-D connectivity wireframe by using a new type of 3-D extension of Freeman chain-code. MESHGRID does not explicitly store the polygons of the surface, since the 3-D connectivity wireframe has particular connectivity properties allowing for the unambiguous derivation of the triangulation. The reference grid is a smooth vector field defined on a regular discrete 3-D space. This grid is efficiently compressed by using an embedded 3-D wavelet-based multiresolution intra-band coding algorithm. MESHGRID can be efficiently exploited for QoS since it allows for three types of scalability in both view-dependent and view-independent scenarios, including: 1) resolution scalability, i.e., the adaptation of the number of transmitted vertices; 2) shape precision, i.e., the adaptive reconstruction of the reference grid positions; and 3) vertex position scalability, i.e., the change of the precision of known vertex positions with respect to the reference grid. Furthermore, in addition to the classical vertex-based animation, MESHGRID also supports specific animation capabilities, such as: 1) rippling effects by changing the position of the vertices relative to corresponding reference grid points and 2) reshaping on a hierarchical basis of the regular reference grid and its attached vertices.
MESHGRID-A Compact, Multiscalable and Animation-Friendly Surface Representation
Even more important than compact storage, is the possibility to scale the complexity of the surface representations according to the capacity of the digital transmission channels or to the performance of the graphics hardware on the target platform. Another vital issue for the animation of objects is the support for free form modeling or animation, offered by the representation method.
As a response to these new demands, several compact surface encoding techniques have been devised during the last years. A first category of techniques tries to respect as much as possible the vertex positions and their connectivity as defined in the initial IndexedFaceSet description, while the second category opts for another alternative surface representation method, enabling higher compression ratios and other features, such as support for animation. The second approach is more complex, certainly at the encoding stage, since a surface described with the alternative surface representation will have to be fitted within a certain error to the initial mesh description.
As to the first category of techniques, researchers started working on the efficient encoding of the connectivity graph, which describes for each polygon in the mesh, the vertices it is built with and their order; see for example [2] - [4] . In [5] , the Topological Surgery scheme has been proposed to compress the connectivity of manifold polygonal meshes of arbitrary topological type as well as the vertex locations. In the Topological Surgery representation, a face forest spanning the dual graph of the mesh connects the faces of an oriented manifold polygonal mesh. A vertex graph, connecting all the vertices of the mesh, is obtained from the edges that do not belong inside the face forest. The coordinates of a vertex are predicted using a linear combination of the ancestor vertices preceding it in the vertex graph traversal. When the predictions are good, only small corrective vectors are necessary to precisely locate the vertex positions. These corrective vectors can be efficiently compressed without loss by using an entropy encoder. One can even achieve higher compression gains, by allowing some loss in the quantization of the vertex locations, without affecting the visual quality [2] , [5] , [6] . When the bandwidth of the transmission channel is not matching the complexity of the full resolution model, one can provide faster interaction via progressive transmission: i.e., a first crude model is received after a few seconds and further refined whenever a higher level of detail has been downloaded. In [7] a progressive mesh is described, consisting of a simple base mesh, and a series of vertex split operations, corresponding to the (inverse) edge collapse operations used to create the base mesh. Applying every vertex split operation to the base mesh will recover the original model exactly. Yet refinements can also be performed one vertex at a time, enabling fine-grain, view-dependent enhancements [8] ; however, this flexibility strongly affects the compression performance. More recent and better approaches arrange the refinements into groups, causing some loss of flexibility in exchange of coding efficiency [9] - [11] . The Progressive Forest Split scheme described in [11] represents also a manifold triangular mesh, by combining a low resolution mesh, with a sequence of forest split refinement operations that can be seen as a grouping of several consecutive edge split operations, balancing compression efficiency with granularity. The Progressive Forest Split approach has been promoted to the MPEG4 standard [known as 3-D mesh coding (3DMC)] together with the previously mentioned Topological Surgery scheme, which is used to encode the base mesh. By using a new estimator to predict the position of a vertex from the position of its neighbors in the lower resolution mesh, Pajarola and Rossignac [12] achieved further improvements in compression performance.
Within the second category of techniques, Wavelet Subdivision Surfaces, introduced by Lounsberry et al. in their pioneering paper [13] , is an attractive alternative to represent surfaces in a compact way. They exploit the effectiveness of the wavelet decomposition in decorrelating data and apply on these decorrelated data excellent coding techniques, previously developed for image compression. For instance in [14] the wavelet details are progressively compressedusingzero-trees, while [15] uses the embedded quantizer and embedded entropy coder described in [16] . A base meshisusedastheseedforarecursivesubdivisionprocess,during which the 3-D details (i.e., the wavelet coefficients) needed to obtain finer and finer approximations to the original shape are added to the new vertex positions predicted by the subdivision scheme. Wavelet subdivision surfaces are an excellent example of the second category of techniques, except as to the coding of the base mesh, since no attempt is made to recreate the connectivity or vertex locations of the original mesh, but instead the focus is put on the underlying surface's shape. The base mesh should not be coded with too much loss, since small reconstruction errors will be amplified in the higher resolutions. Crucial in this approach is the elaboration of an adequate multiresolution parameterization of the surface over a triangular or quadrilateral base domain. Eck et al. [17] use Voronoi tiling and harmonic maps to build a parameterization and to remesh the original surface onto a semi-regular mesh, while Lee et al.developed the feature driven mesh reduction multiresolution adaptive parameterization of surface (MAPS) algorithm [18] , tracking successive mappings during mesh simplification.
Generally, the wavelet details are vectors. In [19] , it was found that representing the wavelet details in a local frame based on the surface tangent plane, makes the scalar components more independent: normal components have a bigger influence on the geometrical approximation error than tangential components. Khodakovski et al. [14] exploit this observation by more coarsely quantizing the tangential components. Normal meshes introduced by Guskov et al. [20] even push further these ideas by obtaining a base mesh, such that the construction allows most of the vertices to be encoded using scalar displacements according to the normal at the surface. Yet, in general a small fraction of the vertices will still require vector displacements to prevent surface folding. At the same time, [15] introduced the concept of displaced subdivision surfaces, which can be regarded as a two level normal mesh. Because only two levels are used, the base mesh will contain in general more triangles than in the approach of Guskov et al.Yet the main problem of these approaches lies in finding an optimal base mesh, which is in general a computing intensive process.
The MESHGRID surface representation [1] , [21] - [23] described further in this paper lies somewhat in between the two categories: it has some features common to the techniques belonging to the first category, but at the same time it exploits wavelet-based multiresolution techniques for refining the shape. The peculiarity of the MESHGRID representation lies in combining a wireframe (i.e., the connectivity wireframe), describing in an efficient implicit way the connectivity between the vertices located on the surface of the object, with a regular 3-D grid of points (i.e., the reference grid) that stores the spatial distribution of the vertices from the connectivity wireframe. The traversal of the connectivity wireframe can be efficiently encoded, and for a closed mesh it needs to be initiated from one starting vertex only, while the reference grid can be efficiently compressed with wavelets since it is in general a smooth vector field, or it does not even need to be coded at all in case it is uniformly distributed. In order to address view-dependent decoding scenarios, where only visible mesh portions are decoded at the appropriate resolution, the object can be subdivided at each resolution level into regions of interest (ROIs), and the MESHGRID description inside each ROI is encoded as one entity. Such a stream structure allows the retrieval of the entities in a random, view-dependent manner.
As for wavelet subdivision surfaces [19] , [23] , in the MESHGRID representation, wavelets are not only useful for embedded compression but also for animation and editing purposes. The deformations are applied indirectly via the grid to the vertices, which gives some extra benefits compared to the previously mentioned approaches.
The paper is structured as follows. Section II discusses the MESHGRID components, i.e., the connectivity wireframe and the reference grid, and the constraints imposed on these two components in order to obtain the MESHGRID representation. The multiresolution hierarchical MESHGRID is described in Section III, and the view-dependent coding of the connectivity wireframe and reference grid are presented in Section IV. The scalability and animation features offered by the MESHGRID representation are exposed in Sections V and VI, and the mapping of various surface representations to MESHGRID is discussed in Section VII. Finally, Section VIII draws the main conclusions of this work.
II. MESHGRID REPRESENTATION

A. Reference Grid
The intersection points between three sets of reference surfaces define the reference grid. The discrete position of each reference grid point represents the indices of the reference surfaces intersecting in that point, while the coordinates of the reference grid point are equal to the coordinates of the computed intersection point. This concept is shown in Fig. 1 , the reference surfaces from each set being displayed in a different color. In the general case, the reference surfaces are not planar, but curvilinear and nonequidistant. Based on the fact that each reference surface has a certain ordering inside the set, the following constraints are imposed at the surface of the object: 1) the reference surfaces from one set keep their ordering; 2) they do not self-intersect; and 3) the reference surfaces from any set do intersect the reference surfaces from the other two sets.
B. Connectivity Wireframe
Any type of wireframe, be it triangular, quadrilateral, or polygonal, can be attached to a reference grid. However, in order to provide a rich set of functionalities, the connectivity wireframe must have particular connectivity properties. It must allow for: 1) efficient storing of the connectivity information between the vertices of the mesh; 2) deriving the discrete position of a vertex in the reference grid from the discrete position of another vertex connected to if for both vertices the discrete border direction is known; 3) obtaining the normal vector to the surface by computing the cross product between the connectivity vectors; and 4) obtaining the polygonal representation for display purposes.
An example illustrating the construction of the connectivity wireframe is given in Fig. 2 . As shown in this figure, each vertex from the connectivity wireframe is located on a line (curve) (label 1), resulting from the intersection between two reference surfaces and , belonging to two different sets. The line (curve) is called the reference grid line, and passes implicitly through the series of reference grid points (labels 2, 3) resulting from its intersection with the reference surfaces belonging to the third set. The coordinates of each vertex (label 4) on the reference grid line are given by the intersection point of line with the object's surface. A reference grid line might intersect the surface of the object at different positions; hence, in each intersection point a different vertex must be considered. For a closed surface, the number of intersection points between a grid line and the surface is even (grid lines tangent to the surface define multiple overlapped vertices). For any vertex, the vector pointing outwards the surface of the object, oriented along a reference grid line in one of the directions is called the discrete border direction. As illustrated in Fig. 3 , there are six discrete border directions named: Front (positive orientation), Back (negative orientation), Left (negative orientation), Right (positive orientation), Up (positive orientation), and Down (negative orientation).
The connectivity wireframe keeps the 3-D connectivity information between the vertices, and consists of a series of connectivity vectors, each of these vectors linking two vertices located inside the same reference surface.
The example of Fig. 4 illustrates the connectivity vectors (label 7) linking the vertices of the mesh for one reference surface passing through a 3-D object; similarly, the connectivity vectors generated for an entire 3-D object are shown in the example of Fig. 5 . The connectivity vectors are derived by satisfying the following three constraints: 1) given a starting vertex , a connectivity vector from will be located inside one of the two reference surfaces passing through ; 2) a connectivity vector will connect two vertices and that are lying the closest to each other at the same side of the object's surface; 3) the orientation of a connectivity vector inside the reference surface , e.g., from vertex to , is determined following a counterclockwise (CCW) or a clockwise (CW) scanning direction around a central point inside the object. The CCW scanning direction is imposed when the vertices and linked by the connectivity vector, are located on the external surface of the object, respectively the CW scanning direction is imposed when the vertices and are located on the internal surface of the object (see Fig. 4 ).
Since a vertex is located on a reference grid line, which in its turn is defined by the intersection of two reference surfaces and from two different sets, there will be two connectivity vectors (--and --) going from vertex to other vertices (outgoing): one connectivity vector is located inside the reference surface , while the other one is located inside the reference surface . Similarly, vertex will be referred to by two incoming links (--and --) from two other vertices. In the example of Fig. 5 , the four neighboring vertices of are denoted as , , and , and are connected with via --, --, --and --respectively. For the imposed scanning direction, vertices and follow vertex on curve and respectively, while vertices and precede vertex on curve and respectively. Notice from this figure that the curves (connectivity paths) and belong to reference surfaces ( and ) from two different sets and intersect each other in vertex .
To summarize, the basic concepts of the MESHGRID representation are illustrated in the example of Fig. 3: 1 ) the object is shown as a cube; 2) the reference grid point (only one grid point in this case) is located at the intersection between three reference surfaces, one reference surface from each set, passing through the middle of the object and colored in green, cyan, and yellow respectively; 3) the reference grid lines-three in this case-are shown in green, cyan, and yellow, respectively; 4) the vertices shown as white dots are located at the intersection between the reference grid lines and the surface of the object; and 5) the connectivity vectors attached to the vertices are drawn as thick red (--) and blue arrows (--). The indices { } of the connectivity vectors (--) and (--) are chosen in such a way that the cross product defined by (1) returns a normal vector oriented outwards the surface of the object at the position of vertex , given as follows:
(1) Fig. 2 . Cross section through a 3-D object, illustrating the contour of the object, the reference grid, and the relation between the vertices (belonging to the connectivity wireframe and located at the surface of the object) and the grid points. According to (1), Table I illustrates the correct identification of the --and --connectivity vectors attached to vertices located on one of the six discrete border faces (see Fig. 3 ), given the imposed scanning orientation for a connectivity path , i.e., CCW for external, respectively, CW for internal surfaces.
In Table I , the column header refers to a vertex and its two outgoing links (--and --), while the rows indicate a vertex that is neighboring with , and its corresponding incoming links (--and --). The links use the same coloring scheme as displayed in Fig. 3 (--in red and --in blue ). Notice that in order to satisfy (1) the connectivity vectors of two consecutive vertices may change their ordering ( and ) . This implies that when walking from a vertex to one of its neighbors with via link --(respectively to via --), it is possible to return from that position back to vertex on one of the --or --links (respectively --or --) depending whether their indices have changed or not. The exclamation marks in Table I indicate connectivity cases that are not possible.
The regular structure of the connectivity wireframe in the MESHGRID representation expressed by the fact that each vertex is connected to four other vertices is illustrated for a discrete sphere in Fig. 6(a) , and for a continuous sphere in Fig. 6(b) . The vertices are displayed as yellow dots, while the connectivity vectors (colored in red, green and blue) connect the vertices. Starting from any vertex , the path obtained by following the connectivity vectors always in the same direction to the neighboring vertices will finally lead back to the vertex if the surface of the object is closed. An example of an open surface is given in Section VII-B.
Notice that, in Fig. 6 (the coloring for the connectivity vectors, respectively), the path is the same as the color of the reference surface (see Fig. 1 ) containing them. For the continuous sphere shown in Fig. 6 (b), several vertices will overlap if more than two reference surfaces intersect in the same position. The overlapping vertices might give the wrong indication that a vertex is connected with more than four vertices. The triangles generated for overlapping vertices are not considered.
C. Relationship Between the Reference Grid Points and Vertices
Although the surface description of the object is completely defined by the connectivity wireframe, since both the coordinates of the vertices and their connectivity are known, it is more beneficial, in terms of compactness of storage, scalability features and animation flexibility, to attach the vertices to a corresponding set of reference grid points. The procedure used to make the link between the vertices and the reference grid points is the following. 1) Find for each vertex the two grid points , located inside the object, and , located outside the object, (see Fig. 2 ) such that both and are positioned on the same grid line (label 6) as and they are the closest to . 2) Consider as the reference point of . Reference grid points with similar properties as and (e.g., labels 2, 3 in Fig. 2 ) are called border reference grid points since the object's surface (label 5) passes between these points. We observe also from Fig. 2 that it is possible to attach several vertices to the same reference grid point. Notice that, by using the reference grid, there is no need to store the coordinates of the vertices and that for any vertex one may store instead the discrete positions of the corresponding reference grid point . This implies that the coordinates of any vertex can be computed as the sum of the coordinates of the corresponding reference grid point and an offset o In this equation, o are the components of the vector given by the product of (see Fig. 2 ) with a scalar value, offset, given as o oset (3) where offset is given by oset (4) and is the magnitude of . Since vertex is lying on the line segment in between the reference grid points and , (4) yields scalar offsets in the range [0, 1). Note that defining the offset for the vertices as a relative value instead of an absolute one has the advantage that the coordinates of the vertices can still be recomputed from the reference grid coordinates after having applied arbitrary deformations to the reference grid (see the right-hand side of Fig. 2 ).
III. HIERARCHICAL MULTIRESOLUTION MESHGRID
In the multiresolution MESHGRID representation, both the connectivity wireframe (see Fig. 7 ) and the reference grid (see Fig. 8 ) have a hierarchical structure. The hierarchical structure enforces that vertices found in a lower level are available in all higher levels that follow. However, each level will alter the connectivity between the existing vertices. For example, vertex in Fig. 7 is connected on level with vertex via the blue colored line; this link is replaced in level by another line (green color) to vertex and replaced again in level by the red line that connects it to vertex , and so on. Note that the level of a vertex indicates the position in the hierarchy when it first appears.
The hierarchical MESHGRID representation imposes the following constraint on the reference system: the reference system of any level is a superset of the reference system of the lower levels. Fig. 8 shows the changes in the reference system when generating a hierarchical MESHGRID with three levels. The first level in Fig. 8(a) consists of three reference surfaces colored in blue. The second level in Fig. 8(b) has in addition other reference surfaces (colored in green), and the third level in Fig. 8(c) contains, besides the reference surfaces of the previous levels, other reference surfaces colored in red. Each higher level will add an extra reference surface in between two existing reference surfaces from the previous levels, while keeping the reference surfaces of the previous levels.
A. Hierarchical Interpolation of the Reference Grid Points
In the case of a multiresolution MESHGRID representation, animating the hierarchical reference grid can be done on a hierarchical basis, more precisely, any change in the coordinates of reference grid points, at a certain resolution, will trigger a local update of the coordinates of the reference grid points belonging to a higher resolution level. The new coordinates of the reference grid points belonging to resolution level ( ) are computed from the new coordinates of the neighboring reference grid points at resolution level ( ) via an interpolation method based on "Dyn's four point scheme for curves" [25] . The position of a reference grid point (shown in Fig. 9 ) at the resolution level ( ) is computed as follows:
where represents the hierarchical level of the grid point, denotes the last position of the point, is the new position, and denotes the detail computed for the last position . The detail is added to the interpolated value in point . The weight in (5) and (6) defines the smoothness of the limit curve. In general, is taken to be equal to 1/16, which corresponds to fitting a Catmull-Rom or Cardinal spline curve through the points [25] . The coordinates of the vertices is updated from the grid coordinates as explained in Section II-C.
IV. MESHGRID ENCODING AND STREAM ORGANIZATION
The MESHGRID stream consists in general of three parts: 1) a connectivity wireframe description; 2) a reference grid description; and 3) a vertices refinement description. This last part contains the offsets given by (4) needed for refining the position of the vertices relative to the reference grid. However, a minimal stream may only consist of the description of the connectivity wireframe, which is mandatory for every stream. All of these three parts can be encoded at each resolution level either globally or in separate ROIs for view-dependent decoding. Due to its regular nature, it is straightforward to divide this reference grid into ROIs and to encode the surface locally in each of these ROIs. The global encoding corresponds to defining a single ROI encompassing the complete reference grid. As illustrated in Fig. 10 , the view-dependent mode can be mixed with the global mode for different resolution levels.
A. Encoding the Connectivity Wireframe Description
The encoding of a multiresolution connectivity wireframe consists in encoding each single-resolution connectivity wireframe apart. A single-resolution connectivity wireframe is encoded on ROI basis, be it a single ROI comprising the entire mesh or several ROIs. The coded connectivity description from each ROI may consist of one or several connectivity patches.
Each connectivity patch is encoded using a new type of 3-D extension of Freeman chain code, which is a typical coding method for the discrete space. For the MESHGRID representation, the discrete space is represented by the discrete positions of the reference grid to which the vertices are attached. The encoding consists in storing the relative border direction between consecutive vertices according to the outgoingconnectivity vectors (--and --). In addition, for the starting vertex , the absolute reference to the grid, i.e., a discrete position , and the discrete border direction, have to be stored.
Eachoftheindices definingthediscretepositionof canbeencodedon bits,where dependsonthesize oftheROI andcanbecomputedas
where denotes the integer part of .
The discrete border direction requires 3 bits to be encoded, since there are six border directions, as shown in Fig. 3 .
Although there are four connectivity vectors for each vertex, only the outgoing connectivity vectors (--, --) need to be considered when encoding the relative border direction. The relative border direction along any connectivity path (e.g., or
in Fig. 5 ) may have only three different orientations, as shown in Fig. 4 , namely convex, concave, and straight, and therefore it can be coded with two bits only. A fourth value is added to indicate broken connectivity in open meshes (see the example from Section VII-B).
It can be concluded that the encoded connectivity description from each patch contains: 1) a starting vertex identified by its discrete position in the reference grid and discrete border direction and 2) a sequence of relative connectivity symbols computed between an ancestor and its outgoing siblings.
The traversal from the ancestor to the siblings is based on a first-in-first-out (FIFO) approach, as illustrated in Fig. 11 . The patch coding stops automatically when all the outgoing connectivity vectors of the sibling vertices have been consumed inside the ROI. In order to avoid coding the connectivity of the vertices twice at the border in between two adjacent ROIs, the domain of the ROI is closed for the minimum value (i.e., it includes the vertices), and open for the maximum value (i.e., it does not include the vertices) for each of the directions.
The decoding scenario for a patch illustrated by the example of Fig. 11 is as follows. First, retrieve the discrete position and border direction of the first vertex (starting vertex ) and store it in a FIFO. Consume the first vertex from the FIFO, retrieve the connectivity symbol leading to vertex 2 (reached via the outgoing link --) and the connectivity symbol leading to vertex 3 (reached via outgoing link --), compute the discrete positions of the vertices 2 and 3, and store both vertices 2 and 3 in the FIFO. Next, pop vertex 2 from the FIFO, retrieve the two connectivity symbols leading to vertices 4 and 5, compute the discrete positions of the vertices 4 and 5, and insert them in the FIFO. In case the retrieved symbol leads to an outgoing connectivity vector pointing to a vertex that was already visited before or to a vertex that lies outside the ROI, the visited vertex will not be put in the FIFO. When consuming vertex 3 from the FIFO, retrieve the next two connectivity symbols leading to vertex 6 and 5, but insert in the FIFO only vertex 6, since the first connectivity vector leads to vertex 5, which has been already visited. The decoding scenario of a patch will stop when all vertices in the FIFO are consumed. For the other patches of the ROI, the same scenario is repeated. Due to this implicit stopping criterion, only one byte counter specifying the total length of all the coded patches belonging to the ROI is sufficient.
The connectivity wireframe for each ROI can be decoded in random order in view-dependent decoding scenarios as explained in Section IV-D.
1) Deriving the Discrete Positions of the Vertices:
In Table I , the column header of the table contains the labels of the discrete border directions related to a vertex playing the role of an ancestor, while the row header displays the same border directions, but related to a sibling vertex. Table I gives for each valid case: 1) the discrete position in the reference grid of the sibling vertex relative to the ancestor's vertex position (only the position indices of the sibling that differ from the ancestor's position are given) and 2) the connectivity vector to the sibling, and from the sibling back to the ancestor. Notice that, for any discrete border direction of the ancestor vertex, there are always only three valid choices for the discrete positions and border directions of the sibling vertices (cases 0, 1, 2), as illustrated in Fig. 4 . In "case 0," both the ancestor and sibling vertices are attached to the same reference grid point (see Fig. 4 ), thus they have the same discrete position (see Table I ). In "cases 1, 2" (Fig. 4) , one and two, respectively, of the reference grid positions change from the ancestor to the sibling vertex (see Table I ).
2) Rules for Deriving the Surface Primitives From the Connectivity Wireframe:
Deriving the polygonal representation from the connectivity wireframe is necessary for display purposes. The polygonal representation of a MESHGRID model consists of triangulating the connectivity wireframe, which can be seen as a union of connectivity circuits. A connectivity circuit corresponds to the shortest path formed by navigating from one vertex to one of its neighbors following the connectivity vectors. In order to unambiguously identify the shape and the orientation of a connectivity circuit, such that the right surface primitive can be inserted, a set of connectivity rules should be designed.
There are five types of primitives: triangles, quadrilaterals, pentagons, hexagons and heptagons, and can be identified by means of connectivity rules. As an example, a set of connectivity rules is given for the triangle primitive. Fig. 12 shows the graphical cases, with the connectivity vectors drawn using the same color convention as in Fig. 3 and Table I. Table II gives the connectivity conditions expressed with the notations of Section II-B; is the vertex obtained by following the link from vertex , and similarly is defined . A complete set of rules for all five types of primitives is described in [21] . 
B. Reference Grid Encoder
The reference grid is a smooth vector field defined on the regular discrete 3-D space . Each component is coded separately using a multiresolution progressive coding algorithm based on a combination of a 3-D wavelet transform and an intraband octree-based wavelet coder. Section IV-B1 describes the particular type of filters and down-sampling/up-sampling operations used for the wavelet decomposition and reconstruction, while Section IV-B2 gives a brief description of the coding algorithm.
1) 3-D Wavelet Decomposition:
The 3-D wavelet decomposition is applied independently to each of the , , and coordinates of the 3-D reference grid. For the 3-D wavelet decomposition, the same analysis and synthesis 1-D filters are used for each of the , , and directions. The analysis low-pass and bandpass wavelet filters are respectively (8) The synthesis low-pass and bandpass wavelet filters are given by (9) Using similar notations as in [26] , and denote the discrete approximation and the detail signals, respectively, of the input signal at the resolution , , and is the number of decomposition levels. Also, . The forward wavelet transform applies the low-pass and bandpass filters , on the even and the odd samples, respectively, of the higher resolution approximation .
Conversely, the inverse transform reconstructs by applying the synthesis filters and on the even and odd samples, respectively, of the low-pass and bandpass components and . The grid can be decoded at any resolution if and only if the corners of the grid are stored in any , . In some situations, this constraint is not satisfied with the classical implementation of the pyramidal algorithm [26] discussed above. To solve this problem, our customized implementation of the pyramidal algorithm involves in some situations nonuniform down-sampling and up-sampling operations, coupled with analysis/synthesis filters that are different from the , , , and , given by (8) and (9) .
Specifically, as long as the length of the discrete approximation signal is odd [see Fig. 13(a) ], there is no need to perform a nonuniform down-sampling operation, and the classical pyramidal algorithm can be used. On the other hand, if at some resolution level , , the length of is even, then apart of the common situation in which given by (8) is used, different analysis bandpass filters , have to be used as well, and nonuniform down-sampling has to be applied for the last samples. This operation has to be repeated for all the resolution levels , with
. As an example, we notice from Fig. 13(b) and (c) that in order to calculate from , apart from the common situation in which is used (green arrows), we need one additional bandpass filter if the length of is odd (orange arrow) and two additional bandpass filters , if the length of is even (magenta arrows). The arrows of different colors in Fig. 13 indicate that different filters are used.
The filter coefficients of , depend on the length of the discrete approximation signal (whether it is an odd or an even number) and on the resolution level . The additional filters used to derive the detail starting from the discrete approximation are (10) if the length of is even and (11) if the length of is odd. The constants verify the relations and (12) The constants and are given by , where satisfies the recurrence , and satisfies the recurrence if the length of is even and if the length of is odd, with , , and . It can be shown that the filter given by (8) and the filters specified by (10) and (11) ensure that all of the details , , in the wavelet decomposition of a uniform grid contain only values of zero. This property is very useful, since in this way uniform grids, which represent the most common situation, can be compressed very efficiently with a few nonzero wavelet coefficients (only the corners of the grid need to be coded in this case). For more details on this particular type of wavelet analysis/synthesis, the reader is referred to [21] .
2) Intraband Wavelet Coding Algorithm: Essentially, the reference grid coding algorithm is a 3-D extension of the wavelet-based quadtree-coding algorithm called square partitioning (SQP) introduced in [27] . There are some differences though between the proposed algorithm and its 2-D predecessor, as explained in the following. In contrast to the SQP algorithm designed to operate in quality-progressive mode, the reference grid coding algorithm operates in multiresolution progressive mode. The subbands are scanned from the lowest-resolution approximation to the highest frequency detail and are coded independently of each other in a bitplane by bitplane fashion. Furthermore, the a posteriori ROI decoding functionality is needed in the view-dependent mode. A possible solution for supporting this functionality with a wavelet-based quadtree coder has been proposed in [28] . However, this solution has not been adopted in the reference grid coding algorithm due to its complexity. Instead, the employed coder supports a posteriori ROI decoding via tiling, in a similar manner as the block-based coders [29] , [30] do. Hence, in contrast to the SQP algorithm that applies the quadtree-splitting on the entire wavelet representation, the employed algorithm: 1) divides the subbands in tiles; 2) groups the tiles corresponding to the same spatial domain region (i.e., tiles with the same composite tile-index, as explained in Section IV-D) from all the high-frequency subbands of a given resolution; and 3) applies the octree-splitting and jointly encodes these tiles in a bitplane by bitplane fashion. Moreover, the tiles within any given subband are coded independently of each other. Last, but not least, similar to other intraband wavelet coders [27] - [31] the employed reference grid coding algorithm supports quality scalability for any decoded resolution. For more details related to this algorithm, the reader is referred to [21] .
C. Vertices Refinement Encoder
The vertices are located at the intersection positions between the grid lines and the object surface, at a certain ratio (the offset) in between two reference grid points (see Section II-C). The offset [see (4) ] has a default value of 0.5, but can be modified by the refinement description to fit a known position. The ratio can vary between [0,1). The refinement description consists of two parts: 1) the interresolution refinement (IRR) bit and 2) the offset. The significance of the IRR is shown in Fig. 14 . When decoding the next higher resolution level, some vertices may change their current discrete reference grid position and migrate toward a neighboring reference grid position belonging to the higher resolution level. As a result of the migration, one of the indices will change. The migration occurs along the grid line in the direction of the border. As illustrated in Fig. 14 , not all vertices will migrate, only those with bit values equal to 1.
The IRR bits (one bit for each vertex) are stored in the same order as the decoded vertices (see Section IV-A).
The offsets are quantized on a number of bits, which is determined by the precision requirements of the mesh, and are stored bitplane by bitplane in the same order as the decoded vertices. The stream can be configured to have the offsets specified at each resolution level of the mesh, or only at the last resolution level.
D. ROI Decoding for View-Dependent Functionality
As described at the beginning of Section IV, the MESHGRID models are encoded at each resolution level in separate ROIs, such that random decoding of the ROIs is possible to allow viewdependent scenarios.
The mesh description is encoded in the "spatial domain" representation of the MESHGRID model, while the grid description is encoded in the "wavelet domain" representation of the MESHGRID model. In a view-dependent scenario, some parts of the model, which are identified in the "spatial domain," have to be decoded with a higher priority than the others. Therefore, a correspondence has to be determined between the ROIs defined in the spatial domain (SROIs) and the "wavelet domain" ROIs (WROIs) such that the appropriate grid description is decoded for the mesh description inside the SROIs. The relation between an SROI defined at a certain resolution level and its corresponding WROIs is illustrated in the example of Fig. 15 .
Each of the subbands of the wavelet-decomposed reference grid is coded as a number of separate tiles, each tile grouping one or several WROIs. Notice that, even if small SROIs are selected, grouping the WROIs in larger tiles is more beneficial from the coding point of view.
For any direction , the number of reference surfaces ( ) defining the reference grid at a certain resolution level , , can be computed from the number of reference surfaces ( ) at the finest resolution as: . Moreover, given the size of the ROI ( ) in the spatial domain at the resolution level , the number of spatial domain ROIs ( ) is given by:
. The corresponding number of ROIs in the wavelet domain ( ) at the resolution level is computed as if if (13) For any direction , the number of tiles ( ) in the wavelet domain is given by (14) where denotes the number of WROIs at resolution level grouped in a tile. Given the indices of an SROI at resolution level , the tile indices in the directions can be derived as follows: if if (15) The composite index (16) indicates the ordering within a subband of the tile with indices . The tiles within the subbands of resolution level with the same composite index are grouped and jointly encoded with the octree-based coding algorithm, as explained in Section IV-B2).
E. Coding Efficiency Results
1) Coding Efficiency and Comparison to 3DMC:
The connectivity information can be losslessly encoded at four bits per vertex even without entropy coding, which offers a clear advantage in representing objects derived from discrete data sets in a compact and lossless way. In addition, the MESHGRID stream may contain the coding of the reference grid and the vertices' offsets relative to the grid points.
To illustrate the coding performance of the MESHGRID encoder, the same mesh description has been compressed with both 3DMC and MESHGRID. In the case of 3DMC, the input mesh description has been represented as an IndexedFaceSet. The shaded surfaces of the reconstructed mesh compressed at different bits rates, and the corresponding sizes of the multiresolution 3DMC and MESHGRID streams are shown in Fig. 16 in the first and second rows, respectively.
The reference grid has been chosen to be uniformly distributed. Hence, the bit rate for the MESHGRID stream is equal to four bits per vertex-due to the connectivity coding, plus bits per offset (bpo, as specified for each case) representing the number of bits used to quantize the vertices' offsets. For the visually lossless case, shown in the last column of Fig. 16 , the ratio between the size of the multiresolution 3DMC and MESHGRID streams is roughly 3.5. In single-resolution mode, this ratio drops to 1.5. Notice that 3DMC takes advantage of arithmetic coding, while MESHGRID does not employ arithmetic coding at all. Notice also that the view-dependent MESHGRID stream introduces an overhead in the range of 10%-25%, depending on the relative size of the ROI with respect to the size of the reference grid.
2) Coding Efficiency of Quadrilateral Meshes: Quadrilateral meshes satisfy the constraints imposed by the connectivity wireframe and therefore can be represented as a MESHGRID model, as will be explained in Section VII-B.
Moreover, if the quadrilateral mesh fulfills the requirement of a subdivision surface, i.e., each higher resolution of the mesh can be obtained from the immediate lower level by performing a uniform split of each quad into four subquads, then it can be encoded very efficiently as a MESHGRID model. In this case, the connectivity between the vertices needs to be specified only for the lowest resolution level; this already introduces a gain in the range of 2-2.6 bits per vertex in comparison to the case when the connectivity is encoded at each resolution level. In addition, the reference grid can be nonuniformly distributed, thus, it can be defined in such a way that each vertex lies in the default position with respect to the reference grid. In this case, the offsets do not need to be encoded at all, which offers another considerable coding gain that depends on the number of bits used to quantize the vertices' offsets in the default MESHGRID representation.
The example of Fig. 17 illustrates the mesh resolution scalability for the particular case of quadrilateral meshes. The example of Fig. 18 illustrates the scalability in shape precision obtained by decoding the MESHGRID model at four different rates; the connectivity wireframe has been reconstructed at the finest resolution level [shown in Fig. 17(d) ], while the reference grid has been progressively refined at different quality levels. The bitrates of Fig. 18 are the overall rates for the entire MeshGrid model. Notice that for this particular type of quadrilateral mesh there are similarities between the MESHGRID and wavelet subdivision surfaces (WSS) [22] representations. The connectivity wireframe is encoded at the lowest resolution level, which corresponds to the encoding of the base mesh in WSS, while the wavelet-based encoding of the coordinates of the reference grid corresponds to the wavelet-based encoding of the coordinates of the vertices in WSS.
V. SCALABILITY MODES
The MESHGRID multiresolution representation allows three types of scalability modes: 1) mesh-resolution scalability, i.e., adapting the number of transmitted vertices; 2) shape precision, i.e., adaptive reconstruction of the reference grid positions; and 3) vertex position scalability, that is, increasing the precision of known vertex positions in relation to the reference grid (i.e., the value of the offset). Each of these scalability modes is possible at the level of the ROI used for coding the MESHGRID (see Section IV).
A. Mesh Resolution Scalability
The mesh-resolution scalability is illustrated in Fig. 19 for three different resolutions of an object. Different mesh resolutions represent different connectivity wireframe descriptions of the same object (see Section IV-A). The first row of images shows a shaded surface of its polygonal representation with the outline of the connectivity wireframe drawn on top of the shaded surface, while the second row of images displays the connectivity wireframe alone. 
B. Scalability in Shape Precision
The scalability in shape precision is supported by the reference grid. The reference grid contains the description about the volume of the object, the vertices of the connectivity wireframe being attached to it, as explained in Section II-C. This implies that the 3-D distribution of the vertices for a certain mesh resolution level (the connectivity is kept unchanged) is given by the distribution of the reference grid points to which vertices are attached.
The minimal description for a reference grid consists of the coordinates of the eight corners of the reference grid that in general define a nonregular quadrilateral prism. For this minimal description, the obtained reference grid is uniformly distributed [see Fig. 20(a) and (c) ].
This scalability aspect can be exploited for progressively refining nonuniform distributed reference grid points [see Fig. 20(b) and (d) ]. Another example is shown in Fig. 21 . The coordinates of the reference grid points are progressively refined from the left-hand side to the right-hand side of Fig. 21 .
The first row of images shows a shaded surface of its polygonal representation with the outline of the connectivity wireframe drawn on top of the shaded surface, while the second row of images display the object as a wireframe of the polygonized representation.
C. Vertex Position Scalability
The vertices of the connectivity wireframe have one degree of freedom relative to the reference grid points, i.e., the offset value is a relative value (see Section II-C) that can vary within the range [0,1). When generating the stream for a MESHGRID surface description, the vertices' offset values are quantized on a specified number of bits using the successive approximation quantization and are encoded bitplane by bitplane as discussed in Section IV-C. Conversely, when receiving the stream, the offset values are progressively refined, in a bitplane-by-bitplane fashion; the default offset value is 0.5, which is set when the offset has no specified value.
The progressive refinement of the vertices' offset values is illustrated in Fig. 22 for a sphere. The first row of images shows a shaded surface of the polygonal representation of the sphere with the outline of the connectivity wireframe drawn on top of the shaded surface, while the second row of images displays the sphere as a wireframe of the polygonized representation. The result for a default offset (0.5) is shown in Fig. 22(a) ; notice the local effect due to discretization. The refinement of the vertices offset quantized on 5 bits, is illustrated for an increasing number of refinement bits from left [ Fig. 22(b) ] to right [ Fig. 22(d) ].
VI. ANIMATION CAPABILITIES
In addition to the vertex-based animation, typical for IndexedFaceSet represented objects, the MESHGRID representation allows for specific animation possibilities, such as: 1) reshaping the regular reference grid and 2) rippling effects by changing the position of the vertices relative to corresponding reference grid points. The former type of animation can be done on a hierarchical multiresolution basis (see Section III-A): deforming the reference grid for a lower resolution mesh will propagate the action to the higher levels, while applying a similar deformation at the higher resolution levels will only have a local impact. The vertices of the wireframe will be updated each time the grid points to which they are attached move (see Section II-C).
A. Animation of the Reference Grid Points
Animating or deforming the reference grid points will affect the global shape of the object. This type of animation will not change the connectivity between the vertices, and it will only change the coordinates of the vertices when they are updated from the corresponding reference grid positions (see Section III-A).
An example of a sequence of frames obtained by animating the reference grid of a humanoid model [23] is illustrated in Fig. 23 . A part of the reference grid is displayed together with the shaded surface in order to illustrate the impact of the animation on the mesh and on the grid. Another example of reference grid animation is the morphing of a face, as illustrated in the sequence of images shown in Fig. 24 .
B. Rippling Effects: Changing the Offsets
Changing the vertices' offsets allows limited movements or oscillations (rippling effects) around the reference grid points they are attached to (see Section II-C). Such an example is given for a sphere in Fig. 25 , in which both images show different frames during the animation. This type of animation is easier to 
C. Vertex-Based Animation
Vertex animation applies to the vertices of the connectivity wireframe. This type of animation requires that each vertex retrieves its initial coordinates from the grid and its associated offset and stores/updates these coordinates during the animation, without further referencing the grid.
VII. MAPPING OF VARIOUS SURFACE REPRESENTATIONS TO MESHGRID
A. TRISCAN Surface Extraction Method
TRISCAN is an automatic surface extraction method for object representations expressed as scalar fields [e.g., discrete 3-D data as illustrated in Fig. 26(a) ] or scalar functions [e.g., implicit surfaces as shown in Fig. 26(b) and (c) ]. There are no limitations on the shape of the objects; all surface topologies are correctly handled. The aim of the TRISCAN method is to obtain the connectivity wireframe of an object that can be kept standalone or represented as a MESHGRID.
Similar to the explanations given in Section II, the TRISCAN approach requires specifying a reference system upon which the connectivity information between the vertices can be derived. The reference system, i.e., the three sets of reference surfaces, defines the reference grid as illustrated in Fig. 1 . The reference surfaces define the density and the distribution of the tessellation. Their position and shape can be chosen in an interactive or automatic way such that the density is higher in areas where the curvature of the object is large or is expected to change when animating the mesh.
The TRISCAN technique can be classified in the group of contour-oriented methods for surface extraction, but distinguishes itself from: 1) other contour-oriented methods for surface extraction [32] - [34] because they perform the contouring in only one set of reference surfaces and 2) local methods extracting surface primitives using a lookup table [35] , [36] . There are, however, similarities between the types of surface primitives generated with TRISCAN (from the connectivity wireframe) and those obtained by means of the local methods (e.g., the Marching Cubes algorithm [36] ).
The TRISCAN algorithm applies the contouring of the object in each of the reference surfaces intersecting the object, such that by merging the connectivity information from each contour one obtains the 3-D connectivity wireframe. The obtained connectivity wireframe implicitly contains the information for the polygonization of the objects' surface, if needed in a later stage. Building the MESHGRID representation is straightforward since both the connectivity wireframe and the associated reference grid are known, as explained in Section II. More information on the TRISCAN approach can be found in [21] .
B. Representing Quadrilateral Meshes in the MESHGRID Format
A quadrilateral mesh has the property that each vertex has four neighbors. The MESHGRID representation has the same constraint on the vertices' connectivity as the quadrilateral meshes. A quadrilateral mesh is in fact a subset of the possible mesh representations supported by the MESHGRID format, since the latter may combine triangles, quadrilaterals, pentagons, hexagons, and heptagons. For the example illustrated in Fig. 27 , the single-resolution quadrilateral mesh acquired from a structured light scanner has been brought to a multiresolution MESHGRID model. The following three steps are involved in 
C. IndexedFaceSet Models Represented by the MESHGRID Format
Arbitrary IndexedFaceSet models have to be remeshed in order to be brought to the MESHGRID format. One can apply an approach similar to the TRISCAN method and compute the intersections between the reference surfaces and the triangles of the IndexedFaceSet model such that the contouring is generated in all the reference surfaces cutting the model. The final connectivity wireframe will be the result of merging the connectivity information from the obtained contours. Fig. 28 shows the multiresolution MESHGRID model obtained from a single-resolution IndexedFaceSet surface. Notice that topological changes are allowed between successive resolutions of the MESHGRID model.
VIII. CONCLUSION
Specific to the MESHGRID representation is the combination of a wireframe with particular connectivity properties (i.e., the connectivity wireframe) and a grid defined on a regular space. The inherent presence of the reference grid, a concept that is unique for the MESHGRID representation, provides particular scalability and animation possibilities, in addition to resolution scalability and vertex-based animation, typical for wireframe-based representations. Also, the connectivity wireframe implicitly contains the triangulation description, hence the connectivity information can be encoded instead of the triangulated surface.
Moreover, the MESHGRID stream is compact and polyvalent, allowing simultaneously three scalability modes in both view-dependent and view-independent scenarios: resolution scalability is achieved via adapting the number of triangles, global shape scalability via the progressive reconstruction of the reference grid, and local shape scalability by refining of the vertices' offsets relative to the reference grid. Furthermore, topological changes are allowed between successive resolutions of the mesh, which makes it possible to represent complex models very coarsely at low-resolution levels.
The division of the connectivity wireframe and the reference grid into ROIs not only enables the view-dependent retrieval of large meshes such as landscapes and virtual scenes, but also supports fast and memory-efficient coding/decoding implementations.
The flexible animation types of the MESHGRID surface representation are: vertex-based (direct altering the coordinates of the vertices), grid-based (hierarchical FFD), and offset-based (ripple effects).
The major advantage of the grid-based animation technique compared to vertex-based methods defined for other hierarchical models (e.g., subdivision surfaces) is that it is more intuitive to address the regularly defined grid points than the vertices and that it is possible, with the same script, to animate models built on compatible reference grids.
The offset-based animations are very efficient to specify small surface motions such as waves and (noisy) vibrations. This type of animation is also more compact since only the scalar offset has to be modified, instead of a vector in vertex-based animations.
