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Abstract
The popularity of ubiquitous Internet services has spurred the fast growth of wire-
less communications by launching data hungry multimedia applications to mobile devices.
Powered by spectrum agile cognitive radios, the newly emerged cognitive radio networks
(CRN) are proposed to provision the efficient spectrum reuse to improve spectrum uti-
lization. Unlicensed users in CRN, or secondary users (SUs), access the temporarily idle
channels in a secondary and opportunistic fashion while preventing harmful interference
to licensed primary users (PUs). To effectively detect and exploit the spectrum access
opportunities released from a wide spectrum, the heterogeneous wireless channel charac-
teristics and the underlying prioritized spectrum reuse features need to be considered in
the protocol design and resource management schemes in CRN, which plays a critical role
in unlicensed spectrum sharing among multiple users.
The purpose of this dissertation is to address the challenges of utilizing heterogeneous
wireless channels in CRN by its intrinsic dynamic and diverse natures, and build the ef-
ficient, scalable and, more importantly, practical dynamic spectrum access mechanisms
to enable the cost-effective transmissions for unlicensed users. Note that the spectrum
access opportunities exhibit the diversity in the time/frequency/space domain, secondary
transmission schemes typically follow three design principles including 1) utilizing local free
channels within short transmission range, 2) cooperative and opportunistic transmissions,
and 3) effectively coordinating transmissions in varying bandwidth. The entire research
work in this dissertation casts a systematic view to address these principles in the de-
sign of the routing protocols, medium access control (MAC) protocols and radio resource
management schemes in CRN.
Specifically, as spectrum access opportunities usually have small spatial footprints, SUs
only communicate with the nearby nodes in a small area. Thus, multi-hop transmissions in
CRN are considered in this dissertation to enable the connections between any unlicensed
users in the network. CRN typically consist of intermittent links of varying bandwidth
so that the decision of routing is closely related with the spectrum sensing and sharing
operations in the lower layers. An efficient opportunistic cognitive routing (OCR) scheme
is proposed in which the forwarding decision at each hop is made by jointly considering
physical characteristics of spectrum bands and diverse activities of PUs in each single
band. Such discussion on spectrum aware routing continues coupled with the sensing
selection and contention among multiple relay candidates in a multi-channel multi-hop
scenario. An SU selects the next hop relay and the working channel based upon location
information and channel usage statistics with instant link quality feedbacks. By evaluating
the performance of the routing protocol and the joint channel and route selection algorithm
iii
with extensive simulations, we determine the optimal channel and relay combination with
reduced searching complexity and improved spectrum utilization.
Besides, we investigate the medium access control (MAC) protocol design in support
of multimedia applications in CRN. To satisfy the quality of service (QoS) requirements of
heterogeneous applications for SUs, such as voice, video, and data, channels are selected
to probe for appropriate spectrum opportunities based on the characteristics and QoS
demands of the traffic along with the statistics of channel usage patterns. We propose
a QoS-aware MAC protocol for multi-channel single hop scenario where each single SU
distributedly determines a set of channels for sensing and data transmission to satisfy QoS
requirements. By analytical model and simulations, we determine the service differentiation
parameters to provision multiple levels of QoS.
We further extend our discussion of dynamic resource management to a more practical
deployment case. We apply the experiences and skills learnt from cognitive radio study to
cellular communications. In heterogeneous cellular networks, small cells are deployed in
macrocells to enhance link quality, extend network coverage and oﬄoad traffic. As different
cells focus on their own operation utilities, the optimization of the total system performance
can be analogue to the game between PUs and SUs in CRN. However, there are unique
challenges and operation features in such case. We first present challenging issues including
interference management, network coordination, and interworking between cells in a tiered
cellular infrastructure. We then propose an adaptive resource management framework to
improve spectrum utilization and mitigate the co-channel interference between macrocells
and small cells. A game-theory-based approach is introduced to handle power control
issues under constrained control bandwidth and limited end user capability. The inter-cell
interference is mitigated based upon orthogonal transmissions and strict protection for
macrocell users.
The research results in the dissertation can provide insightful lights on flexible network
deployment and dynamic spectrum access for prioritized spectrum reuse in modern wireless
systems. The protocols and algorithms developed in each topic, respectively, have shown
practical and efficient solutions to build and optimize CRN.
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Chapter 1
Introduction
1.1 Motivation and Background
The growing popularity of mobile Internet services have vigorously motivated the explo-
ration and exploitation of wider spectrum bands to support higher data rate transmissions
over the air [1]. To solve spectrum scarcity resulting from static near-full allocation of
spectrum, cognitive radio is proposed as one promising approach to keep promoting wire-
less communications. In cognitive radio networks (CRN), unlicensed users, or secondary
users (SUs), reside in the same area with licensed users, or primary users (PUs), and ex-
plore for and exploit the frequency bands where PUs are inactive, i.e., spectrum access
opportunities, to transmit their own data.
In CRN, spectrum access opportunities inherently exhibit diversity in time, frequency
and space dimensions, and vary at individual SUs. To protect the licensed transmissions of
PUs, SUs need to opportunistically access the time-frequency resource blocks where PUs
are inactive and operate with strict constraints to protect the active PUs’ quality of service
(QoS), e.g., the maximum interference allowed at the PU’s receiver. As a result, the chan-
nel notably shows the ON-OFF usage pattern to SUs and the average time window length
is affected by the intensity of PUs’ activities in the channel. Meanwhile, spectrum access
opportunities, which are distributed in a wide spectrum, show unique transmission char-
acteristics in individual channels including PU’s intensity and radio propagation features.
Since SUs either coordinate with PUs by spectrum leasing or spectrum sensing, which is
cost-sensitive, then the available free bandwidth also relies on the capability of individual
SUs, such as PU detection, scanning range per sensing, and the scheduling strategy of
on-demand and periodic sensing operations. Therefore, heterogeneous wireless channels in
1
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CRN consist of PU activities, channel transmission profiles and user specific bandwidth,
which jointly shape the transmissions of unlicensed traffic in an opportunistic way.
Identifying such heterogeneity in wireless channels and characterizing spectrum access
opportunities can significantly boost SUs’ transmissions in CRN, which in turn further im-
proves spectrum utilization and the whole network performance. Since CRN are expected
to carry multimedia services with various QoS requirements, appropriately accommodating
different traffic flows in the idle channels is necessary, which can satisfy SUs’ QoS while
performing better protection for nearby PUs. Besides spectrum efficiency, an intelligent
spectrum exploration and reusage can reduce energy consumption for SUs as well. Since
the bandwidth supply for secondary transmissions is recharged in an on-demand manner,
it is energy efficient to predict the size of the available spectrum and select the channels
with best potentials based upon the priori knowledge of traffic and channel conditions,
which reduces the cost in sensing and delay in secondary transmissions.
Under a hierarchical access model, SUs strictly yield to PUs’ priority in the accessed
channels. Therefore, the bandwidth supply for unlicensed transmissions relies on two main
factors: the channel usage pattern and SU’s capability of harvesting the free spectrum.
Since the former one is determined by PUs in each single frequency band and normal-
ly predictable, manipulating SUs with effective coordination and spectrum selection is
meaningful for the performance leverage of CRN, which motivates the discussions in this
dissertation. By recoganizing the promising potentials in performance improvement, this
dissertation addresses the intelligent protocol design and resource management schemes
for CRN serving secondary services in heterogeneous wireless channels.
1.2 Research Challenges
To fully utilize heterogeneous spectrum access opportunities in CRN, the major research
concerns are on the design of spectrum aware protocols to coordinate SUs’ transmissions
over multiple channels, upon which efficient radio resource management schemes are ex-
pected to cope with dynamic channel conditions in a wide working spectrum and reduce
interference to PUs in each channel. Reasons to address this challenging topic are as
follows. Specifically, in CRN, SUs need to yield to the priority of the returning PUs dur-
ing the unlicensed transmissions and prevent harmful interference onto the licensed users.
Such layered access structure distinguishes CRN from conventional wireless networks or
multi-channel access schemes. In other words, it means we can not directly use the existing
schemes to address the challenging issues in CRN. Moreover, SUs use the temporarily un-
used spectrum bands to feed the demand of unlicensed communications. Thus, detecting
2
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and utilizing the varying spectrum resources determines the performance, which requires
the communication protocols to coordinate multiple SUs in the network to sense and access
multiple available channels within short time windows. The other important factor is that
PUs and SUs usually define their own utilities of transmissions, respectively. Then, radio
resource management (RRM) in CRN is expected to manage the objectives for individual
user groups while keeping improving spectrum utilization.
In general, the challenging research issues in utilizing heterogeneous spectrum access
opportunities can be categorized as three aspects: dynamic resource searching, opportunis-
tic transmissions and effective coordination/interworking.
Dynamic Resource Searching
To find the desired spectrum access opportunities, spectrum sensing is performed in the
channels periodically and upon request ahead of each secondary transmission attempt. The
detection of spectrum access opportunities largely depends on the accurate depiction of
channel usage patterns acquired by spectrum sensing. Intuitively, more sensing samples
would help update the channel status for more accurate sensing results. But too frequen-
t sensing would occupy the network resources and lead to long delay in transmissions.
Moreover, to prevent the pollution to sensing results by ongoing secondary transmissions,
the medium access control (MAC) layer protocol in CRN schedules the sensing nodes and
transmission nodes working in different channels without collision. The major challenge of
designing the sensing policy, normally considered in MAC, lies in adapting to the varying
channel usage pattern at different frequencies and locations. Thus, the scheduling algorith-
m needs to balance the exploration and exploitation of the channel opportunities. Besides,
individual SUs usually have limited sensing capability in terms of limited number of cog-
nitive radios, fixed working frequency range at one sensing attempt, etc. To scan a wide
spectrum containing multiple channels in a short sensing window, SUs are usually grouped
for cooperative sensing and sharing the sensed channel status with each other. It is obvious
that clustering the sensing nodes can speed up the sensing process and in turn improve the
detection performance, but the tremendous computational and communication loads are
then introduced in the node coordination and resource management. Usually, to facilitate
practical deployment, these operations are preferred in a distributed way given the limited
control bandwidth and challenges the protocol design, which further increases the design
difficulty in the sensing scheduling and other MAC operations.
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Opportunistic Transmissions
Right after available spectrum is detected, CRN should schedule secondary transmissions
in these idle channels. SUs needs to adopt an opportunistic manner in their transmissions
with short occupation period, frequency hopping and recovery in noncontinuous resource
blocks, which enable SUs to fast respond to incumbent PUs in the working channels. Sev-
eral challenging issues lie in SUs’ opportunistic transmissions. First, the definition and
measurement of the utility of SUs working in heterogeneous wireless channels is still an
open issue. In CRN, spectrum access opportunities are normally distributed in different
frequency bands showing various capabilities of serving the unlicensed traffic. Since the
utility also varies with the required QoS in different SU deployment cases, the definition
needs to consider both the channel condition and the user service requirement while inte-
grating them into the major goal of improving spectrum utilization. Second, when multiple
SU pairs are active in the network, balancing spectral efficiency and fairness among SUs
in opportunistic transmissions also should take heed with practical considerations. In the
detected idle channels, SUs highly intend to transmit in the resource blocks with the max-
imum utility, which is highly possible to introduce congestion and longer delay in some
most popular channels while wasting the opportunities in the other less popular channels.
Third, packing different traffic into different size of resource blocks largely affects the total
spectrum efficiency by recognizing that SUs may have vast different views of local spec-
trum opportunities. To design realtime allocation schemes in CRN, the adaptive design is
essential but challenging, which intelligently combines separate spectrum bands for a large
bandwidth request or allocates the spectrum for multiple small traffic to share.
Coordination/interworking
In the control panel of CRN, the coordination between SUs plays an important role to
achieve global optimality. Equipped with sophisticated spectrum sensors and cognitive
radios, SUs have the knowledge of local channel environment and adjust their operations
to increase their utility. However, transmissions led by local utility at individual users
would possibly make the aggregated utility for the whole network deviate from the global
optimality. Given limited bandwidth for the control purpose between SUs and the channel
hopping nature of secondary transmissions, it is a difficult task for the operators of CRN to
conduct global control and optimization over SUs in dynamic spectrum resources. There-
fore, distributed resource management is preferred, especially when channel conditions
changes rapidly in a dense SU deployment case. However, performing effective coordina-
tion for distributed resource management exhibits unique challenging issues in CRN. On
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one hand, SUs can not afford too frequent coordination or global information exchange
because the network control is usually sensitive to the cost of bandwidth supply in CRN.
Usually, the designated common control channels (CCC) for SUs have limited bandwidth
or SUs totally communicate with each other in a frequency hopping way. When SUs are
working in multiple channels, the protocol design for accessing CCC becomes a critical
problem, especially focusing on avoiding the congested channel and the blind node as the
network size increases. On the other hand, for the scalable protocol design, i.e., with more
spectrum and larger network size, SUs may vary in detecting local spectrum opportunities
and have different capabilities in sensing and opportunistic transmissions. As a result, the
coordination scheme needs to adapt to the heterogeneity in the spectrum resources and
individual users given the various constraints in control frequency and accuracy.
To summarize, the challenging issues identified in this dissertation are usually not
stand-alone, which require to treat a systematic way for the design of network protocols
and resource management schemes with specified frequency ranges, supported service types
and deployment scenarios.
1.3 Our Approach and Contributions
Recognizing the challenges along with the introduction of exploiting heterogeneous wireless
channels in CRN, our approach follows three design principles including 1) local spectrum
sensing and small area utilization, 2) cooperative and opportunistic transmissions and
3) effective and efficient coordination, for the potential solutions to achieve better PU
protection, higher SU utility and improving total spectrum utilization.
With respect to better exploiting spectrum access opportunities with small spatial foot-
prints, small cell secondary transmissions are urgent for more efficient utilization based
upon local detection. Therefore, multi-hop transmissions are necessary to support data
transmissions for any connection pair in CRN. First, link quality between SUs depends on
the local wireless environment and the capability of relay nodes in the search of spectrum
access opportunities. In a network with intermittent links of varying bandwidth, routing
in CRN is inherently bonded with the adopted MAC layer protocol. Second, building and
maintaining the routing table relies on knowledge of instant channel availability and the
statistics of spectrum access opportunities. For example, if an active PU is detected in
the selected route, then the ongoing secondary transmission needs to find another route to
detour the detected PU or stay in current route silently waiting for the next idle window,
which relies on the adopted forwarding strategy. Most importantly, since spectrum access
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opportunities are valid in the much shorter time window compared with the globally estab-
lished forwarding route, then building and maintaining a flexible routing table responding
to channel variations is the major challenge in the design of CRN routing.
To make opportunistic transmissions within dynamic free channels, the major design
principle of the MAC layer protocol is to agree with the varying while limited spectrum
bandwidth for effective and efficient data transmissions including 1) the cost-effective re-
source allocation for spectrum sensing and spectrum usage, i.e., dynamic spectrum ac-
cess, 2) the collaboration between SUs in sensing and transmissions in the multi-channel
multi-hop network with limited control overhead, 3) the QoS provisioning by assigning the
available spectrum access opportunities to heterogeneous individual user traffics.
With respect to effective network control over SUs and the interworking between PUs
and SUs, CRN need to focus on efficient coordination mechanisms. Unlike conventional
wireless networks where radio resources are defined universally over the whole network,
spectrum access opportunities are defined as some local resources appreciated by nearby
SUs for individual utility optimization.
Therefore, a given available resource block is usually shared within a group of nodes in
vicinity so that common control channels only carry the coordination locally, which greatly
relieves the signaling congestion. Furthermore, other than to simply report channel states
without any processing, SUs can manipulate the sending of transmission requests to the
central controller or broadcasting in the common control channel so that the communica-
tion frequency can adapt to the bandwidth demand with the reduced signaling overhead.
Last not the least, contention for request needs to be well designed by introducing some
regulation rules and penalty schemes such that no SU intends to deviate from the deci-
sion made by the operators, which further reinforce the coordination effect and distributed
control.
In this dissertation, we present our proposed schemes according to the proposed design
principles to exploit heterogeneous wireless channels for performance improvement in CRN.
In Chapter 4, an efficient opportunistic cognitive routing (OCR) scheme is proposed to
support multi-hop transmissions in CRN. The forwarding decision at each hop is made by
jointly considering physical characteristics of spectrum bands and diverse activities of PU
in each band. Assuming that CRN working in a wide spectrum, the average hop count and
transmission power level vary from channel to channel. To effectively explore the spectrum
opportunities, SUs with limited cognitive radio capability follow a proper channel sensing
sequence for fast and reliable message delivery in a distributed way. We then develop a
greedy forwarding scheme that SUs can select the next hop relay based on the geometry
information and channel access opportunity of their one hop neighbors. For the proposed
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OCR, as routing control messages are locally exchanged, SUs can efficiently make the rout-
ing decision and opportunistically access the available channels. Via extensive simulations,
it is shown that our proposed scheme outperforms existing opportunistic routing schemes
in CRN by exploiting the heterogeneity of spectrum bands for opportunistic channel access.
In Chapter 5, the discussion on cognitive routing proceeds with the coupled spectrum
sensing and sharing in a multi-channel multi-hop CRN. The candidate relay selection is in-
vestigated. Based on location information and channel usage statistics, an SU distributedly
selects the next hop relay and adapts its transmission to the dynamic spectrum opportuni-
ties in its neighborhood. Assisted by a common control channel, node coordination among
neighboring SUs in relay selection can be performed in a timely way to reduce the selection
delay and improve spectrum utilization. In addition, we introduce a novel metric, namely
cognitive transport throughput (CTT), to capture the unique properties of CRN and eval-
uate the potential relay gain of each relay candidate. A heuristic algorithm is proposed to
reduce the searching complexity of the optimal selection of channel and relay. Simulation
results demonstrate that our proposed OCR well adapts to the spectrum dynamics and
outperforms existing routing protocols in CRN.
In Chapter 6, to support multimedia applications in CRN, we propose a distributed
QoS-aware MAC protocol for multi-channel single hop scenario. Specifically, based on the
channel usage patterns of PUs, SUs determine a set of channels for channel sensing and data
transmissions to satisfy their QoS requirements. We further enhance the QoS provisioning
of the proposed cognitive MAC by applying differentiated arbitrary sensing periods for
various types of traffic. An analytical model is developed to study the performance of the
proposed MAC, taking the activities of both PUs and SUs into consideration. Extensive
simulations validate our analysis and demonstrate that our proposed MAC can achieve
multiple levels of QoS provisioning for various types of multimedia applications in CRN.
In Chapter 7, we further exploit the great opportunities provided by the fast develop-
ing cognitive radio technology in conventional cellular communications. Smartphone fever
along with roaring mobile traffic pose great challenges for cellular networks to provide
seamless wireless access to end users. Operators and vendors realize that new techniques
are required to improve spectrum efficiency to meet the ever increasing user demand. In
this chapter, specifically, we first present challenging issues including interference manage-
ment, network coordination, and interworking between access networks in a tiered cognitive
cellular network with both macrocells and small cells. Taking into consideration the dif-
ferent network characteristics of macrocells and small cells, we then propose an adaptive
resource management framework to improve spectrum utilization efficiency and mitigate
the co-channel interference between macrocell and small cell users. A game-theory-based
approach for efficient power control has also been provided.
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1.4 Thesis Outline
The rest of the dissertation is organized as follows: Chapter 2 introduce the background
knowledge and basic concepts of CRN. Chapter 3 gives a brief system description we
address in the research. Chapter 4 presents an opportunistic routing scheme utilizing
heterogeneous wireless channels. Chapter 5 presents the joint design of channel selection
and route selection to support multi-hop transmissions in CRN under dynamic channel
conditions. Chapter 6 investigates on the MAC layer protocol design and analysis in
support of multimedia services with QoS provisioning. To highlight the impact of CRN
research on current wireless communications, we introduce the idea of dynamic spectrum
access in cellular heterogeneous networks in Chapter 7. Finally, Chapter 8 concludes the
thesis, and points out our future research directions.
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Background
In this chapter, we introduce the basic concepts and background knowledge of the emerging
cognitive radio networks and the dynamic spectrum access technology. We focus on the
fundamental procedures in secondary transmissions including spectrum sensing and sharing
developed in the existing works, which shed light on our research work in the design of MAC
layer spectrum sharing, network layer routing and radio resource management schemes.
2.1 Overview of Cognitive Radio Networks
CRN are proposed to provide economic spectrum access and flexible network deployment
for the ever growing wireless traffic demand. Under current static spectrum allocation
policy, spectrum is divided into isolated frequency bands for exclusive access. Appropriate
spectrum for wireless communications are scarce resources, and bidding for extra spectrum
resource usually means billions of dollars to pay for the license. Spectrum scarcity resulting
from the near-full allocation of spectrum becomes the notable bottleneck to further spur
wireless communications. But the allocated frequency bands are unevenly deployed with
varying utilizations from 15% to 85% in time and space domains [2]. Even in crowded
deployment cases, e.g., in urban area, there are still many spectrum access opportunities
for unlicensed transmissions in time/frequency/space domains. For instance, spectrum
occupancy is only 13.1% between 30 MHz and 3.0 GHz in New York City [3]. As we are far
away to building a dynamic spectrum allocation policy which allows to allocate spectrum
on-demand at realtime pricing, CRN introducing spectrum reuse into current underutilized
bandwidth has been recognized as one important approach to feed the spectrum hunger [4].
9
Chapter 2. Background
In CRN, the wireless nodes are divided into two separate user groups according to
the channel access privilege in the frequency bands: PUs and SUs. And each user group
form a network layer in CRN with its own services and transmission utility. PUs are
the licensed users who have the exclusive priority when they access the channels. For
SUs, on the contrary, they do not have licensed channels. But thanks to cognitive radios,
SUs can still identify the temporarily free channels without active PUs, and use them for
unlicensed transmissions. The free channels usually span over the spectrum and open a
limited time window for unlicensed transmissions, which are referred to as spectrum access
opportunities. The terms, e.g., spectrum holes and “white space” coined by the FCC [5],
are also commonly used to denote the temporally available channels. In the rest of this
dissertation, they are used exchangeably.
CRN work in a prioritized channel access model which enables SUs to be able to access
the licensed spectrum bands but requires SUs to quickly respond to the channel dynamics
and properly manage the node operations to prevent harmful interference to PUs. There-
fore, SUs are designed to detect free channels before the transmissions and keep monitoring
the channels in case PUs turn on. When multiple SUs are active in the network, the coor-
dination and networking among SUs largely impacts the utilization of dynamic spectrum
resources as well as the service utility of SUs. The hierarchical channel access model is
the distinguished feature of CRN and has the practical importance in nowadays wireless
communications [6, 7].
A centrally controlled CRN architecture has been standardized to exploit the vacated
TV bands in a wireless regional area network. The named IEEE 802.22 system specifies
the physical and MAC layers for a fixed point-to-multipoint (PMP) air interface, in which
a base station (BS) manages spectrum sensing in addition to the traditional cellular BS
features, such as resource allocation and call admission control. In parallel, there exists
the need for distributed solutions which enables the secondary transmissions in mesh or ad
hoc networks [8]. Since spectrum opportunity is usually valid in a short time window, dis-
tributed control and local identification of spectrum resources can make flexible spectrum
access and reduce the deployment cost of the infrastructure.
CRN also shed light on designing more efficient wireless systems to satisfy the ever
increasing demand of high data rates and lower power consumptions in mobile wireless
networks [9]. For example, the performance of the femtocells deployed for indoor cellular
signal enhancement is limited by available spectrum resources [10]. Recently, a practical
CRN architecture is introduced into the femtocell networks to provide extra out-of-band
spectrum resources for fixed and mobile subscribers [11]. By deploying short-range low-cost
low-power femtocell base stations (FBSs), or named as home eNode B (HeNb) in 3GPP
LTE specifications, the end users of femtocells can use the sensed spectrum opportunities
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to meet the traffic demands of Internet-based services.
Building CRN is a complex task including a wide range of research issues, such as smart
antenna design, wireless signal processing, spectrum sensing and measurement, medium
access control (MAC), network discovery and routing, self-organizing and learning, as
well as software-defined radio (SDR) platform design. Among them, the exploration and
exploitation of spectrum access opportunities is at the heart of the CRN study. Modern
signal processing technologies have already proposed promising solutions to detect and
trace channel usage patterns. Currently, how to find the desired spectrum opportunities
in an efficient way is still an open challenging question, which is also the major concern in
this dissertation.
2.2 Dynamic Spectrum Access
In CRN, the unlicensed transmissions of SUs are constrained by the behaviors of licensed
users residing in the same frequency bands. But, with the introduction of sophisticated
channel sensing schemes, e.g. wide-band sensing, the capability of SUs to sense and detect
wide spectrum space is enhanced. At one moment, it is highly possible to find abundant
white bandwidth to exploit for CRN. Then, the bottleneck then moves to the aspect how
to timely detect the existing opportunities and transmit data in the limited time window.
Furthermore, the varying bandwidth supply caused by the channel usage pattern and
the capability of cognitive radios requires SUs to utilize more intelligent and aggressive
transmission strategy to exploit the sensed resources. As a result, the dynamic spectrum
access (DSA) technology was proposed in CRN to perform opportunistic transmissions
between unlicensed users given the sensing results of the channels.
2.2.1 Spectrum Access Models
DSA focus on the spectrum reuse by unlicensed users. Identifying and characterizing
spectrum access opportunities are the base of enabling DSA transmissions in the layered
spectrum access architecture. According to the way of exchanging information between
PUs and SUs for the spectrum reuse, there are three channel access models in CRN:
interweave, underlay and overlay [6, 7, 12].
In the interweave mode, PUs and SUs are operating independently and there is no sig-
naling interaction between the two layers. SUs identify the free channels through spectrum
sensing. And the channel status is labelled as either “ON” or “OFF” given that PUs are
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active or not. SUs are allowed to transmit in a channel only when it is “OFF”. Therefore,
the spectrum holes show the clear bound in time and frequency, which is an ideal case on
the assumption of the interference model. In spectrum sensing, SUs use cognitive radios
to physically detect the existence of PU’s signal, e.g., energy detection, feature detection,
etc. The cost of performing the sensing is significant but inevitable in an SU’s operation.
Because the interweave mode requires no modification at PUs and protects them in the
time-frequency resource blocks, SUs in the interweave mode are transparent to primary
systems and can be deployed in any licensed spectrum bands open for CRN, which is
promising. Thus, the interweave mode is widely used in the research works for CRN [13].
In the underlay mode, PUs acknowledge SUs a criterion named as the “interference
temperature” for each licensed channel, which indicates the maximum allowable interfer-
ence at the PU’s receiver [14]. Correspondingly, SUs adjust their transmission power to
prevent from violating the threshold set by the nearby PUs. Compared with the interweave
mode, SUs are allowed to transmit in the same frequency bands with PUs at the same time,
which can significantly improve spectrum utilization. For example, ultra-wideband (UWB)
communication is a typical underly transmission. However, SUs need to keep monitoring
the link gains with the neighboring PUs and estimate signal-to-interference-noise-ratio (S-
INR) at the PU’s receiver, which means that SUs needs a strong inter-layer connection
to make the transmission decision. Therefore, the underlay mode is generally used in the
discussion of the theoretical performance boundaries of CRN.
The third approach is the overlay mode in which PUs proactively participate into the
access decision of SUs in CRN, or named as cooperative CRN (CCRN) [15, 16]. With
the purpose of gaining transmission opportunities, SUs negotiate with PUs for secondary
transmissions by relaying PUs traffic through cooperative communication techniques, such
as advanced coding or cooperative relaying. Usually, sensing error is inevitable in practi-
cal network operations, such as estimation, quantization and delayed feedback, which has
negative effect on the network performance. Cooperation can leverage CRN to avoid the
sensing error problem and gain spectrum access opportunity for SUs. However, the coop-
eration requires the significant changes in PUs’ protocol stack to enable the interworking
with SUs.
Many Internet services usually require various requirements on the quality of services
(QoS) for the wireless networks, such as the realtime connection with the servers residing in
the wired core network. According to the information available to secondary transmissions
on channel usage, the exploration of spectrum access opportunities can adaptively selects
the access mode from the three access modes above to agree with the availability and the
amount of information between the layered networks in different deployment cases. In this
dissertation, the discussions in Chapter 4-6 are focused on the interweave mode since PUs
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have the strictest interference protection with least requirement on the protocol stack to
open the spectrum for SUs. While in Chapter 7, CRN are extended to the heterogeneous
cellular networks in the underlay mode because the nodes have default link measurement
procedures and backhaul connections.
2.2.2 Spectrum Access Opportunities
Spectrum Opportunity Usage Pattern
Since CRN usually work in multiple spectrum bands for opportunistic transmissions, the
spectrum access opportunities exhibit variations in the spectrum usage patterns in terms
of radio environment and the statistics in the PU behaviors. Generally, from the point
of view of an SU, the channel availability for the secondary transmission can be modeled
by an alternating ON/OFF process as shown in Fig. 2.1. As a general definition [17],
the sojourn time of an OFF period, when the channel k is free of PUs and available for
secondary channel access, can be modeled as a random variable T kOFF with the probability
density function (PDF) fTkOFF (x), x > 0. Similarly, the PDF of the duration of an ON
period, when the channel is busy, is given as fTkON (y), y > 0.
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Figure 2.1: Channel usage pattern.
According to the field measurement [18, 19], although most licensed channels appear
to have the idle duration from time to time, the statistics of the open window are not
the same. The ON/OFF period varies over different bands according to the specific PU
behaviors. It can be intuitively assumed that the spectrum opportunity released from a TV
band would be different from the one from a busy cellular network band. Such difference
shows the channel diversity in the support of traffic demand of SUs in CRN.
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Heterogenous Spectrum Access Opportunity
In addition to channel occupancy of PUs, the heterogeneity of frequency channels provides
extra diversity gain in secondary transmissions. Features of channel frequency diversity are
addressed in the propagation models in the wireless communications [20, 21]. The channel
impulse response to the radio signals is different over frequency bands, due to the frequency
selectivity of small-scale fading, as well as possibly through the frequency dependence of
the path loss. Literature [22] lists important research issues in the heterogeneous multi-
channel networks.
It is prospected that the SDR technique will enable the SUs to search the valuable
spectrum opportunities and multiple CRs can tune to the totally isolated spectrum bands to
serve for the same SU. In this scenario, the spectrum holes in different frequency bands will
show the heterogeneity in their transmission characteristics. Currently characterizing the
heterogeneous spectrum resources in CRN is still an open problem. As a simple example,
the SU would view different neighborhood in the secondary links since the PU activity
and the channel transmission characteristics vary with the channel bands tuned on. And
for a single neighbor node, there are several channels with different transmission quality
to enable the link. The authors in [23] propose a new metric to measure the weights
of the heterogeneous resources in the resource scheduling and the route selection. The
upper layer performance, e.g., the transmission control protocol (TCP) performance for
the end-to-end transmission, is evaluated in the literature [24], and the results show that
exploiting heterogeneous channels can improve the performance with carefully defining the
heterogeneous interfaces. Literature [25] concerns the impact of the secondary transmission
introducing interference on the PU transmissions in the adjacent frequency bands. To
mitigate such cross-channel interference, the packet delivery of the SU takes a detour to
avoid the PU reservation regions with the account of the cross channel interference fading
with the frequency space.
In general, the heterogeneity of the spectrum opportunities can be categorized as fol-
lows:
B Transmission characteristics of the channel: the channel capacity, the transmission
distance on the given power level, and the supported modulation & coding schemes.
B Channel operation policy: channels divided with fixed bandwidths or the flexible
bandwidth schemes which combine the adjacent idle channels to improve the band-
width
14
Chapter 2. Background
B PU activities: the average channel availability, the average time held for the spectrum
opportunity, and the maximum power allowed for the SU.
B Topology Related Weights: different weights for the same channel in different links
2.2.3 Spectrum Sensing
SUs keep monitoring the frequency bands to trace the channel status and look for the
spectrum holes through spectrum sensing. Spectrum sensing is to detect the active PUs
in the sensed channels. Depending on the signal processing schemes used in the sensing
process [6], the sensing techniques can be classified into three categories: energy detection,
matched filtering, and feature detection. Among them, energy detection with the threshold-
based decision is widely applied because of its low computational and implementation
complexities [26]. With energy detection, SUs sense the presence/absence of PUs based on
the energy level of the received signals. In addition, it does not require any knowledge on
the PUs’ signals. A detailed introduction on the existing spectrum sensing techniques can
be found in [13].
Most research activities in spectrum sensing focus on how to efficiently and accurately
detect the spectrum opportunities for medium access in the physical and MAC layers with
or without user cooperations. In [17], to maximize the discovery of spectrum opportu-
nities, a sensing-period adaptation mechanism is proposed as well as an optimal channel
sequencing design. A channel usage pattern estimation technique is also proposed being
aware of the environment on the channels, which provides a good reference efficient link
layer scheduling.
Individual SUs have limited sensing capability, it is difficult and costly to scan the
whole frequency range consisting of multiple channels at one sensing effort. Given the fact
that SUs in the neighborhood usually experience the similar primary activities, sharing the
sensing results in the local area is promising to improve the sensing accuracy, extend the
sensing spectral range and reduce the delay. In [27], multiple SUs are scheduled to sense
the same set of channels in a sensing period before the transmission is performed. In a fixed
time window for spectrum sensing and transmission, the channel status would be slowly
varying in PU activity and the spectrum access decision is made by the soft combination of
multiple sensing samples. The optimal sensing period among these channels is determined
to achieve the maximum throughput performance which maintains the sensing accuracy.
In the literature [28], the authors propose a cooperative sensing scheme to allow multiple
SUs who share the identical channel status to sense different parts of the spectrum bands
and exchange the sensing results to identify more spectrum opportunities and increase
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the decision accuracy. To cover as many spectrum bands in one sensing slot, SUs are
scheduled to sense different sets of channels. According to the number of SUs taking part
in the cooperative sensing, the optimization is performed in the sensing strategy. Such
enhanced sensing scheme with node cooperation is incorporated in the discussion of the
call admission control (CAC) schemes in the literature [29]. Moreover, in literature [30],
the authors separate the sensing function from the SUs and form an independent spectrum
sensing networks with spectrum sensors. The main research issue in this work is to optimize
the placement of the spectrum sensors to minimize the hidden terminal effect in the PU
detection.
Recently, researchers extend the discussion to the impact of the traffic QoS on the
sensing strategies in CRN. In an underlay mode, a queue-aware spectrum sensing in [31]
employs the queueing status of SUs to indicate the statistical QoS requirements. By
dynamically adjust the energy threshold to decide the presence of the PUs’ signals, CRN
can achieve different sensing strategies. When the queue length is small, the traffic demand
of SUs is not so heavy compared with the capability of secondary transmission by the
channels. In such case, a more conservative sensing strategy, i.e., using a lower threshold
in the energy detection of the spectrum occupancy, can be used by SUs to mitigate the
interference imposed on the primary system. On the contrary, when a large queue length
is observed which means more packets are waiting to transmit at SUs, SUs should apply
a more aggressive sensing strategy to enlarge the supply of spectrum opportunities while
introduce more interference on PUs. The results of the work show that the proposed
dynamic sensing scheme can support much higher data traffic loads for SUs than the
traditional sensing, however, the interference constraints on the licensed users should be
taken. On the other side, in an overlay mode, the spectrum opportunities are defined
in time-frequency blocks with clear bound. Therefore, SUs cannot increase the supply of
additional opportunities for secondary transmission by introducing more interference on
PUs.
Spectrum sensing is normally operating in a narrowband sensing, i.e., the sensor work-
s on one single channel for each sensing attempt. Under the Listen-before-Transmission
(LBT) scheme for the opportunistic transmission, the narrowband sensing requires a con-
siderable delay to perform a sequential scanning over multiple spectrum bands to look for
spectrum holes. To reduce the detection delay while maintain the accuracy, researcher-
s have turn to study for solutions using multi-channel sensing. For example, to detect
the spectrum holes in a wide frequency band, e.g., the ultra high frequency (UHF) bands
from 470 to 890 MHz with each channel bandwidth of 6 MHz, a multiband joint detection
(MJD) scheme is introduced in [32]. The MJD scheme detects the PU signals over mul-
tiple frequency bands rather than just in one band at a time as the narrowband sensing.
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A bank of multiple narrowband detectors of an SU are jointly optimized to improve the
aggregate opportunistic throughput of CRN under the constraints of individual bands on
the interference to PUs. To prevent hidden terminal problem, this work is further extended
to incorporate the spatially distributed SUs to jointly detect the spectrum utilization of
the individual bands in the wideband sensing which is called spatial-spectrum joint detec-
tion in [33, 34]. Such cooperative sensing strategy can improve the sensing reliability over
multiple spectrum bands.
2.2.4 Opportunistic Unlicensed Transmissions
Based upon the collected sensing results, SUs first evaluate the spectrum access opportu-
nities and decide secondary bandwidth. Then, the detected free channels are shared by
SUs to transmit data in an opportunistic way.
Spectrum Opportunity Evaluation and Decision
Once spectrum access opportunities are identified, SUs first evaluate the utilities and select
the most appropriate frequency channels by the QoS demands. One of the criteria in
the evaluation is to minimize the interruption probability in the secondary transmission
if some service will be carried on in the candidate spectrum opportunities. It is closely
related to the expected duration of the spectrum opportunity and the traffic packet pattern.
Furthermore, the statistical behaviors of the PUs should be calculated into the priority
weights of the spectrum opportunity selection. By modeling the spectrum opportunities,
the SU can choose the feasible spectrum holes for the packet transmission, or timely switch
current transmission to another available spectrum hole if the PU is detected.
Researchers have been searching for the spectrum prediction and decision algorithms
in the field of the artificial intelligence. The trade-off is considered between the cost and
benefit in the design of spectrum sensing strategies. Using self-learning algorithm to trace
the channel status, [35] proposes a channel predication scheme using Partially Observ-
able Markov Decision Process (POMDP). In this framework, the approach considers the
spectrum sensing and spectrum access jointly. Since no information exchange is required
between the SUs, the individual SU learns the spectrum status by its own sensing process
at its position. In a timely slotted channel model, the spectrum opportunity decision is
generally a Markov decision process using partially observable spectrum sensing result-
s in each sensing slot. The learning process of the primary activity is reinforced over a
sufficiently long time totally in self cognitive way. The systematic optimization relies on
sensing policy, reliance policy of sensing vector and action policy.
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In [36], the spectrum opportunity management in the multi-hop transmission is formu-
lated as a decentralized optimization problem in CRN, and the learning process is addressed
as a fictitious play problem. The utility of each potential spectrum holes are evaluated
based on the observation at the node and by the information exchanged from its neighbor-
hood. The distance in the unit of hops is analyzed with the value of the information, and
a concept ”information cell” is proposed to calculate the value of the status report from
the neighbor nodes.
Spectrum Sharing
In CRN, the detected spectrum opportunities are collected in a pool for unlicensed trans-
missions. Since multiple SUs may request the bandwidth at the same time, the spectrum
sharing scheme should be installed to coordinate the simultaneous SU pairs in the spec-
trum resource pool as well as to avoid interference to PUs. Currently, the coexistence of
several SUs has received little attention as compared to the effort on mitigating interfer-
ence to PUs. But spectrum sharing largely affects the performance of CRN, especially
in a dense deployed network. Thus, this feature requires the MAC protocol in CRN to
schedule each single SU’s behavior in spectrum sensing, access request/contention and
transmissions [6, 37].
Specifically, in time, in the same frequency bands, due to the appearances of licensed
users, the transmissions are needed to interrupted and resume after licensed user’s trans-
mission or in another free frequency band. In frequency bands, as the intensity of PUs’
activities, they may show different spectrum access opportunities for unlicensed transmis-
sion. Since the transmissions of PU are affecting the covering area, so that the spectrum
access opportunities also show the diversity in different locations. Therefore, the secondary
transmissions have the rules to agree with these features of transmission. Accordingly, to
fight against the time interruption, the estimation of time window and the multichannel
to provide continuous bandwidth for unlicensed transmissions are proposed. to protect the
PU transmission, the listen-before-transmission schemes are widely used in cognitive radio
transmissions. Frequency hopping is used to take the spectrum opportunities appearing
in different frequency bands. While to take the local spectrum hole in a frequency band,
the unlicensed users sense and transmission in locally found free bands. Thus, multi-hop
transmission will be considered in the transmission scenario for the nodes not within the
transmission range.
Recently, researchers pay more attention on QoS provisioning in the MAC design for
real time multimedia applications in CRN. In [38], voice capacity, the maximum number of
voice connections that can be supported with QoS guarantee, is analytically derived in a
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voice only CR network, assuming there is only one available spectrum band shared by both
PUs and SUs. In [39], multimedia content are distributed over multiple unused spectrum
bands based on digital fountain codes.
2.3 Summary
In this chapter, we have surveyed the basic concepts of CRN and the related work on
the discussions of spectrum sensing and sharing. Extensive research has been done for
secondary transmissions in CRN. However, these works cannot be directly applied to solve
the challenges in this dissertation. Based upon these works, we explore the solutions from
routing protocol design, MAC protocol design and resource management schemes.
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System Model
In this chapter, we list the major assumptions on the system model to study the protocol
design, analysis and algorithm development to improve spectrum utilization in CRN.
3.1 Network Model
In this dissertation, we consider that CRN consist of PUs and SUs residing in the same
geographical area on orthogonal wireless channels. SU works in the interweave mode, i.e.,
it opportunistically transmits when it determines that no PU’s signal is present in the
interested sensing channel through energy detection [12]. Each SU is equipped with one
half-duplex cognitive transceiver which can switch to one channel at one time for spectrum
sensing or opportunistic transmissions. SU collects the channel availability individually in
its vicinity with the specific sensitivity determined by the PU system operating in the same
channel. In CRN, spectrum access opportunities are shown as the idle frequency channels
with limited open time windows in a region unaffected by PU activities.
The network topology can be with or without infrastructure support for SUs. In terms
of the network scale, it can be further divided into single hop and multi-hop scenarios.
Fig. 3.1 illustrates an infrastructureless CRN in which SUs, either fixed or mobile, are
randomly distributed and are autonomously operating in ad hoc mode without a central
controller. SUs can communicate with each other only when they are located within
the limited transmission range of each other determined by the sensing and operating in
the same free channel. Different spectrum access opportunities may appear at different
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Figure 3.1: CRN topology without infrastructure.
positions by the spectrum sensing of individual SUs, which results in a potential network
heterogeneity. The connectivity among SUs may vary with the time in different channels.
Fig. 3.2 illustrates an infrastructure-based CRN. A number of access points (APs) are
deployed in CRN serving as the Internet portals so that SUs can connect to the wired
backbone network for global communications through these APs. Since the APs also
working in the unlicensed bands at low power, only SUs within the coverage of an AP
have direct links. Such deployment case can be found in the cognitive radio femtocell
Networks [11]. The SUs out of the AP cells would transmit their packets to APs either by
multi-hop transmissions via relay or hold the packet until they move into an AP cell.
3.2 Channel Model
In CRN, PUs and SUs share a set of orthogonal wireless channels at different frequencies,
C = {c1, c2, ..., cm}. An hierarchical channel access model is applied in CRN, i.e., PUs are
granted with higher and exclusive channel access priorities when they are active and SUs
can not disturb PUs’ transmissions. Once a PU is turned on in a channel, SUs nearby are
not allowed to transmit in the same channel. And the affected ongoing SU pairs should
pause to wait for the channel becomes available again or resume their transmissions in
other free channels at the moment.
For each single channel ci in C, an alternating ON (PU is active)/OFF (PU is inactive)
process is applied to model the channel availability for SUs. We assume that the ON and
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Figure 3.2: CRN topology with infrastructure.
OFF parameters of the channel are slowly time varying and largely dependent on the PU
activity and the node density of the primary networks in the channel. The sojourn time
of an OFF period, when the channel k is free for secondary channel access, is modeled
as a random variable T kOFF with the PDF fTkOFF (x), x > 0. Similarly, the PDF of the
duration of an ON period, when the channel is busy, is given as fTkON (y), y > 0. The
transitions between the two channel states are shown in Fig. 2.1. At different locations,
SUs may experience different available channel sets. Therefore, each SU is enabled to
distributively trace the channel states by periodic sensing with energy detection in the
similar way as [17]. As Fig. 3.3 is shown, it is a typical view of an SU on the channel
status. By sensing the channels independently or collaboratively, SUs make sure that no
PUs are active at times/locations/frequencies in the spectrum access opportunities they
detect.
In this dissertation, C consists of frequency channels spanning over a wide spectrum
range. Different channels exhibit different propagation characteristics, e.g., transmission
distances, achievable data rates on the channels. We assume the radio propagation model
as
Pr(d) =
Pt
dαp
(3.1)
where Pt is the transmission power of node and the received radio power at a distance is
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denoted by d.
In free space, the value of the path-loss coefficient parameter, αp, is selected in the range
of [2, 6] [20, 40]. In practise, Pr(d) can be specified at each frequency band using empirical
models to indicate the path loss effect in real deployment scenarios, e.g., COST-231 Hata
models [20]. Channel ci has the bandwidth Bi, so according to Shannon’s channel capacity,
the data rate for a link in a single channel can be represented by
Ri = Bi log(1 +
Pr(d)
N0
) (3.2)
Each channel has a set of supported transmission patterns in terms of typical data
rates, which are fixed and determined by the regulations for unlicensed transmissions. We
assume that the control messages are transmitted using the most robust pattern which
supports the lowest data rate while the longest transmission distance.
In the multi-hop transmission, as shown in Fig. 3.4, the SU’s communication coverage
varies in each channel, which results in the neighboring SUs and PUs change with the
frequency. On one hand, with more SUs in the neighborhood, it is very likely to find a
better relay. On the other hand, more PUs in the communication coverage may reduce the
transmission opportunity of the tagged SU since more PU activities may be detected.
3.3 Traffic Model
With the ever-increasing demand of wireless multimedia services, e.g, voice of IP (VoIP)
and video conference, SUs may carry various applications, such as voice, video, and data,
23
Chapter 3. System Model
x
y
z
o
Frequency
Ch 1
Ch 2
Ch 3
Ch 4
R3
R2
R1
R4
SU1
SU3SU2
Figure 3.4: Heterogeneous wireless channels.
which have different QoS requirements in terms of throughput and delay. In this study, we
consider multiple services supported in CRN.
For voice traffic, we consider VoIP application here. In a VoIP system, the sampled voice
signals in analogue are formed into constant-bit-rate (CBR) flows after the compression
and encoding. For example, iLBC voice codec is a very bandwidth efficient codec with
a rate of 15.2 kbps and has been used in Internet soft-phone applications, e.g., Skype.
The voice traffic is modeled as a CBR traffic flow with a packet interval of 20 ms and
a packet size of 38 Bytes [41]. To satisfy the QoS demand for voice traffic, according
to International Telecommunication Union (ITU) standards [42], the one-way end-to-end
delay of voice traffic should be no greater than 150 ms for good voice quality and up to
400 ms for acceptable voice quality, with an echo canceler. Also, the voice packet loss rate
should be no more than 1% to maintain satisfactory voice quality.
Compared with voice traffic, realtime video traffic usually demands higher throughput
and is modeled as a variable bit rate (VBR) flow with different compression ratios and
various payload formats in the codec. In this study, we consider the codec of H.263 and
H.264/MPEG-4 AVC, which support very efficient video compression and are applied in a
broad range of video applications from low rate Internet video streaming to high definition
video (HDV), such as Flash video contents as used on sites as YouTube, Google Video. For
example, a H.263 video ”Star Trek - First Contact” trace file has the mean rate of 256 kbps
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and the peak rate of 1.5 Mbps [43]. The mean frame rate and frame size are 25 frame per
second and 4420 Bytes, respectively. The general QoS metrics of video applications include
throughput, delay, jitter, and packet loss.For interactive applications, e.g., video telephony,
the normal tolerable delay should be less than 100 ms and packet loss rate should be below
1%.
We also consider the background data service which is modeled as a simple saturated
data flow in the performance study of CRN. Currently, there are many data applications in
the Internet services including email, web browsing, file transfer, etc. Each SU is assumed
to have a data packet in the queue ready for transmission. The saturated data model is
applicable for large volume bulk data transfer applications. Although data traffic is usually
delay-insensitive, generally it requires no transmission error. Transmission errors can be
improved by the schemes applied in the link layer and the reliable transmission control
protocols in the transport layer. In this study, we evaluate the QoS metrics for data traffic
in terms of throughput and fairness.
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Opportunistic Cognitive Routing in
Heterogeneous Wireless Channels
In CRN, SUs usually operate at low power level to protect nearby PUs from severe inter-
ference and only communicate with the peer nodes within a close distance to better utilize
local spectrum access opportunities. Therefore, it is highly possible that the destination
of the secondary traffic is out of the transmission range of the source in CRN. Multi-hop
transmissions would be one typical deployment case for unlicensed users. In this chapter,
the routing protocol for multi-hop transmissions in CRN is studies by using the spectrum
access opportunities located in heterogeneous wireless channels. Specifically, the proposed
opportunistic cognitive routing (OCR) scheme first introduces a novel metric to effectively
characterize the forwarding capability of an SU in each single channel, which identifies di-
verse channel usage patterns and propagation characteristics in the channels. Then, each
transmitting SU determines a proper spectrum sensing sequence by the metric to effec-
tively explore the instant spectrum access opportunities. To further improve the reliability
and efficiency of secondary data delivery, relay candidates residing in the same channel
distributively evaluate the relaying capability based on location information and transmis-
sion history. Generally, an SU exhibiting the higher distance gain (i.e., closer towards the
destination) and larger success transmission capability are preferred by the sender to be
the next hop relay. Since the relay node at each hop is appropriately selected and operates
in an opportunistic way, OCR adapts well to the network dynamics, e.g., PUs’ activities,
user mobility, etc., in a multi-hop multi-channel CRN.
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4.1 Introduction
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Figure 4.1: Secondary transmissions in an ad hoc CRN
CRN has been emerging as a prominent solution to improve the efficiency of spectrum
usage to meet the increasing user demand on broadband wireless communications. In CRN,
SUs can utilize spectrum access opportunities for unlicensed transmissions when PUs do
not occupy the licensed spectrum. Therefore, the most critical issue in CRN is the explo-
ration and exploitation of the spectrum access opportunities for SUs’ transmissions and in
the meantime preventing harmful interference to PUs’ transmissions [44, 45]. While most
research in CRN has focused on a single-hop wireless access network, the research commu-
nity has recently realized that cognitive paradigm can be applied in multi-hop networks
to provide great potential for unexplored services and enable a wide range of multimedia
applications with the extended network coverage.
The end-to-end path in CRN is composed of the concatenated links residing in the free
channels, which enables the opportunistic transmission. For instance, in an infrastructure-
less CRN as shown in Fig. 4.1, SUs, (SUi, i = 1, ..., 6), independently trace spectrum access
opportunities in the channels, make access decisions and conduct pairwis t ansmissions
with the neighboring users. For the traffic generated at SU1 for SU6, it requires the for-
warding path through SU2 and SU5 in the network. Since the PU activity varies with
locations, the selected route for SUs is intermittent in time. Moreover, although SUs ex-
plore a given set of channels, at a moment each single node may also have different views of
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the channel availability and utility for secondary transmissions. As it is shown in Fig. 4.1,
SU2 needs to get aware of the activity of the nearby PU1 in its licensed channel. Once
PU1 turns on, SU2 has to keep silence in PU1’s channel and look for other free channels
to link with SU5. Apparently, a valid link for secondary transmissions requires the SU
pair reside in the same spectrum access opportunity and connects to each other within the
transmission range.
The key issue for multi-hop transmissions in CRN is to identify the spectrum access
opportunities in the channels over the network and coordinate SUs to relay the packets in
these intermittent links.
Therefore, the routing decision affects the strategy of spectrum sensing and dynamic
resource management at the SUs in the route, and vice versa. In unlicensed transmissions,
CRN routing schemes have much closer links with MAC layer protocols. Since MAC
protocol in CRN shapes the channel access behaviors of individual SUs, the multi-hop
CRN requires MAC to support not only the pairwise transmissions between SUs, but also
the multi-hop transmissions for end-to-end traffic flows. Meanwhile, due to the short time
window given in the highly dynamic environment, the packet forwarding scheme needs to
operate in an opportunistic and efficient way to satisfy the end-to-end performance demand
for the stringent traffic QoS. Therefore, we investigate the following issues in the multi-hop
transmissions in CRN with both challenges and opportunities.
Multi-hop Transmissions in Opportunistic Channels
In CRN, a link is active only if two SUs are connected in the same idle channel. The
path for a source-destination pair is formed by an ordered sequence of the active links in
the designated spectrum opportunity over the channels. Thus, the link quality is closely
related with spectrum sensing as well as the MAC protocol for multiple user access. As SUs
reside in different channels with spectrum opportunities, it results in the network topology
which is always varying as different links are enabled at different moments.
Meanwhile, heterogeneous spectrum bands affects the routing protocol design. The
spectrum bands may exhibit different propagation characteristics and constraints for spec-
trum utilization, which results in different achievable data rates in the channels, com-
munication coverage, etc. For instance, in geographic routing, two neighbors with equal
forwarding distance gain, the one with better link reliability and higher data rate would
be referred by the sender to be the next relay. To route packets in CRN, the routing
algorithm should be aware of the PU occupancy in the channels, such as the cost caused
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by the multi-channel switching and the delay caused by the detour on the channel to avoid
the PU reservation region.
The maintenance of routing tables in CRN introduces huge control overhead. Compared
with the conventional wireless networks, probing and updating the routes in CRN largely
rely on the resources harvested by sensing operations. The frequent communications for
routing table update would consume a large amount of spectrum access opportunities
which could have contributed to the payload transmissions. Therefore, the efficient routing
scheme with less signaling overhead but effective route selection is in a unique position in
the design of routing protocols in CRN.
Opportunistic Forwarding in Heterogeneous Channels
The conventional routing schemes usually predetermine the routing tables based upon the
link statistics from the long term observations. However, in CRN, such predefined route
can not fully exploit the spectrum access opportunities with short time open windows.
Moreover, due to the partial knowledge of channel conditions in a wide spectrum, it be-
comes more difficult for individual SUs to select the right transmission settings to fight
against the fast varying channel conditions, which would degrade the performance. Op-
portunistic forwarding can mitigate the negative effects by forwarding the packets in an
opportunistic way. Specifically, in opportunistic routing, the sender broadcasts the packet
to multiple neighboring nodes in the direction to the destination and selects the node who
has successfully received the packet and shows the most promising capability to forward
the packet at the next hop.
Based on the exact packet reception at the neighboring nodes, opportunistic forwarding
introduces the multi-user diversity gain and benefits the transmissions when the channel is
fast varying. The diversity gain is calculated based upon the per hop forwarding advance-
ment and the link reliability. As most existing opportunistic routing protocols are studied
in a single channel scenario, how to extend opportunistic routing in a multi-channel CRN is
an open research issue. In a multi-channel structure, transmissions can take place in mul-
tiple channels simultaneously using opportunistic routign. Hidden terminals should take
heed in the multi-channel case. Since the control communications and the data transmis-
sions are in the same channels, the sender tells the transmission quality in the links from
the receivers’ feedbacks to verify the relay selection. Thus, if any unrelated transmissions
occur in the scheduled feedback period, the sender would be mislead and make the wrong
match in the forwarding decision, which negatively impacts the end-to-end performance,
such as delay and throughput. The procedures should be carefully designed and verified
for the protection of potential hidden terminal problem.
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4.2 Related Works
A bunch of existing literatures have discussed the multi-hop transmissions in conventional
wireless networks in routing protocol design and algorithm. Recently, researchers have
identify the importance of the routing for leveraging performance of CRN, especially the
close relationship between route selection and the opportunistic channel access for unli-
censed users. In [46], the authors have verified that CRN can achieve the full connectivity,
i.e., any pair of SUs can be connected by a sequence of available links, if the deployment
densities of PUs and SUs satisfy the given constraints, which validates the multi-hop trans-
missions in CRN from information theory. [8] specifies the challenging issues associated
with the cognitive radio ad hoc networks (CRAHN) or the infrastructureless CRN includ-
ing optimizing the dynamic network topology for SUs in multi-hop transmissions. In [47],
it has further proved that both PUs and SUs in a hierarchical access channel can achieve
the same throughput scaling law as in the stand-alone case [48]. It suggests that the per-
formance of the multi-hop transmissions in CRN can be manipulated with the trade-off
between the delay and the throughput. Consequently, in the multi-hop CRN, the design of
the routing protocol should adapt to the various design goals. Compared to the traditional
routing schemes in the wireless networks, routing in the multi-hop CRN is still an open
problem gaining more attentions. Hereafter, the major research issues has been addressed
in related works as follows.
Joint Route and Channel Assignment
The design and evaluation of the routing schemes in CRN is not an independent issue
in the network layer. The route state should be considered in a vector consisting of link
connections, working frequency and the available time window. The pool of links largely
depends on available spectrum opportunities at the moment, which are determined by
spectrum sensing and spectrum management. Therefore, in CRN, the route selection and
the channel assignment are usually considered together [6].
The idea that cross-layer solutions jointly optimizing the route and the operating spec-
trum at each hop has been well received by many papers [49, 50, 51, 52]. In literature [49],
the authors confirm that the joint design of routing and MAC scheduling notably outper-
forms the decoupling design scheme under provisioned settings. The coupling scheme is
presented in an interference graph. Given any possible pattern of route and channel allo-
cation, the best pattern is found via the exhaustive search. In literature [50], the authors
propose a layered graph model for the joint design. The links in each channel are modeled
as in one horizontal plane with the forwarding cost, while the vertical links represent the
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channel switching operations at the same SU with the predefined switching cost. Then,
the optimal solution in the layered graph is the shortest path with minimum cost. In [51],
the end-to-end delay for multi-hop transmissions is accumulated by the operation delay
during the spectrum sensing and the transmission delay at each hop. The authors formu-
late the routing problem as the optimization problem to minimize the total propagation
delay along the end-to-end path.
These joint design solutions are usually based on two assumptions: 1) the entire net-
work topology is known, and 2) the channels are relatively static. Then the central server
or any SU in the network can perform the search for the optimal solution and have enough
time to update the routing tables along the route to guide the forwarding. However, as
the network size grows, it would become more difficult for CRN to perform such optimal
selection considering the rapid communication and computational overhead. Furthermore,
to make the routing more adaptive to the dynamic spectrum resources in CRN, we still
have to design efficient schemes for the route establishment, the route selection and the
coordination within the heterogeneous resources. The first issue is related with the effi-
ciency of the end-to-end path set-up while the other two are about building an evaluation
framework and utilizing the diversity in the spectrum opportunities to fight against the
link fluctuation.
Route Establishment
To establish a route in CRN, SUs first need to know its location and the surrounding
network topology. The routing schemes can be normally categorized as proactive routing
or reactive routing. In the proactive routing protocols, every node keeps its own routing
table recording the topology tree reaching to every other node in the network, and it
updates periodically no matter it has packet to send or not, such as DSDV. When it is
used in CRN, the Cogmesh protocol in [53] conducts such operation among the SUs in a
small area forming a cluster. The frequent interaction in the neighborhood can help the
cluster members keep the connections using the dynamic resources. However, this method
is inefficient if the long distance route is made. The considerable delay would be expected
to get the comprehensive route update for all SUs, and it needs the huge bandwidth
consumption no matter there is transmission or not, which limits the scalability of CRN.
Reactive routing, on the contrary, provides the latest link status for the packet trans-
mission ready to go. Literatures [54, 55, 52, 56] are the recent research efforts to use the
modified reactive routing scheme to update the knowledge of the topology for the SUs in
CRN. The authors show their preference for the destination-oriented approach following
the modified AODV protocol. In their proposals, according to the reception quality of the
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RREQ messages, the destination node determines the optimal route according to the de-
sign objective. The nodes in the route update their routing tables based on the feedback by
the RREP messages. Although it has been widely applied in the wireless ad hoc network-
s, the on-demand routing via the RREQ-RREP communication does not recognize some
unique features of CRN: 1) the confirmation delay is comparable with the coefficient time
for the link to be stable; 2) the RREQ-RREP transmission in the common control channel
does not indicate the link quality in the data channels; 3) the flooding-based RREQ-RREP
transmission is costly to operate in CRN. In [57], the authors address the possibility of the
utilization of the source-oriented reactive routing schemes, such as the DSR. But it does
not satisfy the features either.
The routing schemes mentioned above are all built upon the priori knowledge of the
network topology and link quality, and they are the topology-based schemes, i.e., SUs ex-
change the route probing messages, such as RREQ/RREP, to update the knowledge of the
link quality, then the topology. Because the topology-based routing introduce large over-
head, it suits to the case with the relatively stable link quality and guaranteed bandwidth.
In [58], the authors have proved that these static routing scheme mainly work well when
spectrum opportunities is stable and the time window is relative long compared with the
time for the route formation, such as the deployment in the TV bands. In some more
dynamic channels, however, these schemes would waste a lot of spectrum opportunities
and reduce the spectrum utilization. Furthermore, as the channels are affected by both
channel fading and PU activity, the widely used assumption in previous works does not
hold any more that the route once formed would be rarely changed in the following da-
ta transmission along the path. Thus, how to route the SU’s transmission is still under
investigation with challenges.
The position-based routing scheme shows some potentials to agree with the dynamic
links. In position-based routing, or geographic routing, an SU only needs to know its
position information, its neighboring SUs’ in the channels and the destination node’s to
make the routing decision. The location service to help the SU get the position information
can be performed out of band. And the sender only concerns the selection of the next hop
relay in the direction to the destination for the one hop opportunistic transmission so
that the round-trip communication to set up the route is not required. Literature [59]
provides a survey on the position-based routing in the wireless networks. Currently, with
the hardware development in the positioning devices, such as the GPS, it is easy to embed
such function into SUs. Combined with the link-level spectrum sensing and management,
SUs can pick up the best opportunities at the moment to push a packets closer to its
destination.
[25] makes the first attempt to utilize geographic routing in CRN. But the discussion
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is limited in the stable channel case. This scheme depends on the RREQ message to
probe the path before the data follows. The holding time for the spectrum opportunities
is expected to be larger than the route establishing time. Otherwise, the cost to maintain
the route would reduce its benefits on the guidance of the data transmission. Admittedly,
geographic routing has its own limitation. There exists the loop route problem, and the
neighborhood discovery totally depends on the distance calculation while no appropriate
link metric to present the PU consideration has been proposed. The simple but efficient
route establishment in geographic routing shows the possibility to improve the end-to-end
transmission performance while keeping the minimum overhead in the routing decision
process. Geographic routing would be an option in the case of dynamic links with the
frequent interruption by the PU activity.
Routing Metric & Opportunistic Route Selection
No matter in topology-based routing or position-based routing, it is essential to decide the
end-to-end route or the next hop according to some predefined routing metrics [60]. In
CRN, the routing metric shows the designer’s interest in the end-to-end performance, such
as the maximum end-to-end throughput, the minimum end-to-end opportunistic transmis-
sion delay and the minimum interruption probability due to PU activity.
In literatures, the characteristics of dynamic links have been addressed in the design.
In [61], the author capture the impact of PU activities on the links for secondary transmis-
sions and propose a probabilistic path metric to indicate the reliability of transmissions.
In [55], the routing metric connects the path stability with the PU activity. The inter-
ference of the wireless links working in the same channel are considered in [62, 63]. The
expected transmission count (ETX) is proposed in [62]. Later, [63] is aimed at maximizing
the throughput with another metric called the expected transmission time (ETT). In [23],
ETT is further extended in a more complicated case with more diversity of the control-
lable resources. These metrics account for the effect of the PU activity and the maximum
duration of the opportunistic transmissions in CRN. In [64], from the perspective of pro-
tecting PUs, the throughput degradation of PUs caused by the potential route selected by
SUs is considered, and the routing metric incorporates the inter-layer factors in the route
selection, e.g., the mutual interference, to make the trade-off of the design objectives in
CRN.
Additional diversity gain lies in utilizing multiple candidate routes for one source-
destination pair. Opportunistic routing exploit the broadcast nature of wireless commu-
nications to assist the route selection process [65, 66]. The source node first broadcasts
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the packet to some candidates in its neighborhood, and waits for the feedbacks to se-
lect the next hop relay from the successful receivers. Geographic information was later
introduced in the opportunistic route selection [67, 68]. Since geographic information re-
quires less communication overhead in the route update, in a dense network, it turns out
that opportunistic routing combined with geographic routing metric is a good alternative
for multi-hop transmission in dynamic links since it does not rely on the global topolo-
gy knowledge. The end-to-end throughput performance of such combination is analyzed,
which confirms such performance improvement [68, 69, 70, 71].
The existing geographic and opportunistic routing schemes are normally designed for
the single channel case. In CRN, since the candidate routes are distributed in different
channels, it is not technically sound to broadcast packets in each single channel before
selecting the relay. And current three-way handshaking in opportunistic routing is designed
to get the receivers’ feedback in the same channel. If a PU turns on in the working channel,
the feedback needs to find another free channel to report the previous packet reception to
the sender.
Selfish Behavior in the Relay
The time variance of available resources limits the interactions among SUs, especially
in the multi-hop scenario. It largely depends on the SU itself to make the decision to
access the licensed bands. In this case, constrained by the traffic requirement (e.g. delay
deadline) or the power consumption (e.g. battery lifetime), SU preferably conducts rational
(selfish) behavior to maximize its own utility for every detected resource. In the distributed
networks, the selfish behavior will cause the poor spectrum utilization due to the collision
or unfairness among SUs. In the multi-hop case, the selfish relay nodes result in the low
packet rate or long delay for the multi-hop transmissions [72]. To analyze and solve this
problem, game theory is a powerful tool which design the coordination among SUs and
punish the violations [73]. To solve the selfish node problem in the multi-hop CRN, one
of the promising solutions is to design a good incentive scheme for the data forwarding.
One feasible incentive scheme is as follows. As SUs can benefit from the local information
exchange in spectrum sensing and sharing, they are willing to help relay others’ packets if
some useful information can be knowledged in the operations. Thus, the local information
can be embedded in the data packet header, then the intermediate SU can update its
status vector of its neighborhood through the relay operation. Every destination node for
the single hop receives the local information from its source node, and inserts its local
information before forwarding the packet to the next hop which can maintain the validity
of the information for the next hop. By multiple flows in the neighborhood, the SU can
34
Chapter 4. Opportunistic Cognitive Routing in Heterogeneous Wireless Channels
acquire a good amount of local information. The incentive scheme design in CRN is still
an open problem. The packet header should be carefully designed, and the benefit through
the relay incentive should be compared with normal local information exchange. And the
security issues are also raised in case of the cheating.
4.3 Opportunistic Routing in CRN
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Figure 4.2: Multi-hop CRN over heterogeneous wireless channels.
We propose an opportunistic routing scheme to support multi-hop transmissions in
CRN under dynamic channel conditions. We consider a densely deployed infrastructure-
less multi-hop CRN consisting of N orthogonal channels, C1, C2, · · · , CN , as shown in
Fig. 4.2. SUs are randomly distributed over the network. Each SU is equipped with a
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single half-duplex cognitive radio transceiver which can perform the spectrum sensing or
transmission/reception on one frequency channel at one time.
One pairwise coordination scheme is enabled in CRN, e.g., one common control chan-
nel to acknowledge the pair of SUs to meet on the detected idle channel. As a dedicat-
ed universal spectrum band may not be always available in the licensed bands for SUs,
ultra-wideband (UWB) is considered as an ideal option for unlicensed common control
channel [74] 1. Exploiting the spreading technique in the UWB system, senders use their
receivers’ spreading codes to initiate handshake transmissions over the unlicensed UWB
control channel. After a successful handshake, or namely transceiver synchronization, both
the sender and receiver tune to the same data channel for communications.
The sensing distance is two times of the transmission distance. In CRN, SUs have the
location information of the destination D, i.e., the gateway, and themselves through GPS or
other localization services. We assume the the channel hopping sequence of the destination
gateway is known to all its one-hop neighbors so that there is no transceiver synchronization
problem between the SUs and the destination gateway. As the frequency channels may span
over a wide spectrum range, different channels exhibit different propagation characteristics,
which result in various transmission distances, and diverse achievable data rates in these
channels. As shown in Fig. 4.2, the SU’s communication coverage differs in each channel,
which results in different sets of neighboring SUs and PUs. On the one hand, with more
SUs in the neighborhood, it is very likely to find a better relay. On the other hand, more
PUs in the communication coverage may reduce the transmission opportunity of the tagged
SU as more PU activities may be detected. An independent and identically distributed
two-stage ON/OFF model is applied to all PUs in each channel. SUs distributively trace
the ON/OFF parameters by periodic sensing. How to assure accurate channel sensing and
parameter estimation has been extensively studied in [17], which is beyond the scope of
this work.
We first introduce a channel sensing metric that characterizes the dynamic properties of
CRN, based on which a secondary sender can determine a proper spectrum sensing sequence
and probe the spectrum opportunities to broadcast a Route REQuest (RREQ) message.
We then propose a novel routing metric for selecting the best SU that has the highest
opportunistic relay capability, using a distributed medium access mechanism. Basically, the
available neighboring SUs operating in the same channel as the sender receive the RREQ
message and determine their capability to forward the data towards the destination. An
SU with a higher forwarding capability will select a smaller backoff window and transmit a
1UWB is especially attractive as it is power limited and causes little interference to other communication
networks
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Route REPly (RREP) messages, and thus is more likely to be selected as a relay in the next
hop. After the successful exchange of RREQ and RREP messages, the sender will forward
the data to the selected SU. Otherwise, the sender will attempt to re-broadcast the RREQ
in the next channel. The procedure repeats until the data message successfully reaches
the destination. The pseudo codes of the sender and receiver algorithms are described in
Algorithms 1 and 2. More details of the metric design and opportunistic routing protocol
will be presented in the following subsections.
Algorithm 1: Sender
1: if (Source user S has a packet for Destination user D ) then
2: S calculates γk, determines the spectrum sensing sequence and starts sensing in the first
channel;
3: if Channel is sensed idle then
4: Broadcast an RREQ message;
5: if Receive an RREP message correctly then
6: Transmit data to the SU that responds with an RREP in current channel;
7: else if Receive multiple RREP messages then
8: Retransmit an RREQ to notify collided SUs;
9: Go to Step 5;
10: end if
11: else
12: Select the next channel and start sensing;
13: end if
14: Update γk and reordering the spectrum sensing sequence;
15: Go to Step 3;
16: end if
4.3.1 Sensing Sequence
To effectively probe the spectrum opportunities in a highly dynamic CRN, it is critical to
determine a set of channels with an appropriate spectrum sensing sequence for each SU. As
radio waves at different frequency bands propagate differently, various channels may exhibit
diverse propagation characteristics. For example, some frequency bands can support very
high data rate at very short distance, e.g., millimeter wave bands, while others are used
for low rate communications over medium and long ranges. In addition, the activities of
SUs in CRN is heavily dependent on those of PUs. If the channel is occupied by a large
number of active PUs, it is less likely that an SU can find an opportunity in this channel.
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Recognizing the diversity in different channels, we propose a new metric to characterize
the forwarding capability in each channel, which is given by
γk = α
TOFF
TON + TOFF
Rk + (1− α)Dk (4.1)
where TOFF and TON are the average time durations that the channel is idle and busy,
respectively, TOFF
TON+TOFF
is the probability that the channel is sensed idle, Rk is the achiev-
able data rate in channel k with the corresponding transmission distance Dk, normalized
by maxkDk for k ∈ CN , and α is a weighting factor. Each SU updates TOFF and TON
via periodic sensing. In each channel, the SU may achieve different data rates at different
distances with adaptive modulation technique. Generally, a fewer number of hops is re-
quired to forward the data with a larger transmission distance. In this scheme, we choose
the largest Dk to calculate γk and sort channels in the descending order of γk for channel
sensing. How to choose the most proper modulation scheme to balance Dk and Rk is under
further investigation. SUs select the channel with the highest forwarding capability (i.e.,
more available network resources and a longer transmission distance), and attempts data
communication when opportunity appears. We can balance the available channel resources
and the transmission coverage by adjusting the value of α. The impacts of different α on
the routing performance will be studied in Section 4.4.
Algorithm 2: Receiver
1: Listening on the current channel;
2: if An RREQ message is recieved then
3: Calculate νr and select a backoff timer;
4: while Backoff timer ! = 0 do
5: if Overhear other RREP messages then
6: Stop the backoff timer and go to Step 1;
7: end if
8: end while
9: Send an RREP message to Sender and go to Step 1;
10: end if
4.3.2 Relay Selection
Once a sender discovers a spectrum opportunity in one channel via spectrum sensing, it
broadcasts a RREQ message over the channel. All SUs operating over the same channel
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Figure 4.3: Relay selection.
and in the transmission range of the sender are relay candidates which can help forward
the data in the next hop. To facilitate opportunistic routing in CRN, each SU needs to
respond a RREP message to the sender, so that the sender can select the best candidate
to relay the message towards the destination.
In our proposed protocol, an SU, e.g., SU r, estimates its relay capability by calculating
νr = βPsr + (1− β)
dSD
drD
, (4.2)
where the successful transmission probability Psr indicates the opportunistic transmission
capability of user r in a multi-hop CRN, which is obtained from the transmission history of
SU r, drD is the distance between SU r and the destination gateway, and dSD is the distance
between the source and destination, as shown in Fig. 4.2. β is a weighting factor to balance
the user transmission capability and the forward distance gain. SU r is qualified in the relay
candidate selection only when νr is within [νmin, νmax] indicated in the RREQ message. To
reduce the possible collisions among multiple relay candidates, we use a contention based
MAC for relay selection process. As shown in Fig. 4.3, each SU selects a backoff timer
Wr ∈[0, W] based on the estimated νr. The backoff timer reduces by one for every idle
mini-slot and an SU can transmit only when its backoff timer reaches zero. Therefore, the
SU with the highest νr will transmit first and thus be selected as the next hop relay. Other
SUs stop their own timer upon overhearing a RREP from other SUs. It is also possible
that multiple SUs may select the same backoff timer which causes collisions. If multiple
copies of RREP are received at the sender, the sender will re-transmit a RREQ message,
and only those collided SUs in the previous round contention will enter the second round
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Number of SUs 200
Number of PUs per channel 4
Channel number 6
Delay Threshold 150 ms
λON 0.08 /ms
λOFF 0.04 /ms
Source-destination distance 360 m
Spectrum Sensing Time 1 ms
A backoff mini-slot 4 µs
Table 4.1: Simulation parameters in performance evaluation of Chapter 4
contention by randomly selecting a backoff timer in [0, W]. The process repeats until only
one relay is selected. After successfully delivering the data to the next hop, the sender
switches to the listening state over the same channel.
4.4 Performance Evaluation
4.4.1 Simulation Settings
We evaluate the performance of the proposed routing protocol under the network parameter
settings in Table 4.1 if no other specification is made in the individual study. The simulation
model is built in C++ using the reference of the Cognitive Radio Cognitive Network
Simulator [75]. The heterogeneity wireless channel patterns, such as the transmission
distance and the transmission data rate, are listed in Table 4.2. PUs and SUs are randomly
distributed in an area of 300×300 m2. One connection is initiated in CRN, and the distance
between the source-destination pair is arbitrarily set to 360 m. We use a saturated flow
with a package size of 500 bytes, and packet delay bound of 150 ms. We model the
PU activity as an exponential ON-OFF process with parameters λON and λOFF . SUs
individually estimate the ON/OFF durations in each channel. The channel switch time
plus the minimum sensing duration with energy detection is 1 ms. Each mini slot is 4 µs.
We run each experiment for 120 s, and the first 20 s in each trial run is for SUs to trace
PU activities in the channels. We repeat them 50 times to calculate the average value.
Our OCR scheme is compared with the ”GPSR+” protocol which is an extensive version
of the classical GRSR protocol [76] in a multi-channel CRN. In GPSR+, the sender senses
the channels in descending order by the channel maximum transmission distance, and
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channel PU Tx range SU Tx range SU data rate
CH1, CH2 50 m 20 m 6 Mbps
CH3, CH4 100 m 60 m 4 Mbps
CH5, CH6 500 m 100 m 0.5 Mbps
Table 4.2: Settings of channel usage patterns in performance evaluation of Chapter 4
greedy forwarding is undertaken by the sender in the relay selection. The relay at the
next hop is determined by the sender with the closest position to the destination among
all relay candidates in the same channel as the sender.
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Figure 4.4: Comparison of end-to-end delay under different PU activities.
4.4.2 End-to-end Delay in Secondary Link
We first evaluate the end-to-end delay performance of the proposed OCR scheme under
different PU activities. We set the weighting factor α to be 0.6 and 0.9, respectively,
and compare the performance with GPSR+. GPSR+ prefers the channel which has the
larger SU transmission range in the sensing sequence. As shown in Fig. 4.4, it can be
seen that our proposed OCR scheme significantly outperform GPSR+ in terms of end-
to-end packet delay, especially in the case α = 0.6. Using a greedy forwarding algorithm
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to select a relay with the highest distance gain, GPSR+ can achieve shortest path with
minimum hops in most cases. However, in CRN, more PUs’ activities may be detected over
a longer communication coverage, and less transmission opportunity can be exploited for
SUs’ transmissions. In our proposed OCR, by jointly considering the channel characteristics
and PU activities, SUs can efficiently exploit the channel access opportunities for data
forwarding. By well balancing the two factors, a much lower delay can be achieved. Optimal
parameter setting is beckon for further investigation.
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Figure 4.5: CDF of path hop counts under different PU activities.
We then study the impacts of heterogeneity wireless channels on the performance of
the proposed routing scheme. With a shorter communication coverage, there is less likely
that an SU will be interfered by a PU, and thus the SU is able to explore more spectrum
opportunities for data transmissions. Fig. 4.5 shows the cumulative density function of the
hop counts for the end-to-end transmission in CRN. There is a marked shift of the average
hop count to the higher value which means the transmission distance per hop shrinks due
to PU activity.
4.4.3 Performance of SU Density
We also investigate the performance under different node density. The number of PU is 4
in each channel. As shown in Fig. 4.6, the delay drops drastically as the number of SUs
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Figure 4.6: Comparison of end-to-end delay under different SU densities.
increases from 100 to 200. Then the decrease rate slows down as the SU number further
increases above certain level like 250 SUs here. In a sparse network condition, more SUs
can improve the network connectivity, and it is more likely to find a proper relay, thus the
number of channel switching and sensing can be significantly reduced and a better delay
performance can be achieved. When the network is sufficiently dense, the performance
improvement mainly relies on the diversity in the opportunistic relay selection. In this case,
further increasing the node density of CRN has little impact on the delay performance of
SUs.
4.5 Summary
In this chapter, we have analyzed the features of multi-hop transmissions in CRN and
survey the related work on routing secondary traffic over dynamic links. We have proposed
an opportunistic routing scheme for multi-channel CRN, by jointly exploiting heterogeneity
wireless channel characteristics and geometry information of SUs. By taking spectrum
opportunity and selecting the best relay at each hop, our proposed routing scheme can
adapt well to the network dynamics and achieve better performance than existing cognitive
routing protocols.
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Joint Resource Allocation for
Multi-hop Opportunistic
Transmissions
In this chapter, we continue with the study of cognitive routing in a multi-channel multi-hop
CRN, by utilizing channel usage statistics in the discovery of spectrum access opportuni-
ties to improve transmission performance of SUs. The joint channel selection and route
selection is considered to optimize the per hop relay performance.
5.1 Introduction
To fully explore the potentials of the multi-hop CRN in support of multimedia applications,
it is crucial to study routing in CRN, taking into account the unique properties of the
cognitive environment. Existing research efforts mainly focus on effective spectrum sensing
and sharing schemes in the physical and MAC layers. Some recent studies indicate that the
next major breakthrough in CRN lies in utilizing the diversity gain of spare spectrum in the
time, frequency, and space domains to enhance transmissions among SUs [77]. However, in
multi-hop CRN, SUs distributed at different locations may have different views of the usage
patterns of PUs over multiple frequency channels, which makes it extremely challenging
for SUs to coordinate with each other and to exploit the multi-channel and multi-user
diversity gain. Some preliminary works on spectrum-aware routing have been proposed for
joint channel assignment and route establishment [50, 78, 25, 79]. However, these routing
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algorithms are based on a pre-determined end-to-end routing table, which is more suitable
for static spectrum access system where the channel conditions do not change frequently,
e.g., in a CRN operating in TV bands [80]. In CRN, spectrum opportunities of mobile
SUs may change over hops from time to time, which leads to expensive maintenance of the
routing table. Some recent research extends the work in a wide spectral band under highly
dynamic channel conditions other than TV bands [58, 81]. A QoS differentiation scheme
and an opportunistic relay forwarding scheme are proposed in our previous works [81, 82],
respectively, considering heterogeneous channel usage patterns. These works either mainly
focus on the QoS provisioning in a multi-channel scenario or only exploit the diversity of
channel propagation characteristics in multi-hop transmissions, which do not specify the
impact of the channel usage statistics on SUs’ transmissions, especially in a multi-hop
CRN.
The remainder of this chapter is organized as follows. The related work is presented
in Section 5.2. A multi-channel opportunistic cognitive routing protocol is proposed in
Section 5.3. To maximize the relay performance of the OCR, a novel routing metric is
designed and the practical implementation issues are discussed in Section 5.4, followed by
performance evaluation in Section 5.5.
5.2 Related Work
Routing in CRN can be formulated as a global optimization problem with the channel-
link allocation for data flows in the network [83]. Xin et al. [50] propose a layered graph
to depict the topology of CRN in a snapshot and allocate multiple links over orthogonal
channels to enhance the traffic throughput by establishing a near-optimal topology. Pan et
al. [78] propose a joint scheduling and routing scheme according to the long term statistics
of the link transmission quality for SUs. Gao et al. [84] develop a flow routing scheme
which mitigates the network-wide resource for multicast sessions in multi-hop CRN. These
works on cognitive routing pre-determine an end-to-end relay path in CRN based on the
global network information. However, the channel conditions of secondary links are highly
dependent on PUs’ activities in CRN. SUs usually need to track the channel status by
periodic sensing [17] or field measurements [77]. When the channel status changes, source
nodes need to re-calculate a path. Khalif et al. [58] show that the involved computation and
communication overhead for re-building routing tables for all flows is nontrivial, especially
when the channel status changes frequently.
Compared with centralized scheduling, distributed opportunistic routing is more suit-
able for a dynamic CRN since SUs can select the next hop relay to adapt to the variations
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of local channel/link conditions [70, 66]. Instead of using a fixed relay path, a source node
broadcasts its data to neighboring nodes, and selects a relay based on the received responses
under current link conditions [70]. Liu et al. [85] propose to apply an opportunistic routing
algorithm in cognitive networks where the forwarding decision is made under the locally
identified spectrum opportunities. So far, most opportunistic routing protocols have been
studied in a single channel scenario. In a multi-channel system, the channel selection and
relay link negotiation may introduce extra delay, which degrades the performance of the
network. How to extend opportunistic routing in a multi-channel CRN is still an open
research issue.
It is also recognized that with available localization services, geographic routing can
achieve low complexity and high scalability under dynamic link conditions in various wire-
less networks, such as wireless mesh networks [76], ad hoc networks [86] and vehicle com-
munication networks [87]. With geographic routing, a node selects a relay node that is
closer to the destination for achieving distance advances in each hop. Chowdhury and Fe-
lice [25] introduce geographic routing in CRN to calculate a path with the minimal latency.
However, their work still focuses on building routing tables and thus is not suitable for dy-
namic CRN. Considering the unique features of CRN, it is essential to design a distributed
opportunistic routing algorithm by tightly coupling with physical layer spectrum sensing
and MAC layer spectrum sharing to adapt to the network dynamics in CRN.
5.3 Spectrum Aware Opportunistic Routing Protocol
In this section, an opportunistic cognitive routing (OCR) protocol is proposed where SUs
forward the packets in the locally identified spectrum access opportunities. To adapt to the
channel dynamics, SUs opportunistically select the relay nodes from multiple candidates
according to the distance gain and the channel usage statistics. The main contributions of
this work are four-fold: (1) we propose an opportunistic cognitive routing (OCR) proto-
col in which forwarding links are selected based on the locally identified spectrum access
opportunities. Specifically, the intermediate SU independently selects the next hop relay
based on the local channel usage statistics so that the relay can quickly adapt to the link
variations; (2) the multi-user diversity is exploited in the relay process by allowing the
sender to coordinate with multiple neighboring SUs and to select the best relay node with
the highest forwarding gain; (3) We design a novel routing metric to capture the unique
properties of CRN, referred to as cognitive transport throughput (CTT). Based on the
novel metric, we propose a heuristic algorithm that achieves superior performance with re-
duced computation complexity. Specifically, CTT represents the potential relay gain over
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the next hop, which is used in the channel sensing and relay selection to enhance the OCR
performance; and (iv) we evaluate the performance of the proposed OCR in a multi-hop
CRN. Simulation results show that the proposed OCR protocol adapts well to the dynamic
channel/link environment in CRN.
5.3.1 System Description
We consider a multi-hop CRN where multiple PUs and SUs share a set of orthogonal
channels, C = {c1, c2, ..., cm}. SUs can exchange messages over a common control channel
(CCC)1. Each SU is equipped with two radios: one half-duplex cognitive radio that can
switch among C for data transmissions and the other half-duplex normal radio in CCC for
signaling exchange.
When a source SU communicates with a destination node outside its transmission range,
multi-hop relaying is required. As shown in Fig. 5.1, at each hop, the sender first senses for
a spectrum access opportunity and selects a relay node in the detected idle channel2. We
model the occupation time of PUs in each data channel as an independent and identically
distributed alternating ON (PU is active) and OFF (PU is inactive) process. SUs track the
channel usage pattern, i.e., ON or OFF, and obtain the channel usage statistics through
periodic sensing operations. Generally, the statistics of channel usage time change slowly.
1The CCC can be implemented by bidding on a narrow spectrum band [57] or accessing the temporarily
spare spectrum bands in a predefined frequency hopping sequence [88].
2In some extreme case when geographic routing fails to reach the destination, we can apply the right-
hand rule for route recovery as proposed in GPSR [76].
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The parameter estimation is beyond the scope of this work and the details can be found
in [77, 17]. With GPS or other available localization services, SUs can acquire their own
location information, and the source nodes have the corresponding destinations’ location
information, e.g., an edge router or a gateway in the network. A summary of main notations
used in the paper is given in Table 5.1 for easy reference.
5.3.2 Protocol Overview
As shown in Fig. 5.1, the per hop relay in OCR includes three steps, i.e., channel sensing,
relay selection, and data transmission.
In the channel sensing step, the sender searches for a temporarily unoccupied channel
in collaboration with its neighbors using energy detection technique. Before sensing the
data channel, the sender broadcasts a short message, i.e., sensing invitation (SNSINV),
in the CCC to inform neighboring nodes of the selected data channel, and the location
information of the sender and the destination. The transmission of SNSINV message in the
CCC follows the CSMA/CA mechanism as specified in IEEE 802.11 MAC. Upon receiving
the SNSINV, the neighboring SUs set the selected data channel as non-accessible so that no
SU will transmit in the selected data channel during the sensing period of the sender. In this
way, the co-channel interference from concurrent secondary transmissions can be mitigated.
Using the location information in SNSINV, the neighboring SUs evaluate whether they are
eligible relay candidates, e.g., whether a relay node is closer to the destination than the
sender and thus can provide a relay distance gain. Eligible relay candidates will collaborate
with the sender in channel sensing and relay selection. Other SUs cannot transmit in the
selected data channel during the reserved time period specified in SNSINV. When the
channel is sensed idle, i.e., no PU activity is detected, the sender will initiate a handshake
with relay candidates in the relay selection step. Otherwise, the sender selects another
channel and repeats the channel sensing process.
In the relay selection step, the sender selects the next hop relay from the relay can-
didate SUs. Specifically, when the channel is sensed idle, the sender first broadcasts a
routing request (RREQ) message to the relay candidates. Eligible candidates reply rout-
ing response (RRSP) messages in a sequence specified by the sender. A relay candidate
is assigned a higher priority to transmit RRSP after a shorter backoff window if it has
a larger link throughput [70], a greater relay distance advancement [76], or a higher link
reliability [61]. A candidate SU keeps listening to the data channel until it overhears an
RRSP or it transmits an RRSP when its backoff timer reaches zero. The sender selects
the first replying relay candidate as the next hop relay. If the sender receives no RRSP
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message, which implies no relay candidate is available in the selected channel, it will repeat
the channel sensing and relay selection steps. After a successful RREQ-RRSP handshake,
the sender transmits data to the selected relay node in the data transmission step.
5.3.3 Routing Protocol Analysis
We study the impacts of PUs’ activities on the performance of the proposed OCR protocol.
In CRN, when PUs appear in a channel, an SU needs to stop its current transmission,
update its record of the channel status, and reselect a data channel. Thus, PUs’ appearance
will result in a larger transmission delay, and involve extra overhead for channel sensing
and relay selection. To evaluate the impacts of PUs’ activities on the protocol performance,
we first introduce the main performance metrics, namely, relay distance advancement and
per hop transmission delay. Based on the introduced metrics, we then analyze the success
probability in each step, i.e., channel sensing, relay selection, and data transmission.
1) Performance Metrics
We first introduce the relay distance advancement and the per hop delay for performance
evaluation. The relay advancement is measured by the geographic distance gain. For a
sender S in CRN, NS is the set of SUs within its transmission range. The neighboring
relay candidate set for the relay to the destination D is denoted by RD ⊆ NS. If an SU
R ∈ NS is selected as the relay, the relay advancement AD(S,R) in terms of the difference
in the distances between the SU pairs, (S,D) and (R,D) can be expressed by
AD(S,R) = d(S,D)− d(R,D), (5.1)
where d(S,D) and d(R,D) are the Euclidian distances between (S,D) and (R,D), respec-
tively.
The per hop transmission delay Trelay is comprised of three parts: sensing delay (TSNS),
relay selection delay (TRS), and packet transmission delay (TDTX).
The sensing delay TSNS includes the transmission time of an SNSINV message, Tinit,
and the energy detection time, Tdetc,
TSNS = Tinit + Tdetc. (5.2)
Based on the relay capability, candidate SUs are sorted in a given prioritized order.
In the relay selection, the i-th relay candidate Ri sends an RRSP message only when the
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first i− 1 higher-priority candidates are not available. Therefore, the relay selection delay
TRS(i) is given by
TRS(i) = TRREQ + (i− 1)µ+ TRRSP + 2 SIFS, (5.3)
where TRREQ and TRRSP are the transmission time of an RREQ message and an RRSP
message, respectively, and µ is the duration of one mini-slot in the backoff period. Accord-
ing to [89], the length of a mini-slot can be calculated as µ = 2 · γ + tswitch, where γ is the
maximum channel-propagation delay within the transmission range, and tswitch is the time
duration that the radio switches between the receiving mode and the transmitting mode.
Once Ri is selected, the packet transmission delay TDTX is
TDTX = TDATA + TACK + 2 SIFS, (5.4)
which includes the packet transmission delay (TDATA) and the ACK transmission time
(TACK).
The transmission delay Trelay(Ri) via the relay at Ri is the delay sum
Trelay(Ri) = TSNS + TRS(i) + TDTX . (5.5)
2) Channel Sensing
Denote I
cj
R (I
cj
R ) as the event that cj is sensed to be idle (busy) by an SU R in the channel
cj. A channel is determined to be idle given that it is sensed idle at the starting time of
t1 and remains idle until sensing completes at t2, as shown in Fig.5.1. According to the
renewal theory, the channel status can be estimated by the distribution of the channel
state duration and the sensing history [90]. Specifically, given the channel status (idle or
busy) observed at an earlier time, e.g., t0, we have P
cj
OFF,R(t0, t1), the probability that cj is
idle (OFF) at t1, t1 > t0. Assume ON and OFF durations follow exponential distributions
with mean 1/E[T
cj
ON ] and 1/E[T
cj
OFF ]
3,
P
cj
OFF,R(t0, t1)
=
{
ρcj + (1− ρcj)e−∆cj (t1−t0), if cj is OFF at t0,
ρcj − ρcj e−∆cj (t1−t0), if cj is ON at t0,
where
ρcj =
E[T
cj
OFF ]
E[T
cj
ON ]+E[T
cj
OFF ]
,
∆cj =
1
E[T
cj
ON ]
+ 1
E[T
cj
OFF ]
.
(5.6)
3which are commonly used in other works [77, 17]
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Note that ρcj indicates the chance for an idle state in cj.
We then calculate the likelihood of the channel staying idle during the sensing period.
According to the renewal theory, the residual time of a state in an alternating process
truncated since the time origin can be expressed by the equilibrium distribution of the
state duration [90]. Thus, the probability that the channel at R stays in the idle state
during the sensing period [t1, t2] can be calculated as
P
cj
R (t1, t2) =
∫ ∞
t2−t1
F cjOFF (u)
E[T
cj
OFF ]
du, (5.7)
where
FcjOFF (t)
E[T
cj
OFF ]
is the probability density function (PDF) of the residual time of an idle
channel since the time origin when it is observed as idle. F cjOFF (t) is the cumulative
distribution function (CDF) of the duration of the OFF state in cj with mean E[T
cj
OFF ],
i.e., F cjOFF (t) =
∫ t
0
fTkOFF (x)dx. Then, the probability that R detects a spectrum access
opportunity in cj is given by
Pr{IcjR } = P cjOFF,R(t0, t1) · P cjR (t1, t2). (5.8)
For the OCR protocol, Pr{IcjS } denotes the probability of sensing success when the
sender S detects cj as an idle channel. Once the sender finds an idle channel, it will move
to the relay selection step. Otherwise, the sender will switch to another channel and initiate
the channel sensing process.
3) Relay Selection
After detecting an idle channel, the sender needs to select a relay for data forwarding. In
OCR, the prioritized RRSP transmission enables the relay candidate of the highest relay
priority to notify the sender its availability for data forwarding. However, active PUs may
interrupt the handshaking process and cause the failures in the relay selection when an
SU candidate cannot reply due to the detection of active PUs. Such case is very rare, and
it happens only when a nearby PU turns on during the selection period. Since the relay
selection is very short in time, usually less than 1 millisecond, we mainly consider the case
when a candidate SU detects the selected channel which is occupied by an active PU in the
sensing. In this case, the candidate will not respond to the RREQ. If no relay candidate
responds to the RREQ message at the moment, the relay selection fails. Therefore, we
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have
P
cj
RSfail = Pr{IcjS } · Pr
{ ⋂
Ri∈R
cj
D
I
cj
Ri
∣∣∣IcjS }, (5.9)
where Pr{IcjS } indicates the probability that the sender initiates the relay selection when
it detects an idle channel as defined in Eq. (5.8). In cj, one feasible relay selection R
cj
D =
{R1, R2, . . . , Rn} contains a set of SUs in RD with the size of n = |RcjD |. Denote VRi as the
priority of Ri in the RRSP transmission. R
cj
D is sorted in the descending order of VRi , i.e.,
VR1 > VR2 > . . . > VRn . The event that no relay candidate replies in the relay selection
step, is equivalent to the event that all SUs in R
cj
D sense the channel busy in the previous
sensing with the probability Pr
{⋂
Ri∈R
cj
D
I
cj
Ri
∣∣∣IcjS }.
In the CRN, we assume that an SU is affected by at most one active PU in one frequency
band. Such assumption holds in the frequency bands such as the downstream bands in
cellular network where the adjacent cells/sectors are usually assigned with different working
frequencies to avoid the co-channel interference [91]. Thus, the channel usage pattern is
mainly determined by the PU activity at the spot of the individual SU. Let X
cj
RtRr
= 1 if
a pair of SUs, Rt and Rr, are affected by the same PU in cj, and X
cj
RtRr
= 0 otherwise.
X
cj
RtRr
can be acquired and maintained by the periodic exchange of the channel status in
the SU’s neighborhood. A cognitive transmission is successful only if both ends of the
link are not influenced by active PUs. For example, if the channel utilities of cj at Rt
and Rr are ρ
cj
Rt
and ρ
cj
Rr
, respectively, the link quality of the link ltr can be expressed by
P
cj
ltr
= ρ
cj
Rt
· ρcjRr
(1−XcjRtRr ). Therefore, Pr
{⋂
Ri∈R
cj
D
I
cj
Ri
∣∣∣IcjS } in Eq. (5.9) is given by
Pr
{ ⋂
Ri∈R
cj
D
I
cj
Ri
∣∣∣IcjS }
= Pr
{
I
cj
R1
∣∣∣IcjS } · n∏
i=2
Pr
{
I
cj
Ri
∣∣∣∣{ i−1⋂
k=1
I
cj
Rk
}
∩ IcjS
}
= (1−XcjSR1)Pr
{
I
cj
R1
}
·
n∏
i=2
[
(1−XcjSRi)Pr
{
I
cj
Ri
}∏i−1
k=1(1−X
cj
RkRi
)]
.
(5.10)
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Suppose that the i-th relay candidate Ri in the selected relay selection order R
cj
D is
available, Ri will be selected as the next hop relay with the probability P
cj
i , given that
previous i− 1 candidates are not available,
P
cj
i =

Pr{IcjS } · Pr{IcjR1
∣∣IcjS }, for i = 1,
Pr{IcjS } · Pr
{{⋂i−1
k=1 I
cj
Rk
}
∩ {IcjRi}
∣∣∣IcjS },
for 2 ≤ i ≤ n,
(5.11)
where Pr
{{⋂i−1
k=1 I
cj
Rk
}
∩ {IcjRi}
∣∣∣IcjS } can be expressed as
Pr
{{ i−1⋂
k=1
I
cj
Rk
}
∩ {IcjRi}
∣∣∣IcjS }
= Pr
{
I
cj
R1
∣∣∣IcjS } · i−1∏
u=2
Pr
{
I
cj
Ru
∣∣∣{ u−1⋂
r=1
I
cj
Rk
}
∩ IcjS
}
·Pr
{
I
cj
Ri
∣∣∣{ i−1⋂
k=1
I
cj
Rk
}
∩ IcjS
}
= (1−XcjSR1)Pr
{
I
cj
R1
}
·
i−1∏
u=2
[
(1−XcjSRl)Pr
{
I
cj
Ru
}∏u−1
r=1 (1−X
cj
RrRu
)]
·
[ i−1∏
k=1
(1−XcjRkRi)
]
Pr{IcjRi}
(1−XcjSRi ). (5.12)
4) Data Transmission
Once Ri is selected, the data transmission in the link lSRi succeeds when no active PU
appears during the transmission period [t3, t4] in cj. Thus, the successful relay probability
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at current hop via Ri can be expressed by
P
cj
relay,Ri
= P
cj
i · P cjlSRi (t3, t4)
= P
cj
i · P cjS (t3, t4) · P cjRi(t3, t4)
(1−XcjSRi ).
(5.13)
5.4 Joint Channel and Relay Selection
We then jointly consider the selection of the sensing channel and relay node to improve the
performance of the proposed OCR. As many factors, including channel usage statistics,
the relay distance advances, and transmission priority of relay candidates, may affect the
relay performance, we introduce a new metric to capture these factors and apply it in a
heuristic algorithm to select the best relay in one data channel at a reduced computation
complexity.
5.4.1 Novel Routing Metric
We design a new metric, the cognitive transport throughput (CTT), CTT (cj,R
cj
D), to
characterize the one hop relay performance of OCR in the selected channel cj with the
selected relay candidate set R
cj
D , in unit of bit·meter/second.
CTT (cj,R
cj
D) = E
[
L · A
cj
D
T
cj
relay
]
=
∑
Ri∈R
cj
D
P
cj
relay,Ri
L · AD(S,Ri)
Trelay(Ri)
(5.14)
The physical meaning of the CTT defined in Eq. (5.14) is the expected bit advancement
per second for one hop relay of a packet with the payload L in the channel cj. To improve
the OCR performance, we should maximize the one hop relay performance along the path as
one hop performance improvement contributes to the end-to-end performance. In addition,
as the multi-user diversity is implicitly incorporated in the relay selection process, we can
also achieve a high multi-user diversity gain by maximizing CTT. From Eq. (5.14), we
can jointly decide channel cj and the corresponding relay selection order R
cj
D to maximize
CTT.
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5.4.2 Heuristic Algorithm
To obtain c∗ and Rc
∗
D for the largest CTT, we can exhaustively search for all possible
combinations of the sensing channel and the subset of the relay candidate set. Given
m channels and up to n relay candidates, an exhaustive search needs to find the locally
optimal one in each channel by comparing the value of CTT under all possible permutations
of the set of relay candidates. Since the CTT value is sensitive to the set size as well
as the permutation, given that k candidate nodes are incorporated in the relay selection,
1 ≤ k ≤ n, there are P (n, k) types of opportunistic forwarding patterns. Therefore, over m
channels, the exhaustive search should take m ·∑nk=1 P (n, k) times of the CTT calculation
to return the global optimum. If n goes to infinity, we can get limn→∞m ·
∑n
k=1 P (n, k) =
limn→∞m ·
∑n
k=0
n!
(n−k)! = limn→∞m ·n! ·
[∑n
k=0
1
k!
−1]. Thus the exhaustive search running
time is O(m · n! · e), where e is the base for natural logarithms. We can see that once n
becomes very large, the exhaustive search becomes infeasible in real implementations.
To reduce the complexity, we propose an efficient heuristic algorithm to reduce the
searching space yet achieve similar performance of the optimal solution. The performance
comparison will be given in the following section.
Given independent channel usage statistics in different channels, we can decompose
the optimization problem into two phases. First, we compare all possible relay selection
orders in each channel and find the optimal one which maximizes the CTT. Then, we
choose the relay selection order with the largest CTT value over all channels and select
the corresponding channel as the sensing channel. Since the number of channels is usually
limited, it is more important to reduce the searching complexity for the best relay selection
order in a single channel.
To find the optimal relay selection order, the sender should decide both the number
of the relay candidates and the relay priority of each candidate. According to Eq. (5.14),
a neighboring SU, Ri, is an eligible relay candidate if it contributes to a positive relay
distance advancement, AD(S,Ri). One feasible relay selection order R
cj
D in cj is an ordered
subset of RD in the descending order of relay priority VRi . A larger size of R
cj
D include
more relay candidates and achieves a higher diversity gain, which improves the per hop
throughput at the cost of increased searching complexity.
To reduce the searching space and improve the algorithm efficiency, we have the fol-
lowing Lemma.
Lemma 5.4.1 Given a feasible relay selection set R
cj
D , ∃Ri1 , Ri2 ∈ RcjD , if VRi1 > VRi2 ,
X
cj
Ri1Ri2
= 1, then CTT (cj,R
cj
D \ {Ri2}) ≥ CTT (cj,RcjD).
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Proof 1 Suppose R
cj
D = {R1, . . . , Ri1 , . . . , Ri2 , . . .}. According to Eq. (5.11), if VRi1 >
VRi2 , X
cj
Ri1Ri2
= 1 and X
cj
Ri1Ri2
= 1, P
cj
i2
= 0. Thus, P
cj
relay,Ri2
= 0. From Eq. (5.14),
CTT (cj,R
cj
D) =
i2−1∑
r=1
P
cj
relay,Rr
L · AD(S,Rr)
Trelay(Rr)
+
|RcjD |∑
r=i2+1
P
cj
relay,Rr
L · AD(S,Rr)
Trelay(Rr)
≤
i2−1∑
r=1
P
cj
relay,Rr
L · AD(S,Rr)
Trelay(Rr)
+
|RcjD |∑
r=i2+1
P
cj
relay,Rr
L · AD(S,Rr)
Trelay(Rr)− µ
= CTT (cj,R
cj
D \ {Ri2}),
which shows that the CTT performance does not drop when Ri2 is deleted from R
cj
D .
Lemma 5.4.1 indicates that we can reduce the size of the relay selection by excluding
the relay candidates that are affected by the same PU. The reduced set of relay candidates
will not degrade CTT. Specifically, for a given set of relay candidates, the sender groups
the SUs that are affected by the same PU, selects the SU with the highest relay priority,
and deletes other SUs in a group from the set.
We observe the following property which can be used to further reduce the searching
space.
Property 5.4.2 (Tail Truncation Rule) Given a feasible relay selection R
cj
D , ∃Ri ∈
R
cj
D , X
cj
SRi
= 1, then CTT (cj,R
cj
D) = CTT (cj,R
cj
D \ {Rk
∣∣Rk ∈ RcjD , VRk < VRi}).
Proof 2 If S and Ri are affected by the same PU, Pr
{
I
cj
Ri
∣∣∣IcjS } = 0. According to E-
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q. (5.11), P
cj
k = 0, ∀Rk ∈ RcjD , VRk < VRi. Thus,
CTT (cj,R
cj
D) =
i∑
r=1
P
cj
relay,Rr
L · AD(S,Rr)
Trelay(Rr)
+
|RcjD |∑
r=i+1
0 · L · AD(S,Rr)
Trelay(Rr)
= CTT (cj,R
cj
D \ {Rk
∣∣Rk ∈ RcjD ,
VRk < VRi}),
which shows that the CTT performance does not change when the relay candidates are
removed from R
cj
D with lower priority than Ri.
Property 5.4.2 indicates that the size of the relay candidate set can be further reduced
by deleting SUs whose relay priorities are lower than the SU that is affected by the same
PU as the sender. In other words, we can reduce the searching set without degrading the
performance of the current flow while the deleted candidates can also participate in other
transmissions, which further improve the network performance.
As discussed above, the relay priority plays a critical role in relay selection. It is well
known that in geographic routing, users closest to the destination is the best next hop
relay as it provides the greatest distance gain. It is also proved that the geographic routing
approaches the shortest path routing with the distance advance metric [92]. Therefore, we
also apply the distance advance and verify its efficiency in the proposed OCR.
Thus, the CTT metric can be approximated as
CTT (cj,R
cj
D) '
L
Trelay
·
|RcjD |∑
i=1
Prelay,RiAD(S,Ri)
=
L
Trelay
· E[AcjD ], (5.15)
where E[A
cj
D ] is the estimated relay advancement in cj, and Trelay is the estimated one hop
transmission delay in Eq. (5.5). To maximize the CTT in each channel, we need to find an
optimal relay selection to maximize E[A
cj
D ]. When opportunistic routing over independent
links uses E[A
cj
D ] as a routing metric, [92] has proved that the optimal relay priority should
be set according to the distance of the relay candidate to the destination. In addition, the
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Algorithm 3: The MAXCTT algorithm
Input: the channel set C, the relay candidate set RD, rmax
Output: the selected channel c∗, the relay selection order Rc∗D
1: c∗ ← 0; Rc∗D ← ∅; CTTmax ← 0;
2: for each cj do
3: N← RD; RE ← ∅; RcjD ← ∅; Rp ← ∅; CTTcj ← 0;
4: while (N 6= ∅) do
5: RE ← insert an SU Ri ∈ N that has max AD(S,Ri);
Remove Rj ∈ N with XRiRj = 1 from N;
6: end while
7: while (RE 6= ∅ && |RcjD | < rmax && XSRp 6= 1) do
8: for each SU Ri ∈ RE do
9: RT ← RcjD +Ri; Sort RT in the descending order of AD(S,R);
Get CTT on RT according to Eq. (5.14);
10: if (CTT > CTTcj ) then
11: CTTcj ← CTT ; Rp ← Ri;
12: end if
13: end for
14: R
cj
D ← insert Rp in the descending order of AD(S,R); RE ← RE −Rp;
15: end while
16: if (CTTcj > CTTmax) then
17: c∗ ← cj ; Rc∗D ← RcjD ; CTTmax ← CTTcj ;
18: end if
19: end for
20: return (c∗,Rc∗D );
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maximum E[A
cj
D ] increases with the number of relay candidates. Therefore, we can assign
the relay priority in the descending order of AD(S,R).
We then propose a heuristic algorithm, MAXCTT, as shown in Algorithm 3. The inputs
are the channel set C, the set of relay candidates RD, and the maximum number of relay
candidates in relay selection rmax. MAXCTT selects the SUs from RD to form the relay
selection order R
cj
D and calculates the achieved CTTcj in each cj. By comparing CTTcj over
the channels, MAXCTT returns the channel c∗ that has CTTmax and the corresponding
relay selection order Rc
∗
D as the algorithm output.
Specifically, an eligible relay candidate set RE is first formed by excluding the SUs
affected by the same PU in cj according to Lemma 5.4.1, which is a subset of RD (line 4–
line 6). A recursive searching [70] is then applied to obtain R
cj
D(line 8–line 14). At the
beginning of the searching step, R
cj
D contains no SU. Each time, R
cj
D includes one more
relay candidate out of the remaining SUs in RE which provides the best CTT improvement.
The selected relay candidates are sorted in the descending order of AD(S,R) in R
cj
D . The
formed R
cj
D contains all relay candidates from RE, and it satisfies the requirements of rmax
and Property 5.4.2 (line 8). The search ends when 1) all relay candidates are included, or
2) the set size reaches the upper boundary, i.e, rmax, or 3) the relay selection needs to be
truncated according to Property 5.4.2. The recursive searching obtains the optimal R
cj
D
in cj when the size of the selection order is at most 2, and it achieves almost the same
performance as the optimal solution when the final order contains more than 2 candidates
according to Lemma 5.1 in [70]. Suppose that the largest size of RE over the channels is n,
at most m ·∑nk=1 k times of the CTT calculations are required to find CTTmax. Thus, the
time complexity of MAXCTT is O(m · n2), which is much lower than exhaustive search.
5.5 Performance Evaluation
In this section, we evaluate the performance of the OCR protocol by simulation under
different network settings, e.g., channel conditions, number of SUs, and traffic loads, using
an event-driven simulator coded in C/C++ [82, 75]. The network parameter settings are
shown in Table 5.2 if no other specification is made in the individual study.
5.5.1 Simulation Settings
The PU activity in each channel is modeled as an exponential ON-OFF process with
parameters 1/E[TON ] and 1/E[TOFF ], and the idle rate ρ = E[TOFF ]/(E[TON ] +E[TOFF ])
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is selected accordingly. The channel status is updated by periodic sensing and on-demand
sensing before data transmissions. We set up a CRN with multiple PUs and SUs randomly
distributed in an 800× 800 m2 area. We set a pair of SUs as source and destination with
a distance of 700 m, and a constant bit rate (CBR) flow is associated with the SU pair
with packet size 512 bytes and flow rate of 10 packets per second (pps). The unit disc
model is applied for the data transmission. The channel switch time is 80 µs [93], the
minimum sensing duration with energy detection is 5 ms, and a mini-slot is 4 µs [89]. We
evaluate the performance of the proposed OCR protocol in terms of the end-to-end delay,
the packet delivery ratio (PDR) and the hop count, i.e., the total number of transmission
hops between the source and destination SUs. We run each experiment for 40 s and repeat
it 500 times to calculate the average value.
We then compare the performance of the OCR protocol with that of SEARCH [25],
based on different metrics for the channel and relay selection, which are listed as follows.
1. SEARCH: SEARCH [25] is a representative geographic routing protocol in CRN. It
sets up a route with the minimal latency before data transmissions. If an active PU is
detected which blocks the route, SEARCH pauses the transmissions and recalculates
the route. We modify SEARCH by updating route periodically to adapt to the
dynamic changing spectrum access opportunities along the route.
2. OCR (CTT): For OCR (CTT), the channel and the relay candidate set are jointly
selected by using the proposed CTT metric and heuristic algorithm proposed in
Section 5.4.
3. OCR (OPT): For OCR (OPT), the channel and the relay candidate set are deter-
mined by exhaustively searching for the biggest CTT over all possible channel-relay
sets.
4. GOR: For geographic opportunistic routing (GOR) algorithm, the SU first selects the
channel with the greatest success probability of packet transmissions; if the channel
is sensed idle, the SU then select a relay SU over the channel. The relay selection
order is based on the location information and the relay capability of SUs [85].
5. GR: For geographic routing (GR), an SU first selects the channel for sensing as in
GOR. If the selected channel is sensed idle, the SU then selects the SU closest to the
destination as the next hop relay.
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Figure 5.2: Performance comparison between OCR and SEARCH under different channel
conditions (Number of SUs: 200, flow rate: 10/40 pps)
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Figure 5.3: Performance comparison under different traffic loads and PU activities (Number
of SUs: 200, flow rate: 10 pps)
5.5.2 PU Activities
We first evaluate the performance of OCR under different PU activity patterns. The
average PU OFF duration E[TOFF ] varies from 100 ms (high channel dynamics) to 600 ms
(low channel dynamics). The PDR performance of OCR and SEARCH are compared under
different traffic loads in Fig. 5.2(a). A smaller E[TOFF ], e.g., 100 ms, indicates the available
time window is shorter and thus SUs’ transmissions are more likely to be interrupted by
PUs. We can see a marked PDR improvement under dynamic channel conditions for the
per hop relay schemes, e.g., OCR (CTT), compared with SEARCH which is based on
the global route establishment. In OCR (CTT), SUs are allowed to locally search and
exploit spare spectrum and select the available links to data forwarding. Thus, OCR
(CTT) can adapts well in the dynamic data channels. On the contrary, SEARCH uses
a pre-determined routing table. Once an active PU is detected along the relay path,
intermediate SUs should defer the packet relay until they update their routing tables
according to the current channel availabilities in CRN. Since more SUs are involved in the
route establishment, the handshakes between SUs in the network to establish the relay
path introduce a large overhead and results in a longer delay.
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Figure 5.4: Performance comparison of end-to-end delay under different SU densities (flow
rate: 10 pps, E[TOFF ] = 200 ms)
Fig. 5.2(b) and Fig. 5.3 compare the end-to-end delay performance. All routing proto-
cols achieve a better delay performance when the idle channel state becomes longer, e.g.,
from 100 ms to 600 ms, as more packets can be transmitted during the idle state. When
the channel state change frequently, SEARCH needs to update routing tables accordingly
which involves a long delay for route recovery. Our proposed OCR protocols are oppor-
tunistic routing algorithms that quickly adapt to the dynamic channel environment and
achieve better delay performance compared with SEARCH. OCR (CTT) also outperform-
s GR and GOR since the latter two protocols perform the channel and relay selection
separately while OCR (CTT) jointly consider the channel selection and relay selection.
5.5.3 Multi-user Diversity
We investigate the impacts of node density on the relay performance. The number of SUs
in CRN varies from 100 to 200. When the number of SUs is large, the sender has more
neighbors as shown in Table 5.3. With more SUs in the neighborhood, the relay is more
likely to find a feasible relay link with better relay distance advance, which reduces the hop
count number. The relay performance increases with the number of SUs due to the larger
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diversity gain. As a result, for all protocols, the hop count of the end-to-end relay decreases
and the PDR increases with SU density by exploiting the multi-user diversity in CRN. The
end-to-end delay performance under different SU densities is compared in Fig. 5.4. For
GR and GOR, a channel is selected first, and then SUs coordinates to serve as relay. The
coordination overheads increase with the number of SUs, which also degrades the PDR
performance. The proposed OCR (CTT) jointly considers the channel and relay selection,
and SU coordination overhead is minimized as sender determines the relay selection order
based on the relay priority.
We also compare the performance of the heuristic algorithm for the channel-relay selec-
tion in OCR (CTT) with the optimal one in OCR (OPT) where the selection is based on
exhaustive search. Fig. 5.4 shows that OCR (CTT) achieves almost the same performance
as OCR (OPT), even when the returned number of the selected relay candidates is over
2, according to the value of rmax in Table 5.2. Table 5.3 indicates that as the SU density
increases in the network, the number of neighbors along the forwarding direction of the
sender will increase accordingly. For example, given 160 SUs over 6 channels, the average
number of neighbors of an SU is around 11. OCR (OPT) takes over 6.5 × 108 times of
the CTT calculation to find the globally optimal solution which is infeasible for real time
implementation. In the simulated scenario, although at most 4 neighbors are under in-
dependent PU coverage which significantly reduces the searching space, OCR (OPT) still
takes 384 runs while OCR (CTT) only needs 60 runs, which achieves the marked reduction
at the computational expense.
5.5.4 Effectiveness of Routing Metric
We further compare the performance of OCR (CTT) with that of GR and GOR to evaluate
the effectiveness of routing metrics used in the channel and relay selection. We first compare
the performance under different traffic loads. We change the traffic load by varying the flow
rate from 10 pps (light load) to 70 pps (heavy load). As shown in Fig. 5.5(a) and Fig. 5.5(b),
when the traffic load increases, the PDR and delay performance degrade. However, the
decreasing rate of OCR (CTT) is much lower than that of GR and GOR. This is because
OCR (CTT) jointly considers the optimal channel and link selection, while the other two
OCR protocols select the channel and relay separately.
We define Pef to be the ratio of the number of successful relay transmissions to the
number of the sensing operations performed in the data channels. Pef indicates the effec-
tiveness of the routing metrics since the transmission relies on detection of an idle channel
and an available relay node. If Pef approaches to 1, the selected channel for each hop relay
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Figure 5.5: Performance comparison under different traffic loads (Number of SUs: 200,
E[TOFF ] = 200 ms)
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Figure 5.6: Performance comparison under different SU densities (flow rate: 10 pps,
E[TOFF ] = 200 ms)
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almost surely is available for data transmission. Fig. 5.6 shows the performance of Pef
under different node densities. In all network scenarios, OCR (CTT) outperforms GR and
GOR, because CTT metric jointly considers the channel access and relay selection.
5.6 Summary
In this chapter, we have proposed an opportunistic cognitive routing (OCR) protocol to
improve the multi-hop transmission performance in CRN. We have studied the impact
of PU activities on the operation of OCR in channel sensing, relay selection and data
transmission. Furthermore, we have proposed a novel metric, CTT, for the channel and
relay selection. Based on the metric, we have proposed a heuristic channel and relay
selection algorithm which approaches optimal solution. We have compared the performance
of OCR (CTT) with that of the existing routing approaches, e.g., SEARCH, GR and GOR
and show that the proposed OCR achieves the highest PDR and the lowest delay. In our
future work, we will study protocol design with uncertain channel usage statistics and
study the impacts of the measurement errors on the protocol performance.
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Table 5.1: Summary of notations in Chapter 5
Symbol Definition
C = {cj} Channel set, j = {1, 2, ...,m}
NS The SU set of the sender S’s neighbors
RD The set of relay candidates for the
destination D
R
cj
D The set of relay candidates for the
destination D in the channel cj
AD(S,R) Relay advancement of the link SR for D
(c∗,Rc
∗
D ) The transmission channel and the ordered
relay set selected by MAXCTT
CTT (cj,R
cj
D) The cognitive transport throughput (CTT)
d(S,D) Euclidian distance between S and D
E[T
cj
ON ](E[T
cj
OFF ]) Mean duration of a busy(idle) cj
F cjOFF (t) CDF of the OFF duration of cj
I
cj
R (I
cj
R ) SU R detects cj to be idle (busy)
Tdetc Per channel energy detection delay
TDTX Per hop data packet transmission delay
Tinit Sensing initialization delay
Trelay Per hop transmission delay in OCR
TRREQ(TRRSP ) RREQ (RRSP) message transmission delay
TRS Per hop relay selection delay
TSNS Per hop sensing delay
Tswitch Transceiver switching time
t0 The latest channel status observation time
P
cj
i The probability that Ri is selected as
the relay in cj
P
cj
OFF,R(t0, t1) The probability that cj is idle at t1, t1 > t0.
P
cj
R (t1, t2) The probability that cj is idle during [t1, t2]
at R
P
cj
relay,Ri
The probability that the relay via Ri succeeds
in cj
P
cj
RSfail The probability that relay selection fails in cj
VRi The priority of Ri in the relay selection.
X
cj
RtRr
= 1(0) SURt and SU Rr are (not) affected
by the same PU in cj
ρcj The chance for an idle state in cj
µ Backoff mini-slot
γ The maximum channel propagation delay
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Table 5.2: Simulation parameters in performance evaluation of Chapter 5
Number of channels 6
{ρc1 , ρc2 , ρc3 , ρc4 , ρc5 , ρc6} {0.3, 0.3, 0.5, 0.5,
0.7, 0.7}
Number of PUs per channel 11
PU coverage 250 m
E[TOFF ] [100 ms, 600 ms]
Number of SUs [100, 200]
SU transmission range 120 m
Source-destination distance 700 m
SU CCC rate 512 kbps
SU data channel rate 2 Mbps
CBR delay threshold 2 s
Mini-slot time, µ 4 µs
Per channel sensing time 5 ms
Channel switching time 80 µs
PHY header 192 µs
rmax 2
Table 5.3: Average neighbor density under different SU densities
Number of SUs 100 120 140
Average number of neighbors 7.0686 8.4823 9.8960
Number of SUs 160 180 200
Average number of neighbors 11.3097 12.7235 14.1372
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Chapter 6
QoS-aware Cognitive (QC) MAC for
Multimedia Services
In this chapter, we study how to efficiently probe the spectrum opportunities to satisfy
the QoS requirements of heterogeneous applications, such as voice, video, and data. We
propose a cognitive MAC protocols with QoS provisioning for multimedia services in CRN.
Based on the characteristics and QoS demands of the traffic and the statistics of channel
usage patterns, each SU distributively determines a set of channels for sensing and data
transmission. By distributing multiple SUs over different channels, the contention level
among SUs on each channel can be effectively reduced and the resource utilization is im-
proved accordingly. We then present a priority spectrum access scheme to further enhance
the QoS provisioning in CRN with heterogeneous traffic. By applying differentiated arbi-
trary sensing periods for SUs with various types of traffic, the higher priority traffic, e.g.,
voice, will have more opportunity to access the available channels when competing with
other SUs. By carefully designing the service differentiation parameters, multiple levels of
QoS provisioning can be achieved.
6.1 Introduction
In the past few decades, the popularity of wireless communications has contributed to
personal and business benefits in a prosperous market of mobile services along with the ex-
plosive growth of traffic demands over the air. Various Internet services are now penetrating
from the desk into the pocket, which has launched data hungry multimedia applications
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on smartphones and tablets thanks to more powerful computational and communication
capabilities. As the result, today’s wireless devices are consuming more bandwidth than
ever before, e.g., a single smartphone monthly consumes 35 times the bandwidth of a con-
ventional voice-only cellphone [1]. Furthermore, the aggressive improvement on hardware
and software platforms of mobile devices are keeping oﬄoading more data traffic from the
Internet wirelessly. The global mobile data traffic thus has been increasing exponentially
in the past five years and such trend shows no fading in the expectable future [94].
In CRN, different SUs may carry various applications with different traffic characteris-
tics and QoS demands. In addition, the traffic patterns in each spectrum bands may also
be different depending on the types of PUs [95]. For example, the OFF periods in TV
bands are relatively long when programs are terminated, while they could be very small
in cellular bands where a large number of cellular customers carry voice traffic with a very
low rate. To efficiently explore the spectrum opportunity to provide QoS for SUs, it is es-
sential to consider the characteristics of both the traffic and the channel usage in the MAC
design [96, 97]. Various traffic characteristics, diverse QoS requirements, and heterogeneity
channel usage patterns should be taken into consideration in the MAC design and analysis
for the DySPAN.
The exploration of the spectrum opportunities should be efficient to satisfy the QoS
requirements of heterogeneous applications, such as voice, video, and data. For instance,
each SU distributively determines a set of channels for sensing and data transmission based
on the characteristics and QoS demands of the traffic, and the statistics of channel usage
patterns on its spot. Multiple SUs are distributed over different channels so that the
contention level among SUs over each channel can be effectively reduced and the resource
utilization is improved accordingly.
For heterogeneous traffics, a priority spectrum access scheme should be incorporated
to further enhance the QoS provisioning in the DySPAN. For example, by applying differ-
entiated arbitrary sensing periods for SUs with various types of traffic, SUs with a higher
priority traffic, e.g., voice, have more opportunity to access the available channels when
competing with other SUs. Meanwhile, the service differentiation parameters should be
carefully designed so that multiple levels of QoS provisioning can be achieved.
In CRN, the transmission power of the SUs should be managed below the interference
limitation of the primary networks on the frequency channels [14]. The source-destination
pairs in CRN may be out of the transmission coverage of each other, so the MAC layer pro-
tocol in CRN should support the multi-hop architecture for the opportunistic transmission.
To improve the performance of CRN, there are many interesting topics for further inves-
tigation, such as the hidden terminal problem, the selfish behavior, the incentive scheme
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for the relay nodes, and the route selection. Since spectrum opportunities are distributed
among orthogonal frequency channels, the multi-channel MAC protocols become the candi-
dates for CRN. In conventional wireless networks, the multi-channel MAC protocol is well
studied to coordinate the node behaviors using multiple channels, especially in the mesh
networks [98, 99]. In CRN architecture, the spectrum opportunities are spatio-temporally
available, which brings more uncertainty in the secondary transmission through multiple
hops.
Node Coordination
The time variance of the spectrum opportunities limits the validity of the information ex-
change, hence the conventional centralized MAC protocol can not adapt to CRN efficiently
and effectively, especially in the multi-hop transmission. Meanwhile, the fully distributed
MAC protocol usually lacks of the cooperation scheme for nodes to share the local in-
formation regularly, which cannot guarantee the gain of the cooperative communication.
Some proposed MAC protocols of CRN clusters the distributed SUs in the local region as
cooperative entities in spectrum management [53].
More open issues are still on this aspect. In the cluster based MAC protocol, the life
cycle of a cluster needs carefully analysis on the aspect of the available resources. Cur-
rently the operations intra and inter clusters cost large overhead which limit the efficient
utilization of the spectrum opportunities, because some short duration ones cannot accom-
modate one whole frame. Because the common control channel in the cluster is unlicensed,
the procedure of the band switching is an interesting topic here. Unlike the simple case
for a couple of transceivers to take the switching action, the cluster head should predict
the PU activity, select the candidate control channel, make the decision and inform every
member in its cluster timely. All actions should be conducted in a limited time and be
evaluated by the new performance in the new bands, which requires a sophisticated and
efficient support from the MAC layer protocol design.
Common Control Channel
Once the sensing and decision policy is made, the ongoing connection of the cognitive
transmission may avoid using the bands with high appearance probability and switch
to other detected idle bands. In the spectrum switching process, which is also called
spectrum mobility in [6], the notification between the communication pairs need careful
design, especially in the cluster based application.
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CRN transmission also has the multi-channel hidden terminal problem which is due
to the failure of all nodes to meet on the same channel when transmission reservation
messages are broadcasting [98]. The hidden terminal problem would severely impact the
collision probability in the wireless channels when the nodes within the transmission range
of each other would introduce significant interference if the coordination control messages
were missed due to the lost and the synchronization problems.
In [100], the authors propose a solution to the multi-channel hidden terminal problem in
CRN using periodic beacon to synchronize the channels for the secondary transmission. By
extending the work in [98, 99], In a fixed beacon period, all SUs have to switch to a default
channel to listen to controlling messages. Each transmission pair exchanges the selection
message about current idle channels they would use. At the rest of the beacon period, the
pairs switch to their negotiated channel to perform single channel carrier sense multiple
access (CSMA) the same as the IEEE 802.11 DCF does. So on each idle channel, the
traffic load is mitigated by the division onto different channels while the synchronization
window is a fixed overhead for the networks. A quiet period (QP) is set to coordinate the
sensing period among SUs on the same channel to improve the PU detection. However,
the drawback of this scheme is that one transmission pair can only use one idle channel in
one period, not able to extend to one pair over multiple channel case.
One key issue in the multi-channel MAC is the establishment of the common control
channel(s) (CCC). Since the SUs have various candidate channel set using in a frequency
hopping way, it is necessary to design a rendezvous scheme for the SUs to meet on the new
CCC band after the switching process. Currently the released proposals suggest several
solutions to this problem. The type of the common control channel can be dedicated
or randomized; the ownership can be network sharing or pairwise [37]. Generally, we
can distinguish single rendezvous (SRV) and multiple rendezvous (MRV) schemes. In
SRV protocols, exchange of control information occurs only on one channel at any time,
whereas the MRV schemes use several channels in parallel for this purpose. Within the
SRV schemes, we can further distinguish three different classes: one class using a common
control channel, another class using common hopping, and a last class using a split-phase
approach.
For the dedicated control channel [101], the SUs in CRN are licensed to use a given fre-
quency band for signaling. It is easier for the SUs to trace the control channel and be aware
of the networks status. However, the capacity of the control channel limits the size of the
CR networks. For the randomized CCC case, [102] discusses on the pair of the transceivers
synchronize in an available channel by the defined frequency hopping (FH) sequence. FH
sequences are required to design to enlarge the rendezvous probability [103, 104]. There
are also several hybrid solutions shown in [101]. For the multiple control channel case,
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each pair of transceivers first meet in the initial common control channel which is dedi-
cated, then both switch to another randomized one for further control communication. In
this way, it can achieve both the quick rendezvous and the large control channel capacity.
Usually, the switching process also need consider the channel capacity for the candidate
bands. In [105] the authors compare different CCC switching policy and the effect on the
system performance, especially the effect of the error during the candidate selection.
There are open topics, such as the disagreement problem in multi channel case in the
multi-hop CRN. Because the availability of spectrum opportunities is spatially specified
by the individual SUs, the transmission node pair may have different view of current
available channel set. If the transmission channel index is mismatched at the transceivers,
not only the secondary transmission would be blocked, but also it would introduce severe
interference to the primary systems on the channels. So it needs the exchange of the control
messages before the data transmission. The temporary availability of the resources limits
the comprehensive control information exchange, the design of signaling and the way to
synchronization. FH sequence for rendezvous should be carefully designed.
Performance Analysis
The performance analysis of wireless networks can be divided as three main aspects: the
traffic performance, the security and the energy efficiency. In the first part, the multi-
hop transmission of various applications are evaluated via secondary links in the system
parameters, such as the end-to-end delay and the throughput. Literature [106] addresses
some important concepts in the design of CRN with the consideration of the performance.
The authors suggest that the proactive optimization on the network performance is more
appropriate to apply in CRN than the reactive adaptation schemes in conventional wireless
networks. In [88], the authors propose a MAC protocol for the multi-hop transmission in
CRN by introducing multiple users into the identification of PU activity on the channels.
In their discussion of the throughput performance, they find that the maximum through-
put occurs in the direct link in the neighborhood while it would result into low scalability.
The opportunistic forwarding scheme should be used to overcome this problem. The per-
formance of the secondary transmission is largely dependent on the amount of spectrum
opportunities both in time (duration of each spectrum hole) and frequency (the number of
licensed channels). To improve the throughput in secondary links, wideband sensing and
concurrent transmission in multi-channels are implied in [107]. In literature [108], a perfor-
mance analysis on current released typical multi-channel MAC for the DSA transmission
is conducted.
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Since CRN coexists with primary systems in the hierarchical channel access, the se-
curity issue here is to guarantee the spectrum sensing process is not interrupted by the
misbehavior. Literature [109] addresses the issue in the incumbent emulation (IE) attack.
A malicious SU may try to occupy extra spectrum opportunities by transmitting signals
the same as PUs, so that it takes advantage of the higher priority in accessing spectrum
resources as a PU. Because current CRN widely use the energy detection technique to
detect the PU activity, it is more vulnerable to resist such attack. Therefore, this problem
should be carefully considered.
Energy consideration shows its unique impact on CRN performance with close relation
in the aspects of the DSA transmission. Literature [88] identifies that the scanning cost
would be a considerable contributor to the total energy cost for the nonactive SU which has
no packet to transmit. In order to reduce the energy waste, it requires the sophisticated
node management to shut down the SU if no traffic is on. On the other hand, another
major factor in the energy consumption is the overhearing on the channels, i.e., the received
packet which is not for the receiver would also cost the energy for the unrelated nodes.
Thus, the densely deployed CRN can achieve high scalability while it should pay the cost
in the energy consumption where the designer should make a trade-off here. Moreover,
unlike conventional wireless networks with fixed number of channel, CRN can enlarge the
channel set by incorporating more spectrum opportunities distributed on more channels
which would reduce the energy cost mentioned above. However, the number of channels to
sense should make a bargaining so that the introduction of additional energy consumption
in the scanning can be compensated by the improvement in energy efficiency.
6.2 The QC MAC Scheme
In the proposed QC MAC scheme, by exploiting diverse channel usage patterns, SUs select
appropriate channels that satisfy their QoS requirements for channel sensing and data
transmissions. The transmission procedure of an SU is shown in Fig. 6.1. Without loss
of generality, an SU senses the first channel and starts data transmission if the channel is
sensed idle for a sensing interval. To reduce possible collisions among SUs, each SU will
sense the channel for an arbitrary sensing period (ASP), which consists of the basic sensing
period that assures satisfactory sensing accuracy plus some random slots selected from a
sensing window [0, SWi]. If the channel is sensed busy, SU switches to the second channel.
The pseudo code of the SU transmission procedure is shown in Algorithm 4. Note that at
the beginning of the channel sensing period, the sender will initiate a handshake with its
receiver over the control channel for transceiver synchronization. It is also possible that a
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PU may appear during SU’s data transmission, in which case the transmission fails and
the SU will switch to the next channel to retransmit the data. Therefore, the key research
issue in the cognitive MAC design is how to effectively explore the spectrum opportunities
and select an appropriate set of channels to assure the QoS performance of SUs.
CH 1
CH 2
CH 3
CH 4
…
CH n
time
frequency
CH 1
CH 2
CH 3
CH 4
…
CH n
PU transmission
time
frequency
SU transmission
Arbitrary sensing period
SU sensing
PU arrival
PU transmission
SU transmission
Arbitrary sensing period
Figure 6.1: Multi-channel transmissions in CRN.
6.2.1 Channel Sensing
Denote the transmission time of the current frame of user i as ti, which is constant for
voice traffic but may vary for video traffic. To fully utilize the spectrum opportunity, SUs
calculate the probability that the current frame can be successfully transmitted over a free
channel k according to the equilibrium distribution of the idle channel window [90], which
is given by
P ki = Pr(Channel k is idle,Transmission is successful)
=
βk
αk + βk
Fk(tASi + ti), (6.1)
where 1/αk and 1/βk are the mean idle and busy periods of channel k, tASi is an arbitrary
sensing period selected by user i, ti is the transmission time of the current frame, and Fk(t)
is estimated by P
cj
R (0, t) in Eq.(5.7) where E[T
cj
OFF ] = 1/αk, the derivation of which can be
found in [17]. Notice that with an arbitrary sensing period, it is less likely that two or more
SUs transmit simultaneously and collide with each other. Therefore, the transmission is
successful if no PU appears during the following tASi + ti interval.
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Algorithm 4: SU Transmission Procedure
Begin:
1: if (User i has a data for User j) then
2: Calculate P is and decide the sensing sequence;
3: Select the first channel;
4: Sense the channel and initiate a handshake with User j over the control channel;
5: if (Channel is sensed busy during ASPi then
6: Select the next channel;
7: Go to line 4;
8: else
9: Transmit data;
10: if (Transmission is successful) then
11: Go to End;
12: else
13: Go to line 6;
14: end if
15: end if
16: end if
End
Based on the calculated successful transmission probability in each channel, SUs can
determine the channel sensing sequence with two different policies: greedy and ascending.
For the greedy policy, SUs simply sort channels in a descending order and always use
channels with the highest success probability for achieving a low delay and high throughput.
However, the channel with less PUs’ activity is more likely to be selected by SUs, which
causes high contention level among SUs sharing the same radio resources and degrade
the performance accordingly. Therefore, we propose the second sensing policy that allows
different SUs select various channels based on the QoS requirements of their applications.
For instance, each realtime frame is associated with the maximum tolerable one hop delay
τi. Given P
k
i , the expected transmission time over channel k is estimated as E[T
i
k] =
(tASi + ti)/P
k
i . Therefore, an SU first selects a group of channels that satisfy
E[T ki ] = (tASi + ti)/P
k
i < τi, (6.2)
and senses these channels in the ascending order of P ki . That is, each SU first selects a
channel with the minimum P ik that satisfies its delay requirement. If the channel is sensed
busy, the SU will switch to the next channel with second lowest P ik. As the channel is sorted
in the ascending order of P ik, the expected delay of SU i, E[Ti] ≤ E[T ik] < τi. Therefore,
the delay performance can be guaranteed with the ascending policy. Notice that although
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Table 6.1: Sensing window design for multimedia services in CRN
Strict Priority Statistical Priority No Priority
Voice [0,31] [0,31] [0,31]
Video [32,63] [0,63] [0,31]
Data [64,127] [0,127] [0,31]
SU can estimate the channel usage pattern by PUs, it is difficult if not impossible for an
SU to accurately estimate the number of SUs currently sharing the spectrum bands. For
a simple yet robust MAC design, an SU can set a stringent delay bound τi and select
a channel sets with more opportunities to incorporate the impacts of other SUs. The
impacts of contention level among SUs will be analytically studied in Section 6.3, which
can provide important guideline for an SU to set the parameter τi and select a set of
channels for opportunistic transmissions.
6.2.2 Service Differentiation
We further enhance the QoS provisioning of the proposed cognitive MAC by introducing
service differentiation in the arbitrary sensing periods of different traffic flows. Basical-
ly, a smaller sensing window is applied for a higher priority real time applications so
that they have a higher chance to access data channels when opportunity appears, i.e.,
SWvoice < SWvideo < SWdata. In addition, by carefully determining the sensing windows
for different types of traffic, multiple levels of QoS provisioning can be achieved for mul-
timedia applications in CRN. As shown in Table 6.1, a statistical priority is provided by
simply doubling the sensing windows for various types of traffic, while a strict priority
can be achieved when non-overlapped sensing windows are used. The performance of the
differentiated service provisioning using different settings will be evaluated in Section 6.4.
6.3 Performance Analysis
In this subsection, we develop an analytical model to study the delay performance of the
proposed QC MAC.
An SU senses channel k and attempts to transmit if the channel is sensed idle for tASi .
In other words, an SU’s sensing fails if 1) the channel has been occupied by a PU with
probability
P kCO = Pr(Channel occupied) =
αk
αk + βk
; (6.3)
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2) the channel is idle but a PU turns on during the sensing interval with probability
P kPU = Pr(PU on) =
βk
αk + βk
Fk(tASi) (6.4)
or 3) the channel becomes busy due to any other SU’s transmissions. We consider a
homogeneous case that all SUs use a constant sensing window for channel access. Let the
maximum sensing window SWi = W. Given there are Nk SUs contending in channel k, the
probability that the tagged SU wins the contention, i.e., all of the remaining SUs select a
larger sensing window than the tagged SU, is given by
Pr(SU i wins contention) =
W∑
j=1
1
W
(
W − j
W
)Nk . (6.5)
As the SUs contend for channel access only when no PU activity is detected, the probability
that an SU’s sensing fails due to other SU’s transmission is given by
P kSU =
βk
αk + βk
(1− Fk(tASi))(1−
W∑
j=1
1
W
(
W − j
W
)Nk). (6.6)
As it is very complicated to track the number of SUs in each data channel due to
highly dynamic spectrum access in CRN, we use the average number of SUs to estimate
the contention level in each channel, Nk = (N − 1)/Nd, where N is the total number of
SUs in the system, Nd is the number of data channels selected by the SU for transmissions.
Therefore, the probability that an SU succeeds in sensing and attempts a transmission over
channel k is
P kss = Pr(sensing succeeds) = 1− P kCO − P kPU − P kSU . (6.7)
An SU transmits data when its sensing succeeds, or it switches to the next channel
when sensing fails. The average time an SU spends on one transmission over channel k is
E[T k] = P kss(tASi + ti) + (1− P kss)tASi . (6.8)
A transmission succeeds only if no PU turns on during the total sensing and transmission
time of the SU,
P kTS = Pr(No PU transmit and SU i wins)
=
βk
αk + βk
W∑
j=1
1
W
(
W − j
W
)NkFk(tASi + ti). (6.9)
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Or the transmission fails due to the disruption from PU with the probability
P kTF = P
k
ssFk(ti). (6.10)
Without loss of generality, an SU checks the set of selected channels in a round robin
sequence, {CH1, CH2, ..., CHNd , CH1, ...}, until the packet is successfully transmitted. The
probability that a transmission succeeds in the r-th attempt is
Ps(r) = P rTS
r−1∏
j=1
(1− P jTS), (6.11)
where P rTS corresponds to the probability of a successful transmission over the channel in
the r-th attempts. We obtain the average transmission delay of an SU as
E[T ] =
∞∑
r=1
E[T r]P rTS
r−1∏
j=1
(1− P jTS). (6.12)
6.4 Numerical and Simulation Results
6.4.1 Simulation Settings
In this chapter, we evaluate the performance of the proposed QC MAC via extensive
simulations written in C. Three types of flows are simulated in a single hop network, i.e.,
voice, video, and data, as described in Section 3.3. The initial arrival time of each flow
is uniformly distributed in [0, 5ms]. The channels are modeled as exponential ON/OFF
models with the parameters listed in Table 6.2. The capacity of each channel is 10 Mbps.
The channel switch time plus the basic sensing duration is 1 ms. SUs add an arbitrary
number of mini-slots after the basic sensing duration and each mini-slot is 4 µs. The
arbitrary sensing window setting is tabulated in Table 6.1. The delay bound of realtime
voice and video traffic is set to be 20 ms. We run each experiment for 100s and repeat
them 50 times to calculate the average value.
6.4.2 Delay of Homogeneous Traffic
We first study the delay performance of the proposed QC MAC in support of homoge-
neous traffic, i.e., voice or video flows, in Fig. 6.2. We compare the voice and video delay
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Channel α β α
α+β
Channel α β α
α+β
CH1 0.215 0.4 0.351 CH6 0.1 0.1 0.5
CH2 0.054 0.1 0.35 CH7 0.653 0.4 0.62
CH3 0.278 0.4 0.41 CH8 0.163 0.1 0.62
CH4 0.069 0.1 0.409 CH9 1.2 0.4 0.75
CH5 0.4 0.4 0.5 CH10 0.3 0.1 0.75
Table 6.2: Settings of channel usage patterns in performance evaluation of Chapter 6
performance of the proposed QC with that of fractional (FRC) scheme which senses the
channel in the descending order of the average channel available time. All SUs use the
same sensing window [0, 31] without service differentiation. It can be seen that the av-
erage delay of voice/video traffic increases with the number of SUs. The delay of voice
packets using both QC and FRC schemes are low because small voice packets are more
likely to be transmitted opportunistically when PUs are inactive. For video traffic with
much larger payloads, the probability of transmission failure becomes high as a PU is more
likely to turn on and interfere with the SU during a longer transmission time of a video
packet. When a transmission fails, an SU will switch to the next channel for sensing and
retransmission, which results in a longer delay. It is also shown in Fig. 6.2 that the pro-
posed QC MAC achieves much lower delay compared with FRC. This is because, in QC
MAC, SUs always select a proper set of channels that assure high probability of successful
frame transmissions, while only the average channel utilization is considered in FRC. As
shown in the figure, the analytical results approximate those obtained by simulations well.
6.4.3 Delay of Heterogeneous Traffic
We then study the performance of QC MAC supporting heterogeneous traffic with different
channel sensing policies, i.e., greedy and ascending, under various traffic loads in Fig. 6.3
and Fig. 6.4. When traffic load is low, e.g., there are 2 video flows and 1 to 5 voice flows
in the network, greedy scheme achieves better delay performance than ascending scheme.
Using the greedy scheme, SUs always select the channels with the highest success proba-
bilities so that channels with good condition, e.g., fewer PU activities, will be efficiently
utilized. When more voice flows joins in the network, ascending scheme slightly outper-
forms greedy for video traffic. For the greedy scheme, all SUs are likely to select the best
channels for their transmissions and the contention level becomes high in those channels
as the number of SU increases. In the ascending scheme, different users may select various
channels that satisfy their QoS requirements, and thus the contentions among SUs are dis-
tributed over multiple channels. As shown in Fig. 6.4, when there are 10 video flows and
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Figure 6.2: Average delay of voice/video flows (Greedy).
up to 30 voice flows, ascending scheme achieves better delay performance for video traffic.
As small voice packets are more likely to take any opportunity for transmission and less
likely to be interrupted by PUs, the delay performance of voice flows are low in all cases.
Overall, greedy scheme is suitable for CRN with light traffic loads, while ascending scheme
is more efficient when there are multiple types of SUs with different QoS requirements.
Our proposed schemes achieves a much lower delay than FRC under different traffic loads.
6.4.4 Performance of Service Differentiation
We also investigate the performance of the service differentiation scheme, using the sensing
window setting listed in Table 6.1. We have 10 voice and 10 video flows in the network.
To study the impacts of background data transmissions, a saturated data flow is set up in
each channel. As shown in Fig. 6.5, the delay of voice traffic does not change much with
the traffic loads in the network; the delay of video traffic slightly increases; while the data
throughput decreases when more video SUs join in the network. By applying different
sensing windows for voice, video, and data, multimedia traffic have a higher priority to be
transmitted when opportunity appears. It can be seen that the voice delay is around 7 ms
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Figure 6.3: Comparison of channel sensing policies (low traffic load).
using strict sensing window setting, 9 ms when statistical window is applied, and 16 ms
for constant window setting. Similarly, the video delay is around 27− 30 ms, 30− 34 ms,
and 50 − 55 ms for strict, statistical, and constant sensing window settings, respectively.
When a strict priority setting is applied, data packets have a lower probability to access
the channel, and thus multimedia applications achieves a better delay at the cost of a lower
throughput of data flows. In CRN in support of different types of multimedia applications,
differentiated service is required to provision QoS for delay-sensitive real time applications.
6.5 Summary
In this chapter, we have proposed a distributed QoS-aware MAC with service differenti-
ation for cognitive radio networks supporting heterogeneous multimedia applications. An
analytical model has been developed to study the QoS performance of the proposed MAC,
considering the activities of both PUs and SUs. Simulation results validate our analysis,
and demonstrate that the proposed MAC provides satisfactory QoS support for multimedia
applications.
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Figure 6.4: Comparison of channel sensing policies (high traffic load).
Figure 6.5: Performance comparison with different sensing windows.
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Cognitive Cellular Networks under
Dynamic Resource Management
In this chapter, we propose a new framework of cognitive cellular networks which applies
cognitive radio techniques in resource management and network coordination of cellular
networks. We first study the trends in current cellular networks which greatly shape the
challenges and exhibit the design potentials in improving network capacity and transmis-
sion quality. Specifically, the tiered network structure, energy awareness along with the
security issues are identified as the main trends. Next, we treat the arising challenges in
the trends by introducing the cognitive radio techniques on the aspects of network coex-
istence, dynamic spectrum access and the coordination mechanism design under limited
bandwidth. Therefore, we propose a new framework of cognitive cellular networks in which
we list three major research issues: interference management in the tiered network struc-
ture, mitigation of network bottlenecks, and coordination in resource management. For
each research issue, we specify the features, compare the candidate solutions and verify the
impact over the system performance. With a case study of cognitive cellular networks, we
further discuss on the design of interference management in femtocell deployment where
we apply the game theory to model the operations with heterogeneous network entities
and limited inter-network coordination capability.
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7.1 Introduction
The fast development of cellular communications corroborates the success of the mobile
Internet which penetrates into our daily lives by connecting end user devices to the Internet
with diverse services of qualities. Thanks to the powerful computation and communication
hardware platform on the mobile devices, individual users generate more data than ever
before. For example, a smartphone user generates as much as 35 times data of that of a
voice-only cellphone. The global mobile data traffic has been doubled for the past four
years in a row [1].
As the result, today’s wireless devices are consuming more bandwidth than ever before,
e.g., a single smartphone monthly consumes 35 times the bandwidth of a conventional voice-
only cellphone [1]. Furthermore, the aggressive improvement on hardware and software
platforms of mobile devices are keeping oﬄoading more data traffic from the Internet
wirelessly. The global mobile data traffic thus has been increasing exponentially in the
past five years and such trend shows no fading in the expectable future [94].
To improve the network capacity and meet the explosively growing data demand, more
frequency bands have been assigned for 4G cellular networks. Meanwhile, efficient com-
munications techniques, such as MIMO and smart antennas, have been applied working
with scheduling schemes designed for multi-dimensional resource allocation, such as in
OFDMA systems, to effectively improve the network performance. Furthermore, to ac-
commodate more users in the serving area, frequency reuse and network splitting are also
introduced with interference management. However, these evolutional efforts cannot fully
solve the bandwidth shortage. Besides, in today’s ecosystem of cellular networks, which
are comprised of both operators and users, end users are more actively participating into
the networking and resource allocation to ensure their perceived quality of service (QoS).
For example, to improve the communication quality in an indoor environment, end users
could deploy femtocells which operate in the licensed spectrum [110]. With the launch of
new mobile services, such as e-health and personal financial services, critical QoS, security
and privacy issues are arising at both operators and end users [111].
Therefore, a re-visit to the network deployment and resource management issues is
necessary at both operators and end users in radio access networks and the backhaul. To
improve the overall system performance, the operators should not only optimize the re-
source utilization within the traditional domain of radio access, but also steer the usage
patterns of end users. Some new opportunities are emerging, such as oﬄoading traffic from
macrocells to user deployed femtocells [110], or to operator deployed WiFi networks [112].
However, under such heterogeneous network deployment, spectrum sharing becomes com-
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plicated as multiple users attached with different network access portals generate mutual
interference. Dynamic spectrum access in cognitive radio study has shown the potentials to
further enlarge the pool of available resources for the users while reducing the access cost,
e.g., the sensing delay. In a layered network structure with prioritized spectrum access,
the users with lower priority trace the temporal and spatial distribution of spectrum access
opportunities and adapt their transmission to the activities of prioritized user group [113].
A significant gain is expected by applying cognitive spectrum sharing in femtocells with
efficient coordinations between the femtocells and the macrocells for resource allocation.
Until now, few literatures have addressed this critical issue, and the specifications on the
network deployment and operation are still open issues.
7.2 Trends in Cellular Networks
In cellular networks, two methods are usually used to meet the ever-increasing bandwidth
demands of mobile users. The first method is to add more spectrum bands at the expense of
billions of dollars. Since the spectrum resources are inherently limited and very expensive,
the operators usually turn to the second method, i.e., deploying new physical and link layer
techniques, such as MIMO, high order modulation and smart antennas, to further improve
the spectrum utilization efficiency [114, 115]. However, these advanced techniques usually
have high operational complexity and maintenance cost. To this end, a simple yet efficient
solution is required to improve the spectrum utilization and dimension the future system
design and management.
Huge investigations have been put into wireless infrastructure and the adoption of
advanced link enhancement techniques, e.g., building more cellular towers with multiple
antennas, using high performance radio amplifiers and higher order modulation and coding
schemes, etc. However, as suggested by Shannon channel capacity, in bandwidth-limited
case, These in-band approaches becomes more difficult as approaching to the theoretical
limit since the marginal cost to achieve the incremental spectrum utilization increases
tremendously, which makes the resource management complicated and inefficient [116].
7.2.1 Heterogeneous Cells and Tiered Network Deployment
Compared with macrocell base stations, base stations of small cells have a smaller com-
munication range with a lower transmission power. Small cells are usually deployed as
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Table 7.1: Specifications of different cells in cellular networks
Macrocell Microcell Picocell
Transmit Power 50 W a few Watts >200 mW
Range 1 ∼ 5 km 300 ∼ 1000m < 200 m
Deployment Operator Operator Operator
Operating Bands Operator’s Operator’s Operator’s
Coverage Outdoor/Indoor Outdoor Outdoor/Indoor
Femtocell WiFi
Transmit Power 10 ∼ 100 mW 100 ∼ 200mW
Range 20 ∼ 30m 100 ∼ 200m
Deployment User User
Operating Bands Operator’s Unlicensed
Coverage Indoor Indoor
the complement of macrocells with different purposes, e.g., to improve network capacity
in hotspots, to compensate the long distance loss for users at network edge and to provide
coverage in the blind zone, as shown in Fig. 7.1. According to the working frequency and
the deployment and control schemes, small cells can be roughly categorized into two types:
Out-of-band small cells: these small cells operate in the frequency bands other than
the licensed frequency bands of macrocells, e.g., WiFi cells in the unlicensed 2.4 GHz
ISM bands. Out-of-band small cells are usually deployed by end users. Nowadays, the
operators become interested in deploying WiFi access to oﬄoad mobile data from cellular
cells to WiFi hotspots. Such operator-deployed WiFi networks are usually open to their
own subscribers only.
In-band small cells: these small cells operate in the same frequency bands as the
macrocells and are usually deployed and managed by the operators, which are referred to
as microcells and picocells. Recently, a new type of small cell, i.e., femtocell, is introduced
to enhance the indoor cellular signal with a simplified cellular base station (BS) connected
to the cellular core network via the third party Internet cable service [110]. Because these
femtocells can be deployed by end users, the operators only have limited control over these
femtocells, which makes it challenging to mitigate the co-channel interference and manage
the radio network resources.
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A brief summary of the specifications of small cells is listed in Table 7.1. Compared
with macrocells, small cells have unique advantages in some usage scenarios, such as ca-
pacity enhancement in hotspots, and coverage expansion into the houses and workplaces.
Basically, small cells allow for flexible BS deployment and simple transceiver design due
to the limited communication coverage. As the radio environment is becoming more and
more complicated, using small cells is beneficial for the operators to deal with the localized
coverage and link enhancement while oﬄoading the traffic from the macrocells to femtocells
or WiFi [1, 117].
Recognizing the differences between macrocells and small cells, it is necessary to revisit
the network planning and management issues in a tiered network integrating both macro-
cells and small cells. First, different cells may have different capabilities of serving users.
Small cells can provide a higher throughput for local users while macrocells provide mobile
services with reduced link capacity for remote users. Second, it is critical to determine the
cell size and the number of cells to achieve the maximum network capacity in the serving
area. Users can select the best access cell among multiple visible cells to achieve a high
diversity gain, however, more visible cells will cause more burden on the network coordina-
tion and energy management [118]. Last, but not the least, the implementation encounters
more challenges. For the in-band small cells, severe co-channel interference from and into
the macrocells may degrade the performance of the whole cellular networks.While for out-
of-band small cells operating independently from macrocells, operators may not be able to
rely on a centralized control architecture to help schedule traffic oﬄoading from macrocells
to small cells. Distributed traffic oﬄoading remains an open research issue.
7.2.2 Green Cellular Networks and Sustainable Communications
Green radio communication networks have attracted great attention recently as the infor-
mation and communication society realized the necessity for achieving energy efficiency
and being environmental friendly [119, 120]. Operators and users are resort to efficient
power management solutions to reduce the energy consumption of BSs and extend the
battery life of mobile devices.
Although cellular networks are widely deployed to provide ubiquitous wireless access
worldwide, some users in developing countries have very restricted access especially when
they roam in off-grid suburb areas where power supplies rely on transported fuels such as
diesel, which are very expensive. To reduce the cost of off-grid BS deployment, researcher-
s and engineers work on the development of green base stations, i.e., base stations that
are powered by sustainable power supplies, such as solar, wind and tides [121]. Unlike
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Figure 7.1: Tiered framework of cognitive cellular networks
traditional electricity power supply, the renewable power supply is inherently variable in
its availability and capacity, which poses great challenges in the network resource man-
agement. Considering dynamic characteristics of sustainable energy sources, in a green
cellular network powered by renewable energy, the fundamental design criterion and the
main performance metric should shift from energy efficiency to energy sustainability [122].
Under such a new green network paradigm, network planning and resource management
issues should be thoroughly re-visited.
7.2.3 Secure Communications and User Privacy
In a tiered network, users can set up small cells for oﬄoading data which will traverse the
cellular core network to the Internet. This opens a door for malicious attackers who can
easily set up a femtocell and eardrop or even change the information traversed over the cell.
Although there are some existing attack models and analysis in general computer networks,
these models do not properly capture the openness and flexibility in the spectrum access
of femtocells. How to ensure secure data transmission and preserve user’s privacy in the
new tiered network with secure macrocell and open femtocell is still an open issue.
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7.3 Cognitive Cellular Networks
To address the challenges brought by the trends emerging in cellular networks, we should
revisit the research issues in network deployment and resource management from multiple
aspects. In general, it requires flexible network deployment methods over diverse spectral
environments and dynamic resource management schemes in heterogeneous networks. We
propose a new framework, called cognitive cellular networks, as shown in Fig. 7.2. We apply
the cognitive radio techniques and investigate in cellular networks in the following issues:
1) heterogeneous network coexistence, 2) spectral diversity and opportunistic access, and
3) adaptive interworking with constrained network coordination.
Specifically, a strong candidate solution in cognitive cellular networks should first allow
and facilitate the coexistence of small cells of the same or different types, e.g., in-band
and out-of-band cells, with macrocells under a spectrum access strategy. In cognitive radio
networks, the coexistence problem is formulated between two independent user groups, i.e.,
primary users (PUs) and secondary users (SUs), respectively. SUs coexist with PUs under
a predefined spectrum sharing method which specifies the visibility of nodes intra- and
inter- user groups, priority in spectrum access and conflict resolution [113]. Usually, the
spectrum sharing methods can be categorized as overlay, underlay or interweave to agree
with the requirements in different deployment scenarios. In overlay mode, for instance,
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PUs actively participate in the spectrum sharing and release some bandwidth in exchange
for SUs’ relay assistance during PUs’ transmissions to mitigate the interference from SUs.
While in interweave mode, spectrum sensing and the database of channel usage pattern
are the primary solutions to deal with the coexistence issues since SUs are transparent to
PUs.
The second question is how to identify the available resources for the transmissions with
different priorities so that it can improve the spectrum utilization efficiency. In cellular
networks, users are usually scheduled for data transmission in the time, frequency, code
and space domains by a central controller. In a tiered network with heterogeneous network
environments, however, the centralized approach may not be available or will be costly
from both computational and communication aspects. In cognitive radio networks, the
available spectrum resources have been finely identified at different locations and times.
The transmission pairs select the spectrum access opportunities which can satisfy the
required transmission qualities, e.g., length and/or bandwidth. And the traffic flows are
routed according to the distribution of spectrum resources at the nodes [113]. Introducing
adaptive resource management in cognitive cellular networks can improve the resource
utilization efficiency via making opportunistic transmission decisions based on the local
traffic and channel conditions.
It is also critical to design efficient interworking schemes for heterogeneous cells in
cognitive cellular networks. In the tiered network architecture, the nodes have diverse
capabilities in transmissions. The coordinations between end users and cells or inter-cells
greatly affect the network performance since the mismatch of the operations or inappropri-
ate transmission settings would generate severe interference. When the coordination has
constraints in the network topology and limited bandwidth for the control panel, the case
becomes worse. For example, the coordination between the femtocell and the macrocell is
limited since the femtocell BS is indirectly connected to the cellular core network through
a local Internet cable, which prohibits the operators to perform integrated network opera-
tions. Distributed decision making has been shown as a promising solution in the cognitive
radio study [123]. Based upon partial and/or delayed network information, e.g., channel
gains, the distributed decision making process can be modeled to capture the interworking
between the femtocells and the parent macrocell. To achieve efficient spectrum sharing
among a large number of distributed users, game theoretical approach is usually used for
resource management of heterogeneous cells [124, 125, 126].
In cognitive cellular networks, the aforementioned issues are considered on the following
aspects including interference management over the tiered network architecture, mitigating
the network bottleneck for opportunistic and energy efficient spectral access, and coordi-
nation schemes to optimize the network utility. A good candidate solution to the dynamic
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resource management usually integrates the cognitive radio techniques to optimize the
performance and concerning about the implementation issues, as shown in Fig. 7.2.
7.3.1 Interference Management in Tiered Networks
In cognitive cellular networks, small cells are employed to enhance the link quality and
network capacity. As small cells are operating in the same frequency as the macrocells,
severe co-interference exists among macrocell and small cell users. As shown in Fig. 7.1, the
mobile users served by macrocells may move to the edge of cell where they may experience
strong signals from the private femtocells. Similarly, the low power transmissions in small
cells are also likely interfered with macrocell users. To mitigate the co-channel interference,
some candidate approaches have been proposed, including:
Spectrum splitting approach refers to the resource allocation by assigning orthog-
onal resources, e.g., subcarriers, to the transmission pairs with strong interference.In the
tiered network, the operator can split the spectrum into subbands and assign them to the
neighboring small cells to reduce the interference between the neighboring cells. However,
such static allocation may cause waste of spectrum and reduce the adaption to the varying
traffic demands.
Power control approach is to adjust the transmit power of nodes in the network to
secure the reception quality at the receivers. It is a good candidate to reduce the interfer-
ence in the network and encourage the energy efficient transmissions. However, the central
controller needs to acquire actual channel conditions and nodes’ operational parameters
to optimize the performance, which introduces heavy coordination cost, especially in the
tiered architecture.
Oﬄoading approach tries to reduce the strong interference source by arbitrarily han-
dover these users to the cells with better link qualities to mitigate their interference over
the neighbors. In this approach, both link qualities and the resource allocation needs to be
considered before the handover [127]. The availability of such cell is another issue when
the targeted femtocell is of closed access for its private user only.
7.3.2 Network Bottleneck Mitigation
In cognitive cellular networks, as small cells becomes more likely to be deployed by users,
it is very difficult for operators to determine the available network resources in realtime
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operations. In addition, the capacity of access links (e.g., the links between the users and
the femtocell BS), and backhaul links (e.g., the one between the femtocell BS and its parent
macrocell BS) may vary. The cellular downlink throughput can achieve 100 Mbps, while
the backhaul of femtocell has limited capacity provided by the Internet service providers,
normally up to 10 Mbps according to the data plan by regions and price. Therefore,
the smaller bandwidth of femtocell backhaul becomes network bottleneck that limits the
quality of service of users. To tackle this problem, a possible solution is to allow multi-
path data transmissions through different network interfaces, e.g., using WiFi and cellular
networks [112], for the throughput aggregation at the end users.
In a communication network where the wireless backhaul is the bottleneck, oppor-
tunistic data forwarding is an efficient solution for cognitive cellular networks, by jointly
considering the forwarding capability of femtocell BSs and the traffic loads, as proposed
in [113]. Specifically, the femtocell BS evaluates its forwarding capability based upon the
expected relay advancement in the forwarding direction as well as the interference in the
transmission channels, which determines the order of relay candidates along the forward-
ing path. To fight against the fading in wireless channels, the proposed forwarding scheme
incorporates multiple nodes at each transmission so that the successful receiver, if there is
any, can continue with the data forwarding if the nodes with higher forwarding capability
fail. Such opportunistic forwarding scheme well adapts to the dynamic channel conditions
and significantly reduces the link failures and the resulting retransmissions in the backhaul.
7.3.3 Coordination in Cognitive Cellular Networks
In cognitive cellular networks, a user senses the channel conditions and makes the best
strategy for its own utility. The egocentricity of individual operations may impair the
whole network performance when effective coordination mechanisms are missing. Overall,
the resource management in cognitive cellular networks can be formulated as a network
utility maximization problem as follows,
max
a
∑
i∈C
∑
j∈Ci
Uaj (7.1)
s.t. Ia ≤ Γ
Uaj,a−j ≥ Ua′j,a−j , ∀ aj ∈ a, a′j 6= aj.
Specifically, under a transmission strategy, denoted by a, which specifies the operation
parameters of each node, e.g., cell selection, transmit power, etc., the objective is to maxi-
mize the aggregated utility functions of all links in the network, i.e., maxa
∑
i∈C
∑
j∈Ci Uaj
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where C is the set of cells including all macrocells and small cells in the network, and Ci
represents the set of active wireless access connections in cell i. Given the other nodes’
transmissions, a−j, each node selects its transmission strategy, aj, to best respond to a−j,
i.e., Uaj,a−j ≥ Ua′j,a−j , ∀ aj, a′j ∈ a, a′j 6= aj. Furthermore, one candidate transmission strat-
egy should not violate the network coexistence rules Γ, which determines the maximum
allowable interference in the links, i.e., Ia ≤ Γ. The operators manipulate the decision
making of individuals from the network aspect, such as load balance, interference man-
agement, and security. Candidate approaches include introducing incentive schemes [124],
defining new utility functions for players [128], etc.
Besides the competitions in the zero-sum game for radio resources, users and small cells
can also cooperate for the channel condition monitoring, handover management and relay
transmission. The cooperation can benefit the users who have limited capability to acquire
the necessary network or channel conditions to make decisions. No matter competition or
cooperation, the participating users require the knowledge of all possible moves of other
players or the required coordination information in cooperative communication. In cogni-
tive cellular networks, the design of the coordination connections is critical by considering
the overhead and performance.
7.4 Dynamic Resource Allocation in Tiered Cellular
Networks
We investigate the power management problem in a tiered network with both macrocells
and femtocells. Self-deployed femtocells may cause severe interference with nearby macro-
cell users. As shown in Fig. 7.3, Femtocell 2 is located at the edge of the macrocell. In the
downlink, the leaked signal from Femtocell 2 to the nearby macrocell user, UE2, may be
stronger than UE2’s received signal from the macrocell base station as UE2 is located at the
edge of the macrocell. Therefore, Femtocell 2 introduces significant interference on UE2’s
transmission. Many literatures on femtocells have addressed such problem [110]. However,
existing solutions mainly focus on the centralized resource management, which may not
be suitable for a tiered cognitive cellular network where a robust distributed approach is
more desirable due to the random deployment of femtocells.
In reality, the central controller of the macrocell can hardly fully control the affiliated
femtocells because these femtocells may not follow the scheduling information but like to
aggressively compete for network resources to maximize their own utility. For example,
femtocell base stations can increase their transmit power for achieving higher throughput
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Figure 7.3: Interference management in cognitive cellular networks
while causing greater interference to the neighboring users. In current cellular network,
the central controller may not be able to specify the violation behaviors of individual
femtocells, even when the neighboring macrocell users report the reception failure caused
by such violation. In other words, the central controller can not effectively to eliminate
the co-interference resulting from self-deployed femtocells.
To analyze the motivation and behavior of femtocells in the violation of the centralized
scheduling, we apply a game theory approach to study power management, which is widely
used for resource allocation among PUs and SUs in cognitive radio networks [128]. We
derive the downlink interference, and the uplink analysis can be obtained in a similar way.
As shown in Fig. 7.3, a group of closed access femtocells are located in the serving area
of a macrocell, all cells operating in the same frequency band. In the macrocell, there
are M active macrocell users in the downlink, denoted by U = {u1, u2, . . . , uM}. ui has a
threshold Qi, which indicates the maximum tolerable interference level in the downlink.
The macrocell users are scheduled to transmit in non-overlapping resource blocks so that
there is no interference among macrocell users. The active femtocells in the downlink form
a set F = {f1, f2, . . . , fN} with the size of N. In a femtocell, the femto BS schedules one
user for transmission at one time. Therefore, there is one active link in each femtocell at
any time. The transmit power of the femtocell fj is denoted by Pj. We assume that the
channel gains, αi,j of the link between ui and fj, j,k of the link between fj and fk, and γj
of the link within fj are known to each femtocell as well as Qi of each ui, and the links are
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symmetrical.
The aggregated interference at ui should satisfy P1αi,1 + P2αi,2 + · · · + PNαi,N ≤ Qi,
otherwise, ui is blocked. The capacity function cj for femtocell fj is defined as
cj = log2(1 +
Pjγj
N0 + Σk 6=jPkγk
) (7.2)
It is obvious that the femtocell BSs prefer to using the maximal transmission power
to achieve the highest link capacity. Therefore, femtocells may like to violate the power
control strategy made by the central controller, which may cause co-channel interference
with macrocell users. To address this issue, we apply randomized silencing policy proposed
in cognitive radio networks [124]. The policy is very straightforward, i.e., if any macrocell
user ui experiences the interference greater than its limit Qi, the central controller will
randomly select one active femtocell from F and force it to turn off in current transmission
period. Such silencing process continues for several rounds until no macrocell user reports
the block case1.
Given a power allocation strategy of femtocells, P = {P1, P2, . . . , PN}, once the inter-
ference requirement is met at each macrocell user, the utility of macrocell is determined.
Therefore, the power control problem in this case study can be formulated as
max
P
∑
j∈F
E[cj · 1j] (7.3)
s.t. P1αi,1 + P2αi,2 + · · ·+ PNαi,N ≤ Qi,∀i ∈ U
P ∈ NE
where the objective of resource allocation is to find the maximum aggregated utility of
femtocells, which can be denoted as maxP
∑
j∈F E[cj · 1j] with the function 1j = 1 if fj is
not shut down after the silencing process, and 0 otherwise. As each femtocell intends to
maximize its utility by selecting the transmission power best responding to the transmission
powers of other nodes, a candidate P would be a power allocation of Nash Equilibrium
(NE).
Here, we present some preliminary results to explore the NEs for the optimal value.
Using the theorems in [124], we can easily prove the orthogonal power allocation POR =
{mini{ Qiαi,1},mini{
Qi
αi,2
}, . . . ,mini{ Qiαi,N }}, i ∈ U is an NE.
1The shutdown process is valid in cellular networks where macrocell users are protected with higher
priority because they have been admitted in the serving macrocell. When the self deployed femtocells
register at the cellular operator, they are required to yield to the priority of macrocells if confilictions
occur.
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Figure 7.4: Aggregated femtocell utility under intra-femtocell channel gains
Moreover, we notice that a macrocell user causes significant interference when it is
closer to some active femtocells than others. Therefore, the femtocell needs to avoid trans-
mission in the resource block assigned to the nearby macrocell user if it is detected by
the femtocell2. The femtocell can learn the allocation of resource blocks of each macrocell
user by listening to the allocation message broadcasted by the macrocells at the beginning
of each transmission period. In such case, we can also prove that the orthogonal power
allocation PORT = {mini∈U\S1{ Qiαi,1},mini∈U\S2{
Qi
αi,2
}, . . . ,mini∈U\SN{ Qiαi,N }} is an NE where
Sj is the set of macrocell users near fj with the channel gain αi,j greater than a predefined
threshold3.
To evaluate the performance of the proposed power allocation scheme, we simulate the
network with Rayleigh fading channels where all αi,j fade independently with average α¯, all
2It is valid in cellular networks because the users measure the signal strength from visible cells and the
femtocell can detect such nearby macrocell user through this process although it may rejects the user’s
access requst if the user is not a private member.
3Comparable with macrocell users, femtocells have also the predetermined QoS threshold. For example,
in a femtocell fj , it has the SINR threshold µj , then the selected transmission power should be greater
than
µj
γj
for successful reception at the receiver.
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j,k fade independently with average ¯, and all γj fade independently with average γ¯ [124].
We set M = 20 and N = 5 in the macrocell, and Q = 1, α¯ = 1dB, ¯ = 1dB, and γ¯ ranges
from 1 to 50 dB. In each experiment, we randomly select two femtocells with a significant
neighboring macrocell user, i.e, α¯ ≈ γ¯. It can be seen in Fig. 7.4 that the recognition of
the significant interference sources in femtocells can improve the interference management
in cellular network and achieve a higher throughput for femtocells.
Based upon the discussion above, a good candidate solution is to integrate the consider-
ations of the performance requirements and the corresponding techniques. Specifically, we
treat the interference management problem as the major design objective by identifying the
link interference conditions in the macrocell and the femtocells. Meanwhile, we also take
into considerations the performance requirements of limited interworking bandwidth and
efficient coordination. On the network bottleneck mitigation, regarding the limited band-
width from the femtocell to the core network, we design the solution using game theory
to analyze the nodal behavior in favor of its own utility. On the coordination mechanism
design, we develop the random shutdown scheme as the penalty for misbehavior which
generates less control overhead while maintaining effective regulation effect.
7.5 Summary
In this article, we have studied network deployment and resource management in a cognitive
cellular network with both macrocells and small cells in a tiered architecture. We have
discussed the main research trends and challenging research issues in cellular networks and
proposed a framework of cognitive cellular network to address the challenges. A game
theory based approach for efficient power control has also been provided for studying
resource allocation in a cognitive cellular network where femtocells are deployed.
7.6 Appendix: Proof of Nash Equilibrium
Proposition 7.6.1 POR = {mini{ Qiαi,1},mini{
Qi
αi,2
}, . . . ,mini{ Qiαi,N }}, i ∈ U is an NE un-
der random silencing.
Proof 3 With orthogonal power allocation, each femtocell user generates an interference
at each macro user equal to Q. According to the violation penalty, if any macro user reports
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the interference violation, the random silence will proceed. Therefore, from the point view
of each single femtocell user, it only has the chance to transmit with the power equal to
the minimum allowed power by any active macro user nearby, i.e., mini{ Qiαi,j } for femtocell
user j. On the one hand, no user can increase its utility by decreasing its power. On the
other hand, if any user increases its power (thus violating the Q), then it is shut down with
certainty and its utility is always zero. This shows that POR is always a NE.
Next, if the most significant interference sources have been allocated in orthogonal
resource slots, then, for each femtocell, it can increase its instant transmission utility by
increasing the power in the active resource slots. However, the total resource slots have
been reduced.
Proposition 7.6.2 the orthogonal power allocation
PORT = { min
i∈U\S1
{ Qi
αi,1
}, min
i∈U\S2
{ Qi
αi,2
}, . . . , min
i∈U\SN
{ Qi
αi,N
}}
is a NE under random silencing.
Proof 4 Once the set of the significant interference sources is determined by each femtocell,
then the resource slots for femtocell is determined by
M−mj
M
where m = |Sj|. On the one
hand, no femtocell can increase its utility by decreasing its power. On the other hand, in
the allocated resource blocks, no femtocell user is motivated to increase its transmission
power because it would definitely violate the interference at the most vulnerable macro user
in U \ Sj and be shutdown without no gain.
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Conclusion and Future Work
8.1 Conclusion
This dissertation reports our research work on enabling secondary spectrum reuse for CRN
in heterogeneous wireless channels. With the distinguished dynamic and diverse features
of spectrum access opportunities, our target is to explore the efficient, scalable and, more
importantly, practical solutions to accommodate secondary traffic, protect primary services
and improve spectrum utilization. To this end, a comprehensive and systematic study
which redesigns the communication layer protocols and optimizes the resource management
schemes to address those new features and challenges is necessary. In this chapter, we
summarize our research outcome from the perspectives of opportunistic spectrum reuse,
end user adaption and network coordination, respectively.
8.1.1 Opportunistic Spectrum Reuse
In CRN, SUs operate at the low power level to exploit locally unused channels and prevent
harmful interference to licensed transmissions. In order to provide the connection between
any two SUs out of the direct transmission range, the multi-hop transmission is necessary.
This, however, is a daunting task due to the intense route establishment and maintenance
cost. In Chapter 4, our goal is to develop a practical and cost-effective solution on building
the path dedicated for secondary multi-hop transmissions in CRN. To this end, we design
an opportunistic cognitive routing scheme in which SUs update the routing tables based
upon physical characteristics of spectrum bands and diverse activities of PUs in each
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band. The forwarding decision is made by jointly estimating the remaining distance to
the destination and the reliability of transmissions in each candidate channel. Since SUs
only need to update limited global information, i.e., the geographical information of the
source-destination pair, it provides the efficient routing as SUs mainly communicate with
the close neighboring nodes to exchange routing messages. In Chapter 5, based upon the
idea of local opportunistic forwarding, we further examine the impact of multiple relay
candidates in per hop relay selection and the joint design of channel selection and route
selection. Recognizing the short time window of available spectrum, a prioritized feedback
mechanism is designed to reduce the contentions among multiple relay candidates. Via
extensive simulations, we show the effectiveness of the proposed scheme, which outperforms
existing routing schemes in CRN by adapting to the dynamic and diverse wireless channels
for opportunistic channel access.
8.1.2 End User Adaption
The basic goal of any communication systems is to provide the users with their desired
service quality of applications. Therefore, to investigate on the specific user requirements
and provide the corresponding service guarantee is the fundamental issue in the communi-
cation system design. This, however, is a very challenging issue for CRN due to the nature
of unlicensed transmissions. In Chapter 6 of the dissertation, we focus on the channel
selection in spectrum sensing and sharing to satisfy QoS of different types of secondary
traffics. Recognizing the statistics of traffic in time and packet size given the required QoS,
we propose a distributed QoS-aware MAC protocol so that SUs perform sensing and access
based upon the channel usage pattern in each single channel. Moreover, we can manipulate
the channel access priority of various types of traffic by applying differentiated arbitrary
sensing periods in the detected spectrum holes, which further enhances the QoS provision-
ing of the proposed cognitive MAC. The analytical model and extensive simulations show
that our proposed MAC can achieve multiple levels of QoS provisioning for various types
of multimedia applications in CRN.
8.1.3 Network Coordination
In the presence of intense network dynamics, how to fully utilize the varying network
resources towards the global welfare of the system is a fundamental issue of the tiered net-
works. In order to conduct effective network control and resource allocation, CRN provide
abundant candidate solutions to exchange control messages between SUs with/without
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coordination with PUs. However, in a more general tiered communication network infras-
tructure, e.g., cellular heterogeneous networks, effective and efficient network coordination
is still an open problem. This motivates our research in Chapter 7 on exploring solutions
in cellular communications based upon the lessons learnt in CRN. In Chapter 7, we first
address challenging issues including interference management, network coordination, and
cell interworking in a tiered cellular network with both macrocells and small cells. We
identify the different network characteristics of macrocells and small cells, which exhibit
the similar features as the ones between PUs and SUs. We then propose an adaptive re-
source management framework to integrate the operation objectives of different cells into
the global one of improving spectrum utilization and mitigating the co-channel interference
between cells. In this manner, a game-theory-based approach for efficient power control
is provided. We verify the efficiency of the coordination in the proposed schemes and the
effectiveness of protecting the transmissions of macrocell users.
8.2 Future Work
Towards the efficient, low-cost and ubiquitous spectrum reuse for unlicensed services, there
are still many open issues remaining to be solved. Next we outline several interesting
directions for future work.
8.2.1 Cooperative Communications in CRN
Most discussions in CRN are currently build upon the fundamental assumption that PUs
and SUs are operating independently with exclusive utility of the access spectrum. How-
ever, to gain more acceptance of open spectrum reuse, a good business model which can
promote CRN is necessary to consider the welfare of license holders in the spectrum shar-
ing game. Moreover, in practical deployment, spectrum sensing errors are inevitable. As
an alternative, cooperation has been leveraged in CRN to gain spectrum access opportu-
nity and eliminate harmful interference to PUs caused by sensing errors. In cooperative
cognitive radio networks (CCRN), SUs relay PUs’ traffic using cooperative communication
techniques in return for spectrum access opportunities in the remaining resource blocks
owned by PUs. In this manner, PUs with poor link qualities are motivated to proactively
participate into spectrum reuse given the incentives of improving their own transmissions
through SUs’ help. It is promising but challenging for SUs to cooperative with PUs. First,
SUs are obliged to apply more aggressive transmission schemes to support both primary
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relay and secondary traffics in the spectrum. Given the spectrum resources and the de-
manded QoS of primary services, SUs would achieve their own chances to transmit only
when they complete the assist primary transmissions as soon as possible. Therefore, to
improve their own utility, SUs need to improve PUs’ transmission performance at the first
hand, which is the distinguished feature in CCRN. Second, secondary transmissions are
cost-sensitive operations for both PUs and SUs. On the one hand, PUs need to select the
appropriate relaying SU set from neighboring SUs by evaluating the link quality. Different
SUs may exhibit different capabilities of forwarding traffic, which in turn determines the
amount of remaining resources for secondary transmissions. On the other hand, SUs need
to take the forwarding operations into account as the expected transmission cost to eval-
uate the cooperation gain for their own transmissions. Since PUs and SUs have their own
services, effective coordination in relay selection and relay volunteering is critical in CCRN.
Third, as PUs always prefer the set of SUs who can enhance the transmissions and reward
them with bandwidth, the fairness among SUs needs to be considered in case some SUs
may starve simply due to the inferior position for relaying. Some incentive mechanisms
should be introduced into SUs.
8.2.2 Energy Efficiency in CRN
Most research works in CRN mainly focus on the spectrum efficient merits in the system
design and optimization, such as the throughput and delay. Since secondary transmissions
are based upon spectrum exploration, spectrum sensing and negotiation with licensed hold-
ers consume a notable piece of energy in CRN operations. One of the biggest impediments
of future wireless communications systems is the need to limit the energy consumption of
battery-driven devices so as to prolong the operational times and to avoid active cooling.
In fact, without effective energy saving, there is a significant threat that SUs will be search-
ing for power outlets rather than available spectrum. In CRN, energy aware system design
lies in almost all aspects of SUs’ operations, such as efficient secondary transmissions, op-
timized topology control, effective coordination and cooperation. Among these efforts, for
wireless devices, temporarily turning off idle radios and scheduling devices in sleep mode
can significantly reduce the energy consumption and prolong the working period. However,
there are several challenging issues to introduce power saving mode in CRN. First, since
SUs need to keep tracing the channel usage patterns, new mechanisms are necessary to
acknowledge awaken SUs with the latest channel status to help them to quickly resume
to work. Information exchange within neighboring SUs can be an option in the design
of network/cluster entry procedures. Moreover, in infrastructureless CRN, SUs not only
transmit their own packets, but also help forward packets from other nodes. When pow-
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er saving is introduced, the individual sleep decision should also incorporate the impact
on the entire network utility. For example, some SUs may act as the “anchor nodes” to
maintain network connectivity. Therefore, some incentive mechanisms are also expected
to keep balance between the individual energy efficiency and global performance.
8.2.3 Heterogeneous Network Design
A totally realtime spectrum trade market is expected as the promising future for dynamic
spectrum reuse to fully exploit the potentials of current spectrum bandwidth for emerging
wireless services. Since the implementation of CRN is still in its infancy, enabling frequency
reuse among the heterogeneous network entities in the same operator’s network is a good
trial test for the proposed CRN technologies. As proposed in Chapter 7, the cellular
heterogeneous networks (HetNet) still have many challenging issues to study using cognitive
radio technologies. In HetNet, users can deploy their own network access points to build
the private small cells for exclusive cellular access, which is out of scope of the conventional
network planning and optimization. As it is expected that there would be hundreds of these
small cells installed in a macrocell, interference management in HetNet becomes a severe
problem. Furthermore, small cells are in charge of oﬄoading cellular traffic from macrocells
to allow macro base stations to better serve mobile public users. A strong backhaul is
necessary to connect the access points of small cells to the cellular core network. The
robust control over the backhaul is essential. For example, the collapse of backhaul may
push all private users’ traffic back to macrocells, which results in chain effect and threatens
the cellular safety.
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