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1 Introduction
La science informatique est en plein essort depuis ces 50 dernie`res anne´es.
Cette the`se concerne une de ses branches majeures, la ve´rification [37]. L’ob-
jectif de la ve´riﬁcation est d’aider au de´veloppement de syste`mes informatiques
ou automatisables de manie`re fiable. Cela correspond a` garantir diverses pro-
prie´te´s sur ces syste`mes comme des proprie´te´s de suˆrete´ ou de se´curite´. Il peut
par exemple s’agir de ve´riﬁer qu’un train automatise´ n’ouvrira pas ses portes
en plein trajet, ou bien que nos identiﬁants bancaires ne peuvent pas nous eˆtre
vole´s lorsqu’on acce`de a` notre compte via une interface web. Plus ge´ne´ralement,
toutes les applications ou syste`mes critiques devraient eˆtre ve´riﬁe´s, en amont
de leur re´alisation pratique. Malheureusement cela n’est pas toujours possible
car les syste`mes qu’on souhaite re´aliser sont toujours plus grands et toujours
plus complexes ce qui rend la taˆche diﬃcile.
Pour mettre en oeuvre la ve´riﬁcation, on re´alise tout d’abord un mode`le
du syste`me. C’est-a`-dire une repre´sentation mathe´matique sur laquelle on rai-
sonne et ve´riﬁe des proprie´te´s qui nous inte´ressent. Il faut garder a` l’esprit
qu’un mode`le est une abstraction d’un syste`me, il capture ses aspects impor-
tants mais ne lui sera jamais comple`tement ﬁde`le. Un tel mode`le est re´alise´
avec un formalisme de mode´lisation, par exemple des re´seaux de Petri ou des
automates. Le choix de ce formalisme est important puisqu’il inﬂue souvent sur
les techniques de ve´riﬁcation utilise´es par la suite. L’expressivite´ de ce forma-
lisme a de plus un fort impact sur la qualite´ du mode`le, au niveau de la mise
en oeuvre, mais aussi sur la possibilite´ de le ve´riﬁer par la suite. L’utilisation
d’un formalisme expressif peut grandement aider a` la mode´lisation mais peut
eˆtre bloquante pour l’e´tape de ve´riﬁcation en elle-meˆme.
Par la suite, les proprie´te´s qu’on souhaite ve´riﬁer sur ces mode`les sont
exprime´es, par exemple, en logiques temporelles, ou plus ge´ne´ralement mo-
dales. Un ensemble de telles proprie´te´s correspond a` une spe´cification que
doit satisfaire le syste`me. Ici aussi, ces proprie´te´s sont sous une repre´sentation
mathe´matique et donc sujettes a` des erreurs de spe´ciﬁcation de l’inge´nieur ou
du chercheur les re´alisant, tout comme le mode`le.
Une fois le mode`le et sa spe´ciﬁcation re´alise´s, on proce`de a` une analyse pour
savoir si le mode`le satisfait la spe´ciﬁcation. Cela peut eˆtre fait avec diﬀe´rentes
techniques comme des assistants de preuve ou du model checking. Des ap-
proches hybrides comme la me´thode B [12], aident a` re´aliser le mode`le et la
spe´ciﬁcation conjointement, puis a` appliquer dessus des techniques de preuves
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et de model checking.
Cette phase d’analyse permet de garantir les proprie´te´s sur le mode`le, ce-
pendant cela ne garantit pas une proprie´te´ sur le syste`me, puisqu’on l’a ve´riﬁe´e
sur une abstraction de celui-ci. Si le mode`le n’e´tait pas assez pre´cis alors la
proprie´te´ peut ne pas eˆtre vraie sur le syste`me, de meˆme si la proprie´te´ a e´te´
mal spe´ciﬁe´e. La re´alisation d’un mode`le et de sa spe´ciﬁcation est donc une
e´tape non triviale qui peut demander un conside´rable degre´ d’expertise sur le
syste`me et sur les me´thodes mises en oeuvre.
Ces diﬀe´rentes approches de ve´riﬁcation ne sont pas parfaites et chacune
posse`de ses limites et son lot de diﬃculte´s. Avec un assistant de preuve la
spe´ciﬁcation est de´ﬁnie sous forme de the´ore`mes qui doivent eˆtre prouve´s indivi-
duellement et sont non triviaux en ge´ne´ral. Ces preuves demandent une grande
expertise de l’assistant de preuve et du mode`le. De plus elles sont re´alise´es
manuellement dans la majorite´ des cas. En pratique il existe des me´thode au-
tomatiques pour re´aliser des preuves mais elles sont limite´es, par exemple des
e´quations et ine´quations dans l’arithme´tique de Presburger. L’avantage cepen-
dant est qu’on re´alise une certification du mode`le, c’est-a`-dire que nous avons
une preuve mathe´matique qu’il ve´riﬁe sa spe´ciﬁcation.
Avec le model checking, nous sommes essentiellement limite´s par les capa-
cite´s de calcul. Il s’agit d’une me´thode comple`tement automatique qui consiste
a` conside´rer toutes les exe´cutions possibles du mode`le, et donc les exe´cutions
simpliﬁe´es du syste`me, puis a` observer qu’elles ne violent pas la spe´ciﬁcation.
L’avantage principal est la non ne´cessite´ d’expertise dans les techniques de
ve´riﬁcation, un inge´nieur peut aise´ment utiliser ce type de techniques. De plus
lorsque certaines techniques de model checking sont utilise´es, si une proprie´te´
n’est pas satisfaite, alors on peut avoir acce`s a` un contre-exemple qui correspond
a` un sce´nario qui me`ne a` l’erreur. Cela est tre`s inte´ressant d’un point de vue
d’inge´nierie puisqu’on peut aise´ment corriger l’erreur. Cependant, les mode`les
ont tendance a` eˆtre grands et conside´rer toutes leurs exe´cutions peut eˆtre im-
possible. En ge´ne´ral, on a un nombre exponentiellement plus grand d’exe´cutions
par rapport a` la taille du mode`le. Dans ce cas on parle du proble`me d’explosion
combinatoire qui est un des freins de ces approches exhaustives. Pour pallier
ce proble`me des techniques de re´duction sont ne´cessaires.
Plus ge´ne´ralement toutes les me´thodes de ve´riﬁcation sont limite´es par :
– la de´cidabilite´ qui concerne directement la faisabilite´ de l’approche, des
proprie´te´s non de´cidables telles que la terminaison ne peuvent pas eˆtre
garanties dans le cadre ge´ne´ral ;
– les complexite´s en temps et en espace qui sont des freins a` l’eﬃcacite´,
les syste`mes sont en ge´ne´ral de grande taille leur calcul doit donc eˆtre
eﬃcace en temps mais aussi en me´moire ;
– l’expressivite´ des formalismes de mode´lisation qui marquent les limites
entre la facilite´ de mise en oeuvre et l’eﬃcacite´ ou la faisabilite´, un
langage tre`s expressif est diﬃcilement eﬃcace en temps de calculs et
re´ciproquement un langage bas niveau rend la mode´lisation diﬃcile ;
– les techniques de model checking utilise´es qui inﬂuent sur la qualite´ des
re´sultats obtenus mais aussi limitent les degre´s de liberte´s qu’on a sur
les leviers ci-dessus, l’utilisation de model checking symbolique limite
l’expressivite´ du mode`le mais le model checking explicite est limite´ par
la taille des mode`les ;
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– la certification qui est en lien direct avec la conﬁance qu’on peut avoir en
l’outil de ve´riﬁcation et son re´sultat.
Cette the`se attaque les questions d’un compromis entre les diﬀe´rents aspects
aborde´s ci-dessus.
1. Pour aborder la de´cidabilite´ on utilise une approche optimiste :
a) On conside`re des mode`les qui embarquent un langage Turing com-
plet, c’est-a`-dire qu’on est semi-de´cidable. Cela implique que c’est a`
l’utilisateur, ou au programmeur, de faire attention a` son mode`le. Il
s’agit de la meˆme de´marche que lors du de´bogage d’un programme
informatique, par exemple, la pre´sence d’une boucle inﬁnie sera
de´tecte´e a` l’exe´cution puis corrige´e.
b) On conside`re des domaines infinis ce qui rend aussi notre approche
semi-de´cidable. Ici aussi c’est a` l’utilisateur de de´tecter les erreurs,
par exemple, un compteur dans le mode`le qui serait incre´mente´ a`
l’inﬁni.
Cette approche optimiste permet de faciliter la mode´lisation : on ne li-
mite pas l’utilisateur qui dans le cadre de notre approche utilise un sous-
ensemble eﬃcace du langage mis a` sa disposition, tout en permettant
d’utiliser des constructions plus complexes du langage, ou du mode`le, au
besoin. Ainsi un utilisateur n’est que rarement au contact des proble`mes
de semi-de´cidabilite´ du langage utilise´.
2. Un de nos objectifs dans ce manuscrit est de concilier l’expressivite´ et l’ef-
ﬁcacite´ en temps. Pour cela on utilise des re´seaux de Petri de haut niveau
annote´s par un langage de programmation standard et une approche de
compilation qui est une transformation du re´seau en programme informa-
tique permettant de calculer tous ses e´tats plus rapidement. Les re´seaux
de Petri sont un formalisme qui a l’avantage d’avoir une repre´sentation
graphique intuitive et facile a` appre´hender et donc a` utiliser. Un langage
standard permet une compilation eﬃcace des annotation du re´seau graˆce
a` un compilateur classique. Cependant, ce choix de privile´gier l’expressi-
vite´ des mode`les nous oblige a` l’utilisation de me´thodes de model checking
explicites : les e´tats et les changements d’e´tats du mode`le sont conside´re´s
individuellement. En eﬀet, les me´thodes de model checking symbolique,
qui conside`rent des ope´rations sur des ensembles d’e´tats, peuvent le faire
essentiellement car le langage d’annotations utilise´ est limite´ et exhibe
des proprie´te´s qui le permettent. Les mode`les qu’on utilise sont aborde´s
avec un e´tat de l’art dans le chapitre 2 , la compilation est pre´sente´e dans
le chapitre 3.
3. La proble´matique de certiﬁcation et de la conﬁance dans l’outil est aussi
traite´e. Dans les chapitres 4 et 5, on s’inte´resse a` montrer comment on
peut prouver le model checker, c’est-a`-dire garantir qu’on engendre des
programmes corrects. Il faut remarquer qu’il ne s’agit pas d’une certiﬁca-
tion totale, on prouve que les algorithmes ge´ne´re´s sont corrects, pas que le
compilateur engendre eﬀectivement ces algorithmes. Ce serait re´alisable
mais hors du cadre de cette the`se.
4. La complexite´ en espace est aborde´e dans le cadre de re´ductions par
syme´tries. Les re´ductions par syme´tries ont e´te´ abondamment e´tudie´es,
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on s’inte´resse donc a` une extension particulie`re ou` de multiples proces-
sus exe´cutant le re´seau sont mis en oeuvre avec la possibilite´ de cre´er de
nouveaux processus a` l’exe´cution. Dans ce cadre on propose une me´thode
nouvelle de re´duction d’espaces d’e´tats qui e´limine des exe´cutions redon-
dantes (e´quivalentes). Cela est traite´ dans le chapitre 6.
5. Finalement dans le chapitre 7, on pre´sente l’outil Neco qui a e´te´ re´alise´
dans le cadre de cette the`se et imple´mente les approches ci-dessus. Avec
cette imple´mentation on pre´sente des e´tudes de cas pour chacune des
approches de´veloppe´es. On conclue le manuscrit en donnant quelques
perspectives. Une annexe est aussi pre´sente et contient des re´sultats auxi-
liaires.
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2 Notions pre´liminaires et
e´tat de l’art
Les re´seaux de Petri sont des mode`les mathe´matiques introduits en 1962 par
Carl Adam Petri lors de sa the`se de doctorat [141]. Ces mode`les permettent de
repre´senter des syste`mes automatisables (informatiques, industriels, . . .), puis
par diverses techniques (model checking, invariants, . . .) des proprie´te´s sur ces
syste`mes peuvent eˆtre ve´riﬁe´es [37]. Les domaines d’application sont nombreux
et couvrent un large panorama, on retrouve les re´seaux de Petri par exemple
dans la ve´riﬁcation de circuits inte´gre´s [143], de protocoles de se´curite´ [13], de
proble`mes a` caracte`re social [41], et bien d’autres.
Un re´seau de Petri est repre´sente´ comme un graphe avec deux types de
noeuds : les places et les transitions. Les places contiennent les donne´es appele´es
jetons, et les transitions indiquent les calculs a` re´aliser avec les jetons. Le
tirage d’une transition (une e´tape de calcul) correspond a` la consommation
et production de jetons des places. Les places sont connecte´es aux transitions
avec des arcs entrants (inputs) indiquant les jetons qui doivent eˆtre consomme´s,
et des arcs sortants (outputs) indiquant les jetons qui doivent eˆtre produits dans
la place. L’e´tat du re´seau est repre´sente´ par le contenu des places. Un exemple
de re´seau de Petri est donne´ en ﬁgure 2.1, ce re´seau mode´lise une porte et on y
retrouve ses deux e´tat possibles : ouverte ou ferme´e. Le tirage de la transition
“ferme porte” permet de passer de l’e´tat ferme´ a` l’e´tat ouvert en consommant
le jeton de la place “ouverte” et en produisant un jeton dans la place “ferme´e”.
On appelle les re´seaux de Petri de´crits ci-dessus re´seaux bas niveau ou
re´seaux place-transition. Ce mode`le a e´te´ e´tendu de nombreuses manie`res pour
aider a` la ve´riﬁcation mais aussi mode´liser des syste`mes de manie`re plus ﬁde`le,
ou plus simple et naturelle en gagnant de l’expressivite´. Il s’agit souvent d’ex-
tensions pour des domaines spe´ciﬁques d’application. En eﬀet, un mode`le reste
une abstraction de la re´alite´ et son expressivite´ doit eˆtre limite´e (sous la barre
de la de´cidabilite´, ou dans des complexite´s raisonnables) si on souhaite pouvoir
l’analyser. Parmi les extensions largement re´pandues, on retrouve par exemple :
1. Les re´seaux colore´s [102, 104, 103, 106] ou` chaque jeton a une couleur
repre´sentant la nature de la donne´e stocke´e. Cette couleur a un roˆle simi-
laire au type d’une variable dans un programme informatique. Un re´seau
bas niveau peut eˆtre vu comme un re´seau colore´ avec un seul type de
jetons : le jeton noir •.
2. Notions pre´liminaires et e´tat de l’art
2. Les re´seaux hie´rarchiques ou` les e´le´ments du re´seau sont eux meˆmes des
re´seaux de Petri [103, 95]. Selon la nature de l’extension il peut s’agir,
par exemple, de noeuds (places ou transitions) qui sont substitue´s par
des re´seaux de Petri [95] ou encore de jetons qui sont des re´seaux de
Petri [14]. La motivation derrie`re ce type d’extension est l’observation
que les syste`mes de grande taille ont besoin d’eˆtre manipule´s a` plusieurs
niveaux d’abstraction, la hie´rarchisation est un me´canisme qui le per-
met [95]. Le second type de hie´rarchisation mentionne´ ci-dessus, peut
aussi eˆtre de´tourne´ comme dans [14] ou` le jeton qui est un re´seau de
Petri est modiﬁe´ de manie`re dynamique.
3. Les re´seaux e´tendus par des contraintes de temps qui sont des re´seaux
de Petri parame´tre´s par des horloges, ce qui permet de mode´liser des
contraintes temporelles en divers points de l’exe´cution [146]. On peut ci-
ter deux tendances par exemple les Time Petri nets [128] et les Timed
Petri nets [147]. Dans les premiers, deux temps sont associe´s a` chaque
transition et de´limitent le laps de temps ou` la transition est tirable, hors
de cet intervalle la transition ne peut eˆtre tire´e. Dans les seconds chaque
transition est associe´e a` une dure´e qui est le temps ne´cessaire pour ef-
fectuer le tir. De cette manie`re le tirage de transitions soumis a` des hor-
loges permet de garantir des proprie´te´s sur les temps de re´ponse [128] ou
l’e´valuation de performances [147, 152].
4. Les re´seaux stochastiques ou` des probabilite´s dans le temps ont e´te´ intro-
duites pour parame´trer le tirage de transitions. Si une seule transition est
tirable, elle le sera ne´cessairement, mais si plusieurs le sont, surtout en
cas de conﬂit, alors la probabilite´ permet de choisir laquelle tirer d’abord.
Ainsi le tirage d’une transition est soumis a` une loi de probabilite´ et donc
un e´tat du re´seau n’est atteignable que sous une certaine probabilite´ [130].
(a) La porte est ouverte
ouvre porte
ferme porte
•
ferme´e ouverte
(b) La porte est ferme´e
ouvre porte
ferme porte
•
ferme´e ouverte
Figure 2.1 – Une porte mode´lise´e avec un re´seau de Petri.
Dans ce manuscrit, nous nous inte´resserons a` des re´seaux de haut niveau, qui
peuvent eˆtre vus comme des re´seaux colore´s. Ils impliquent donc un domaine de
couleurs. On restera de´tache´ d’un domaine de couleur en particulier pour rester
dans le cadre le plus ge´ne´ral possible, sauf mention contraire. Les domaines de
couleur des re´seaux haut niveau fournissent des valeurs pour les donne´es, des
variables, une syntaxe pour les expressions, des re`gles de typage, etc. En ge´ne´ral
un domaine de couleur e´labore´ est utilise´ pour faciliter la mode´lisation ; par
exemple, un langage fonctionnel peut eˆtre conside´re´ [103, 148], ou le fragment
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fonctionnel (expressions) d’un langage impe´ratif [58, 144]. Ici, on ne s’attache
pas spe´ciﬁquement a` un domaine de couleurs, un domaine de couleurs concret
peut eˆtre conside´re´ comme imple´mentation d’un domaine de couleurs abstrait.
2.1
Domaine de couleurs abstrait
Le domaine de couleurs abstrait utilise´ dans ce manuscrit est compose´ de :
– un ensemble de valeurs de donne´es D contenant les valeurs boole´ennes
true et false ;
– un ensemble de variables V disjoint de D ;
– un ensemble d’expressions E tel que D ∪ V ⊆ E, i.e., les donne´es et
variables sont donc conside´re´es comme expressions.
On note par vars(e) l’ensemble des variables d’une expression e ∈ E. On ne
fait aucune supposition sur le typage ou la syntaxe des expressions. Cependant,
on suppose que chaque expression bien forme´e peut eˆtre e´value´e de manie`re
de´terministe comme une valeur de D, et qu’une expression mal forme´e est
e´value´e a` la valeur ⊥ /∈ E (valeur non de´ﬁnie). Pour e´valuer les expressions
nous devons assigner des valeurs aux variables, on de´ﬁnit par β(v) la valeur
d’une variable v par l’application de la valuation β : V 9 D (fonction partielle).
On e´tend naturellement cette notation aux expressions en e´tendant l’ensemble
image des valuations a` la valeur ⊥ /∈ D. On note par β(e) l’e´valuation de
l’expression e ∈ E par β : vars(e) → D ∪ {⊥}. On se place dans un cadre
optimiste en supposant que toute expression mal forme´e s’e´value a` ⊥, cela vaut
pour les ope´rations non de´ﬁnies telles que x0 ou syntaxiquement incorrectes.
Un multiensemble sur un ensemble X est une application m : X → N
qui a` chaque e´le´ment de X associe le nombre d’occurrences de cet e´le´ment
dans le multiensemble. On note les multiensembles comme des ensembles avec
re´pe´tition d’e´le´ments, par exemple le multiensemble sur N de´ﬁni par {23 7→
3, 42 7→ 2} est note´ {23, 42, 23, 23, 42} (l’ordre des e´le´ments n’e´tant pas impor-
tant). Chaque ensemble est un multiensemble particulier ou` chaque nombre
d’occurrences non nul est e´gal a` 1. On utilise donc la notation ensemble vide ∅
pour noter un multiensemble vide.
E´tant donne´ deux multiensembles m et m′ sur l’ensemble X, on de´ﬁnit les
ope´rations suivantes :
– la somme + de´ﬁnie par ∀x ∈ X, (m+m′)(x) = m(x) +m′(x) ;
– la diffe´rence − de´ﬁnie par ∀x ∈ X, (m−m′)(x) = max(m(x)−m′(x), 0).
2.2
Re´seaux de haut niveau
Un re´seau de Petri est compose´ de deux parties : une partie statique et une
partie dynamique. La partie statique de´ﬁnit la structure du re´seau de Petri :
ou` les donne´es sont stocke´es et comment les donne´es interagissent entre elles.
La partie dynamique de´ﬁnit quel est l’e´tat initial du syste`me. En eﬀet, un
meˆme re´seau de Petri n’aura pas le meˆme comportement selon son e´tat initial,
il est donc important de se´parer les deux concepts. De plus, on verra plus tard
dans ce manuscrit que la partie statique e´tant ﬁxe´e une fois pour toutes pour
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le re´seau de Petri, on essayera de s’en de´tacher le plus possible en encodant
toutes les informations ne´cessaires directement dans les algorithmes ; c’est le
coeur du travail re´alise´ par l’e´tape de compilation.
Definition 2.1. Un re´seau de Petri haut niveau est un tuple (S, T, ℓ) ou` S est
un ensemble fini de places, T (disjoint de S) un ensemble fini de transitions,
et ℓ est une fonction d’e´tiquetage sur S ∪ T ∪ (S × T ) ∪ (T × S) telle que :
– pour tout s ∈ S, ℓ(s) ⊆ D est le type de s, i.e., l’ensemble des valeurs que
s peut contenir ;
– pour tout t ∈ T , ℓ(t) ∈ E est la garde de t, i.e., une condition pour son
exe´cution ;
– pour tout (x, y) ∈ (S × T ) ∪ (T × S), ℓ(x, y) est un multiensemble sur E
et de´fini l’arc de x vers y. ♦
Lorsqu’on manipule un re´seau de Petri (S, T, ℓ), il est utile d’identiﬁer les
nœuds (places ou transitions) adjacents les uns aux autres par rapport aux arcs.
Pour chaque nœud x ∈ S∪T on de´ﬁnit son preset par •x
df
= {y ∈ S∪T | ℓ(y, x) 6=
∅} et son poset par x•
df
= {y ∈ S ∪ T | ℓ(x, y) 6= ∅}.
Dans ce manuscrit on suppose que tout arc en entre´e d’une transition est
e´tiquete´ par un multiensemble de variables. On suppose aussi que chaque ex-
pression sur un arc sortant d’une transition n’a pas de variables libres. Ce
sont des restrictions importantes dans deux sens : c¸a limite ce qu’on peut faire
(pas de transitions non de´terministes par exemple), c¸a facilite grandement les
algorithmes (pas d’uniﬁcation ou re´solution d’expressions).
Supposition 2.1. Soit (S, T, ℓ) un re´seau de Petri. Pour tout t ∈ T :
– pour tout s ∈ •t, on a ℓ(s, t) un multiensemble sur V ;
– pour tout s ∈ t•, pour tout e ∈ ℓ(t, s) on a vars(e) ⊆
⋃
s′∈
•
t
ℓ(t, s′).
♦
L’e´tat d’un re´seau de Petri est caracte´rise´ par son marquage, c’est-a`-dire
une assignation de jetons aux places.
Definition 2.2. Un marquage d’un re´seau de Petri N
df
= (S, T, ℓ) est une
application qui associe a` chaque place s ∈ S un multiensemble dans ℓ(s). L’en-
semble de tous les marquages de N est MN , ou simplement M en l’absence
d’ambigu¨ıte´. ♦
Le passage d’un e´tat du re´seau de Petri a` un autre est re´alise´ par une
ope´ration de tir de transition. Cette ope´ration est locale a` une transition et
n’est re´alise´e que sous certaines conditions. Si ces conditions sont satisfaites
alors un nouveau marquage du re´seau peut eˆtre produit en consommant et
produisant des jetons.
Definition 2.3. A` partir d’un marquage M d’un re´seau de Petri (S, T, ℓ),
une transition t ∈ T peut eˆtre tire´e en utilisant une valuation β et produire un
nouveau marquage M ′, ce qu’on note M [t, β〉M ′, si et seulement si :
– il y a assez de jetons dans les places en entre´e de la transition : pour tout
s ∈ S, M(s) ≥ β(ℓ(s, t)) ;
– la garde est satisfaite : β(ℓ(t)) = true
– le type des places est respecte´ : pour tout s ∈ S, β(ℓ(t, s)) est un multien-
semble sur ℓ(s) ;
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– M ′ est obtenu a` partir de M en consommant et en produisant les jetons
selon les arcs : pour tout s ∈ S, M ′(s) =M(s)− β(ℓ(s, t)) + β(ℓ(t, s)).
Une valuation qui respecte les conditions ci-dessus est appele´e mode de la tran-
sition t dans le marquage M . ♦
Un re´seau de Petri peut eˆtre repre´sente´ sous forme de graphe avec les places
dessine´es sous forme de noeuds circulaires et les transitions sous forme de
noeuds rectangulaires. Les arcs entre les noeuds sont e´tiquete´s par les valeur de
la fonction d’e´tiquetage leur correspondantes. Les jetons d’un marquage, quant
a` eux, sont dessine´s dans les places. Un exemple est donne´ en ﬁgure 2.2.
e´tat : Bouvrir
x = false
fermer
x = true
x
false
true
x
true
(S, T, ℓ)
df
=

S
df
= {e´tat}, T
df
= {ouvrir , fermer},
ℓ(e´tat)
df
= B,
ℓ(ouvrir)
df
= {x = false}, ℓ(fermer)
df
= {x = true},
ℓ(e´tat , ouvrir)
df
= {x}, ℓ(e´tat , fermer)
df
= {x},
ℓ(ouvrir , e´tat)
df
= {true}, ℓ(fermer , e´tat)
df
= {false},
M0
df
= {e´tat 7→ {true}}
Figure 2.2 – Exemple de re´seau de Petri de haut niveau (S, T, ℓ) avec son marquage
M0, sous sa forme graphique et textuelle.
L’espace d’e´tats d’un re´seau de Petri est l’ensemble des e´tats accessibles
a` partir du marquage initial. Cet ensemble est le plus petit ensemble de mar-
quages contenant le marquage initial et clos par l’ope´ration de tir de transition.
Il est utilise´ pour tester de proprie´te´s d’accessibilite´, par exemple lors de la
ve´riﬁcation d’un protocole de se´curite´ on pourrait chercher un e´tat dans lequel
un espion connaˆıt des donne´es conﬁdentielles.
Definition 2.4. Soit N
df
= (S, T, ℓ) un re´seau de Petri et M son marquage
initial. L’ensemble des e´tats de N accessibles a` partir de M est le plus petit
ensemble states(N,M) tel que :
– M ∈ states(N,M) ;
– s’il existe une transition t ∈ T , une valuation β et un marquage M ∈
states(N,M) tels que M [t, β〉M ′ alors M ′ ∈ states(N,M). ♦
On citera souvent le terme de place n-borne´e, cela veut dire que la place en
question contient au plus n jetons dans tout les e´tats de l’espace d’e´tats. Par
exemple, une place 1-borne´e ne peut contenir qu’un seul jeton ou aucun.
Souvent, il est aussi inte´ressant de conside´rer le graphe d’accessibilite´ d’un
re´seau de Petri. Les noeuds de ce graphe sont les marquages accessibles et
les arcs sont e´tiquete´s par les transitions qui permettent de passer d’un e´tat
a` l’autre. Dans certains cas, il est aussi pertinent d’e´tiqueter les arcs avec les
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modes des transition en plus. Le graphe d’accessibilite´ du re´seau de la ﬁgure 2.2
est donne´ en ﬁgure 2.3, son espace d’e´tats est l’ensemble de noeuds de ce graphe.
Definition 2.5. Soit (S, T, ℓ) un re´seau de Petri et M son marquage initial.
Le graphe d’accessibilite´ G = (V,A), ou` V ⊂M et A ⊂M× T ×M, est le plus
petit graphe tel que :
– M ∈ V
– M ′ ∈ V et (M, t,M ′) ∈ A s’il existe M ∈ V , une transition t ∈ T et β
un de ses modes tels que M [t, β〉M ′. ♦
e´tat 7→ {true}
M0
e´tat 7→ {false}
M1
fermer
ouvrir
Figure 2.3 – Graphe d’accessibilite´ du Re´seau de Petri de la figure 2.2.
2.3
E´tat de l’art sur l’exploration des espaces d’e´tats
Lors de la ve´riﬁcation, l’espace d’e´tats calcule´ a une taille exponentielle par
rapport a` la taille du mode`le, son calcul peut alors eˆtre long et consommer
beaucoup de me´moire. Il est donc important d’optimiser ces deux aspects.
Ainsi, les notions de base e´tant de´ﬁnies, nous allons dresser un e´tat de l’art des
techniques d’acce´le´ration.
Pour calculer les espaces d’e´tats des re´seaux de Petri, il y a essentielle-
ment deux approches : l’approche explicite qui stocke et calcule les e´tats in-
dividuellement et l’approche symbolique qui stocke et calcule les e´tats par
lots. Pour cela l’approche symbolique stocke les e´tats dans des structures de
donne´es avance´es tels que les diagrammes de de´cision [29, 32, 33] ainsi que leurs
de´rive´s [45, 79, 30].
L’approche symbolique permet de calculer des espaces d’e´tats de taille bien
plus grande que l’approche explicite, cependant elle est aussi limite´e. L’expres-
sivite´ des mode`les accepte´es est directement lie´e aux structures de donne´es
utilise´es (BDD, OBDD, DDD, etc.) et leurs extensions sont non triviales. Sou-
vent l’utilisation d’un langage de couleurs riche introduit de l’ineﬃcacite´ a` la
de´tection d’e´quivalences dans la structure de donne´es et rend diﬃcile le par-
tage qui est la force des diagrammes de de´cision. C’est pourquoi en ge´ne´ral les
couleurs accepte´es restent proches des re´seaux alge´briques [158, 50, 112, 113].
Lors de la ve´riﬁcation de formules de logique l’extraction de contre-exemples
est diﬃcile. On sait ve´riﬁer qu’une formule de logique est satisfaite ou non par
un model checker symbolique cependant il est beaucoup plus diﬃcile d’obtenir
un contre-exemple, c’est-a`-dire un sce´nario qui rend la formule fausse, il y a
cependant des travaux qui adressent ce proble`me [83, 38, 134, 124]. Un enjeu
majeur est de fournir un contre-exemple minimal et intuitif permettant a` un
inge´nieur de le rejouer pour comprendre et corriger les erreurs.
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L’approche explicite a aussi des de´fauts, elle est naturellement plus lente
que l’approche symbolique parce qu’elle traite tous les e´tats individuellement de
plus elle est beaucoup plus sujette au proble`me d’explosion d’espaces d’e´tats.
La re´cupe´ration de contre-exemples lors de ve´riﬁcation de formules logiques
est quant a` elle triviale en ge´ne´ral. Enﬁn, les contre-exemples sont intuitifs
pour les inge´nieurs non spe´cialistes en model checking et permettent de facile-
ment de´boguer des mode`les ou programmes en ge´ne´ral. De plus, un langage de
couleurs riche est moins proble´matique qu’en model checking symbolique.
Dans ce manuscrit on s’inte´resse au model checking explicite de par le sou-
hait d’utiliser un langage de couleur tre`s expressif. L’utilisation de langages
riches permet de mode´liser des syste`mes plus aise´ment mais aussi de re´duire la
taille des espaces d’e´tats [103]. En eﬀet chaque e´tat aura tendance a` occuper
plus de me´moire mais le nombre des e´tats accessibles sera moindre. L’utilisation
de couleurs riches interdit aussi l’utilisation en ge´ne´ral toute transformation
vers les re´seaux bas niveau en raison d’une explosion exponentielle du nombre
de places et transitions [24]. Il faut donc les traiter directement tels quels avec
des algorithmes et des techniques approprie´s.
2.3.1 Compilation de re´seaux de Petri
La compilation de re´seaux de Petri est utilise´e dans le cadre du model
checking explicite pour acce´le´rer le tirage de transitions. Elle est utilise´e dans
les outils eﬃcaces tels que Helena [57], Spin [87] ou encore Maria [132].
Cette approche peut eˆtre applique´ aussi bien aux re´seaux de Petri bas ni-
veau qu’aux re´seaux de haut niveau. Dans [42] ou` les auteurs s’attaquent a`
l’imple´mentation de re´seaux de Petri bas niveau, l’approche propose´e n’est pas
de la compilation cependant les ide´es restent tre`s proches. Il s’agit de proposer
une imple´mentation de re´seaux bas niveau presque 1-borne´es, les transitions
sont suppose´es 1-tirables dans tous les cas, i.e., exactement un seul jeton en
entre´e est ne´cessaire pour tirer une transition. Une imple´mentation de re´seaux
haut niveau est aussi conside´re´e mais non utilisable en pratique puisqu’elle
correspond en une expansion vers un re´seau de Petri de bas niveau.
L’e´tape de compilation consiste a` produire un moteur d’exploration du
re´seau de Petri qui lui est spe´ciﬁque. C’est-a`-dire que le programme qu’on
utilise sur le mode`le du re´seau de Petri n’est pas le model checker mais un
compilateur qui produit un model checker en sortie. Cette approche est sou-
vent mal comprise car confondue avec des re´ductions statiques qui transforment
le mode`le en un mode`le plus simple suﬃsant pour ve´riﬁer le but recherche´.
L’utilisation d’une e´tape de compilation est importante pour des mode`les
colore´s a` cause des annotations riches apparaissant sur les arcs. Sans compi-
lation, un e´valuateur d’expressions est utilise´ lors du tir de transitions, cet
e´valuateur est e´crit dans un langage eﬃcace mais le calcul de l’expression est
lent puisque interpre´te´. La compilation a pour but d’encoder ces expressions
de manie`re native pour permettre un tirage beaucoup plus rapide. Le gain de
performances par compilation d’annotations a d’ores et de´ja` e´te´ montre´ dans
le cadre du model checker Maria [126, 132] et aussi applique´e dans le model
checker Helena [57, 58]. Dans Helena d’autres optimisations sont utilise´s lors
de l’exploration pour acce´le´rer le tirage des transitions [56].
Dans ce manuscrit (chap. 3) on de´veloppe une approche par compilation en
s’attaquant en plus a` la structure du re´seau. C’est-a`-dire qu’en plus de compiler
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les annotations d’arc on compile la fonction de transition pour e´liminer toute
requeˆte a` une repre´sentation quelconque du re´seau de Petri, seule la structure
de marquage reste utilise´e.
2.3.2 Re´ductions d’ordres partiels
Les re´ductions d’ordre partiels ont pour but de re´duire le non de´terminisme
du tir de transitions. Pour cela, certaines transitions vont eˆtre privile´gie´es et
tire´es avant toutes les autres, ou, selon le point de vue, le tir de certaines transi-
tions sera retarde´. On peut ainsi parler, par exemple, de transitions prioritaires
qui doivent eˆtre tire´es avant toutes les autres [161]. On pourrait critiquer le fait
qu’il s’agit d’une re´duction re´alise´e sur la structure du mode`le qui ne´cessite une
bonne connaissance du syste`me mode´lise´ et non pas une approche ge´ne´rale. Elle
peut donc cacher des comportements non de´sire´s a` cause d’une erreur de choix
dans les priorite´s sur le mode`le. Cependant, dans certaines classes de mode`les,
comme par exemple les protocoles de se´curite´ le choix des priorite´s des transi-
tions peut eˆtre fait automatiquement [65].
Une autre famille de re´ductions d’ordre partiels [70, 72, 162, 138, 139] si-
milaires aux stubborn sets [153, 154, 156], est base´e sur l’observation que des
transitions concurrentes sont inde´pendantes de l’ordre dans lequel elles sont
tire´es, tous les entrelacements ne sont pas toujours pertinents, des exe´cutions
peuvent donc eˆtre omises. Pour la de´tection de deadlocks (e´tat avec aucune
transition tirable) par exemple, on peut retarder les transitions le plus long-
temps possible sans entraver la correction du re´sultat de l’analyse.
Initialement, le calcul des stubborn sets d’un re´seau de Petri de haut ni-
veau ne´cessite un de´pliage en re´seau de bas niveau [154], de plus le calcul le
calcul d’un bon stubborn set peut eˆtre aussi couˆteux que le de´pliage du re´seau
complet [117]. Une approche sans de´pliage a e´te´ donc propose´ mais pour une
sous classe de re´seaux de Petri colore´s (Process-Partitioned CP-Nets) qui pro-
duisent un bon stubborn set sans e´nume´ration explicite de modes [117] (i.e.,
sans de´pliage explicite ou implicite). Un second algorithme symbolique de cal-
cul de stubborn sets (i.e., sans e´nume´ration des modes) a e´te´ propose´ [62] dans
le cadre du model checker Helena [57] pour une autre sous classe de re´seaux
de Petri colore´s. Cependant, a` cause du re´sultat de complexite´ du calcul des
stubborn sets, une approche eﬃcace ne pourra jamais traiter qu’une sous classe
de re´seaux. Une autre remarque importante est que certaines de ces techniques
de re´duction ne sont pas compatibles avec tous les algorithmes d’exploration
d’espaces d’e´tats [92].
Un ajout inte´ressant au techniques de re´duction par ordres partiels [139]
est de pouvoir les appliquer a` la vole´e, c’est-a`-dire lors de la ve´riﬁcation d’une
formule logique [80]. L’avantage est de pouvoir ignorer une partie de l’espace
d’e´tats non pertinente du point de vue de la proprie´te´ ve´riﬁe´e et ainsi avoir une
re´duction plus importante. Typiquement les approches a` la vole´e ne sont pas
applicables aux me´thodes symboliques qui doivent d’abord calculer l’ensemble
des e´tats accessibles.
Les approches pre´sente´es dans ce manuscrit sont compatibles avec les tech-
niques d’ordres partiels : les ordres statiques sur les transitions sont tre`s faciles a`
mettre en oeuvre, les techniques dynamiques quant a` elles sont moins e´videntes
a` mettre en place. La raison de cette diﬃculte´ est notre langage de couleur qui
est riche et comme cite´ ci-dessus des techniques comme les stubborn sets sont
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diﬃciles a` appliquer sans de´plier le re´seau. Il est cependant possible de les
appliquer de manie`re symbolique mais avec des contraintes sur les couleurs
utilise´es, ce qui sort du cadre de cette the`se.
2.3.3 Occupation me´moire
L’occupation me´moire est un des proble`mes majeurs du model checking
explicite. A` l’inverse du model checking symbolique ou` les diﬀe´rents e´tats
partagent des donne´es graˆce aux diagrammes de de´cision, une approche par
table de hachage est ge´ne´ralement utilise´e en model checking explicite. Des
expe´riences pour utiliser des diagrammes de de´cision pour stocker des e´tats
lors de l’exploration explicite ont e´te´ re´alise´es [160] ; en particulier l’investiga-
tion porte sur les OBBD [29, 111], la combinaison des OBBD avec d’autres
approches, notamment Collapse [67, 160, 88] et les ordres partiels [73, 91, 139,
155], est aussi traite´e.
Les re´sultats des expe´riences furent de´cevants, en eﬀet meˆme si en ge´ne´ral on
a une tre`s bonne compression de l’espace d’e´tats le surcouˆt de l’exploration est
tre`s important. La technique Collapse [67] et sa re´vision Recursive Indexing [88]
sont des techniques de compression des e´tats par partage de me´moire. Collapse
part de l’observation que l’explosion de l’espace d’e´tats est rarement engendre´e
par un seul processus, en ge´ne´ral ce sont des processus concurrents qui en-
gendrent l’essentiel de la combinatoire. L’ide´e est donc de diviser le marquage
en processus stocke´s inde´pendamment dans des tables de hachage. L’e´tat du
re´seau sera un vecteur de bits compose´ de re´fe´rences vers ces e´tats, plus des
places partage´es. L’apport du Recursive Indexing est d’utiliser des vecteurs de
bits de tailles variable en spe´ciﬁant la taille de chaque champ dynamiquement,
la motivation est d’autoriser des tailles de tables hachages de taille arbitraire
pour les diﬀe´rents processus et e´conomiser de l’espace si un processus a peu
d’e´tats.
Une approche pour stocker l’espace d’e´tats sous forme de graphe (GETS :
Graphe Encoded Tuple Sets) a e´te´ propose´e dans [76], elle pre´sentait cependant
des re´sultats similaires a` l’expe´rience avec les OBBD : une compression impor-
tante de l’espace d’e´tats mais un surcouˆt important en temps de calcul. En
1999, une autre tentative de stocker les espaces d’e´tats sous forme de graphe a
e´te´ re´alise´e [93]. Cette fois le point de vue e´tait diﬀe´rent : le graphe en question
e´tait un automate ﬁni de´terministe (DFA) minimal responsable de reconnaˆıtre
les e´tats pre´sents dans l’espace d’e´tats. Les performances en temps et espace
e´taient comparables a` GETS, mais lorsque la technique e´tait allie´e a` Collapse,
la consommation me´moire pouvait eˆtre encore re´duite (ce n’e´tait pas le cas en
ge´ne´ral).
Des tests de ces diﬀe´rentes techniques ont e´te´ re´alise´s dans le cadre du mo-
del checker Spin. Sur une moyenne de 14 applications [93], on peut observer
que si on utilise la technique Collapse la consommation de me´moire est divise´e
par 3 alors que les temps d’exe´cution ne sont multiplie´s que par 1.3 ; lors de
l’utilisation de DFA avec Collapse la consommation me´moire e´tait divise´e par
5.5 mais les temps d’exe´cution multiplie´s par 6.2 ; lors de l’utilisation de DFA
seule l’utilisation me´moire e´tait divise´e par 7.2 et les temps d’exe´cution mul-
tiplie´s par 4.9 ; lors d’utilisation de GETS l’utilisation me´moire e´tait re´duite
de 7.3 et les temps d’exe´cution multiplie´s par 5.2. Les OBBD n’ont pas e´te´
compare´es pendant ces tests parce qu’ils e´tait plus lents d’un ordre de gran-
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deur. On peut donc voir que meˆme si des approches de type symbolique pour
le stockage d’espaces d’e´tats ont e´te´ teste´es c’est l’approche purement explicite
qui s’en sort le mieux (Collapse).
Une autre approche semi-explicite appele´e ∆-marquages [61] a e´te´ intro-
duite dans le cadre du model checker Helena. Elle consiste a` ne stocker qu’une
seule partie de l’espace d’e´tats et a` reconstruire certains e´tats au besoin, ces
autres e´tats sont donc stocke´s de manie`re symbolique. Ils sont appele´s ∆-
marquages, et posse`dent une re´fe´rence vers leur pre´de´cesseur et une instance
de la transition tire´e (plus pre´cise´ment une transition et son mode). Ainsi le
marquage pourra eˆtre reconstruit en tirant la se´quence de transitions sur les
arcs depuis le premier pre´de´cesseur explicite. Cette technique est compatible
avec Collapse et des re´sultats expe´rimentaux sont pre´sente´es dans [61, 58], on y
remarque que les ∆-marquages permettent de diviser jusqu’a` 6.5 fois l’occupa-
tion me´moire de Collapse tout en gardant des temps d’exe´cution raisonnables.
De plus ces deux techniques sont compatibles avec les re´ductions par syme´tries
et re´ductions d’ordres partiels.
D’autres techniques comme celles du model checker MARIA [127, 132] se
focalisent sur les repre´sentations de multiensembles et des marquages, pour les
repre´senter de manie`re compacte en exploitant la taille des domaines des types
de jetons. Cependant cette approche ne re´ussit pas a` traiter eﬃcacement les
espaces d’e´tats avec des jetons de domaines de couleur riches [57].
Certaines approches peuvent aussi eˆtre vues comme des optimisations de
me´moire. Le bit state hashing utilise´ dans le model checker Spin [85, 89],
consiste a` ne stocker qu’un bit par marquage, plus pre´cise´ment allouer un seg-
ment me´moire d’une grande taille, puis pour chaque marquage M de´couvert
calculer son hachage et marquer le bit de valeur de ce hachage modulo la taille
du segment. Il s’agit d’un ﬁltre de Bloom qui supprime les doublons en se
basant sur la valeur de hachage. Cette approche n’est pas comple`te, certains
marquages peuvent eˆtre omis, typiquement on conside`re un marquage de´ja`
visite´ lorsque le bit correspondant a` son hachage est marque´. Ce genre d’ap-
proximation peut eˆtre pertinent dans la perspective de de´tection d’erreurs mais
ne peut pas garantir leur absence. Dans ce cadre, des techniques pour re´duire
la probabilite´ de collisions ont aussi e´te´ conside´re´es [163, 89].
On peut aussi parler des techniques qui se basent sur l’observation que les
espaces d’e´tats peuvent eˆtre explore´s sans stocker tous les e´tats en me´moire [86,
100]. Le nombre d’e´tats ne´cessaires en me´moire est celui du plus long chemin
acyclique dans l’espace d’e´tats. Une ame´lioration de cette approche consiste a`
garder une cache d’e´tats visite´s en me´moire aﬁn de de´tecter des cycles entre
diﬀe´rentes traces et e´viter des calculs redondants, cette strate´gie s’appelle state
space caching [84]. Elle fut par la suite ame´liore´e [71] en exploitant des tech-
niques d’ordres partiels [70, 73] notamment les sleep sets qui permettent de
ne pas tirer certaines transitions tout en pre´servant les proprie´te´s d’acces-
sibilite´. Des techniques similaires ont e´te´ propose´es par la suite tels que la
me´thode sweep-line qui utilise un garbage collector pour supprimer des e´tats
de la me´moire lorsqu’ils ne sont plus ne´cessaires [36]. Une approche similaire
au sweep-line a e´te´ utilise´e pour re´aliser du model checking CTL paralle`le de
protocoles de se´curite´ [66] en exploitant les proprie´te´s spe´ciﬁques a` ces mode`les,
on remarque que certaines e´tats n’ont pas besoin d’eˆtre partage´s, de plus une
fois certaines transitions tire´es tous les e´tats pre´ce´dents peuvent eˆtre oublie´s et
donc supprime´s de la me´moire.
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Ces diﬀe´rentes techniques explicites de re´duction d’occupation me´moire
sont compatibles avec les techniques d’exploration et de re´duction de ce ma-
nuscrit. En eﬀet, on n’a que peu de contraintes sur les repre´sentations d’e´tats
et on pourrait aise´ment les imple´menter.
2.3.4 Re´ductions par syme´tries
Les re´ductions par syme´tries ont e´te´ largement e´tudie´es [108]. Ce type
de re´ductions s’applique aussi bien aux re´seaux place/transition [150, 151,
109, 108] qu’aux re´seaux de haut niveau [97, 96, 105, 107, 108]. Intuitive-
ment il s’agit de de´tecter des comportement e´quivalents dans le syste`me qui
ne diﬀe`rent que par une permutation de places, de transitions ou encore de
donne´es. Le but est de ne stocker qu’un e´tat par classe d’e´quivalence d’e´tats
(i.e., e´tats syme´triques), mais e´videmment sans construire l’espace d’e´tats com-
plet. C’est re´alise´ en de´ﬁnissant un groupe sur le syste`me conside´re´ dont l’ac-
tion sur l’espace d’e´tats sera de produire des syme´tries [108]. Les re´ductions
par syme´tries sont activement e´tudie´es car elles peuvent oﬀrir une re´duction
exponentielle de la taille de l’espace d’e´tats [54]. Tester si deux e´tats sont dans
la relation d’e´quivalence induite par le groupe est ge´ne´ralement couˆteux, il
s’agit du proble`me d’orbite qui est prouve´ eˆtre au moins aussi diﬃcile que le
proble`me d’isomorphisme de graphes [40], cependant on ne sait pas s’il est
NP-complet. Pour que l’approche soit utilisable, il est courant de rechercher
des repre´sentants canoniques de chaque classe d’e´quivalence en utilisant des
heuristiques [27, 26, 25], meˆme si la re´duction produite n’est pas maximale,
lorsque l’exe´cution du test est suﬃsamment rapide alors on peut gagner a` la
fois en espace mais aussi en temps d’exe´cution.
De manie`re classique les re´ductions par syme´tries conside`rent des auto-
morphismes internes a` l’espace d’e´tats qui pre´servent la relation de transi-
tion [39, 53]. Cependant, l’usage d’automorphismes n’est pas suﬃsant pour
de´tecter des syme´tries dans des syste`mes avec un aspect de calcul dynamique
caracte´rise´ avec cre´ation de nouveaux objets [99]. Il peut s’agir de nouveaux
composantes qui sont inﬁniment souvent cre´es le long d’un chemin d’exe´cution
tels que la cre´ation de nouveaux processus ou objets. Si un seul groupe de per-
mutations est conside´re´ comme le groupe d’automorphismes du syste`me alors
on ne pourra pas de´tecter les syme´tries entre des successeurs qui cre´ent de nou-
veaux composants [99, 98]. Pour traiter ce genre de syste`mes il faut conside´rer
une famille de groupes et les choisir de manie`re dynamique selon le nombre
de composants dans l’e´tat du syste`me. Une approche de ce type est donne´e
dans [99] pour traiter les syme´tries de tas et de processus dans le cadre de
ve´riﬁcation de programmes.
Dans ce manuscrit, on s’attaque a` un proble`me plus ge´ne´ral que les syme´tries
de processus en y ajoutant la question de la pre´servation de relations entre
processus. En eﬀet, dans [99] on suppose qu’il n’y a pas de re´fe´rences entre les
processus. Une se´ries de travaux a e´te´ re´alise´e sur ce sujet [114, 115, 116] en
fournissant une base the´orique pour la de´tection de syme´tries de ce type. Ce-
pendant aucun algorithme eﬃcace de test d’orbite n’a e´te´ propose´. L’algorithme
propose´ consiste en une transformation de marquage en graphe puis un test
d’isomorphisme entre ce graphe et les graphes correspondants a` tous les e´tats
pre´ce´demment visite´s. Le proble`me principal qui empeˆche l’algorithme d’eˆtre
eﬃcace en pratique est cette comparaison avec tous les e´tats pre´ce´demment
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visite´s, ce qui ne peut pas eˆtre acce´le´re´ par des techniques de tables de hachage
utilise´s habituellement en model checking. De plus le calcul d’isomorphisme de
graphe est un proble`me diﬃcile. Il a cependant e´te´ montre´ sur des e´tudes de
cas dans [116] que le temps de calcul d’isomorphisme pour ce type de graphe
demeure raisonnable.
Dans le chapitre 6 on propose une nouvelle me´thode comple`te de de´tection
de syme´tries ne souﬀrant pas de ce proble`me, de plus on propose aussi une
seconde me´thode optimiste suﬃsante dans certains cas.
2.3.5 Autres techniques de re´duction
D’autres techniques de re´duction existent, telles que les re´ductions statiques.
Ces re´ductions sont re´alise´es avant l’exploration de l’espace d’e´tats pendant
une e´tape de pre´-traitement. Il s’agit essentiellement de re´ductions sur les do-
maines des variables ou des donne´es du mode`le, ou de fusions de transitions. On
peut par exemple citer les agglome´ration de transitions qui fusionnent plusieurs
transitions en une transitions atomiques [59, 77, 60, 78, 18, 19]. Certaines des
re´ductions statiques peuvent cependant eˆtre vues comme des imple´mentation
de re´ductions d’ordre partiels [87].
Ces techniques peuvent aise´ment eˆtre applique´es a` notre approche par com-
pilation, il suﬃt de les appliquer avant de compiler le re´seau. Cependant dans
certains cas il faudrait restreindre le langage de couleurs.
2.4
Proble´matique de certiﬁcation de model checkers
Une question comple´mentaire a` celle de l’eﬃcacite´ du model checking est
celle de sa correction. En eﬀet, on peut se demander quelle conﬁance avoir en un
model checker ? En pratique, dans le domaine il est rare de prouver la correction
d’un model checker, la correction est souvent de´termine´e par comparaison avec
d’autres outils [KLB+12, KLB+13]. Ce qui a d’ailleurs provoque´ un proble`me
lors d’e´valuation de formules CTL dans [KLB+13] puisqu’on ne pouvait pas
de´terminer quel outil fournissait les bons re´sultats lorsque tous les outils e´taient
en de´saccord. L’e´valuation a donc porte´ sur le temps de re´ponse aux proble`mes,
la quantite´ de re´ponses, et non la correction des re´sultats fournis.
Cette discussion n’est pas nouvelle. Lorsqu’on fournit un nouvel algorithme
de model checking, il est de pratique courante de fournir une preuve de correc-
tion de celui-ci, mais aussi d’en montrer l’eﬃcacite´ pratique. Cependant il est
rare de voir une preuve quelconque de l’e´tape d’implantation dans un outil, de
plus les e´tapes expe´rimentales sont aussi souvent remises en question [90].
Dans [16] il est argumente´ que les outils de ve´riﬁcation n’ont pas besoin
d’eˆtre ve´riﬁe´s car meˆme s’ils le sont on n’aura jamais une garantie qu’ils sont to-
talement corrects, essentiellement a` cause de l’inte´gration de ces outils dans un
environnement qui lui n’est pas certiﬁe´ correct. Cependant, des preuves meˆme
partielles ne sont pas a` proscrire, en eﬀet elles permettent de nous persuader
que nos hypothe`ses sont correctes et ainsi avoir conﬁance en nos algorithmes et
leur impact. De plus, si la certiﬁcation de l’outil entrave ses performances, son
utilisation ne sera pas pertinente en pratique. Il est donc conseille´ de privile´gier
les tests.
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La certiﬁcation est utile dans le cas de non re´futation de proprie´te´s lors
du model checking. En eﬀet, lorsqu’on teste une proprie´te´ qui est fausse sur
un mode`le alors on obtient une trace d’exe´cution qui me`ne a` sa re´futation.
Cette trace peut eˆtre rejoue´e pour ve´riﬁer si la formule est eﬀectivement fausse.
Lorsqu’une formule est vraie alors le model checker ne fournit pas de trace, il
re´pond juste que la formule est satisfaite. On ne peut pas ve´riﬁer si l’outil
se trompe ou pas, c’est le type de cas ou` une certiﬁcation apporterait une
certaine garantie. Dans la meˆme ligne´e de pense´e que [16], ne pas certiﬁer un
model checker peut avoir des avantages notamment pour les performances. Pour
ne pas les entraver et avoir une garantie dans le cas de formules vraies, [133]
propose de produire un certiﬁcat de validite´ de formule lors du model checking.
L’avantage d’un certiﬁcat produit par l’outil est que l’outil n’a pas besoin d’eˆtre
lui meˆme certiﬁe´. Le certiﬁcat peut eˆtre traite´ par un assistant de preuves pour
tester sa ve´racite´. Cependant la cre´ation d’un tel certiﬁcat peut eˆtre couˆteuse
et sa ve´riﬁcation encore plus. Ce type d’approche est souvent utilise´ dans les
assistants de preuves tels que coq [10] pour acce´le´rer la recherche automatique
de preuves. Ces me´thodes appele´es re´flexives [20, 75] se basent sur un noyau
externe non certiﬁe´ et un the´ore`me de validite´ dans le prouveur qui permet
d’interpre´ter le re´sultat de ce noyau, c’est-a`-dire un programme qui va re´aliser
une phase de recherche de preuve puis renvoyer un re´sultat (une preuve) qui
va eˆtre ve´riﬁe´ par le prouveur.
Il ne faut pas oublier que la certiﬁcation formelle est une taˆche diﬃcile qui
prend beaucoup de temps. Certiﬁer un model checker eﬃcace peut s’ave´rer
impossible a` cause de diverses optimisations, sans compter les optimisations
re´alise´es par le compilateur. Ce qui est plus abordable c’est montrer la cor-
rection des techniques qui sont utilise´es. Par exemple, dans [35] on prouve la
correction (partielle) d’une re´duction par ordre partiel en utilisant l’assistant
de preuves HOL [11], cette preuve a` elle seule prend presque 7 500 lignes de
code. Sachant qu’un model checker est un logiciel beaucoup plus grand on peut
se demander s’il est abordable de le prouver, d’autant plus que tout change-
ment dans le programme invalide la preuve en ge´ne´ral et souvent de manie`re
drastique.
Dans ce manuscrit on s’inte´resse a` la proble´matique de certiﬁcation au ni-
veau de la correction des algorithmes ge´ne´re´s. C’est-a`-dire qu’on montre com-
ment prouver que les programmes qu’on ge´ne`re lors de la compilation sont
corrects. Pour une certiﬁcation comple`te, il faudrait prouver la correction du
compilateur, ce qui est re´alisable mais sort du cadre de la the`se.
2.5
Autres notions
2.5.1 Formalismes de mode´lisation structure´s
Dans ce manuscrit on citera souvent des formalismes de mode´lisation struc-
ture´s, par cela on entend essentiellement les formalismes comme les alge`bres de
re´seaux de Petri [22] et leur de´rive´s [21, 23, 31, 48]. Il s’agit d’alge`bres de pro-
cessus [129, 82] a` se´mantiques dans les re´seaux de Petri [157, 74, 131]. Cette
famille d’alge`bres a essentiellement les ope´rateurs suivants :
– la se´quence E1;E2 : l’exe´cution de E1 suivie de E2 ;
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– le choix E1⊓⊔E2 : l’exe´cution de E1 ou bien de E2 ;
– la composition paralle`le E1||E2 : E1 et E2 sont exe´cute´s de manie`re
concurrente ;
– l’ite´ration E1 ⊛ E2 : E1 est exe´cute´ un nombre arbitraire de fois (possi-
blement nul) suivi d’une fois E2.
– d’autres ope´rateurs selon la variante utilise´e.
Chacun de ces ope´rateurs ope`re sur des re´seaux de Petri avec comme brique
de base une transition, ainsi si E
df
= t le re´seau correspondant sera t avec
une unique place en entre´e et une unique place en sortie de type jeton-noir.
L’application d’un ope´rateur sur deux re´seaux de Petri produira un re´seau plus
grand en composant les deux, le tout re´alise´ par une ope´ration de substitution
de transitions ou des re´seaux ope´rateurs [49, 22].
L’avantage de ce type de formalisation du point de vue d’imple´mentation est
que les re´seaux ainsi obtenus exhibent des proprie´te´s inte´ressantes par construc-
tion qui peuvent eˆtre utilise´es pour compiler le re´seau de manie`re plus eﬃcace.
Par exemple, ils introduisent un controˆle de ﬂot qui est 1-borne´ et forme´ d’en-
sembles de places exclusives, dans le chapitre 3 on propose une optimisation qui
exploite cette proprie´te´. Ces proprie´te´s sont obtenues par existence d’invariants
dans le re´seau [46, 47, 22]
2.5.2 Proprie´te´s d’accessibilite´s et logiques temporelles
On citera des proprie´te´s d’accessibilite´ qui peuvent eˆtre ve´riﬁe´es lors du mo-
del checking, il s’agit essentiellement de savoir si un e´tat est accessible ou bien
si un e´tat tel qu’une certaine proprie´te´ est vraie est accessible. On pourra par
exemple se demander s’il existe un e´tat tel qu’une transition est tirable ou non,
ou si un e´tat est un deadlock (aucune transition tirable) ou plus ge´ne´ralement
s’il existe un e´tat avec un marquage particulier.
On parlera aussi de logiques temporelles mais on ne traitera jamais celles-
ci directement ; ce n’est pas notre objectif. On citera essentiellement la lo-
gique LTL [142, 69, 80, 65] qui est utilise´ par la bibliothe`que Spot [52, 51].
Ces logiques sont appele´es modales de par l’ajout de modalite´s permettant de
spe´ciﬁer des conditions sur le temps. Ainsi, la ve´rite´ d’une proprie´te´ de´pendra
des e´ve`nements conside´re´s dans d’une exe´cution d’un syste`me et non a` un
instant particulier.
2.6
Conclusion
Dans ce chapitre nous avons vu les notions de base sur les re´seaux de Petri
et en particulier les variantes qui seront utilise´es par la suite. Ensuite, on a
vu un panorama des techniques utilise´es pour le model checking explicite avec
quelques liens vers le model checking symbolique. Parmi toutes ces techniques
nous allons nous inte´resser essentiellement a` la compilation et aux re´ductions
par syme´tries. Cependant, il est inte´ressant de voir les diverses techniques pour
comprendre comment elles peuvent interagir entre elles. Ainsi, les techniques
pre´sente´es dans ce manuscrit, sont compatibles avec les techniques existantes
meˆme si cela n’est pas explicite´. Les techniques pre´sente´s dans les chapitres 3 et
6, en majorite´, sont compatibles avec les diﬀe´rentes techniques d’ordres partiels,
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les techniques de re´duction de me´moire, et autres re´ductions par syme´tries. En
particulier les techniques de re´duction de me´moire et techniques d’ordres par-
tiels sont compatibles avec les techniques du chapitre 6 car la me´thode de
de´tection de syme´tries pre´sente´e n’inﬂue pas sur la repre´sentation des mar-
quages. Pour l’approche pre´sente´e dans le chapitre 3 une adaptation des algo-
rithmes doit eˆtre re´alise´e mais les primitives pre´sente´es ne subiraient que peu
de changements. Ces approches sont aussi compatibles avec la ve´riﬁcation de
proprie´te´s d’accessibilite´ et proprie´te´s temporelles.
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3 Compilation de re´seaux
de Petri
Lors de l’exploration explicite d’espaces d’e´tats deux principaux obstacles
se dressent devant nous :
– la vitesse d’exploration qui est lie´e au tirage de transitions, aux compa-
raisons entre e´tats, et aux structures de donne´es ;
– le nombre d’e´tats qui reﬂe`te l’occupation me´moire utilise´e.
Dans ce chapitre on aborde le premier proble`me dans le cadre de re´seaux de
Petri de haut niveau.
Dans l’approche classique du calcul explicite des espaces d’e´tats de re´seaux
de Petri, le mode`le est repre´sente´ sous la forme d’une structure de donne´es que
l’outil d’exploration manipule constamment. Cette structure de donne´es est in-
terroge´e aﬁn de re´aliser les calculs ne´cessaires au tir. A` chaque tirage de transi-
tion, on requeˆte cette structure pour re´cupe´rer les places d’entre´e et de sortie,
les annotations d’arcs, etc., tous ces calculs sont redondants puisque re´alise´s
a` chaque fois que la transition est tire´e. Ces donne´es sont aussi utilise´es pour
re´cupe´rer les jetons du marquage, lui aussi repre´sente´ d’une manie`re ge´ne´rique.
La conse´quence imme´diate de ce type d’exploration est donc l’encapsulation
des expressions (ou plus ge´ne´ralement des annotations) dans des structures
de donne´es. Ainsi, cette approche peut eˆtre vue comme une interpre´tation
du mode`le. Son principal avantage est la re´alisation d’un moteur d’explora-
tion qui est ge´ne´rique, c’est-a`-dire une imple´mentation unique pour tous les
mode`les, ce qui est plus facile a` re´aliser et maintenir. L’inconve´nient est le
temps d’exe´cution, nous devons requeˆter les structures de donne´es, e´valuer les
expressions, interpre´ter une structure de marquage ge´ne´rique, etc.
Dans ce chapitre on propose une approche par compilation qui e´vite les
diﬀe´rentes e´tapes d’interpre´tation dans l’objectif d’acce´le´rer le calcul des es-
paces d’e´tats. Les questions relatives a` la correction de l’approche sont traite´s
dans le chapitre 4 dans le cadre d’une imple´mentation spe´ciﬁque.
Ce chapitre est structure´ comme suit : en premier on pre´sente l’approche
par compilation ; ensuite, on de´crit l’objet produit et sa re´alisation ; on pre´sente
des optimisations simples qui en de´coulent ; on donne un exemple ; ﬁnalement
on pre´sente une optimisation applicable sur des mode`les de´ﬁnis avec des for-
malismes structure´s.
Ce chapitre est base´ sur [FP11a], la section 3.5 n’a pas e´te´ publie´e.
3. Compilation de re´seaux de Petri
3.1
Approche par compilation
La compilation de mode`les est une e´tape qui permet d’acce´le´rer le model
checking explicite de re´seaux de Petri. Son objectif n’est pas de re´aliser le
calcul de l’espace d’e´tats mais de ge´ne´rer un moteur d’exploration spe´cifique
au re´seau de Petri. Par la suite, ce moteur est utilise´ pour eﬀectivement calculer
l’espace d’e´tats. L’aspect spe´ciﬁque de ce moteur est important puisqu’il s’agit
de spe´cialiser les structures de donne´es et les algorithmes en se basant sur
la structure du mode`le. Ainsi, on n’a plus un moteur d’exploration ge´ne´ral,
comme dans le cas classique, mais un moteur d’exploration optimise´ pour le
mode`le traite´.
L’approche par compilation est de´ja` utilise´e dans lesmeilleurs outils. L’outil
Helena [58, 136] compile vers le langage C pour exe´cuter rapidement les annota-
tions du re´seau et repre´senter eﬃcacement les e´tats ; une approche similaire est
aussi utilise´e dans le model checker Spin [94]. Il a d’ores et de´ja` e´te´ montre´ que
l’approche par compilation permet de grandement acce´le´rer le calcul d’espaces
d’e´tats graˆce a` la production d’un moteur d’exploration performant [126] ; cette
analyse a e´te´ faite dans le cadre du model checker Maria [132], lui aussi utili-
sant la compilation de mode`les pour acce´le´rer l’e´valuation des annotations du
re´seau. Il faut noter que l’e´tape de compilation introduit un surcouˆt en amont
de l’exploration, cependant si l’espace d’e´tats est suﬃsamment grand alors ce
surcouˆt est ne´gligeable.
Le moteur d’exploration ge´ne´re´ est une bibliothe`que logicielle qui contient
un ensemble de primitives permettant le calcul de l’espace d’e´tats. Cette bi-
bliothe`que ne manipule pas le re´seau de Petri, contrairement a` l’approche clas-
sique, mais l’encode dans sa structure. Cela de´coule de l’observation que le
re´seau de Petri est non mutable, c’est-a`-dire qu’il ne change pas durant tout
le calcul de l’espace d’e´tats, et donc qu’on peut distribuer ses donne´es dans
le code source du moteur d’exploration. Ainsi, l’utilisation d’un ensemble de
primitives qui ne manipulent que la structure de marquage est cohe´rent.
On observe que lorsqu’on souhaite tirer une transition, on doit re´cupe´rer les
jetons de ses places d’entre´e. Or, cet ensemble de places est connu a` l’avance
de manie`re statique. Il en est de meˆme pour les places de sortie ne´cessaires
a` la production de jetons, on peut donc de´terminer quelles places extraire du
marquage a` l’avance sans interroger le mode`le. Les expressions qui annotent
le re´seau, telles que les gardes de transitions et les arcs sont aussi connues, on
peut les exploiter sans devoir requeˆter le re´seau de Petri. Plus important, on
peut encoder ces expressions de manie`re native dans le langage cible et ainsi
exploiter toute son eﬃcacite´. Au ﬁnal, a` aucun moment nous n’avons besoin
d’acce´der a` la structure du re´seau de Petri, on n’acce`de qu’a` la structure de
marquage et on peut de´terminer a` l’avance quelles ope´rations re´aliser en nous
basant seulement sur la structure du re´seau et son marquage initial.
Cette approche peut encore eˆtre ame´liore´e. En eﬀet, en exploitant les par-
ticularite´s des mode`les : on peut optimiser le code ge´ne´re´. Dans la section 3.3,
on verra par exemple que les places 1-borne´es peuvent eˆtre exploite´es a` la fois
pour re´duire le couˆt me´moire mais aussi acce´le´rer le tir. Le point inte´ressant
dans ces particularite´s est que si on utilise des techniques ade´quates pour la
mode´lisation [144], alors elles peuvent eˆtre obtenues par construction. Ainsi,
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on e´vite une analyse potentiellement couˆteuse du re´seau avant son exploration.
Par exemple, la connaissance de bornes de certaines places peut ne´cessiter le
calcul de tout l’espace d’e´tats.
3.2
Structure de la bibliothe`que
La traduction eﬃcace d’un re´seau de Petri vers une bibliothe`que logicielle
ne´cessite des suppositions a` propos des annotations du re´seau. On suppose tout
d’abord qu’on conside`re des re´seaux de Petri dont les arcs en entre´e des transi-
tion sont e´tiquete´s par une seule variable (multiensembles singletons contenant
une seule variable). Cette supposition permet de simpliﬁer la formalisation, et
une extension aux multiensembles de variables demeure simple : il suﬃt de
s’assurer qu’on ne consomme pas deux fois le meˆme jeton d’une place.
Supposition 3.1. Soit (S, T, ℓ) un re´seau de Petri. Pour tout t ∈ T et pour
tout s ∈ •t on a ℓ(s, t) = {x} avec x ∈ V. ♦
Notre seconde supposition concerne l’identite´ de ces variables, on supposera
qu’elles sont toutes distinctes. L’utilisation d’une meˆme variable sur un arc en
entre´e permet de re´aliser de la de´tection de motifs (pattern matching) sur les
jetons. En eﬀet si deux arcs en entre´e d’une transition sont e´tiquete´s par x alors
les 2 jetons correspondants doivent eˆtre e´gaux. Cette supposition n’enle`ve rien
a` l’expressivite´ du mode`le, en eﬀet on peut aise´ment simuler ce comportement
en ajoutant un test d’e´galite´ sur les variables dans la garde de la transition.
Un exemple est donne´ en ﬁgure 3.1.
Supposition 3.2. Soit (S, T, ℓ) un re´seau de Petri. Pour tout t ∈ T et pour
tout s, s′ ∈ •t, si s 6= s′ alors ℓ(s, t) 6= ℓ(s′, t). ♦
Il faut noter cependant, que l’outil pre´sente´e dans le chapitre 7 n’a pas ces
restrictions et imple´mente leurs ge´ne´ralisations.
(a) sans la supposition 3.2.
p3 : boolt
xp1 : bool
p2 : bool
x
x
(b) avec la supposition 3.2.
p3 : bool
x = y
t
xp1 : bool
p2 : bool
x
y
Figure 3.1 – Exemple de pattern-matching de jeton sans et avec la supposition 3.2.
Parce que le re´seau de Petri est compile´ vers un langage de programmation
cible, on doit aussi supposer que les annotations du re´seau sont compatibles
avec ce langage. Pour cela, il faut que le langage de´ﬁnisse la notion de type (de
manie`re dynamique ou statique) et la notion de fonction (avec arguments).
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Definition 3.1. Un re´seau de Petri (S, T, ℓ) est compatible avec un langage
cible si et seulement si :
– pour toute place s ∈ S, ℓ(s) est un type du langage cible, et imple´mente
un sous-ensemble de D ;
– pour toute transition t ∈ T , ℓ(t) est un appel de fonction boole´enne dont
les arguments sont des e´le´ments de vars(t) ;
– pour tout s ∈ t•, ℓ(t, s) peut eˆtre remplace´e par une fonction ft,s du
langage dont les arguments sont des e´le´ments de vars(t) et qui renvoie
un multiensemble sur ℓ(s), i.e., est e´quivalent a` une simple instruction
“renvoyer ℓ(t, s)” ;
– toutes les fonctions qui annotent le re´seau terminent. ♦
La de´ﬁnition 3.1 ge´ne´ralise les concepts habituels. Par exemple, la garde est
une expression boole´enne dont les variables libres correspondent a` des jetons
sur les places d’entre´e, elle peut aise´ment eˆtre remplace´e par une fonction dont
les arguments sont ces variables libres. Il en est de meˆme pour les expressions
sur les arcs sortants.
Notre objectif est de calculer l’ensemble des e´tats accessibles a` partir de
l’e´tat initial du mode`le. Pour cela, on compile le re´seau de Petri en une bi-
bliothe`que logicielle. Ce proce´de´ de compilation vise a` supprimer toute interac-
tion avec une structure de donne´es repre´sentant le re´seau de Petri pendant les
calcul de nouveaux e´tats. Dans notre cas pour atteindre cet objectif, on four-
nit des primitives de calcul qui ne manipulent qu’une structure de marquage
repre´sentant un e´tat du re´seau.
La bibliothe`que, une fois ge´ne´re´e, sera utilise´e par un programme client
pour calculer l’espace d’e´tats. Ce programme client peut eˆtre, par exemple,
un model checker ou un simulateur. Pour garantir une interope´rabilite´ avec
ces outils, elle doit respecter une API (Application Programming Interface)
stricte qui garanti un interfac¸age correct. De plus, cette bibliothe`que repose
sur un ensemble de primitives pre´existantes (telles que des imple´mentations
d’ensembles et de multiensembles) mais aussi du code extrait directement du
mode`le, par exemple les gardes de transitions. Cela est pre´sente´ sur la ﬁgure 3.2.
Cette bibliothe`que est forme´e de deux parties principales, des structures
de donne´es (une structure de marquage et des structure auxiliaires), et des
fonctions pour l’exploration d’espaces d’e´tats. La structure de marquage est
ge´ne´re´e de manie`re eﬃcace soit en re´utilisant des composants ge´ne´riques, soit en
re´alisant ces composants directement a` la compilation. Pour que la re´utilisation
soit possible, on a de´ﬁni un ensemble d’interfaces pour les composants de
manie`re a` ce qu’ils s’ajustent facilement. Les fonctions ge´ne´re´s sont essentiel-
lement :
– une fonction de tirage par transition, elle renvoie le marquage re´sultant
du tir d’une transition a` partir d’un marquage donne´ et d’un mode ;
– une fonction successeur par transition, elle renvoie tous les successeurs
d’un marquage donne´ par une transition spe´ciﬁque ;
– une fonction successeur globale qui renvoie l’ensemble des successeurs
d’un marquage ;
– une fonction qui renvoie le marquage initial.
La fonction de marquage initial est triviale a re´aliser et donc non pre´sente´e.
Cependant on donne un exemple d’imple´mentation dans un cas particulier en
section 3.4.
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programme client (e.g., model-checker)
moteur d’exploration
interfacescode mode`le
structures de donne´es fonctions
marquage init succ
succt1. . . . . . succtn
ge´ne´re´
par le compilateur
pre´suppose´es
par le compilateur
code pre´de´fini (bib. noyau, bib. mode`le)
e´crit a` la main
par le modeleur
e´crit a` la main
par le programmeur
Figure 3.2 – Structure de la bibliothe`que.
3.2.1 Tirage des transitions
Pour chaque transition t ∈ T du re´seau de Petri, on re´alise une fonction
de tirage de transition firet qui lui est spe´ciﬁque. De cette manie`re on peut
spe´cialiser le tirage et le re´aliser plus eﬃcacement.
Soit t ∈ T une transition telle que •t = {s1, . . . , sn} et t
• = {s′1, . . . , s
′
m}.
Dans ce contexte, la fonction firet peut eˆtre re´alise´ comme pre´sente´ sur l’al-
gorithme 3.1. Cette fonction cre´e une copie M ′ du marquage M , supprime les
jetons consomme´s (xs1,t, . . . , xsn,t) et ajoute les jetons produits en e´valuant les
annotations sur les arcs (de manie`re native), ﬁnalement cette fonction renvoie
le marquageM ′. Le point important de cette fonction est l’absence de parcours
des places du re´seau de Petri, au lieu de ces requeˆtes on re´alise directement
une se´quence de modiﬁcations sur la structure de marquage. En eﬀet, ceci est
plus eﬃcace et le code qui en re´sulte est plus facile a` produire. Le second point
important est l’absence de structure de donne´es pour les modes. Pour chaque
transition on utilise un ordre ﬁxe sur les variables xs1,t, . . . , xsn,t apparaissant
sur les arcs en entre´e.
3.2.2 Calcul des successeurs
Le calcul des successeur est re´alise´ avec deux fonctions. Une fonction suc-
cesseur re´alise´e de manie`re spe´cifique aux transitions et une fonction successeur
qui renvoie l’ensemble des successeurs par toutes les transitions.
La fonction spe´ciﬁque a` une transition t ∈ T e´nume`re les modes de cette
transition, et si la garde de celle-ci est satisfaite, calcule le nouvel e´tat graˆce a`
la fonction firet correspondante. Finalement le nouvel e´tat est ajoute´ a` un en-
semble d’e´tats. Cette fonction est donne´e en algorithme 3.2. Le point pertinent
est la manie`re dont sont e´nume´re´s les modes, c’est une imbrication de boucles
qui est constitue´e a` la compilation pour re´cupe´rer les jetons du marquage des
places en entre´e de la transition. De cette manie`re on e´vite de manipuler le
re´seau de Petri, les ope´rations sont re´alise´es directement sur la structure de
marquage sans requeˆter le re´seau pour connaˆıtre les places ne´cessaires. De plus,
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entre´e : M ∈M, xs1,t ∈ ℓ(s1), . . ., xsn,t ∈ ℓ(sn)
sortie : M ′ successeur du marquage M par la transition t
//copier M
M ′ ← copy(M);
//consommer les jetons
M ′(s1)←M(s1)− {xs1,t};
. . .
M ′(sn)←M(sn)− {xsn,t};
//produire les jetons
M ′(s′1)←M(s1) + ft,s′1(xs1,t, . . . , xsn,t);
. . .
M ′(s′m)←M(sm) + ft,s′m(xs1,t, . . . , xsn,t);
renvoyer M ′ ; //renvoyer le successeur
Algorithme 3.1: Tir de transition spe´ciﬁque a` une transition t.
le mode e´tant de´ﬁni avec les variables du langage cible, celles-ci vont eˆtre com-
pile´es eﬃcacement et aucune allocation me´moire n’est ne´cessaire pour stocker
le mode. Ce n’est pas le cas par exemple chez Helena [57, 58] ou` les modes sont
stocke´s dans une structure spe´ciﬁque. Remarquons que cette approche directe
n’est possible que parce qu’on ge´ne`re une fonction par transition (Helena fait
de meˆme mais n’exploite pas cette possibilite´ comple`tement).
La fonction ge´ne´rale de calcul des successeurs prend un marquage en entre´e
et renvoie l’ensemble de ses marquages successeurs. Pour cela, un ensemble
de marquages vide est cre´e´ puis chacune des fonctions successeur spe´ciﬁques
aux transitions est appele´e. Ces fonctions spe´ciﬁques vont ajouter les e´tats
successeurs par chacune des transitions et ainsi l’ensemble d’e´tats contiendra
tous les successeurs du marquage. Elle est pre´sente´e en algorithme 3.3.
entre´e : M ∈M, next ∈ 2M
sortie : next ∈ 2M
pour xn in M(sn) :
. . .
pour x1 in M(s1) :
si gt(xs1,t, . . . , xsn,t) alors
next ← next ∪ {firet(M,xs1,t, . . . , xsn,t)};
fin si
fin pour
fin pour
//next a e´te´ enrichi de nouveaux successeurs
Algorithme 3.2: Fonction successeurs spe´ciﬁque a` une transition t.
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entre´e : M ∈M, xs1,t ∈ ℓ(s1), . . ., xsn,t ∈ ℓ(sn)
sortie : next ∈ 2M ensemble de marquages successeurs de M
next ← ∅;
succt1(M,next);
succt2(M,next);
. . .
succtn(M,next);
renvoyer next ; //renvoyer l’ensemble de marquages
Algorithme 3.3: Fonction successeurs ge´ne´rale.
3.3
Optimisations dirige´es par la structure du mode`le
Dans cette section, on pre´sente diverses optimisations qui peuvent eˆtre
re´alise´es lors de la ge´ne´ration du code source. Un exemple les utilisant est
donne´ dans la section suivante (sec. 3.4).
3.3.1 Typage des jetons et expressions
La premie`re optimisation concerne directement le langage cible et est lie´e a`
la traduction re´alise´e. La majorite´ des langages de programmation fournissent
un syste`me de types pour les valeurs qu’ils manipulent. En ge´ne´ral un sous
ensemble de ces types appele´ types primitifs existe. Un type primitif a l’avan-
tage de pouvoir eˆtre manipule´ plus eﬃcacement, et souvent de manie`re native.
Dans le cadre d’un langage compile´ cela signiﬁe que ces valeurs peuvent eˆtre
manipule´es directement par le processeur de la machine cible.
L’optimisation consiste a` utiliser le plus de ces types pour repre´senter les
jetons du re´seau de Petri. Pour cela, il faut que les types du formalisme de
mode´lisation d’entre´e puissent eˆtre aise´ment traduits. En ge´ne´ral c’est le cas
pour des types comme les entiers relatifs borne´s, les boole´ens, les chaˆınes de
caracte`re, etc. Les annotations de type des places du re´seau permettent de ra-
pidement de´cider de l’encodage du jeton et de la place. De plus, les modes e´tant
repre´sente´s par des variables qui stockent un jeton de la place (ou un pointeur
sur le jeton), elles peuvent aussi eˆtre type´es en utilisant ces informations.
Les fonctions e´tiquetant les arcs de sortie des transitions, quant a` elles, sont
plus de´licates a` ge´rer. Si on suppose ces fonctions bien type´es, alors chacune
d’elles renvoie force´ment une valeur de type de la place qui est connecte´e a`
l’arc correspondant. Si on n’a pas cette garantie, il faut s’assurer que le type
de retour de la fonction convient, dans le cas contraire la transition ne devrait
pas eˆtre tire´e. Selon la se´mantique du formalisme, l’absence de garantie de type
des expression peut eˆtre une caracte´ristique recherche´e.
Dans le chapitre 7 on de´crit l’imple´mentation de l’outil Neco en mettant
l’accent sur la non trivialite´ de cette optimisation dans notre cas.
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3.3.2 Calcul des modes
Chaque fonction succt e´nume`re les jetons des places en entre´e de sa tran-
sition. L’ordre dans lequel se font ces e´nume´rations est arbitraire. En eﬀet,
la se´mantique usuelle des re´seaux de Petri ne de´ﬁnit pas d’ordre sur les arcs
en entre´e, et donc cela n’a aucune incidence sur la correction de l’approche.
Cependant, si on change l’ordre dans lequel ces e´nume´rations sont re´alise´es, le
calcul des successeurs peut eˆtre fait de manie`re beaucoup plus rapide [56]. Par
exemple, e´tant donne´ un re´seau de Petri (S, T, ℓ), une transition t ∈ T et deux
places s1, s2 ∈
•t. Si on sait que s1 est 1-borne´e mais non s2, alors il est plus
eﬃcace d’e´nume´rer s1 avant s2, parce que si s1 est vide alors s2 ne sera pas
e´nume´re´e. Plus ge´ne´ralement, l’ordre des arcs en entre´e de la transition peut
eˆtre choisi en privile´giant d’abord les places dont la borne est la plus petite,
puis les places dont le type a un plus petit domaine. L’optimisation pre´sente´e
dans [56] est plus ge´ne´rale et repose sur les variables qui sont value´es sur les
arcs, ce qui n’est pas applicable a` notre cas vu les restrictions sur les expressions
e´tiquetant les arcs et les gardes de transitions.
En ge´ne´ral, les bornes des places de re´seaux de Petri arbitraires ne sont
connues qu’en calculant l’espace d’e´tats complet du mode`les ou bien des inva-
riants de places [68, 101]. Cependant, ce genre de proprie´te´s peut eˆtre connu en
utilisant des techniques de mode´lisation ade´quates : en particulier, les places
de controˆle de ﬂot dans les alge`bres de re´seaux de Petri colore´s [144] peuvent
eˆtre garanties comme 1-borne´es.
On peut pousser l’optimisation plus loin en utilisant les places 1-borne´es. En
eﬀet, par de´ﬁnition ce type de place ne peut avoir qu’un jeton au plus et donc
l’utilisation d’une boucle devient inutile. Ainsi une boucle peut eˆtre remplace´e
par un “si” pour chaque place 1-borne´e, ce qui revient a` tester si la place est
vide ou non. Pour un maximum d’eﬃcacite´ ces tests doivent eˆtre re´alise´s avant
les boucles pour n’eˆtre exe´cute´s qu’une seule fois. Tout cela s’applique aussi
pour les places a` types singletons tels que les jetons noirs.
3.3.3 Encodage des places
Ce type d’optimisation consiste a` choisir l’encodage de chaque place de
manie`re pertinente. C’est une conse´quence du typage des places, en eﬀet graˆce
au type des places on peut choisir l’encodage de celle-ci pour un maximum
d’eﬃcacite´, c’est un des avantages principaux de la passe de compilation. Ce-
pendant en exploitant les proprie´te´s du mode`le nous pouvons aller plus loin.
L’imple´mentation d’une structure de marquage peut eˆtre vue comme un
vecteur de bits. Ce vecteur est segmente´ en places qui peuvent soit eˆtre des
pointeurs vers des structures de donne´es complexes, soit eˆtre des valeurs qui
sont interpre´te´es comme un certain marquage de la place.
Si on conside`re les types ﬁnis, par exemple des types e´nume´re´s alors on
sait quel est le nombre de bits maximal ne´cessaire pour les repre´senter ; si n
est le nombre de valeurs qu’accepte ce type alors le nombre de bits ne´cessaires
est k = ⌈log2(n)⌉. On peut alors utiliser un vecteur de k bits pour repre´senter
chaque valeur.
Pour les places 1-borne´es de type quelconque, ce proce´de´ peut-eˆtre pousse´
a` encore plus loin en re´servant l’espace a` l’avance dans la structure de mar-
quage. Il faut cependant faire attention a` la repre´sentation des places vides.
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Si la place 1-borne´e est vide, alors il faut re´server un bit dans la structure de
marquage qui l’indique. Une autre approche est d’utiliser un pointeur dans la
structure de marquage sur l’unique valeur et stocker un pointeur nul si la place
est vide. Cette seconde approche est moins eﬃcace que la premie`re a` cause
de l’espace utilise´, des de´re´fe´rencements pour acce´der aux donne´es et de l’allo-
cation me´moire ne´cessaire pour l’unique jeton. Les allocations dynamiques de
me´moire doivent en ge´ne´ral eˆtre re´duites au minimum pour un gain de perfor-
mances maximal, il est toujours plus eﬃcace d’allouer un bloc de me´moire en
une seule fois plutoˆt que le segmenter avec de petites allocations. Un exemple
de l’optimisation est donne´ en algorithme 3.4.
entre´e : M ∈M, next ∈ 2M
sortie : next ∈ 2M
pour xs1,t in M(s1) :
. . .
pour xsi−1,t in M(si−1) :
si M(flagsi) //teste si la place est marque´e
alors
xi ←M(si); //re´cupe`re l’unique jeton
pour xsi+1,t in M(si+1) :
. . .
pour xsn,t in M(sn) :
si gt(xs1,t, . . . , xsn,t) alors
next ← next ∪ {firet(M,xs1,t, . . . , xsn,t)};
fin si
fin pour
fin pour
fin si
fin pour
fin pour
Algorithme 3.4: E´nume´ration d’une place 1-borne´e.
Dans un re´seau de Petri de haut niveau, on manipule des jetons de divers
types. Selon le type de jeton, il existe souvent des imple´mentations plus eﬃcaces
qui peuvent eˆtre utilise´es. Par exemple, pour repre´senter un multiensemble de
valeurs boole´ennes on pourrait utiliser l’approche ci-dessus en utilisant un bit
par jeton, l’imple´mentation serait donc un vecteur de bits plus la taille de ce
vecteur. Cependant si la place contient un grand nombre de jetons alors elle
peut eˆtre repre´sente´es avec deux compteurs, un compteur pour les jetons true
et un compteur pour les jetons false. Ce deuxie`me encodage sera plus eﬃcace
en temps de calcul puisque l’e´nume´ration de la place peut se traduire en un
branchement conditionnel comme pre´sente´ sur l’algorithme 3.5.
De manie`re similaire une place de type jeton-noir peut eˆtre repre´sente´e par
un compteur qui indique le nombre de jetons. Ainsi l’e´nume´ration de cette
place revient a` tester si la place est vide ou non. Puisque toutes les instances
du type jeton-noir sont e´quivalentes, la consommation ou la production d’un
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entre´e : M ∈M, next ∈ 2M
sortie : next ∈ 2M
pour xs1,t in M(s1) :
. . .
pour xsi−1,t in M(si−1) :
//e´nume´ration de la place en deux cas:
//1. cas ’true’
si M(si)(true) > 0 alors
xi ← true; //compteur ’true’ non nul
pour xsi+1,t in M(si+1) :
. . .
pour xsn,t in M(sn) :
si gt(xs1,t, . . . , xsn,t) alors
next ← next ∪ {firet(M,xs1,t, . . . , xsn,t)};
fin si
fin pour
fin pour
fin si
//2. cas ’false’
si M(si)(false) > 0 alors
xi ← false; //compteur ’false’ non nul
pour xsi+1,t in M(si+1) :
. . .
pour xsn,t in M(sn) :
si gt(xs1,t, . . . , xsn,t) alors
next ← next ∪ {firet(M,xs1,t, . . . , xsn,t)};
fin si
fin pour
fin pour
fin si
fin pour
fin pour
Algorithme 3.5: E´nume´ration d’une place de type bool .
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tel jeton n’est pas inﬂuence´e par sa valeur mais juste sa pre´sence. Si en plus
elle est 1-borne´e, alors 1 seul bit est suﬃsant pour la repre´senter.
De manie`re ge´ne´rale une optimisation similaire peut eˆtre applique´ a` tout
type de place pour un maximum d’eﬃcacite´.
3.4
Exemple
Dans cette section nous allons compiler le re´seau de Petri donne´ en ﬁ-
gure 3.3. Les places sont de trois types : les jetons noirs (•), les boole´ens (bool)
et les entiers 32 bits (int). On suppose qu’on sait par construction que la place
s3 est 1-borne´e. La place s3 e´tant 1-borne´e, s4 l’est force´ment. Le re´seau ne
posse`de qu’une seule transition que nous allons compiler. On s’inte´resse aux
fonctions succt, firet et init t correspondantes.
s5 : boolx1 > x2
t ¬x5
x5
s3 : •
s4 : •
s1 : int
s2 : int
s6 : int
x1
x2
x1 + x2x3
x3
Figure 3.3 – Exemple de re´seau de Petri, la place s3 est suppose´e 1-borne´e.
La fonction succ spe´ciﬁque a` la transition t est donne´e en algorithme 3.6.
L’ordre des e´nume´rations des places correspond a` l’optimisation de´crite dans
la section pre´ce´dente : on e´nume`re les place les plus borne´es et de plus petit
domaine en premier. On commence donc par la place s3 de type jeton-noir.
En utilisant une imple´mentation ade´quate nous pouvons la repre´senter par
un seul bit sachant qu’elle est 1-borne´e, on exploite donc cette information
pour remplacer l’e´nume´ration par un simple test qui ve´riﬁe si la place est
marque´e ou non. En deuxie`me on e´nume`re la place de type bool en utilisant la
de´composition en deux compteurs, ainsi on a deux blocs inde´pendants cre´e´s :
l’un pour une instance du jeton true, l’autre pour l’instance du jeton false.
Ensuite on e´nume`re les places de type int , comme on n’a pas d’informations sur
ces places, on les e´nume`re de manie`re classique. Cependant ces e´nume´rations
ne sont re´alise´es que si les places s3 et s5 ne sont pas vides ce qui est de´tecte´
tre`s rapidement.
La fonction fire spe´ciﬁque a` la transition t est donne´ en algorithme 3.7.
Elle consiste a` copier le marquage, consommer les jetons en utilisant les valeurs
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entre´e : M ∈M, next ∈ 2M
sortie : next ∈ 2M
si M(s3) alors
//on n’utilise pas la variable x3 parce que c’est •
si M(s5)(true) > 0 alors
x5 ← true
pour x1 in M(s1) :
pour x2 in M(s2) :
si gt(x1, x2, x5) alors
next ← next ∪ {firet(M,x1, x2, x5)};
fin si
fin pour
fin pour
fin si
si M(s5)(false) > 0 alors
x5 ← false
pour x1 in M(s1) :
pour x2 in M(s2) :
si gt(x1, x2, x5) alors
next ← next ∪ {firet(M,x1, x2, x5)};
fin si
fin pour
fin pour
fin si
fin si
Algorithme 3.6: Exemple de calcul de successeurs de la transition t de la
ﬁgure 3.3.
entre´e : M ∈M, xs1,t ∈ ℓ(s1), . . ., xsn,t ∈ ℓ(sn)
sortie : M ′ successeur du marquage M par la transition t
//copy marking M
M ′ ← copy(M);
//consommer les jetons
M ′(s3)← 0; //on sait que s3 est 1-borne´e
M ′(s5)(x5)←M(s5)(x5)− 1; //on consomme le boole´en
M ′(s1)←M(s1)− {x1}; //on consomme l’entier x1
M ′(s2)←M(s2)− {x2}; //on consomme l’entier x2
//produire les jetons
M ′(s4)← 1; //on sait que s4 est 1-borne´e et x3 est •
M ′(s5)(¬x5)←M(s5)(¬x5) + 1; //re´alise´e par une fonction
M ′(s6)←M(s2) + {x1 + x2}; //production de la somme
renvoyer M ′ ; //marquage successeur
Algorithme 3.7: Exemple de tirage de la transition t de la ﬁgure 3.3.
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des arguments, puis utiliser les annotations d’arcs pour produire les nouveaux
jetons.
La dernie`re fonction est celle du marquage initial et est donne´e en ﬁgure 3.8.
Elle consiste simplement a` allouer un nouveau marquage et y ajouter les jetons
ne´cessaires.
entre´e : vide
sortie : M marquage initial du re´seau de Petri
M ← consmrk (); //allouer le marquage
//ajouter les jetons
M(s1)← {2, 4};
M(s2)← {3};
M(s3)← 1; //on sait que s3 est 1-borne´e de type •
M(s5)(true)← 1; //un jeton vrai dans s5
M(s5)(false)← 0; //aucun jeton faux dans s5
renvoyer M ;
Algorithme 3.8: Exemple de fonction de marquage initial pour le re´seau
de la ﬁgure 3.3.
3.5
Re´duction du controˆle de ﬂot
Lorsqu’on utilise des formalismes de mode´lisation structure´s de´rive´s des
alge`bres de re´seaux de Petri [22], on compose diﬀe´rents processus. L’application
de la composition se´quentielle, du choix, ou de l’ite´ration sur deux processus
se´quentiels produisent un processus se´quentiel.
Les processus se´quentiels des alge`bres de re´seaux de Petri ont la bonne
proprie´te´ de produire un controˆle de ﬂot 1-borne´ de places de type jeton noir :
c’est un ensemble de places de type jeton noir 1-borne´es et exclusives. Plus
formellement cela signiﬁe que ces places forment un invariant de valeur 1 et
donc exactement une seule place est marque´e. La composition paralle`le de deux
processus se´quentiels produit un re´seau forme´ de deux processus concurrents,
dont l’ensemble des places de controˆle de ﬂot n’est plus exclusif, cependant
on peut toujours aise´ment identiﬁer deux sous ensembles de places exclusives
et qui correspondent au controˆle de ﬂot de chacun des processus. Ainsi par
la suite, si on compose des re´seaux contenant des processus concurrents avec
des processus se´quentiels ou d’autres processus concurrents, on peut toujours
identiﬁer le controˆle de ﬂot de chacun des processus du re´seau re´sultant.
L’optimisation pre´sente´e dans cette section s’applique aux place de controˆle
de ﬂot mais peut eˆtre ge´ne´ralise´e a` tout sous-ensemble de place 1-borne´es ex-
clusives de type jeton noir.
Soit Sf un ensemble de places 1-borne´es exclusives de type jeton noir.
Puisque les places sont exclusives, si une transition posse`de deux places de
Sf en entre´e alors elle ne sera jamais tirable. De meˆme, une transition qui
posse`de deux places de Sf en sortie ne sera pas tirable puisque c¸a violerai
l’hypothe`se d’exclusivite´. On peut donc les supprimer ce type de transitions
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sans modiﬁer l’ensemble des e´tats accessibles. On suppose donc que ce type de
transition n’existe pas dans le re´seau.
Pour chaque place s de Sf on peut identiﬁer un ensemble de transitions
exclusives Ts de´ﬁni par Ts
df
= {t ∈ T | s ∈ •t}, on notera aussi Tf
df
= ∪s ∈SfTs.
On sait que si la place s n’est pas marque´e alors les transitions de Ts ne sont
pas tirables. Re´ciproquement, si s est marque´e alors quel que soit s′ ∈ Sf telle
que s′ 6= s on sait que les transitions de Ts′ ne sont pas tirables car s et s
′ sont
exclusives. On peut donc dire que chaque place de Sf identiﬁe un ensemble de
transitions potentiellement tirables. Ces transitions ne sont tirables que si la
place correspondante est marque´e, il s’agit donc d’une condition ne´cessaire a`
leur tir.
Si on a n places dans Sf alors on peut les encoder avec ⌈log2(n)⌉ bits,
il suﬃt d’identiﬁer la place marque´e par une valeur entre 0 et ⌈log2(n)⌉ − 1.
L’optimisation peut alors correspondre a` fusionner ces places de controˆle de
ﬂot en une seule place.
Un exemple est donne´ en ﬁgure 3.4. Les places de controˆle de ﬂot sont
{sf0 , sf1 , sf2 , sf3} on les identiﬁe par une valeur de 0 a` 3. Elles sont toutes
encode´es avec la place sf dans le re´seau re´duit. Ainsi, dans le re´seau re´duit a`
l’e´tat initial on a M0(sf ) = 0 ce qui correspond a` la place sf0 marque´e. On
peut tirer la transition t1 seulement si sf0 est marque´, ce qui est repre´sente´ de
manie`re e´quivalente dans le re´seau re´duit avec la garde x = 0. On proce`de de
la meˆme manie`re pour les deux autres transitions. On remarque que les deux
autres transitions ont la meˆme garde x = 1, c’est cohe´rent puisqu’elles sont
potentiellement tirables que si la place sf1 est marque´e. Les places en entre´e
et sortie des transitions correspondent au controˆle de ﬂot, ainsi si la place sf0
e´tait marque´e et qu’on tire la transition t1, on obtient un e´tat ou` la place sf1
est marque´e, ce qui correspond a` la cre´ation du jeton 1 pour la place sf dans
le re´seau re´duit.
(a) Re´seau non re´duit.
sf0 •
sf2 sf3
t1
sdata•, •sf1
t3 t2
(b) Re´seau re´duit.
sf
0
x = 0
t1
sdata•, •
x = 1
t2
x = 1
t3
x 1
3
xx
2
Figure 3.4 – Exemple fusion de controˆle de flot.
En regardant le re´seau de la ﬁgure 3.4 on a l’impression de n’avoir rien
gagne´ a` part n − ⌈log2(n)⌉ bits dans la structure de marquage. De plus, on a
l’impression de perdre a` cause de l’e´valuation de gardes qui a e´te´ introduite. Ce-
pendant lorsqu’on re´ﬂe´chit en termes de compilation on peut gagner beaucoup
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plus en e´vitant de manipuler cette place autant que possible.
En eﬀet, selon la valeur du jeton dans la place sf on peut directement
se´lectionner les transitions tirables et e´carter toutes les autres. L’algorithme 3.9
pre´sente cette e´tape de se´lection. On remarque que les fonctions correspon-
dantes aux autres transitions ne sont pas appele´es : on a e´pure´ l’ensemble des
transitions potentiellement tirables. Les fonctions successeur et tir doivent eˆtre
adapte´es en conse´quence, maintenant on n’eﬀectue plus l’e´nume´ration de la
place sf dans les fonctions successeurs et on met a` jour le controˆle de ﬂot dans
la fonction de tir. On donne l’imple´mentation de la transition t2 de la ﬁgure 3.4
aux algorithmes 3.10 et 3.11.
Cette optimisation permet donc de rapidement e´liminer les transitions non
tirables et donc acce´le´rer l’exploration d’espaces d’e´tats.
entre´e : M ∈M, next ∈ 2M
sortie : next ∈ 2M
selon M(sf ) faire
cas 0
succt1(M,next);
fin
cas 1
succt2(M,next);
succt3(M,next);
fin
autres cas
skip
fin
fin
Algorithme 3.9: Fonction successeur pour les transitions exclusives de la
ﬁgure 3.4.
entre´e : M ∈M, next ∈ 2M
sortie : next ∈ 2M
pour y in M(sdata) :
next ← next ∪ {firet(M,y)};
fin pour
renvoyer next ; //renvoyer l’ensemble des successeurs
Algorithme 3.10: Fonction successeur spe´ciﬁque a` la transition t2 de la
ﬁgure 3.4.
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entre´e : M ∈M, xs1,t ∈ ℓ(s1), . . ., xsn,t ∈ ℓ(sn)
sortie : M ′ successeur du marquage M par la transition t
M ′ ← copy(M);
M ′(sf )← {3}; //place de contro^le suivante
M ′(sdata)←M(sdata)− 1; //place encode´e avec un entier
renvoyer M ′ ; //renvoyer le successeur
Algorithme 3.11: Fonction de tir spe´ciﬁque a` la transition t2 de la ﬁ-
gure 3.4.
3.6
Conclusion
Dans ce chapitre on a pre´sente´ une approche de compilation pour les re´seaux
de Petri de haut niveau. La bibliothe`que ge´ne´re´e fournit des primitives d’ex-
ploration pour les espaces d’e´tats base´es sur des algorithmes simples. Ces al-
gorithmes ne manipulent pas la structure du re´seau de Petri qui est main-
tenant encode´e dans les calculs, les diverses ope´rations sont essentiellement
re´alise´es sur la structure de marquage. De cette manie`re on e´vite les e´tapes
d’interpre´tation qui sont ne´cessaires en ge´ne´ral. On a aussi pre´sente´ diﬀe´rentes
optimisations qui exploitent les particularite´s des mode`les pour re´duire l’oc-
cupation me´moire et acce´le´rer l’exploration. Ainsi, le coeur de la contribu-
tion est la de´ﬁnition de l’approche par compilation dans un cadre ge´ne´ral et
inde´pendant du langage cible, mais aussi les optimisations base´s sur les pro-
prie´te´s structurelles des mode`les.
Dans le chapitre suivant on continue a` adresser la compilation mais cette
fois du point de vue de l’imple´mentation dans un langage de bas niveau. Dans
ce cadre on re´alisera un travail de certiﬁcation en fournissant des preuves de
correction de l’approche. Les re´sultat expe´rimentaux quant a` eux sont pre´sente´s
dans le chapitre 7.
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langage de bas niveau
Le proce´de´ de compilation d’un re´seau de Petri peut cibler diﬀe´rents lan-
gages de programmation. Dans ce chapitre on s’inte´resse a` la compilation vers
un langage de bas niveau : LLVM. Comme on l’a vu dans le chapitre pre´ce´dent,
la compilation d’un re´seau de Petri supprime les structures de donne´es qui
l’encodent et les remplace par un ensemble de fonctions pour l’exploration. Par
conse´quent, il faut s’assurer que cette transformation pre´serve la se´mantique
du re´seau de Petri originel puisqu’il n’est plus utilise´.
La contribution pre´sente´e ici, est d’une part de mener la de´marche de com-
pilation au bout sur un langage re´el, et d’autre part de prouver la correction de
l’approche. Le langage cible choisi est LLVM qui fait partie de la suite d’outils
LLVM : Low Level Virtual Machine. Notre choix pour ce langage re´sulte des
constats suivants :
– ce langage proche de l’assembleur posse`de des instructions de haut ni-
veau suﬃsamment expressives pour de´crire nos algorithmes de manie`re
raisonnable ;
– ce langage est assez bas niveau pour eˆtre e´quipe´ d’une se´mantique for-
melle pour prouver la correction de programmes.
Pour arriver a` nos ﬁns on choisit un fragment de LLVM suﬃsant pour
re´aliser notre bibliothe`que d’exploration, ensuite on de´ﬁnit une se´mantique
ope´rationnelle de celui-ci pour prouver des proprie´te´s sur les programmes pro-
duits par notre compilateur. Au moment de la publication de ce travail [FP11c],
il s’agissait de la premie`re se´mantique formelle pour le langage LLVM. De plus,
meˆme si les model checkers sont des outils largement re´pandus, il y a peu de
tentatives pour les prouver au niveau de l’imple´mentation [159], contrairement
au domaine des assistants de preuves [43, 137] pour lesquels il est courant de
prouver la correction de l’outil.
Ce chapitre est base´ sur [FP11c] et [FP11b].
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4.1
LLVM et LLVM-IR
Le projet LLVM (Low Level Virtual Machine) [120] est une boite a` ou-
tils moderne et modulaire pour le de´veloppement de compilateurs. Elle est
largement utilise´e par divers projets commerciaux, open source, ou encore
acade´miques [121, 122].
Le langage LLVM, ou plus pre´cise´ment LLVM-IR (LLVM Itermediate Re-
presentation) [119], fait partie du projet LLVM. Il s’agit d’un langage de
repre´sentation interme´diaire qui est bas niveau et multiplateforme. Tout pro-
gramme e´crit dans ce langage peut eˆtre exe´cute´ dans une machine virtuelle
ou compile´ en code natif pour toutes les plateformes compatibles avec le pro-
jet LLVM. Ces programmes vont eˆtre optimise´s par le compilateur LLVM qui
exe´cute une large varie´te´ de passes d’optimisation sur cette repre´sentation.
Tout cela nous permet de ge´ne´rer du code simple sachant qu’il sera optimise´
par la suite.
4.1.1 Syntaxe et se´mantique intuitive
Dans ce chapitre nous pre´sentons d’abord le langage LLVM-IR de manie`re
formelle aﬁn de pouvoir lui donner une se´mantique par la suite. Une descrip-
tions informelle du langage (mais suﬃsamment pre´cise) peut eˆtre trouve´e dans
la documentation du projet [120].
Un programme LLVM est compose´ d’un ensemble de blocs (i.e., se´quences
d’instructions) identiﬁe´s par des e´tiquettes. Le passage d’un bloc a` un autre
est toujours explicite avec : une instruction de branchement (conditionnelle
ou non), un appel de sous-programme ou une instruction de retour de sous-
programme.
Pour de´ﬁnir la syntaxe de ce langage, on conside`re les ensembles deux a`
deux disjoints suivants :
– un ensemble de pointeurs P ;
– un ensemble de types LLVM T, de´ﬁni inductivement comme le plus petit
ensemble contenant l’ensemble de types primitifs T0
df
= {int, bool, . . .}
(entiers, boole´ens, et autres types qu’on n’utilisera pas ici) et tel que si
t0, . . . , tn ∈ T alors struct(t0, . . . , tn) ∈ T, ce qui repre´sente une structure
de donne´es avec n+1 champs de types t0, . . . , tn, de plus pour tout type
t ∈ T on a aussi un type ptr(t) ∈ T qui correspond au type pointeur sur
une valeur de type t ;
– un ensemble d’e´tiquettes L contenant des identiﬁants arbitraires mais
aussi des e´tiquettes particulie`res note´es fL a1, . . . , an M, ou` ai ∈ V pour
1 ≤ i ≤ n et qui correspondent aux entre´es de sous-programmes (avec
les arguments formels a1, . . . , an). On de´ﬁni l’ensemble L⊥
df
= ℓ ∪ {⊥} ou`
⊥ /∈ L de´note l’e´tiquette “non de´finie”.
Ces de´ﬁnitions ne sont valables que pour ce chapitre et le chapitre suivant,
les symboles utilise´s ici pourront eˆtre re´utilise´s dans les autres chapitres pour
d’autres objets.
Un programme LLVM est repre´sente´ comme une fonction partielle P de L
vers l’ensemble de blocs, i.e., il associe a` chaque e´tiquette de son domaine une
se´quence d’instructions (de´ﬁnies par la suite).
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Dans notre cas, on s’inte´resse a` un fragment de LLVM pre´sente´ sous forme
de grammaire en ﬁgure 4.1. Ce fragment est compose´ de trois classes syn-
taxiques : les se´quences seq , les commandes cmd (i.e., instructions) et expres-
sions expr . Une exception existe cependant pour les se´quences. Une se´quence
est une liste de commandes qui peut se terminer par une expression, et dans
ce cas la se´quence est conside´re´e elle-meˆme comme expression (ce qui n’est
pas mis en e´vidence sur la ﬁgure 4.1). On suppose que nos programmes sont
syntaxiquement corrects et bien type´s, ce qui permet de simpliﬁer la syntaxe
en omettant les annotations de types dans le code source LLVM ce qui donne
cette syntaxe simpliﬁe´.
seq ::= cmd (commande)
| expr (expression)
| cmd ; seq (se´quence d’instructions)
cmd ::= br label (branchement non conditionnel)
| br rvalue, label , label (branchement conditionnel)
| pcall label(rvalue, . . . , rvalue) (appel de proce´dure)
| ret (retour d’une proce´dure)
| var = expr (assignation de variable)
| store rvalue, rvalue (e´criture a` un emplacement pointe´)
| skip (se´quence vide)
expr ::= add rvalue, rvalue (addition)
| load rvalue (lecture d’une valeur pointe´e)
| gep rvalue, 0, nat (obtenir pointeur sur un champ de structure)
| icmp op, rvalue, rvalue, (comparaison d’entiers)
| fcall label(rvalue, . . . , rvalue) (appel de fonction)
| alloc type (allocation de me´moire)
| ret rvalue (renvoyer une valeur d’une fonction)
| rvalue (variable ou valeur)
| phi (rvalue, label), . . . , (rvalue, label)
(lire une variable apre`s un branchement)
Figure 4.1 – Syntaxe de notre fragment de LLVM, avec label ∈ L, rvalue ∈ D∪P∪V,
var ∈ V, type ∈ T, nat ∈ N et op ∈ {<,≤,=, 6=,≥, >}.
Supposition 4.1. Les programmes sont syntaxiquement corrects et bien type´s.
♦
Pour e´crire les se´quences sur une seule ligne, on introduit l’ope´rateur de
se´quencement “;” qui correspond aux ﬁns de lignes en LLVM. On introduit aussi
la commande skip qui de´note la se´quence vide. On peut remarquer que les ins-
tructions pcall (appel de proce´dure) et fcall (appel de fonction) n’existent pas
en LLVM mais sont deux instances de l’instruction call . Cette diﬀe´renciation
peut eˆtre facilement re´alise´e en LLVM parce que l’instruction call contient le
type de retour du sous-programme (fonction ou proce´dure) que nous avons omis
dans notre variante syntaxique. Nous de´tailleront les instructions a` mesure que
ce sera utile ; en premie`re approche il suﬃt de noter que :
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– l’instruction store (resp. load) est l’action d’e´crire (resp. lire) des donne´es
dans (resp. de) la me´moire en utilisant un pointeur ;
– l’instruction icmp compare deux entiers ;
– l’instruction phi est utilise´e pour acce´der a` des variables assigne´s dans
d’autres blocs (variable rvalue, du bloc label), par exemple, phi (i, a), (i, b)
vaut i si on vient du bloc a et j si on vient du bloc b ;
– l’instruction gep correspond a` l’arithme´tique de pointeurs, on ﬁxe le se-
cond argument de celle-ci a` 0, ce qui permet d’acce´der aux attributs d’une
structure en utilisant indice du champ demande´.
L’instruction phi est tre`s importante. En eﬀet LLVM est en forme SSA
(static single assignment) qui est une contrainte syntaxique sur les variables
apparaissant dans le programme. Chaque variable ne peut eˆtre assigne´e qu’a`
un seul emplacement dans le code source et la porte´e d’une variable est limite´e
au bloc de sa de´claration. Ainsi si on souhaite l’utiliser dans plusieurs blocs,
lors de la re´alisation d’une boucle par exemple, nous ne pouvons pas le faire
directement. Pour cela, il faut utiliser l’instruction phi et aﬀecter une nouvelle
variable.
4.2
Mode`les traite´s
Les mode`les qu’on compile sont des re´seaux de Petri suppose´s compatibles
avec LLVM qui est notre langage de couleurs (De´ﬁnition 3.1). Pour cela, on
suppose que chaque re´seau de Petri (S, T, ℓ) est de´ﬁni dans le contexte d’un
programme P , et qu’on a :
– pour toute place s ∈ S, ℓ(s) de´note un type du langage LLVM dans T,
interpre´te´ comme un sous-ensemble de D ;
– pour toute transition t ∈ T , ℓ(t) est un appel a` une fonction boole´enne
dans P dont les parame`tres sont dans vars(t) ;
– pour tout s ∈ t•, ℓ(t, s) est un multiensemble singleton dont l’unique
e´le´ment est un appel a` une fonction dans P avec comme arguments for-
mels des e´le´ments de vars(t) et comme type de retour ℓ(s).
On a donc concre´tise´ les types des places avec des types LLVM et chaque
expression est maintenant imple´mente´e par une fonction LLVM appele´e a`
partir de l’annotation correspondante. Comme dans le chapitre 3, pour sim-
pliﬁer la pre´sentation, on restreint aussi les arcs sortants des transitions a`
eˆtre des multiensembles singletons, mais ceci peut eˆtre facilement ge´ne´ralise´.
De plus, on suppose toujours que les annotations (arcs et gardent) terminent
(cf. De´ﬁnition 3.1).
On e´tend la notion de valuation et mode de transition a` LLVM, on les
nomme LLVM-valuations et LLVM-modes. Une LLVM-valuation est une fonc-
tion partielle β : V 9 D ∪ P qui assigne a` chaque variable de son domaine un
pointeur ou une valeur, de plus on e´tend son domaine a` D ∪ V par la fonc-
tion identite´. On pose B l’ensemble des LLVM-valuations. Un LLVM-mode est
donc une LLVM-valuation qui rend tirable une transition d’un re´seau de Petri
annote´ par le langage LLVM.
Dans la suite de ce chapitre et le chapitre suivant, on appellera par valua-
tions les LLVM-valuations et par modes les LLVM-modes.
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4.3
Imple´mentation de l’exploration d’espaces d’e´tats
E´tant donne´ un marquage initial M0, l’espace d’e´tats qu’on souhaite cal-
culer est donne´ par l’ensemble R des marquages accessibles, i.e., le plus petit
ensemble R tel que M0 ∈ R et, si M ∈ R et M [t, β〉M
′ (pour une transi-
tion t et une valuation β) alors M ′ ∈ R. La correction et la terminaison de
l’imple´mentation pre´sente´e dans cette section est discute´e dans la section 4.7.
Nos algorithmes sont imple´mente´s sur la base de structures de donne´es
pre´de´ﬁnies, telles que les multiensembles, les marquages, et les ensembles de
marquages, qui doivent respecter certaines interfaces. Une interface est un en-
semble de proce´dures ou fonctions qui manipulent une structure de donne´es a`
travers un pointeur ; il s’agit d’interfaces a` la C.
Pour chacune des fonctions, ou proce´dures, de ces interfaces on donne une
spe´cification formelle de comportement. Elle se base sur une interpre´tation
explicite de la structure de donne´es pointe´e avant et apre`s l’appel du sous-
programme (la fonction ou proce´dure). La manie`re de de´crire ce genre de
spe´ciﬁcations est donne´e dans la section 4.5, une fois la se´mantique formelle de
LLVM de´ﬁnie. L’ensemble des interfaces est donne´ dans la section 4.6.
Parmi les interfaces qu’on suppose, on a tout d’abord les multiensembles. Un
multiensemble stocke des valeurs d’un type d ∈ T. En particulier, on suppose
que l’interface du multiensemble contient :
– une fonction consmsetL M qui renvoie un nouveau multiensemble vide ;
– une proce´dure addmsetL pmset , elt M qui ajoute un e´le´ment elt dans le mul-
tiensemble pointe´ par le pointeur pmset ;
– une proce´dure remmsetL pmset , elt M qui supprime un e´le´ment elt du mul-
tiensemble pointe´ par le pointeur pmset ;
– une fonction sizemsetL pmset M qui renvoie la taille du domaine du multien-
semble ;
– une fonction nthmsetL pmset M qui renvoie le n-ie`me e´le´ment du domaine
du multiensemble (on conside`re un ordre arbitraire ﬁxe´ pour les valeurs
dans un multiensemble) ;
– une fonction copymsetL pmset , p′mset M qui copie le contenu du multien-
semble pointe´ par pmset dans le multiensemble pointe´ par p
′
mset ;
– clearmsetL pmset M qui supprime tous les e´le´ments du multiensemble pointe´
par pmset ;
– une fonction notemptymsetL pmset M qui renvoie true si le multiensemble
pointe´ par pmset est vide et false sinon.
Chaque place est un conteneur de jetons qui est un multiensemble. L’inter-
face d’une place est donc exactement celle d’un multiensemble mais n’est pas
ne´cessairement re´alise´e avec la meˆme structure de donne´es que celui-ci. Nous
verrons plus tard des imple´mentations spe´ciﬁques guide´es par les optimisations
(sec. 4.8).
On pourrait aussi ajouter une fonction qui renvoie le nombre d’occurrences
d’un e´le´ment dans un multiensemble. Cela peut eˆtre utile pour lever la res-
triction sur les arcs d’entre´e de transitions, suppose´s ensembles singletons de
variables. Par exemple, pendant l’e´nume´ration d’une place pour re´cupe´rer deux
jetons, si les indices de ces jetons sont e´gaux alors il faudrait ve´riﬁer que le
nombre d’occurrences est supe´rieur a` deux.
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Pour diﬀe´rencier les re´alisations des places de la re´alisation d’un multien-
semble, on reprend la meˆme interface avec les fonctions et proce´dures annote´es
par le nom de la place, c’est-a`-dire qu’au lieu de l’annotation mset on utilisera
l’annotation s, si la place est s. Par exemple, adds est la fonction d’ajout de
jeton dans la place s.
On suppose aussi une interface pour les marquages, elle contient :
– pour chaque place s, une fonction getsL pmrk M qui renvoie un pointeur sur
la place correspondante ;
– une fonction copymrk L pmrk M qui copie le marquage pointe´ par pmrk .
Finalement, la dernie`re interface est celle des ensembles de marquages et
contient :
– une fonction conssetL M qui construit un nouvel ensemble de marquages
vide ;
– une proce´dure addL pset , elt M qui ajoute le marquage elt a` l’ensemble
pointe´ par pset ;
– une fonction containsL pset , elt M qui teste si le marquage elt appartient a`
l’ensemble pointe´ par pset .
La fonction contains n’est pas directement utilise´e dans la bibliothe`que ge´ne´re´e
cependant, elle est ne´cessaire si on veut construire les espaces d’e´tats par la
suite.
4.4
Re´alisation des algorithmes
Dans cette section on pre´sente la re´alisation des fonctions ne´cessaires a`
l’exploration : init , succ, firet et succt.
4.4.1 Fonctions init et succ
La fonction init renvoie le marquage initial du re´seau de Petri compile´. Elle
cre´e un nouveau marquage puis ajoute des jetons aﬁn d’obtenir le marquage
initial du re´seau. On se limitera a` un exemple de l’imple´mentation de cette
fonction car elle est triviale.
On conside`re une structure de marquage a` deux places s1, s2 et le mar-
quage initial M = {s1 7→ {1, 2}, s2 7→ ∅}. La fonction init correspondante est
pre´sente´e sur la ﬁgure 4.2. Une version plus eﬃcace consisterait a` calculer la
repre´sentation me´moire du marquage initial a` la compilation et ne faire qu’une
copie d’un vecteur de bits, cependant cette approche sort de la se´mantique
pre´sente´e ici. De plus, cette fonction n’est appele´e qu’une seule fois au de´but
de l’exploration, l’optimisation n’aurait donc pas d’impact notable.
La fonction succ renvoie l’ensemble de tous les marquages successeurs d’un
marquage. Intuitivement elle appelle toutes les fonctions succt en agre´geant
les marquages de´couverts dans un meˆme ensemble. L’algorithme ge´ne´ral de la
fonction succ pour un re´seau a` n transitions t1, . . . , tn est pre´sente´ sur la ﬁgure
4.3. Le passage de l’algorithme 3.3 au code LLVM est e´vident.
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P (initL M) df=

// marquage vide
xmrk = fcall consmrk ()
// ajout des jeton 1 et 2 a` s1
xs1 = fcall gets1 (xmrk )
pcall adds1 (xs1 , 1)
pcall adds1 (xs1 , 2)
// renvoi du marquage produit
ret xmrk
Figure 4.2 – Un exemple de fonction init.
P (succLxmrk M) df=
xnext = fcall consset()
pcall succt1 (xmrk , xnext)
pcall succt2 (xmrk , xnext)
. . .
pcall succtn (xmrk , xnext)
ret xnext
Figure 4.3 – Calcul de tous les successeurs d’un marquage donc la structure est
pointe´ par xmrk .
4.4.2 Tirage de transitions
Le tirage de transitions est re´alise´ en produisant une fonction de tir par tran-
sition. Soit t ∈ T une transition telle que •t = {s1, . . . , sn} et t
• = {s′1, . . . , s
′
m}.
La fonction firet calcule, pour un marquage M et un mode de la transition t, le
marquage successeur M ′ re´sultant du tir de t. Le sche´ma ge´ne´ral de cette fonc-
tion est pre´sente´ en ﬁgure 4.4 et est une traduction de l’algorithme 3.1. Cette
fonction cre´e une copie M ′ du marquage M , consomme les jetons des arcs en
entre´e correspondants aux variables x1, . . . , xn et produit les jetons en utilisant
les arcs sortants des transitions a` l’aide des annotations ft,s′1 , . . . , ft,s′m .
4.4.3 Calcul des Successeurs
La de´couverte de tous les modes d’une transition t est re´alise´e a` l’aide d’une
fonction succt spe´ciﬁque a` la transition t. L’algorithme re´alise une e´nume´ration
de toutes les combinaisons de jetons possibles pour les places en entre´e puis,
si la garde de la transition est satisfaite, appelle une fonction firet spe´ciﬁque a`
la transition qui va re´aliser le tir eﬀectif. Le marquage obtenu par le tir de la
transition est ensuite ajoute´ a` un ensemble de marquages. Ceci est re´alise´ par
l’algorithme 3.2 et sa re´alisation en LLVM est pre´sente´e en ﬁgure 4.5.
Remarquons que la garde gt est re´alise´e dans le langage cible cela e´vite
une interpre´tation de l’expression correspondante et permet de l’exe´cuter de
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P (firetLxmrk , x1, . . . , xn M) df=
// copier la structure de marquage
x′mrk = fcall copymrk (xmrk )
// consommer les jetons
xsi = fcall getsi (x
′
mrk )
pcall remsi (xsi , xi)
}
1≤i≤n
// produire les jetons
xs′
j
= fcall gets′j (x
′
mrk )
os′
j
= fcall ft,s′j (x1, . . . , xn)
pcall add s′j (xs′j , os′j )
1≤j≤m
// renvoyer le nouveau marquage
ret x′mrk
Figure 4.4 – Imple´mentation en LLVM de l’algorithme du tir de transition. Chaque
variable xi est ℓ(si, t) pour 1 ≤ i ≤ n et chaque ft,s′
j
est la fonction ℓ(t, s′j) pour
1 ≤ j ≤ m. Les accolades a` droite indiquent des se´quences produites plusieurs fois
pour diffe´rentes valeurs de i ou j.
manie`re native sans recourir a` une machine virtuelle ou un interpre´teur.
Dans la re´alisation LLVM de l’algorithme, xmrk est un pointeur sur la struc-
ture de marquage et xnext est un pointeur sur l’ensemble des marquages succes-
seurs. Chaque ite´ration valuant xk est imple´mente´e par un ensemble de blocs
annote´s par t, k (pour n ≥ k ≥ 1) ; les blocs annote´s par t, 0 sont les blocs
correspondants aux corps de la boucle la plus interne. Notons l’utilisation de
l’instruction phi pour mettre a` jour les indices isi (utilise´s pour e´nume´rer les
jetons des places si) : lorsqu’on entre dans le bloc loopt,i pour la premie`re fois,
on vient du bloc header t,i, on initialise la valeur de isi au dernier index du do-
maine de si (me´morise´ dans la variable ssi) ; par la suite, le programme revient
dans le bloc loopt,i a` partir du bloc footer t,i, et donc on assigne i
′
si
a` isi qui
correspond a` la valeur isi − 1 (i.e., l’index pre´ce´dent).
4.5
Se´mantique formelle de LLVM
Dans cette section on de´ﬁnit une se´mantique formelle du fragment LLVM
qu’on utilise. Pour cela on de´ﬁnit un mode`le me´moire, puis un ensemble de
re`gles d’infe´rences de´crivant la se´mantique ope´rationnelle, ﬁnalement on de´ﬁnit
la notion d’interpre´tation des objets LLVM en termes de re´seaux de Petri, ce
qui est ne´cessaire pour les spe´ciﬁcations des interfaces et des algorithmes.
4.5.1 Mode`le me´moire
Avant de donner une se´mantique formelle a` notre fragment LLVM, nous
devons nous munir d’un mode`le me´moire, cela inclut : des tas pour stocker
les donne´es alloue´es de manie`re dynamique (accessibles par les pointeurs), des
piles pour stocker les variables locales et arguments de sous programmes.
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P (succtLxmrk , xnext M) df= { br header t,n
P (header t,k)
df
=

xsk = fcall getsk (xmrk )
ssk = fcall sizesk (xsk)
br loopt,k
P (loopt,k)
df
=

isk = phi (ssk , header t,k), (i
′
sk
, footer t,k)
csk = icmp >, isk , 0
br csk , bodyt,k, footer t,k+1
P (bodyt,k)
df
=
{
xk = fcall nthsk (xsk , isk)
br header t,k−1
P (footer t,k)
df
=
{
i′sk = add isk , −1
br loopt,k
P (header t,0)
df
=
{
cg = fcall gt(x1, . . . , xn)
br cg, bodyt,0, footer t,1
P (bodyt,0)
df
=

x′mrk = fcall firet(xmrk , x1, . . . , xn)
pcall add set(xnext , x
′
mrk )
br footer t,1
P (footer t,n+1)
df
=
{
ret
Figure 4.5 – Fonction successeur spe´cifique a` une transition t, pour 1 ≤ k ≤ n.
Definition 4.1. Un tas est une fonction partielle H : P 9 T× (D∪P∪{⊥})⋆
avec domaine fini. Chaque tas assigne a` chaque pointeur dans son domaine un
type et un tuple de valeurs ou pointeurs. L’ensemble de tous les tas est H. ♦
Definition 4.2. Un tas H est bien forme´ pour un couple (t, p) si la valeur p
est consistante avec t dans H, plus pre´cise´ment :
– H est bien forme´ pour (t, p) tels que t ∈ T0 si p est ⊥ ou une valeur de
type t, par exemple si t est int alors p est un entier ou non de´fini ;
– H est bien forme´ pour (struct(t0, . . . , tn), d) si d est un tuple (p0, . . . , pn)
et H est bien forme´ pour chaque (ti, pi) avec 0 ≤ i ≤ n ;
– H est bien forme´ pour (ptr(t), p) tels que t ∈ T si p = ⊥ ou H(p) = (t, p′)
et H est bien forme´ pour (t, p′) ;
Un tas H est bien forme´ si H est bien forme´ pour tout couple (t, p) de son
domaine image. ♦
Remarquons que de part notre de´ﬁnition inductive de types (section 4.1.1)
un tas bien forme´ n’a pas de pointeurs cycliques, et par conse´quent les types
re´cursifs sont interdits.
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Definition 4.3. L’ensemble de tous les pointeurs accessibles a` partir d’un
pointeur p dans un tas H est de´note´ par p↓H et de´fini pour tout p dans P par :
p↓H
df
= {} si p /∈ dom(H)
p↓H
df
= {p} si H(p) = (t, v) et t ∈ T0
p↓H
df
= {p} ∪ p0↓H si H(p) = (ptr(t), p0)
p↓H
df
= {p} ∪ p0↓H ∪ · · · ∪ pn↓H si H(p) = (struct(t0, . . . , tn), (p0, . . . , pn))
♦
On peut montrer que si un tas H est bien forme´ alors p↓H⊆ dom(H) pour
tout p ∈ dom(H), et plus ge´ne´ralement que dom(H) =
⋃
p∈P p↓H .
Proposition 4.1. Soit H un tas bien forme´. Si p ∈ dom(H) alors p ↓H⊆
dom(H) ⊓⊔
Pour parcourir, ajouter et mettre a` jour des donne´es dans un tas, on de´ﬁnit
une famille de fonctions de parcours et d’e´criture.
Definition 4.4. Pour chaque tas H, on a une fonction de parcours ·[·]H .
Chaque fonction ·[·]H est une fonction partielle ·[·]H : P × N 9 P ∪ D de´finie
par :
p[i]H
df
=
{
pi si H(p) = (struct(t0, . . . , tn), (p0, . . . , pn)) et 0 ≤ i ≤ n
non de´fini sinon
♦
Definition 4.5. L’e´criture (ou e´crasement) de donne´es dans le tas est re´alise´
avec la fonction ⊕ : H × H → H. L’objet calcule´ est un tas de´fini pour tout
p ∈ P par :
(H ⊕H ′)(p)
df
=

H ′(p) si p ∈ dom(H ′)
H(p) si p /∈ dom(H ′) ∧ p ∈ dom(H)
non de´fini sinon
♦
Proposition 4.2. L’ope´ration d’e´crasement ⊕ est associative. ⊓⊔
Remarquons que cette ope´ration est clairement non commutative comme la
notation ⊕ pourrait le sugge´rer.
Pour comparer les tas, une e´quivalence structurelle est de´ﬁnie. Cette relation
permet de ve´riﬁer que deux tas contiennent les meˆmes donne´es, accessibles par
diﬀe´rents pointeurs mais avec la meˆme organisation. Plus pre´cise´ment, pour
deux tas H,H ′ et deux pointeurs p,p′, on note (H, p) =st (H
′, p′) si H(p) et
H ′(p′) sont structurellement e´quivalents.
Definition 4.6 (e´quivalence structurelle). Soit H et H ′ deux tas bien forme´s,
v et v′ deux valeurs ou pointeurs. On a (H, v) =st (H
′, v′) si v /∈ dom(H),
v′ /∈ dom(H ′) et v = v′ ; ou bien si :
– H(v) = (struct(t0, . . . , tn), (p0, . . . , pn)) ;
– H ′(v′) = (struct(t0, . . . , tn), (p
′
0, . . . , p
′
n)) ; et
– (H, pi) =st (H
′, p′i) pour 0 ≤ i ≤ n. ♦
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Proposition 4.3. =st est une relation d’e´quivalence. ⊓⊔
On de´ﬁnit aussi une ope´ration d’allocation me´moire sur les tas. Dans notre
cas, on se place d’un point de vue fonctionnel qui consiste a` renvoyer un nouveau
tas a` chaque allocation me´moire. On appelle cette fonction new , elle prend en
argument un tas et un type puis renvoie un nouveau tas contenant la donne´e
alloue´e et un pointeur sur celle-ci.
Definition 4.7. La fonction new : H× T→ H× P est de´finie par :
new(H, t)
df
= (H ∪ {p 7→ (t,⊥)}, p)
pour t ∈ T0 et p un pointeur “frais”
new(H, ptr(t))
df
= (H ∪ {p 7→ (ptr(t),⊥)}, p)
pour t ∈ T et p un pointeur “frais”
new(H, struct(t0, . . . , tn))
df
= (H ∪ {p 7→ (struct(t0, . . . , tn), (⊥, . . . ,⊥))}, p)
pour t0, . . . , tn ∈ T et p un pointeur “frais”
♦
On peut montrer que new renvoie toujours un tas bien forme´, et que appeler
new de la meˆme manie`re avec deux tas e´quivalents produit deux tas e´quivalents.
Proposition 4.4. Soit H un tas bien forme´, et t un type. Si on a (H ′, p) =
new(H, t) alors H ′ est un tas bien forme´. ⊓⊔
Proposition 4.5. Soient H1, H2 deux tas et t un type. Dans ce contexte, on
a new(H1, t) =st new(H2, t) ⊓⊔
Pour de´ﬁnir les appels aux sous-programmes, notre mode`le me´moire a aussi
besoin de de´ﬁnir des piles qui contiennent des frames qui seront empile´s et
de´pile´s de manie`re implicite par des re`gles d’infe´rence dans la se´mantique.
Definition 4.8. Un frame est un tuple F ∈ F
df
= L⊥ × L × B. Pour chaque
frame (lp,F , lc,F , βF ) on a :
– la premie`re composante lc,F est l’e´tiquette du bloc dont on vient, elle est
non de´finie au de´but du programme ;
– la seconde composante lc,F est l’e´tiquette du bloc courant, le bloc qu’on
exe´cute actuellement ;
– finalement, la dernie`re composante βF est une LLVM-valuation corres-
pondante au contexte courant d’e´valuation.
On e´largit la notation fonctionnelle des valuations aux frames pour noter
F (x) l’application de x a` la valuation βF , c’est-a`-dire βF (x). ♦
Pour alle´ger les notations on va toujours noter pour un frame F : lp,F sa
premie`re composante, lc,F sa deuxie`me composante et βF sa troisie`me compo-
sante.
De la meˆme manie`re que pour les tas nous avons besoin de lire la pile et
mettre a` jour les frames. On re´utilise donc l’ope´rateur ⊕ pour cette ope´ration
puisqu’elle est similaire a` la mise a` jour des tas.
Definition 4.9. L’e´criture (ou e´crasement) pour les valuations est re´alise´e
par la fonction ⊕ : B × B → B, la meˆme ope´ration mais pour les frames est
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re´alise´e par la fonction ⊕ : F× B→ F. Ces deux fonctions sont de´finies par :
(β ⊕ β′)(p)
df
=

β′(p) si p ∈ dom(β′)
β(p) si p /∈ dom(β′) ∧ p ∈ dom(β)
non de´fini sinon
(l, l′, β)⊕ β′
df
= (l, l′, β ⊕ β′)
♦
L’e´quivalence structurelle (def. 4.6) peut eˆtre e´tendue aux paires de tas et
frames, on note cette relation par (H,F ) =st (H
′, F ′) pour deux tas H,H ′ et
deux frames F, F ′. Intuitivement, on ve´riﬁe que toutes les donne´es accessibles
depuis les valuations des frames sont structurellement e´quivalentes. Cela doit
aussi eˆtre vrai pour les valeurs stocke´s directement dans les valuations qui ne
sont pas des pointeurs, puisque l’e´quivalence structurelle de tas correspond a`
l’e´galite´ sur D.
Definition 4.10. Soient H, H ′ deux tas et soient F , F ′ deux frames. On a
(H,F ) =st (H
′, F ′) si et seulement si :
– pour tout x ∈ dom(βF ), on a x ∈ dom(βF ′) et (H,x) =st (H
′, x) ;
– pour tout x′ ∈ dom(βF ′), on a x
′ ∈ dom(βF ) et (H,x
′) =st (H
′, x′). ♦
Proposition 4.6. La relation =st avec frames est une relation d’e´quivalence.
⊓⊔
4.5.2 Re`gles d’infe´rence
La se´mantique ope´rationnelle est de´ﬁnie pour un programme P ﬁxe´ et im-
muable. Cela veut dire que aucune fonction, ni bloc ne peuvent eˆtre cre´e´s ou
modiﬁe´s pendant l’exe´cution. On de´note le re´sultat d’un calcul par · , par
exemple 2 + 3 est 5. Les objets le plus manipule´s dans notre syste`me de re`gles
d’infe´rences sont des conﬁgurations qui repre´sentent un e´tat du programme
pendant son exe´cution.
Definition 4.11. Une configuration est un tuple (seq , H, F ), qu’on note par(
seq
)
H,F
, ou` seq est une se´quence d’instruction, H un tas et F un frame. ♦
Les re`gles d’infe´rence pour les expressions sont pre´sente´es a` la ﬁgure 4.6
et sont e´value´es comme des valeurs dans le contexte d’un frame. Les re`gles
d’infe´rence pour les se´quences et les commandes sont donne´es sur la ﬁgure 4.7,
les se´quences et les commandes sont e´value´es vers d’autres se´quences et com-
mandes dans le contexte d’un tas et d’un frame.
On peut remarquer comment les frames sont empile´s sur la pile dans les
re`gles pcall et fcall , un nouveau frame F0 remplace le frame courant F dans
les pre´misses de ces re`gles. Ce nouveau frame est utilise´ pour exe´cuter le corps
du sous-programme appele´. La se´mantique me´lange les re´ductions a` petit- et
grand-pas. En eﬀet, la plupart des re`gles sont de´ﬁnies avec des re´ductions a`
petit-pas sauf les re`gles pcall et fcall ou` l’appel du sous-programme est directe-
ment lie´ au re´sultat du calcul de son corps, ce qui est re´alise´e par une se´quence
de re´duction dans la pre´misse de la re`gle.
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F (x) = p H(p) = (t, v)(
load x
)
H,F
 
(
v
)
H
load
F (x) = p p[i]H de´fini(
gep x, 0, i
)
H,F
 
(
p[i]H
)
H
gep0
F (x1) + F (x2) = v(
add x1, x2
)
H,F
 
(
v
)
H
add
(H ′, p) = new(H, t)(
alloc t
)
H,F
 
(
p
)
H⊕H′
alloc
F (x1) op F (x2) = v op ∈ {<,≤,=, 6=,≥, >}(
icmp op, x1, x2
)
H,F
 
(
v
)
H
icmp
1 ≤ i ≤ n li 6= ⊥(
phi (x1, l1), . . . , (xn, ln)
)
H,(li, lc, β)
 
(
β(xi)
)
H
phi
fL a1, . . . , an M ∈ dom(P )
F0 = (⊥, fL a1, . . . , an M, {a1 7→ F (r1), . . . , an 7→ F (rn)})(
P (fL a1, . . . , an M)
)
H,F0
 ∗
(
v
)
H′(
fcall f (r1, . . . , rn)
)
H,F
 
(
v
)
H′
fcall
(
ret r
)
H,F
 
(
F (r)
)
H
ret
r constante ou variable(
r
)
H,F
 
(
F (r)
)
H
rvalue
Figure 4.6 – Re`gles pour les expressions.
(
cmd
)
H,F
 
(
seq ′
)
H′,F ′(
cmd ; seq
)
H,F
 
(
seq ′; seq
)
H′,F ′
seq
(
skip; seq
)
H,F
 
(
seq
)
H,F
skip
(
br l
)
H,(lp, lc, β)
 
(
P (l)
)
H,(lc, l, β)
branch1
(β(r) = true ∧ l = l1) ∨ (β(r) = false ∧ l = l2)(
br r, l1, l2
)
H,(lp, lc, β)
 
(
P (l)
)
H,(lc, l, β)
branch2
fL a1, . . . , an M ∈ dom(P )
F0 = (⊥, fL a1, . . . , an M, {a1 7→ F (r1), . . . , an 7→ F (rn)})(
P (fL a1, . . . , an M)
)
H,F0
 ∗
(
ret
)
H′,F ′(
pcall f (r1, . . . , rn)
)
H,F
 
(
skip
)
H′,F
pcall
(
expr
)
H,F
 
(
v
)
H′(
x = expr
)
H,F
 
(
skip
)
H′,F⊕{x 7→ v}
assign
F (rp) = p H(p) = (t, d) H
′ = {p 7→ (t, F (rnew ))}(
store rnew , rp
)
H,F
 
(
skip
)
H⊕H′,F
store
Figure 4.7 – Re`gles pour les se´quences et les commandes.
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Exemple d’utilisation de la se´mantique
Pour mettre en pratique les re`gles d’infe´rence de la se´mantique on conside`re
le programme suivant.
P (f Lx1 M) df=
x2 = icmp <, x1, 2
ret x2
P (l)
df
=
x3 = 1
x4 = f Lx3 M
On conside`re l’e´tiquette l comme point d’entre´e du programme. Le programme
consiste a` aﬀecter une constante a` une variable puis appeler la fonction f qui
teste si la valeur de cette constante est infe´rieure a` 2, puis renvoie la valeur de
ce test.
Pour notre re´duction on conside`re que le contexte initial est vide, c’est-a`-
dire que le tas est ∅ et que le frame est (⊥, l, ∅), on ﬁxe l’e´tiquette courante a` l
car c’est le bloc courant. On commence avec P (l)
df
= (x3 = 1;x4 = fLx3 M) qui
est le code du bloc l. L’ensemble de re`gles e´tant dirige´ par la syntaxe, on n’a
d’autres choix que de commencer la re´duction en appliquant la re`gle seq .
(
1
)
∅,(⊥,l,∅)
 
(
1
)
∅
rvalue(
x3 = 1
)
∅,(⊥,l,∅)
 
(
skip
)
∅,(⊥,l,{x3 7→1})
assign
(
x3 = 1;x4 = fLx3 M )∅,(⊥,l,∅)  ( skip;x4 = fLx3 M )∅,(⊥,l,{x3 7→1}) seq
Pour re´aliser cette re´duction on doit aussi appliquer la re`gle assign en pre´misse,
qui a` son tour a besoin de la re`gle rvalue pour traiter la constante. Graˆce a` la
re`gle assign la valuation du frame est enrichie de l’assignation x3 7→ 1.
On continue la re´duction avec les re`gles skip et assign.
(
skip;x4 = fLx3 M )∅,(⊥,l,{x3 7→1})  ( x4 = fLx3 M )∅,(⊥,l,{x3 7→1}) skip
(
P (fLx1 M) )∅,(⊥,l,{x1 7→1})  ∗ ( false )∅(
fLx3 M )∅,(⊥,l,{x3 7→1})  ( false )∅ fcall(
x4 = fLx3 M )∅,(⊥,l,{x3 7→1})  ( skip )∅,(⊥,l,{x3 7→1,x4 7→false}) assign
Lors de la re´duction avec la re`gle assign on doit re´aliser une re´duction avec
la re`gle pcall qui correspond a` un appel de sous-programme. Cet appel de sous-
programme se re´duit a` false dans le contexte d’un tas vide, cela est pre´sente´
par les re´ductions qui suivent.
On commence la re´duction du sous programme P (fLx1 M) dans le contexte
du meˆme tas, mais d’un nouveau frame F0 = (⊥, fLx1 M, {x1 7→ 1}). La valeur
de x1 a e´te´ obtenue graˆce a` la valuation {x1 7→ 1} contenue dans le frame
utilise´ pour l’appel de fonction.
Le premier pas de re´duction du sous programme est la re`gle seq , de manie`re
ge´ne´rale on utilise toujours cette re`gle lorsque le bloc courant a plus d’une
instruction. Cette re´duction a besoin de la re`gle assign qui a` son tour a besoin
de la re`gle icmp. Cette dernie`re, re´cupe`re la valeur de x1 a` partir du frame et
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la compare avec 2 (on rappelle que la valuation d’un frame est l’identite´ pour
les constantes).
F (x1) < F (2) = false(
icmp <, x1, 2
)
∅,F0
 
(
false
)
∅
icmp(
x2 = icmp <, x1, 2
)
∅,F0
 
(
skip
)
∅,F0⊕{x2 7→false}
assign
(
x2 = icmp <, x1, 2; ret x2
)
∅,F0
 
(
skip; ret x2
)
∅,F0⊕{x2 7→false}
seq
Pour ﬁnir la re´duction on applique les re`gles skip et ret sur le redex du sous-
programme.
(
skip; ret x2
)
∅,F0⊕{x2 7→false}
 
(
ret x2
)
∅,F0⊕{x2 7→false}
skip
(
ret x2
)
∅,F0
 
(
false
)
∅
ret
Finalement, on arrive a` la valeur false dans le contexte d’un tas vide : l’utili-
sation de la re`gle fcall ci-dessus e´tait le´gale.
4.5.3 Interpre´tation des structures de donne´es
Le lien entre le re´seau de Petri et son imple´mentation en LLVM est for-
malise´ avec une famille de fonctions d’interpre´tation pour toutes les structures
de donne´es. Cela permet d’une part de faire un lien entre les deux mondes,
ne´cessaire aux preuves de correction, et d’autre part de formaliser les pre´requis
comportementaux des interfaces pre´sente´es dans la section 4.6.
Definition 4.12. Une interpre´tation est une fonction partielle qui associe une
paire forme´e d’un tas et d’un pointeur a` un objet de l’univers des re´seaux de
Petri : un marquage, un ensemble de marquages, un multiensemble de jetons,
un jeton. Les interpre´tations sont note´es JH, pK⋆, ou` H ∈ H, p ∈ P ∪ D et ⋆
est une annotation qui de´crit l’objet interpre´te´. De plus chaque fonction d’in-
terpre´tation doit respecter les deux pre´requis 4.1 et 4.2. ♦
Pre´requis 4.1. Soit J·, ·K⋆ une fonction d’interpre´tation, H un tas, et p un
pointeur. Le re´sultat de l’interpre´tation JH, pK⋆ de´pend seulement des donne´es
accessibles a` partir de p, i.e., p↓H . ♦
Pre´requis 4.2. Soit J·, ·K⋆ une fonction d’interpre´tation, H,H ′ deux tas, et
p, p′ deux pointeurs ou valeurs. Si (H, p) =st (H
′, p′) alors JH, pK⋆ = JH ′, p′K⋆.
♦
Il faut retenir de la de´ﬁnition 4.12 que le re´sultat d’une fonction d’in-
terpre´tation de´pend du contexte dans lequel elle est utilise´e. Par exemple, si on
utilise l’annotation mset(t) a` la place de ⋆ alors l’interpre´tation JH, pKmset(t)
renvoie un multiensemble d’objets de type t, pour un pointeur p et un tas
H. Pour cela il faut e´videmment que le pointeur p pointe un multiensemble
d’objets de type t dans le tas H.
Comme pre´sente´ dans la section 4.4, on utilise des structures de donne´es
et des fonctions comme blocs de base pour construire nos algorithmes. Ils sont
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soit pre´de´ﬁnis soit produits par le processus de compilation. Chacune de ces
fonctions et structures de donne´es est spe´ciﬁe´e (plus pre´cise´ment, axiomatise´e)
par une interface formelle. En particulier, cela permet de rester inde´pendant et
modulaire vis-a`-vis des composants a` la fois sur le plan formel mais aussi par
rapport a` l’imple´mentation. Spe´ciﬁer une interface me`ne a` la de´ﬁnition d’un
ensemble de primitives qui respectent des de´rivations et des interpre´tations
dans notre se´mantique. Par exemple, si H est un tas et F un frame, tels que
F (xmset) = pmset est un pointeur sur une structure de multiensemble qui stocke
des e´le´ments de type t, alors la proce´dure addmset est spe´ciﬁe´e par :(
pcall addmset(xmset , x)
)
H,F
 
(
skip
)
H⊕H′,F
dom(H) ∩ dom(H ′) ⊆ pmset ↓H
JH ⊕H ′, pmsetKmset(t) = JH, pmsetKmset(t) + {JH,F (x)Kt}
La premie`re condition de´crit le re´sultat de la re´duction de l’appel a` la proce´dure,
la deuxie`me condition est une restriction sur les modiﬁcations du tas limitant
les eﬀets de bord, et la troisie`me condition interpre`te le calcul en termes d’objets
de l’univers des re´seaux de Petri.
Les diﬀe´rentes imple´mentations des structures de marquage quant a` elles
doivent respecter les deux pre´requis 4.3 et 4.4.
Pre´requis 4.3 (cohe´rence). Soient H,H ′ deux tas bien forme´s, F, F ′ deux
frames, pmrk ∈ dom(H) un pointeur vers une structure de marquage et ps
un pointeur sur une place accessible a` partir de pmrk ( i.e., ps ∈ pmrk ↓H).
Si JH, pmrk Kmrk (s) = JH, psKs, ( seq )H,F  ( seq′ )H⊕H′,F ′ et pmrk /∈
dom(H ′) alors
JH ⊕H ′, pmrk Kmrk (s) = JH ⊕H ′, psKs
♦
Pre´requis 4.4 (se´paration). Soit pmrk un pointeur sur une structure de mar-
quage dans un tas H bien forme´. Si ps et p
′
s sont des pointeur sur des places
distinctes dans cette structure alors on a ps↓H ∩ ps′ ↓H= ∅ ♦
Le pre´requis 4.3 assure que chacune des modiﬁcations d’une place s a` travers
un pointeur ps renvoye´ par gets sera reﬂe´te´e sur la structure de marquage (et
non une copie). Le pre´requis 4.4 assure que les places dans une structure de
marquage ne partagent pas de me´moire, par conse´quent la modiﬁcation d’une
place ne modiﬁera aucune autre place de cette structure. Ce dernier pre´requis
permet donc de controˆler les eﬀets de bord sur les modiﬁcations de places.
L’ensemble des spe´ciﬁcations est donne´e dans la section 4.6. Une re´alisation
comple`te d’une structure de marquage est donne´ en annexe A.1.
4.6
Interfaces formelles
Cette section de´taille l’ensemble des interfaces utilise´es ainsi que leur axio-
matisation. On aborde les multiensembles, les places, les marquages et les en-
sembles de marquages. Dans l’ensemble de la section on pose F un frame et
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H un tas. Toutes les spe´ciﬁcations sont donne´es dans des contextes minimaux.
Elles pourront eˆtre ge´ne´ralise´es par la suite graˆce au the´ore`me d’extensionnalite´
pre´sente´ dans la section 4.7.
4.6.1 Interface des multiensembles
On suppose qu’on dispose d’une imple´mentation correcte de multiensembles
pour tout type de donne´es t d’interpre´tation J·, ·Kt. Chaque structure de mul-
tiensemble de´ﬁnie pour le type t a pour type mset(t) et la fonction d’in-
terpre´tation de cette structure sera note´e J·, ·Kmset(t). Soit xmset une variable,
pmset un pointeur sur une structure de multiensemble de type mset(t) et x
une variable ou une valeur telles que F (xmset) = pmset et F (x) soit de type t.
Chacune des fonctions de l’interface est spe´ciﬁe´ comme suit :
1. La fonction consmset construit un multiensemble vide :(
fcall consmset()
)
∅,F
 
(
pmset
)
H
JH, pmsetKmset(t) = ∅
2. La proce´dure addmset ajoute un e´le´ment au multiensemble :(
pcall addmset(xmset , x)
)
H,F
 
(
skip
)
H⊕H′,F
dom(H) ∩ dom(H ′) ⊆ pmset ↓H
JH ⊕H ′, pmsetKmset(t) = JH, pmsetKmset(t) + {JH,F (x)Kt}
La deuxie`me e´quation de´crit le comportement de la fonction sur le tas,
tous les pointeurs sur les donne´es modiﬁe´es sont localise´s dans pmset ↓H ,
et donc seule la structure de multiensemble a donc e´te´ modiﬁe´e, le reste
du tas demeure inchange´.
3. La proce´dure remmset supprime un e´le´ment du multiensemble :(
pcall remmset(xmset , x)
)
H,F
 
(
skip
)
H⊕H′,F
dom(H) ∩ dom(H ′) ⊆ pmset ↓H
JH ⊕H ′, pmsetKmset(t) = JH, pmsetKmset(t) − {JH,F (x)Kt}
4. La fonction sizemset renvoie la taille du domaine du multiensemble :(
fcall sizemset(xmset)
)
H,F
 
(
card(dom(JH, pmsetKmset(t)))
)
H
5. La fonction nthmset renvoie le i-e`me e´le´ment du domaine du multien-
semble ou, selon l’imple´mentation choisie, un pointeur sur cet e´le´ment
(pour l’ordre arbitraire pre´alablement ﬁxe´) :(
fcall nthmset(xmset , i)
)
H,F
 
(
pi
)
H
JH, pmsetKmset(t) = {x1 7→ k1, . . . , xn 7→ kn}
JH, piKt = xi
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6. La proce´dure copymset copie le contenu d’un premier multiensemble dans
un second multiensemble, pour x′mset une variable, p
′
mset un pointeur sur
une structure de multiensemble de type mset(t) et F (x′mset) = p
′
mset :(
pcall copymset(xmset , x
′
mset)
)
H,F
 
(
skip
)
H⊕H′,F
dom(H) ∩ dom(H ′) ⊆ p′mset ↓H
JH, pmsetKmset(t) = JH ⊕H ′, pmsetKmset(t) = JH ⊕H ′, p′msetKmset(t)
7. La proce´dure clearmset prend en argument un pointeur sur une structure
de multiensemble et vide ce multiensemble :(
pcall clearmset(xmset)
)
H,F
 
(
skip
)
H⊕H′,F
dom(H) ∩ dom(H ′) ⊆ pmset ↓H
JH ⊕H ′, pmsetKmset(t) = ∅
8. La fonction notemptymset renvoie true si le multiensemble n’est pas vide
et false sinon :(
fcall notemptymset(xmset)
)
H,F
 
(
card(dom(JH, pmsetKmset(t))) 6= ∅
)
H
4.6.2 Interface des places
Comme pre´cise´ dans la section 4.5, une place est un multiensemble de je-
tons et s’occupe de la fac¸on dont ils sont stocke´s. On peut donc l’imple´menter
par un multiensemble et garder la meˆme spe´ciﬁcation. Pour diﬀe´rencier les
places des multiensembles on annote l’interpre´tation d’une place s par son
nom. La fonction d’interpre´tation de la place est donc J·, ·Ks. On note J·, ·Kt(s)
l’interpre´tation de la structure qui encode un jeton contenu dans cette place,
il s’agit de la meˆme fonction que J·, ·Kt dans la sous-section pre´ce´dente.
Remarquons que dans certains cas il est beaucoup plus inte´ressant de ne
pas utiliser l’imple´mentation par de´faut de multiensembles mais de fournir une
imple´mentation spe´ciﬁque, il s’agit d’une optimisation re´alise´e au moment de
la compilation.
4.6.3 Interface des marquages
Chaque structure de marquage est un conteneur de places, son roˆle est de
les stocker et de permettre d’y acce´der. Dans notre approche la structure de
marquage de´le`gue le stockage des jetons aux places.
Soit xmrk une variable et pmrk un pointeur sur une instance de la struc-
ture de marquage tels que F (xmrk ) = pmrk et sa fonction d’interpre´tation soitJ·, ·Kmrk . Dans ce contexte, pour un tas H on dira que ps est un pointeur sur
une place de cette structure, s’il existe une place s d’interpre´tation J·, ·Ks, telle
que JH, pmrk Kmrk (s) = JH, psKs et ps ∈ pmrk ↓H .
On dira qu’une structure de marquage est bien de´ﬁnie si elle fournit les
e´le´ments suivants et satisfait leur spe´ciﬁcation.
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1. Elle fournit une famille de fonctions gets de´ﬁnie pour chaque place s du
marquage, telles que(
fcall gets(xmrk )
)
H,F
 
(
ps
)
H
ps↓H⊂ pmrk ↓H
JH, pmrk Kmrk (s) = JH, psKs
Intuitivement, chaque fonction gets renvoie un pointeur sur la place s de
la structure de marquage ;
2. Une fonction copymrk qui copie un marquage et renvoie le pointeur cor-
respondant, telle que(
fcall copymrk (xmrk )
)
H,F
 
(
p′mrk
)
H⊕H′
dom(H ′) ∩ dom(H) = ∅
p′mrk ∈ dom(H
′)
JH, pmrk Kmrk = JH ⊕H ′, pmrk Kmrk = JH ⊕H ′, p′mrk Kmrk
3. Une fonction consmrk qui renvoie une structure de marquage vide, telle
que (
fcall consmrk ()
)
∅,F
 
(
pmrk
)
H
JH, pmrk Kmrk = ∅
De plus chaque structure de marquage doit ve´riﬁer les deux proprie´te´s men-
tionne´s dans la section 4.5.3 :
– la proprie´te´ de cohe´rence qui assure que lorsqu’on fait des modiﬁcations
sur une place a` l’aide d’un pointeur retourne´ par gets alors ces change-
ments sont reﬂe´te´s sur le marquage ;
– la proprie´te´ de se´paration qui assure que lorsqu’on modiﬁe une place du
marquage ces modiﬁcations n’ont pas d’eﬀet de bord sur les autres places,
ce qui est garanti par l’absence de partage de me´moire entre places.
Un marquage simple peut eˆtre imple´mente´ avec une structure qui contient
des pointeurs sur des places. Le type de cette structure est struct(ts0 , . . . , tsn)
ou` tsi est le type de la i-e`me place (la place si). Cette imple´mentation ainsi
que les preuves de validite´ sont donne´es dans l’annexe A.1.
4.6.4 Interface des ensembles de marquages
Une structure pour contenir des marquages est ne´cessaires aﬁn de calcu-
ler les espaces d’e´tats. Cette structure a pour type set(mrk) ou` mrk est le
type du marquage. Comme on n’a qu’un seul type de structure de marquage
dans un programme l’argument mrk est omis. L’interface que doit respecter la
spe´ciﬁcation qui suit. Elle doit fournir :
1. Une fonction consset qui cre´e un nouvel ensemble vide de marquages et
renvoie le pointeur correspondant, telle que(
fcall consset()
)
∅,F
 
(
pset
)
H
JH, psetKset = ∅
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2. Une proce´dure add set telle que si pmrk est un pointeur sur une structure
de marquage et pset un pointeur sur un ensemble de marquages alors(
pcall add set(set , pmrk )
)
H,F
 
(
skip
)
H⊕H′,F
dom(H ′) ∩ dom(H) ⊆ set ↓H
JH ⊕H ′, setKset = JH ′, setKset = JH, setKset ∪ { JH, pmrk Kmrk }
Intuitivement, cette fonction ajoute le marquage pointe´ par pmrk a` l’en-
semble pointe´ par pset .
4.7
Re´sultats the´oriques
Dans cette section, on pre´sente les re´sultats principaux sur la se´mantique.
Le the´ore`me de correction des fonctions firet, le the´ore`me de correction des
fonctions succt , ainsi que les the´ore`mes de correction des fonctions init et succ.
Tous ces re´sultats sont e´nonce´s et prouve´s dans des contextes minimaux, i.e., le
tas contient juste les pointeurs requis aux calculs. On peut se le permettre graˆce
a` un re´sultat important sur notre se´mantique : le the´ore`me d’extensionnalite´.
4.7.1 The´ore`me d’extensionnalite´
Le the´ore`me d’extensionnalite´ permet de conside´rer les diﬀe´rentes se´quences
de re´ductions dans des contextes minimaux, puis les ge´ne´raliser a` des contextes
plus riches. L’e´nonce´ du the´ore`me est long parce que nous devons adresser les
expressions et le commandes simultane´ment.
The´ore`me 4.7 (extensionnalite´). Soient seq , seq ′ des se´quence d’instructions,
v′ une valeur, H,H ′ des tas et F, F ′ des frames. Dans ce contexte, si(
seq
)
H,F
 ∗
(
v′
)
H⊕H′
ou, resp.,
(
seq
)
H,F
 ∗
(
seq′
)
H⊕H′,F ′
et si pour tout tas H0 et toute valuation β0 telle que
(i) dom(H) ∩ dom(H0) = ∅
(ii) dom(βF ) ∩ dom(β0) = ∅
(iii) toute variable assigne´e dans seq (ou un de ses redex) n’est pas dans
dom(β0)
alors on peut re´aliser la meˆme re´duction dans un environnement e´largi par le
tas H0 et le frame β0, i.e. :(
seq
)
H⊕H0,F⊕β0
 ∗
(
v′′
)
H⊕H0⊕H′′
ou, resp.,
(
seq
)
H⊕H0,F⊕β0
 ∗
(
seq′
)
H⊕H0⊕H′′,F ′′⊕β0
avec v′′ une valeur, H ′′ un tas et F ′′ un frame tels que :
dom(H0) ∩ dom(H
′′) = ∅ (4.1)
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∀p ∈ dom(H), (H ′, p) =st (H
′′, p) (4.2)
(H ⊕H ′, v′) =st (H ⊕H
′′, v′′) (4.3)
ou, respectivement, (4.1), (4.2) et
(F ′, H ′) =st (F
′′, H ′′) (4.4)
dom(β0) ∩ dom(βF ′′) = ∅ (4.5)
dom(βF ′) = dom(βF ′′) (4.6)
⊓⊔
Intuitivement, l’e´quation (4.1) garantit qu’on ne modiﬁe pas le tasH0, c’est-
a`-dire que l’e´valuation de la se´quence n’a pas d’eﬀets de bords. L’e´quation (4.2)
garantit que les modiﬁcations surH ′ etH ′′ ont e´te´ re´alise´es de la meˆme manie`re
durant les re´ductions, c’est-a`-dire que chaque structure accessible depuis H a
subit les meˆmes modiﬁcations dans les deux tas. Les e´quations (4.3) et (4.4)
garantissent que les re´ductions produisent le meˆme calcul. L’e´quation (4.5)
garantit que l’on n’e´crase pas les variables dans le frame, LLVM e´tant en forme
SSA (Single Static Assignment) qui implique que chaque assignation introduit
une nouvelle variable. L’e´quation (4.6) garantit que les variables ajoute´es dans
les frames sont les meˆmes. La preuve de ce the´ore`me est donne´e en section 5.1.
La correction de la fonction init est donne´e par le the´ore`me 4.8, celle de la
fonction succ par le the´ore`me 4.9.
The´ore`me 4.8. La fonction init est correcte et termine, i.e., Si M est le mar-
quage initial, F un frame alors(
fcall init()
)
∅,F
 
(
pmrk
)
H
et JH, pmrk Kmrk =M
⊓⊔
The´ore`me 4.9. La fonction succ est correcte et termine, i.e., Si M est un
marquage et set l’ensemble de tous les marquages successeurs, alors pour un
tas H, un frame F , xmrk une variable et pmrk un pointeur sur une structure
de marquage tels que F (xmrk ) = pmrk et JH, pmrk Kmrk =M on a :(
fcall succ(xmrk )
)
H,F
 
(
pset
)
H⊕H′
dom(H) ∩ dom(H ′) = ∅
JH ⊕H ′, psetKset = set
⊓⊔
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4.7.2 Correction des fonctions d’exploration
La correction de la fonction de tir d’une transition t est donne´e par le
The´ore`me 4.10. Ce the´ore`me est prouve´ en utilisant deux lemmes montrant
respectivement la correction de l’e´tape de consommation de jetons et la correc-
tion de l’e´tape de production de jetons. Les deux sont prouve´s par induction sur
le nombre de places dans la structure de marquage. Ces lemmes et les preuves
sont donne´es dans la section 5.2. Le corollaire 4.11 donne la terminaison de
cette fonction.
The´ore`me 4.10. Soient M un marquage, H un tas et pmrk un pointeur sur
une structure de marquage telle que dom(H) = pmrk ↓H et JH, pmrk Kmrk =M .
Soit β
df
= {x1 7→ v1, . . . , xn 7→ vn} un mode de la transition t, ce qui implique
que chaque vi est une valeur ou un pointeur qui encode un jeton d’une place si
( i.e., JH, viKℓ(si) ∈ M(si)). Soit F un frame tel que βF df= β ⊕ {xmrk 7→ pmrk}
Si
M [t, β〉M ′ et
(
fcall firet(xmrk , x1, . . . , xn)
)
H,F
 
(
p′mrk
)
H⊕H′
alors JH ⊕H ′, p′mrk Kmrk =M ′ et dom(H) ∩ dom(H ′) = ∅
Corollaire 4.11. Sous les meˆmes hypothe`ses, l’appel a` firet termine. ⊓⊔
Le dernier the´ore`me pre´sente´ ici est le the´ore`me 4.12 qui donne la correction
de la fonction successeur spe´ciﬁque aux transitions. La preuve de ce the´ore`me
est re´alise´e par double inclusion en analysant les interfaces formelles des fonc-
tions appele´es. Le de´tail est donne´ dans la section 5.3. Le corollaire 4.13 donne
la terminaison de cette fonction.
The´ore`me 4.12. Soient F un frame et pmrk un pointeur sur le tas H tel que
pmrk ↓H= dom(H), JH, pmrk Kmrk =M , βF (xmrk ) = pmrk et βF (xnext) = pnext .
Si(
fcall succt(xmrk , xnext)
)
H,F
 ∗
(
pnext
)
H⊕H′
et JH, pnextKset = E
ou` E est un ensemble de marquages, alors
dom(H) ∩ dom(H ′) = ∅
JH ⊕H ′, pnextKset = E ∪ {M ′ | ∃β, M [t, β〉M ′}
Corollaire 4.13. Sous les meˆmes hypothe`ses, l’appel a` succt termine. ⊓⊔
4.8
Re´alisation des optimisations
Cette section on reprend les optimisations de la section 3.3. Pour chacune
d’elles on propose une re´alisation en LLVM. Ce travail a e´te´ re´alise´ essentielle-
ment pour mettre en avant l’aspect ﬂexible du cadre LLVM qu’on a de´ﬁni dans
ce chapitre. Dans les trois cas, on s’inte´resse aux places 1-borne´es qui ont la
proprie´te´ de contenir au plus un seul jeton dans tous les marquages accessibles
depuis le marquage initial. Les preuves de ces optimisations sont donne´es dans
la section 5.4.
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4.8.1 Optimisation de calcul de modes
Pour un marquageM , et une transition t telle que s1, . . . , sn sont ses places
en entre´e, c’est-a`-dire ℓ(si, t) = xi, pour 1 ≤ i ≤ n. Supposons que la place
sk est 1-borne´e, avec 1 ≤ k ≤ n, alors on peut remplacer la k-e`me boucle de
l’algorithme du calcul des marquages successeurs par un simple test. Cela a e´te´
pre´sente´ en section 3.3.
Les changements au niveau de l’imple´mentation LLVM de cette optimisa-
tion sont minimes, en eﬀet, il suﬃt de remplacer par les quatre blocs pre´sente´s
sur la ﬁgure 4.8, les blocs correspondants de l’algorithme 4.5. Bien e´videmment,
puisqu’on change l’algorithme du calcul des marquages successeurs d’une tran-
sition, il faut de nouveau prouver le the´ore`me 4.12, ce qui est fait dans la
section 5.4.1.
P (headerk)
df
=
{
xpqk = fcall getqk (xpM )
br loopk
P (loopk)
df
=
{
cqk = fcall notempty(xpqk )
br cqk , bodyk, footerk+1
P (bodyk)
df
=
{
xk = fcall nthqk (xpqk , 1)
br headerk−1
P (footerk)
df
=
{
br footerk+1
Figure 4.8 – Nouveaux blocs de succt spe´cifiques a` une place sk 1-borne´e.
4.8.2 Optimisation d’ordre des e´nume´rations
Lorsqu’on a re´alise´ la fonction succt, on a conside´re´ un ordre arbitraire
sur les variables aﬁn de les e´nume´rer. L’ordre des boucles n’a donc pas d’inci-
dence sur la correction de l’algorithme. Cependant, conside´rer certaines places
avant d’autres permet de gagner en performances [56]. L’optimisation consiste
a` de´ﬁnir un ordre particulier aﬁn d’e´nume´rer en priorite´ les places 1-borne´es,
puis celles dont les types comportent peu d’e´le´ments, et enﬁn les autres. Comme
l’ordre e´tait initialement arbitraire, ce choix n’a pas besoin d’eˆtre prouve´ et les
gains seront mis en e´vidence pendant les tests de performances.
4.8.3 Optimisation d’une structure de donne´es
Ici on s’inte´resse a` remplacer une structure de donne´es par une autre. La
clef de vouˆte de cette optimisation est le respect des interfaces, car alors, les
algorithmes qu’on a prouve´s corrects sont pre´serve´s. En eﬀet, ils ne font au-
cune supposition a` propos des structures de donne´es autre que le respect des
interfaces (et de leur axiomatisation).
La re´alisation de cette optimisation n’est visible qu’au niveau LLVM, et
consiste a` remplacer la structure qui encode une place s 1-borne´e de type
jeton-noir. L’imple´mentation de la nouvelle structure de donne´es pour la place
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s est pre´sente´e sur la ﬁgure 4.9 et consiste a` stocker un boole´en indiquant si la
place est marque´e ou pas. La fonction d’interpre´tation de cette structure est :
JH, psKs = ∅ si H(ps) = (bool , false)JH, psKs = {•} si H(ps) = (bool , true)
La fonction d’interpre´tation de l’encodage des jetons est de´ﬁnie par :
JH, vKt(s) = • si v ∈ {true, false}
Il faut remarquer que l’interpre´tation de jetons donne le meˆme re´sultat pour
les deux valeurs parce qu’elle n’est utilise´e que dans le cas d’une place non vide.
Proposition 4.14. L’imple´mentation, 1-borne´e de type jeton noir, respecte
l’interface d’une structure de place. ⊓⊔
P (addsLxs, x M) df=
store true, xs
ret
P (remsLxs, x M) df=
store false, xs
ret
P (copysLxs, x′s M) df=
x = load xs
store x, x′s
ret
P (notemptysLxs M) df=
x = load xs
ret x
P (conssL M) df=
store false, xs
ret
P (sizesLxs M) df=
x = load xs
br x, l1, l2
P (nthsLxs, i M) df=
ret true
P (clearsLxs M) df=
store false, xs
ret
P (l1)
df
=
ret 1
P (l2)
df
=
ret 0
Figure 4.9 – Imple´mentation d’une place 1-borne´e de type jeton noir.
4.9
Conclusion
Dans ce chapitre on a vu l’application de l’approche par compilation du
chapitre 3. Un fragment du langage LLVM-IR a e´te´ utilise´ pour la re´alisation
des algorithmes et des optimisations. Ce fragment a e´te´ muni d’une se´mantique
ope´rationnelle pour re´aliser des preuves de correction et de terminaison.
La se´mantique formelle est pre´sente´e sous forme d’un ensemble de re`gles
d’infe´rence qui manipulent des tas et des piles de manie`re explicite. L’ensemble
des re`gles est a` petits pas a` l’exception des appels de sous-programmes. Cette
se´mantique a donne´ un the´ore`me important, le the´ore`me d’extensionnalite´,
qui permet d’obtenir des preuves plus simples car re´alise´s dans des contextes
minimaux puis ge´ne´ralise´es a` tout contexte, comme nous le verrons dans le
chapitre 5.
Il faut cependant noter les limites de ce qu’on prouve. On ne prouve pas une
imple´mentation, mais la correction des primitives dans le langage cible. Le cal-
cul est correct si le ge´ne´rateur cre´e eﬀectivement les algorithmes et structures
donne´es ici, ces primitives sont correctes et re´alisent eﬀectivement les interfaces.
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5 Preuves sur la se´mantique
Ce chapitre regroupe les preuves des re´sultats du chapitre 4, ainsi que
des re´sultats interme´diaires. Il s’agit donc d’un chapitre technique qui peut
aise´ment eˆtre passe´ en premie`re lecture. On donne tout d’abord la preuve du
the´ore`me d’extensionnalite´, puis la correction des fonctions firet et succt, ﬁ-
nalement on donne les preuves des optimisations.
5.1
Preuve du the´ore`me d’extensionnalite´
La preuve est re´alise´e par induction sur les arbres de de´rivation. On utilise
un ordre lexicographique sur les deux quantite´s suivantes :
1. La hauteur maximale des arbres de de´rivation durant la re´duction.
2. Le nombre de pas de calcul ne´cessaires a` la re´duction.
5.1.1 Cas de base : nombre de pas nul
On a la re´duction (
seq
)
H,F
 ∗
(
seq′
)
H⊕H′,F ′
on souhaite obtenir(
seq
)
H⊕H0,F⊕β0
 ∗
(
seq′
)
H⊕H0⊕H′′,F ′′⊕β0
parce que le nombre de pas est nul on a seq = seq′, H ′ = H ′′ = ∅ et F = F ′ =
F ′′. L’e´quivalence structurelle et les e´galite´s sur les domaines sont triviales.
5.1.2 Cas inductifs :
Dans les cas inductifs on conside`re le premier pas durant la se´quence de
re´duction. En eﬀet, si on prouve que la proprie´te´ est vraie pour le premier pas
alors on peut conclure par l’hypothe`se d’induction puisque le nombre de pas
a e´te´ de´cre´mente´ de 1. La hauteur maximale de l’arbre de de´rivation restera
quant a` elle plus petite ou e´gale a` la hauteur actuelle.
La majorite´ des cas inductifs sont triviaux, une simple application de l’hy-
pothe`se d’induction ou l’application de la de´rivation suﬃt pour conclure. Le
cas diﬃcile est assign a` cause de l’introduction d’une nouvelle variable.
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Cas seq :
Le premier pas est une application de la re`gle seq :(
cmd
)
H,F
 
(
seq ′
)
H⊕H′,F ′(
cmd ; seq
)
H,F
 
(
seq ′; seq
)
H⊕H′,F ′
seq
On applique l’hypothe`se d’inductions sur la pre´misse de la re`gle, on obtient :(
cmd
)
H⊕H0,F⊕β0
 
(
seq ′
)
H⊕H0⊕H′′,F ′′⊕β0
ou` le tas H ′′ et le frame F ′′ sont tels que :
dom(H0) ∩ dom(H
′′) = ∅ (5.1)
∀p ∈ dom(H), (H ′, p) =st (H
′′, p) (5.2)
dom(β0) ∩ dom(βF ′′) = ∅ (5.3)
dom(βF ′) = dom(βF ′′) (5.4)
(F ′, H ′) =st (F
′′, H ′′) (5.5)
On re´injecte dans la re`gle pour le re´sultat souhaite´ :(
cmd ; seq
)
H⊕H0,F⊕β0
 
(
seq ′; seq
)
H⊕H0⊕H′′,F ′′⊕β0
Cas seq skip :
similaire au cas de base.
Cas branch1 et branch2 :
(
br l
)
H,(lp,lc,β)
 
(
P (l)
)
H⊕H′,(lc,l,β)
branch1
ou` H ′ = ∅. On a
(
br l
)
H⊕H0,(lp,lc,β)⊕β0
 
(
P (l)
)
H⊕H0⊕H′′,(lc,l,β)⊕β0
branch1
ou` H ′′ = ∅, car la re`gle ne de´pend pas du tas ni des frames
(lp, lc, β)⊕ β0 = (lp, lc, β ⊕ β0)
(lc, l, β)⊕ β0 = (lc, l, β ⊕ β0)
Le cas branch2 est similaire.
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Cas pcall :
Le premier pas de re´duction est pcall . On sait que
fL a1, . . . , an M ∈ dom(P )
F0 = (⊥, fL a1, . . . , an M, {a1 7→ F (r1), . . . , an 7→ F (rn)})(
P (fL a1, . . . , an M) )H,F0  ∗ ( ret )H⊕H′,F1(
pcall f (r1, . . . , rn)
)
H,F
 
(
skip
)
H⊕H′,F
pcall
ou` H ′ = ∅. On reconstruit la conclusion de la re`gle en appliquant l’hypothe`se
d’induction sur la pre´misse avec le tas enrichi par H0 et le frame F0 laisse´ intact
(arbre de de´rivation plus petit).
fL a1, . . . , an M ∈ dom(P )
F0 = (⊥, fL a1, . . . , an M, {a1 7→ F (r1), . . . , an 7→ F (rn)})(
P (fL a1, . . . , an M) )H⊕H0,F0⊕∅  ∗ ( ret )H⊕H0⊕H′′,F1⊕∅(
pcall f (r1, . . . , rn)
)
H⊕H0,
F⊕β0
 
(
skip
)
H⊕H0⊕H
′′,
F⊕β0
pcall
L’utilisation de la meˆme frame F0 est correcte : (F⊕β0)(ai) = F (ai) (0 ≤ i ≤ n)
car domβF ∩ dom(β0) = ∅.
Le cas fcall est similaire, l’hypothe`se d’induction fournit les conclusions
recherche´es pour les expressions.
Cas assign :
Le premier pas de re´duction est assign, on sait que(
expr
)
H,F
 
(
v′
)
H⊕H′(
x = expr
)
H,F
 
(
skip
)
H⊕H′,F⊕{x 7→ v′}
assign
On applique l’hypothe`se d’induction sur la pre´misse (arbre de de´rivation plus
petit) (
expr
)
H⊕H0,F⊕β0
 
(
v′′
)
H⊕H0⊕H′′
ou` H ′′ est un tas tel que :
dom(H0) ∩ dom(H
′′) = ∅ (5.6)
∀p ∈ H, (H ′, p) =st (H
′′, p) (5.7)
(H ′, v′) =st (H
′′, v′′) (5.8)
On re´injecte dans la re`gle et on obtient :(
x = expr
)
H⊕H0,F⊕β0
 
(
skip
)
H⊕H0⊕H′′,F⊕β0⊕{x 7→ v′′}
On montre les conse´quences du the´ore`me :
– les conse´quences (4.1) et (4.2) sont satisfaites par les conse´quence de
l’hypothe`se d’induction (5.6) et (5.7) ;
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– la variable x n’est pas une variable assigne´e donc elle n’est pas dans
dom(β0), par hypothe`se du the´ore`me. On a donc β0 et {x 7→ v
′′} qui
commutent, par conse´quent F ⊕ β0⊕{x 7→ v
′′} = F ⊕ {x 7→ v′′}⊕ β0
et dom(F ⊕{x 7→ v′′})∩dom(β0) = ∅ ce qui nous donne la conse´quence
(4.5) ;
– la conse´quence (4.6) est triviale parce que dom(β′) = dom(β′′) = {x}.
– il reste a` montrer que (F ′, H ⊕ H ′) =st (F
′′, H ⊕ H ′′) (4.4), i.e.. (F ⊕
{x 7→ v′}, H ⊕ H ′) =st (F ⊕ {x 7→ v
′′}, H ⊕ H ′′), il est suﬃsant de
monter que ({x 7→ v′}, H ′) =st ({x 7→ v
′′}, H ′′) car (5.7) im-
plique le re´sultat pour F . Finalement on a bien ({x 7→ v′}, H ′) =st
({x 7→ v′′}, H ′′) par (5.8).
Cas store :
Le premier pas de la re´duction est
F (rp) = p H(p) = (t, d) H
′ = {p 7→ t, F (rnew )}(
store rnew , rp
)
H,F
 
(
skip
)
H⊕H′,F ′
store
avec F = F ′, on construit la conclusion en prenant un tas H0 et une valuation
β0 comme dans l’e´nonce´ du the´ore`me :
(F ⊕ β0)(rp) = F (rp) = p (H ⊕H0)(p) = H(p) = (t, d)
H ′′ = {p 7→ t, F (rnew )}(
store rnew , rp
)
H⊕H0,F⊕β0
 
(
skip
)
H⊕H0⊕H′′,F ′′⊕β0
store
Puisque H ′ = H ′′ et F = F ′ = F ′′, les conse´quences sont triviales.
Cas load :
Le premier pas de calcul est load
F (x) = p H(p) = (t, v)(
load x
)
H,F
 
(
v
)
H⊕H′
load
ou` H ′ = ∅, le re´sultat est imme´diat
(F ⊕ β0)(x) = F (x) = p (H ⊕H0)(p) = H(p) = (t, v)(
load x
)
H⊕H0,F⊕β0
 
(
v
)
H⊕H0⊕H′′
load
avec H ′′ = ∅, car dom(F ) ∩ dom(β0) = ∅ et dom(H) ∩ dom(H0) = ∅.
Cas gep
0
:
le premier pas de calcul est gep0
F (x) = p p[i]H de´ﬁni(
gep x, 0, i
)
H,F
 
(
p[i]H
)
H⊕H′
gep0
ou` H ′ = ∅. Puisque p[i]H est bien de´ﬁni, on a p, p[i]H ∈ H, on conclue avec
(F ⊕ β0)(x) = F (x) = p p[i]H⊕H0 = p[i]H deﬁned(
gep x, 0, i
)
H⊕H0,F⊕β0
 
(
p[i]H⊕H0
)
H⊕H0⊕H′′
gep0
ou` H ′′ = ∅, parce que dom(H) ∩ dom(H0) = ∅.
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Cas icmp et add :
Le premier pas de re´duction est icmp.
F (x1) op F (x2) = v op ∈ {=, 6=, <,≤}(
icmp op, x1, x2
)
H,F
 
(
v
)
H⊕H′
icmp
ou` H ′ = ∅, on conclue imme´diatement
(F ⊕ β0)(x1) op (F ⊕ β0)(x2) = v op ∈ {=, 6=, <,≤}(
icmp op, x1, x2
)
H⊕H0,F⊕β0
 
(
v
)
H⊕H0⊕H′′
icmp
ou` H ′′ = ∅ car (F ⊕ β0)(x1) = F (x1) et (F ⊕ β0)(x2) = F (x2). Les e´galite´s
structurelles et contraintes des domaines sont triviales.
Le cas add case est similaire.
Cas phi :
Le premier pas de re´duction est phi
1 ≤ i ≤ n(
phi (x1, l1), . . . , (xn, ln)
)
H,(li,lc,β)
 
(
β(xi)
)
H⊕H′
phi
avec H ′ = ∅, on a
1 ≤ i ≤ n(
phi (x1, l1), . . . , (xn, ln)
)
H⊕H0,
(li,lc,β)⊕β0
 
(
(β ⊕ β0)(xi)
)
H⊕H0⊕H′′
phi
ou` H ′′ = ∅. Par hypothe`se du the´ore`me on a dom(β) ∩ dom(β0) = ∅, ce qui
implique (β ⊕ β0)(xi) = β(xi), donc le calcul produit bien le meˆme re´sultat
dans les deux cas (4.3). De plus H ′ = H ′′ = ∅ donc (4.1) et (4.2) sont triviales.
Cas alloc :
Le premier pas de calcul est alloc
(H ′, p′) = new(H, t)(
alloc t
)
H,F
 
(
p′
)
H⊕H′
alloc
On construit la conclusion souhaite´e
(H ′′, p′′) = new(H ⊕H0, t)(
alloc t
)
H⊕H0,F
 
(
p′′
)
H⊕H0⊕H′′
alloc
par de´ﬁnition de new (de´ﬁnition 4.7) et la proprie´te´ 4.5, on a (H ′, p′) =st
(H ′′, p′′), de plus dom(H ′′)∩dom(H⊕H0) = ∅, et donc dom(H
′′)∩dom(H0) =
∅. (4.1), (4.2) et (4.3) sont vraies.
Cas ret et rvalue :
Triviaux parce que (β ⊕ β0)(r) = β(r).
Tous les cas ont e´te´ traite´s ce qui conclue la preuve. ⊓⊔
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5.2
Correction des fonctions fire
t
La preuve de correction de la fonction firet est re´alise´e en trois e´tapes. Les
deux premie`res sont deux lemmes portant respectivement, sur la consommation
de jetons dans la fonction, et sur la production de jetons. La troisie`me e´tape
est le the´ore`me de correction de la fonction firet qui consiste essentiellement a`
utiliser le the´ore`me d’extensionnalite´ aﬁn d’appliquer les deux lemmes.
Pour aider a` la lisibilite´ de cette section les noms de variables dans les
lemmes ont e´te´ choisis de fac¸on a` correspondre aux variables du the´ore`me.
Dans la suite de cette section on se placera sous les hypothe`ses suivantes :
(i) M est un marquage du re´seau ;
(ii) t est une transition du re´seau ;
(iii) s1, . . . , sn, s
′
1, . . . , s
′
m sont des places du re´seau telles que s1, . . . , sn ∈
•t
et s′1, . . . , s
′
m ∈ t
•.
5.2.1 Premier lemme
Lemme 5.1. Soit H un tas et p′mrk un pointeur sur une structure de marquage
tels que dom(H) = p′mrk ↓H et JH, p′mrk Kmrk = M . Soit F un frame tel que
βF
df
= {x′mrk 7→ p
′
mrk , x1 7→ v1, . . . , xn 7→ vn} ou` tous les vi sont des pointeurs
ou des valeurs du type des jetons des places si et JH, viKt(si) ∈ M(si) (pour
1 ≤ i ≤ n). On conside`re la se´quence seq d’instructions qui correspond a` la
consommation de jetons dans la fonction firet :
seq
df
=

xs1 = fcall gets1 (x
′
mrk )
pcall rems1 (xs1 , x1)
. . .
xsn = fcall getsn (x
′
mrk )
pcall remsn (xsn , xn)

Si on re´duit totalement la se´quence, i.e., si(
seq
)
H,F
 ∗
(
skip
)
H⊕H′,F⊕β
alors
β
df
= {xs1 7→ ps1 , . . . , xsn 7→ psn} (5.9)
dom(H) ∩ dom(H ′) ⊆ ps1 ↓H ∪ · · · ∪ psn ↓H (5.10)
JH ⊕H ′, p′mrk Kmrk (si) =M(si)− {JH, viKt(si)} pour i ∈ {1, . . . , n} (5.11)
♦
Intuitivement, le re´sultat (5.9) est la valuation produite pendant l’exe´cution.
Le re´sultat (5.10) permet de localiser les modiﬁcations sur le tas pendant la
re´duction. Le re´sultat (5.11) assure qu’on obtient le marquage souhaite´, c’est-
a`-dire qu’on supprime bien les jetons du marquage.
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Preuve
On montre les trois conse´quences simultane´ment par induction sur n.
Pour le cas de base, n = 0 : la se´quence est vide, i.e. skip, les conse´quences
sont triviales : (5.9) est vrai car β = ∅, (5.10) est vrai car H ′ = ∅ et (5.11) est
vrai car i ∈ ∅.
Pour le cas inductif, supposons le lemme vrai pour n− 1. On sait que :
xs1 = fcall gets1 (x
′
mrk )
pcall rems1 (xs1 , x1)
. . .
xsn−1 = fcall getsn−1 (x
′
mrk )
pcall remsn−1 (xsn−1 , xn−1)

H,F
 ∗
(
skip
)
H⊕H0,
F⊕β0
avec comme conse´quences :
β0
df
= {xs1 7→ ps1 , . . . , xsn−1 7→ psn−1} (5.12)
dom(H) ∩ dom(H ′) ⊆ ps1 ↓H ∪ · · · ∪ psn−1 ↓H (5.13)
∀i ∈ {1, . . . , n− 1}, JH ⊕H0, p′mrk Kmrk (si) =M(si)− {JH, viKt(si)} (5.14)
On va montrer que le lemme est vrai pour n, pour cela on va re´aliser une
se´quence de re´ductions et ve´riﬁer que les conse´quences sont vraies. Par hy-
pothe`se d’induction on peut re´aliser la se´quence de re´ductions suivante :
xs1 = fcall gets1 (x
′
mrk )
pcall rems1 (xs1 , v1)
. . .
xsn−1 = fcall getsn−1 (x
′
mrk )
pcall remsn−1 (xsn−1 , vn−1)
xsn = fcall getsn (x
′
mrk )
pcall remsn (xsn , vn)

H,F
 ∗
(
xsn = fcall getsn (x
′
mrk )
pcall remsn (xsn , vn)
)
H⊕H0,
F⊕β0
avec les conse´quences (5.12) a` (5.14) ci-dessus. On remarque que le re´sultat
(5.13) implique qu’on n’a pas modiﬁe´ la place sn. On continue a` re´duire en
utilisant les re`gles de la se´mantique et les spe´ciﬁcations des fonctions getsn et
remsn : (
xsn = fcall getsn (x
′
mrk )
pcall remsn (xsn , vn)
)
H⊕H0,
F⊕β0
 ∗
(
pcall remsn (xsn , vn)
)
H⊕H0,
F⊕β0⊕{xsn 7→psn}
 ∗
(
skip
)
H⊕H0⊕H1,
F⊕β0⊕{xsn 7→psn}
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On a alors :
JH ⊕H0 ⊕H1, psnKsn = JH ⊕H0, psnKsn − {JH, vnKt(sn)}
= JH, psnKsn − {JH, vnKt(sn)}
car on n’a pas modiﬁe´ la place sn (5.13)
=M(sn)− {JH, vnKt(sn)}
(5.15)
dom(H ⊕H0) ∩ dom(H1) ⊆ psn ↓H (5.16)
Et donc
β = β0 ⊕ {xsn 7→ psn} = {x1 7→ ps1 , . . . , xn 7→ psn}
car tous les xi sont diﬀe´rents (LLVM est en forme SSA). La conse´quence (5.9)
est donc ve´riﬁe´e. (5.10) est une conse´quence imme´diate de (5.13) et (5.16) car
dom(H) ∩ dom(H0 ⊕H1) = dom(H) ∩ (dom(H0) ∪ dom(H1))
Pour prouver la conse´quence (5.11), il faut montrer qu’on peut e´tendre le
re´sultat (5.14) au tas H ⊕ H0 ⊕H1. Une fois ce re´sultat obtenu on pourra
le ge´ne´raliser de 1 a` n graˆce au re´sultat (5.15).
Comme les tas H0 et H1 sont disjoints (d’apre`s (5.13) et (5.16) car toutes
les places sont disjointes) on a
JH ⊕H0 ⊕H1, psnKsn = JH ⊕H1, psnKsn =M(sn)− {JH, vnKt(sn)}
qui pre´serve bien le re´sultat (5.14) obtenu par l’hypothe`se d’induction
∀i ∈ {1, . . . , n− 1}, JH ⊕H0 ⊕H1, psiKsi = JH ⊕H0, psiKsi
=M(si)− {JH, viKt(si)}
Il en de´coule naturellement :
∀i ∈ {1, . . . , n}, JH ⊕H0 ⊕H1, psiKsi =M(si)− {JH, viKt(si)}
On conclue avec l’associativite´ de ⊕ et la proprie´te´ de cohe´rence de la structure
de marquage (pre´requis 4.3) :
∀i ∈ {1, . . . , n},
JH ⊕ (H0 ⊕H1), pmrk Kmrk (si) = JH, p′mrk Kmrk (si)− {JH, viKt(si)}
=M(si)− {JH, viKt(si)}
La conse´quence (5.11) est donc ve´riﬁe´e. Les trois conse´quences e´tant vraies, le
lemme est vrai pour tout n. ⊓⊔
5.2.2 Second lemme
Lemme 5.2. Soit H un tas et p′mrk un pointeur sur une structure de marquage
tels que dom(H) = p′mrk ↓H et JH, p′mrk Kmrk = M . Soit F un frame tel que
βF
df
= {x′mrk 7→ p
′
mrk , x1 7→ v1, . . . , xn 7→ vn} ou` tous les vi sont des pointeurs
ou des valeurs du type des jetons des places si (pour 1 ≤ i ≤ n). On conside`re
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la se´quence seq d’instructions qui correspond a` la production de jetons dans la
fonction firet :
seq
df
=

xs′1 = fcall gets′1 (x
′
mrk )
os′1 = fcall fs′1 (x1, . . . , xn)
pcall add s′1 (xs′1 , os′1)
. . .
xs′m = fcall gets′m (x
′
mrk )
os′m = fcall fs′m (x1, . . . , xn)
pcall add s′m (xs′m , os′m)

Si on exe´cute totalement la se´quence, i.e., si(
seq
)
H,F
 ∗
(
skip
)
H⊕H′,
F⊕β
alors
β
df
=

xs′1 7→ ps′1 , os′1 7→ fs′1(v1, . . . , vn),
. . .
xs′m 7→ ps′m , os′m 7→ fs′m(v1, . . . , vn)
 (5.17)
dom(H) ∩ dom(H ′) ⊆ ps′1 ↓H ∪ · · · ∪ ps′m ↓H (5.18)
JH ⊕H ′, p′mrk Kmrk (s′i) =M(s′i) +
{r
H ⊕H ′, fs′
i
(v1, . . . , vn)
zt(s′i)}
pour 1 ≤ i ≤ m
(5.19)
Preuve
La preuve est similaire a` celle du lemme 5.1, il faut cependant utiliser les
proprie´te´s des fonctions e´tiquetant les arcs sortants de la transition t. ⊓⊔
5.2.3 The´ore`me de correction de la fonction fire t
On rappelle l’e´nonce´ du the´ore`me 4.10.
Soit H un tas et pmrk un pointeur sur une structure de marquage tel que
dom(H) = pmrk ↓H et JH, pmrk Kmrk = M . Soit β df= {x1 7→ v1, . . . , xn 7→ vn}
un mode LLVM de la transition t, ce qui implique que les vi sont des valeurs
ou des pointeurs de type des jetons des places si et JH, viKt(si) ∈ M(si). Soit
F un frame tel que βF
df
= β ⊕ {xmrk 7→ pmrk}.
Si
M [t, β〉M ′(
fcall firet(xmrk , x1, . . . , xn)
)
H,F
 
(
p′mrk
)
H⊕H′
alors J(H ⊕H ′)(p′mrk )Kmrk =M ′ (5.20)
dom(H) ∩ dom(H ′) = ∅ (5.21)
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Preuve
Il suﬃra de montrer (5.20), car (5.21) sera une conse´quence imme´diate de
l’application du the´ore`me d’extensionnalite´ pendant la preuve. Par de´ﬁnition
de la re`gle fcall , il nous suﬃt de montrer que(
P (firetLxmrk , x1, . . . , xn M) )H,F0  ( ret x′mrk )H⊕H′0,F ′0
avec F0
df
= (⊥, firetLxmrk , x1, . . . , xn M, β ⊕ {xmrk 7→ pmrk}), H ′0 un tas et F ′0
un frame tels que JH ′0, F ′0(x′mrk )Kmrk =M ′.
Pour plus de lisibilite´ on introduit la notation P (firet + i) qui de´note la
se´quence d’instructions de la fonction firet a` partir de la i-e`me instruction en
comptant a` partir de ze´ro : P (firet + 0) = P (firet) et P (firet + 1) est le corps
de la fonction firet en omettant la premie`re instruction.
D’apre`s la spe´ciﬁcation de copymrk on peut eﬀectuer la re´duction :(
x′mrk = fcall copymrk (xmrk )
P (firet + 1)
)
H,F0
 ∗
(
P (firet + 1)
)
H⊕H0,F0⊕β0
avec β0
df
= {x′mrk 7→ p
′
mrk} et d’en de´duire :
dom(H) ∩ dom(H0) = ∅ (5.22)
p′mrk ↓H0= dom(H0) (5.23)
JH, pmrk Kmrk = JH0, p′mrk Kmrk = JH ⊕H0, pmrk Kmrk (5.24)
A` partir de maintenant on travaille dans un tas et un frame isole´s. On utilise
le frame F1
df
= (F0 ⊕ β0) \ {xmrk 7→ pmrk} et le tas H0. Une fois nos re´ductions
re´alise´es on appliquera le the´ore`me d’extensionnalite´ pour conclure.
On est exactement dans les conditions du lemme (5.1), on l’applique et
obtient la se´quence de re´ductions suivante :
xs1 = fcall gets1 (x
′
mrk )
pcall rems1 (xs1 , x1)
. . .
xsn = fcall getsn (x
′
mrk )
pcall remsn (xsn , xn)
P (firet + 2n+ 1)

H0,F1
 ∗
(
P (firet + 2n+ 1)
)
H0⊕H1,F2
avec comme conse´quences :
F2 = F1 ⊕ {xs1 7→ ps1 , . . . , xsn 7→ psn}
dom(H0) ∩ dom(H1) ⊆ ps1 ↓H0 ∪ · · · ∪ psn ↓H0
∀i ∈ {1, . . . , n}, JH0 ⊕H1, p′mrk K (si) =M(si)− {JH0, viKt(si)}
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On pose H2 = H0 ⊕H1 et on continue a` re´duire de la meˆme manie`re avec le
lemme 5.2 :
xs′1 = fcall gets′1 (xp
′)
os′1 = fcall fs′1 (v1, . . . , vn)
pcall add s′1 (xs′1 , os′1)
. . .
xs′m = fcall gets′m (xp′)
os′m = fcall fs′m (v1, . . . , vn)
pcall add s′m (xs′m , os′m)
ret xp′

H2,F2
 ∗
(
ret xp′
)
H4,F3
ou` H4
df
= H2 ⊕H3, avec comme conse´quences :
F3
df
=

xs′1 7→ ps′1 , . . . , xs′m 7→ ps′m ,
os′1 7→ fs′1(v1, . . . , vn),
. . .
os′m 7→ fs′m(v1, . . . , vn)

dom(H2) ∩ dom(H3) ⊆ ps′1 ↓H2 ∪ · · · ∪ ps′m ↓H2⊆ p↓H2
∀i ∈ {1, . . . ,m},
JH4, p′mrk Kmrk (s′i) = JH2, p′mrk Kmrk (s′i) +
{r
H4, fs′
i
(v1, . . . , vn)
zt(s′i)}
Comme dom(H) ∩ dom(H0) = ∅ (5.22) et xmrk /∈ βF1 on peut appliquer
le the´ore`me d’extensionnalite´. On pre´serve les re´sultats obtenus graˆce aux
conse´quences du the´ore`me d’extensionnalite´ et on a dom(H)∩dom(H0 ⊕H1⊕
H2) = ∅ qui est exactement la conse´quence (5.21) de ce the´ore`me.
On ve´riﬁe maintenant qu’on a bien obtenu le marquageM ′. Soit s une place
du re´seau
1. Si s /∈ {s1, . . . , sn} et s /∈ {s
′
1, . . . , s
′
n} alors on n’a pas modiﬁe´ les donne´es,
on a bien :
JH2 ⊕H3, p′mrk Kmrk (s) = JH, pmrk Kmrk (s) =M(s) =M ′(s)
2. Si s = si, si ∈ {s1, . . . , sn} et s /∈ {s
′
1, . . . , s
′
n} alors on a consomme´ un
jeton :
JH2 ⊕H3, p′mrk Kmrk (si) = JH, pmrk Kmrk (si)−
{JH, viKt(si)}
=M(si)−
{JH, viKt(si)}
=M ′(si)
3. Si s = s′j , s /∈ {s1, . . . , sn} et s
′
j ∈ {s
′
1, . . . , s
′
n} alors on a ajoute´ un jeton :
JH4, p′mrk Kmrk (s′j)= JH, pmrk Kmrk (s′j) +
{r
H4, fs′
j
(x1, . . . , xn)
zt(s′j)}
=M(s′j) +
{r
H4, fs′
j
(x1, . . . , xn)
zt(s′j)}
=M ′(s′j)
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4. Si s = si = s
′
j , si ∈ {s1, . . . , sn} et s
′
j ∈ {s
′
1, . . . , s
′
n} alors on a consomme´
un jeton puis ajoute´ nouveau un jeton :
JH4, p′mrk Kmrk (s) = JH, pmrk Kmrk (s)−
{JH, viKt(si)}
+
{r
H4, fs′
j
(x1, . . . , xn)
zt(s′j)}
=M(s)−
{JH, viKt(si)}
+
{r
H4, fs′
j
(x1, . . . , xn)
zt(s′j)}
=M ′(s)
On a bien JH ⊕ (H0 ⊕H1), p′mrk Kmrk = JH2 ⊕H3, p′mrk Kmrk =M ′, c’est-a`-dire
que la conse´quence (5.20) est ve´riﬁe´e. Ce qui conclue la preuve. ⊓⊔
5.2.4 Terminaison de la fonction fire
t
Corollaire 5.3. Dans les meˆmes conditions que le the´ore`me 4.10, l’appel de
la fonction firet termine.
Preuve
Conse´quence imme´diate du lemme pre´ce´dent car il correspond exactement
a` l’appel de la fonction. ⊓⊔
5.3
Correction des fonctions succt
On souhaite que la fonction succt, ou` t est une transition, renvoie l’ensemble
des marquages successeurs d’un marquage M par le tir de cette transition.
C’est-a`-dire tous les marquages tels qu’il existe un mode permettant de tirer
la transition t a` partir du marquage M .
Les e´nonce´s qui suivent sont de´ﬁnis dans le contexte ou`M est un marquage,
t une transition a` n places en entre´e, pmrk et pset sont deux pointeur, xmrk et
xset sont deux variables.
Pour re´aliser la preuve de correction on aura besoin d’un invariant qu’on
propagera pendant les re´ductions, on l’appelle la proprie´te´ P.
Definition 5.1 (La proprie´te´ P). Dans cette section, on dira qu’un couple
(H,F ), avec H un tas et F un frame, ve´rifie la proprie´te´ P si les quatre condi-
tions suivantes sont vraies :
– pmrk ∈ dom(H) et JH, pmrk Kmrk =M ;
– pset ∈ dom(H) et JH, psetKset est un ensemble de marquages ;
– F (xmrk ) = pmrk ;
– F (xset) = pset . ♦
La correction de la fonction succt est prouve´e en se basant sur deux lemmes.
Le premier pour de montrer que l’e´valuation un bloc header t,k, dans un contexte
particulier qui nous convient, aboutit force´ment au bloc footer t,k+1 sans passer
par les blocs d’indice plus grand que k, toujours avec un contexte qui nous
convient.
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5.3.1 Premier lemme
Lemme 5.4. Quel que soit le nombre n de places en entre´e de la transition t et
pour tout tas H et tout frame F tels que (H,F ) ve´rifie la proprie´te´ P , on a :(
P (header t,n)
)
H,F
 ∗
(
P (footer t,n+1)
)
H′,F ′
avec (H ′, F ′) qui a ve´rifie la proprie´te´ P et sans eˆtre passe´ par les blocs d’indice
supe´rieur a` n, i.e.,(
P (header t,n)
)
H,F
 ∗
(
P (block t,i)
)
H′′,F ′′
pour i > n et block ∈ {header , loop, body , footer} n’est pas un pre´fixe strict de
la re´duction ci-dessus.
Preuve
La preuve se fait par induction sur n, avec une deuxie`me induction sur le
nombre de jetons qu’il nous reste a` traiter dans la n-e`me place au niveau du
cas inductif.
1. Cas de base : il suﬃt de re´aliser toutes les re´ductions possibles, on re-
marque qu’on traite force´ment l’instruction “br footer t,1”. Les couples
(H,F ) ve´riﬁent la proprie´te´ P , la condition pour les tas de´coule des
spe´ciﬁcations des fonctions appele´es car on ne fait pas de modiﬁcations
explicites sur le tas et la condition pour les frames vient du fait que LLVM
est en forme SSA. On peut s’en assurer en re´duisant les blocs concerne´s :
P (header t,0)
df
=
{
cg = fcall gt(x1, . . . , xn)
br cg, bodyt,0, footer t,1
P (bodyt,0)
df
=

x′mrk = fcall firet(xmrk , x1, . . . , xn)
pcall add set(xset , x
′
mrk )
br footer t,1
2. Cas inductif : on suppose que pour tout tas H et tout frame F tels que
(H,F ) ve´riﬁe la proprie´te´ P , on a :(
P (header t,n−1)
)
H,F
 ∗
(
P (footer t,n)
)
H′,F ′
(5.25)
et (H ′, F ′) ve´riﬁe la proprie´te´ P .
Pour prouver ce cas, on va re´duire en partant du bloc header t,n avec un
couple (H,F ) qui ve´riﬁe la proprie´te´ P . Une fois arrive´ a` une certaine
position dans le bloc loopt,n on fera une deuxie`me preuve par induction
aﬁn de montrer qu’on arrive a` la conﬁguration souhaite´e.
Soit (H0, F0) un couple qui ve´riﬁe la proprie´te´ P , avec H0 un tas et F0
df
=
(lp,F0 , header t,n, βF0) un frame ou` lp,F0 est une e´tiquette quelconque.
On de´roule la de´ﬁnition de P (header t,n) :
P (header t,n)
df
=

xsk = fcall getsk (xmrk )
ssk = fcall sizesk (xsk)
br loopt,k
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On commence les re´ductions :(
P (header t,n)
)
H0,F0
 ∗
(
P (loopt,n)
)
H0,F1
ou` F1 = (header t,n, loopt,n, βF ⊕ {xsn 7→ psn , ssn 7→ card(M(sn))}). La
proprie´te´ P e´tant ve´riﬁe´e, il faut remarquer que pmrk est un pointeur sur
une structure de marquage, psn est le pointeur sur la place sn de cette
structure, et donc les deux appels de fonction sont le´gitimes.
De meˆme on de´roule la de´ﬁnition de P (loopt,n) :
P (loopt,n)
df
=

isn = phi (ssn , header t,n), (i
′
sn
, footer t,n)
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n+1
et on continue a` re´duire : isn = phi (ssn , header t,n), (i′sn , footer t,n)csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n+1

H0,F1
 ∗
(
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n+1
)
H0,F2
(5.26)
ou` F2 = F1⊕{isn 7→ card(M(sn))}. A` partir de maintenant on va montrer
que cette conﬁguration se re´duit a` footer t,n+1 par induction sur la valeur
de isn dans la valuation courante. Plus pre´cise´ment on montre que pour
tout tas H et tout frame F , tels que (H,F ) ve´riﬁe la proprie´te´ P et
lc,F
df
= loopt,n, on a :
∀k ∈ N,
(
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n+1
)
H,
F⊕{isn 7→k}
 ∗
(
P (footer t,n+1)
)
H′,F ′
(5.27)
avec (H ′, F ′) qui ve´riﬁe la proprie´te´ P .
Ce re´sultat nous suﬃt car la conﬁguration a` laquelle on est arrive´ (5.26)
est un cas particulier de (5.27).
a) cas de base : soit H0 un tas et F0 un frame tels que de´crits dans
l’e´nonce´. On a F0(isn) = 0, il suﬃt de re´duire :(
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n+1
)
H0,F0
 ∗
(
br csn , bodyt,n, footer t,n+1
)
H0,F1
 ∗
(
P (footer t,n+1)
)
H1,F2
ou`
F1
df
= F0 ⊕ {csn 7→ false}
F2 = (loopt,n, footer t,n+1, βF1)
On arrive bien au bloc footern+1 avec H0 = H1 et
βF2 = βF1 = F0 ⊕ {isn 7→ k} ⊕ {csn 7→ false}
on a (H1, F2) qui ve´riﬁe la proprie´te´ P.
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b) cas inductif : soit H0 un tas et F0 un frame tels que de´crits dans
l’e´nonce´. On a F1(isn) = k, on commence les re´ductions :(
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n+1
)
H0,F1
 ∗
(
br csn , bodyt,n, footer t,n+1
)
H0,F2
 ∗
(
P (bodyt,n)
)
H0,F3
ou`
F2
df
= F1 ⊕ {csn 7→ true}
F3
df
= (loopt,n, bodyt,n, βF2)
On continue les re´ductions :
P (bodyt,k)
df
=
{
xk = fcall nthsk (xsk , isk)
br header t,k−1(
P (bodyt,n)
)
H0,F3
 ∗
(
P (header t,n−1)
)
H0,F4
ou`
F4
df
= (bodyt,n, header t,n−1, βF3 ⊕ {xk 7→ v})
Par hypothe`se d’induction (5.25) on sait que :(
P (header t,n−1)
)
H0,F4
 ∗
(
P (footer t,n)
)
H1,F5
et (H1, F5) ve´riﬁe la proprie´te´ P. On continue de re´duire :(
i′sn = add isn , −1
br loopt,n
)
H1,F5
 ∗
(
P (loopt,n)
)
H1,F6
ou`
F6
df
= (lc,F4 , loopt,n, βF4 ⊕ {i
′
sn
7→ k − 1})
car F5(isn) = k. Cette valeur n’a pas pu eˆtre modiﬁe´e car on n’est
pas repasse´ dans le bloc loopt,n (LLVM est en forme SSA). On arrive
donc a`
P (bodyt,k)
df
=

isn = phi (ssn , header t,n), (i
′
sn
, footer t,n)
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n+1 isn = phi (ssn , header t,n), (i′sn , footer t,n)csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n+1

H1,F6
 ∗
(
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n+1
)
H1,F7
ou` F7 = F6⊕{isn 7→ k − 1}. On conclue par l’hypothe`se d’induction
(5.27) car la valeur de isn a e´te´ de´cre´mente´e de 1 et (H1, F7) ve´riﬁe
la proprie´te´ P.
Ceci conclue l’induction et la preuve du lemme. ⊓⊔
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5.3.2 Terminaison de la fonction succt
Avec le lemme pre´ce´dent on peut d’ores et de´ja` prouver la terminaison de
la fonction succt.
Corollaire 5.5. Dans les meˆmes conditions que le lemme 5.4, l’appel de la
fonction succt termine.
Preuve
C’est une conse´quence imme´diate du lemme pre´ce´dent, car l’e´valuation du
bloc d’e´tiquette succtLxmrk M conduit au bloc headern et donc par le lemme
pre´ce´dent au bloc footern+1. ⊓⊔
5.3.3 Second lemme
Le second lemme sert a` montrer qu’on e´nume`re toutes les combinaisons
possibles de jetons des places en entre´e de la transition t. En particulier on
l’utilise pour montrer qu’on e´nume`re tous les modes de la transition t.
Lemme 5.6. Soit H un tas et F un frame tels que (H,F ) ve´rifie la proprie´te´ P .
Soit β = {xn 7→ vn, . . . , x1 7→ v1} une valuation LLVM telle que JH, viKt(si) ∈
M(si) pour 1 ≤ i ≤ n. Si(
P (header t,n)
)
H,F
 ∗
(
P (header t,0)
)
H′,F ′
alors β ⊆ βF ′ et (H
′, F ′) ve´rifie la proprie´te´ P . De plus on s’assure de n’eˆtre
passe´ par aucun bloc indexe´ par i tel que i > n, i.e.,(
P (header t,n)
)
H,F
 ∗
(
P (block t,i)
)
H′′,F ′′
pour i > n et block ∈ {header , loop, body , footer} n’est pas un pre´fixe strict de
la re´duction ci-dessus.
Preuve
La preuve est faite par induction sur n. De meˆme que dans le lemme
pre´ce´dent on fera une deuxie`me induction au niveau du cas inductif sur le
nombre de jetons de la place sn qu’il nous reste a` traiter.
1. Cas de base, n = 0 : trivial(
P (header t,0)
)
H,F
 ∗
(
P (header t,0)
)
H′,F ′
avec H = H ′, F = F ′ et β = ∅ ⊆ βF .
2. Cas inductif. On suppose que pour tout couple (H,F ) qui ve´riﬁe la pro-
prie´te´ P on a :(
P (header t,n−1)
)
H,F
 ∗
(
P (header t,0
)
H′,F ′
(5.28)
avec {xn−1 7→ vn−1, . . . , x1 7→ v1} ⊆ βF ′ et (H
′, F ′) qui ve´riﬁe la pro-
prie´te´ P . De plus on sait qu’on n’est passe´ par aucun bloc d’indice i ≥ n.
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SoitH0 un tas et F0 un frame tels que de´crits dans l’e´nonce´. On commence
a` re´duire le cas inductif :
P (header t,n)
df
=

xsn = fcall getsn (xmrk )
ssn = fcall sizesn (xsn)
br loopt,n(
P (header t,n)
)
H0,F0
 ∗
(
P (loopt,n)
)
H0,F1
ou` F1
df
= (lc,F0 , loopt,n, βF0 ⊕ {xsn 7→ psn , ssn 7→ card(dom(M(sn)))})
avec JH, psnKsn = JH, pmrk Kmrk (sn) =M(sn).
On continue les re´ductions :
P (loopt,n)
df
=

isn = phi (ssn , header t,n), (i
′
sn
, footer t,n)
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n−1
(
P (loopt,n)
)
H0,F1
 ∗
(
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n−1
)
H0,F2
ou` F2
df
= F1 ⊕ {isn 7→ k} avec k = card(M(sn)).
Ici on commence la deuxie`me induction, on montre que cette conﬁgu-
ration se re´duit a` la conﬁguration souhaite´e par induction sur k. Plus
pre´cise´ment on va prouver que :
Pour tout tas H et tout frame F tels que (H,F ) ve´riﬁe la proprie´te´ P et
F (isn) = k on a :(
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n−1
)
H,F
 ∗
(
P (header t,0
)
H′,F ′
avec {xn 7→ vn, . . . , x1 7→ v1} ⊆ βF ′ et (H
′, F ′) qui ve´riﬁe la proprie´te´
P . De plus on s’assurera qu’on ne passe par aucun bloc d’indice i tel que
i > n.
a) cas de base k = 0 : trivialement vrai car il est impossible que
JH, psnKsn =M(sn)
soit vide par hypothe`se du lemme.
b) cas inductif : on suppose que pour tout tas H et tout frame F tels
que (H,F ) ve´riﬁe la proprie´te´ P et F (isn) = k − 1, on a :(
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n−1
)
H,F
 
(
P (header t,0)
)
H′,F ′
(5.29)
avec {xn 7→ vn, . . . , x1 7→ v1} ⊆ βF ′ et (H
′, F ′) qui ve´riﬁe la pro-
prie´te´ P . De plus on sait que cette re´duction ne passe par aucun
bloc d’indice i tel que i > n.
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On commence le cas inductif en eﬀectuant la se´quence de re´ductions
suivante (
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n+1
)
H0,F2
 ∗
(
br csn , bodyt,n, footer t,n+1
)
H0,F3
 ∗
(
xn = fcall nthsn (xsn , isn)
br header t,n−1
)
H0,F4
 ∗
(
P (header t,n−1)
)
H0,F5
avec les frames :
F3
df
= F2 ⊕ {csn 7→ true}
F4
df
= (lc,F3 , bodyt,n, βF3)
F5
df
= (loopt,n, bodyt,n, βF2 ⊕ {csn 7→ true, xn 7→ vn})
On a deux cas :
i. (xn, vn) ∈ β : comme (H0, F5) ve´riﬁe la proprie´te´ P on applique
l’hypothe`se d’induction (5.28).(
P (header t,n−1)
)
H0,F5
 ∗
(
P (header t,0)
)
H1,F6
avec {xn−1 7→ vn−1, . . . , x1 7→ v1} ⊆ βF6 et (H1, F6) qui ve´riﬁe
la proprie´te´ P . Mais comme {xn 7→ vn} ⊆ βF5 et qu’on n’est
pas repasse´ par le bloc loopt,n on a aussi {xn 7→ vn} ⊆ βF6
puisque LLVM respecte la forme SSA. On a donc bien {xn 7→
vn, . . . , x1 7→ v1} ⊆ βF6 .
ii. (xn, vn) /∈ β : dans ce cas, on applique le lemme 5.4 et on arrive
dans le bloc footer t,n avec un tas H1 et un frame F6 tels que
(H1, F6) ve´riﬁe la proprie´te´ P .(
P (header t,n−1)
)
H0,F5
 ∗
(
P (footer t,n)
)
H1,F6
De plus on sait que cette re´duction ne passe par aucun bloc d’in-
dice i tel que i ≥ n. On de´roule la de´ﬁnition du bloc footer t,n :
P (footer t,n)
df
=
{
i′sn = add isn , −1
br loopt,n
On eﬀectue les re´ductions suivantes :(
P (footer t,n)
)
H1,F6
 ∗
(
P (loopt,n)
)
H1,F7
avec F7
df
= (lc,F6 , loopt,n, βF6 ⊕ {i
′
sn
7→ k − 1}) car la valeur de
isn n’a pas pu eˆtre modiﬁe´e (on n’est pas repasse´ par le bloc
loopt,n). On continue les re´ductions : isn = phi (ssn , header t,n), (i′sn , footer t,n)csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n−1

H1,F7
 ∗
(
csn = icmp >, isn , 0
br csn , bodyt,n, footer t,n−1
)
H1,F8
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avec F8
df
= F7 ⊕ {isn 7→ k − 1}. On conclue en appliquant l’hy-
pothe`se d’induction (5.29) car (H1, F8) ve´riﬁe la proprie´te´ P et
la valeur de isn a e´te´ de´cre´mente´e de 1.
Ce qui conclue la preuve. ⊓⊔
5.3.4 Correction de succt
Pour prouver la correction des fonctions succt on rappelle le the´ore`me 4.12
du chapitre 4 correspondant.
Soient F un frame et pmrk un pointeur d’un tas H tels que pmrk ↓H=
dom(H), JH, pmrk Kmrk =M et βF (xmrk ) = pmrk . Si(
fcall succt(xmrk )
)
H,F
 ∗
(
pset
)
H⊕H′
alors
dom(H) ∩ dom(H ′) = ∅ (5.30)
JH ⊕H ′, psetKset = {M ′ | ∃β, M [t, β〉M ′} (5.31)
Preuve
D’apre`s la re`gle fcall il nous suﬃt de montrer que(
P (succtLxmrk M) )H,F  ∗ ( pset )H⊕H′
ou` F
df
= (⊥, succtLxmrk M, {xmrk 7→ pmrk}) avec les conse´quences (5.30) et
(5.31). On commence par montrer la conse´quence (5.30) de ce the´ore`me. On
remarque qu’on ne manipule ni les pointeurs ni les donne´es du tas H explici-
tement, ils sont manipule´s et e´ventuellement modiﬁe´s a` travers des appels de
fonction. On ve´riﬁe que ces fonctions ne peuvent modiﬁer le tas H :
– les fonction getsk , sizesk et nthsk pour 1 ≤ k ≤ n : ne modiﬁent pas le
tas d’apre`s leur spe´ciﬁcation ;
– la garde gt, n’a pas d’eﬀets de bord visibles du point de vue de notre
programme, elle ne modiﬁe pas H ;
– la fonction firet ne modiﬁe pas H d’apre`s son the´ore`me de correction
(the´ore`me 4.10) ;
– les autres fonctions peuvent eˆtre exe´cute´s dans un tas se´pare´ de H donc
d’apre`s le the´ore`me d’extensionnalite´ (4.7), elles ne modiﬁent pas le tas
H.
La conse´quence (5.30) est bien ve´riﬁe´e.
On montre la conse´quence (5.31) en deux e´tapes. La premie`re e´tape consiste
a` montrer que tous les marquages successeurs sont contenus dans l’ensemble
retourne´ par la fonction, c’est-a`-dire que :
{M ′ | ∃β, M [t, β〉M ′} ⊆ JH ⊕H ′, psetKset
La seconde e´tape consiste a` montrer que les seuls marquages qu’on ajoute a`JH ⊕H ′, psetKset sont les marquages successeurs ce qui donne l’inclusion dans
l’autre sens.
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(⊆) Soit β = {xn 7→ vn, . . . , x1 7→ v1} un mode tel que M [t, β〉M
′. Il suﬃt
de montrer que le marquage M ′ est ajoute´ dans l’ensemble produit ; en eﬀet,
la fonction add set est la seule qui manipule le pointeur pset , les autres fonc-
tions pouvant eˆtre exe´cute´es en extensionnalite´, elles ne peuvent pas modiﬁer
la structure pointe´e par pset (d’apre`s le the´ore`me d’extensionnalite´ 4.7 et les
spe´ciﬁcations des fonctions).
Soit H0 un tas et pmrk un pointeur de H0 tels que de´crits dans l’e´nonce´.
Soit F0
df
= (⊥, succtLxmrk M, {xmrk 7→ pmrk}). On commence les re´ductions :
P (succtLxmrk M) df=
{
xset = fcall allocset()
br header t,n(
P (succtLxmrk M) )H0,F0  ∗ ( P (header t,n) )H0⊕H1,F1
avec
F1
df
= (succt, header t,n, βF ⊕ {xset 7→ pset})
JH0 ⊕H1, psetKset = ∅
On peut appliquer le lemme 5.6 avec la valuation β car (H0 ⊕H1, F1) ve´riﬁe
la proprie´te´ P . Il en re´sulte :(
P (header t,n)
)
H⊕H1,F1
 ∗
(
P (header t,0)
)
H2,F2
avec (H2, F2) qui ve´riﬁe la proprie´te´ P et β ∈ βF ′ . Par de´ﬁnition :
P (header t,0)
df
=
{
cg = fcall gt(x1, . . . , xn)
br cg, bodyt,0, footer t,1
Comme β est un mode valide on a la re´duction suivante :(
P (header t,0)
)
H2,F2
 ∗
(
P (bodyt,0)
)
H2⊕H3,F3
avec
F3 = (header t,0, bodyt,0, βF2 ⊕ {cs 7→ true})
On continue a` re´duire avec la de´ﬁnition de la re`gle assign et de la spe´ciﬁcation
de la fonction firet :
P (header t,0)
df
=

x′mrk = fcall firet(xmrk , x1, . . . , xn)
pcall add set(xset , x
′
mrk )
br footer t,1(
P (bodyt,0)
)
H2⊕H3,F3
 ∗
(
pcall add set(xset , x
′
mrk )
br footer t,1
)
H2⊕H3⊕H4,F4
De plus on obtient :
F4
df
= F3 ⊕ {xmrk 7→ p
′
mrk}
JH4, p′mrk Kmrk =M ′
On pose H5
df
= H2 ⊕H3 ⊕H4 et on conclue avec la dernie`re re´duction :(
pcall add set(xset , x
′
mrk )
br footer t,1
)
H5,F4
 ∗
(
br footer t,1
)
H5⊕H6,F4
avec par la spe´ciﬁcation de la fonction add set
JH4 ⊕H5, psetKset = JH4, psetKset ∪ {M ′}
On ajoute bien le marquage M ′ a` l’ensemble.
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(⊇) On remarque que les seules ope´rations eﬀectue´es sur pset et donc surJH ⊕H ′, psetKset sont les ajouts de marquages car la fonction firet renvoie un
marquage successeur par un mode β (voir the´ore`me de correction 4.10). Il en
re´sulte que si un marquage appartient a` JH ⊕H ′, psetKset alors il a e´te´ ajoute´
dans le bloc bodyt,0 par l’instruction
pcall add set(x
′
mrk , x1, . . . , xn) (5.32)
Les blocs sur lesquels on va raisonner sont :
P (header t,0)
df
=
{
cg = fcall gt(x1, . . . , xn)
br cg, bodyt,0, footert,1
P (bodyt,0)
df
=

x′mrk = fcall firet(xmrk , x1, . . . , xn)
pcall set add(xset , x
′
mrk )
br footert,1
On va montrer que si on est arrive´ a` l’instruction (5.32) alors on eﬀectue
bien un ajout de marquage successeur. Supposons qu’on est dans l’e´tat suivant :(
pcall add set(xpset , xpmrk );
. . .
)
H⊕H0,
F⊕β0
(5.33)
Il faut montrer que JH ⊕H0, (F ⊕ β0)(xpmrk )Kmrk est bien un marquage suc-
cesseur. Si on est arrive´ en (5.33), alors on vient de : xpmrk = fcall firet(xpmrk , x1, . . . , xn)pcall add set(xpset , xpmrk );
. . .

H⊕H1,
F⊕β1
(5.34)
il en suit que β0 = β1⊕{xpmrk 7→ ppmrk} . Par le the´ore`me de correction de la
fonction firet, JH ⊕H0, ppmrk Kmrk est un marquage successeur si
{x1 7→ (F ⊕ β1)(x1), . . . , xn 7→ (F ⊕ β1)(xn)} (5.35)
est un mode valide. Il nous reste a` montrer que c’est bien un mode valide.
On continue notre raisonnement, si on est en (5.34) alors on vient du bloc
header t,0, et plus pre´cise´ment de la conﬁguration :(
br cg, bodyt,0, footer t,n
)
H⊕H1,
F⊕β1
(5.36)
comme on a fait le branchement en bodyt,0, (F ⊕ β1)(cg) = true. Si on est en
(5.36) alors on vient de :(
cg = fcall gt(x1, . . . , xn)
br cg, bodyt,0, footer t,n
)
H⊕H2,
F⊕β2
(5.37)
et β1 = β2 ⊕ {cg 7→ true}. D’apre`s la se´mantique de la re`gle assignexpr on a
(F ⊕ β1)(cg) = true seulement si(
fcall gt(x1, . . . , xn)
)
H⊕H2,
F⊕β2
 
(
true
)
H⊕H1
(5.38)
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La re´duction (5.38) est possible seulement si
{x1 7→ (F ⊕ β2)(x1), . . . , xn 7→ (F ⊕ β2)(xn)}
est un mode valide. Il suﬃt de remarquer que
F ⊕ β1 = F ⊕ β2 ⊕ {cg 7→ true} ⊕ {xpmrk 7→ ppmrk}
et donc {x1 7→ (F ⊕ β1)(x1), . . . xn 7→ (F ⊕ β1)(xn)} est un mode valide (5.35).
On a bien prouve´ que si on ajoute un marquage alors c’est bien un marquage
successeur car il correspond a` un mode valide.
Par induction sur n, on peut ensuite prouver que les jetons proviennent bien
des places en entre´e de la transition t, ce qui permet de conclure. ⊓⊔
5.4
Correction des optimisations
Dans cette section, on re´alise les preuves des optimisations de la section 4.8.
5.4.1 Optimisation du calcul des modes : la fonction succt
1-borne´e
Aﬁn de prouver la correction de cette optimisation, on reprend les preuves
de la section 5.3 et on les adapte au nouvel algorithme. Rappelons respective-
ment, les blocs initiaux et les blocs optimise´s sur la ﬁgure 5.1 et la ﬁgure 5.2.
On reprend les meˆmes hypothe`ses que dans la section 5.3. Les e´nonce´s qui
suivent sont de´ﬁnis dans le contexte ou` M esqt un marquage, t une transition
a` n places en entre´e, pmrk et pset sont deux pointeur, xmrk et xset sont deux
variables. De la meˆme manie`re on conside`re la proprie´te´ P (de´ﬁnition 5.1,
page 74).
P (header t,k)
df
=

xsk = fcall getsk (xmrk )
ssk = fcall sizesk (xsk)
br loopt,k
P (loopt,k)
df
=

isk = phi (ssk , header t,k), (i
′
sk
, footer t,k)
csk = icmp >, isk , 0
br csk , bodyt,k, footer t,k+1
P (bodyt,k)
df
=
{
xk = fcall nthsk (xsk , isk)
br header t,k−1
P (footer t,k)
df
=
{
i′sk = add isk , −1
br loopt,k
Figure 5.1 – Les blocs initiaux de la fonction succt spe´cifiques a` la place sk.
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P (header t,k)
df
=
{
xpqk = fcall getqk (xpM )
br loopt,k
P (loopt,k)
df
=
{
cqk = fcall notempty(xpqk )
br cqk , bodyt,k, footer t,k+1
P (bodyt,k)
df
=
{
xk = fcall nthqk (xpqk , 0)
br header t,k−1
P (footer t,k)
df
=
{
br footer t,k+1
Figure 5.2 – Les blocs optimise´s de la fonction succt spe´cifiques a` la place sk.
Lemme 5.7. Quel que soit le nombre n de places en entre´e de la transition t et
pour tout tas H et tout frame F tels que (H,F ) ve´rifie la proprie´te´ P , on a :(
P (header t,n)
)
H,F
 ∗
(
P (footer t,n+1)
)
H′,F ′
avec (H ′, F ′) qui ve´rifie la proprie´te´ P et sans eˆtre passe´ par les blocs d’indice
supe´rieur a` n, i.e.,(
P (header t,n)
)
H,F
 ∗
(
P (block t,i)
)
H′′,F ′′
pour i > n et block ∈ {header , loop, body , footer} n’est pas un pre´fixe strict de
la re´duction ci-dessus.
Preuve On reprend la preuve du lemme 5.4 de la section 5.3. Dans le cas
inductif, on a deux sous-cas a` traiter :
1. La place n utilise les blocs initiaux : dans ce cas on a la meˆme preuve.
2. La place n utilise les blocs optimise´s : on reprends le meˆme sche´ma de
preuve que pour les blocs initiaux en plus simple : apre`s le bloc footerk
on atteint le bloc footerk+1.
⊓⊔
Lemme 5.8. Soit H un tas et F un frame tels que (H,F ) ve´rifie la proprie´te´ P .
Soit β = {xn 7→ vn, . . . , x1 7→ v1} une valuation LLVM telle que JH, viKt(si) ∈
M(si) pour 1 ≤ i ≤ n. Si(
P (header t,n)
)
H,F
 ∗
(
P (header t,0)
)
H′,F ′
alors β ⊆ βF ′ et (H
′, F ′) ve´rifie la proprie´te´ P . De plus on s’assure de n’eˆtre
passe´ par aucun bloc indexe´ par i tel que i > n, i.e.,(
P (header t,n)
)
H,F
 ∗
(
P (block t,i)
)
H′′,F ′′
pour i > n et block ∈ {header , loop, body , footer} n’est pas un pre´fixe strict de
la re´duction ci-dessus.
85
5. Preuves sur la se´mantique
Preuve On reprends la preuve du lemme 5.6 de la section 5.3. Dans le cas
inductif, il faut traiter les deux cas suivants :
1. La place n utilise les blocs initiaux : dans ce cas on a la meˆme preuve.
2. La place n utilise les blocs optimise´s : la place ne peut pas eˆtre vide sinon
on contredit les hypothe`ses (on a un mode et donc on a un jeton qui nous
convient). Comme la place ne peut contenir que le jeton •, la re´duction
conduit au bloc headern−1, on conclue par l’hypothe`se d’induction.
⊓⊔
The´ore`me 5.9. Soient F
df
= (⊥, succt, {xmrk 7→ pmrk}) un frame et pmrk un
pointeur d’un tas H tels que pmrk ↓H= H et JH, pmrk Kmrk =M . Si(
P (succtLxmrk M) )H,F  ∗ ( pset )H⊕H′
alors
dom(H) ∩ dom(H ′) = ∅ (5.39)
JH ⊕H ′, psetKset = {M ′ | ∃β, M [t, β〉M ′} (5.40)
Preuve Exactement la meˆme preuve que le the´ore`me 4.12 re´alise´e en sec-
tion 5.3 mais avec les lemmes 5.7 et 5.8 qu’on vient de prouver. ⊓⊔
5.4.2 Place jeton noir 1-borne´e
Rappelons l’implantation de la place 1-borne´e jeton noir sur la ﬁgure 5.3
et les fonctions d’interpre´tation utilise´es. La fonction d’interpre´tation de la
structure des places :
JH, psKs = ∅ si H(ps) = (bool , false)JH, psKs = {•} si H(ps) = (bool , true)
La fonction d’interpre´tation de l’encodage des jetons :
JH, vKt(s) = • si v ∈ {true, false}
On ne prouve pas la proprie´te´ de validite´ de la fonction d’interpre´tation car
elle est triviale dans ce cas.
Dans la suite de cette section, on se placera sous les hypothe`ses suivantes :
H est un tas, F est un frame, x et xs sont deux variables, v est un boole´en et
ps est un pointeur sur une place s, 1-borne´e jeton noir, tels que JH, psKs = ∅,
F (xs) = ps et F (x) = v.
Dans les preuves qui suivent on utilise le fait que la place s est 1-borne´e,
c’est a` dire que certaines ope´rations ne sont pas de´ﬁnies si la place est vide ou
bien pleine.
Fonctions adds, rems et clears
Pour la fonction adds on a de´ﬁni implantation suivante :
P (addsLxs, x M) df=
store true, xs
ret
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Rappelons la spe´ciﬁcation a` ve´riﬁer :(
pcall add s(xs, x)
)
H,F
 
(
skip
)
H⊕H′,F
(5.1)
dom(H) ∩ dom(H ′) ⊆ ps↓H (5.2)
JH ⊕H ′, psKs = JH, psKs + {JH, vKt(s)} (5.3)
Observation : La place e´tant 1-borne´e, si on appelle la fonction adds alors
la place est initialement vide.
On prouve que cette spe´ciﬁcation est correcte en la prouvant pour un tas
H et un frame F restreints tels que H = {ps 7→ (bool, false)} et βF = {xs 7→
ps, x 7→ v}. La valeur du boole´en dans le tas est connue car la place est initiale-
ment vide. On ne montrera pas la conse´quence (5.2) car ce sera une conse´quence
imme´diate d’une application du the´ore`me d’extensionnalite´ (the´ore`me 4.7) aﬁn
de revenir a` l’e´nonce´ initial. On sait que(
pcall add s(xs, x)
)
H,F
 
(
skip
)
H⊕H′,F
seulement si (
store true, xs
ret
)
H,F0
 
(
ret
)
H⊕H′,F ′
avec F0 = (⊥, addsLxs, x M, {xs 7→ ps, x 7→ v}). Or, on a(
store true, xs
ret
)
H0,F0
 
(
ret
)
H0⊕H1,
F0
avec H1 = {ps 7→ (bool, true)}. On a bien le re´sultat (5.1). Le re´sultat (5.3) est
vrai car JH ⊕H1, psKs = {•} = JH, psKs + {JH, vKt(s)}.
P (addsLxs, x M) df=
store true, xs
ret
P (remsLxs, x M) df=
store false, xs
ret
P (copysLxs, x′s M) df=
x = load xs
store x, x′s
ret
P (notemptysLxs M) df=
x = load xs
ret x
P (conssL M) df=
store false, xs
ret
P (sizesLxs M) df=
x = load xs
br x, l1, l2
P (nthsLxs, i M) df=
ret true
P (clearsLxs M) df=
store false, xs
ret
P (l1)
df
=
ret 1
P (l2)
df
=
ret 0
Figure 5.3 – Implantation d’une place 1-borne´e de type jeton noir.
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Observation : La place e´tant 1-borne´e, si on appelle la fonction rems alors
la place est initialement marque´e.
On utilise la meˆme approche pour la fonction rems en supposant cette fois
la place marque´e, c’est-a`-dire JH, psKs = {•}. Quant a` la fonction clears, on
obtient le re´sultat souhaite´ par de´ﬁnition de la fonction d’interpre´tation.
Fonction sizes
Pour la fonction sizes, on a :
P (sizesLxs M) df=
x = load xs
br x, l1, l2
P (l1)
df
=
ret 1
P (l2)
df
=
ret 0
La spe´ciﬁcation souhaite´e est :
(
fcall sizemset(pmset)
)
H,F
 
(
card(dom(JH, pmsetKmset(t)))
)
H
On donne l’intuition de la preuve sans la faire en de´tail, on a deux cas
possibles :
1. Si la place est vide alors on auraH(ps) = (bool , false), le saut conditionnel
nous enverra a` l’e´tiquette l2 et on renverra alors la valeur 0 (domaine
vide).
2. Si la place est pleine alors on aura H(ps) = (bool , true), le saut condi-
tionnel nous enverra a` l’e´tiquette l1 et on renverra alors la valeur 1 (un
seul e´le´ment dans le domaine).
Fonction notempty s
On veut que la fonction
P (notemptysLxs M) df=
x = load xs
ret x
ve´riﬁe sa spe´ciﬁcation
(
fcall notemptys(ps)
)
H,S
 
(
card(dom(JH, psKmset(t))) 6= ∅
)
H
Par de´ﬁnition de la structure de donne´es, si la place est vide alors H(ps) =
(bool , false) et donc l’instruction load xs se re´duira en false, on aura bien le
re´sultat attendu car ∅ 6= ∅ est faux. En revanche, si la place est marque´e alors
H(ps) = (bool , true) et donc l’instruction load xs se re´duira en true, on aura
le bon re´sultat.
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Fonction nths
On a l’implantation suivante :
P (nthsL ps, i M) df=
ret true
La spe´ciﬁcation qu’elle doit ve´riﬁer est la suivante :(
fcall nths(ps, i)
)
H,F
 
(
pi
)
H
JH, psKmset(t) = {x1 7→ k1, . . . , xn 7→ kn}
JH, piKt = xi
L’implantation ve´riﬁe trivialement la spe´ciﬁcation car :
– Si la place est vide alors appeler la fonction est ille´gal et donc le compor-
tement est inde´ﬁni (la valeur renvoye´e importe peu).
– Si la place est marque´e alors on ne peut renvoyer qu’un seul jeton : le
jeton noir. Le jeton noir e´tant encode´ par un boole´en quelconque la valeur
true convient.
Fonction copy
s
Sous les meˆmes hypothe`ses, soit p′s un pointeur sur la place s d’une autre
instance de la structure de marquage et x′s une variable telle que F (x
′
s) = p
′
s.
Dans ces conditions la fonction copys est de´ﬁnie par :
P (copysLxs, x′s M) df=
x = load xs
store x, x′s
ret
La spe´ciﬁcation demande´e par l’interface des places est :(
pcall copys(xs, x
′
s)
)
H,F
 
(
skip
)
H⊕H′,F
dom(H) ∩ dom(H ′) ⊆ x′s↓H (5.4)
JH, psKs = JH ⊕H ′, psKs = JH ⊕H ′, p′sKs
De la meˆme manie`re que pour la fonction adds on va restreindre le tas H de
fac¸on a` conclure en utilisant le the´ore`me d’extensionnalite´ (the´ore`me 4.7). Soit
H0
df
= {ps 7→ (bool , v), p
′
s 7→ (bool , v
′)} un tas, et F0 un frame tel que βF0 =
{xs 7→ ps, x
′
s 7→ p
′
s}. La conse´quence (5.4) sera une conse´quence imme´diate de
l’application du the´ore`me d’extensionnalite´. On sait que :(
pcall copys(xs, x
′
s)
)
H0,F0
 
(
skip
)
H0⊕H′,F0
seulement si  x = load xsstore x, x′s
ret

H0,F1
 
(
ret
)
H0⊕H′,F ′
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avec F1 = (⊥, copysLxs, x′s M, βF0). On commence a` re´duire : x = load xsstore x, x′s
ret

H0,F1
 
(
store x, x′s
ret
)
H0,F2
ou` F2 = F1 ⊕ {x 7→ v} car H(xs) = (bool , v). On continue les re´ductions :(
store x, x′s
ret
)
H0,F2
 
(
ret
)
H0⊕H1,F2
ou` H1 = {p
′
s 7→ v}.
On a bien JH0, psKs = JH0 ⊕H1, psKs = JH0 ⊕H1, p′sKs et on conclue par
le the´ore`me d’extensionnalite´.
Fonction conss
La fonction conss est de´ﬁnie par :
P (conssL M) df=
x = alloc bool
store false, x
ret x
Et doit respecter la spe´ciﬁcation :(
fcall conss()
)
∅,F
 
(
ps
)
H
JH, psKs = ∅
pour F = (l, l′, {}). On reprend toujours la meˆme approche, on a(
fcall conss()
)
∅,F
 
(
ps
)
H
seulement si  x = alloc boolstore false, x
ret x

∅,F0
 
(
ps
)
H
avec F0 = (⊥, consL M, {}). On commence les re´ductions : xs = alloc boolstore false, xs
ret xs

∅,F0
 
(
store false, xs
ret xs
)
H0,F1
ou` H0 = {ps 7→ (bool,⊥)} et F1 = F0 ⊕ {xs 7→ ps}. On continue de re´duire :(
store false, xs
ret xs
)
H0,F1
 
(
ret xs
)
H1,F1
ou` H1 = {ps 7→ (bool, false)}. On ﬁnalise avec la dernie`re re´duction :(
ret xs
)
H1,F1
 
(
ps
)
H1
On a bien JH, psKs = ∅ par de´ﬁnition de la fonction d’interpre´tation. ⊓⊔
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6 Syme´tries et cre´ation
dynamique de processus
L’exploration d’espaces d’e´tats explicite stocke tous les e´tats individuelle-
ment en me´moire, de par le proble`me d’explosion combinatoire, stocker tous
ces e´tats est souvent impossible. Il est aussi souvent impraticable de les calcu-
ler a` cause du temps que c¸a prendrait. Une manie`re pour pallier ce proble`me
est de mettre en oeuvre des techniques de re´duction d’espaces d’e´tats. Pour
eˆtre inte´ressantes, ces re´ductions doivent pre´server des proprie´te´s pertinentes
de manie`re a` eˆtre comple`tes pour un but recherche´ (pre´servation de deadlocks,
pre´servation de tirage de transitions, etc.). Dans notre cas on s’inte´resse aux
re´ductions par syme´tries qui pre´servent les donne´es des places, le tirage de
transitions et leurs modes (modulo donne´es syme´triques).
Les re´ductions par syme´tries pour les re´seaux place-transition et les re´seaux
colore´s ont e´te´ largement e´tudie´es [108]. Dans ce chapitre on s’inte´resse a`
une version e´tendue qui met en oeuvre des processus concurrents qui peuvent
eˆtre cre´es dynamiquement pendant l’e´volution du syste`me e´tudie´. Ce type de
re´ductions n’a e´te´ que peu adresse´ dans la litte´rature.
On s’inte´resse a` des syste`mes qui manipulent de multiples processus (ou
threads) de manie`re explicite. Dans les re´seaux de bas niveau diﬀe´rents proces-
sus sont repre´sente´s par des copies d’un sous-re´seau dans le mode`le, ainsi on
simule le comportement de plusieurs instances d’un meˆme processus [110, 118].
Avec les re´seaux de haut niveau, on peut repre´senter l’identite´ d’un proces-
sus par une valeur, ce qui permet d’avoir plusieurs processus qui exe´cutent
la meˆme partie du re´seau. Les deux approches sont e´quivalentes mais la se-
conde produit un re´seau de Petri plus petit en structure, il est plus riche en
jetons cependant. La coexistence de plusieurs processus au sein d’un syste`me
conduit imme´diatement a` une explosion combinatoire due aux entrelacement
des ope´rations qu’ils re´alisent. Il s’en suit, une augmentation exponentielle de
la taille de l’espace d’e´tats du syste`me par rapport a` la taille du re´seau ; si
l’espace d’e´tat reste ﬁni il peut eˆtre traite´ avec les meˆmes techniques qu’ha-
bituellement. Cependant, pour eˆtre traite´s plus rapidement et avec moins de
me´moire des techniques de re´duction sont ne´cessaires.
En plus de la cohabitation de plusieurs processus, on souhaite ajouter une
notion de cre´ation dynamique a` l’exe´cution. La coexistence de plusieurs pro-
cessus dans un syste`me est rencontre´e souvent, cependant la cre´ation dyna-
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mique de ceux-ci l’est beaucoup moins [115, 116, 114]. La premie`re raison de
cette tendance est l’accentuation de l’explosion combinatoire due a` l’ajout de
non-de´terminisme dans l’ordre de cre´ation des processus ainsi que leurs agen-
cements, tout cela augmente la combinatoire dans le syste`me. D’autre part,
il est courant de faire mourir et recre´er des processus durant l’exe´cution du
syste`me a` l’inﬁni, ce qui peut se traduire en la cre´ation de nouveaux processus
qui n’avaient pas existe´ avant et qui peuvent eˆtre conside´re´s comme nouvelles
donne´es du syste`me. Cela peut conduire a` des espaces d’e´tats inﬁnis, ce qui rend
les techniques de re´duction indispensables. Dans ce chapitre on va s’attaquer
essentiellement a` deux points :
– traiter ce genre de syste`mes a` comportements potentiellement inﬁnis ;
– re´duire leurs espaces d’e´tats.
Des travaux ont de´ja` e´te´ re´alise´ pour proposer une base the´orique pour adres-
ser ce type de syste`mes [115, 116, 114], cependant les me´thodes de re´duction
associe´es n’e´taient pas utilisables en pratique a` cause de leur complexite´.
Ici on revisite comple`tement la the´orie pre´sente´e dans ces travaux et on
propose une me´thode nouvelle et utilisable en pratique.
Le contenu de ce chapitre n’a pas encore e´te´ publie´. Cependant, un travail
pre´liminaire a e´te´ publie´ dans [Fro12a]
6.1
Re´seaux de Petri avec processus
Les syste`mes qu’on manipules ont de multiples processus (ou threads) ano-
nymes qui exe´cutent diﬀe´rentes parties du mode`le. On suppose que le com-
portement du syste`me ne peut pas eˆtre inﬂuence´ par l’identite´ d’un processus
mais seulement par les relations entre processus. Ici on s’inte´resse a` la relation
parent, i.e., e´tant donne´ deux processus a et b on peut savoir si a et un parent
ou anceˆtre de b et vice versa. Dans [115, 116, 114] une relation fre`re a aussi e´te´
conside´re´e et adresse´e de manie`re optimiste dans [Fro12a].
6.1.1 Identifiants de processus
Chaque processus dans le syste`me est identiﬁe´ par un identifiant de pro-
cessus (pid), en ge´ne´ral de´note´ par π, qui est un tuple d’entiers positifs. L’en-
semble des pids est P et l’ensemble des pre´ﬁxes d’un pid de´note ses anceˆtres.
Par exemple, pour le pid 〈1, 2, 3〉, son parent est 〈1, 2〉 dont le parent est 〈1〉.
Cette relation de parent (imme´diat) est note´e avec l’ope´rateur ∢1 et sa cloˆture
transitive (relation anceˆtre) est note´e ∢. On a donc 〈1〉∢1〈1, 2〉 et 〈1〉∢〈1, 2, 3〉,
mais on n’a pas 〈1〉∢1〈1, 2, 3〉. Un pid est construit en utilisant une ope´ration
de concate´nation sur des fragments de pids, 〈1, 2, 3〉 = 〈1〉·〈2〉·〈3〉 = 〈1, 2〉·〈3〉 =
〈1〉·〈2, 3〉. Finalement on introduit le pid vide 〈〉 pour simpliﬁer les notations, ce-
pendant il faut garder a` l’esprit que ce pid ne peut pas repre´senter un processus
dans un mode`le.
Definition 6.1 (identiﬁants de processus). Les identifiants de processus (pids)
sont des e´le´ments de P
df
= (N+)⋆, l’ensemble des tuples sur des nombres naturels
positifs. P e´quipe´ avec l’ope´ration de concate´nation de tuples et son e´le´ment
identite´, le tuple vide 〈〉, est un mono¨ıde.
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Pour simplifier les notations, on omet la notation de tuples et on utilise la
concate´nation a` la place. Ainsi le pid 〈a1, a2 . . . an〉 est note´ a1 ·a2 · . . . ·an. ♦
Comme donne´ en de´ﬁnition, on omet la notation de tuples. Le pid 〈1, 2, 3〉
est donc note´ 1 ·2 ·3. Aussi, pour diﬀe´rencier les pids singletons des entiers, on
les pre´ﬁxe de l’ope´rateur de concate´nation, par exemple, 〈1〉 est note´ ·1.
Maintenant, on de´ﬁnit les ope´rations utilise´es pour comparer des identiﬁants
de processus dans un mode`le. Le test d’e´galite´ et les ope´rations qui suivent sont
les seules pouvant eˆtre utilise´es dans les gardes de transitions et sur les arcs,
donc, partout dans le re´seau, pour comparer de identiﬁants de processus.
Definition 6.2. (ope´rations sur identifiants de processus) Deux pids π, π′ ∈ P
peuvent eˆtre compare´s en utilisant l’e´galite´ et les ope´rations ∢1 et ∢ de´finies
par :
– π∢1π
′ ssi ∃a ∈ N+ tel que π ·a = π′ ;
– π∢π′ ssi ∃a1, . . . , an ∈ N
+ tels que π ·a1 · . . . ·an = π
′, n 6= 1 ; ♦
6.1.2 Restrictions sur les mode`les
On impose des restrictions sur les re´seaux de Petri adresse´s dans ce chapitre,
ces restrictions sont ne´cessaires pour re´aliser correctement le me´canisme de
cre´ation dynamique de processus. Ainsi on suppose que P ⊆ D, i.e., les pids
sont des valeurs, et on note Dv
df
= D \ P. On suppose aussi que les e´le´ments de
Dv sont comparables entre eux, c’est-a`-dire qu’on a un ordre total sur Dv. Ceci
n’est pas une restriction car cet ordre peut eˆtre arbitraire.
Supposition 6.1. Soit (S, T, ℓ) un re´seau de Petri. On suppose que :
– pour tout s ∈ S, le type de s, ℓ(s) est un produit carte´sien X1 × · · · ×Xk
(k ≥ 1) avec Xi = P ou Xi ⊆ Dv ;
– on a une place sη ∈ S de type ℓ(sη) = P× P, appele´e place ge´ne´ratrice ;
– si M est un marquage et 〈π1, π2〉, 〈π
′
1, π
′
2〉 ∈M(sη) alors π1 6= π
′
1. ♦
Pour imple´menter la cre´ation dynamique de processus le re´seau posse`de
une place ge´ne´ratrice sη de type P × P. Intuitivement, cette place stocke des
paires 〈π, π · 〈i〉〉 qui me´morisent le fait que le processus de pid π a cre´e´ i − 1
enfants, et que son prochain ﬁls sera π · 〈i〉. On utilise cette place pour cre´er
de nouveaux processus et on n’autorise pas la re´utilisation d’identiﬁants de
processus. Lorsque un processus est cre´e´ ou termine, cette place devra eˆtre
mise a` jour de manie`re ade´quate. E´tant donne´ un marquage M , on note par
pidM l’ensemble de ses pids. De plus, on note Mπ l’ensemble de marquages
tels que chaque jeton posse`de π en premie`re position, c’est-a`-dire que chaque
jeton est de la forme 〈π, v2, . . . , vn〉 avec n ≥ 1 et v2 . . . vn ∈ Dv ∪ P.
De plus nous devons supposer qu’aucune valeur de pid n’apparait dans une
expression, c’est-a`-dire que les pids ne peuvent eˆtre compare´s que de manie`re
litte´rale. Par exemple, nous pouvons avoir l’expression π∢π′ dans une garde
ou` π et π′ correspondraient a` des jetons en entre´e de la transition, mais nous
ne pouvons pas avoir π = 1 · 1. La meˆme restriction doit s’appliquer a` toute
formule que nous souhaitons ve´riﬁer sur le mode`le.
Supposition 6.2. Dans un re´seau de Petri, on suppose que les pids sont com-
pare´s de manie`re litte´rale et qu’aucune valeur de pid n’apparait dans une ex-
pression.
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Une relation d’e´quivalence sur les marquage de ce type de re´seaux a e´te´
de´ﬁnie dans [115, 116, 114]. Cette relation identiﬁe les processus e´quivalents
avec une bijection sur les pids qui pre´serve la relation parent (et une relation
fre`re qu’on omet ici). Deux processus dans cette relation doivent eˆtre associe´s
aux meˆmes donne´es dans le re´seau, intuitivement, deux processus e´quivalents
doivent eˆtre dans le meˆme e´tat. Nous simpliﬁons cette relation d’e´quivalence
en introduisant la notion de marquage pid-cohe´rent. Un marquage pid-cohe´rent
garanti la cohe´rence entre la place ge´ne´ratrice et les pids des autres places.
Definition 6.3 (marquage pid-cohe´rent). Un marquage M d’un re´seau de
Petri est pid-cohe´rent ssi pour tout 〈π, π·〈k〉〉 ∈M(sη) et pour tout π ∈ pidM \
{π · 〈k〉} tel que π′
df
= π · 〈i, a1, . . . , an〉 (n ≥ 0) on a i < k. ♦
Cela veut dire que si on a un jeton 〈π, π.〈k〉〉 dans la place ge´ne´ratrice alors
il n’y a aucun autre jeton dans le re´seau dont le pre´ﬁxe est π et son suﬃxe´
est supe´rieur ou e´gal a` 〈k〉 dans l’ordre lexicographique. Par exemple si on a
〈1·1, 1·1·1〉 dans la place ge´ne´ratrice alors les jetons 1·1·1, 1·1·2, 1·1·1·1, etc.
ne peuvent pas apparaˆıtre dans le re´seau. En revanche, les pid 1 ·2, 1 ·2 ·1, etc.
peuvent apparaˆıtre dans le re´seau s’ils sont cohe´rents avec la place ge´ne´ratrice,
i.e., le jeton 〈·1, 1 · 〈k′〉〉 est dans la place ge´ne´ratrice et k′ est supe´rieur a` 2 ou
bien aucun jeton de la forme 〈·1, π〉 n’est pre´sent dans la place ge´ne´ratrice.
Definition 6.4 (e´quivalence de marquages). Deux marquages pid-cohe´rents
M et M ′ sont h-e´quivalents s’il existe une bijection h : pidM → pidM ′ telle
que :
– ∀π, π′ ∈ pidM : π ≺ π
′ ssi h(π) ≺ h(π′) pour ≺ dans {∢1,∢} ;
– M ′ est M apre`s remplacement de chaque pid π par h(π).
On note cela par M ∼h M
′, ou simplement M ∼M ′. ♦
Des contraintes structurelles sur les mode`les ont e´te´ utilise´es dans les tra-
vaux pre´ce´dents [115, 116, 114, Fro12a], elles impliquent la pid-cohe´rence pour
les marquages accessibles. On suppose donc que tous les marquages accessibles
sont pid-cohe´rents. Il est inutile de donner cette supposition sous forme de
contraintes structurelles puisqu’elles existent de´ja` et peuvent eˆtre re´utilise´es.
De plus, cela permet aussi d’eˆtre plus ge´ne´ral.
Supposition 6.3. Tous les marquages accessibles d’un re´seau de Petri sont
pid-cohe´rents. ♦
Une premie`re contribution pre´sente´e dans ce chapitre est le the´ore`me 6.1
qui capture une notion forte de similarite´ entre marquages. Si deux marquages
sont h-e´quivalents alors leur successeurs sont aussi e´quivalents. Un the´ore`me
similaire a e´te´ donne´ dans [114] mais e´tait centre´ seulement sur les marquages
accessibles, ici on relaˆche cette hypothe`se d’accessibilite´ en la remplacement par
une hypothe`se de pid-cohe´rence. Cela sera essentiel dans notre cas, puisqu’on va
conside´rer des e´tats potentiellement non accessibles mais qui sont e´quivalents
a` des e´tats accessibles du syste`me.
The´ore`me 6.1. SoientM etM ′ deux marquages h-equivalents et pid-cohe´rents
d’un re´seau de Petri (S, T, ℓ), soit t ∈ T une transition et β une valuation telles
que M [t, β〉M˜ . Alors M ′[t, h ◦ β〉M˜ ′ et M˜ ∼ M˜ ′. ⊓⊔
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Comme de´crit dans [114], la relation ∼h se comporte comme une relation de
bisimulation forte et peut eˆtre vue comme suﬃsante pour une re´duction d’es-
paces d’e´tats pour la de´tection de deadlocks. De plus, parce que l’e´quivalence
pre´serve le tirage de transitions et les modes (modulo valeurs syme´triques), c’est
aussi suﬃsant pour travailler avec des proprie´te´s sur les se´quences d’e´tats, et
donc compatible avec la ve´riﬁcation de proprie´te´s temporelles.
6.2
Pid-trees
Les Pid-trees ont e´te´ introduits dans [Fro12a] comme repre´sentations pour
marquages. Intuitivement, il s’agit d’une structure de donne´es qui repre´sente
une hie´rarchie de pids qui apparaissent dans un marquage. Ces pids sont as-
socie´s a` des donne´es en utilisant une notion d’appartenance. La racine de l’arbre
contient les donne´es qui sont partage´es entre tous les processus et les autres
noeuds contiennent les donne´es appartenant a` un processus spe´ciﬁque. Le che-
min de la racine a` un noeud correspond a` l’identite´ du processus (pid) qui est
le proprie´taire des donne´es du noeud.
Cette intuition reste centrale cependant toute la formalisation de pid-trees a
e´te´ retravaille´e depuis. Les pid-trees sont maintenant utilise´s comme primitives
de normalisation de marquages et non comme leur repre´sentations dans les
espaces d’e´tats. La nouvelle formalisation posse`de de plus fortes implications
et est dirige´e par la syntaxe. Les arbres sont repre´sente´s avec des tuples et
note´s avec une ﬂe`che comme de´crit dans la de´ﬁnition qui suit.
Definition 6.5 (pid-trees). Pour chaque π ∈ P on de´fini l’ensemble Ξπ par
induction comme le plus petit ensemble tel que :
1. pour tout Mπ ∈ (Mπ ∪ {⊥}) on a :
〈Mπ, 〈〉〉 ∈ Ξπ note´ Mπ
2. pour tout a1, . . . , an ∈ P et t1 ∈ Ξπ·a1 , . . . , tn ∈ Ξπ·an tels que a1, . . . , an
sont tous distincts, et pour Mπ ∈ (Mπ ∪ {⊥}) on a :
〈Mπ, 〈〈a1, t1〉, . . . , 〈an, tn〉〉〉 ∈ Ξπ note´ Mπ
a1,...,an
−−−−−−→〈t1, . . . , tn〉
En utilisant les ensembles de´finis ci-dessus, l’ensemble des pid-trees Ξ est Ξ〈〉.
♦
Dans la de´ﬁnition ci-dessus chaque Mπ est un marquage ou ⊥. Dans le cas
ou` c’est un marquage, chaque jeton qu’il contient est de la forme 〈π, v2, . . . , vm〉
(m ≥ 1) ou` π ∈ P, v2, . . . , vm ∈ D, i.e., chaque jeton est un tuple avec π en
premie`re composante, les autres composantes sont soit des pids soit des valeurs.
La seule exception est la racine, puisque 〈〉 n’est pas un pid valide,M〈〉 contient
des jetons de la forme 〈v1, . . . , vm〉 (m ≥ 1) ou` v1 ∈ Dv et v2, . . . , vm ∈ D. ⊥
est une valeur particulie`re de´notant un marquage vide qui sert de marqueur
pour des pids inactifs, i.e., pids qui n’apparaissent pas dans le marquage. La
notation “fle`che” permet d’e´crire les pid-trees de manie`re moins verbeuse, par
exemple le pid-tree
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〈⊥, 〈 ·1, 〈M·1, 〈〈1 ·1, 〈M1·1·1, 〈〈 ·1, 〈∅, 〈〉〉〉〉〉〉, 〈 ·2, 〈⊥, 〈〉〉〉〉〉〉〉
ou` M·1 ∈M·1 et M1·1·1 ∈M1·1·1 est note´ par
⊥
·1
−−→M·1
1·1, ·2
−−−−→〈M1·1·1
·1
−−→∅,⊥〉
Les pid-trees sont aussi repre´sente´s graphiquement, un exemple du pid-tree
ci-dessus est donne´e en ﬁgure 6.1 ou` les fragments de pids sont utilise´ comme
annotations d’arcs et les marquages comme annotations de noeuds.
∅
M
·1
M1·1·1
⊥
⊥
·1
·21 ·1
·1
Figure 6.1 – Pid-tree ∅
·1
−−→M·1
1·1, ·2
−−−−−→〈M1·1·1
·1
−−→⊥,⊥〉 ou` M·1 ∈ M·1 et M1·1·1 ∈
M1·1·1
Definition 6.6 (sous-pid-trees). Soit t un pid-tree, l’ensemble sub(t) des sous-
pid-trees de t est de´fini inductivement par :
– pour tout 〈Mπ, 〈〉〉 ∈ Ξπ, sub(〈Mπ, 〈〉〉) = {〈Mπ, 〈〉〉} ;
– pour tout t
df
=M
a1,...,an
−−−−−−→〈t1, . . . , tn〉 ∈ Ξ, sub(t) = {t}∪
⋃
0<i<n sub(ti).
On note ΞP
df
= ∪
⋃
π∈P Ξπ l’ensemble de tous les sous-pid-trees. ♦
Par de´ﬁnition 6.5 on peut voir que chaque sous-arbre peut eˆtre identiﬁe´ par
un pid obtenu par la concate´nation de tous les fragments de pids sur le chemin
de la racine au sous-arbre. Par exemple, le sous-arbre t
df
= M1·1·1
·1
−−→∅ dans la
ﬁgure 6.1 est identiﬁe´ par le pid 1 · 1 · 1 qui est la concate´nation de ·1 et 1 · 1.
De plus, on doit avoir t ∈ Ξ1·1·1 et donc tous les jetons dans M1·1·1 sont des
tuples dont la premie`re composante est 1 · 1 · 1. Parce qu’on a cette proprie´te´
par construction, on va souvent l’exploiter pour de´signer un noeud par son pid
et vice versa.
On fournit aussi une fonction pour construire un marquage a` partir d’un
pid-tree, donc chaque pid-tree correspond a` un marquage, mais comme on le
verra plus tard un marquage peut correspondre a` un nombre inﬁni de pid-trees.
Definition 6.7. Soit t ∈ Ξπ un sous-pid-tree et Mπ ∈ Mπ un marquage. La
fonction mrk est de´finie inductivement par :
mrk(〈⊥, 〈〉〉)
df
= ∅
mrk(〈Mπ, 〈〉〉)
df
= Mπ
mrk(⊥
a1,...,an
−−−−−−→〈t1, . . . , tn〉)
df
= mrk(t1) ∪ · · · ∪mrk(tn)
mrk(Mπ
a1,...,an
−−−−−−→〈t1, . . . , tn〉)
df
= Mπ ∪mrk(t1) ∪ · · · ∪mrk(tn)
♦
96
6.2. Pid-trees
De meˆme que pour les marquages, si t est un pid-tree, alors on note par
pid t l’ensemble des pids dans l’arbre, i.e., l’ensemble de tous les chemins de la
racine a` chaque noeud dans l’arbre. En plus, cela veut dire que pidmrk(t) ⊆ pid t
parce que l’arbre peut contenir des noeuds vides (∅ ou ⊥) et donc des pids en
plus. Maintenant, graˆce a` toutes les de´ﬁnitions pre´ce´dentes on peut de´ﬁnir les
pid-trees qui nous inte´ressent : les pid-trees bien forme´s.
Definition 6.8 (pid-trees clos et bien forme´s). Un sous-pid-tree t0 = Mπ
a1,...,an
−−−−−−→〈t1, . . . , tn〉 ∈ Ξπ est clos par rapport a` un pid-tree t ∈ Ξ (ou t-clos)
ssi :
1. Si n = 0 alors Mπ = ⊥ ⇔ 〈π
′, π〉 ∈ mrk(t)(sη).
2. Quel que soit s ∈ S \{sη} pour tout jeton 〈v1, . . . , vn〉 ∈Mπ(s), on a vi ∈
P si et seulement s’il y a un sous-pid-tree Mvi
b1,...,bm
−−−−−−→〈t′1, . . . , t
′
m〉 ∈ Ξvi
dans t tel que Mvi 6= ⊥.
3. t1, . . . , tn sont t-clos.
On dit qu’un pid-tree t ∈ Ξ est bien forme´ ssi il est t-clos (clos par lui meˆme).
♦
Dans la de´ﬁnition 6.8 on exprime les conditions qui doivent eˆtre satisfaites
pour chaque sous-arbre. Cependant, chacune de ces conditions a besoin d’eˆtre
conside´re´e dans le contexte d’un arbre complet. C’est pour quoi on utilise le
terme de sous-pid-tree t-clos ou` t est un pid-tree. Le premier point, assure que
les feuilles de l’arbre ne peuvent eˆtre annote´s par⊥ que si ce sont des pids a` cre´er
dans le futur (i.e., ils sont re´fe´rence´s par la place ge´ne´ratrice). Le second point,
garantit que si un pid π apparaˆıt dans le marquage d’un noeud, alors il y a un
noeud identiﬁe´ par π dans l’arbre et le marquage correspondant n’est pas ⊥, et
re´ciproquement si un noeud a un marquage qui n’est pas ⊥ alors il correspond
a` un pid dans le marquage. Cela veut dire que si un pid apparaˆıt dans mrk(t)
alors il y a un sous-arbre t0 de t dans Ξπ tel que t0
df
=Mπ
b1,...,bm
−−−−−−→〈t′1, . . . , t
′
m〉
(m ≥ 0) tel que Mπ 6= ⊥ mais aussi que si un noeud interne est ⊥ alors il n’est
pas re´fe´rence´ dans le marquage. Finalement, le dernier point, garantit que c’est
aussi vrai pour les sous-arbres.
Si on se base sur cette de´ﬁnition alors le plus petit pid-tree bien forme´ est
∅
df
= 〈∅, 〈〉〉. Il faut noter que ⊥
df
= 〈⊥, 〈〉〉 n’est pas bien forme´ parce qu’une
feuille ne peut eˆtre ⊥ que si elle de´note un pid a` cre´er. Cependant, du point
de vue du marquage les noeuds ⊥ et ∅ repre´sentent la meˆme information mais
ont des roˆles comple´mentaires dans les pid-trees : les noeuds ∅ correspondent
aux pids qui apparaissent dans le marquage mais ne posse`dent pas de jetons,
tandis que ⊥ correspond aux pids qui sont re´fe´rence´s dans la place ge´ne´ratrice
et de´notent les pids a` eˆtre cre´es mais aussi les pids qui n’apparaissent pas dans le
marquage mais apparaissent dans l’arbre. Par exemple, les pid-tree en ﬁgure 6.2
repre´sentent tous le meˆme marquage, mais seulement les pid-trees 6.2a et 6.2b
sont bien forme´s. En eﬀet, dans le pid-tree en ﬁgure 6.2c, le marquage au pid
1·1 ne peut pas eˆtre vide car ce pid n’est pas re´fe´rence´, il doit force´ment eˆtre ⊥.
Le pid-tree en ﬁgure 6.2d quand a lui ne posse`de pas de feuille ⊥ correspondant
au jeton 〈·1, 1 ·2〉 de la place ge´ne´ratrice.
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(a)
∅
M
·1
⊥
M1·1·1
⊥
·1
·2·1
·1
(b)
∅
M
·1
M1·1·1 ⊥
·1
·21 ·1
(c)
∅
M
·1
∅
M1·1·1
⊥
·1
·2·1
·1
(d)
∅
M
·1
⊥
M1·1·1
·1
·1
·1
M·1
df
=
{
s1 7→ {〈·1, d
′〉},
sη 7→ {〈·1, 1 ·2〉}
}
M1·1·1
df
=
{
s1 7→ {〈1 ·1 ·1, d〉}
}
Figure 6.2 – Exemple de pid-trees dont le marquage est {sη 7→ {〈·1, 1 · 2〉}, s1 7→
{〈1 ·1 ·1, d〉, 〈·1, d′〉}} (pour d ∈ Dv).
6.2.1 Normalisation de pid-trees
Une ame´lioration notable dans cette nouvelle formalisation est l’introduc-
tion de la normalisation de pid-trees qui permet de remplacer l’e´quivalence de
pid-trees de´ﬁnie dans [Fro12a] par un simple test d’e´galite´. Pour cela, on de´ﬁni
d’abord une bijection sur les pids qui pre´serve les relations parent et anceˆtre,
puis on l’applique re´cursivement sur l’arbre en transformant les pids sur les
arcs et ceux des marquages annotant les noeuds.
Definition 6.9. Soit t
df
=M
a1,...,an
−−−−−−→〈t1, . . . , tn〉 ∈ Ξ un pid-tree. Sa bijection
de normalisation htN : P→ P est de´finie par :
htN
df
=

a1 7→ 〈1〉,
. . . ,
an 7→ 〈n〉
 ∪ ht1N ,〈1〉 ∪ . . . ∪ htnN ,〈n〉
avec pour chaque ti =M
′ b1,...,bn−−−−−−→〈t′1, . . . , t
′
m〉 ∈ Ξπ
htiN ,π′
df
=

π ·b1 7→ π
′ ·b′1,
. . . ,
π ·bm 7→ π
′ ·b′m
 ∪ ht′1N ,π′·b′1 ∪ . . . ∪ ht′mN ,π′·b′m
avec b′i
df
=
{
〈i〉 si bi = 〈k〉 (k ∈ N)
〈i, 1〉 sinon.
♦
Definition 6.10. Soit t ∈ Ξ un pid-tree. La forme normalise´e de t est N (t)
df
=
htN (t), ou` h
t
N (t) est l’application de la bijection de normalisation h
t
N a` chaque
marquage et fragment de pid dans le pid-tree. ♦
En pratique, l’application de la bijection correspond a` un renommage des
pids apparaissant dans l’arbre. Chaque ai associe´ avec un ﬁls est remplace´ par
i si le pid a une longueur de 1, ce qui est suﬃsant pour pre´server la relation
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parent, et par 〈i, 1〉 si la taille du pid est supe´rieure a` 2, ce qui est suﬃsant pour
pre´server la relation anceˆtre sans perturber la relation parent. Donc, chaque
sous-pid-treeM
a1,...,an
−−−−−−→〈t1, . . . , tn〉 est transforme´ enM
b1,...,bn
−−−−−−→〈t′1, . . . , t
′
n〉
ou` chaque bi est 〈i〉 si ai = 〈k〉 (k ∈ N) et 〈i, 1〉 sinon.
Lorsqu’on manipule la racine on peut remplacer chaque ai par 〈i〉 parce
qu’il n’y a pas de noeuds au dessus et donc aucun anceˆtre valide. Un exemple
de normalisation est donne´ en ﬁgure 6.3, le pid-tree 6.3c est la forme normalise´e
du pid-tree 6.3b.
(a)
∅
m0
⊥ m1 ⊥
m2 ⊥
⊥
1 ·1
2 ·3 ·1 ·6
·2 ·1
·1
(b)
∅
m0
m2 m1 ⊥
⊥ ⊥
1 ·1
2 ·3 ·2 ·1 ·6
·1 ·1
(c)
∅
m
′
0
m
′
2 m
′
1 ⊥
⊥ ⊥
·1
1 ·1 ·2 ·3
·1 ·1
m0
df
=
{
sη 7→ 〈1 ·1, 1 ·1 ·6〉
}
m1
df
=
{
s1 7→ 〈1 ·1 ·1, 1 ·1〉,
sη 7→ 〈·1 ·1 ·1, 1 ·1 ·1 ·1〉
}
m2
df
=
{
s1 7→ 〈1 ·1 ·2 ·3 ·2, d〉,
sη 7→ 〈1 ·1 ·2 ·3 ·2, 1 ·1 ·2 ·3 ·2 ·1〉
}
m′0
df
=
{
sη 7→ 〈·1, 1 ·3〉
}
m′1
df
=
{
s1 7→ 〈1 ·2, ·1〉,
sη 7→ 〈1 ·2, 1 ·2 ·1〉
}
m′2
df
=
{
s1 7→ 〈1 ·1 ·1, d〉,
sη 7→ 〈1 ·1 ·1, 1 ·1 ·1 ·1〉
}
Figure 6.3 – Deux repre´sentations en pid-tree 6.3a et 6.3b, d’un marquage M
df
=
m0 ∪m1 ∪m2 avec d ∈ D, et un pid-tree normalise´ 6.3c a` partir du pid-tree 6.3b. Le
pid-tree 6.3c est une repre´sentation du marquage M ′
df
= m′0 ∪m
′
1 ∪m
′
2.
6.3
Pid-trees et syme´tries
Dans cette section, on de´ﬁnit les repre´sentations de marquages sous forme de
pid-trees qui sont essentielles dans notre boite a` outils the´orique aﬁn de de´tecter
les syme´tries. D’abord on caracte´rise ces repre´sentations, puis on propose deux
e´tapes de raﬃnement.
Definition 6.11. Soient (S, T, ℓ) un re´seau de Petri et M de ses marquages
pid-cohe´rents. R(M) est l’ensemble des pid-trees tel que t ∈ R(M) ssi :
1. t est bien forme´ ;
2. mrk(t) =M ;
3. pour tout 〈π, π · 〈k〉〉 ∈M(sη) il y a un sous-pid-tree tπ de t tel que
tπ
df
=Mπ
a1,...,an,〈k〉
−−−−−−−−−→〈a1, . . . , an,⊥〉
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i.e., les pids a` cre´er sont les fils les plus a` droite. ♦
La bijection de normalisation d’un pid-tree applique´e a` un pid-tree qui est
la repre´sentation d’un marquage a la bonne proprie´te´ de produire un pid-tree
e´quivalent, et donc est ade´quate pour les tests d’e´quivalence de marquages.
Chaque marquage accessible peut eˆtre transforme´ en pid-tree puis normalise´,
ce qui donne un marquage e´quivalent. Il faut cependant remarquer qu’un mar-
quage normalise´ peut eˆtre non accessible mais restera pid-cohe´rent ce qui est
suﬃsant si on conside`re le the´ore`me 6.1.
Proposition 6.2. Soit M un marquage pid-cohe´rent d’un re´seau de Petri. Si
t ∈ R(M) est une repre´sentation de M , alors
1. mrk(N (t)) est pid-cohe´rent ;
2. M et mrk(N (t)) sont htN e´quivalents, i.e., M ∼ mrk(N (t)). ⊓⊔
6.3.1 Pid-trees re´duits.
Les pid-trees re´duits (stripped pid-trees) sont des arbres ou` tous les noeuds
correspondants au pids inactifs ont e´te´ supprime´s, c’est-a`-dire tous les noeuds
internes e´tiquete´s par ⊥ dans le cas de pid-trees bien forme´s. Ces arbres sont
caracte´rise´s par la de´ﬁnition suivante.
Definition 6.12. Soit M un marquage pid-cohe´rent d’un re´seau de Petri et
R(M) l’ensemble de ses repre´sentations sous forme de pid-tree. Alors l’en-
semble des repre´sentations re´duites de M est :
Rs(M) = { t ∈ R(M) | pid t = pidM }
♦
L’avantage principal des pid-trees re´duits par rapport aux pid-trees est que
l’ensemble de ces repre´sentations est ﬁni et peut eˆtre e´nume´re´ a` partir de chacun
de ses e´le´ments. Cela veut dire que si on fournit une fonction de re´duction
arbitraire pour un marquage alors l’ensemble de ses repre´sentations re´duites
peut eˆtre e´nume´re´.
Definition 6.13. Soit t et t′ deux sous-pid-trees. Alors t′ est une permutation
de t ssi :
t =M
a1,...,an
−−−−−−→〈t1, . . . , tn〉 et t
′ =M
a′1,...a
′
n−−−−−−→〈t′1, . . . , t
′
n〉
avec 〈a′1, . . . , a
′
n〉 une permutation de 〈a1, . . . , an〉 telle que pour chaque i, j ∈
{1, . . . , n} si ai = a
′
j alors t
′
j est une permutation de ti. ♦
Proposition 6.3. Soit M un marquage pid-cohe´rent d’un re´seau de Petri. Si
t, t′ ∈ Rs(M) alors t
′ est une permutation de t. ⊓⊔
Corollaire 6.4. Soit M un marquage pid-cohe´rent d’un re´seau de Petri.
Alors Rs(M) est fini et peut eˆtre e´nume´re´ a` partir de chacun de ses e´le´ments.
⊓⊔
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Chacune des repre´sentations re´duites d’un marquage est une permutation
d’une repre´sentation re´duite unique. Cet ensemble e´tant ﬁni et e´nume´rable
a` partir d’un de ses e´le´ments, on peut donc e´nume´rer toutes repre´sentations
re´duites. Cependant, on ne peut pas utiliser des permutations arbitraires pour
cela, essentiellement parce que nous devons conserver la pid-cohe´rence. Heu-
reusement, notre de´ﬁnition de repre´sentation sous forme de pid-tree oblige les
futurs pids a` eˆtre les ﬁls les plus a` droite et eˆtre e´tiquete´s par ⊥. Donc, il suﬃt
que les permutations ne modiﬁent pas la position d’un ﬁls le plus a` droite d’un
sous arbre si celui-ci est e´tiquete´ par ⊥. Puisqu’on applique la normalisation
sur nos arbres, les ﬁls les plus a` droite vont avoir les pids les plus grands et
donc on garantit que nous n’allons pas recre´er de pids qui existent de´ja`.
Maintenant, on peut voir que cet ensemble ﬁni de repre´sentations peut eˆtre
utilise´ pour de´tecter des syme´tries graˆce au the´ore`me 6.5
The´ore`me 6.5. Soit M et M ′ deux marquages pid-cohe´rents d’un re´seau de
Petri. Alors :
M ∼M ′ ⇔ ∀t ∈ Rs(M), ∃t
′ ∈ Rs(M
′),N (t) = N (t′) 
Il est important de remarquer que maintenant on a une me´thode comple`te
pour de´tecter les syme´tries qui est calculable. Pour chaque nouvel e´tat on
construit une repre´sentation re´duite de celui-ci, puis on e´nume`re toutes ses
permutations. Pour chaque permutation de ce pid-tree, on construit un mar-
quage normalise´ et on teste si ce marquage est dans l’espace d’e´tats. Si tous
les tests e´chouent le marquage correspond a` un nouvel e´tat et on l’ajoute a`
l’espace d’e´tats. A` ce stade, on voit qu’on peut re´aliser un grand nombre de
permutations. Par exemple, en ﬁgure 6.4 on a les 6 permutations d’un pid-
tree re´duit, or on remarque que certains arbres sont clairement non isomorphes
entre eux et donc la normalisation produira force´ment des arbres diﬀe´rents.
L’e´tape suivante de notre approche est de raﬃner le re´sultat obtenu en utili-
sant une heuristique pour re´duire le nombre de permutations en ne conside´rant
que des arbres potentiellement isomorphes. Intuitivement, le pid-tree 6.4a est
potentiellement isomorphe au pid-tree 6.4d, le pid-tree 6.4b au pid-tree 6.4e et
le pid-tree 6.4c au pid-tree 6.4f.
6.3.2 Re´duire le nombre de permutations
Re´aliser toutes les permutations de pid-trees re´duits n’est pas toujours
ne´cessaire. Certaines permutations produisent des pid-trees qui vont claire-
ment produire des marquages qui ne sont pas e´quivalents. Intuitivement, deux
pid-trees produisent des marquages e´quivalents seulement si les arbres ont la
meˆme structure, et contiennent des marquages avec les meˆmes donne´es. Ils ne
peuvent diﬀe´rer seulement par les pids mais par rien d’autre. Donc si on a
deux pid-trees qui produisent des marquages e´quivalents alors l’application de
la meˆme permutation sur les deux produira des pid-trees dont les marquages
sont e´quivalents. L’ordre des enfants n’est pas tre`s important pour la correction
puisqu’on peut toujours les permuter a` l’exception des pids a` cre´er. L’ide´e de
l’approche pre´sente´e dans cette sous-section est de forcer les arbres a` respecter
un certain ordre de sous arbres aﬁn de re´duire le nombre de permutations.
Pour re´duire le nombre de permutations on introduit un ordre appele´ pid-
free sur les pid-trees qui oblige a` utiliser des arbres ayant la meˆme structure.
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(a)
∅
M
·1
M1·1
⊥
·1
·1
·1
M1·2
⊥
M1·3
·2
·1
·3
(b)
∅
M
·1
M1·1
⊥
·1
·1
·1
M1·2
⊥
M1·3
·2
·1
·3
(c)
∅
M
·1
M1·1
⊥
·1
·1
·1
M1·2
⊥
M1·3
·2
·1
·3
(d)
∅
M
·1
M1·1
⊥
·1
·1
·1
M1·2
⊥
M1·3
·2
·1
·3
(e)
∅
M
·1
M1·1
⊥
·1
·1
·1
M1·2
⊥
M1·3
·2
·1
·3
(f)
∅
M
·1
M1·1
⊥
·1
·1
·1
M1·2
⊥
M1·3
·2
·1
·3
M·1
df
=
{
s1 7→ 〈·1, 1 ·3〉
}
M1·1
df
=
{
sη 7→ 〈1 ·1, 1 ·1 ·1〉
}
M1·2
df
=
{
sη 7→ 〈1 ·2, 1 ·2 ·1〉
}
M1·3
df
= ∅
Figure 6.4 – Les permutations d’un pid-tree re´duit.
Definition 6.14. Soit M un marquage d’un re´seau de Petri. La fonction
pidfree est de´finie par :
pidfree(M)
df
= {(s, pidfree(v)) | (s, v) ∈M}
pidfree(〈x1, . . . , xn〉)
df
= 〈v1, . . . , vn〉
ou` vi
df
= xi si xi ∈ D et vi
df
= 〈〉 sinon. ♦
Intuitivement, la fonction pidfree eﬀace les pids des marquages leur per-
mettant d’eˆtre totalement comparables (a` cette e´tape on conside`re tous pids
e´gaux entre eux). Maintenant, on e´tend la de´ﬁnition aux pid-trees. Dans les
de´ﬁnitions qui suivent les sous-pid-trees t et t′ sont de´ﬁnis pour n,m ∈ N par :
t
df
=Mπ
a1,...,an
−−−−−−→〈t1, . . . , tn〉 et t
′ df=Mπ′
a′1,...,a
′
n−−−−−−→〈t′1, . . . , tm〉
Definition 6.15. Soit t, t′ ∈ Ξπ deux sous-pid-trees. Les pid-trees t et t
′ sont
pid-free e´quivalents, note´ t ≡ t′, ssi
pidfree(Mπ) = pidfree(Mπ′), n = m et ti ≡ t
′
i pour 1 ≤ i ≤ n
♦
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Definition 6.16. Soit t, t′ ∈ Ξπ deux sous-pid-trees. On a t 4 t
′ ssi
– pidfree(Mπ) < pidfree(Mπ′) ou
– pidfree(Mπ) = pidfree(Mπ′) et
– n < m ou
– n = m et ∃j ∈ N, j ≤ n, ∀i ∈ N, i < j, ti ≡ t
′
i ∧ tj 4 t
′
j. ♦
Dans la de´ﬁnition ci-dessus, l’ordre < est un ordre total sur les marquages
de notre re´seau de Petri. On de´ﬁnit d’abord un ordre total sur les places,
S e´tant ﬁni cette e´tape est triviale. Ensuite on utilise un ordre total sur les
multiensembles pour comparer les places, on peut le faire parce qu’on a suppose´
que les e´le´ments de Dv sont totalement ordonne´s.
Le dernier point de la de´ﬁnition 6.16 est une de´ﬁnition re´cursive usuelle
d’un ordre, si les marquages sont e´gaux alors soit n < m (t a moins de ﬁls
que t′) ou n = m et il y a une paire (tj , t
′
j) ∈ {(t1, t
′
1), . . . , (tn, t
′
n)} telle que
pour toute les paires (ti, t
′
i) ∈ {(t1, t
′
1), . . . , (tj−1, t
′
j−1)} on a ti e´quivalent a` t
′
i
et tj 4 t
′
j .
Definition 6.17. Un sous-pid-tree t ∈ Ξπ est pid-free ordonne´ ssi ses sous-
arbres sont pid-free ordonne´s, i.e., pour i, j ∈ {1, . . . , n}, ti 4 tj si i < j. ♦
Puisqu’on sait comparer les pid-trees, on peut de´ﬁnir un ensemble de pid-
trees re´duits et ordonne´s. Ces arbres sont des pid-trees re´duits et ordonne´s
en utilisant l’ordre pid-free. De plus, on peut caracte´riser l’ensemble de ces
repre´sentations en utilisant la relation ≡ sur les pid-trees re´duits, puis les
e´nume´rer d’une manie`re similaire a` pre´ce´demment.
Definition 6.18. Soit M un marquage pid-cohe´rent d’un re´seau de Petri.
L’ensemble de pid-tree re´duits et pid-free ordonne´s Rso(M) est de´fini par :
Rso(M) = { t ∈ Rs(M) | t est pid-free ordonne´ } ♦
Proposition 6.6. Soit t ∈ Rso(M) un pid-tree, alors pour tout t
′ ∈ Rs(M)
on a :
t ≡ t′ ⇔ t′ ∈ Rso(M) 
Corollaire 6.7. Soit M un marquage pid-cohe´rent d’un re´seau de Petri.
Alors l’ensemble Rso(M) est fini et peut eˆtre e´nume´re´ a` partir de chacun de
ses e´le´ments. ⊓⊔
Comme de´crit dans le corollaire 6.7, le sous-ensemble ordonne´ des pid-trees
re´duits peut eˆtre e´nume´re´ a` partir d’un e´le´ment quelconque de ce meˆme en-
semble. Pour re´aliser cette e´nume´ration, il faut conside´rer les permutations de
pid-trees mais ne permuter que les sous-arbres e´quivalents (par rapport a` la
relation ≡). Cependant, dans le pire des cas on devra re´aliser toutes les permu-
tations. Finalement le The´ore`me 6.8 pre´sente que cet sous-ensemble pour eˆtre
utilise´ pour de´tecter les syme´tries.
The´ore`me 6.8. Soit M et M ′ deux marquages pid-cohe´rents d’un re´seau de
Petri. Alors :
M ∼M ′ ⇔ ∀t ∈ Rso(M), ∃t
′ ∈ Rso(M
′),N (t) = N (t′)

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Maintenant, si on reprend les pid-trees de la ﬁgure 6.4, et si on suppose sη <
s1 (ordre arbitraire) alors les seules permutations de pid-trees autorise´s sont
les pid-trees 6.4a et 6.4b. En eﬀet, les autres pid-trees ne respectent pas notre
ordre. Dans cet exemple nous avons e´limine´ 4 des 6 permutations possibles,
mais bien suˆr un pire cas est toujours possible.
6.4
Algorithme de construction de pid-trees
6.4.1 De´finitions
Dans cette section on fournit une construction comple`te de repre´sentation
de marquages en termes de pid-trees re´duits. Pour cela on suppose qu’on est
dans le contexte d’un re´seau de Petri (S, T, ℓ). Premie`rement, on de´ﬁnit deux
fonctions d’extension qui e´tendent les branches dans un pid-tree, puis on de´ﬁnit
une fonction de mise a` jour qui modiﬁe les marquages dans les noeuds.
Definition 6.19. La fonction d’extension gauche El : ΞP × P → ΞP et la
fonction d’extension droite Er : ΞP × P → ΞP sont utilise´es pour ajouter des
branches dans les pid-trees, et sont de´finies par
El(M
a1,...,an
−−−−−−→〈t1, . . . , tn〉, π) =
M ′
a1,...,an
−−−−−−→ 〈t1, . . . , tn〉 ou` M
′ =
{
M si M 6= ⊥
∅ sinon
si π = 〈〉
M
a1,...,an
−−−−−−→ 〈t1, . . . , ti−1, El(ti, π
′), ti+1, . . . , tn〉 si π = ai ·π
′
M
〈k〉,a1,...,an
−−−−−−−−−→ 〈El(⊥, π
′), t1, . . . , tn〉 avec π = 〈k〉 ·π
′ sinon
Er(M
a1,...,an
−−−−−−→〈t1, . . . , tn〉, π) =
M
a1,...,an
−−−−−−→ 〈t1, . . . , tn〉 si π = 〈〉
M
a1,...,an
−−−−−−→ 〈t1, . . . , ti−1, Er(ti, π
′), ti+1, . . . , tn〉 si π = ai ·π
′
M
a1,...,an,〈k〉
−−−−−−−−−→ 〈t1, . . . , tn,⊥〉 si π = 〈k〉 /∈ {a1, . . . , an}
M
〈k〉,a1,...,an
−−−−−−−−−→ 〈Er(⊥, π
′), t1, . . . , tn〉 avec π = 〈k〉 ·π
′ sinon
♦
On utilise deux fonctions d’extension parce que la place ge´ne´ratrice doit
eˆtre manipule´e de manie`re particulie`re, les futurs pids doivent eˆtre les ﬁls les
plus a` droite d’un noeud d’ou` le nom d’extension droite. L’extension gauche
ajoute toujours un ﬁls a` gauche d’un noeud, tandis que l’extension droite ajout
les noeuds internes a` gauche et les feuilles a` droite (avec le marqueur ⊥).
Definition 6.20. La fonction de mise a` jour U : ΞP × S × ℓ(S) × P → ΞP
modifie les marquages dans les noeuds, et est de´finie par :
U(M
a1,...,an
−−−−−−→〈t1, . . . , tn〉, s, v, π) ={
M ′
a1,...,an
−−−−−−→〈t1, . . . , tn〉 si π = 〈〉
M
a1,...,an
−−−−−−→〈t1, . . . , ti−1,U(ti, s, v, π
′), ti+1, . . . , tn〉 si π = ai ·π
′
ou` ∀s′ ∈ P,M ′(s′) =
{
M(s) ∪ {v} si s = s′
M(s′) sinon
♦
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Maintenant, avec la fonction de mise a` jour on peut modiﬁer les marquages
dans les noeuds en ajoutant des jetons, mais le noeud doit exister. Ces trois
fonctions de´ﬁnies, on construit la repre´sentation du marquage en utilisant l’al-
gorithme 6.1.
Entre´e : marquage M
Sortie : pid-tree t correspondant
t← ∅;
//pour toutes les places sauf la place ge´ne´ratrice
pour s ∈ S \ {sη} :
pour 〈v0, . . . , vn〉 ∈ M(s) :
pour vi ∈ v0, . . . , vn :
si vi ∈ P alors
t ← El(t, vi) ; //extension gauche
fin si
fin pour
fin pour
fin pour
//pour la place ge´ne´ratrice
pour 〈v0, v1〉 ∈ M(sη) :
t ← El(t, v0) ; //extension gauche
t ← Er(t, v1) ; //extension droite
fin pour
//inse´rer les jetons
pour s ∈ S \ {sη} :
pour 〈v0, . . . , vn〉 ∈M(s) :
si v0 ∈ P alors
t ← U(t, s, 〈v0, . . . , vn〉, v0) ; //mettre a` jour le noeud
v0
sinon
t ← U(t, s, 〈v0, . . . , vn〉, 〈〉) ; //ajouter a` la racine
fin si
fin pour
fin pour
renvoyer t ;
Algorithme 6.1: Algorithme de construction de la repre´sentation en
pid-tree.
Proposition 6.9. L’algorithme 6.1 construit une repre´sentation sous forme
de pid-tree d’un marquage pid-cohe´rent. ⊓⊔
Une repre´sentation d’un marquage en pid-tree n’e´tant pas suﬃsante pour
de´tecter les syme´tries, on a besoin de re´duire cette repre´sentation.
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Definition 6.21. La fonction de re´duction S : ΞP → ΞP est de´finie par
S(M
a1,...,ai,...,an−−−−−−−−−−→〈t1, . . . , ti−1, ti, ti+1, . . . , tn〉) =

S(M
a1,...,ai−1,ai·b1,...,ai·bm,ai+1,...,an
−−−−−−−−−−−−−−−−−−−−−−−−→〈t1, . . . , ti−1, t
′
1, . . . , t
′
m, ti+1, . . . , tn〉))
si ti = (⊥
b1,...,bm−−−−−−−→〈t′1, . . . , t
′
m〉)
M
a1,...,an−−−−−−−→〈S(t1), . . . ,S(tn)〉 sinon
♦
La fonction de re´duction ci-dessus peut eˆtre vue comme une re´e´criture de
graphe re´alisant la transformation pre´sente´e en ﬁgure 6.5. Elle supprime tous
les noeuds internes e´tiquete´s par ⊥, donc les seuls noeuds restants e´tiquete´s par
⊥ sont les feuilles qui correspondent a` des futurs pids. Il faut remarquer qu’on
force la racine a` eˆtre ∅ ce qui est ne´cessaire pour satisfaire la de´ﬁnition 6.8.
Proposition 6.10. La fonction de re´duction S transforme une repre´sentation
d’un marquage en une repre´sentation re´duite du meˆme marquage. ⊓⊔
Mpi
⊥
Mpi·a·b1 Mpi·a·bn
...
a
b1 bn
Mpi
Mpi·a·b1 Mpi·a·bn
a ·b1 a ·bn
...
→
Figure 6.5 – Re`gle de re´e´criture de re´duction.
La dernie`re e´tape est de normaliser l’arbre. On construit la bijection de
normalisation re´cursivement, puis on utilise cette fonction pour ree´tiqueter les
arcs et modiﬁer les marquages.
Definition 6.22. La bijection de normalisation est construite avec la fonction
Nmap : ΞP × P× P→ (P→ P) qui est de´finie par
Nmap(M
a1,...,an
−−−−−−→〈t1, . . . , tn〉, π, π
′)
df
= {π 7→ π′}∪
⋃
1≤ i≤n
Nmap(ti, π ·ai, π
′ ·bi)
ou` bi = 〈i〉 si ai = 〈k〉 (k ∈ N) et bi
df
= 〈i, 1〉 sinon. La fonction de normalisation
N : ΞP × (P→ P)→ ΞP est de´finie par
N (M
a1,...,an
−−−−−−→〈t1, . . . , tn〉, f)
df
= f(M)
b1,...,bn
−−−−−−→〈N (t1, f), . . . ,N (tn, f)〉
ou` bi = 〈i〉 si ai = 〈k〉 (k ∈ N) et bi
df
= 〈i, 1〉 sinon, et f(M) repre´sente
l’application de f sur chaque pid dans M . ♦
Proposition 6.11. L’application de la fonction de normalisation N sur un
pid-tree produit un pid-tree normalise´. ⊓⊔
De par la de´ﬁnition de repre´sentations de marquages en pid-trees, on sait
que les pids a` cre´er sont les ﬁls les plus a` droite marque´s par ⊥. Donc, pour
calculer les permutations des pid-trees, on calcule les permutations de tous les
ﬁls sauf ceux marque´s par ⊥.
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Dans cette section on a montre´ comment construire un e´le´ment de Rs(M)
e´tant donne´ le marquage M . Pour obtenir un e´le´ment de Rso(M), on doit
aussi ordonner l’arbre ce qui revient a` comparer les marquages re´cursivement
en ignorant les pids.
6.4.2 Exemple
Soit le marquageM = {s1 7→ {1·2·3, a}, sη 7→ {〈·1, 1·4〉, 〈1·2·3, 1·2·3·1〉}} d’un
re´seau de Petri (S, T, ℓ) tel que s1 ∈ S. D’abord, on construit une repre´sentation
de M en pid-tree. On utilise les fonctions d’extension sur toutes les places sauf
la place ge´ne´ratrice.
El(∅, 1 ·2 ·3) = ∅
·1
−−→El(⊥, 2 ·3)
= ∅
·1
−−→⊥
·2
−−→El(⊥, 3)
= ∅
·1
−−→⊥
·2
−−→⊥
·3
−−→El(⊥, 〈〉)
= ∅
·1
−−→⊥
·2
−−→⊥
·3
−−→∅
df
= t1
Maintenant, on traite les jetons de la place ge´ne´ratrice en utilisant l’extension
a` gauche pour la premie`re composante, et l’extension a` droite pour la seconde
(les futur pids).
El(t1,·1) = ∅
·1
−−→El(⊥
·2
−−→⊥
·3
−−→∅, 〈〉)
= ∅
·1
−−→∅
·2
−−→⊥
·3
−−→∅
df
= t2
Er(t2, 1 ·4) = ∅
·1
−−→Er(⊥
·2
−−→⊥
·3
−−→∅,·4)
= ∅
·1
−−→⊥
·2, ·4
−−−−→〈⊥
·3
−−→∅, ⊥)〉
df
= t3
El(t3, 1 ·2 ·3) = ∅
·1
−−→El(⊥
·2, ·4
−−−−→〈⊥
·3
−−→∅, ⊥〉, 2 ·3)
= ∅
·1
−−→∅
·2, ·4
−−−−→〈El(⊥
·3
−−→∅,·3), ⊥〉
= ∅
·1
−−→∅
·2, ·4
−−−−→〈⊥
·3
−−→El(∅, 〈〉), ⊥〉
= ∅
·1
−−→∅
·2, ·4
−−−−→〈⊥
·3
−−→∅, ⊥〉
df
= t4
Er(t4, 1 ·2 ·3 ·1) = ∅
·1
−−→Er(⊥
·2, ·4
−−−−→〈⊥
·3
−−→∅, ⊥〉, 2 ·3 ·1)
= ∅
·1
−−→∅
·2, ·4
−−−−→〈Er(⊥
·3
−−→∅, 3 ·1), ⊥〉
= ∅
·1
−−→∅
·2, ·4
−−−−→〈⊥
·3
−−→Er(∅,·1), ⊥〉
= ∅
·1
−−→∅
·2, ·4
−−−−→〈⊥
·3
−−→∅
·1
−−→⊥, ⊥〉
df
= t5
La structure de l’arbre est comple`te, maintenant on ajoute les jetons. On ajoute
le jeton 〈1 ·2 ·3, a〉 de la place s1.
U(t5, s1, 〈1 ·2 ·3, a〉, 1 ·2 ·3)
= ∅
·1
−−→U(∅
·2, ·4
−−−−→〈⊥
·3
−−→∅
·1
−−→⊥, ⊥〉, s1, 〈1 ·2 ·3, a〉, 2 ·3)
= ∅
·1
−−→∅
·2, ·4
−−−−→〈U(⊥
·3
−−→∅
·1
−−→⊥, s1, 〈1 ·2 ·3, a〉,·3), ⊥〉
= ∅
·1
−−→∅
·2, ·4
−−−−→〈⊥
·3
−−→U(∅
·1
−−→⊥, s1, 〈1 ·2 ·3, a〉, 〈〉), ⊥〉
= ∅
·1
−−→∅
·2, ·4
−−−−→〈⊥
·3
−−→{s1 7→ {〈1 ·2 ·3, a〉}}
·1
−−→⊥, ⊥〉
df
= t6
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On note M1·2·3
df
= {s1 7→ {〈1·2·3, a〉}} et on ajoute le jeton 〈·1, 1·4〉 de la place
sη.
U(t6, sη, 〈·1, 1 ·4〉,·1)
= ∅
·1
−−→U(∅
·2, ·4
−−−−→〈⊥
·3
−−→M1·2·3
·1
−−→⊥, ⊥〉, sη, 〈·1, 1 ·4〉, 〈〉)
= ∅
·1
−−→{sη 7→ {〈·1, 1 ·4〉}}
·2, ·4
−−−−→〈⊥
·3
−−→M1·2·3
·1
−−→⊥, ⊥〉
df
= t7
On note v le jeton 〈1·2·3, 1·2·3·4〉 et M·1 le marquage {sη 7→ {〈·1, 1·4〉}}. On
ajoute le jeton v de la place sη.
U(t7, sη, v, 1 ·2 ·3)
= ∅
·1
−−→U(M·1
·2, ·4
−−−−→〈⊥
·3
−−→M1·2·3
·1
−−→⊥, ⊥〉, sη, v, 2 ·3)
= ∅
·1
−−→M·1
·2, ·4
−−−−→〈U(⊥
·3
−−→M1·2·3
·1
−−→⊥, sη, v,·3), ⊥〉
= ∅
·1
−−→M·1
·2, ·4
−−−−→〈⊥
·3
−−→U(M1·2·3
·1
−−→⊥, sη, v, 〈〉), ⊥〉
= ∅
·1
−−→M·1
·2, ·4
−−−−→〈⊥
·3
−−→(M1·2·3 ∪ {sη 7→ v})
·1
−−→⊥, ⊥〉
df
= t8
Maintenant on re´duit l’arbre. On note M ′1·2·3 le marquage M1·2·3 ∪ {sη 7→ v} =
{s1 7→ {〈1 ·2 ·3, a〉}, sη 7→ 〈1 ·2 ·3, 1 ·2 ·3 ·4〉} et on continue.
S(t7) = ∅
·1
−−→S(M·1
·2, ·4
−−−−→〈⊥
·3
−−→M ′1·2·3
·1
−−→⊥, ⊥〉)
= ∅
·1
−−→S(M·1
·2·3, ·4
−−−−−→〈M ′1·2·3
·1
−−→⊥, ⊥〉)
= ∅
·1
−−→M·1
·2·3, ·4
−−−−−→〈S(M ′·1·2·3
·1
−−→⊥) S(⊥)〉
= ∅
·1
−−→M·1
·2·3, ·4
−−−−−→〈M ′1·2·3
·1
−−→S(⊥) ⊥〉
= ∅
·1
−−→M·1
·2·3, ·4
−−−−−→〈M ′1·2·3
·1
−−→⊥, ⊥〉
df
= t9
Une repre´sentation re´duite de M est
∅
·1
−−→M·1
·2·3, ·4
−−−−−→〈M ′1·2·3
·1
−−→⊥, ⊥〉
La dernie`re e´tape est de normaliser l’arbre. Pour cela, on calcule la bijection
de normalisation en utilisant la fonction Nmap puis on normalise l’arbre avec
la fonction N .
Nmap(t9, 〈〉, 〈〉) = {〈〉 7→ 〈〉} ∪ Nmap(M1
·2·3, ·4
−−−−−→〈M ′1·2·3
·1
−−→⊥, ⊥〉,·1,·1)
= {〈〉 7→ 〈〉,·1 7→ ·1} ∪ Nmap(M
′
1·2·3
·1
−−→⊥, 1 ·2 ·3, 1 ·1 ·1) ∪Nmap(⊥, 1 ·4, 1 ·2)
= {〈〉 7→ 〈〉,·1 7→ ·1, 1 ·2 ·3 7→ 1 ·1 ·1, 1 ·4 7→ 1 ·2} ∪ Nmap(⊥, 1 ·2 ·3 ·1, 1 ·1 ·1 ·1)
= {〈〉 7→ 〈〉,·1 7→ ·1, 1 ·2 ·3 7→ 1 ·1 ·1, 1 ·4 7→ 1 ·2, 1 ·2 ·3 ·1 7→ 1 ·1 ·1 ·1}
df
= f
Il faut remarquer qu’on associe 1 · 2 · 3 a` 1 · 1 · 1 parce que la taille de 2 · 3 est
supe´rieure a` 1, et donc on utilise 1·1 (cas 〈i, 1〉 dans la de´ﬁnition). En utilisant
le fonction de normalisation f on peut normaliser l’arbre.
N (t9, f) = ∅
·1
−−→N (M·1
·2·3, ·4
−−−−−→〈M ′1·2·3
·1
−−→⊥, ⊥〉, f)
= ∅
·1
−−→M ′·1
·1·1, ·2
−−−−−→〈N (M ′1·2·3
·1
−−→⊥, f), N (⊥, f)〉
= ∅
·1
−−→M·1
·1·1, ·2
−−−−−→〈M1·1·1
·1
−−→N (⊥, f), ⊥〉
= ∅
·1
−−→M·1
·1·1, ·2
−−−−−→〈M1·1·1
·1
−−→⊥, ⊥〉
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ou` M ′1 = f(M1) = {sη 7→ {〈·1, 1 · 2〉}} et M1·1·1 = f(M1·2·3) = {s1 7→ {〈1 · 1 ·
1, a〉}, sη 7→ 〈1 · 1 · 1, 1 · 1 · 1 · 1〉} Finalement, la repre´sentation normalise´e et
re´duite de M est
∅
·1
−−→M·1
·1·1, ·2
−−−−−→〈M1·1·1
·1
−−→⊥, ⊥〉
Ce pid-tree est le meˆme que celui donne´ en ﬁgure 6.1.
6.5
Re´duction, normalisation, et comportements inﬁnis
Dans cette section on montre pourquoi la re´duction et la normalisation de
pid-trees sont essentielles pour capturer les comportements inﬁnis. Conside´rons
le re´seau de Petri donne´ en ﬁgure 6.6a, son comportement est similaire a` de la
re´cursion terminale. Il y a une place s contenant un pid, une place ge´ne´ratrice
avec des donne´es ade´quates, et une transition t. Chaque fois que la transition
t est tire´e, le processus π cre´e un ﬁls et meurt.
Le marquage initial est {s 7→ {·1}, sη
df
= {〈·1, 1·1〉}}. A` partir de l’e´tat initial,
l’espace d’e´tat construit en utilisant un algorithme d’exploration classique est
donne´ en ﬁgure 6.6b et est inﬁni.
(a)
s
P
t
sη
P×P·1 〈 ·1, 1 ·1〉
pi 〈pi, pi
′〉
pi
′ 〈pi′, pi′ ·1〉
(b)
M
·1 M1·1 M1·1·1 · · ·
Figure 6.6 – Exemple de re´seau de Petri marque´ (a), et son espace d’e´tats infini (b)
ou` Mpi
df
= {s 7→ {π}, sη 7→ {〈π, π ·1〉}}.
Si on construit les repre´sentations en pid-tree de chacun des marquages
dans l’espace d’e´tats, on observe que ces arbres deviennent de plus en plus
grands parce que de nouveaux pids sont cre´e´s. Lorsqu’on re´duit les arbres
on observe que les arbres ont toujours le meˆme nombre de noeuds mais les
marquages et annotations sur les arcs grossissent toujours. Pour re´soudre ce
proble`me on normalise l’arbre et on remplace les pids ce qui me`ne a` une unique
repre´sentation en pid-tree pour chaque e´tat de l’espace d’e´tats. Parce qu’on a
une unique repre´sentation en pid-tree normalise´, on a aussi une unique classe
d’e´quivalence d’e´tats et donc un espace d’e´tats ﬁni et re´duit a` un unique e´tat.
Les pid-trees et l’espace d’e´tats re´duit sont donne´s en ﬁgures 6.7 et 6.8.
Un autre exemple inte´ressant a` conside´rer est le meˆme re´seau de Petri ou`
l’e´tat initial est {s 7→ {1 ·1}, sη 7→ {〈·1 7→ 1 ·2〉, 〈1 ·1 7→ 1 ·1 ·1〉}}. Cette fois on
aura deux classes d’e´quivalence, une ou` deux processus sont dans la relation
parent et une autre ou` les deux processus sont dans la relation anceˆtre.
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∅
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Figure 6.7 – Les pid-trees correspondants a` l’espace d’e´tats du re´seau de Petri en
figure 6.6a ou` Mpi
df
= {s 7→ {π}, sη 7→ {〈π, π ·1〉}}.
M
·1 t
Figure 6.8 – Espace d’e´tats re´duit du re´seau de Petri en figure 6.6a.
6.6
Algorithmes pour de´tecter les syme´tries
6.6.1 Algorithme ge´ne´ral
L’algorithme ge´ne´ral de de´tection de syme´tries dans les re´seaux de Petri
de haut niveau est base´ sur le the´ore`me 6.8. L’ide´e est de ne stocker que les
marquages correspondant a` des pid-trees normalise´s. C’est correct d’apre`s la
proposition 6.2 et le the´ore`me 6.1. Pour cela, pour chaque nouveau marquage on
construit un pid-tree, on le re´duit, on l’ordonne et on e´nume`re tous les pid-trees
e´quivalents. Pour chacun de ces pid-trees on construit un marquage normalise´ et
on teste si ce marquage est dans l’espace d’e´tats. Si une permutation satisfait ce
test, l’e´tat peut eˆtre ignore´, i.e., on vient juste trouver un e´tat qui est e´quivalent
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a` un e´tat de´ja` de´couvert. Sinon, on ajoute un marquage normalise´ dans l’espace
d’e´tats. Parce qu’on ne garde qu’un e´tat par classe d’e´quivalence, et parce
qu’on a la possibilite´ de raﬃner l’ensemble potentiel d’e´tats syme´triques, on
peut proposer un algorithme qui e´nume`re un nombre de pid-trees bien moindre.
L’algorithme 6.2 de´crit cette approche.
Entre´e : marquage M , ensemble de marquages States
Sortie : ensemble de marquages contenant un repre´sentant pour M
t ← pid-tree a` partir de M ;
t ← re´duire le pid-tree t ;
t ← ordonner le pid-tree t ; //avec l’ordre pid-free
pour toute permutation pid-free ordonne´e tp de t :
tp ← N(tp); //normaliser l’arbre, changer les pids
M
′ ← mrk(tp); //construire le marquage normalise´
si M ′ ∈ States alors
renvoyer States; //e´tat trouve´
fin si
fin pour
//nouvel e´tat, on met a` jour l’ensemble d’e´tats
//on ajoute une repre´sentation normalise´e
t ← N(t); //valeurs minimales pour pids
M
′ ← mrk(t); //marquage e´quivalent a` M
renvoyer States ∪ { M ′ };
Algorithme 6.2: Algorithme ge´ne´ral de de´tection de syme´tries.
Proposition 6.12. L’algorithme 6.2 est correct et termine. ⊓⊔
Cet algorithme a deux avantages par rapport a` ceux propose´s dans [114,
115, 116]. En eﬀet, le proble`me principal avec les algorithmes pre´ce´dents e´tait
que chaque e´tat devait eˆtre transforme´ en graphe puis compare´ avec tous les
autres e´tats de l’espace d’e´tats par une ope´ration d’isomorphisme de graphes.
Cela a deux de´fauts : on doit re´aliser des isomorphismes de graphes et on doit
le re´aliser avec tous les e´tats de l’espace d’e´tats.
Maintenant la complexite´ de l’approche a e´te´ transpose´e a` l’e´nume´ration
des pid-tree re´duits et ordonne´es, c’est-a`-dire qu’on ne de´pend plus de la taille
de l’espace d’e´tats et de la taille du marquage, comme c’e´tait le cas pour les
isomorphismes, mais juste de la taille du marquage. Plus pre´cise´ment, la com-
plexite´ de l’approche de´pend du nombre de pids dans le marquage (ce qui
e´tait e´videmment aussi le cas pour le calcul d’isomorphisme de graphe). Il faut
mettre en avant le fait que maintenant le test d’appartenanceM ′ ∈ States peut
eˆtre re´alise´ en temps constant (en ge´ne´ral), en utilisant des tables de hachage,
tandis que dans [114, 115, 116] il fallait tester tous les e´tats de l’espace d’e´tats
en temps line´aire et re´aliser un calcul d’isomorphisme de graphe pour chaque
e´tat. De plus, l’ordonnancement des pid-trees permet de ﬁltrer les permutations
ne´cessaires des autres, ce qui re´duit en ge´ne´ral le nombre de permutations, mais
ne permet pas bien suˆr d’e´viter un pire cas.
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6.6.2 Algorithme optimiste
Une approche optimiste qui e´vite l’e´nume´ration des permutations est pos-
sible, cependant elle ne fournit pas une re´duction maximale de l’espace d’e´tats,
i.e., elle peut ne pas de´tecter toutes les syme´tries. Une telle approche, pour
eˆtre utilisable en pratique doit fournir un espace d’e´tats ﬁni. C’est le cas ici,
en eﬀet, meˆme si on ne de´tecte pas toutes les syme´tries on a la garantie que
l’espace d’e´tats que l’on construit est ﬁni si le nombre de classes d’e´quivalence
d’e´tats est ﬁni, i.e., s’il est possible d’obtenir une repre´sentation ﬁnie de l’espace
d’e´tats en utilisant un repre´sentant par classe d’e´quivalence. Cette approche est
donne´e en algorithme 6.3 et consiste a` construire l’espace d’e´tats en agre´geant
les formes normalise´s des marquages de´couverts (une fois re´duits et ordonne´s).
Ajouter les formes normalise´es au lieu des marquages rencontre´s est correct
parce qu’ils sont e´quivalents. Dans le pire des cas l’algorithme ajoute un mar-
quage par e´le´ment de Rso(M) a` l’espace d’e´tats pour chaque marquage M
de´couvert, mais Rso(M) e´tant ﬁni l’algorithme termine.
Entre´e : marquage M , ensemble de marquages States
Sortie : ensemble de marquages contenant un repre´sentant pour M
t ← pid-tree a` partir de M ;
t ← re´duire le pid-tree t ;
t ← ordonner le pid-tree t ; //avec l’ordre pid-free
t ← N(t); //valeurs minimales pour pids
M
′ ← mrk(t); //un marquage e´quivalent a` M
renvoyer States ∪ {M ′};
Algorithme 6.3: Algorithme optimiste de de´tection de syme´tries.
Proposition 6.13. L’algorithme 6.3 est correct et termine. ⊓⊔
Une observation inte´ressante sur l’algorithme optimiste est qu’il est aussi
complet pour une sous classe de mode`les. En eﬀet si les jetons ne posse`dent
des pids qu’en premie`re position alors toutes les syme´tries sont capture´es.
The´ore`me 6.14. Soit (S, T, ℓ) un re´seau de Petri tel que pour toute place
s ∈ S, ℓ(s) = P×X1×· · ·×Xn et Xi ⊆ Dv (n ≥ 0), i.e., les pids n’apparaissent
qu’en premie`re position. Alors, l’algorithme optimiste est complet, i.e., capture
toutes les syme´tries. ⊓⊔
6.7
Re´cupe´ration de contre-exemples
La ve´riﬁcation de proprie´te´s logiques avec du model checking explicite four-
nit des contre-exemples lorsque la formule teste´e n’est pas satisfaite. Il s’agit
d’une trace d’exe´cution qui retrace tout le sce´nario qui a mene´ a` l’erreur. Ce
contre-exemple est tre`s utile pour de´boguer le mode`le puisqu’on sait exacte-
ment comment l’erreur est survenue.
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De`s lors qu’on fait des re´ductions avec e´quivalences ou` l’e´tat stocke´ n’est
pas atteignable cette e´tape de ve´riﬁcation s’ave`re plus complique´e. Le contre-
exemple qu’on construit lors de l’exploration de l’espace d’e´tats est une suite
d’e´tats e´quivalents aux e´tats atteignable. Une telle suite d’e´tats devient tre`s
vite diﬃcile a` observer dans le mode`le car la transformation vers un e´tat de
l’espace d’e´tats non re´duit peut s’ave´rer non triviale. On peut alors se poser
la question si on peut vraiment arriver a` cette situation dans le mode`le, ou
si c’est une erreur dans le model checker lui meˆme. Il est donc important de
reconstruire une trace d’exe´cution existante dans l’espace d’e´tats non re´duit.
E´videmment il faut que cette reconstruction n’ait pas besoin de tout l’espace
d’e´tats, sinon la me´thode de re´duction ne serait pas pertinente.
Dans cette section on propose une me´thode pour reconstruire une trace
d’exe´cution concre`te (trace dans l’espace d’e´tats complet du syste`me) a` partir
d’une trace d’exe´cution abstraite (trace dans l’espace d’e´tats re´duit).
Remarquons qu’une telle discussion n’avait pas lieu d’eˆtre dans [114, 115,
116] puisque l’espace d’e´tats re´duit e´tait compose´ d’e´tats accessibles, ce qui
n’est pas notre cas a` cause de la fonction de normalisation (on ne stocke que
les marquages normalise´s).
Une me´thode na¨ıve en utilisant le the´ore`me 6.1 peut devenir rapidement
couˆteuse. Elle consisterait a` calculer des marquages de proche en proche de
manie`re a` aboutir a` une trace concre`te. Pour cela, il faudrait donc a` chaque fois
inverser la bijection de normalisation utilise´e et l’appliquer sur le mode utilise´
pour calculer le successeur dans la trace. Lors du calcul du contre-exemple
concret, il y a beaucoup de bijections interme´diaires qui n’ont pas pu eˆtre
calcule´s auparavant, il faut donc les calculer puis les inverser. On peut donc
voir que l’ope´ration est quadratique en nombre d’e´tats de la trace abstraite avec
comme ope´rations de base : le calcul de bijection de normalisation de proche en
proche, l’inversion de bijection et le tir des successeurs. Cependant il y a deux
proble`mes : les marquages interme´diaires ne sont pas force´ment normalise´s, il
faut donc calculer les formes normales de tous les marquages interme´diaires et
les utiliser pour le calcul de bijections, et les e´tats interme´diaires ne sont pas
accessibles pour autant, donc dans un pire cas le calcul avec cet algorithme
peut eˆtre plus couˆteux que le calcul de l’espace d’e´tats complet. Un exemple
est donne´ en ﬁgure 6.9, on remarque le grand nombre d’inversions re´alise´es
sur les e´tats interme´diaires. Sachant que ces e´tats doivent eˆtre calcule´s et sont
potentiellement inaccessibles l’ensemble du calcul de la trace peut eˆtre plus
couˆteux que l’exploration de l’espace d’e´tats complet.
Une meilleure approche est base´e sur l’observation suivante : les marquages
de la trace concre`te et les marquages de la trace dans l’espace d’e´tats re´duit
sont e´quivalents. On peut donc directement utiliser les pid-trees pour calculer
la bijection de normalisation qui permet de passer de la trace concre`te a` la
trace abstraite. L’algorithme de calcul de la trace comple`te est illustre´ sur la
ﬁgure 6.10 et est base´ sur la de´marche suivante :
1. A` partir du marquage initial on tire une a` une les transitions de la trace
abstraite.
2. Pour chaque e´tat successeur concret calcule´, on teste s’il est e´quivalent
au successeur de la trace abstraite.
3. S’il est e´quivalent alors on a notre successeur concret, maintenant on
continue les tirs a` partir de cet e´tat.
113
6. Syme´tries et cre´ation dynamique de processus
M1 M2 M3
t1 t2
· · ·
t3
Mn
Mr,2
Mr,3
· · ·
Mr,n
. . .
· · · Mi,3,n
Mi,2,2 · · · Mi,2,n
Mn−1
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· · ·
Mr,n−1 Mi,n−1,n
tn−2 tn−1
t1
t2
t3
tn−2
tn−1
h2
h3
hn−1
hn
t2
t3
tn−2
tn−1
t3
tn−2
tn−2
tn−1
tn−1
tn−1
h3,2 hn−1,2
hn−1,3
hn,n−1
hn,3
hn,2
trace concrete
trace
re´duite
tir trace
complete
tir trace re´duite
tir effectue´ a`
l’exploration
tir pour la
reconstruction
normalisation a`
la reconstruction
normalisation
a` l’exploration
inversion de
normalisation
Figure 6.9 – Exemple de reconstruction de proche en proche.
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t1 t2
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Mi,2,2
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· · ·
Mr,n−1 Mi,n−1,n
tn−2 tn−1
t1
t2
t3
tn−2
tn−1
h2
h3
hn−1
hn
t2
t3
tn−2
tn−1
trace concrete
trace abstraite
tir a` la
reconstruction
tir trace
abstraite
(non effectue´)
tir effectue´ a`
l’exploration
normalisation
a` l’exploration
ve´rification
d’e´quivalence
Figure 6.10 – Exemple de reconstruction.
De cette manie`re le calcul de la trace concre`te devient line´aire (si le nombre
d’e´tats successeurs est borne´ par une constante) avec comme ope´ration de base
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le tir des successeurs et le test d’e´quivalence avec un e´tat abstrait qui correspond
au test re´alise´ dans l’algorithme ge´ne´ral 6.2.
6.8
Preuves des the´ore`mes
Cette section regroupe les preuves des the´ore`mes pre´sente´s dans ce cha-
pitre, les preuves des re´sultats auxiliaires peuvent eˆtre trouve´s dans l’annexe B.
Toutes les preuves sont faites dans le contexte d’un re´seau de Petri N =
(S, T, ℓ).
6.8.1 Preuve du the´ore`me 6.1
Soient M et M ′ deux marquages h-equivalents et pid-cohe´rents d’un re´seau
de Petri (S, T, ℓ), et soient t ∈ T une transition et β une valuation telles que
M [t, β〉M˜ . Alors M ′[t, h ◦ β〉M˜ ′ et M˜ ∼ M˜ ′.
Cette preuve est similaire a` la preuve du the´ore`me 3 de [116], la connaissance
de ces travaux est donc ne´cessaire a` sa compre´hension. Cependant, parce qu’on
a change´ la de´ﬁnition de la place ge´ne´rateur, introduit la pid-cohe´rence et
adapte´ la relation d’e´quivalence, nous avons besoin de garantir que ceux ci
sont bien de´ﬁnis.
Pour chaque marquage M on de´ﬁnit l’e´tat correspondant qM
df
= (σM , ηM )
donne´ par :
σM
df
= { (s,M(s)) | s ∈ S }
ηM
df
= { π 7→ k | 〈π, π · 〈k〉〉 ∈M(sη) }
Soit M un marquage, alors la thread configuration correspondante ge´ne´re´e
est ctcM
df
= (G,H), ou` H = ηM et G est un ensemble de tous les pics qui
apparaissent au marquage M a` l’exception des pids a` cre´er, i.e., pour chaque
jeton 〈π, π′〉 ∈M(sη) seulement π est dans G. De cette manie`re la conﬁguration
re´sultante est exactement la meˆme que dans [116].
Definition 6.23. Un e´tat qM ge´ne`re une thread-consistent conﬁguration (ou
ct-configuration), si (G,H), comme de´fini ci-dessus, satisfait :
– dom(H) ⊆ G, i.e., chaque pid actif est pre´sent dans l’e´tat ; et
– pour tout π ∈ dom(H) et π′ ∈ G, si π · 〈k〉 est un pre´fixe de π′ alors
k ≤ ηq(π), i.e., les pids pre´sents dans q ne peuvent eˆtre recre´e´s. ♦
L’e´tape suivante est de montrer qu’un marquage pid-cohe´rent produit une ct-
conﬁguration.
Proposition 6.15. Un marquage M est pid-cohe´rent si et seulement si ctcM
est une ct-configuration.
Preuve. Soit ctcM une conﬁguration (H,G) de´ﬁni comme ci-dessus.
(⇒) On suppose que M est pid-cohe´rent. On ve´riﬁe que ctcM est une ct-
conﬁguration.
– d’abord on doit prouver que H ⊆ G : c’est trivial parce que H est
construit avec la place ge´ne´rateur donc chaque pid dans H est dans G.
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– maintenant, montrons que pour tout π ∈ dom(H) et π′ ∈ G, si π.k est
un pre´ﬁxe de π′ alors k ≤ ηM (π), i.e., pids dansM ne peuvent pas eˆtre
recre´e´s encore : ceci est imme´diat par la de´ﬁnition de la pid-cohe´rence.
(⇐) On suppose que ctcM est une ct-conﬁguration. On ve´riﬁe que M est
pid-cohe´rent. C’est imme´diat par de´ﬁnition des ct-conﬁgurations et de
pid-cohe´rence.
⊓⊔
Avant d’aller plus loin, on doit ve´riﬁer que la de´ﬁnition de l’e´quivalence de
marquages en de´ﬁnition 6.4 est e´quivalente a` l’e´quivalence d’e´tats dans [116].
Proposition 6.16. Soient M , M ′ deux marquages pid-cohe´rents, et q, q′ leurs
e´tats correspondants. Alors M ∼M ′ si et seulement si q ∼ q′.
Preuve.
(⇒) On montre que M ∼M ′ ⇒ q ∼ q′.
Soit h la bijection qui satisfait l’e´quivalence de marquages, alors h peut
eˆtre utilise´ comme candidat pour l’e´quivalence d’e´tats car dom(h) =
pidq ∪ nextpidq (pour tout π ∈ dom(ηq), nextpidq(π) est maintenant
dans la place ge´ne´rateur), meˆme argument pour dom(h−1) en utilisant
q′. Maintenant on montre que h satisfait l’e´quivalence de [116].
1. h(dom(ηq)) = dom(ηq′), parce que M
′ est M apre`s remplacement
de chaque pid π0 dans M par h(π0) et h est une bijection de pidM
vers pidM ′ .
2. ∀π ∈ dom(ηq), h(nextq(π)) = nextq′(h(π)).
Soit π ∈ dom(ηq) un pid, alors par de´ﬁnition de ηq, 〈π, nextq(π)〉 ∈
M(sη). De plus, parce que h pre´serve la relation ∢ et M
′ est M
apre`s remplacement de chaque pid π0 dans M par h(π0), on sait
que 〈h(π), h(nextq(π))〉 ∈ M
′(sη) et donc par de´ﬁnition de ηq′ ,
h(nextq(π)) = nextq′(h(π)).
3. ∀π, π′ ∈ pidq : π ≺ π
′ ssi h(π) ≺ h(π′) avec ≺ ∈ {∢1,∢} : imme´diat
parce que h pre´serve les relations ∢1 et ∢.
4. σq′ est σq apre`s remplacement de chaque pid π par h(π), imme´diat
parce que M ′ est M apre`s remplacement de chaque pid π dans M
par h(π)
Toutes les conditions sont satisfaites.
(⇐) q ∼ q′ ⇒M ∼M ′
Similaire a` ci-dessus, avec h la bijection qui satisfait l’e´quivalence d’e´tats.
⊓⊔
Il est prouve´ dans [116] que le tir de transition pre´serve les ct-conﬁgurations,
i.e., si ctcM est une ct-conﬁguration et M [β, t〉M
′, alors ctcM ′ est une ct-
conﬁguration. Ceci est donne´ dans la preuve du the´ore`me 2 de [116] qui de´crit
que les e´tats accessibles correspondent a` des ct-conﬁgurations.
Donc, de par la proposition 6.15 chaque marquage accessible a` partir d’un
e´tat pid-cohe´rent correspond a` une ct-conﬁguration. A` partir de maintenant la
preuve du the´ore`me 6.1 est fait de la meˆme manie`re que la preuve du the´ore`me
3 dans [116]. ⊓⊔
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6.8.2 Preuve du the´ore`me 6.5
Soit M et M ′ deux marquages pid-cohe´rents d’un re´seau de Petri. Alors :
M ∼M ′ ⇔ ∀t ∈ Rs(M), ∃t
′ ∈ Rs(M
′),N (t) = N (t′)
Preuve.
(⇒) Supposons que M ∼h M
′, et soit t ∈ Rs(M) une repre´sentation
re´duite du marquage M . Par de´ﬁnition de h, h pre´serve les relations
∢1 et ∢. Notons t
′ l’arbre h(t). t′ est un pid-tree avec la meˆme structure
que t, on a donc N (t) = N (t′). On doit juste montrer que t′ est une
repre´sentation sous forme de pid-tree de M ′ (de´ﬁnition 6.11 page 99) :
1. t′ est bien forme´ (de´ﬁnition 6.8 page 97) : pour chaque sous-pid-
tree t0 = Mπ
a1,...,an
−−−−−−→〈t1, . . . , tn〉 ∈ Ξπ de t il y a un sous-pid-tree
t′0 =Mh(π)
a′1,...,a
′
n−−−−−−→〈t′1, . . . , t
′
n〉 ∈ Ξh(π) de t
′ tel que :
– si n = 0 et Mπ = ⊥ alors π est un futur-pid dans M , donc
Mh(π) = ⊥ et parce que h pre´serve la relation parent, h(π) est
aussi un futur-pid dans M ′.
– le second point est trivial parce que h pre´serve la relation parent.
– parce qu’on utilise des pid-trees re´duits il n’y a pas de noeud ⊥
dans t a` l’exception de futur-pids, ceci est aussi vrai pour t′.
2. mrk(t′) =M ′ par de´ﬁnition de h.
3. parce que h pre´serve la relation parent, il assigne les futur-pids de t
a` de futur-pids de t′ donc les futur pids dans t sont aussi les ﬁls les
plus a` droite (noeuds ⊥).
(⇐) On suppose que ∃t ∈ Rs(M) et ∃t
′ ∈ Rs(M
′) tels que N (t) = N (t′).
On pose A
df
= mrk(N (t)). De par la proposition 6.2, il y a deux bijections
h1, h2 telles que mrk(t) =M ∼h1 A et A ∼h2 M
′ = mrk(t′). On conclue
que M ∼h1◦h2 M
′.
⊓⊔
6.8.3 Preuve du the´ore`me 6.8
Soit M et M ′ deux marquages pid-cohe´rents d’un re´seau de Petri. Alors :
M ∼M ′ ⇔ ∀t ∈ Rso(M), ∃t
′ ∈ Rso(M
′),N (t) = N (t′)
Preuve. E´tant donne´ deux pid-trees re´duits qui satisfont le the´ore`me 6.5, on
peut les ordonner ce qui donne les e´galite´s recherche´es. ⊓⊔
6.8.4 Preuve du the´ore`me 6.14
Soit (S, T, ℓ) un re´seau de Petri tel que pour toute place s ∈ S, ℓ(s) =
P × X1 × · · · × Xn et Xi ⊆ Dv (n ≥ 0), i.e., les pids n’apparaissent qu’en
premie`re position. Alors, l’algorithme optimiste est complet, i.e., capture toutes
les syme´tries.
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Preuve. (sche´ma) Il faut montrer que toutes les repre´sentation de Rso d’un
marquage, tel que dans l’e´nonce´, ont la meˆme forme normalise´e. On sait de´ja`
que tous les pid-trees ont la meˆme structure parce qu’on utilise l’ordre pid-free.
Les formes normales ne peuvent diﬀe´rer que par les pid or puisqu’on a les pids
qu’en premie`re position la normalisation ne peut produire que des pids e´gaux.
⊓⊔
6.9
Conclusion
Dans ce chapitre on a vu une manie`re de de´tecter des syme´tries dans les
syste`mes a` cre´ation dynamique de processus. Cette approche est de´cidable
et re´alisable en pratique. Des re´sultats expe´rimentaux sont pre´sente´s dans le
chapitre 7.
Cette approche est base´e sur une structure de donne´es arborescente permet-
tant de facilement de´tecter les syme´tries graˆce a` des formes canoniques. Deux
algorithmes ont e´te´ propose´s un algorithme ge´ne´ral qui vise a` de´tecter toutes
les syme´tries, et un algorithme optimiste moins couˆteux. Ces deux algorithmes
ont un avantage important par rapport aux approches existantes : ils peuvent
eˆtre utilise´s simultane´ment avec des techniques de hachage pour re´aliser des
tests rapides de l’existence d’un e´tat dans l’espace de´ja` explore´.
De plus l’approche pre´sente´e dans ce chapitre est e´conome en me´moire, on
stocke des marquages et non des repre´sentations de marquages. C’est un aspect
important parce que les model checkers, et les bibliothe`ques produites par la
compilation comme celles pre´sente´es dans le chapitre 3, sont optimise´s pour
stocker des marquages et non des structures exotiques. La re´duction n’a donc
pas d’impact sur cette repre´sentation.
On a aussi montre´ que lors de la ve´riﬁcation de proprie´te´s logiques, il est
aise´ de reconstruire une trace concre`te d’exe´cution. Le prix de cette recons-
truction est en ge´ne´ral line´aire en la taille de la trace abstraite et donc cette
reconstruction est facilement applicable.
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Le framework Neco a de´bute´ en tant que compilateur de re´seaux de Pe-
tri haut niveau, dans notre cas cela signiﬁe un outil qui prend en entre´e un
re´seaux de Petri et produit une bibliothe`que logicielle permettant de calculer
son espace d’e´tats. Maintenant, Neco est devenu une boite a` outils permettant
non seulement de calculer des espaces d’e´tats mais aussi de re´aliser du mo-
del checking LTL explicite. Ce framework comprend au total : un compilateur
pour les re´seaux de Petri, un outil de construction d’espaces d’e´tats, un second
compilateur pour les formules de logique LTL et un model checker LTL.
Les mode`les accepte´s par Neco sont une variante tre`s ge´ne´rale des re´seaux de
Petri haut niveau base´e sur le langage Python, i.e., les valeurs, les expressions
etc., annotant le re´seau sont exprime´s en Python. De plus, diverses extensions
sont pre´sentes telles que les arcs inhibiteurs (inhibitor-arcs), les arcs de lecture
(read-arcs) et les arcs ﬂush (whole-place-arcs). On peut assimiler ces mode`les
a` des re´seaux de Petri colore´s [103] mais annote´s avec le langage Python au
lieu d’un dialecte de ML comme c’est traditionnellement le cas. Neco peut eˆtre
vu comme une implantation des me´thodes du chapitre 3 sur cette variante de
re´seaux de Petri, mais supporte aussi les re´ductions par syme´tries pre´sente´es
dans le chapitre 6.
En particulier, Neco peut exploiter diverses proprie´te´s des re´seaux de Petri
pour optimiser la repre´sentation du marquage et les algorithmes de tir de tran-
sitions, pour ame´liorer les temps d’exe´cution mais aussi l’occupation me´moire.
Finalement Neco est capable de typer la majorite´ du code Python embarque´
dans le re´seau de Petri graˆce aux informations de typage sur les places. Ceci
permet de ge´ne´rer du code C++ eﬃcace graˆce au langage Cython sans pe´nalite´
sur l’interpre´tation du code Python en ge´ne´ral.
L’ensemble des optimisations cre´e une acce´le´ration notable du tirage des
transitions et par conse´quent de l’exploration d’espaces d’e´tats [FP11a] et donc
du model checking explicite. Ceci a aussi e´te´ conﬁrme´ lors de la participation de
Neco au Model Checking Contest (e´ve´nement satellite de la confe´rence Petri
Nets 2012 et 2013), ce qui a montre´ que Neco est capable d’eˆtre compe´titif
avec les outils concurrents [KLB+12, KLB+13]
Dans ce chapitre on introduit les concepts principaux de l’architecture de
Neco, on pre´sente son utilisation, ainsi que l’e´valuation de ses performances sur
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des e´tudes de cas.
Neco est un logiciel libre distribue´ sous la licence GNU LGPL et peut eˆtre
obtenu a` l’adresse http://code.google.com/p/neco-net-compiler ou` une
documentation est aussi disponible. La documentation inclue un tutoriel, une
re´fe´rence de l’API des bibliothe`ques ge´ne´re´s par Neco et des exemples concrets.
Ce chapitre est base´ sur [FP13] et [FDL13]. Les re´sultats de performances
pre´sente´s ont e´te´ re´alise´s spe´cialement pour ce manuscrit.
7.1
Architecture et utilisation de Neco
Neco est une collection de deux compilateurs, un outil d’exploration et un
model checker :
– neco-compile est le compilateur principal qui produit un moteur d’ex-
ploration d’un re´seau de Petri sous forme de bibliothe`que logicielle ;
– neco-explore est un outil d’exploration minimaliste qui calcule l’espace
d’e´tats d’un re´seau de Petri graˆce au moteur d’exploration produit par
neco-compile ;
– neco-check est un compilateur de formules LTL qui produit une bi-
bliothe`que ne´cessaire pour les manipuler ;
– neco-spot est un model checker LTL qui utilise un moteur d’exploration
construit par neco-compile et un adaptateur LTL cre´e´ par neco-check,
mais aussi la bibliothe`que Spot pour les algorithmes de model checking
LTL [52].
En tant que compilateur, Neco propose deux backends :
– le backend Python qui produit un module Python ;
– le backend Cython qui permet de ge´ne´rer une variante de code Python
annote´e par des informations de types, ce code peut par la suite eˆtre
compile´ en C++ eﬃcace. Cela donne un module utilisable depuis Python
mais aussi depuis C ou C++.
Un backend LLVM a aussi existe´ mais n’est plus maintenu, la raison princi-
pale de l’abandon est que les performances e´taient comparables aux re´sultats
obtenus avec le backend Cython, mais le temps de de´veloppement beaucoup
plus important. Il devenait alors diﬃcile de de´velopper et tester rapidement des
ide´es d’optimisations. Dans la phase d’expe´rimentation, le backend Python est
le plus utile, lorsqu’on obtient des re´sultats inte´ressants, ils peuvent eˆtre porte´s
dans le backend Cython. A` l’avenir, lorsque Neco sera stabilise´, le backend
LLVM pourra eˆtre re´introduit pour permettre la preuve des outils comme on
l’a vu au chapitre 4.
Cette imple´mentation utilisait la bibliothe`que LLVM-py [125], un binding de
la bibliothe`que LLVM en Python qui permet de ge´ne´rer du code source LLVM
de manie`re programmatique sans manipuler directement d’arbres de syntaxe
abstraite. Des re´sultats expe´rimentaux avec une comparaison au model checker
Helena [135, 55] sont donne´s dans [FP11a].
Un backend Java existe aussi mais ne fait pas encore partie de la branche
principale de Neco. Il a e´te´ re´alise´ dans le cadre d’un stage de Master, ce qui
a permis de mettre en avant l’extensibilite´ de notre outil et l’inde´pendance du
langage cible. Cette imple´mentation a pour but de permettre le calcul paralle`le
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multi-coeur ce qui n’est pas possible en Python a` cause d’un verrou global sur
l’interpre´teur. Les algorithmes de calcul des successeurs restent tre`s similaires,
mais utilisent des structures de donne´es partage´es.
Chaque outils composant Neco est de´die´e a` une taˆche spe´ciﬁque, gardant
a` l’esprit la philosophie unix : faire une seule taˆche par outil et la faire aussi
bien que possible [63]. Le workﬂow de´taille´ d’utilisation de Neco est donne´ en
ﬁgure 7.1. Dans cette section on suppose qu’on ne conside`re que le backend Cy-
thon qui est le plus eﬃcace. Cependant la majorite´ des explications s’appliquent
aussi au backend Python. On pre´sente tout d’abord comment est construit le
moteur d’exploration et comment l’utiliser pour calculer les espaces d’e´tats. Par
la suite, on pre´sente comment re´aliser du model checking LTL avec Neco, qui
est actuellement une partie non supporte´e par le backend Python. Cependant
le backend Python posse`de aussi des caracte´ristiques qui ne sont pas encore
disponibles en Cython, comme les re´ductions par syme´tries pre´sente´s dans le
chapitre 6 [Fro12a].
7.1.1 Moteur d’exploration et calcul d’espaces d’e´tats
La premie`re e´tape lorsqu’on utilise Neco est de cre´er une bibliothe`que
net.so avec l’outil neco-compile. Cette bibliothe`que fournit des primitives
d’exploration : une structure de marquage, des fonctions successeurs spe´ciﬁques
aux transitions, et une fonction successeur globale qui appelle les fonctions suc-
cesseurs spe´ciﬁques (chap. 3). Un sche´ma d’un telle bibliothe`que est rappele´ en
ﬁgure 7.2. Ce moteur d’exploration peut eˆtre utilise´ par un programme client
(e.g., un model checker ou un simulateur) pour l’aider a` accomplir sa taˆche. La
bibliothe`que ge´ne´re´e embarque directement le code du mode`le (i.e., les anno-
tations du re´seau de Petri en Python) mais se base aussi sur des structures de
donne´es pre´existantes (en particulier, les ensembles et multiensembles) formant
les bibliothe`ques noyau. L’acce`s a` ces bibliothe`ques se fait par des interfaces nor-
malise´es, intuitivement similaires a` celles discute´es dans les chapitres 3 et 4. Le
code source fourni par l’utilisateur annotant le mode`le quant a` lui a tre`s peu
de contraintes et peut utiliser d’autres bibliothe`ques si ne´cessaire.
Ce module est construit en utilisant la commande neco-compile. Pour cela,
Neco prend en entre´e un mode`le qui peut eˆtre :
– soit fourni programmatiquement en tant que module Python avec la bi-
bliothe`que SNAKES [145] ;
– soit spe´ciﬁe´ en utilisant le formalisme ABCD [144] qui est une alge`bre de
re´seaux de Petri ;
– soit spe´ciﬁe´ en utilisant le standard PNML [81].
Une fois le mode`le charge´, certains types peuvent eˆtre infe´re´s permettant par la
suite de typer le code Python, cette e´tape est importante parce que le langage
Cython peut produire du code C++ optimise´ a` partir du code Python annote´ [17]
(principalement en exploitant ces informations de types). D’autres informations
peuvent eˆtre extraites du mode`le, comme par exemple les bornes de certaines
places dans le cas de ABCD.
Cependant, parce qu’on autorise un grand degre´ d’expressivite´, tout le code
source Python ne peut pas eˆtre type´. Dans ce genre de cas Neco va recourir
a` l’interpre´teur Python qui permet de toujours exe´cuter le code en sacriﬁant
de l’eﬃcacite´. Intuitivement, si le re´seau contient des jetons noirs, des entiers,
des boole´ens, des chaˆınes de caracte`res statiques, ou des collections Python
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Figure 7.1 – Flot de compilation est d’exploration des outils Neco (backend Cython).
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programme client (e.g., model-checker)
moteur d’exploration
interfacescode mode`le
structures de donne´es fonctions
marquage init succ
succt1. . . . . . succtn
ge´ne´re´
par le compilateur
pre´suppose´es
par le compilateur
code pre´de´fini (bib. noyau, bib. mode`le)
e´crit a` la main
par le modeleur
e´crit a` la main
par le programmeur
Figure 7.2 – Le moteur d’exploration (boite ligne continue) et son contexte (boites
lignes discontinues). [FP11a]
classiques (tuples, listes, ensembles, dictionnaires) de ces types, alors on peut
produire du code C++ eﬃcace. Mais la possibilite´ d’utiliser des types plus riches
est aussi oﬀerte ce qui permet de jouer sur un compromis entre l’eﬃcacite´ et
l’expressivite´, permettant a` une partie du re´seau d’eˆtre eﬃcace et une autre
plus lente mais plus expressive. Cette possibilite´ de compromis est un point
fort de Neco.
Cette expressivite´ a cependant un couˆt en temps de de´veloppement. Neco
est re´alise´ de manie`re hybride avec plusieurs langages de programmation. Les
outils sont re´alise´s en Python, les compilateurs ge´ne`rent du code Python ou
Cython mais peuvent re´utiliser des blocs pre´alablement e´crits a` la main. Ces
blocs sont, selon le cas, re´alise´s soit en Python, soit en Cython, soit en C++.
Le choix de Python pour le de´veloppement des outils re´sulte du constat que
le compilateur n’a pas besoin d’eˆtre optimise´ puisque la compilation a un couˆt
ne´gligeable par rapport a` la construction d’espaces d’e´tats en ge´ne´ral.
L’e´tape suivante est de produire une structure de marquage pour repre´senter
les e´tats du re´seau de Petri. Cette structure de donne´es est optimise´e graˆce
aux types pre´ce´demment de´couverts. Cela permet d’utiliser des types natifs ou
encore d’utiliser des imple´mentations spe´ciﬁques a` chaque place. Par la suite, on
peut ge´ne´rer les fonctions d’explorations spe´ciﬁques au mode`le (principalement
une fonction qui renvoie le marquage initial et des fonctions successeurs) qui
permettent de calculer les espaces d’e´tats eﬃcacement comme vu au chapitre 3.
Une e´tape supple´mentaire est de produire une trace de compilation qui
contient des informations a` propos de la structure du marquage et du mode`le.
C’est un ensemble de me´tadonne´es essentielles pour pre´server la cohe´rence avec
les autres outils, de plus cela e´vite a` l’utilisateur d’appeler les outils de la chaˆıne
avec tout le temps les meˆmes options de qui est propice a` l’erreur.
L’e´tape ﬁnale est de compiler le code ge´ne´re´ et de produire un module Py-
thon natif qui est une bibliothe`que logicielle. Dans notre cas cette bibliothe`que
peut eˆtre utilise´e depuis le C++ comme une bibliothe`que classique ou depuis
Python comme un module. Cette e´tape est re´alise´e avec le compilateur Cython
et un compilateur C++.
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Par la suite, l’outil neco-explore permet de re´aliser l’exploration de l’es-
pace d’e´tats. Cet outil construit l’ensemble des e´tats accessibles ou le graphe
d’accessibilite´ en utilisant un simple algorithme d’exploration qui agre`ge les
e´tats de´couverts par appel des fonctions successeur. La re´alisation de cet outil
reste simple.
7.1.2 Model checking LTL
Le model checking LTL est re´alise´ en utilisant la bibliothe`que Spot [52] qui
est une bibliothe`que ge´ne´rale d’algorithmes de ve´riﬁcation de formules LTL.
De part sa ge´ne´ralite´, cette bibliothe`que n’est pas lie´e a` un formalisme donne´
et donc ne s’adresse pas de base aux re´seaux de Petri ou autre formalisme.
Par conse´quent, Spot ne peut pas ge´rer directement les propositions ato-
miques apparaissant dans les formules LTL qui sont spe´ciﬁques au formalisme
utilise´. De plus, puisque nos structures de marquages sont spe´ciﬁques aux
mode`les, on a aussi besoin de produire une manie`re de ve´riﬁer les propositions
atomiques pour chaque mode`le compile´. C’est le travail du second compilateur
neco-check.
Cet outil a besoin de deux entre´es, une formule LTL dans un format appro-
prie´ pour Neco [Fro12b], et les me´tadonne´es extraites d’un moteur d’exploration
pre´ce´demment compile´ avec neco-compile.
La premie`re e´tape consiste en une de´composition de la formule : extraire les
propositions atomiques et les associer a` des identiﬁants uniques (“association
id-atome” sur la ﬁgure 7.1). Une formule simpliﬁe´e ou` chaque proposition ato-
mique a e´te´ remplace´e par ces identiﬁants est stocke´e dans un ﬁchier. De cette
manie`re, on peut proposer une interface simple avec un module de ve´riﬁcation.
Intuitivement, l’interface publique est une seule fonction check qui prend en
argument un e´tat du re´seau de Petri et l’identiﬁant d’une proposition atomique,
puis renvoie la valeur de ve´rite´ de cette proposition atomique dans cet e´tat.
Les propositions atomiques prises en charge sont les comparaisons de mul-
tiensembles (tels que les marquages de places ou des multiensembles constants
qui peuvent eˆtre de´ﬁnis avec du code Python arbitraire), les comparaisons d’ex-
pressions entie`res (ope´rations arithme´tiques, bornes de places, constantes), les
tests de tirabilite´ de transitions et les deadlocks. Ces propositions atomiques
peuvent eˆtre lie´es pour former des formules graˆce aux ope´rateurs temporels (A,
E, G, F , X, U , W ) et les ope´rateurs logiques (¬, ∧, ∨, ⇒, ⇔, ⊕ ).
L’e´tape suivante est de ge´ne´rer une fonction check pour chaque proposition
atomique en plus de la fonction check ge´ne´rale publique. Pendant cette e´tape,
utiliser la trace de compilation est essentiel parce qu’on a besoin de ge´ne´rer
des fonctions qui sont compatibles avec la structure de marquage optimise´e,
et donc il faut connaˆıtre son organisation en me´moire et les types utilise´s. On
aurait pu fournir des fonctions ge´ne´riques mais dans ce cas il faudrait trans-
former la structure de marquage en une structure ge´ne´rique et on perdrait les
avantages de la compilation. Finalement le code ge´ne´re´ est compile´ en utilisant
le compilateur Cython et un compilateur C++.
Le module checker.so ﬁnalise´, il peut eˆtre utilise´ avec le ﬁchier de formule
par neco-spot qui donnera une contre-exemple s’il en existe un, i.e., si la
formule n’est pas satisfaite.
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7.2
Interface entre Neco et Spot
Dans cette section on explicite comment l’outil Neco-Spot a e´te´ re´alise´ en
combinant le moteur d’exploration ge´ne´re´ par Neco et la bibliothe`que d’algo-
rithmes de model checking Spot [52].
Spot manipule des automates de Bu¨chi ge´ne´ralise´s avec transitions d’accep-
tation (TGBA). Les TGBA permettent une repre´sentation plus compacte des
proprie´te´s LTL [51], et peuvent eˆtre utilise´s de manie`re eﬃcace pour re´aliser les
tests de vacuite´ [44]. Le TGBA est aussi une classe abstraite, tgba, en C++ dans
la bibliothe`que Spot avec une interface permettant l’exploration a` la vole´e. Les
structures de Kripke sont vues comme des sous-classes de tgba sans ensembles
d’acceptation.
L’approche the´orique spe´ciﬁque aux automates est imple´mente´e dans l’outil
neco-spot par :
1. Une encapsulation de net.so et checker.so qui pre´sente le graphe d’ac-
cessibilite´ du mode`le comme une sous-classe de la classe Kripke de Spot.
Cette interface peut eˆtre re´duite a` trois fonctions essentielles :
– get init state() qui renvoie l’e´tat initial du mode`le ;
– succ iter(s) qui renvoie un ite´rateur sur les successeurs d’un e´tat s ;
– state condition(s) qui renvoie la valeur de ve´rite´ des propositions
atomiques.
Notons que l’interface permet une exploration a` la vole´e de l’espace
d’e´tats, et calcule les re´sultats de succ iter(s) et state condition(s)
a` la demande, c’est re´alise´ simplement en appelant les fonctions ade´quates
dans net.so et checker.so.
2. La formule LTL est simpliﬁe´e puis convertie en TGBA qui est a` son tour
simpliﬁe´. Toutes ces ope´rations sont des fonctions fournies par Spot [51].
3. Les deux automates ci-dessus sont alors synchronise´s en utilisant la classe
tgba product de Spot (une autre sous classe de tgba). Ce produit syn-
chronise´ est construit en temps constant et les calculs sont diﬀe´re´s au
besoin (durant l’exploration).
4. Le produit synchronise´ est utilise´ pour le test de vacuite´ en utilisant,
au choix, un des algorithmes propose´s par Spot [52]. Durant ce test de
vacuite´ on va de´clencher le calcul a` la vole´e du produit synchronise´, qui
va a` son tour construire la partie du graphe d’accessibilite´ qui doit eˆtre
explore´e.
5. Si le produit est vide, un contre exemple est calcule´ et aﬃche´.
La partie la plus importante du travail d’interfac¸age entre Neco et Spot
consiste donc surtout a` imple´menter l’interface pour la classe Kripke de Spot ;
le reste est juste une suite d’appels a` divers algorithmes fournis par Spot.
7.3
Comparaisons et e´tudes de cas
Les comparaisons et les e´tudes de cas pre´sente´s dans cette section servent a`
e´valuer les performances des approches pre´sente´es dans les chapitres pre´ce´dents.
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On utilise les backends Python et Cython selon les cas. Tout d’abord on
pre´sente les mode`les traite´s, puis on montre les re´sultats avant de les analyser.
On se concentre sur les performances obtenues par l’approche par com-
pilation avec diverses optimisations introduites, mais aussi les re´ductions par
syme´tries. On va conside´rer les mode`les pre´sente´es dans [FP11a] mais aussi
certains mode`les participant au Model Checking Contest 2012 [KLB+12]
et 2013 [KLB+13]. Des mode`les additionnels ont e´te´ introduits pour tester les
re´ductions par syme´tries et les re´ductions de controˆle de ﬂot.
Les cas pre´sente´s ont e´te´ choisis de manie`re a` e´liminer les temps d’exe´cutions
trop petits : la majorite´ des exe´cutions en dessous de 1s a e´te´ retire´e. De meˆme
pour les instances trop grandes : un time out de 25 minutes de calcul a e´te´ mis
en place. Ce time out aﬀecte les temps de compilation et les temps d’exploration
de manie`re distincte, ainsi dans le pire des cas un exemple pourra s’exe´cuter
en au plus 50 minutes. E´videmment, si la compilation a de´passe´ le de´lai de 25
minutes, l’exploration n’est pas exe´cute´e.
On essaye de se positionner d’un point de vue similaire a` celui pre´sente´
dans [90]. En eﬀet le but ici n’est pas de prouver que l’outil pre´sente´ est
meilleur que les autres mais plutoˆt montrer que les approches employe´es sont
pertinentes et eﬃcaces. Pour une comparaison avec d’autres outils on peut se
re´fe´rer a` [FP11a, KLB+12, KLB+13].
Un autre point de comparaison est donne´ en annexe C. Il s’agit de comparer
les performances du backend Python en utilisant la compilation a` la vole´e.
Pour cela on utilise PyPy [149], une imple´mentation alternative du langage
Python. PyPy est un interpre´teur qui compile a` la vole´e le code source Python
en utilisant des techniques just-in-time pour de meilleures performances. Ce
point de comparaison sert essentiellement a` ve´riﬁer que le travail investi dans
le backend Cython est pertinent. Le constat est inde´niable, le backend reste
beaucoup plus rapide mais PyPy permet d’obtenir de meilleures performances
que Python.
7.3.1 Statistiques
L’ensemble de tests est compose´ de 18 mode`les. La majorite´ des mode`les est
parame´trable ce qui permet de varier la taille de l’espace d’e´tats associe´. L’en-
semble de tous les parame´trages choisis donne 97 diﬀe´rents mode`les. Chaque
cas peut supporter diﬀe´rentes conﬁgurations parmi les suivantes :
SIMPLE: sans optimisations
OPT: optimisations ge´ne´rales (ordonnancements des transitions, utilisation
de types spe´ciﬁques pour places) ;
PACK: optimisations avec packing (ope´rations de bas niveau pour Cython
ne´cessitant un encodage au bit pre`s, il s’agit essentiellement des opti-
misations du chapitre 3 qui jouent sur l’encodage minimal en bits des
places) ;
FLOW: optimisation de controˆle de ﬂot ;
SYM: re´ductions par syme´tries ;
SYM NO: re´ductions par syme´tries optimistes.
Certaines optimisations sont de´pendantes entre elles, ainsi :
– PACK inclue OPT ;
– FLOW inclue PACK et donc OPT ;
– SYM et SYM NO incluent PACK et donc OPT ;
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Remarquons que la conﬁguration PACK ne diﬀe`re pas de OPT en Python, en
eﬀet il s’agit d’ope´rations bas niveau qui ne sont accessibles qu’en Cython. De
plus, puisque les re´ductions par syme´tries ne sont disponibles qu’en Python
actuellement inclure PACK revient a` inclure OPT pour ces re´ductions. Les 97 cas
supportent les conﬁgurations suivantes
– 97 supportent les conﬁgurations SIMPLE, OPT, PACK ;
– 20 supportent la conﬁguration FLOW ;
– 40 supportent les re´ductions par syme´tries SYM et SYM NO.
Pour ces conﬁgurations, 82 cas supportent l’exe´cution en Python et 57 cas
supportent l’exe´cution en Cython. Le tout totalisant 531 exe´cutions. Pour une
meilleure ﬁabilite´ des re´sultats chaque cas a e´te´ exe´cute´ 5 fois ce qui nous donne
un total de 2655 exe´cutions re´alise´s en 106 heures et 44 minutes de calcul.
Des statistiques supple´mentaires sur les tailles des ﬁchiers produits sont
aussi pre´sente´s en annexe C. On remarque essentiellement que les optimisations
ont pour eﬀet de produire des ﬁchiers plus petits, notamment l’optimisation de
re´duction de controˆle de ﬂot qui a un eﬀet drastique en Cython.
La machine utilise´e est un noeud d’une grappe de calculs. Ce noeud posse`de
8Go de me´moire, un processeur quad-core (virtualise´) cadence´ a` 2.67 Ghz.
Cependant Neco ne tire pas avantage d’architectures paralle`les, un seul core est
donc utilise´, le reste est laisse´ aux autres processus et au syste`me d’exploitation.
Ce noeud a e´te´ isole´ pour des performances homoge`nes et est e´quipe´ d’un
syste`me GNU/Linux Ubuntu 12.1 en version 32bits, par conse´quent seulement
4Go de me´moire peuvent eˆtre utilise´s.
7.3.2 Notations pour cre´ation dynamique de processus
Pour de´crire nos exemples nous allons alle´ger les notations. Lorsqu’un re´seau
de Petri avec cre´ation dynamique de processus est pre´sente´ graphiquement, on
omet la place ge´ne´rateur et les arcs qui y sont connecte´s. A` la place, on utilise la
notation ν(π) pour la cre´ation d’un ﬁls du processus π et la notation χ(π) pour
la terminaison du processus π. Un exemple est donne´ en ﬁgure 7.3. Remarquons
que lorsque le processus π cre´e un ﬁls a` la transition t, son successeur dans la
place ge´ne´rateur sη est mis a` jour et le jeton 〈π · 〈i〉, π · 〈i〉 · 〈1〉〉 est produit car
π · 〈i〉 · 〈1〉 est le premier ﬁls que π · 〈i〉 peut cre´er.
7.4
Mode`les
Les philosophes (Philosophers) Le mode`le des philosophes est commun
dans la litte´rature depuis longtemps [123] et est souvent utilise´ en model che-
cking en tant que mode`le acade´mique. On fait varier la taille du mode`le en
augmentant le nombre de philosophes dans le syste`me. Un exemple de syste`me
avec deux philosophes est donne´ en ﬁgure 7.4. On remarquera qu’on assimile
l’e´tat de re´ﬂexion du philosophe a` l’action de ne pas manger. Ce mode`le est
1-borne´ c’est-a`-dire que dans chaque e´tat accessible, une place ne peut contenir
qu’au plus un seul jeton.
Un mode`le de passage a` niveau (Railroad) Ce mode`le ge´ne´ralise le
mode`le pre´sente´ dans [144] a` un nombre arbitraire de voies. Il comprend un
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s1
s2
s3
s4
s5
t1
pi′ ← ν(pi)
pi
pi′
pi
t2
pi∢1pi
′ ⇒ χ(pi′)
pi
pi′
pi
t3
s1
s2
s3
s4
s5
sη
t1
pi
pi · 〈i〉
pi
t2
pi∢1pi
′
pi
pi′
pi
t3
〈pi, pi · 〈i + 1〉〉,
〈pi · 〈i〉, pi · 〈i〉 · 〈1〉〉
〈pi,
pi ·
〈i〉
〉
〈pi′, pi′′〉
Figure 7.3 – Exemple de re´seau de Petri avec cre´ation dynamique de processus : a`
gauche avec notations simplifie´s, a` droite avec notations explicites.
fork1
put down
1
philo
1
fork2
philo
2put down
2
lift1 lift2
•
•
Figure 7.4 – Un dˆıner de philosophes avec 2 philosophes.
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passage a` niveau, un ensemble de voies e´quipe´es de feux de signalisation et un
controˆleur pour compter les trains et commander le passage. Pour n voies, ce
re´seau de Petri comprend :
– 5n + 11 places de type jeton noir qui sont 1-borne´es (places de controˆle
de ﬂot ou drapeaux) ;
– 2 places de type entier 1-borne´es (compteur de trains et e´tat du passage) ;
– 3 places de type entier (les feux sur les voies) ;
– 1 place n-borne´e de type jeton-noir (pour les signaux des voies vers le
controˆleur).
Un protocole de se´curite´ (Needham Schroeder) Ce mode`le est un cas
du protocole cryptographique a` cle´ publique Needham-Schroeder provenant
de [64]. Il embarque environ 350 lignes de Python pour imple´menter l’algo-
rithme d’apprentissage d’un attaquant Dolev-Yao. Le mode`le comprend 17
places :
– 11 places sont de type jeton-noir et sont 1-borne´es pour imple´menter le
controˆle de ﬂot des agents ;
– 6 places sont colore´es par le type object (i.e., toute donne´e) et sont
1-borne´es pour stocker les connaissances des agents ;
– 1 place est colore´e par le type object et n’est pas borne´e pour stocker
les connaissances de l’attaquant.
Les jetons colore´s dans ce mode`le sont des tuples d’objets Python arbitraires.
Une telle structure est typique pour les mode`les de protocoles cryptographiques
comme ceux conside´re´s dans [64].
Sur ce type de mode`le on voit clairement l’utilite´ de notre niveau d’expres-
sivite´. La re´alisation d’un algorithmes d’apprentissage au niveau du mode`le est
diﬃcile, et beaucoup plus aise´e dans un langage de haut niveau tel que Python.
Une version de ce protocole a e´te´ mode´lise´ pour Helena [28], lors d’une com-
paraison des temps d’exe´cution d’une exploration exhaustive entre SNAKES
et Helena, on observe des temps e´quivalents. C’est a` cause d’une part de l’ex-
ploration des espaces d’e´tats qui est beaucoup plus rapide avec Helena mais
qui ne´cessite des temps de compilation longs, SNAKES quant a` lui ne compile
pas. D’autre part, Helena prend en charge un nombre limite´ de structures de
donne´es. Ici, les connaissances de l’attaquant et les algorithmes d’apprentissage
ont utilise´ des listes chaˆıne´es et des tableaux, donc des structures se´quentielles,
ce qui a entraˆıne´ de mauvaises complexite´s. En Python, on a utilise´ des dic-
tionnaires et des ensembles, donc des tables de hachage munies d’algorithmes
eﬃcaces pour des ope´rations ensemblistes. La complexite´ est donc bien moindre
et globalement plus optimise´.
Dans le cas de Neco on observe que les temps de compilation sont bons es-
sentiellement parce que les annotations sont des expressions Python qui peuvent
eˆtre directement embarque´s dans le code ge´ne´re´, tandis que Helena a besoin de
traduire les annotations du re´seau de Petri en code C.
Un premier mode`le pour le controˆle de flot (Linear A) Pour observer
l’impact du controˆle de ﬂot, un mode`le spe´ciﬁque a e´te´ re´alise´. Il est forme´ de n
processus concurrents instancie´s par duplication de sous-re´seau. Chacun de ces
processus est forme´ de 51 transitions exe´cute´es en se´quence. Le but de ce cas
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est de regarder l’impact de la re´duction sur des processus posse´dant un grand
nombre de place de controˆle de ﬂot. Un tel processus est donne´ en ﬁgure 7.5b.
Un second mode`le pour le controˆle de flot (Choice) Il est important
d’essayer de trouver le pire cas d’application pour notre optimisation. Pour cela
on a re´alise´ un mode`le similaire au pre´ce´dent avec n processus concurrents ins-
tancie´s par duplication de sous-re´seau, mais cette fois chaque processus re´alise
un choix non de´terministe parmi les 51 transitions, de cette manie`re on est
oblige´ de tirer toutes les transitions a` partir du meˆme e´tat malgre´ notre opti-
misation. Au total un processus contient 101 transitions, un exemple est donne´
en ﬁgure 7.5a.
Un troisie`me mode`le pour le controˆle de flot (Linear B) Un second
pire cas a e´te´ re´alise´ pour tester l’algorithme en situation avec un plus grand
nombre n de processus. Chacun de ces processus posse`de une se´quence de deux
transitions qui ne sont tirables qu’une seule fois. Un tel processus est donne´ en
ﬁgure 7.5c.
(a) Un des processus du mode`le Choice.
s1 s50
se
t1 t50
t
′
1 t
′
50
sx
t0
· · ·
· · ·
· · ·
t2
t
′
2
s2
•
(b) Un des processus du mode`le Linear A.
s1se
t1 t2
sx
t51
· · ·
s2
•
(c) Un des processus du mode`le Linear B.
s1se
t1 t2
sx
•
Figure 7.5 – Re´seaux des processus apparaissant dans les mode`les Choice, Linear A
et Linear B.
Un syste`me client-serveur (Client Server) Ce mode`le est un syste`me
client-serveur ou` plusieurs clients communiquent avec un serveur, par exemple
130
7.4. Mode`les
des clients web requeˆtant une page d’un serveur web. Le re´seau de Petri de ce
mode`le est pre´sente´ en ﬁgure 7.6 et e´te´ coupe´ en deux parties :
– la partie client ou` diﬀe´rents processus envoient des requeˆtes ;
– la partie serveur ou` un serveur qui ge`re ces requeˆtes.
st,0 P st,1 P st,n P
t4,1
pi pi
. . .
pi
t4,n
pi pi
c1
P C
c2
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c3
P
sin P
cin P
s
P 1
std P×P
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t2
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pi
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t3
x←ν(pi)
pi′
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〈x, pi′〉
x
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χ(pi) if pis∢1pi pi
pi′
〈pi, pi′〉
clients serveur
threads
pis
Figure 7.6 – Le mode`le client-serveur.
Dans ce mode`le, chaque client est un processus qui envoie une requeˆte au
serveur en de´posant un jeton dans la place sin . Les requeˆtes sont pre´sente´s
comme les pids des clients, de cette manie`re on peut facilement identiﬁer le
client faisant la requeˆte. Une fois la requeˆte envoye´e, les clients attendent un
jeton dans la place cin correspondant a` la re´ponse du serveur, de plus ce jeton
doit eˆtre e´gal au pid du client. Utiliser les identiﬁants des processus pour mar-
quer l’appartenance de jetons permet de marquer les jetons qui appartiennent
a` chaque processus. Cela revient a` utiliser les pids comme adresse du client.
Le serveur pioche les requeˆtes dans la place sin , pour chacune d’elles, il cre´e
un thread qui va ge´rer la requeˆte et place l’identiﬁant du client qui la soumise
dans l’espace local au thread. Cet espace local est mode´lise´ avec la place std
dont les jetons sont des paires d’identiﬁants de threads et d’identiﬁants de
clients, en utilisant notre politique de mode´lisation, le thread est proprie´taire
du jeton. Le reste des ope´rations est re´alise´ par le nouveau thread cre´e´. Le
traitement de la requeˆte est mode´lise´ par des transitions t4,0, . . . , t4,n sur la
ﬁgure 7.6, n est le parame`tre qu’on va varier en plus du nombre de clients,
plus il est grand plus l’espace d’e´tats est grand. Finalement le thread envoie
la re´ponse au client en utilisant la transition t5 et termine. De plus, si on a
plusieurs serveurs (plusieurs jetons dans la place s), on peut tester si le serveur
est le parent du thread en utilisant la relation parent dans la garde de la
transition t5.
Les graphes de controˆle de flot (CFG) L’exemple pre´sente´ dans cette
section montre que l’approche pre´sente´e dans le chapitre 6 peut eˆtre applique´
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a` divers domaines. Par exemple les graphes de controˆle de flot (CFGs) [15] qui
peuvent eˆtre repre´sente´s avec des re´seaux de Petri en utilisant diﬀe´rents pids
pour identiﬁer des threads concurrents. Le but est de diﬀe´rencier les threads
et pas seulement la pre´sence de deux threads dans deux blocs de base, sinon
on pourrait utiliser un simple re´seau place/transition. Les CFGs qu’on utilise
ont des blocs de base spe´ciaux appele´es barrie`res qui sont des primitives de
synchronisation. Lorsqu’un thread rencontre une barrie`re il attend que tous les
autres threads atteignent cette barrie`re avant de continuer. C’est utilise´ sur des
architectures comme les processeurs graphiques (GPU) ou` les exe´cutions qui
divergent produisent de mauvaises performances, ainsi le placement de barrie`res
pour synchroniser des threads est meilleur que les laisser diverger.
Le mode`le pre´sente´ ici a un nombre de threads ﬁxe et ne cre´e pas de nou-
veaux threads a` l’exe´cution. Donc les pid-trees re´sultants ne vont pas grandir
en hauteur et avoir une largeur ﬁxe. Le nombre de threads est donc directement
lie´ au nombre de permutations dont on a besoin par e´tat, notre parame`tre de
mise a` e´chelle sera donc le nombre de threads. De plus le mode`le n’incorpore
pas de donne´es et donc le ﬁltrage par ordonnancement est re´duit a` un ordre
statique sur les places marque´s qui est peu discriminant comme crite`re.
Le re´seau de Petri qu’on conside`re est une composition se´quentielle des
sous re´seaux pre´sente´s en ﬁgure 7.7. On cre´e n instances de ce sous re´seau en
variant i de 1 a` n et joignant les places si,7 et s(i+1),1. Il faut mettre en avant
que chaque transition ti,8 est une barrie`re, et donc ne peut eˆtre franchie que si
tous les threads sont dans la place si,6. Le marquage initial du syste`me assigne
un multiensemble de n identiﬁants de processus {1·1, . . . , 1·n, } a` la place s1,1.
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pi
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Figure 7.7 – Sous-re´seau utilise´ pour le cas de controˆle de flot, ou` Xn
df
= {π1, . . . , πn}.
Les autres mode`les Les autres mode`les conside´re´s sont tire´s de l’e´ve`nement
Model Checking Contest, satellite des confe´rences Petri Nets 2012 et
2013. Les mode`les sont : CSRepetitions, Dekker, Kanban, Lamport-
FastMutEx, Mapk, NeoElection, RessAllocation, RwMutex, Sha-
redMemory, SimpleLoadBal et TokenRing. Leur description peut eˆtre
trouve´e dans [KLB+13]. Il s’agit de re´seaux de Petri place-transition. On ne
pre´sente pas les re´sultats pour ces mode`les en Python ici, car les re´sultats avec
et sans optimisations sont identiques (la table de re´sultats correspondante peut
cependant eˆtre trouve´e en annexe C.1). En eﬀet, dans le backend Python, les
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optimisations n’ont pas d’eﬀet sur ce type de re´seaux car l’imple´mentation
utilise´e par de´faut est la meˆme que l’imple´mentation optimise´e.
7.4.1 Bilan du model checking contest
Lors du Model Checking Contest 2012, Neco ne re´alisait que de l’ex-
ploration d’espace d’e´tats. Pour l’e´dition 2013, il a participe´ a` l’e´preuve de
ve´riﬁcation de proprie´te´s logiques LTL en plus.
Pour cette e´preuve Neco e´tait le seul model checker LTL explicite mais aussi
le seul model checker LTL a` fournir un re´sultat dans un temps raisonnable. Les
autres outils n’ont pas donne´ de re´sultats, ce qui a valu a` Neco la premie`re
place pour le model checking LTL.
L’e´preuve de construction d’espaces d’e´tats a aussi montre´ que Neco pouvait
eˆtre compe´titif. En eﬀet, le score obtenu e´tait de moitie´ celui des meilleurs outils
qui sont des outils symboliques. Cependant il n’e´tait pas le dernier du concours.
Ce qui montre que meˆme si Neco est un outil relativement jeune, il peut eˆtre
compe´titif avec les outils du domaine.
Au ﬁnal, l’oﬀre d’outils est assez pauvre, malgre´ une ple´thore apparente,
et Neco tient une place non ne´gligeable avec un cre´neau large. Le Model
Checking Contest montre la tre`s grande diﬃculte´ a` comparer les outils.
Une des diﬃculte´ est le format d’entre´e des outils de`s qu’on sort du monde
des re´seaux place/transition. C’est d’ailleurs la raison pour laquelle Neco n’a
participe´ que sur les mode`les bas niveau a` l’e´dition 2013 de la compe´tition.
Une seconde diﬃculte´ e´tait la ve´riﬁcation de formules logiques, en eﬀet lorsque
les outils sont en de´saccord, on ne posse`de aucune imple´mentation de re´fe´rence
pour de´terminer quel outil a raison. C’est directement lie´ a` la proble´matique
de certiﬁcation des model checkers pour assurer de leur correction. Finalement,
une comparaison se´rieuse entre les outils est actuellement diﬃcile et correspond
a` un grand eﬀort en temps et de mode´lisation.
7.5
Re´sultats expe´rimentaux
7.5.1 Re´sultats pour les optimisations et les re´ductions de
controˆle de flot
Les re´sultats pour le backend Python La premie`re se´rie de re´sultats pour
les optimisations et re´ductions de controˆle de ﬂot est pre´sente´e en table 7.1,
les acce´le´rations ne prennent pas en compte les temps de compilation. Les
mode`les de cette table sont des re´seaux colore´s. L’utilisation des optimisations
pre´sente´es dans le chapitre 3 produit une acce´le´ration jusqu’a` ×12 en temps
d’exploration tout en re´duisant les temps de compilation (la bibliothe`que pro-
duite est plus simple). On observe aussi une faible acce´le´ration sur le mode`le
Needham Schroeder, ceci est essentiellement a` duˆ a` l’utilisation de jetons
tre`s riches (objets Python) pour repre´senter l’espion et son algorithme d’ap-
prentissage. Ce code Python ne peut pas eˆtre optimise´ par notre approche, il
s’agit d’une proble´matique de compilation de Python et non compilation de
re´seaux de Petri.
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Les re´ductions de controˆle de ﬂot ont un eﬀet drastique sur certains mode`les,
en eﬀet on peut voir une acce´le´ration de ×200 sur le mode`le Choice 2, il s’agit
pourtant de notre mode`le “pire cas” cependant apre`s analyse on se rend compte
que la de´composition du controˆle de ﬂot e´limine les le test de pre´sence de jeton
dans l’unique place en entre´e de toutes les transitions, d’ou` cette acce´le´ration.
L’optimisation est donc tre`s eﬃcace sur le cas qu’on pre´voyait le pire, et qui
au ﬁnal est le meilleur. On remarque que plus le nombre de processus concur-
rents augmente plus cette acce´le´ration est importante par comparaison avec
OPT. Une acce´le´ration est aussi observe´e pour notre second “pire cas” Choice
Bis et notre “meilleur cas” Linear, certes moins impressionnante dans le cas
Choice Bis mais non ne´gligeable pour autant. L’approche se comporte donc
bien en ge´ne´ral, et on n’a pas re´ussi a` cerner la situation lorsque l’optimisation
est ne´faste, on observe cependant une perte de performances pour le mode`le
Needham Schroeder. Apre`s analyse par proﬁling sur ce mode`le, on remarque
qu’il s’agit d’un proble`me de fonction hachage, qui se comporte moins bien sur
la version avec re´duction de controˆle de ﬂot de ce mode`le.
Les re´sultats pour le backend Cython Pour ce backend les re´sultats
pour les mode`les haut niveau sont pre´sente´s sur la table 7.2. On remarque une
acce´le´ration avec utilisation d’optimisations (OPT) qui est encore plus impor-
tante lorsqu’on utilise des encodages bas niveau (PACK). On peut voir que pour
l’ensemble des mode`les l’utilisation d’optimisations de bas niveau est essentielle
pour be´ne´ﬁcier des meilleures performances.
Lors de l’utilisation des re´ductions de controˆle de ﬂot, on observe aussi
une acce´le´ration, moins marquante que dans le cas du backend Python car les
ope´rations de base sont moins couˆteuses mais non ne´gligeables pour autant. Le
plus important e´tant l’absence de de´ce´le´ration lors du calcul d’espaces d’e´tats,
ce qui indique que l’optimisation peut toujours eˆtre active´e sans entraver les
performances.
Pour les re´seaux de bas niveau, tables 7.3 et 7.4, on remarque un impact
nul des optimisations OPT. En eﬀet dans ces re´seaux toutes les places sont bas
niveau, il est donc diﬃcile de de´ﬁnir une strate´gie eﬃcace d’encodage et d’ex-
ploration sans travailler avec des ope´rations de bas niveau. Les performances
avec la conﬁguration PACK sont meilleures en ge´ne´ral. Cependant sur certains
mode`les comme Mapk par exemple, les re´sultats avec optimisations sont si-
milaires aux performances sans optimisations : c’est essentiellement duˆ au fait
que les optimisations ne s’appliquent pas sur ce mode`le.
On peut remarquer que lorsqu’on utilise des langages comme Cython et C++
les temps de compilation sont plus importants qu’avec Python. Dans certains
cas comme par exemple RwMutex w0010w0500 on a un facteur de ×1654
entre en temps de compilation et le temps d’exploration. On a un temps d’ex-
ploration tre`s petit et un temps de compilation tre`s long. On peut donc voir que
le surcouˆt de compilation peut eˆtre importants si le mode`le a un petit espace
d’e´tats. La compilation du meˆme mode`le en Python (pre´sente´ en annexe C.1)
prend 106s et son exploration 12s ce qui est plus eﬃcace alors que Python est
un langage qui s’exe´cute beaucoup plus lentement que Cython et C++.
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Table 7.1 – Re´sultats d’optimisations pour re´seaux haut niveau avec Python.
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Table 7.2 – Re´sultats d’optimisations pour re´seaux haut niveau avec Cython.
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Table 7.3 – Re´sultats d’optimisations pour re´seaux bas-niveau avec Cython
(partie 1).
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Table 7.4 – Re´sultats d’optimisations pour re´seaux bas-niveau avec Cython
(partie 2).
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7.5. Re´sultats expe´rimentaux
7.5.2 Re´sultats pour les re´ductions par syme´tries
Pour tester l’approche pre´sente´e dans le Chapitre 6, une imple´mentation
a e´te´ re´alise´e dans Neco. Dans nos e´tudes de cas on se focalise sur les calculs
en utilisant une approche par force brute et les deux re´ductions pre´ce´demment
pre´sente´es : l’approche comple`te avec permutations de sous arbres, et l’ap-
proche optimiste sans permutations. A` notre connaissance ce type de re´ductions
n’est supporte´ par aucun outil existant, par conse´quent aucune comparaison
directe n’a e´te´ re´alise´e. Ceci est principalement duˆ au fait qu’il existe tre`s
peu de travaux sur la cre´ation dynamique de processus et encore moins d’ou-
tils, mais aussi a` l’aggravation du proble`me d’explosion d’e´tats cause´e par la
cre´ation de nouveaux processus a` l’exe´cution et donc l’absence de techniques de
re´duction eﬃcaces. Cependant de nombreuses techniques existantes sont com-
patibles avec nos re´ductions et donc n’ont pas a` la concurrencer. Par ailleurs,
puisque l’imple´mentation actuelle de la technique a e´te´ re´alise´e en Python une
comparaison ne serait pas e´quitable.
Remarquons que dans le cas des CFG on aurait pu utiliser des syme´tries
classiques et se comparer a` un outil existant. Il y a des chances que ce serait
moins bon car les arbres se justiﬁent que lorsqu’on a de la cre´ation dynamique
et des relations entre pids, et comme ils ne sont pas gratuits, on devrait perdre
par rapport a` une autre approche plus simple.
L’imple´mentation utilise´e est base´e sur le module itertools de Python
pour ge´ne´rer les permutations de pid-trees. A` chaque fois qu’un ite´rateur est
construit, toutes les permutations sont cre´es pour eˆtre ite´re´es par la suite.
Cette approche n’est pas optimale, puisqu’il serait plus eﬃcace d’ite´rer sur les
permutations a` la vole´e et s’arreˆter lorsqu’un marquage ade´quat est trouve´. Nos
expe´rimentations permettent donc d’e´valuer les re´ductions qu’on peut espe´rer
de notre approche et non ses performances.
Les re´sultats pour le mode`le client-serveur Les re´sultats pour le mode`le
client serveur sont pre´sente´es en table 7.5. On a exe´cute´ diﬀe´rentes conﬁgura-
tions sur ce mode`le en faisant varier le nombre de clients c et le nombre n
d’ope´rations par thread. Ainsi, le nom d’une instance Client Server c3n4
signiﬁe que le mode`le contient 3 clients et 4 ope´rations par thread.
On observe une re´duction importante des espaces d’e´tats avec un facteur
de re´duction qui augmente avec la taille des instances, ce qui signiﬁe qu’on a
gagne´ un ordre de grandeur. On voit que pour la plus grande instance calculable
sans re´ductions sur notre machine de tests (Client Server c5n3) on a une
re´duction de facteur ×1133 et une re´duction en temps de calcul d’un facteur
×12.69. La re´duction du temps de calcul re´sulte du calcul d’un espace d’e´tats
plus petit, on a moins d’e´tats a` traiter. L’e´volution des temps de calcul pour
le mode`le avec 5 clients est montre´e en ﬁgure 7.8a et l’e´volution des tailles des
espaces d’e´tats en ﬁgure 7.8b.
Les mode`les de controˆle de flots (CFG) Les re´sultats pour les graphes
de controˆle de ﬂot ont e´te´ se´pare´s en deux parties pour diﬀe´rencier les deux
parame`tres de mise a` e´chelle. En table 7.6 on pre´sente les re´sultats pour 10
instances du sous re´seau en faisant varier le nombre de threads qui exe´cutent
le re´seau re´sultant. La ﬁgure 7.9a pre´sente les temps d’exploration pour les
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Table 7.5 – Re´sultats des re´ductions par syme´tries pour le mode`le Client-
Server (Python).
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7.6. Conclusion
(a) Temps d’exploration. (b) Taille des espaces d’e´tats.
Figure 7.8 – Re´sultats pour le mode`le Client Server c5 pour un nombre variable
de clients (axe horizontal).
diﬀe´rentes instances teste´es, on observe que les trois approches ont une crois-
sance exponentielle. Cependant si on regarde le meˆme graphique avec une
e´chelle logarithmique (ﬁgure 7.9b) on observe que cette croissance est moindre
pour les me´thodes avec re´ductions par syme´tries : on est passe´s a` un autre
ordre de grandeur.
La re´duction de la taille des espaces d’e´tats est importante comme on peut
le voir sur la ﬁgure 7.10a. On re´duit les espaces d’e´tats de manie`re eﬃcace. Il
est inte´ressant d’observer que les deux approches de re´duction produisent des
espaces d’e´tats de meˆme taille. En eﬀet, ces re´seaux de Petri appartiennent
a` une sous-classe pour laquelle l’approche optimiste est comple`te. En ge´ne´ral,
pour tout re´seau ou les jetons contiennent au plus un identiﬁant de processus,
l’approche optimiste sera comple`te. Ici aussi si on observe ces meˆmes re´sultats
que pre´ce´demment avec une e´chelle logarithmique (ﬁg. 7.10b) : un gain expo-
nentiel.
La seconde comparaison est re´alise´e sur le nombre d’instance du sous re´seau
en ﬁxant le nombre de threads. Les re´sultats sont pre´sente´s dans la table 7.7. Ici,
on peut remarquer qu’on obtient toujours la meˆme re´duction. Cela est duˆ a` la
structure du mode`le, en eﬀet on re´plique un sous re´seau dont le comportement
n’est pas inﬂuence´ par les autres sous re´seaux : les threads ne peuvent pas
diverger au dela` d’une barrie`re.
7.6
Conclusion
Dans ce chapitre nous avons pre´sente´ la boite a` outils Neco. Il s’agit d’un
ensemble d’outils de compilation de re´seaux de Petri et model checking LTL. Ils
produisent des bibliothe`ques dynamiques performantes pouvant eˆtre utilise´es
depuis Python ou de manie`re native depuis le C ou C++.
Neco imple´mente les approches de´crites dans ce manuscrit et a e´te´ utilise´
pour re´aliser des e´tudes de cas pour les valider. Ces e´tudes de cas ont montre´
l’eﬀet non ne´gligeable de ces approches pour la construction d’espaces d’e´tats.
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Table 7.6 – Re´sultats des re´ductions par syme´tries pour le mode`le CFG (ba-
ckend : Python, variable : nombre threads).
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Table 7.7 – Re´sultats des re´ductions par syme´tries pour le mode`le CFG (ba-
ckend : Python, variable : instances de sous re´seau).
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(a) Avec e´chelle line´aire. (b) Avec e´chelle logarithmique.
Figure 7.9 – Temps d’exploration pour le mode`le CFG 10 x pour un nombre variable
de threads (axe horizontal).
(a) Avec e´chelle line´aire. (b) Avec e´chelle logarithmique.
Figure 7.10 – Taille des espaces d’e´tats pour le mode`le CFG 10 x pour un nombre
variable de threads (axe horizontal).
La re´alisation de cet outil repre´sente un investissement important en temps
cependant les re´sultats sont prometteurs et montrent que Neco est compe´titif
avec les autres model checkers. De plus les re´sultats des re´ductions par syme´tries
oﬀrant des re´ductions notables en temps et espace.
Neco a d’ores et de´ja` des utilisateurs, notamment pour la ve´riﬁcation de
protocoles peer-to-peer pour la re´plication de ﬁchiers [34] et une imple´mentation
en re´seaux de Petri de pi-graphes 1 [140]. Le choix de Neco dans ces deux cas
a e´te´ rendu plus facile graˆce a` l’expressivite´ tre`s riche des langages d’entre´e,
dans le premier cas la mode´lisation e´tait re´alise´e en ABCD, et dans le second
cas directement en Python graˆce a` la bibliothe`que SNAKES.
1. Travail actuellement en cours au laboratoire IBISC.
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8 Conclusion
Dans cette the`se nous nous sommes focalise´s sur l’approche par compila-
tion du calcul des espaces d’e´tats des re´seaux de Petri, et les re´ductions d’es-
paces d’e´tats dans les syste`mes a` cre´ation dynamique de processus. Plusieurs
contributions sur les plans the´oriques et pratiques ont e´te´ pre´sente´es au ﬁl des
chapitres.
Nous avons de´ﬁni un cadre ge´ne´ral pour la compilation de re´seaux de Petri.
Ce cadre est inde´pendant du langage cible et est modulaire de par l’utilisation
d’interfaces pour divers modules utilise´s dans les algorithmes. Nous avons aussi
vu une famille d’optimisations de´rive´es de la structure du re´seau de Petri qui
acce´le`rent grandement l’exploration d’espaces d’e´tats et la compilation.
Cette approche de compilation a e´te´ applique´e dans le cadre d’un langage
de bas niveau, LLVM. Ce langage est suﬃsamment expressif pour permettre
une transcription aise´e des algorithmes, mais aussi assez bas niveau pour eˆtre
e´quipe´ d’une se´mantique formelle, ce qui nous a permis de re´aliser des preuves
de correction et terminaison des algorithmes dans cette repre´sentation.
Pour adresser les re´ductions d’espaces d’e´tats dans les syste`mes a` cre´ation
dynamique de processus, un nouveau cadre the´orique pour les re´ductions par
syme´tries a e´te´ de´ﬁni. Cela a mene´ a` la re´alisation d’algorithmes eﬀectifs et
eﬃcaces. La technique de re´duction se base sur une structure arborescente qui
est une repre´sentation d’un e´tat du mode`le. Une e´tape de normalisation de ces
arbres permet de calculer une repre´sentation canonique d’une classe d’e´tats ce
qui permet les re´ductions. Par la suite, on a aussi vu dans les e´tudes de cas que
ces re´ductions peuvent avoir un impact exponentiel sur les tailles des espaces
d’e´tats.
Finalement on a pre´sente´ la boite a` outils Neco, de´veloppe´e pendant la the`se
comme application des re´sultats sur le calcul des espaces d’e´tats et permettant
le model checking LTL. On a pre´sente´ les 4 outils qui la composent en nous
focalisant sur les deux compilateurs, l’un pour les re´seaux de Petri, l’autre pour
les formules LTL sur un mode`le compile´. Les diﬀe´rentes approches pre´sente´es
dans ce manuscrit y ont e´te´ imple´mente´es et des e´tudes de cas ont e´te´ re´alise´es.
Neco a aussi participe´ au Model Checking Contest 2012 et 2013, ce qui
a montre´ qu’il est compe´titif avec les outils du domaine.
Les perspectives a` court terme sont d’abord l’extension des techniques de
re´duction pre´sente´es ici a` la relation fre`re. Il s’agit essentiellement d’adapter la
normalisation pour prendre en compte cette relation, puis prouver la correction
8. Conclusion
de cette extension. Sur le plan pratique il s’agit aussi d’imple´menter l’approche
actuelle en Cython pour avoir des e´tudes de cas qui adressent de plus grands
mode`les puis imple´menter l’extension de´crite ci-dessus.
Sur le plan de la compilation il s’agit de continuer a` chercher des opti-
misations en se focalisant sur les formalismes de mode´lisation structure´s. En
eﬀet il est diﬃcile de re´aliser des optimisations eﬃcaces sur toute la famille des
re´seaux de Petri. En revanche, de`s qu’on ajoute des contraintes sur les mode`les
on peut trouver des optimisations eﬃcaces comme on l’a vu pour les re´ductions
de controˆle de ﬂot.
Sur le moyen terme, il s’agit essentiellement de stabiliser Neco et d’ajouter
des techniques de re´duction d’occupation me´moire. Actuellement, le stockage
de marquages est re´alise´ de manie`re simple et des techniques existantes ef-
ﬁcaces pourraient eˆtre imple´mente´es. Puis e´ventuellement, le backend LLVM
pourra eˆtre re´introduit. Cela permettrait aussi de retravailler le the´ore`me d’ex-
tensionnalite´ pour permettre le partage de me´moire, ce qui n’est pas possible
actuellement.
Sur le long terme, il s’agit de s’orienter encore plus vers les re´ductions
par syme´tries d’espaces d’e´tats. En travaillant sur des formalismes structure´es
qui aident a` la re´duction. On a remarque´ que l’approche optimiste peut eˆtre
comple`te si le mode`le a une forme particulie`re. En analysant les mode`les on
observe que les permutations des pid-trees ne sont ne´cessaires que si certains
jetons posse`dent plus d’un pid, or un jeton avec plus d’un pid peut eˆtre vu
comme une primitive de communication entre deux processus. Le travail de
recherche est donc de trouver un moyen pour les processus de communiquer
tout en minimisant le surcouˆt de cette communication car elle introduit des
permutations dans les pid-trees.
Finalement, dans cette the`se nous avons vu qu’un compromis entre la facilite´
de mode´lisation et l’eﬃcacite´ de ve´riﬁcation est possible. Cette the`se montre
que nous pouvons eˆtre eﬃcaces tout en proposant une grande expressivite´, au
sens facilite´ de mode´lisation, mais aussi de´cidabilite´ : les re´seaux de Petri qu’on
propose sont annote´s par un langage Turing complet. En pratique, on reporte
donc sur l’utilisateur la responsabilite´ des proble`mes lie´s a` la non-de´cidabilite´
de ce langage. Des restrictions syntaxiques et des conseils de mise en oeuvre
peuvent aider mais l’utilisateur pourra ge´ne´ralement les contourner s’il n’est pas
suﬃsamment attentif aux risques, ou s’il le souhaite. Ceci n’est pas fondamenta-
lement diﬀe´rent de ce qui arrive lorsqu’on programme, les pre´cautions a` prendre
et la de´marche a` suivre en cas d’erreur sont donc essentiellement les meˆmes. En
contrepartie de cet inconve´nient, l’avantage de proposer un langage existant,
complet, et re´pandu est qu’on transmet aussi une grande partie de la de´cision
concernant l’eﬃcacite´ entre les mains de l’utilisateur : s’il de´sire passer peu de
temps, avoir rapidement des simulations, ou des re´sultats sur de petits mode`les,
il peut le faire graˆce a` un langage de couleurs tre`s haut niveau ; dans Neco, il
s’agit de Python. Mais s’il veut progresser ensuite vers l’eﬃcacite´, il peut de
manie`re incre´mentale ame´liorer son mode`le, spe´cialiser les types des places et
imple´menter des structures eﬃcaces en C/C++/Cython ou tout langage qui s’in-
terface avec Python (donc presque tout langage en pratique). Il en re´sulte que
la de´marche de mode´lisation se rapproche du de´veloppement traditionnel en
cela que les outils propose´s ressemblent a` ceux que l’utilisateur connaˆıt. De son
point de vue, on lui propose un “vrai” langage de programmation, e´tendu par
des constructions issues des re´seaux de Petri qui facilitent l’expression de la
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concurrence, des communications et d’autres aspects ge´ne´ralement diﬃciles a`
programmer. Ceci est comple´te´ par des possibilite´s de simulation automatique
ou interactive et un outil de diagnostique (le model checker) proposant des
traces facilement exploitables. Au ﬁnal, la mode´lisation devient une activite´
familie`re dont il est facile de comprendre les rouages car la technique reste
cache´e (de meˆme qu’un programmeur n’a pas besoin de comprendre ce que fait
vraiment son compilateur). Ainsi facilite´e, on peut espe´rer que la de´marche de
mode´lisation, et ve´riﬁcation, pourra eˆtre plus largement utilise´e de fac¸on plus
pertinente.
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A.1
Implantation des Marquages
Dans cette section on de´crit la re´alisation d’une structure de marquage.
Un marquage simple peut eˆtre imple´mente´ avec une structure qui contient des
pointeurs sur des places. Le type de cette structure est struct(ts0 , . . . , tsn) ou`
tsi est le type de la i-e`me place (la place si en e´nume´rant les places a` partir de
0). La seule chose qu’on suppose est que les structures qui encodent les places
ne partagent pas de me´moire.
A.1.1 Interpre´tation et les proprie´te´s
On de´ﬁnit l’interpre´tation re´cursivement sur la structure. Si pmrk est un
pointeur sur la structure de marquage dans un tas H bien forme´, alors par
de´ﬁnition on a
H(pmrk ) = (struct(ts0 , . . . , tsn), (ps0 , . . . , psn))
On de´ﬁnit l’interpre´tation dans ces conditions par :
JH, pmrk Kmrk = {s0 7→ JH, ps0Ks0 , . . . , sn 7→ JH, psnKsn}
On ve´riﬁe que la fonction d’interpre´tation est valide (supposition 4.2 page 53).
Soient H, H ′ deux tas et p, p′ deux pointeurs sur des structures de mar-
quages tels que p ∈ dom(H) et p′ ∈ dom(H ′). Si (H, p) =st (H
′, p′) alors
JH, pKmrk = JH ′, p′Kmrk .
Preuve. Par de´ﬁnition de la fonction d’interpre´tation et de la structure car les
fonctions d’interpre´tation des places ve´riﬁent la proprie´te´ de validite´. ⊓⊔
On ve´riﬁe maintenant la proprie´te´ de cohe´rence pour cette structure de donne´es
(pre´requis 4.3 page 54).
Soient H, H ′ deux tas, F , F ′ deux frames, pmrk un pointeur de H sur une
structure de marquage, et ps un pointeur sur une place de cette structure. Si
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ps ∈ pmrk ↓H , JH, pmrk Kmrk (s) = JH, psKs, ( seq )H,F  ( seq ′ )H⊕H′,F ′ et
pmrk /∈ dom(H
′), alors
JH ⊕H ′, pmrk Kmrk (s) = JH ⊕H ′, psKs
Preuve. Imme´diat par de´ﬁnition de J·, ·Kmrk car
(H ⊕H ′)(pmrk ) = H(pmrk ) = (struct(ts0 , . . . , tsn), (ps0 , . . . , psn))
⊓⊔
La proprie´te´ de se´paration quant a` elle est triviale dans cette structure car
les places sont se´pare´es (pre´requis 4.4 page 54).
Soit pmrk un pointeur sur une structure de marquage dans un tas H. Si ps
et ps′ sont deux pointeurs sur deux places distinctes de cette structure alors on
a ps↓H ∩ ps′ ↓H= ∅.
Preuve. Par de´ﬁnition de la structure. ⊓⊔
A.1.2 Les fonctions get
Si si est la i-e`me place du marquage alors on de´ﬁnit la fonction getsi de la
structure de marquage par :
P (getsiLxmrk M) df=
{
xsi = gep xmrk , 0, i
ret xsi
On ve´riﬁe que cette fonction imple´mente l’interface demande´e.
Proposition A.1. La fonction getsi ve´rifie bien sa spe´cification (cf. 1 page
57), i.e., Si (
fcall getsi (pmrk )
)
H,F
 
(
ps
)
H
alors ps↓H⊂ pmrk ↓H et JH, pmrk Kmrk (si) = JH, psKs.
Preuve. Imme´diat par de´ﬁnition de la structure et de J·, ·Kmrk . ⊓⊔
A.1.3 La fonction copy
On de´ﬁnit la fonction copymrk de la structure de marquage par :
P (copymrk Lxmrk M) df=

x′mrk = alloc struct(ts0 , . . . , tsn)
xsi = fcall getsi (xmrk )
x′si = fcall getsi (x
′
mrk )
pcall copysi (xsi , x
′
si
)
 pour 0 ≤ i ≤ n
ret x′mrk
Remarquons que dans le cadre d’une se´mantique copy-on-write, on ne ferait
pas de copie en profondeur mais juste une copie de pointeurs. La copie des
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places serait re´alise´e a` la premie`re e´criture ce qui permettrait de gagner en
performances.
Pour ve´riﬁer que cette fonction imple´mente bien l’interface demande´e, on
va passer par deux lemmes prouvant respectivement le cœur de la fonction et
la spe´ciﬁcation du point de vue du corps de la fonction. Le re´sultat attendu
sera une conse´quence imme´diate du second lemme.
Pour un marquage M , un tas H, un frame F , xmrk une variable et pmrk
un pointeur tels que F (xmrk ) = pmrk et JH, pmrk Kmrk = M . La spe´ciﬁcation
demande´e de la fonction copymrk est la suivante :(
fcall copymrk (xmrk )
)
H,F
 
(
p′mrk
)
H⊕H′
dom(H ′) ∩ dom(H) = ∅
p′mrk ↓H⊕H′⊆ dom(H
′)
JH, pmrk Kmrk = JH ⊕H ′, pmrk Kmrk = JH ⊕H ′, p′mrk Kmrk
Lemme A.2. Soit M un marquage, H un tas bien forme´, pmrk et p
′
mrk deux
pointeurs de H sur des instances distinctes de la structure de marquage tels
que pmrk ↓H ∪ p
′
mrk ↓H = dom(H) et JH, pmrk Kmrk = M . Soit F un frame,
xmrk et x
′
mrk deux variables tels que F (xmrk ) = pmrk et F (x
′
mrk ) = p
′
mrk . Soit
seq la se´quence d’instructions suivante qui correspond au coeur de la fonction
copymrk :
seq
df
=

xs0 = fcall gets0 (xmrk )
x′s0 = fcall gets0 (x
′
mrk )
pcall copys0 (xs0 , x
′
s0
)
. . .
xsn = fcall getsn (xmrk )
x′sn = fcall getsn (x
′
mrk )
pcall copysn (xsn , x
′
sn
)
Si on re´duit toute la se´quence, i.e., si(
seq
)
H,F
 ∗
(
skip
)
H⊕H′,F⊕β
alors
β
df
=
{
xs0 7→ ps0 , . . . , xsn 7→ psn ,
x′s0 7→ p
′
s0
, . . . , x′sn 7→ p
′
sn
}
(A.1)
dom(H) ∩ dom(H ′) ⊆ p′s0 ↓H ∪ · · · ∪ p
′
sn
↓H⊆ p
′
mrk ↓H (A.2)
JH, pmrk Kmrk (si) = JH, psiKsi = JH ⊕H ′, psiKsi = qH ⊕H ′, p′siysi
pour 0 ≤ i ≤ n
(A.3)
Le re´sultat (A.1) est le re´sultat de toutes les aﬀectations exe´cute´es. Le
re´sultat (A.2) assure que seuls les pointeurs de la structure de marquage pointe´e
par p′mrk sont dans le domaine de H
′, plus pre´cise´ment les pointeurs accessibles
a` partir des places s0, . . . , sn, et donc c’est la seule partie du tas susceptible
d’eˆtre modiﬁe´e. Cette conse´quence aidera a` argumenter les conditions sur les
domaines de la spe´ciﬁcation. Le dernier re´sultat (A.3) assure qu’on copie bien
le contenu des places.
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Preuve. On fait la preuve par induction sur n.
Pour le cas de base, n = 0 : On sait que seq est de la forme suivante
seq
df
=

xs0 = fcall gets0 (xmrk )
x′s0 = fcall gets0 (x
′
mrk )
pcall copys0 (xs0 , x
′
s0
)
Soit H un tas, et F un frame tels que de´crits dans l’e´nonce´. On va re´duire la
se´quence et propager les re´sultats.
(
seq
)
H,F
 ∗
(
x′s0 = fcall gets0 (x
′
mrk )
pcall copys0 (xs0 , x
′
s0
)
)
H,F0
avec F0
df
= F ⊕ β0. Par de´ﬁnition de la spe´ciﬁcation de la fonction gets0 on a :
β0
df
= {xs0 7→ ps0}
ps0 ↓H⊂ pmrk ↓H
JH, ps0Ks0 = JH, pmrk Kmrk (s0)
On continue a` re´duire la se´quence :(
x′s0 = fcall gets0 (x
′
mrk )
pcall copys0 (xs0 , x
′
s0
)
)
H,F0
 ∗
(
pcall copys0 (xs0 , x
′
s0
)
)
H,F1
avec F1
df
= F0 ⊕ β1. De meˆme, par de´ﬁnition de la spe´ciﬁcation de la fonction
gets0 on a :
β1
df
= {x′s0 7→ p
′
s0
}
p′s0 ↓H⊂ p
′
mrk ↓H
q
H, p′s0
ys0
= JH, p′mrk Kmrk (s0)
On eﬀectue la dernie`re re´duction :(
pcall copys0 (xs0 , x
′
s0
)
)
H,F1
 ∗
(
skip
)
H⊕H0,F1
Et par de´ﬁnition de la proce´dure copys0 , on a :
dom(H) ∩ dom(H0) ⊆ p
′
s0
↓H
JH, ps0Ks0 = JH ⊕H0, ps0Ks0 = qH ⊕H0, p′s0ys0
On a bien le re´sultat souhaite´ :
β
df
= β0 ⊕ β1 = {xs0 7→ ps0 , x
′
s0
7→ p′s0}
dom(H) ∩ dom(H0) ⊆ p
′
s0
↓H⊆ p
′
mrk ↓H
JH, pmrk Kmrk (s0) = JH, ps0Ks0 = JH ⊕H0, ps0Ks0 = qH ⊕H0, p′s0ys0
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Pour le cas inductif, on suppose le lemme est vrai pour n− 1, c’est-a`-dire que :
xs0 = fcall gets0 (xmrk )
x′s0 = fcall gets0 (x
′
mrk )
pcall copys0 (xs0 , x
′
s0
)
. . .
xsn−1 = fcall getsn−1 (xmrk )
x′sn−1 = fcall getsn−1 (x
′
mrk )
pcall copysn−1 (xsn−1 , x
′
sn−1
)

H,F
 ∗
(
skip
)
H⊕H0,
F⊕β0
avec comme conse´quences :
β0
df
=
{
xs0 7→ ps0 , . . . , xsn−1 7→ psn−1 ,
x′s0 7→ p
′
s0
, . . . , x′sn−1 7→ p
′
sn−1
}
(A.4)
dom(H) ∩ dom(H0) ⊆ p
′
s0
↓H ∪ · · · ∪ p
′
sn−1
↓H⊆ p
′
mrk ↓H (A.5)
JH, pmrk Kmrk (si) = JH, psiKsi = JH ⊕H0, psiKsi = qH ⊕H0, p′siysi
pour 0 ≤ i ≤ n− 1
(A.6)
Maintenant on va prouver que le lemme est vrai pour n. On applique l’hy-
pothe`se d’induction sur notre but initial, et on obtient :
xs0 = fcall gets0 (xmrk )
x′s0 = fcall gets0 (x
′
mrk )
pcall copys0 (xs0 , x
′
s0
)
. . .
xsn−1 = fcall getsn−1 (xmrk )
x′sn−1 = fcall getsn−1 (x
′
mrk )
pcall copysn−1 (xsn−1 , x
′
sn−1
)
xsn = fcall getsn (xmrk )
x′sn = fcall getsn (x
′
mrk )
pcall copysn (xsn , x
′
sn
)

H,F
 ∗
 xsn = fcall getsn (xmrk )x′sn = fcall getsn (x′mrk )
pcall copysn (xsn , x
′
sn
)

H⊕H0,
F0
avec F0
df
= F ⊕β0 et les conse´quences (A.4), (A.5), (A.6) ci-dessus. On continue
a` re´duire de la meˆme manie`re que dans le cas de base. xsn = fcall getsn (xmrk )x′sn = fcall getsn (x′mrk )
pcall copysn (xsn , x
′
sn
)

H⊕H0,
F⊕β0
 ∗
(
pcall copysn (xsn , x
′
sn
)
)
H⊕H0,
F1
avec F1
df
= F0 ⊕ β1 et
β1
df
= {xsn 7→ psn , x
′
sn
7→ p′sn}
psn ↓H⊂ pmrk ↓H
p′sn ↓H⊂ p
′
mrk ↓H
JH ⊕H0, psnKsn = JH ⊕H0, pmrk Kmrk (sn)
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q
H ⊕H0, p
′
sn
ysn
= JH ⊕H0, p′mrk Kmrk (sn)
Or comme les places sont disjointes, on a
dom(H0) ∩ psn ↓H= dom(H0) ∩ p
′
sn
↓H= ∅
Les conclusions (A.5) et (A.6) sont pre´serve´es, car on n’a pas modiﬁe´ le tas.
Les xsi sont tous diﬀe´rents pour 0 ≤ i ≤ n (SSA), donc
β0 ⊕ β1 =
{
xs0 7→ ps0 , . . . , xsn 7→ psn ,
x′s0 7→ p
′
s0
, . . . , x′sn 7→ p
′
sn
}
De plus, on a :
JH, psnKsn = JH, pmrk Kmrk (sn) = JH ⊕H0, psnKsn
q
H, p′sn
ysn
= JH, p′mrk Kmrk (sn) = qH ⊕H0, p′snysn
Car la re´duction de l’hypothe`se d’induction n’a pas pu modiﬁer les places
pointe´es par psn et p
′
sn
(elles n’appartiennent pas au domaine des modiﬁca-
tions (A.5)). On ﬁnalise les re´ductions :(
pcall copysn (xsn , x
′
sn
)
)
H⊕H0,
F1
 ∗
(
skip
)
H⊕H0⊕H1,
F1
Par la spe´ciﬁcation de la proce´dure copysn , on obtient :
dom(H ⊕H0) ∩ dom(H1) ⊆ p
′
sn
↓H
JH, psnKsn = JH ⊕H0 ⊕H1, psnKsn = qH ⊕H0 ⊕H1, p′snysn
Au ﬁnal on obtient le re´sultat souhaite´ car la condition sur les domaines nous
assure qu’on n’a pas modiﬁe´ les places s0, . . . , sn−1 (donc on pre´serve les in-
terpre´tations) et l’ope´ration ⊕ est associative.
β = β0 ⊕ β1 =
{
xs0 7→ ps0 , . . . , xsn 7→ psn ,
x′s0 7→ p
′
s0
, . . . , x′sn 7→ p
′
sn
}
dom(H) ∩ dom(H0 ⊕H1) ⊆ p
′
s0
↓H ∪ · · · ∪ p
′
sn
↓H⊆ p
′
mrk ↓H
JH, pmrk Kmrk (si) = JH, psiKsi
= JH ⊕H0 ⊕H1, psiKsi
=
q
H ⊕H0 ⊕H1, p
′
si
ysi
pour 0 ≤ i ≤ n
⊓⊔
Le lemme qui suit ve´riﬁe que le corps de la fonction copymrk se comporte
bien. Une fois qu’on l’aura prouve´, le re´sultat qu’on cherche sera imme´diat.
Lemme A.3. Soit M un marquage, H un tas bien forme´, F un frame, xmrk
une variable et pmrk un pointeur de H sur une structure de marquage tels que
pmrk ↓H = dom(H), F (xmrk ) = pmrk et JH, pmrk Kmrk = M . Si on re´duit le
corps de la fonction copymrk , i.e., si(
P (copymrk Lxmrk M) )H,F  ∗ ( p′mrk )H⊕H′
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alors
dom(H) ∩ dom(H ′) = ∅ (A.7)
p′mrk ↓H⊕H′⊆ dom(H
′) (A.8)
JH, pmrk Kmrk = JH ⊕H ′, pmrk Kmrk = JH ⊕H ′, p′mrk Kmrk (A.9)
Le re´sultat (A.7) nous assure qu’on alloue un nouveau tas. Le re´sultat
(A.8) nous assure que le nouveau marquage pointe´ par p′mrk ne partage pas
de me´moire avec le marquage pointe´ par pmrk . Et le dernier re´sultat (A.9)
assure qu’on copie bien la structure de marquage.
Preuve. On fait cette preuve en re´duisant la se´quence P (copymrk Lxmrk M). Par
de´ﬁnition :
P (copymrk Lxmrk M) df=

x′mrk = alloc struct(ts0 , . . . , tsn)
xsi = fcall getsi (xmrk )
x′si = fcall getsi (x
′
mrk )
pcall copysi (xsi , x
′
si
)
 pour 0 ≤ i ≤ n
ret x′mrk
Soit H un tas et F un frame tels que de´crit dans l’e´nonce´. On commence a`
re´duire :
(
P (copymrk L pmrk M) )H,F  ∗

xs0 = fcall gets0 (xmrk )
x′s0 = fcall gets0 (x
′
mrk )
pcall copys0 (xs0 , x
′
s0
)
. . .
xsn = fcall getsn (xmrk )
x′sn = fcall getsn (x
′
mrk )
pcall copysn (xsn , x
′
sn
)
ret x′mrk

H⊕H0,F0
ou` F0
df
= F ⊕ β0 et β0
df
= {x′mrk 7→ p
′
mrk}. Par la de´ﬁnition de l’instruction alloc
et la fonction new on a :
dom(H) ∩ dom(H0) = ∅ (A.10)
p′mrk ↓H⊕H0= dom(H0) (A.11)
et on sait que H0 est bien forme´. On applique le lemme A.2, les hypothe`ses
ne´cessaires e´tant respecte´es :
pmrk ↓H⊕H0 ∪ p
′
mrk ↓H⊕H0= dom(H ⊕H0)
JH ⊕H0, pmrk Kmrk =M
βF0 = {xmrk 7→ pmrk , x
′
mrk 7→ p
′
mrk}
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Apre`s l’application du lemme, on obtient :
xs0 = fcall gets0 (xmrk )
x′s0 = fcall gets0 (x
′
mrk )
pcall copys0 (xs0 , x
′
s0
)
. . .
xsn = fcall getsn (xmrk )
x′sn = fcall getsn (x
′
mrk )
pcall copysn (xsn , x
′
sn
)
ret x′mrk

H⊕H0,F0
 ∗
(
ret x′mrk
)
H⊕H0⊕H1,F1
ou` F1
df
= F0 ⊕ β1 avec
β1
df
=
{
xs0 7→ ps0 , . . . , xsn 7→ psn ,
x′s0 7→ p
′
s0
, . . . , x′sn 7→ p
′
sn
}
(A.12)
dom(H⊕H0)∩dom(H1) ⊆ p
′
s0
↓H⊕H0 ∪ · · ·∪p
′
sn
↓H⊕H0⊆ p
′
mrk ↓H⊕H0 (A.13)
JH ⊕H0, pmrk Kmrk (si) = JH ⊕H0, psiKsi
= JH ⊕H0 ⊕H1, psiKsi
=
q
H ⊕H0 ⊕H1, p
′
si
ysi
pour 0 ≤ i ≤ n
(A.14)
On fait la dernie`re re´duction :(
ret x′mrk
)
H⊕H0⊕H1,F1
 
(
p′mrk
)
H⊕H0⊕H1,F1
Le re´sultat (A.13) implique que
dom(H ⊕H0) ∩ dom(H1) ⊆ dom(H0)
car p′mrk ↓H⊕H0⊆ dom(H0). On obtient donc les deux premie`res conse´quences
du lemme car l’ope´ration ⊕ est associative :
dom(H) ∩ dom(H0 ⊕H1) = dom(H) ∩ dom(H0) = ∅
p′mrk ↓H⊕H0⊕H1= p
′
mrk ↓H0⊕H1⊆ dom(H0 ⊕H1)
La troisie`me conse´quence
JH, pmrk Kmrk = JH ⊕H0 ⊕H1, pmrk Kmrk = JH ⊕H0 ⊕H1, p′mrk Kmrk
est vraie par la proprie´te´ de cohe´rence de la structure de marquage en utilisant
le re´sultat (A.14). ⊓⊔
Proposition A.4. la fonction copymrk ve´rifie bien sa spe´cification, i.e., pour
un marquage M , un tas H, un frame F , xmrk une variable et pmrk un pointeur
tels que F (xmrk ) = pmrk et JH, pmrk Kmrk =M , on a :(
fcall copymrk (xmrk )
)
H,F
 
(
p′mrk
)
H⊕H′
dom(H ′) ∩ dom(H) = ∅
p′mrk ↓H⊕H′⊆ dom(H
′)
JH, pmrk Kmrk = JH ⊕H ′, pmrk Kmrk = JH ⊕H ′, p′mrk Kmrk
170
A.1. Implantation des Marquages
Preuve. Ceci est une conse´quence imme´diate du lemme A.3, en utilisant la
re`gle de re´duction de l’instruction fcall . ⊓⊔
A.1.4 La fonctions cons
L’implantation de la fonction consmrk est de´ﬁnie par
P (consmrk L M) df=

xmrk = alloc struct(t0, . . . , tn)
xs1 = fcall gets1 (xmrk )
pcall clear s1 (xs1)
. . .
xsn = fcall getsn (xmrk )
pcall clear sn (xsn)
Pour prouver la correction de cette fonction, on se base sur un lemme qui
montre que la se´quence des fonctions get et clear “nettoie” bien le marquage.
Une fois ce lemme prouve´ il nous suﬃra de montrer qu’on alloue un nouveau
marquage d’interpre´tation quelconque puis on le “nettoie”.
Lemme A.5. La se´quence des fonctions get et clear “nettoie” bien la structure
de marquage, i.e., si H est un tas, F est un frame, xmset est une variable et pmrk
est un pointeur sur une structure de marquage, tels que dom(H) = pmrk ↓H et
F (xmrk ) = pmrk , alors
xs0 = fcall gets0 (xmrk )
pcall clear s0 (xs0)
. . .
xsn = fcall getsn (xmrk )
pcall clear sn (xsn)

H,F
 
(
skip
)
H⊕H′,F⊕β
et
β = {xs0 7→ ps0 , . . . , xsn 7→ psn}
JH ⊕H ′, pmrk Kmrk (si) = JH ⊕H ′, psiKsi = ∅
pour 0 ≤ i ≤ n
Preuve. La preuve se fait par induction sur n. Pour le cas de base, on a :(
xs0 = fcall gets0 (xmrk )
pcall clear s0 (xs0)
)
H,F
 
(
pcall clear s0 (xs0)
)
H,F0
avec F0 = F ⊕ {xs0 7→ ps0} et JH, pmrk Kmrk (s0) = JH, ps0Ks0 . On continue en
re´duisant graˆce a` la spe´ciﬁcation de la fonction clears0 :(
pcall clear s0 (xs0)
)
H,F0
 
(
skip
)
H⊕H0,F0
avec JH ⊕H0, ps0Ks0 = ∅. On conclue par la proprie´te´ de cohe´rence de la struc-
ture de marquage.
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Pour le cas inductif, on commence par appliquer l’hypothe`se d’induction
pour re´duire les n− 1 premie`res paires d’instructions.
xs0 = fcall gets0 (xmrk )
pcall clear s0 (xs0)
. . .
xsn−1 = fcall getsn−1 (xmrk )
pcall clear sn−1 (xsn−1)
xsn = fcall getsn (xmrk )
pcall clear sn (xsn)

H,F
 
(
xsn = fcall getsn (xmrk )
pcall clear sn (xsn)
)
H⊕H0,F0
avec
F0 = F ⊕ {xs0 7→ ps0 , . . . , xsn−1 7→ psn−1} (A.15)
JH ⊕H0, pmrk Kmrk (si) = JH ⊕H0, psiKsi = ∅
pour 0 ≤ i ≤ n− 1
(A.16)
On re´duit la dernie`re paire d’instructions de la meˆme manie`re que dans le cas
de base :(
xsn = fcall getsn (xmrk )
pcall clear sn (xsn)
)
H⊕H0,F0
 
(
skip
)
H⊕H0⊕H1,F1
avec F1 = F0 ⊕ {xsn 7→ psn} et
JH ⊕H0 ⊕H1, pmrk Kmrk (sn) = JH ⊕H0 ⊕H1, psnKsn
= ∅
de plus par la proprie´te´ de se´paration les places sont disjointes et donc les
re´sultats (A.15) et (A.16) sont pre´serve´s pour le tas H ⊕H0⊕H1. On conclue
par la proprie´te´ de cohe´rence. ⊓⊔
Proposition A.6. La fonction consmrk ve´rifie bien sa spe´cification, i.e.,(
fcall consmrk ()
)
∅,F
 
(
pmrk
)
H
JH, pmrk Kmrk = ∅
Preuve. Conse´quence du lemme pre´ce´dent en utilisant la de´ﬁnition de la re`gle
alloc. ⊓⊔
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B Preuves du chapitre 6
Toutes les preuves sont faites dans le contexte d’un re´seau de Petri N =
(S, T, ℓ) avec les suppositions du chapitre 6.
B.1
Preuves des re´sultats auxiliaires (section 6.3)
B.1.1 Proposition 6.2
Soit M un marquage pid-cohe´rent d’un re´seau de Petri. Si t ∈ R(M) est
une repre´sentation de M , alors
1. mrk(N(t)) est pid-cohe´rent ;
2. M et mrk(N (t)) sont htN e´quivalents, i.e., M ∼ mrk(N (t)). ⊓⊔
Preuve.
1. Parce que, pour chaque paire 〈π, πη〉 ∈M(sη) le noeud dans t a` la position
πη est le ﬁls le plus a` droite du noeud a` la position π (de´ﬁnition 6.11), on a
htN (πη) le plus grand pid qui satisfait h
t
N (π)∢1h
t
N (πη) et donc mrk(N(t))
est pid-cohe´rent.
2. htN est une bijection qui assigne aux pids de pid t les pids dans pidN (t).
Cette bijection pre´serve les relations ∢1 et ∢ parce qu’elle ne change que
les noms de pids et non leur relations, par conse´quent les condition de la
de´ﬁnition 6.4 sont satisfaites.
⊓⊔
B.1.2 Proposition 6.3
Soit M un marquage pid-cohe´rent d’un re´seau de Petri. Si t, t′ ∈ Rs(M)
alors t′ est une permutation de t. ⊓⊔
Preuve. Par de´ﬁnition Rs(M) ⊆ R(M), on sait que
pid t = pid t′ = pidM (B.1)
mrk(t) = mrk(t′) =M (B.2)
B. Preuves du chapitre 6
si t et t′ diﬀe`rent en nombre de branches, ou diﬀe`rent en la longueur de leur
branches (longueur minimale car pid-trees re´duits) alors (B.1) est viole´e. S’ils
diﬀe`rent en leurs marquages alors (B.2) est viole´e. Donc les pid-trees t et t′ ne
peuvent diﬀe´rer que par l’ordonnancement de leurs enfants. ⊓⊔
Le corollaire 6.4 est imme´diat.
B.1.3 Proposition 6.6
Soit t ∈ Rso(M) un pid-tree, alors pour tout t
′ ∈ Rs(M) on a :
t ≡ t′ ⇔ t′ ∈ Rso(M) 
Preuve.
(⇒) t ≡ t′, t’ est re´duit et pid-free ordonne´ donc il est dans Rso(M).
(⇐) t′ ∈ Rso , donc t
′ est re´duit et pid-free ordonne´, t et t′ ne peuvent
diﬀe´rer qu’en des noeuds e´quivalents, sinon t′ ne serait pas dans Rso(M),
par conse´quent t ≡ t′. ⊓⊔
⊓⊔
B.2
Preuves de l’algorithme de construction (section 6.4)
B.2.1 Proposition 6.9
L’algorithme 6.1 construit une repre´sentation sous forme de pid-tree d’un
marquage pid-cohe´rent.
(sche´ma). On conside`re un marquage pid-cohe´rent M . L’algorithme de´marre
avec l’ pid-tree 〈∅, 〈〉〉.
Si le marquage M est vide alors aucune modiﬁcation n’est fait, on renvoie
ce pid-tree. C’est le plus petit pid-tree bien forme´, qui est une repre´sentation
de M .
Sinon, s’il y a des jetons dans les places diﬀe´rentes de sη on les ajoute a`
gauche, les ﬁls les plus a` droite ne sont donc pas modiﬁe´s (s’ils existent). Le
pid-tree reste bien forme´ et une repre´sentation deM puisqu’on ajoute les jetons
dans l’arbre.
Pour chaque futur-pid, on ajoute un sous arbre a` gauche d’un noeud. Parce
que le marquage est pid-cohe´rent, il ne peut y avoir qu’un seul ﬁls de ce type
par noeud. De plus le placer en tant que ﬁls le plus a` droite force la troisie`me
condition de la de´ﬁnition 6.11 a` eˆtre vraie. Le jeton correspondant de la place
sη est aussi ajoute´ a` l’arbre, il est donc bien forme´ et une repre´sentation de
M . ⊓⊔
B.2.2 Proposition 6.10
La fonction de re´duction S transforme une repre´sentation d’un marquage
en une repre´sentation re´duite du meˆme marquage. ⊓⊔
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B.3. Preuves des algorithmes (section 6.6)
Preuve. Pour respecter la de´ﬁnition des pid-tree bien forme´s, on ne supprime
que les noeuds correspondants aux pids non re´fe´rence´s, par conse´quent l’arbre
re´sultant sera bien forme´. Le marquage reste le meˆme parce que les noeuds ⊥
se comportent comme des marquages vides. De plus, la transformation ne peut
modiﬁer les noeuds ⊥ correspondants aux futur-pids car il s’agit de feuilles.
L’arbre re´sultant ne posse`de plus de noeuds internes e´tiquete´s par ⊥ et donc
pas de pids non re´fe´rence´s, il s’agit d’un arbre re´duit. ⊓⊔
B.2.3 Proposition 6.11
L’application de la fonction de normalisation N sur un pid-tree produit un
pid-tree normalise´.
Preuve. Imme´diat de part l’imple´mentation qui est base´e directement sur la
de´ﬁnition de la normalisation de pid-trees. ⊓⊔
B.3
Preuves des algorithmes (section 6.6)
L’algorithme 6.2 est correct et termine.
(sche´ma). On ve´riﬁe juste que cette fonction renvoie un espace d’e´tats minimal
contenant un marquage e´quivalent a` M .
On construit un pid-tree re´duit et ordonne´ du marquage M . On e´nume`re
toutes les repre´sentations re´duites du marquageM (corollaire 6.7), on normalise
chacune de ces repre´sentations et construit le marquage re´sultant. Si un de ces
marquages correspond a` un marquage dans l’espace d’e´tats, alors on a de´ja`
un e´tat e´quivalent (the´ore`me 6.8). Sinon, on ajoute une des repre´sentations a`
l’espace d’e´tats, ce qui est aussi correct de par le the´ore`me 6.8.
L’espace d’e´tats est minimal car sinon on aurait trouve´ un e´tat e´quivalent
dans l’ensemble d’e´tats.
La terminaison est triviale car l’ensemble des repre´sentations re´duites et
ordonne´es des pid-trees est ﬁni. ⊓⊔
L’algorithme 6.3 est correct et termine.
Preuve. Trivial car on ajoute toujours un marquage e´quivalent a` M (proposi-
tion 6.2).
De plus l’espace d’e´tats est ﬁni car chaque marquage posse`de un nombre
ﬁni de repre´sentations sous forme de pid-trees re´duits, et donc un nombre ﬁni
de repre´sentations re´duites et ordonne´es. ⊓⊔
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C E´valuation des
performances de Neco
Dans cette annexe on pre´sente les re´sultats des e´tudes de cas du chapitre 7
qui ont e´te´ omis. De plus on re´alise une autre se´rie d’exe´cutions avec l’in-
terpre´teur PyPy [149] pour e´valuer l’inte´reˆt du backend Cython. En eﬀet, PyPy
est une imple´mentation alternative du langage Python qui re´alise de la compi-
lation a` la vole´e pour de meilleures performances en temps d’exe´cution et en
me´moire.
Les Re´sultats omis du chapitre 7 La table C.1 pre´sente les re´sultats du
backend Python sur les mode`les bas niveau.
Les exe´cutions avec PyPy Les tests pre´sente´s ici ont e´te´ re´alise´s avec PyPy
pour l’exploration d’espaces d’e´tats mais l’e´tape de compilation a e´te´ re´alise´e
avec Python pour des raisons de compatibilite´ avec la bibliothe`que SNAKES.
Les re´sultats pour les optimisations sur les re´seaux bas niveau sont donne´s
dans la table C.2. Les re´sultats pour les re´seaux haut niveau et re´ductions de
controˆle de ﬂot sont donne´es dans la table C.3. Les re´sultats pour le mode`le
client-serveur sont donne´es dans la table C.4. Finalement, les re´sultats pour les
graphes de controˆle de ﬂot sont donne´s dans les tables C.5 et C.6.
On observe les meˆmes tendances qu’avec Python pour les optimisations,
cependant les temps de calculs sont plus rapides avec PyPy mais restent bien
supe´rieurs aux temps atteints avec Cython.
Les fichiers produits par Neco La compilation produit diﬀe´rents ﬁchiers
selon le backend utilise´. Le backend Python produit un ﬁchier net.py qui est
un module python correspondant au moteur d’exploration. Selon le mode`le, la
taille de ce ﬁchier varie, comme on peut le voir sur les ﬁgures C.7, C.8, C.9, C.10,
C.11, C.12. On remarque qu’en ge´ne´ral on obtient des ﬁchiers de meˆme taille
pour les conﬁgurations simple, opt et optpack, en revanche lorsqu’on utilise
l’e´limination de controˆle de ﬂot (flow) alors le ﬁchier produit est beaucoup
plus petit.
Le backend Cython produit plusieurs ﬁchiers. Tout d’abord deux ﬁchiers
Cython, net.pyx et net.pxd, ils sont produits directement par Neco, puis com-
pile´s par le compilateur Cython pour produire deux ﬁchiers net.h et net.cpp
C. E´valuation des performances de Neco
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Table C.1 – Re´sultats des re´ductions par syme´tries pour le mode`le CFG (ba-
ckend : Python, variable : instances de sous re´seau).
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Table C.2 – Re´sultats d’optimisations pour re´seaux bas niveau avec PyPy.
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Table C.3 – Re´sultats d’optimisations pour re´seaux haut niveau avec PyPy.
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Table C.4 – Re´sultats des re´ductions par syme´tries pour le mode`le Client-
Server avec PyPy.
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Table C.5 – Re´sultats des re´ductions par syme´tries pour le mode`le CFG avec
PyPy.
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Table C.6 – Re´sultats des re´ductions par syme´tries pour le mode`le CFG avec
PyPy.
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qui vont servir a` produire le module natif correspondant au moteur d’explora-
tion. Ainsi, on peut voir que ici aussi selon le mode`le la taille de ces ﬁchiers
varie, ceci est pre´sente´ en ﬁgures C.13, C.14, C.15 et C.16. On remarque que
l’utilisation de la conﬁguration opt pack re´duit la taille des ﬁchiers produit,
mais l’utilisation des re´ductions de controˆle de ﬂot a un impact beaucoup plus
important.
Python
SIMPLE OPT OPT PACK FLOW DPS NO DPS
net.py net.py net.py net.py net.py net.py
CFG 10 1   6 287   6 287   6 287 n/a   6 892   6 892 
CFG 10 2   6 288   6 288   6 288 n/a   6 893   6 893 
CFG 10 3   6 289   6 289   6 289 n/a   6 894   6 894 
CFG 10 4   6 290   6 290   6 290 n/a   6 895   6 895 
CFG 10 5   6 291   6 291   6 291 n/a   6 896   6 896 
CFG 10 6   6 292   6 292   6 292 n/a   6 897   6 897 
CFG 10 7   6 293   6 293   6 293 n/a   6 898   6 898 
CFG 10 8   6 294   6 294   6 294 n/a   6 899   6 899 
CFG 10 9   6 295   6 295   6 295 n/a   6 900   6 900 
CFG 11 5   7 422   7 422   7 422 n/a   8 085   8 085 
CFG 12 5   8 649   8 649   8 649 n/a   9 370   9 370 
CFG 13 5   9 972   9 972   9 972 n/a   10 751   10 751 
CFG 14 5   11 391   11 391   11 391 n/a   12 228   12 228 
CFG 15 5   12 906   12 906   12 906 n/a   13 801   13 801 
CFG 16 5   14 517   14 517   14 517 n/a   15 470   15 470 
CFG 17 5   16 224   16 224   16 224 n/a   17 235   17 235 
CFG 18 5   18 027   18 027   18 027 n/a   19 096   19 096 
CFG 19 5   19 926   19 926   19 926 n/a   21 053   21 053 
CFG 20 5   21 921   21 921   21 921 n/a   23 106   23 106 
Table C.7 – Nombre de lignes des ﬁchiers produits par le backend Python.
(mode`les CFG)
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Python
SIMPLE OPT OPT PACK FLOW DPS NO DPS
net.py net.py net.py net.py net.py net.py
CFG 1 5    432    432    432 n/a    515    515 
CFG 2 5    699    699    699 n/a    840    840 
CFG 3 5   1 062   1 062   1 062 n/a   1 261   1 261 
CFG 4 5   1 521   1 521   1 521 n/a   1 778   1 778 
CFG 5 5   2 076   2 076   2 076 n/a   2 391   2 391 
CFG 6 5   2 727   2 727   2 727 n/a   3 100   3 100 
CFG 7 5   3 474   3 474   3 474 n/a   3 905   3 905 
CFG 8 5   4 317   4 317   4 317 n/a   4 806   4 806 
CFG 9 5   5 256   5 256   5 256 n/a   5 803   5 803 
CFG 10 5   6 291   6 291   6 291 n/a   6 896   6 896 
Table C.8 – Nombre de lignes des ﬁchiers produits par le backend Python.
(mode`les CFG)
Python
SIMPLE OPT OPT PACK FLOW DPS NO DPS
net.py net.py net.py net.py net.py net.py
client server c3n4    552    552    552 n/a    678    678 
client server c3n5    590    590    590 n/a    725    725 
client server c4n1    452    452    452 n/a    551    551 
client server c4n2    484    484    484 n/a    592    592 
client server c4n3    518    518    518 n/a    635    635 
client server c4n4    554    554    554 n/a    680    680 
client server c4n5    592    592    592 n/a    727    727 
client server c5n1    454    454    454 n/a    553    553 
client server c5n2    486    486    486 n/a    594    594 
client server c5n3    520    520    520 n/a    637    637 
client server c5n4    556    556    556 n/a    682    682 
client server c5n5    594    594    594 n/a    729    729 
Table C.9 – Nombre de lignes des ﬁchiers produits par le backend Python.
(mode`les Client Serveur)
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Python
SIMPLE OPT OPT PACK FLOW DPS NO DPS
net.py net.py net.py net.py net.py net.py
Choice 1   6 775   6 876   6 876   1 222 n/a n/a
Choice 2   23 805   24 007   24 007   2 397 n/a n/a
Choice 3   51 339   51 642   51 642   3 774 n/a n/a
Linear 2   12 505   12 607   12 607   1 497 n/a n/a
Linear 3   26 589   26 742   26 742   2 274 n/a n/a
Linear 4   45 977   46 181   46 181   3 153 n/a n/a
Need.-Sch.    668    677    677    558 n/a n/a
Railroad 5   1 999   2 101   2 101   1 416 n/a n/a
Railroad 6   2 344   2 458   2 458   1 606 n/a n/a
Railroad 7   2 719   2 845   2 845   1 808 n/a n/a
Table C.10 – Nombre de lignes des ﬁchiers produits par le backend Python.
(mode`les colore´s)
Python
SIMPLE OPT OPT PACK FLOW DPS NO DPS
net.py net.py net.py net.py net.py net.py
CSRepetitions PT 02   1 416   1 416   1 416 n/a n/a n/a
CSRepetitions PT 03 n/a n/a n/a n/a n/a n/a
Dekker PT 010   8 978   8 978   8 978 n/a n/a n/a
Dekker PT 015   25 118   25 118   25 118 n/a n/a n/a
Dekker PT 020 n/a n/a n/a n/a n/a n/a
Kanban PT 0005 n/a n/a n/a n/a n/a n/a
LamportFastMutEx PT 2   8 741   8 741   8 741 n/a n/a n/a
LamportFastMutEx PT 3   18 820   18 820   18 820 n/a n/a n/a
LamportFastMutEx PT 4   35 613   35 613   35 613 n/a n/a n/a
MAPK PT 008 n/a n/a n/a n/a n/a n/a
NeoElection PT 2   165 974   165 974   165 974 n/a n/a n/a
NeoElection PT 3 n/a n/a n/a n/a n/a n/a
Philosophers 20   2 628   2 628   2 628 n/a n/a n/a
Philosophers 25   3 723   3 723   3 723 n/a n/a n/a
Philosophers 30   5 018   5 018   5 018 n/a n/a n/a
Philosophers 35 n/a n/a n/a n/a n/a n/a
Table C.11 – Nombre de lignes des ﬁchiers produits par le backend Python.
(mode`les bas niveau)
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Python
SIMPLE OPT OPT PACK FLOW DPS NO DPS
net.py net.py net.py net.py net.py net.py
RessAllocation PT R002C002    432    432    432 n/a n/a n/a
RessAllocation PT R003C002    542    542    542 n/a n/a n/a
RessAllocation PT R003C003    767    767    767 n/a n/a n/a
RessAllocation PT R003C005   1 361   1 361   1 361 n/a n/a n/a
RessAllocation PT R003C010   3 686   3 686   3 686 n/a n/a n/a
RessAllocation PT R005C002    810    810    810 n/a n/a n/a
RessAllocation PT R010C002   1 760   1 760   1 760 n/a n/a n/a
RessAllocation PT R015C002   3 110   3 110   3 110 n/a n/a n/a
RessAllocation PT R020C002 n/a n/a n/a n/a n/a n/a
RwMutex PT r0010w0010   3 468   3 468   3 468 n/a n/a n/a
RwMutex PT r0010w0020   6 418   6 418   6 418 n/a n/a n/a
RwMutex PT r0010w0050   20 068   20 068   20 068 n/a n/a n/a
RwMutex PT r0010w0100   58 818   58 818   58 818 n/a n/a n/a
RwMutex PT r0010w0500  1 088 818  1 088 818  1 088 818 n/a n/a n/a
RwMutex PT r0020w0010   7 138   7 138   7 138 n/a n/a n/a
SharedMemory PT 000005   3 531   3 531   3 531 n/a n/a n/a
SharedMemory PT 000010   31 556   31 556   31 556 n/a n/a n/a
SimpleLoadBal PT 02   2 683   2 683   2 683 n/a n/a n/a
SimpleLoadBal PT 05   14 617   14 617   14 617 n/a n/a n/a
Table C.12 – Nombre de lignes des ﬁchiers produits par le backend Python.
(mode`les bas niveau)
CYTHON
SIMPLE OPT PACK
net.pyx net.pxd net.h net.cpp net.pyx net.pxd net.h net.cpp
Choice 1   7 102    62    215   74 852   2 197    11    164   24 060 
Choice 2   24 540    114    368   249 388   5 430    11    265   53 592 
Choice 3   52 482    166    521   528 964   10 186    11    366   96 840 
Choice 4   90 928    218    674   913 580   15 944    11    467   149 097 
Linear 2   12 940    114    268   135 188   2 930    11    165   31 592 
Linear 3   27 282    166    371   279 664   5 386    11    216   54 390 
Linear 4   46 928    218    474   477 180   8 344    11    267   81 697 
Need.-Sch.    716    27    88   12 795    563    17    78   11 025 
Railroad 5   2 322    53    130   27 306   1 280    17    94   15 563 
Railroad 6   2 712    58    138   31 224   1 430    17    97   16 912 
Railroad 7   3 132    63    146   35 440   1 586    17    100   18 315 
Railroad 8   3 582    68    154   39 956   1 706    17    103   19 385 
Railroad 9   4 062    73    162   44 770   1 871    17    106   20 869 
Railroad 10   4 572    78    170   49 886   1 994    17    109   21 966 
Railroad 11   5 112    83    178   55 304   2 168    17    112   23 531 
Table C.13 – Nombre de lignes des ﬁchiers produits par le backend Cython.
(mode`les colore´s)
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CYTHON
OPT FLOW
net.pyx net.pxd net.h net.cpp net.pyx net.pxd net.h net.cpp
Choice 1   7 102    62    215   74 852   1 296    11    164   16 155 
Choice 2   24 540    114    368   249 388   2 626    11    265   28 775 
Choice 3   52 482    166    521   528 964   4 158    11    366   43 213 
Choice 4   90 928    218    674   913 580   5 892    11    467   59 469 
Linear 2   12 940    114    268   135 188   1 526    11    165   19 175 
Linear 3   27 282    166    371   279 664   2 358    11    216   27 463 
Linear 4   46 928    218    474   477 180   3 292    11    267   36 669 
Need.-Sch.    716    27    88   12 795    542    17    78   10 872 
Railroad 5   2 390    55    132   27 508   1 229    17    94   15 240 
Railroad 6   2 786    60    140   31 460   1 339    17    97   16 239 
Railroad 7   3 212    65    148   35 712   1 449    17    100   17 238 
Railroad 8   3 668    70    156   40 264   1 601    17    103   18 624 
Railroad 9   4 154    75    164   45 116   1 714    17    106   19 650 
Railroad 10   4 670    80    172   50 268   1 827    17    109   20 676 
Railroad 11   5 216    85    180   55 720   1 991    17    112   22 170 
Table C.14 – Nombre de lignes des ﬁchiers produits par le backend Cython.
(mode`les colore´s)
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Table C.16 – Nombre de lignes des ﬁchiers produits par le backend Cython.
(mode`les bas niveau)
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