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1. INTRODUCTION 
For entire functions f of exponential type t (that is, f satisfying an 
inequality of the form If(z)/ <A(E) exp(r + E) \zI for each positive but for 
no negative E) it is possible to reconstruct the function from its values at 
the integers if r 6 rr, f is O( 1x1) on the real axis and bounded at the integers. 
In fact, we have the following interpolation formula due to Valiron ([S], 
see also [l, p, 2211). 
THEOREM. If f is an entire function of exponential type at most IE, 
) f(x)1 =0()x1) (1x1 --) CO) andf is houndedat the integers,fhas the represen- 
tation 
f(z)=sinxz - 
C 
f’(o)+f(o)+z 5 (-l)“f(n) - 71 7cZ n= --3c’ 1 n71(z-n) . (1.1) 
n#O 
The formula (1.1) also holds without the growth restriction If (.x)1 = 
o( 1x1) if f is of exponential type less than rr. This was proved by Tschakaloff 
c71. 
In this work we extend Valiron’s interpolation formula in such a way 
that an entire function f of exponential type at most m7c (m a positive 
integer) can be reconstructed from the values of f, f ‘, . . . . f (m-‘) at the 
integers if f is o( 1x1) on the real axis andf, f ‘, . . . . f cm- ‘) are bounded at the 
integers. For example, we prove the following 
THEOREM. If f is an entire function of exponential type at most 271, 
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If(x)/ =a([~() (1x1 + co) andf andf’are boundedat the integers,fhas the 
representation 
f(z)=sinZ7rz - 
1 
f”(O) +fO f(n) -- 
2?t2 
f f(n) + f 
3 n=-mm II= -cc n*(z - n)* 
nfo 
+m 
-Jg+z f 
f'(n) 
n= poc nn*(z--n) 1 . nfo 
As an application of our formulas we give a new proof of Korevaar’s 
([4], see also [ 1, p. 2021) generalization of Cartwright’s theorem ([3], see 
also [l, p. 1803); that is, an entire function of exponential type less than 
rnn is bounded on the real axis if f, f ‘, . . . . f cm- ‘) are bounded at the 
integers. Finally we use our formulas to derive the partial fraction expan- 
sions of the meromorphic functions P/sirP rcz. 
2. SOME PRELIMINARIES 
In this section we state some preliminaries that are frequently used in the 
text. 
First of all we need the Maclaurin series of the powers of sin rcz. Writing 
sin nz = $[einz - epinz], using the binomial equation, and expanding each 
term into its Maclaurin series we get for positive integers m 
sinm nz = m!(7cz)” f u,,(7rz)2n, (2.1) 
t7=0 
where 
(- 1)” 4”T(2n + m, m) 
a WI” = (2n+m)! . 
(2.2) 
The numbers T(k, m) (k, m nonnegative integers with m G k) are called 
central factorials. For definition and some properties see, for example, [2, 
pp. 11-123 or [6, pp. 212-217, 233-2361. 
Furthermore we need the following well-known formula. If N is a 
positive integer, then 
(2.3) 
where y is Euler’s constant. 
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3. CONSTRUCTION OF FUNCTIONS WITH ASSIGNED VALUES 
In the following let m be always a positive integer and for k = 0, 1, . . . . 
m - 1 let (a,,);= ~~ be bounded sequences of complex numbers. Then we 
construct entire functions F= F,,, of exponential type at most mn such that 
Fck’(n) = akn (n E Z, k = 0, 1, . . . . m - 1). (3.1) 
We do this in two steps. 
3.1. First we construct entire functions A,, = A, (k = 0, 1, . . . . 
m - 1) of exponential type at most mn such that 
Ail)(v) = Bk,6v0 (vEZ, I=O, 1, . . . . m- l), (3.2) 
where a,, denotes the Kronecker symbol. 
For that purpose we define the following functions. 
(pa 1, u =o, 1, . . . . /L- l), 
(3.3) 
p--h’ 
A 2&ZK+,(Z)= c cyK+l) ;$,y, (pU1, u=o, l)...) p-l), 
v= I
(3.4) 
(3.5) 
P-K-1 
A 2up,,2K+,(z)= 1 c~2'.~l.2^+lIsi~~~~:,"' (pL2, Jc=o, 1, . ..) /L-2), 
v=, 
(3.6) 
where C~“‘~“) are real numbers satisfying the following systems of linear 
equations: 
1 n--K C(2P3 2k) - P-K -iF@$ c 
UZP,,q?!$‘” = 0 
V=O (n=Ic+l,..., p-l), (3.7) 
1 H-K 
C(2r,ZK+ I) = 
P-K n2”+1(2K+ I)!’ “=. ~2,>“qL%:1)=o c 
(n=u+l,..., p-l), (3.8) 
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1 M-K C(2P-11,2ti)- 
P--K 
-n2"0!' 
"TO a,,-,,"C~!,:',2"'=0 
(n=Ic+ 1, . ..) /L-- l), (3.9) 
1 n-K 
C’Z”-‘.2L+1)=~*1+L(2K+ l)!’ p--K-l “go “2p~,,“cj~!~:.y2y)=o 
(?I = K-t 1, . . . . p- 2) (3.10) 
with a,, defined by (2.2). 
Then we have 
THEOREM 3.1. The functions A,, defined by (3.3)-(3.6) are entire 
functions of exponential type mrc satisfying (3.2). 
Proof. It is clear that the A,,+ are entire and of exponential type mn, so 
that we have only to verify (3.2). We do this in the case that m and k are 
even because the other three cases can be handled in the same manner. 
Evidently we have (3.2) for all v # 0 and for v = 0 if I is odd. This holds 
for arbitrary C,. Now we choose C,, such that (3.2) also holds for even 1. 
For that purpose we expand A2,,2, into its Maclaurin series (using (2.1)) 
P-K 
A 2p,2K(z) = C C,. f t&L)! a2p,n(~z)2n+2~-2v 
We notice that A”“(O) = 0 is fulfilled for f = 0, 1, . . . . K - 1, and the 
requirement A cZK) 0) = 1 ( and A’*‘)(O) = 0 for 1= K + 1, . . . . ,U - 1 gives 
Eqs. (3.7). 
3.2. Now we are ready to construct the desired functions. We first 
Put 
Bmkn(z) = Bdz) = Amk(z-n) (nEZ, k=O, 1, . . . . m- 1). (3.11) 
Then we have by (3.2) 
a!‘,,(v) =~,A, (vfzZ, l=O, 1, . . . . m-l). (3.12) 
With these notations we define the functions (interpolation operators) 
F,,, = F,( .; a,,,, . . . . a, _ l.n) as follows. 
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P-1 
Q(Z) = C 
( 
1 B2~.n(Z) a2j,n + B2j+ 1.O(z) a*j+ L,O 
/=a n 
+ C k CzB2j+ l,ntz) a7..+ 1.n 
?I#0 
- 2jB2j,n(z) '2j- 1.~1 
> 
3 (3.13) 
and 
P-2 
+ Jo C B2j+ l,n(Z) %+ 1.n 
n 
- c (2j+l)iB. 2,+ l,nCz) u2j.n)3 (3.14) 
IIf0 n 
where C, means that n runs over all integers and CnfO that n runs over all 
nonzero integers. 
Then we have 
THEOREM 3.2. The functions F,,, defined by (3.13) and (3.14) are entire 
functions of exponential type at most m7c satisfying (3.1) and 
IFmb)l = 41x1) (1x1 + 00). (3.15) 
Proof Since the series in (3.13) and (3.14) converges uniformly in any 
compact set excluding the integers (the terms are dominated by O( l/n2)), 
and the singularities at the integers are removable the functions F, are 
entire and evidently of exponential type at most mz. 
If m = 2~ is even, we have for k = 0, 1, . . . . m - 1 
PC--l 
FT$‘(z) = 1 
( 
1 B$,k(z) a2j.n + B$L 1,0(z) a2j+ 1,o 
j=O n 
Putting z=v and using (3.12) gives (3.1). For 1=2~- 1 odd (3.1) is 
verified in the same way. 
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To prove (3.15) it suffices to estimate the following terms 
lBjo(X)l, and 
The first term is 0( l/lx1 ), and the second is 0( 1 ), since it is periodic with 
period 1. For the third term it suffices to give an estimate for m = v = 1 and 
x > 0. Let N be a large positive integer, QN the square centered at N with 
sides of length 1, S the half strip {z: IIm z[ < f, Re z > 2}, and put 
z sin nz 
g,(z) =- n(z-n) 
and g(z)= 1 lg,(z)l. 
HZ0 
We show 
g(z) < K log N (z E QN), (3.16) 
where K is a constant independent of N. Then we have g(z) = U(log jzl) 
(IzI -+ co) in S, and thus on the positive real axis. By the maximum 
principle it is enough to have (3.16) on 8~2,. Since /sin rczl d A4 on S, we 
get for z E 8QN 
g(z)<22M 2+ f 
N-I N 
,,cl (.+N;.-;)+ .?, (N-n)(n-f) 
m N 
+,=;+, (n-NM-1) 1 ’ 
Now (2.3) gives (3.16). 
Remark. We even proved a stronger estimate than (3.15), namely 
IFm(x)l = wh? Ixl) (I4 -+ m), 
but we shall not need it. This estimate is best possible as can be seen by the 
example 
4. THE INTERPOLATION FORMULAS 
Now we can prove the desired interpolation formulas. For that purpose 
we need the following uniqueness theorem. 
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THEOREM 4.1 (see [2, p.471). Iff is an entire function of exponential 
type at most rnn such that f ‘“‘(n) = 0 for all integers n and k = 0, 1, . . . . m - 1, 
and If(x)l=O(IxlP) (Ixl-+co)forsomep>,O, then 
f(z) = P(z) sinm rcz, 
where P is a polynomial of degree at most p. 
In particular, if 1 f(x)1 =0(1x1) (1x1 + co), then 
f(z) = c sinm 7rz, 
where c is a complex constant. 
Let f be an entire function of exponential type at most rnn and f, f ‘, . . . . 
f (m ~ ‘) bounded at the integers. Then we put 
akn = f ‘k’(n) (nEZ!,k=O,l,..., m-l), 
and 
F,(z;f) = F,(z; a,,, . . . . a,- l,n), (4.1) 
where F,,,( .; a,,, . . . . a,,- l,n) is defined by (3.13) and (3.14). With this 
notation we have 
THEOREM 4.2. If f is an entire function of exponential type at most mx, 
If ‘“j(n)1 d K (n E Z, k = 0, 1, . . . . m - l), 
and 
If( =0(M) (1x1 + ~17 
then we have the interpolation formula 
f (2) = F,(z; f) + c sinm RZ, 
where F,( . ; f ) is defined by (4.1) and 
(4.2) 
(4.3) 
(4.4) 
c = f ‘“‘(0) - F!$(O; f) 
Cm! (4.5) 
Proof By (4.2) and Theorem 3.2 F,,, is an entire function of exponential 
type at most rnn satisfying (3.15) and F$,)(n; f) = f ‘“j(n) for all integers n 
and k=O, 1, . . . . m- 1. We put 
g(z) =f(z) - Frn(z; f). (4.6) 
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Then g is an entire function of exponential type at most mq and 1 g(x)J = 
0(1x/) ([xl + co) by (3.15) and (4.3). Using Theorem 4.1 we get 
g(z) = c sin” rcz, (4.7) 
where c is a complex constant, and (4.4) is proved. Taking the mth 
derivative of g at z = 0 and using (2.1) we get (4.5) by combining (4.6) and 
(4.7). 
Remarks. (1) For m = 1 Theorem 4.2 implies Valiron’s interpolation 
formula (1.1) ([8], see also [1, p. 2211). 
(2) The Theorems 4.1 and 4.2 hold under the somewhat weaker con- 
dition max { h,(rr/2), h,( - 7t/2)} d mn, where h, is the indicator function of 
f, but it is well known that this condition together with (4.3) implies 
h,(B) < m7c [sin 01, and thus rr< m7c. 
(3) If (4.3) is replaced by the more general condition If(x)1 = 
0( 1x1”) (1x1 + co) for some p > 0, then a similar interpolation formula (4.4) 
holds, where c must be substituted by a polynomial P of degree at most p. 
(4) It would be desirable to evaluate Fz)(O;f) in terms of f(n), 
f’(n), . . . . f”+ ‘j(n). One can do this by using (2.1). Then we get 
P--I P-J 
F$F)(o; f) = n*“(2/~)! 1 c C;‘j’,‘J’ ~,,,~(2p)! f’“‘(0) 
j=O v=l i 
(4.8) 
and 
P-2 ;L-Jpl 
Fgp(O; f) = 71 
2/1-1(+-l)! 1 1 C!*fl-l.*j+l) 
j=O v=l 
x 
I 
a2p- ,,“(2p - l)! fC2j+ “(0) 
. (4.9) 
In [7] Tschakaloff proved that Valiron’s interpolation formula also 
holds without the growth restriction on the real axis iffis of exponential 
type less than rt. Using the same method we can prove that our formulas 
hold under a similar condition. 
THEOREM 4.3. If f is an entire function of exponential type less than rnz 
satisf)Gng (4.2), then the interpolation formula (4.4) holds. 
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Proof: We consider the entire function 
g(z) J(z) - FAG l-1 _ c 
sin” zz 
Since sinm JTZ is bounded below by 1 on the circles C, = (z E @: IzI = n -t- 1) 
(n a nonnegative integer) the maximum principle gives that g is of 
exponential type. 
We choose positive real numbers T and y such that T.~< T<rnn and 
r[l +y2]1i2<myz. Then we prove 
Is(z)I = O(l% I-4 1 (14 -+ 00) (4.10) 
on the four rays z = +x + iyx (X real and positive). For large 1x1 we have 
Isin” 7tzI Z 4-“‘emyn ‘*I, and therefore 
f(z) I I sinM nz =O(exp[s(l +y*)1’2-myn] Ixl)=o(l). 
To prove that 
it suffkes to estimate the two sums 
c z n+lp(z--n)’ for v>,l, 
and 
CL n (z--n)” for ~22. 
Note that there exists a constant M > 1 depending only on y such that for 
all large 1x1 and all integers n 
1 
b--l a- [x2+n2]“2> 1. M 
Then it is enough to give an estimate of the first sum for v = 1 and of the 
second sum for v = 2. For the first sum we have 
409 Ii5 l-12 
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and it is easily seen that the second sum is O(1). Therefore, (4.10) is 
proved. 
Finally we consider the entire function 
G(z) = g(z) - g(O) 
z . 
G is of exponential type and by (4.10) [G(z)1 = o(l) (jzl + co) on the four 
rays z = fx _+ iyx. Thus, by Phragmln-Lindelof’s theorem, G is bounded, 
and therefore G=O. Now g(z) 3 g(0) and by (4.5) g(O)=O. 
5. SOME APPLICATIONS 
5.1. In [4] (see also [ 1, p. 2023) Korevaar proved a generalization 
of Cartwright’s theorem ([3], see also [l, p. 1801) that an entire function 
of exponential type less than rnz is bounded on the real axis if 
f, f’, . ..) f’” - ‘) are bounded at the integers. Korevaar’s proof was by 
induction on m. As an application of our interpolation formulas we can 
give another proof of this theorem. 
THEOREM 5.1. If f is an entire function of exponential type 7 Cm71 
satisfying (4.2), then 
If(x)1 GKM (XE WI, (5.1) 
where M is a constant depending only on z and m. 
If in addition 
lim f(n) = a, lim f(“)(n) = 0 (k = l;..., m - l), 
“-02 “-CC 
then lim r + m f (.x) = a. 
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Proof: We only give a sketch of the proof omitting the technical details 
because we proceed as in Pfluger’s [ 51 proof of Cartwright’s theorem. 
Let N be an integer and p be ,a positive integer such that p > mrc/ 
(mrr - r), and put 
g(z) =f(z + N) sin” 5. (5.2) 
Then g satisfies the hypotheses of Theorem 4.3 (note that g(‘)(n) depends 
only onf’k’(n), m and t), and thus 
fez + N) = FAG 8) + d sinm zz 
sin”(nz/p) sin”( nz/p) ’ 
(5.3) 
where 
d= Pw) - ~!r,“‘(Q 8) 
Cm! 
Let Q be the square with corners i-4 + ii. Now we show that 
If(z+N)l <KM 
where M depends only on T and m but 
principle and N + + cc give (5.1). 
(z E 4?), (5.4) 
not on N. Then the maximum 
Since (sin” rcz)/(sin”(nz/p)) is regular on Q we have 
d Ml = M,(m, T) (z E e,. 
From the formulas (4.8) and (4.9) for Fz)(O; g) we see that JFp)(O; g)\ < 
KM,(m), and therefore [d( < KM,(m, T), so that the second term in (5.3) is 
dominated by KM,(m, T). For the estimate of the first term in (5.3) we note 
that the constants CLm,“’ (see (3.7)-(3.10)) which occur in the formulas 
(3.13) and (3.14) for F,(z; g) depend only on m, and as in [S] it can be 
shown that the sums 
c l c IZI Jcp and n.+“ Jn(z-rp-‘1 
are dominated on aQ by constants depending only on m (since 2v 6 m). 
That gives (5.4). 
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For the proof of the addition we choose with E > 0 a positive integer N(E) 
such that (we can assume a = 0) 
I .P’(n)l < E (n > N(E), k = 0, 1, . . . . m - l), 
and 
f -$a 
n = N(E) 
Furthermore let p be as befor, N an integer with N> 2N(s), and g as in 
(5.2), so that we have again (5.3). Then it remains to show 
where C is a constant depending only on K, m, and r but not on N, which 
gives 
I f(x)1 < C& (x > IN). 
Proceeding as in [S] (5.5) can be proved similar to (5.4) with the difference 
that the sums over n occurring in the formulas for F,(z; g) and FF)(O; g) 
must be split at the term N(F). 
5.2. As another application of our formulas we can give the partial 
fraction expansions of the meromorphic functions Y”/sirY XZ. This is done 
by applying (4.4) to the constant function f z 1 and deviding by 
(sin* nz)/rr”‘. Then we get 
and 
7$-’ =,;, c!h”-“22$ 
sin2p- ’ 7cZ 
+ 1 (-1)” f (-~OJP’-1) 7c2(p-v) 
’ n+O i I, = I (Z - n)” - 
where the constants C~!~“” are defined by (3.7) and (3.8). 
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