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1. Введение
М атематическими моделями многих управляемы х динамических процес­
сов являю тся сингулярно возмущенные квазилинейные системы вида
йг/сИ =  А(£, д)г  +  Л(£, д)и  +  С(£, д)у  +  д /(£ , д),
где А(£,д), Л (£,д), С (£,д), / (£ ,^ ,д )  допускают разлож ения по малому па­
раметру д  > 0 как регулярные (тогда их элементы при д -А +0 являю тся 
ограниченными), так и сингулярные (тогда они представимы следующим 
образом: 7)(£,д) =  ^(7)(£) +  1)(£,д)), 1)(£,д) ограничена при д -А +0). Су­
ществующие различны е аналитические приближенные и асимптотические 
схемы построения субоптимальных законов управления д л я  таких систем 
часто не могут быть использованы при неполной информации о протекании 
процесса (неопределенность по начальным условиям, входным возмущениям 
и т.д.). Описание информационных множеств [1, 2] возможных состояний ди­
намической системы, совместимых с результатами текущих измерений, по­
зволяет получить минимаксные оценки неизвестного истинного состояния 
системы, которые используются в процессе управления. В данной работе 
решение задачи оценивания определяется через множество достижимости 
в текущий момент наблюдаемого объекта — совокупность концов траек­
торий, выпущенных из множества возможных начальны х состояний. В [3] 
указанная схема реализована д л я  линейных объектов, в [4] получен метод 
построения асимптотических приближений информационных множеств д ля  
сингулярно возмущенных систем. В данной работе предлагается итерацион­
ная процедура построения множества возможных начальны х состояний д ля  
квазилинейных систем, описываются свойства этого множества, указы вает­
ся способ вычисления опорной функции информационного множества.
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2. Постановка задачи
Рассмотрим задачу минимаксной ф ильтрации [1,2] д л я  следующей ква­
зилинейной системы с наблюдением:
dz /d t  =  A( t) z  +  C(t)v  +  д / ( ^  z), (1)
rj(t) = G{t)z  +  £, (2)
где t G T  =  [£o,£i]; z С £ С ^ С матрицы A(t) ,  C (t), G(t) и 
вектор-функция f ( t , z )  соответствующих размеров с непрерывными элемен­
тами, причем f ( t , z )  дваж ды  непрерывно дифф еренцируемая по 2 в некото­
ром компакте D  С Mn ; rj(t) —  «s-мерный наблюдаемый на Т  сигнал; £(t), v(t),
t G T  — неопределенные возмущения, реализации которых есть измеримые 
по Лебегу функции, удовлетворяющие квадратичному ограничению
r *i(«(-)>f(-)) =  I  (£ ' (Т )Н (ТШ Т) +  v ' ( t ) R ( t ) v {t )) d r  <  и 2, (3)
Jto
где v  =  const  > 0, Н(т), R ( t ) — симметричные, положительно-определенные 
матрицы с непрерывными элементами. Н ачальные условия 2 (to) = ^ и  воз­
мущения v =  v(t), £ =  £(t) неизвестны заранее.
Пусть W ( t , •) =  W(t,r/t(-))  и Qo(0 — Qo(Vt(')) — соответственно ин­
формационное множество [2] и множество возможных начальны х состоя­
ний zq =  z ( tо) системы (1), совместимые с реализовавш имся сигналом тд(-), 
измеренным на [to, t] , t < t  1, в силу (2), при ограничении (3). 
П редполож ение 1. Система линейного приближения
dz /d t  =  A( t) z  +  C(t)v  (4)
вполне наблю даема [1, 2] по сигналу (2) (при v =  0, £ =  0) на любом отрезке 
[ п ,т 2] Ç Т.
К ак известно, включение zt G tK(0)(t, %(•)), гДе ^ (о )(^  % (')) — инфор­
мационное множество системы линейного приближения (4), определяется 
неравенством
(zt ~  c(t))fP ( t ) ( z t -  c(t)) < v 2 -  /i2(t),
где c(t) =  P _1(t)d(t), P ( t) , d(t), /i2(t) находятся из уравнений минимаксного 
ф ильтра [2, с.254]. Однако при д ф 0 нельзя утверж дать, что множество 
TK(o)(t, 7?t(*)) всегда будет непустым.
П редполож ение 2. Сигнал %(•), реализовавш ийся при д ф 0 д л я  систе­
мы ( 1),(2), таков, что существуют S =  const  > 0 и достаточно малое число 
до > Для которых при 0 < д < до выполняется i/2 — h2(t) > 5.
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В этом случае множество W ^ ( t ^ )  будет уж е непустым и определяет 
начальное приближение И^(£, %(•))• В [3] получен способ построения инфор­
мационного множества д л я  системы линейного приближения через множе­
ство возможных начальны х состояний. Описание последнего опирается на 
следующий результат, справедливый и д л я  квазилинейных систем:
Теорема 1. Включение го Е Фо(%(•)) равносильно неравенству
тш{Г*(«(0,£(•))!{«(•)>£(•)} € А( т( - ) , г 0)}  <  и2, (5)
где Л(гу(-),го) — множество всех пар {^(-)> £(')}> порождающих в силу  
(1), (2) именно сигнал щ(-) и вектор го =  ^(^о).
3. М нож ество возм ож ны х начальных состояний
В лемме 1 [3] приведено описание множества возможных начальны х со­
стояний (3(о)(%(•)) Для системы линейного приближения:
Я(о)ЫО)) = {^о е  Мп |го (М о) < Л } ,
Го(*,х0) = Ь1(0  +  (х0 -  с0(ОУР0(0 (г0 -  с0(£)),
Р0(0  = М О г М - щ - М ) ,  <*(<) = Р о 1Ш Р № , - Ы - ) ) ,  (6)
Ло(<) =  </о(*> •)%(•)) -С о(^)р о(^)с0(«),
где ^ [^ т ]  — ф ундам ентальная матрица решений системы (4) (при V =  0), 
( / ( • ) ) есть
(/(•)) =  [  f ( T) dr  ,
Jt0
Fo(t, •), /о(£, •) — решения уравнений
J*Fo(i,0 =  G(-)Z[.,io], Jtfoit ,  ■)=%(■),
оператор J l определен в [3, с.34]:
/ % ( • )  =  г о Д ) ,  u>i(r) =  <?(т) Г  Z [r , х
Jto
х J  Z f[a^s]Gf( a ) X i ( a ) d a d s - \ - H ~ 1 (r)Xi(r)^ t o < r < t ,  Ai(-) E L|([£0, £])•
Теорема 2. Д л я  того чтобы г>о(*); £о(0 доставляли м иним у м  в (5), необ­
ходимо и достаточно выполнение следующих условий при  0 < у  < уо и 
достаточно малом у о :
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(i) Ш - М - Н О )  -  л 'о ( Ш ) )  -  r t (vo(-),ù (-)) =
=  m a x t) ( . ) i € ( . ) { { p ,o ( - ) C ,( - ) w ( - )  -  A j , ( - ) € ( * ) >  “  r t « ) >  C ( * ) ) > î
(ii) ро(т); to < t  < t, — решение дифференциального уравнения  
d p ( r ) / d T  =  -  Д ( т )  +  / x ^ / ( r ,  z 0 ( t ) ) Y p ( t ) +  G (t ) 'A 0 ( t ) ,  p ( t )  =  0;
(iü) гц{т) =  G ( t)z o ( t)  +  ^ o ( t)> где z 0 ( t ) =  z ( t ;  v0(-), z 0 ) ,  t  G [to,t], — решение  
(1) при V =  Vo(-), z ( t 0) =  Zq.
Д оказательство. Необходимость следует из принципа Л агран ж а при диф ­
ф еренциальных связях [5]. Установим достаточность. Пусть Zo[t, т] — ф ун­
дам ентальная матрица решений системы
d p /d t  =  (A ( t ) +  p ^ f ( t , z 0{t)))p(t) .
Тогда из условий (i)-(iii) имеем (при т
М т ) =  \ к ~ 1(ут)С'(т)р „(г), М т )  =  - ^ Я “ 1(т)А0(г),
Ро(т) =  -  J  Zo[s,T]G'(s)A0(s)ds, (7)
J t bo(T,z0) =  j  G(T )Z [T ,s \C (s )v0(s)ds +  р  f  G ( t )Z[t , s ] f ( s ,  z 0(s))ds  +  £0(т),
Jto Jto
где bo(-,Z()) =  /o(t, •) — To(t, *)^o. Из найденных соотношений (7), вводя 
w ( t , •) =  — ^Ао(-)? получим следующее уравнение (относительно w(t,-)):
IJ tç
=  Ль0(т,г0) -  P [  G ( T ) Z [ T , s ] f ( s , z 0( s ) ) d s -  
Jto
G(t )Z[t , s]C '(s)Ä_1(s)C ,(s)(cr0(i, s; w(t,  •)) -  a(t,  s; w(t,  •))) ds, (8)
to
t o <  T  <  t ,
в котором
a 0 , т; Ц -))  =  J  Z'[s,т]G,{s)w(s)ds ,  (9)
а оо(£, т; гг(-)) вы числяется по (9) при замене Z[s,т] на Zo[s,т].
Пусть <Ь(-) =  и0(-) -  «*(•), <*£(•) =  ^о(-) -  £*(’)> {^*(-)>€*(*)} е  А(щ(- ) ,г0) 
суть произвольные возмущения, А z(т) =  zo(т) — £*(•)> Дг(£о) =  0, 2*(т) =  
=  z{т^,v*{^),zo), Ьо <  т <  Ь. Тогда по формуле Тейлора получаем
г * ы - и * ( - ) )  -  г , ( ^ ( - ) ,б ( - ) )  =  м б и ( - ) , б а - ) )  -  ( м с ( - ) б и ( - ) )  +
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+ М(-Ж(0> = г,(л.(0, «(•)) -  \ м {  ) Ê  ^ :/(-.^ (0 )A îi(0 ^ (0 );
i,j=1 1 3
Z ÿ { r )  =  zq{t ) +  0 ( t ) A z (t ), 0 <  i?(r) <  1, r € [ i 0,i],
A z (r)  =  ( A z i( r ) , . . . ,  A zn (r)) '.
Применяя неравенство Гронуолла, имеем оценку ||Az(-)|| < L ( |K ) | |)  С кон- 
стантой L  > 0. Тогда при 0 < ц  < до и достаточно малом до > 0 находим
Г,(» , (  ) , { , (  ) ) - Г, (»o(') , îo('))  >
>  ( M t -  l „ M , n 2I ( | | p „ (  ) | | »  X ( || Л ( 0 1 1 2> + м 2( || « { ( 0 ||2> >  о,
где M ı, М 2, М 3 — некоторые положительные постоянные, причем равенство 
нулю возможно лишь при ôv(-) = 0 , 5£(*) = 0 .
Теорема 3. Множество возможных начальных состояний Qo(%(•)) пРи 
0 < /г < до определяется неравенством
(z0 -  c0(t))'P0(t)(z0 -  Со (i)) +  М)(£> 2 0  ) < I/2 -  (10)
где функция (3o(t,zo) имеет вид
fi(3o(t, z0) =  •; w(t, •) +  60(-, z0) ) f ( -, ^o(-))) +  ((^o^, S Ц * ,  •)) -
-  cr(t, •; 6 0 ( - ,  ^ o ) ) ) , C ' ( - ) - R _ 1 ( - ) C ' / ( - ) ( c r 0 ( i ,  •; w(t, • ) )  -  c r ( i ,  •; w(t, • ) ) ) ) •
Д оказательство следует из соотношения 1\(г>о(-),£о(4)) £  1/21 ВДе г'о(4), Со(4) 
минимизируют (5) и находятся по теореме 2. Используя уравнение (8) и 
учиты вая соотношения (6) и следующее равенство из [3]:
(b'0(- ,zo )J% {-,zo ))  = r%(t,z0),
получим требуемое.
Замечание 1. В соответствии с теоремой 2 [3] величины То (t), do ( t), 
со (t) =  Pq (t)do(t) можно найти с помощью следующих соотношений:
dP0( t ) /dt  =  A '(t, t 0)G '( t )H( t)G( t)A( t ,  to), Po(to) =  0; 
d d 0( t ) /d t  = A ' ( t , t 0)G'(t)H(t)(r]t(t) -  G ( t )a 0(t)), d0(t0) = 0;
dCl(t)/dt = A{t)Ü(t)  +  n{t )A '( t )  -  n ( t )G' ( t )H( t)G(t )Ü{t)  + 
+ C { t ) R - 1 (t)C'(t),  O(*0) =  0;
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ЙД(*, *„)/<Й =  (А(Ь) -  Д(*, *0), Д(*о, *о) =  Е п]
а 0(1) = (А(1,-)П(-)С'(-)Н(-)т (-)),
где Е п — единичная п  х п-матрица.
Из (10), используя положительную определенность матрицы -Ро(^) и 
двухкратную непрерывную дифференцируемость по го функции Д)(£, 2о)> 
получаем следующие свойства множества о (%(•))•
Теорема 4. (1) Множ ество возмож ных начальных состояний Яо{щ{')) пРи 
0 < у  < до — замкнут ое, ограниченное и выпуклое.
(п) При у  —> + 0 множ ество  £?о (%(•)) сходится в хаусдорфовой метрике
к <5(о)(%(•))•
4. Итерационная процедура построения
множ ества возм ож ны х начальных состояний
Соотношения (7),(8) позволяют организовать сходящуюся при 0 < у  < до 
итерационную процедуру, на каж дом  шаге которой определяется множество 
Ф (т)(%('))> 171 =  0 , 1? 2 ,..., аппроксимирующее £?о(%(’)) с  т о ч н о с т ь ю  о(ут ):
(го ~ со(0) 'Ро(0(го  -  с0(£)) +  ц(Зт (Ь, г 0) <  и2 -  ( 12)
га—1





- / х ( 2 с г ' ( « , - ; Ь о ( - , г о ) ) / ( т _ 1) ( - )  +  У ]  ^ (^ 1 ■; ^ г ( ^ )  ' ) ) / ( т —1—г) ( ' ) )>
«(т)(т) =  « (т-1 )(т) +  -К 1(г )С"(г)(сг(^ г; и>т (£, •)) +  ^  5(*)(г, и;т _*(£, •))),
£(т)(т) =  £ ( т - 1)(т) + Н  1(т)и>т (т), ГП =  1 ,2 , . . .  ,
где с<;т (£,т), £о < т < £, есть решение уравнения
Л ш т (Ът) = - ц  [  С (т )г [т ,з \^т_ 1) ( з ) ( 1 з -  [  0(т)г[т,з\С(з)11  1(«)х
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и введены обозначения
«(ш) (т, М ' ) )  =  I  ( 2 (т) [«, г ]  ~  £ ( т _ 1) [в, г ] ) 'С , (в)Л (в) <1в,
/(т ) (т )  =  1(Т^ ( т ) ( Т)) ~  / ( 'г>^(т-1)(т)), «(т)(т) =  «(т) (Л *>(т) (О ^о),
где /?0(М о) = 0; р/ЗгЦ,г0) =  -2ц(ст'Ц, •; Ь0(-, «о))/(о)(-)); / ( 0)(*) =  / ( ' ,  ^(о)(•)); 
^ (0)[5>г ] =  2 [з ,т ]; 3(о)(-, А(-)) =  сг(^-;А(-)); И)(£, •) =  Ь0(-,«о); минимизирую­
щие функции Т(о)0 ), £(о)(') суть
«(о)0 ) =  -й"10 )с "0 М *,-;Ьо0 ^о )), £«,>(•) =  я _1(-)Ьо(-,*о);
^(т) т ] — ф ундам ентальная матрица решений системы
йр/<а = {А(г) +
2(ш)(-; гф), 2д) определяется формулами
^(о)(*; (^*)> -^ о) =  £[Мо]«о +  (-^[^•]С'(-)г’(-)))
« (т )(* ; «(•)» ^о) =  «(0)(*5 «(•)> «о) +  А*(2[*> • ] / ( • ,  « (т -1 )  (б «0)> «о))). 
П ример 1. Рассмотрим систему i  =  ц с2 +  г, г/ =  г +  £ при ограничении
ГJt0 (£2(т ) +  ^2(r )) dr < v 2.
Пусть на отрезке [to,t] реализовался сигнал r]t{-) =  1. Вычислим множе­
ство возможных начальны х состояний Qo (%(•))> используя итерационную 
схему (12). Н а начальном шаге имеем следующее описание Q(o)(Vt(')):
( zq -  1 )2th(t  -  to) < v 2 , (13)
так как здесь решения (11) суть Po(t) =  do(t) =  th(t  — to), co(t) =  1, h^{t) =  0 
и выполняется предположение 2 .
Первое приближение Q (i)(%(•)) определяется неравенством
( zq -  l ) 2th(t  -  t 0) +  zo) < v 2 , (14)
///3(t, 20) =  —2/i( l  -  20)(1 -  sech(t -  t 0) -  (1 -  z0)th2(t -  t 0) +  
+  i ( l  -  2:0)2(1 -  sech3(t -  t 0))),
причем
М т ’го) =  Ц т < * т (1 - го)- "i»)*"1 =  - го)-
Неравенство (14) описывает множество Wo(rit(-)) с точностью о(д), 0<д<до- 
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5. Вы числение опорной функции информационного м нож ества
квазилинейной системы
Используя соотношения, описывающие £?о(%(•)) — множество возмож­
ных начальны х состояний го системы (1), можно найти информационное 
множество следующим образом.
Т е о р е м а  5. Пусть  Z(£, 2о) — множество достижимости системы (1) к 
моменту  £ при г(£о) =  го, совместимое с реализовавшимся сигналом щ(-) 
(при {^(*)>£(')} £ ^ ( ^ ( ‘)? ^о))* Тогда опорная функция информационного мно­
жества определяется равенством  (I Е
р(1\№0,щ(-)))  = т а х  р(1 |г(М о)). (15)
•г0е<ЭоМ-))
Д оказательство. Обозначим через V (%(•),  го)  множество всех V(•), удовле­
творяющих Г4(н(-), £(•)) < и2 при
£(т) =  Л Ь 0(т,го) -  (С (т )£ [т ,  - ] С ( > ( - ) )  -  /х(<3(т)£[т, •] х  
х f(■,z(■^,v(■),zo))),  *о < т < г .
Поскольку Е И ф , ’гн(:)) только в том случае, если найдутся такие го Е 
<2 о (%(•)) и *>(•) ^ У (%(•), ^о), что zt = г(Р,у(-),г0), имеем
р(1\Ъ{г,г0)) =  т а х { / /г (^  Д ) ,  го) | «(•) е  У (^ (-) , ^о)},
откуда следует требуемое.
Таким образом, соотношение (15) представимо в виде
р (/|1У (г, %(•))) =  т а х  т а х  *0]г0 +
zoeQo(r)t( )^) ъ(-)еУ(гц(-),г0)
+  (Г ^ г , •]С'(-)^(-)> +  •]/(•, Д ;  О ,  *о))>}, (16)
причем У(щ(-) ,го)  есть множество г>(-), удовлетворяющих
((«(•) -  »(•)))'Р(ь(-) -  ф(-,г0,р(-)))} < V2 -  г 2(Ь, го, «(•)),
где <£(•, го, и(-)) — решение уравнения
1ьф{-, г0, « (•)) =  Ф  2о Х - ) )>  (1(5, г 0, « (•)) =  ф ,  г 0) -
-  ф Ф )  ^  г'[т, в\С'(т)Н(т)д(т,  г 0 , *>(•)) Ф  5 <Е [*0, *],
д( т, г о, « ( • ) ) =  [  С(т)г[т,о- ] / (а , г (а;ь( - ) , го) ) (1(т;
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оператор 1г определен в [3, с.34]:
/ % ( . )  =  и,2(.)> ги2 ( т )  =  С'(т) Г  г' [8 ,  т]С'(в)Н(в)С(в) Г  г [ з ,  а ]С (а )  х
ОТ о £()
х Л2(ст) +  Д(т)Л2(т), < т- < г, Л2(-) е  Ц([*о,*]);
ф ункция г2(£, ^о, «(•)) задана равенством
г2( М о ,< ) )  =  ((^Ьо(-,^о) -  цу(-,^о ,«(-)))/Я ( - ) (^ Ь 0(-,^о) -  
-  /хр(-, го, «(•)))) -  {ф'{-,г0,ь(-))1*ф(-,г0,ь(-))).
Реализация условия (15) производится по итерационной схеме Рк(1) 
р(1\ЦГ(1, %(•))), на каж дом  шаге которой рассматривается соответствующая 
линейная по структуре вспомогательная задача вида
р(к\1)  =  т а х т а х ф ' ^ ; ^ -1^ - ) , ^ -1 ')  +  /%&)[Мо](^о -  +  (17)го у(-)
+  {1'2(к)[Ь-]С(-)(ь(-) -  У(А:_1)(-))) I 0^ € <Э(к)(т(-)),ъ(-) € ^ ) (%(•), з0)},
где з] — ф ундам ентальная матрица решений системы уравнений в
вариациях (при 8у =  0)
с15г/с1т =  А^к\т,  р)8г  +  С(т)8ь,
А(к\ т , р )  =  А(т) +
полученной при вариации возмущения 8 у  =  у ( - ) —у ^ к ~ 1  ^(•), у ( - )  Е Р(^)(^(0? ^о) 
и начального условия 5г(£о) =  — ^  ^ ^(]Ь)(%(’))? и составленной
вдоль движ ения г(т; г ^ -1 ) (•), г$к ^ ) ,  т  Е
з(т;н(/г_1)(-),4/г_1)) = ^ -1)(т;у{/г"1)(-)>4/г_1)) +М [ 2\Т>5] х
•/*0
х (/(«,^ (&-1)(^ ;^ (/г_1)(*)?4А;_1))) - /(в>«(л-2)(в;«(Л_1)(-)>4<!_1))))^ в + °(Л 
^(А:-1) (т ;« (А:_1) (-))4 А:_1))) =  ^ М о ] 4 " " 1) +  [  2[т,з\С(8)ю{к~1)(8)<18 +
+ Р [  ^ [ ^ ,« ] / ( « , ^ - 2 ) (s ;v (-k~2\ ■ ) , z i0k~2)))ds.
•/*0
Здесь множество (5(&)(%(•)) определяется из соотношений (12), множество 
Р(А?) (%(•)? ^о) описывается следующим образом:
У(к)Ы-),2о) =  {«(•) | ((«(•) -  <Р(к)(-,2о))'1(к)(*(-) -  ¥>(*)(•>*о))> <
<  1/2 -» •(*)(< , *о )} ,  Г(*)(*>г °) =  <ь(а;) ( ' ’ 2:о) ^ (А:)^(л;) ( - ,^ о)),
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причем го е С}*к)(%(•)), Я*к)(т(')) = {2о I »*(*)(*,*о) < г'2}, ¥»(*)(•>^о),
Ь(д,) (•, ) — решения интегральных уравнений
=  <*(*)(•, 2о)’ а( ф ^ о )  = С'(в) ^  г'{к)[т,8\в'{т)Н{т) X
х (%(А:>('г) - С ( т ) % ) [ т ,г о Ы ^ т ,  в < ъ
Цк)ъ{к)(->го) =  -  <3(0% )М о]2о;
<7^ — линейные операторы вида </*, где т] заменено на г];
вспомогательный сигнал т][к\т)  есть
^ ( т )  =  % (т) -  <3(т)((£[т,*о] -  % )[т ,* о ])4 Л_1) +  [  -
” to
-£(*,) [т, 5])С'(й)г;(А:“ 1) 0 ) сЬ +  ц [  г[т, з ] / 0 , ф ;  0 ), 4 *_1)))
•/*о
Вычисленная на &-м шаге итерационной процедуры р^к\1)  определяет 
опорную функцию приближения ( ,^ 77^ (-)): при VI = 1, 0 < д < до
р ( / |^ ( Л)(*,»;*(•))) = /> (л)(0 . (18)
%(•))) =  Ф  и ф  (*, %(•))) +  о ( / ) .
З а м е ч а н и е  2 . В соответствии с теоремой 1 [3] решение задачи (17) пред­
ставимо в следующем виде: с точностью о(рк), 0 < д < до?
ф > (/) =  р ф )  +  Г(^[М о] -  ^ )[*,*о])4Л" 1) +  < * '( я м  -
- % )[«г ] ) с ( 0 ^ - 1)(0> +  м№ г ] / ( ^ * - 2 ( ^ (* -2)( 0 , ^ - 2)))) +
+  •](/(•, ^ _ 1( - ; ^ - 1) ( - ) , ^ - 1)) ) -  
-  / ( • , ^ - 2(-; «(*_ 1)(0 , 4 "_1)))))>
где
^ ( о  =  1'С{ф )  + (и2 -  
Р ^ ( Ь )  = Ф \ ь )  +
С ( ф )  = а ок)(г) +  А{кЧ*^о)(р кк) (г) У 1(1ок) (г)'
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Величины Д ^)(£, £о)> 0 ^ ( 2 )  могУт быть найдены как
решения уравнений (11) при замене А(£), щ(-) на и г][к\ - )  соответ­
ственно.
П р и м е р  2 . Вычислим информационное множество системы,
рассмотренной в примере 1, при реализовавш емся на [£(),£] сигнале т^(-) =  1. 
Н а начальном шаге предложенной итерационной схемы имеем следующую 
задачу:
р{0)(1) = т а х  т а х  |/'^[М о]+) + ( ^ (0)[г, •]<?(>(•))},
2о£ф(о)(*) { ш (О^о)
где <2(о)(*) описывается неравенством (13), а множество ^о)(%(*)> ^о) опре­
деляется соотношением
((«(•) -  р(-, г0))) 'Р((ь(-) -  <р(-, ^о))} < и2 -  (г0 -  I )2 Иг(Ь -  *0),
(р(т, 2:0) =  (1 — ) в к ^  — т) в е ск ^  — to).
Вычислив максимум по г>(-), получим
е т (1) =  т а х  {/(1  — (1 — zo) в е ск ^  — £о)) +
^оС(2(о)(-)
+  |/| -  Ц)(и2 -  (г0 -  I )2 ЩЬ -  Ц ) ) 1^ 2},
откуда имеем р ^ ( 1 )  =  1 + и\1\ с1Ь1^ 2(( — Ьо). Тот ж е результат получится, если 
воспользоваться теоремой 1 из [3].
Н а следующем шаге рассматривается задача (17) при к =  1:
р(1)(1)=  т а х  т а х  { I 'г(Р,ь^( -) ,  г^0)) + I1 г {1)^,Ьо\(г0 -  г^0)) +
о^С<2 (1)(-) гЧ-ЩУ( 1)М -)^ о)
+ <1'2(1)[(,•]£(■)(<’(■) - • ’<0|(-))>. (19)
где 4°^ =  1 +  ил/2 вдп(1) «/г2(^ — £о)_1^2> г/°)(т) =  (4°^ — 1) в/г,(т — £о)>
щ ( т) =  1 +  (4 0) “  1)с/г(т -  *0); 
г ( т ; г (0)(-) ,4 0)) =  2(0)0 ") + р { т  - г  о +  (4 0) -  1)й/г(т -  *0) +
+  ~  1)2 ( 5 5/г2(т  - к )  +  т -  *0));
%(1)[81т] =  1 +  2р ( в  -  т +  ( 4 0) -  1)(з/г(з -  £0) -  «Мт -  *о))) +  « Ы -
Пользуясь замечанием 2, решение задачи (19) можно представить с точ­
ностью о(д), 0 < д < до? в виде
^  (0 = Р1 (0 + /' (г[ь , *о] -  я р )[*, *0]) 4 0) + <*' •] -
- г (1)[{ ,.] )с ( .) /) ( .»  + м ^ ).]/(.,2( о)(0));
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Р1(1) =  1>с{ф ) +  {и2 -  / 1 ^ С0)1/2(Г Р (7 ) ф ) 0 1/2.
П оследовательно вы числяя величины  7>), 4 4 (1),
С(1)(7), Р щ  (7), Ь2щ(1) ,  получим  С ТОЧНОСТЬЮ о(//), О <  Ц <  Но'-
П ^ (7 )  =  -  7о) +  / и ф Д  Д ^ (7 ,7 о )  =  sec/г(^ -  7о)(1 +  / г у ф ,^ ) ) ;
Р ^ \ г )  = -  Ьо) + 2^ [  71(7-, 70)«ес/12(т -  0^)с?т;
7<0
4 4 ( 7 )  =  _  <о) +  М74(7,70); С(1)(7) =  1 +  /1«ес/г(7 -  70)75(7,70);
р (1)(*) =  с^ ( 7  ~~ *°) +  м(^1 (() + 7 2 (М о ));




г ^ ( т ) з Н 2 ( т  -  Ь0)(1т;
Э
71(*>*о)= [  (22(0)И  -  ф т ) ) ( 7 т ;
72(7,70) =  4со5ес/>2(7 -  70)71(7,7о) -  с7/>(7 -  70) /  71 (г > 7о) «ес/г2(т -  70) <7т;
7<0
£
( ф т  -  Ьй)г\(т) Т - ф т )  -
3
-  весЦт -  ^ ) (2 ^ (0)(т )  -  ф т ) ) )  с7т;
74 (7 ,70) =  [  в е с Ц т - г 0) (г){т) +  в е с Ц т - г 0) ( ъ { т , Ь )  -  7з { т, Ь) ) )  (1т;
75(7,70) =  71 (7,70) +  7з(7,70) +  7^(7 -  7о) Ф ( 7 )  +  72 (Мо)) +  с7/г.(7 ~  *о) 74(*, *о); 
77(т) =  т  -  *0 +  2 4 0) ( 4 0) -  1)й /г(т -  70) +  | ( 4 ° ^  -  1)2(т  _  *о +  ^ / г 2 ( т  -  70)).
П одставляя найденны е величины  в ф ) (/), получим  с точностью  о (/./),
0 < р < до:
р ^ ( 1 )  = р1(1) — 2р1 (ь — Ьо + и 8дп(1) /^г.1/ 2 — 7о))4°^ +
+  д / ( ( 7 - 7 0)(1 +  2 ( - г ^  -  1) -  | ( < г ^  -  I ) 2) +  -  1)2в/1(7-70) (2 — —  *о)));
/>1(7) =  /(1 +  /175(7, 7о)«ес/1(7 -  7о)) +
+  | / | ( с 7 ф  -  70) + //(^1 (7) +72(7,7о) ) )1/2(^2 -  4 4 ( 7 ) ) 1/2.
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А
о;1 (^) =  2 весН2^  — £о) /
Л,
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Таким образом, при 0 < ц  < до опорная ф ункция информационного 
множества р(/|ТК(£, %(•))) определяется равенством
р(/|ТТ(^ ??<(•))) =  р{1)(0 +  о(м)-
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