Abstract -Typically, digital sigmoid implementations for neural nets have low accuracy or unwieldy memory requirements. We present a highly accurate, memoryefficient sigmoid calculator, designed using a genetic algorithm. Our VHDL design, implemented in an Altera Flex.10K device, is easily reconfigurable for any sigmoid slope or for computing other required system-on-a-chip functions.
I. INTRODUCTION
Today there is an increasing need for intelligent architectural components for system-on-a-chip applications. Many of these components incorporate various neural net (NN) architectures, and every NN processing element requires an activation function. In the digital implementation of a NN, the activation function is most widely implemented as a lookup table and the accuracy of the output of the processing element depends on the number of words stored in the lookup table. The disadvantage with this approach is that, to achieve better results, the lookup table goes on increasing in size and often becomes large and unwieldy. Here we show that we can greatly reduce the size of the lookup table, while actually increasing accuracy, by using a set of cubic polynomials with integer coefficients calculated offline by a genetic algorithm, according to the method presented in [1] . The current implementation can also generate programmable sigmoid functions and can also be used in a reconfigurable system to calculate other functions of interest in addition to the sigmoid function. This approach results in a huge reduction in the memory required by the processing element. Booth encoding and Wallace tree techniques are used to further optimize the computation. The project is implemented in VHDL. The synthesis of the implementation and architectural simulations including place and route and timing analysis are carried out using the Altera FLEX 1OK family of devices. Synthesis and architectural simulations are also done in Synopsys. We show that our implementation achieves a large saving in memory and improved accuracy when compared with the lookup table approach, at the cost of some extra logic and execution time.
We also show that our implementation achieves higher accuracy than other digital and analog sigmoid approximations proposed in the literature. Our sigmoid function implementation is also integrated into a complete VHDL implementation of a NN architecture (linear feedforward with lateral connections) defined in [2] and implemented in VHDL in [3] .
II. NN ARCJITECTURE
We implement the neural net architecture, with lateral connections, defined in [2] The architecture is shown in Figure 1 .
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The overall architecture, whose complete VHDL implementation is described in [ Figure 2 . The sigmoid module we have developed can also be used in other neural net architectures; it is not limited to the NN with lateral connections described here. The genetic algorithm determines the integer coefficients for an interpolating polynomial of requested degree based on the evaluation of an objective function. The idea is to build up a set of third degree polynomials, with integer coefficients, in a piecewise fashion, so that the set of polynomials meet a prescribed error constraint at each training point for the domain they span. For example, the coefficients of the third degree polynomial Ax3 +Bx2 +Cx +D can be determined such that the objective function, computed in terms of the error at the training points, is minimized. In other words, the genetic algorithm can be constructed to search the restricted solution space to find the optimal coefficient set. Once the coefficients and the breakpoints are decided, the sigmoid function is implemented in hardware as a piecewise approximation of the polynomials. The GA can find more accurate approximations than traditional analytic techniques because the GA is searching through the space of available 16-bit coefficients (with appropriate scaling), while traditional analytic techniques such as Taylor series and least squares approximation assume that the full set of real numbers is available in the hardware implementation. But the truncated coefficients of the analytical solution which are actually available for implementation lead to a less accurate solution than the actual coefficients found by the GA. This approach is used to approximate many standard functions besides the sigmoid, with high accuracy, in [1] . Cubic polynomials are chosen as the basic approximating functions to maximize the interval lengths in the piecewise approximation while minimizing the number of multiplications needed.
Because it is a probabilistic search strategy, the GA will generate different sets of breakpoints and coefficients for every run. We generate eight breakpoints and correspondingly eight sets of A, B, C, and D coefficients to compute the sigmoid function approximation:
sig(x) = Ax3 + Bx2 + Cx + D These coefficients and breakpoints are generated in [1] and are given in Table I below, for 0 < x < 8. All values are given as 16-bit integers, which are to be interpreted as appropriately scaled (QO-Qi 5) fixed point numbers. The number of intervals needed depends on the accuracy desired. Here we are able to use 8 intervals to achieve a maximum error of 0.0001 as in [1] . This error constraint translates to 0.75 count as the breakpoints and coefficients are scaled by 2^13. The result is scaled by 2A14. (7, 81 ; f,g,h. piecewise approximations [9,10,111; . analog implementation [12] . [12) has a maximum error of 3%, while our implementation lhas an error of only 2.4% for x > 0. The errors for the methodls compared are slhown in Figure 3 and Table IV 
