Abstraet -The dynamic nature of a mobile ad hoc network (MANET)mayresultinaclusterofnodesbeingisolated from the rest of the network, especially when deployed in a terrain with blockages. To provide connectivity between the partitions of an ad hoc network that might occur due to mobility, a 'range extension' network can be employed. Such a network might consist of airborne communication platforms, or geostationaryilow-&-orbit satellites maintaining communication links with specific 'gateway' nodes that are dispersed among the mobile ground nodes. Thus, to communicate with a node that is geographically distant or belongs to a different network partition, an ad hoc node can relay its data packets through an appropriate mobile gateway and via the range extension network.
M works that have no centralized or pre-determined network architecture [I] . Instead, the nodes of the network cooperate in a distributed fashion to build a dynamic network infrastructure. This flexiblity makes ad hoc networks appropriate for m y applications such as: connecting mobile computers in an office or home environment, deploying wireless sensors in remote or inhospitable terrain, coordinating disaster relief efforts aller natural catastrophes, or in tactical deployments for situation awareness applications. However, this lack of centralized organizationcreates challenges for achieving network scalability. Furthermore, due to the range limitations of ad hoc nodes, the network might often be geographically divided into isolated partitions. In order to achieve scalability in terms of efficient communications between geographically distant nodes or between nodes that belong to different isolated partitions (each of which is an ad hoc group by itself), it is desirable to provide a minimal supporting infrastructure in the form of a range extension network. This infrastructure is also essential to interface the MANET with the Internet.
We envision the range extension network to rely on airborne or satellite relay nodes in order to interconnect the isolated partitions of an ad hoc network. However, this will require the deployment of special nodes on the ground, among the ad hoc network nodes, that are equipped with the appropriate hardware for communicatingwith the satellite/airbome nodes. This hierarchical routing architecture, therefore, can be visualized to consist of a range extension network consisting of satellites or airborne nodes and mobile gateways that provide the interface for the communications between nodes in different domains and/or to a backbone network ( Figure  1 ). Similar architectures have previously been considered for contrast, we consider the question that arises as to where a gateway that is affiliated with an ad hoc team of mobile units ought to be located, relative to these other mobile units.
We design a methodology for defining the gateway trajectory based upon the location, loading, etc. of the other nodes in the ad hoc group that the gateway serves. We show that network performance improves (for communications involving nodes in different clusters or teams), in terms of throughput and latency, if the gateway trajectory is computed based on this methodology. Thus, in our scheme, the mobile gateways react and alter positions in an attempt to maximize the efficiency of inter-domain communications, in addition to providing a means of range extension.
We derive a relatively simple analytical formulation for the optimal gateway position. This formulation reduces the problem to a h e a r optimization problem. This is discussed in Section III. We also provide an algorithmic implementation of the formulation in this section, and discuss the effects of enabling hierarchical routing or multicasting ([3]- [5] ). In 0-7803-7589-0/02/$17.00 02002 IEEE some of the system parameters on the performance. In Section IV, we estimate the overhead and the computational complexity incurred in implementing this architecture with the aid of typically used media access control (MAC) and routing protocols. In Section V, we discuss our simulation framework and some results.
11. NETWORK ARCHITECTURE The ad hoc network architecture may be envisioned to contain groups of mobile ad hoc nodes operating in a deployment area with restrictions (e.g. troop divisions in a mountainous area or a region where certain nodes cannot reside, such as hazard zones, regions of radio obscurity, etc. These restricted zones are collectively referred to as blockages). Each group would have one or more gateways capable of communicating with an airborne or satellite node with which it has a direct line-of-sight connection, e. g. as shown in Figure 1 . The gateway in each domain is then the conduit via which the ad hoc nodes in,separate domains can send data packets to each other, or to a wired infrastructure, with the routing assistance of airborne nodes. Since the nodes forming a parSatelliteslairborne nodes help maintain .... . ,. I . . ticular group are mobile, the objective is then is to determine the 'optimal' trajectory of the gateway associated with that group. For communication intended for nodes within a given group, the nodes would not be compelled to use the gateway, but would instead rely on the underlying MANET architecture using traditional routing, MAC protocols, etc. By intelligently positioning the gateway, we might expect to achieve better network performance for inter-domain node communications, (i.e. data communication between nodes that are in the domains of different, possibly geographically isolated gateways) than if the gateway were allowed to move randomly with respect to the nodes it its domain. The performance metr i c~ that could potentially be improved include: inter-domain network data throughput; inter-domain network packet transport delay; total power expended; data transmission reliability (packet droplerror rate) and the volume of the network control messages and resulting signaling overhead, among others. It is shown in the next section that the gateway positioning methodology can be formulated and solved as a simplified linear optimization problem. The technique essentially corresponds to a weighted centroid computation for the gateway position, as the nodes in its group m o b about the domain.
The details of the actual communication mechanisms that enable the MANET to function are not directly relevant in the development of our analytical formulation for computing the optimum trajectory that our gateway ought to follow (Section 111). For intra-domain node communications, the MANET could rely on well-established protocols such as the IEEE 802.1 1 MAC protocol for media access control [ 6 ] , DSR, DSDV, or AODV for routing [2] , etc. to establish and maintain connectivity. For inter-domain node communications, data will have to be routed through the gateway and via the range extension network.
GATEWAY TRAJECTORY UPDATE ALGORITHM: FORMULATION AND ANALYSIS
We now describe the algorithm for determining the trajectory of the mobile gateways such that it is optimal in terms of its 'relative position' with respect to the group of ad hoc nodes that it serves. We describe our algorithm assuming that there is a single gateway per domain. However, it is possible for several nodes among a cluster of nodes to be able to communicate with the range extension network and hence, any of these nodes could assume the role of a gateway. Fortunately, in all these cases, the base algorithm that we propose remains unchanged. Increased layers of complexity can be added to the base algorithm to enable the gateways to participate in node 'hand-off as in cellular networks, or to intelligently share the load generated by the nodes in the shared domains. These features are not discussed further in this paper due to space limitations.
Intuitively, it can be argued that the gateway should always be positioned closest to the weighted geographic centroid of the node positions in the domain. This is essentially what our algorithm does. The weighting factors are the parameters that the gateway can take into account during the optimization process (e.g. node positions, each node's offered load, data traffic patterns, priority of the generated traffic, the channel signal to interference noise ratio (SIR), among others). The relative importance of the parameters are determined by the specific network metrics of interest (mentioned earlier in Section 11). For the purposes of this discussion, we consider position and offered load as the primary parameters and the network throughput and the average delay experienced by interdomain data packets as the basic performance metrics. Thus, we make the following assumptions about the nodes in the network:
1) Each node is equipped with a GPS device that enables the node to determine its position. We note that any domain or terrain blockage can always be bounded by simple rectangular regions with a granularity chosen according to the desired resolution level. This representation is uselid since the constraints that govern the position of a gateway can then be described by simple linear equations (based on the coordinates of the rectangular boundaries), rather than hy complex non-linear expressons.
Since MANETS are multi-hop networks, nodes outside the single-hop radio range of the gateway and will have to route their data packets to the gateway via multiple bops through other ad hoc nodes. However, the cost function that we use in computing the weighted geographic centroid takes the offered load of the individual nodes and the priorities of the packets generated at each node into account. Thus, with successive iterations of the trajectory control algorithm, the gateway eventually will be closest to the most heavily loaded (or highest priority) nodes, which can thus reach the gateway in a single, or minimum number of hops.
A. Optimization Formulation be formulated as:
For a domain with n nodes, the optimization problem can is a user defined function that depends on the ifh node's load, pi, and priority, ~i .
We do not consider the data load due to intra-domain communication among the nodes, although this may affect the available bandwidth for interdomain communications. Depending on the type of traffic being generated by the nodes, the function q(pi, 71) can be defined appropriately to reflect CBR, or variable bit rate (VBR) traffic and with or without defined priorities. The terms wg are the vector coordinates representing the rectangles circumscribing the domain (bottom left and the top right points), and bik's are similar vectors that represent the boundary of the kth blockage. Therefore, we are minimizing the sum of the weighted geometric distance from the gateway to each of the nodes, subject to linear boundary and blockage constraints.
This problem is a non-linear optimization problem. However, since the cost function is the Lz norm and the constraints are linear, the problem is a convex program that can be transformed into a simple linear program (LP), which can then be efficiently solved via modem numerical interior point methods [SI. Thus, the Gateway Trajectory UpdafeAIgorithm can be represented as shown below, and the gateway would execute this continuously with an appropriate looping interval.
. Input constants (set 'a priori'), terrain and blockage boundaries. The motion of the gateway can be further governed by certain rules to prevent race conditions. As an example, one can have a hysteresis rule that helps prevcnt excessive gateway sensitivity, wherein a computed 'new' gateway location has be greater than some minimum pre-specified b units from the present location before we decide to move the gateway.
IV. COMPUTATIONAL COMPLEXITY

A. MACF'ro~ocol, Routing Support and Overhead
The overhead incurred in the execution of the trajectory control algorithm can be estimated as follows. In steps 1 and 2 ofthe algorithm, the gateway has to obtain state information from all the nodes. This can be pre-configured at network deployment, or can acquired on a reactive basis, in which case it is about the same as discovering a specific node within a MANET. Thus, for n nodes in a network, the number of messages required for these nodes to transmit positionhading updates every sampling period is of the order of O ( n z ) (assuming flooding is employed to Iransport these messages [4]). We note, however, that this contrnl information can simply be 'piggy-backed' onto the routing update messages (most of these parameters are usually %bit or 16-bit numbers, per node, so payload data length is not an issue), or embedded in the MAC layer 'hello' messages, or even piggy-backed onto the data payload that is routed to the gateway. This makes the overhead required for gathering state information for the algorithm to be on the Same order as that required for the operation of the underlying routing and MAC protocols (routing protocols are discussed in 121).
B. Optimization Compiaip
The computation of the trajectory itself involves solving a h e a r program numerically. It is well known that modem interior point LP solvers have a worst-case performance of U(n3) [ 81, where n is the number ofvariables in the LP. Thus, for a network of IO0 nodes, each of which is assumed to generate inter-domain data packets, we would expect calculations on the order of loo3 or 1 million iterations per update period.
A typical update period is of the order of 0.5 seconds in our simulations. Currently available 'off-the-shelf', inexpensive microprocessors can process on the order of tens of millions of instructions per second. For a network with 1000 nodes, the complexity increases significantly, requiring I billion iterations pcr update period. In such cases, however, it is far more efficient to simply deploy more gateways, and thus sub-divide the larger domain into smaller domains of ad hoc networks.
V. SIMULATION FRAMEWORK AND RESULTS
We employed the ns-2 network simulator [IO] as the primary simulation platform for evaluating the alrogithm, with the extensions for the 802.1 1 MAC and DSDV routing [7] . We also conducted simulations with appropriate modifications to the Dynamic Source Routing (DSR) algorithm 191. Our results were similar and we omit a discussion of this due to space limitations. The LP solver that we used was a moditiedversionofPG (www. c s . an1 .gov)that was integated into the ns-2 simulation framework by means of a C function call from the main program code. We were interested only in the inter-domain networking performance and consequently, all the data packets that the nodes generated in each domain were always deterministically addressed to the gateway. Intra-domain traffic in the MANET does not affect the gateway trajectory. The range extension network beyond the domain of the gateway was itself considered to be a 'blackbox'.
We first consider the case of equally loaded nodes (q(pi,qii) = 1 for all i) generating packets of the same priority. The problem is now equivalent to minimizing the sum of the distances from the gateway to the nodes, subject to the boundary and blockage constraints. The results shown in Figure 2 through Figure 4 are for the following system parameters: a rectangular area of sue 10,000 units by 10,000 units; a network of mobile ad hoc nodes ranging from 10 to 100 per domain; nodes assigned random velocities chosen uniformly between 0 unit& (stationary) and 25 unitds, moving in accordance with the random waypoint model. The gateway velocity is chosen to he at most one and a half times the maximum speed of the ad hoc nodes. AU the nodes are equally loaded and generate traffic 50% ofthe time. The mobile nodes transmit their coordinates to the gateway once every 0.5 seconds, and the optimization calculations are also repeated with this fiequency. The simulations are run for a total of 5000 seconds.
In Figure 2 , throughput performance is shown for three different scenarios: a gateway that is placed statically at the center of its domain, versus one that is moving according to a random waypoint model, and one +hat is being controlled by the optimization algorithm. Note that when our algorithm is implemented, the improvement in throughput is as high as 10% per domain (ignoring inter-domain interference effects), and hence can be very significant for the network as whole when there are multiple gateway domains. The improvement is more pronounced when we increase the area covered by the blockages (Figure 3 ). In Figure 3 , initially, with very few blockages in the domain, the number of packets that are successfully transmitted to the gateway that is being optimally placed is roughly the Same as the gateway that is static. However, with increasing blockages, the open space in the domain decreases and the throughput drops dramatically for static gateway placement. In contrast, for optimal gateway placement, the improvement in throughput to be as high as 60%.
To test the performance of the network when the cost function is altered to incoporate different priorities for different nodes, 100 nodes were deployed and the load generated by each node was progressively increased fiom 10% to 90%. Note that a node's priority depends on the priority of the packets that it generates at the given time. This is dynamic, akin to the offered load, and changes with time. For a specific value of the offered load, half the nodes (chosen randomly) generated high priority traffic (~( p , , 7 6 ) = ~i = lo), whereas the remaining nodes generated low priority data traffic pi, 7") = 7, = 1). For each of these cases, the average message latency was measured while using the gateway trajectory update algorithm with, and without, the priority class as a parameter in the cost function. The results are depicted in the higher priority traffic. These packets are delivered more efficiently-directly instead of via multiple hops-and with improved latency. Since the system capacity is fixed, the price that is paid, however, is that the lower priority traffic suffers increased latency and reduced throughput. We also note that, as expected, when the cost function in the optimization formulation does not take packet priorities into account, but considers only the position and offered load, there is no significant difference in the latency incurred by the different classes of traffic.
Effect of including the effect of priority in the opti-VI. CONCLUSIONS AND FUTURE WORK The focus of this work bas been to determine where mobile gateways ought to be placed relative to ad hoc groups of nodes, so as to support scalability and improved network performance in a range extension network. The formulation is shown to be a linear programming problem that can be solved by numerical methods.
Simulation results indicate that the network throughput and latency improves by about IO-15% per gateway domain if the gateway moves in accordance with the optimally computed trajectory, as opposed to remaining static or moving randomly. The cost function in the optimization can also be modified to favor prioritized traffic. Furthermore, the operations required to compute the optimal gateway trajectory can he efficiently performed with currently available hardware technologies, and with little additional overhead.
One particular extension of interest is to consider the case wherein multiple gateways are present in a particuh domain, where the nodes have the ability to choose different gateways for relaying their inter-domain traffic. This structure can be exploited to balance the loads in different domains, thereby improving performance further. This is currently being investigated.
