


























the current study, where data of  the past 20 years  (2000–2020)  is used. For  this purpose, remote 
sensing data from the Advanced Spaceborne Thermal Emission and Reflection Radiometer Global 

































































































It  is obtained from satellite  imagery and  is widely used  in urban overheating and UHI 
assessment. It is considered one of the most significant factors controlling Earth’s biolog‐
ical, chemical, and physical processes  [17,18].  In addition,  it affects  the water and heat 
exchange between Earth’s surface and the atmosphere [19]. Therefore, LST has been a sig‐
nificant part of  climate modeling, heat balance, and global‐change monitoring  [20,21]. 
When LST  is used as a prime  indicator  in UHI‐related  studies,  it  is  referred  to as  the 
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ical stations and ground‐based data  for recording air  temperatures  [38]. Therefore,  the 
researchers became more inclined towards urban overheating studies based on LST ac‐
quired from remote sensing (RS) data because of its spatial extent and temporal availabil‐


















Similarly,  forecasting approaches based on deep  learning have been employed  in 
studies on  time‐series data  [51,52].  Importantly,  it  is noted  that  in  time‐series analysis, 
recurrent neural networks (RNNs) show comparatively more adaptability and improved 
prediction  results. However, RNN has some drawbacks. These  include quick  losses of 
long‐term memory and exploding and vanishing gradients. Nevertheless, these problems 
have been addressed by long short‐term memory (LSTM) models, which is a variant of 













Thus,  this research contributes  to  the existing  literature by providing a novel and 
efficient LSTM‐based approach for LST forecasting. The proposed model helps in predic‐
tion when acquiring data using remote sensing observations  is not possible due  to  the 
cloud cover or other hindrances. Furthermore, the model proposed in the current study 
can be used during the planning process of a town or a city so that the urban overheating 












ing  that Karachi  is a major  industrial and metropolitan city of Pakistan,  it has become 
imperative that the ramifications of CPEC projects are investigated in Karachi. This has 




































































city  that  is bound  to grow and cause more detrimental effects due  to CPEC and other 
development projects if not catered for appropriately. Therefore, the current study targets 
this aspect of Karachi, Pakistan, and uses it as a case study to assess the effects of urban 


















926.626 m) are used  in  the  current  study. Further,  the  sixteen days vegetation  indices 
MYD13A2 product of MODIS (resolution 926.626 m) of overlapping dates with MYD11A2 
have also been used  for this study, as shown  in Table 1. Data of twenty years (2000 to 





























MYD11A2  MODIS  Aqua  8‐day  926.626 














In step  two of  the method  for  the current study, an LSTM network  is developed. 
LSTM is an improved form of the standard RNN with three important threshold functions 
under its hidden layer of cell structure, as shown in Figure 2 [15]. 





In Figure 2,  𝐶 ,𝐻 ,𝑋 ,  are  the three  inputs  to the LSTM cell. 𝑋 , represents the 
input of the current time step. 𝐻   represents the output of the preceding LSTM unit. 
𝐶   is the “memory” of the previous unit and is the most important input.  ℎ   is the unit 





















gates,  control  information  storage and data  interaction  in  forward propagation. These 
gates comprise the forget gates, denoted by  𝑓   in Figure 2, whose function is to keep track 
of the data to be kept or discarded. The values of the forget gates are calculated through 
Equation  (1). The other gates  include the  input gate, denoted by  𝑖 , which controls the 
data entering a cell.  In other words,  it decides which data should be processed or dis‐
carded. This  is computed  through Equation  (2). Finally, LSTM network consists of  the 
output gate, denoted by  𝑜 , which controls and decides the best alternative among many 
possible outcomes to be used for further analyses. This is calculated through Equation (3). 
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𝑓 𝜎 𝑊 ℎ  , 𝑥  𝑏   (1)
𝑖 𝜎 𝑊 ℎ  , 𝑥  𝑏   (2)





𝑊 ,𝑊 ,𝑊    = weights 
𝑏 , 𝑏 , 𝑏   = deviation matrices 
Equation (4) express the updated current time (𝐶 ′) equation for the cell state infor‐
mation. 
𝐶 ′ tanℎ 𝑊 ℎ  , 𝑥  𝑏   (4)
where c is the state and  𝑡𝑎𝑛 ℎ  is the activation function. The combined form of forgetting 
and input gate for the current time point of the cell state is shown in Equation (5). Equation 
(6) shows the output, i.e., the information that is returned to the hidden layer. 
𝐶  𝑓 ∗  𝐶  𝑖 ∗ 𝐶 ′  (5)












low. First, previous data  is processed and divided  into  test and  training sets. Then, an 
LSTM model  is designed and  trained on  the  training sets  to make suitable predictions 
based on the test data set. Finally, the model’s accuracy is assessed and compared with 
existing models to highlight any potential improvements. 





In  the data processing stage,  the examined  time‐series data can be converted  into 
controlled  learning problems by generating overdue  input observation and forecast  la‐
bels. For a given lag step  𝑘, the forecasting value at time  𝑡  is computed by the input vec‐
tor  𝑦  ,𝑦  , … ,𝑦 . After that, the loss function of mean square error (MSE) is used 
to train the model on the LSTM network and conduct the forward calculation. Finally, the 
ultimate forecasting model, as shown in Equation (7) is used. 
𝑦 𝑓 𝑦  ,𝑦  , … ,𝑦   (7)
where k represents the number of neurons in the input layer of LSTM structure, f is the 
forward calculation, t is a period, and  𝑦   is the forecasted value. 
Forecasted values are calculated through iterations. Accordingly, an initial forecast 
on the test data set is taken to create a new input vector and compute the next forecasted 
























the built‐up  regions have  increased compared  to  the previous years.  Interestingly,  the 





































index values are shown  in blue, those with  low values are shown  in brown, and those 
with intermediate values are shown in yellow. The high and low values are mentioned to 
define  the range of  the EVI values. The results show  that EVI  for  January ranges  from 
−0.0457 to 0.4437 while that for May ranges from −0.0297 to 0.3464. Figure 6 shows abun‐













































































Day No.  Maximum  Minimum  Mean  Standard Deviation 
January (009–016) 
Actual  292.92  305.27  296.42  1.289 
Predicted  293.76  306.19  297.11  1.267 
May (137–144) 
Actual  303.06  321.46  314.76  1.295 
Predicted  302.6  322.42  314.89  1.326 
LST values (observed and predicted) have been plotted using 200 randomly selected 
pixels from the study area in this study. This is done to assess the temporal variation of 


















𝐸  │Y Q│  (8)
MAE is calculated by taking the mean of absolute errors using Equations (9) and (10). 
𝑀𝐴𝐸  𝐸 /N  (9)
𝐸  𝐸 𝐸 𝐸 ⋯ 𝐸    (10)
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