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 Recent years’ advancements in sensing technology have generated an enormous 
amount of data in various fields and industries, including transportation. Public 
transportation systems,   as a critical component within the transportation ecosystem, have 
also been experiencing much data growth. The availability of big data not only improves 
traditional transit service monitoring, but also enables high-resolution transit performance 
analysis that guides decision making. However, the potential of these datasets is not fully 
explored yet due to several challenges such as residing noises in data records and limited 
computational power. This dissertation tries to address three of those challenges: how to 
incorporate and analyze missing data due to lack of electronic footage, how to enable 
high-resolution performance measurements that require extensive computation, and how 
to interpret the high-resolution results? 
 The first challenge was addressed in a quest to find missing data on the different 
fare payment methods without electronic footage, and their impact (among other factors) 
on bus Dwell Time (DT). Integrating information from multiple data sources, a combined 
approach of optimization and regression analysis was developed that offers a data-driven 
evaluation of existing fare payment structures and their individual effects on DT. Using 
the 35M bus rapid transit line operated by the Utah Transit Authority as a case study, the 
method demonstrates the robustness and strong predictive power in DT modeling. Then 
we introduce a new algorithm that is computationally elegant and mathematically 
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efficient to address the second challenge of run-time reduction. An open-source toolbox 
written in C++ is developed to implement the algorithm. The toolbox is tested on the City 
of St. George’s transit network to showcase dynamic transit accessibility analysis. The 
experimental evidence shows significant reduction on computational time. To address 
challenge three on interpreting the high-resolution transit accessibility results, the 
algorithm in the previous study was applied to the Salt Lake City’s network to compute 
travel times at multiple departure times throughout the day. A series of indicators that are 
intuitive to interpret were developed to determine the varying causes of poor transit 
accessibility and identify areas with immediate needs for service improvements.  
 This dissertation manifested that utilizing newly available datasets not only 
improves the resolution and accuracy of the transit service assessments, but also takes a 
step further to enable a comprehensive study of various factors (stop characteristics) 
impacting transit service efficiency and quantifying critical decision-making indices 
unveiling transit service effectiveness that were not possible before. Findings from this 
research are expected to lead to methodological advancements in data-driven approaches 
in public transit studies, and help transform the transit management mindset into a model 
of data-driven, sensing, and smart urban systems.
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CHAPTER 1 
INTRODUCTION 
In the United States, public transit trips have increased by 34 percent since 1995 
(1). The magnitude of transit trips growth can be better understood when compared to the 
population growth of approximately 21 percent within the same period. In 2016, Americans 
took 10.4 billion trips via public transit services operated by more than 6,800 transit 
agencies employing more than 400,000 people (1). Public transit is a fundamental 
component of the transportation system that plays a key role in addressing challenges faced 
by modernized society, with the most important being congestion. Congestion causes 
extensive economic burden on society. Schrank et al. (2) estimated a congestion cost of 
$121 billion in urban areas of the United States alone. They determined that congestion 
cost would rise to $142 billion (17% more) without public transit. The benefits of public 
transit is multifaceted, other than congestion relief. Economic, health, energy, accessibility, 
and environmental challenges can also be remedied by public transit services, which are 
explained in more detail as follows. 
Public transit enables economic growth by creating direct and indirect jobs, 
encouraging land use development, reducing congestion costs, increasing labor income, 
and increasing business sales and tax revenue (3-5). Public transit also helps families to 
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save money by providing an affordable transportation option. Beirão and Cabral (6) have 
studied travelers’ attitudes towards public transit and reported that even car users 
acknowledge public transit as cheaper option. APTA (1) reported a two-person household 
can save about $10,000 a year by downsizing to one car. 
 Various common health problems in modern society such as heart disease, obesity, 
and depression are associated with inadequate physical activity (7). Encouraging an 
inactive population to use public transit increases their daily walking-time to reach the 
recommended level of daily physical activity (8), and consequently, improves public health 
(9-11). 
 The public transit fleet, as an integral part of the transport and mobility industry, 
plays an important role on the energy consumption and environmental profile of cities (12). 
The modal shift from private car to public transit decreases auto travel and consequently 
results in reduction of vehicle-mile-traveled, fuel consumption, and emissions. Schrank et 
al. (2) reported public transit use in 2011 saved 450 million gallons of fuel in the United 
States. In addition, public transit use saves 37 million metric tons of carbon emissions 
annually (1).  
 Access to public transit provides mobility options and enables disadvantaged 
populations to perform the necessary daily activities such as commuting, visiting doctors, 
and participating in social activities (13). On the other hand, poor access to public transit 
can cause social exclusion and limit the available opportunities for disadvantaged 
populations (14). 
 As mentioned above, public transit offers various benefits and is a crucial part of 
solutions towards sustainable economic performance, social welfare, and environmental 
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resilience. The benefits of public transit proliferate as transit ridership increases. Public 
transit ridership is influenced by many factors such as socio-economic factors (15), transit 
fare (16), service coverage (17), and travel time (18-19). Travel time is one of the critical 
factors reflecting the feasibility and attractiveness of transit use (20), which itself consists 
of four main components: ingress/egress time, time spent at stops, time spent between 
stops, and time spent for transfer. Therefore, understanding the nature of factors impacting 
each component of transit travel time helps transit authorities with planning and operating 
their transit network more effectively in order to increase ridership. 
 In recent years, advancement in sensing technologies and data management enabled 
public transit agencies to collect a large amount of data in a consistent format. The 
availability of such data sources empowers researchers to conduct high-resolution studies 
on travel time (among other factors) that lead to better understanding of the transit 
operation. This field is still in its infancy and various challenges are present in working 
with automatically collected data and high-resolution analysis. This research aims to 
address some of these challenges and provide a better understanding of transit operations 
in order to improve transit service efficiency and effectiveness. 
 
1.1 Problem Statement 
 Public transit agencies and researchers have traditionally relied on manually 
collected data and/or simplified forms of data for planning and evaluating transit services 
(21-22). Manual data collection is labor-intensive and time-consuming. As a result, project 
budgets and time constraints limit the sample sizes and generality of models (23). In 
addition, the unavailability and inconsistency of data formats forced researchers and 
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practitioners to use simplified forms of transit networks (20). Consequently, the 
performance measures (such as travel time) were estimated rather than calculated (21). 
 In recent years, there has been growing adoption and utilization of various sensing 
technologies by transit agencies to collect and share data. Big data analytics in public transit 
allow high-resolution transit service analysis that not only provides real-time information 
to riders, but also guides investments and decision making for service optimization. 
However, the potential of these datasets is not fully unveiled due to several challenges such 
as noise residing within data records and limited computational power. This dissertation 
aims to address some of these challenges in two applications: 
1) Fare payment structure and Dwell Time (DT) modeling; 
2) Public Transit Accessibility (PTA) and transit gap causality analysis. 
 In the first application, Automatic Vehicle Location (AVL), Automatic Passenger 
Count (APC), and Automatic Fare Count (AFC) datasets were used to analyze the impact 
of various factors such as fare payment structure on transit DT. Even though these datasets 
provide a massive amount of information, each has downsides of its own in terms of 
accuracy, format, and fragmented information that prevent their mutual integration. This 
forced previous studies on fare payment structure and DT analysis to either rely on 
manually collected data or ignore these issues, which led to biased results. 
 In the second application, network-level public transit data must be jointly used 
with census data to measure PTA and transit gap. The General Transit Feed Specification 
(GTFS) is an emerging dataset nowadays that offers a unified format of network-level 
transit information (e.g., schedule, trips, stops, and routes). It can be used to compute travel 
time from one station to another, which is required information for PTA. However, 
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implementing such an analysis requires extensive computational power utilizing readily 
available software (e.g., Esri’s ArcMap Network Analyst). Moreover, the high-resolution 
results are too complicated to interpret using traditional methods due to the added temporal 
dimension. 
 The specific challenges and limitations regarding each application are described in 
detail in Sections 1.1.1 and 1.1.2. 
 1.1.1 Fare payment structure and dwell time modeling. Transit service reliability 
and efficiency are influenced by the variability in bus operating time. Such variability will 
affect headways, which may lead to bus-bunching and inconsistent wait times for riders. 
DT, or the time spent at stops, is a major component of bus operating time (24-26). 
Therefore, understanding the nature of factors influencing DT will assist transit authorities 
with planning and operating their bus systems more effectively. 
 There are a number of factors impacting DT such as passenger demand, fare 
payment methods, vehicle configuration, passenger load, door usage, and platform 
configuration (27). Previous studies have reported that fare payment structure can have 
significant impact on passenger boarding/alighting time and consequently on bus DT. To 
analyze such an impact, the classic linear regression model with ordinary least square has 
been widely used to model bus DT. Traditional DT modeling relies on manually collected 
data (28-32) and suffers from a limited number of samples, leading to loss of generality.  
 The APC, AFC, and AVL datasets have gained popularity in recent years for DT 
modeling as they complement each other and provide a massive amount of information in 
a cost-effective way (23, 33-34). However, the following challenges must be addressed to 
enable the use of these datasets and ensure the reliability of DT modeling and fare payment 
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structure results: (1) how to screen-out noises in the datasets? Past studies have used simple 
filtering threshold while ignoring the fact that the noises can be small enough to sift through 
filtration; (2) how to categorize behavior-controlled DT observations? The first step in 
modeling simultaneous boarding and alighting is to categorize observation based on the 
behavior (e.g. boarding) that controls DT. However, past studies, that used automatically 
collected data, have ignored such simultaneous passenger behavior; and (3) how to analyze 
impact of transactions that do not have electronic footage on DT? The fare payment 
methods with no electronic footage were assumed to have identical effect on DT which is 
an oversimplified assumption leading to over/underestimation of their impact. 
 1.1.2 Public transit accessibility and transit gap causality analysis.  PTA refers to 
the ability to reach goods, services, and activities via public transit. PTA is an important 
factor that influences users’ mode choice. Good PTA encourages users to use public transit 
and active transportation. Consequently, it increases transit ridership, improves public 
health, and enhances the urban environment (9, 35). An accurate assessment of PTA 
enables transit agencies to identify areas in most need of improvement and guide 
investment decisions and land use development (36). 
 Prior to 2005, PTA measures have either excluded travel time or used an estimation 
of travel time based on simplified transit network data. However, overlooking travel time 
tends to overestimate the portion of the population with transit access (20). GTFS, 
introduced in 2005, provides a detailed schedule of transit network in a uniform data-
format. Since 2005, many PTA studies have used GTFS to measure travel time for a 
specific time-of-day (e.g., peak hour) (37-40). This often leads to an overly optimistic 
evaluation of PTA as the optimum transit service is provided at peak hour and the temporal 
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fluctuation of transit service is ignored. To address this problem, PTA can be measured for 
several times-of-day (dynamic PTA) (41-42). The measured PTA (supply) can be 
compared to the need for transit services (demand) to identify transit gaps (mismatches) 
and guide transit investment decisions (42-43). 
 The current state of PTA and transit gap analysis faces three main challenges that 
have not been addressed yet: (1) Calculation of travel time for several times-of-day is a 
computational-extensive and time-consuming process that undermines its feasibility. For 
example, Farber et al. (42) reported that the calculation of travel time between all transit 
stations for every minute of the day for the Salt Lake City transit network with 1,400 
stations, and 100 transit routes would take approximately 60 days on a quad-core machine 
in ArcGIS. (2) Analyzing and interpreting dynamic PTA results remains challenging due 
to the complexity of the added temporal dimension. Headways, standard deviations, 
coefficients of variation, ranges, and Fourier transforms can all be used to measure the 
temporal variability of transit services. However, little has been done in justifying the use 
of these methods or comparing their results. (3) No study to date has successfully identified 
the underlying reasons for poor PTA. PTA is influenced by the efficiency of the transit 
service and/or geographic location of the subject area. Poor PTA caused by inadequate 
transit services can be remedied by the transit agency via investment. However, poor PTA 
caused by geographical disadvantage (i.e., long distance between origin and desired 
destinations) requires land development efforts. Therefore, it is critical to distinguish 




1.2 Research Objectives 
 The main goal of this research was to develop innovative methodological 
frameworks for data-driven high-resolution analysis from newly available datasets in 
public transit to guide and refine the decision-making process. The defined research goal 
was developed through seven major objectives that align with the previously explained 
research problem statement. These major research objectives regarding each application 
were described in Sections 1.2.1 and 1.2.2. 
 1.2.1 Fare payment structure and dwell time modeling. The fare payment structure 
and DT modeling research objectives were defined as follows: 
1) Identify various noise types (e.g., noises caused by device malfunction) that may 
exist in the APC and AFC datasets and develop effective filtration methods; 
2) Develop a methodological framework for categorizing the behavior-controlled DT 
observations into boarding-controlled, alighting-controlled, and atypical 
observations; 
3) Devise a procedural method to estimate the number of users utilizing each non-
electronic fare payment method (e.g., cash payers and prepaid pass holders) in each 
observation and validate the results through statistical testing. This is to model the 
impact of different fare payment methods on DT using APC and AFC datasets. 
 Following these objectives, the 35M MAX Bus Rapid Transit (BRT) line in Utah 
Transit Authority’s (UTA) network was selected for DT analysis. To model DT and the 
fare payment structure quantitatively, APC and AFC records were collected for May 2014. 
The APC and AFC datasets were postprocessed and matched. Three sources of noises in 
the data were identified and screened out: (1) abnormal results in matching datasets (e.g., 
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number of passengers boarding/alighting using electronic fare payment method in AFC 
record is bigger than total number of passengers boarding/alighting in APC records); (2) 
device malfunction (e.g., 10 passengers board in 1 second); and (3) unusual events leading 
to erroneous data records (e.g., a passenger that boards and alights multiple times in one 
stop or a passenger blocks APC device infrared light). 
 The 35M MAX BRT line allows simultaneous boarding and alighting, so the next 
step was to use a cleaned dataset for categorizing behavior-controlled DT observations. For 
this purpose, atypical activity observations were screened out according to 10 seconds per 
passenger boarding/alighting time threshold. The threshold was selected based on previous 
studies’ results and field observation. Genetic Algorithm (GA) was used to minimize the 
error of two separate objective functions for boarding-controlled and alighting-controlled 
DT calculation, with constraints selected based on previous studies’ results and field 
observations. A DT observation was controlled by boarding (alighting) activity if the 
boarding-controlled (alighting-controlled) function’s error was smaller than the alighting-
controlled (boarding-controlled) function’s error. 
 Finally, optimization technique and regression modeling were combined in a 
procedural method to estimate the influence of each fare payment method (among other 
factors) on DT. In this procedural method, regression modeling was applied and the impact 
of contributing factors (such as electronic fare payment) on DT were estimated. This 
regression model doesn’t incorporate each nonelectronic fare payment method (e.g., cash 
transactions) individually as they are not recorded separately. In other words, the sum of 
(aggregated) number of passengers using nonelectronic fare payment methods is 
incorporated in the model as one variable. In the next step, GA is used to estimate each 
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missing variable (i.e., nonelectronic fare payment methods) in every observation. The GA 
model is built based on the assumption that the sole difference between the aforementioned 
and perfect (where 𝑅2 = 1) regression models is caused by using the nonelectronic fare 
payments methods as one aggregated variable (in aforementioned regression model) versus 
separate variables (in perfect regression model). Then the estimated disaggregated missing 
variables were used in the regression model to estimate their impact on DT. Three posterior 
statistical tests were conducted to validate the results including a seemingly unrelated 
estimation test to assess the consistency of parameter estimates of the common variables 
in two aforementioned regression models (i.e., one with aggregated and one with 
disaggregated variables of nonelectronic fare payment methods), a matching test to ensure 
model estimation power by comparing the estimated missing variables with their actual 
observed values (collected manually), and an estimation bias test to check the magnitude 
of possible bias in parameter estimates.  
 This approach resulted in the ability to screen out noises, develop high-accuracy 
regression models based on categorized behavior-controlled DT observations, and 
incorporate missing variables such as nonelectronic fare payment methods in DT modeling 
solely using APC and AFC datasets, while exploring the influence of various factors on 
DT besides fare payment methods such as station placement, design, and the built 
environment. The research methodology was designed to be transferable to any transit 
route with APC-AFC datasets’ availability to identify factors contributing to DT and guide 
future effective policy making.  
 1.2.2 Public transit accessibility and transit gap causality analysis. The PTA and 
transit gap causality analysis research objectives were defined as the following: 
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1) Devise an innovative algorithm for calculating dynamic PTA, while significantly 
reducing the computational time that makes it feasible to perform on a normal 
desktop computer; 
2) Implement the dynamic PTA algorithm in a low-level programming language (e.g., 
C++) to develop an open-source toolbox that will take advantage of publicly 
available data (i.e., GTFS and census data); 
3) Use the toolbox to measure high-resolution dynamic PTA for a relatively large 
transit network, and define an unified unit-less range-free index that is able to 
capture the temporal fluctuation of dynamic PTA; 
4) Define and measure the public transit service gap to identify regions with transit 
mismatches by comparing dynamic PTA (as supply) and the public transit needs 
(as demand), and identify the causation of mismatch by jointly using public transit 
accessibility gap and the unified ratio. 
 To achieve the first two objectives, a relatively small transit network was used as 
the testbed for algorithm and toolbox testing. The computational time of the algorithm on 
a small transit network is relatively short, thus enabling multiple run time comparisons 
with other available software. For this purpose, the transit network (operated by 
SUNTRAN) in the City of St. George, Utah is selected.  GTFS data consisting of six bus 
routes’ schedules of SUNTRAN’s network were collected. The population density of 
geographic locations reachable by transit network were calculated from census block data. 
Both GTFS and census data are open-source and available for public. 
 An innovative dynamic (time-dependent) all-pair shortest path algorithm based on 
transit network characteristics was designed to measure travel times from each transit stop 
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to all other transit stops for varying departure times throughout the day. The proposed 
algorithm starts from each transit stop as origin, follows the next available trip (or trips) 
passing through this stop, and traces this trip (or trips) to meet new stops. The travel times 
from origin to these stops are then updated. If the met stops are connected to new routes, 
then the next available trips on the new routes are traced as well. This process continues 
until either all the stops in the network are met or the trips appear impractical from users’ 
perspective (e.g., nonviable number of transfers or walking distance required). 
 The superiority of the proposed algorithm in contrast to the fastest all-pair shortest 
path algorithm (to date) was mathematically proven by comparing their associated time 
complexity. It has been shown that as the network size increases, the time complexity of 
the proposed algorithm increases at a slower rate than its peers. The algorithm was coded 
in C++ and a toolbox was developed for calculating dynamic PTA. The computational time 
for calculating time-dependent all-pair shortest path and dynamic PTA for the 
SUNTRAN’s transit network was measured using the proposed algorithm, fastest 
algorithm (Pettie’s algorithm (44)), and Esri’s ArcMap Network Analyst. The results show 
that the proposed algorithm outperforms others, and above all allows such computation on 
a normal desktop computer. Analysis shows that headway, operating speed, stop 
positioning, and schedule coordination might all influence the temporal fluctuation of 
travel time and PTA. It thus motivates further exploration of unified ratio to capture such 
temporal fluctuation of PTA. 
 Following Objectives 3 and 4, the UTA’s transit network was selected as the 
analysis location due to its relatively large transit network covering six counties with 125 
transit routes encompassing bus, light rail, and commuter rail. The GTFS data for UTA’s 
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network, which is publicly accessible, were collected from the GTFS-data-exchange 
website (45) to be used for measuring travel times between transit stops. The 
socioeconomic data regarding job density, worker density, and salary/income was obtained 
from the Census Transportation Planning Product (CTPP) website (46). The collected data 
were used to measure the available opportunities and the need for public transit services at 
each transit stop and TAZ. The Weighted Average Travel Time (WATT), which weighs 
travel time based on potential opportunities available, was selected as the PTA measure 
due to its independency of super-linearity of distance-decay function. 
 The developed toolbox was used to measure the WATT for each transit stop at 10-
minute intervals from 4 AM to 10 PM. The potential opportunities available at each TAZ 
were measured as the adjusted number of jobs available based on their average salary. 
Potential opportunities available at each transit stop were then computed based on the 
potential opportunities of the TAZs intersecting within a 400-m buffer (i.e., stop catchment 
area) around the transit stop. The dynamic PTA computation (that required shortest path 
finding between about 40 million Origin-Destination (O-D) pairs) took about 6 days on a 
normal desktop computer. To develop an index that can capture the temporal fluctuation 
of PTA, several options were considered and compared. It has been shown that Average to 
Median WATT Ratio (AMWR), as a unified unit-less range-free index, outperforms other 
options in quantifying the temporal variation of WATT. The large value of AMWR 
indicates negligible fluctuation in PTA throughout the day and good transit service. 
 The Need for Public Transit Services (NPTS) of each TAZ was defined and 
measured as the adjusted number of workers based on their average income. The NPTS 
and average WATT of each TAZ were compared to measure the public transit service gap. 
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For this purpose, the Public Transit Accessibility Gap index (PTAG) was defined as the 
multiplication of WATT and normalized NPTS. The high value of PTAG indicates poor 
PTA (high WATT) and high NPTS. Finally, the AMWR (as a service quality indicator) 
was jointly used with PTAG (as a mismatch indicator) to unveil the underlying reasons of 
the public transit service gap – poor transit service or geographical disadvantage. The Need 
for Public Transit Improvement indicator (NPTI) was defined by enlarging the impact of 
quality of service on the public transit services gap. Such enlarging was implemented 
through an innovative power scaling method that normalized the NPTI values regarding 
the geography of study area. High value of NPTI is associated with poor PTA, high NPTS, 
and caused by poor transit service in the region.  
 This approach resulted in the ability to measure temporal fluctuation of PTA by a 
single index, calculate transit mismatches, and prioritize TAZs based on their need for 
transit improvements regardless of their geographic location. In addition, the proposed 
analysis provide insights about the impact of fast transit services, spatial inconvenience, 
and level of coordination between the feeder route and the fast route on PTA, PTAG, and 
NPTI. The proposed method was designed to be reproducible for any public transit network 
and easily modifiable for any measure of PTA (e.g., PTA to jobs, supermarkets, and gym).    
 
1.3 Dissertation Outline 
 This dissertation consists of five chapters. The first chapter introduces the research 
problem and defines the research objectives both in general and for each specific 
application. The chapter ends by outlining the proposed dissertation chapters. Chapters 2, 
3, and 4 demonstrate the journal publication studies conducted for each application. 
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Chapter 2 presents the fare payment structure and DT modeling study explaining the gaps 
in existing literature on the use of APC and AFC datasets for DT modeling, introducing 
the methodology that fills in those gaps by estimating missing variables, describing the 
collected data, and discussing results and implications. The third chapter presents the 
research on the dynamic all-pairs shortest path algorithm and toolbox that enables the high-
resolution dynamic PTA calculation on a normal desktop computer. Chapter 3 reviews past 
studies, explains the importance of measuring the temporal fluctuation of PTA and the 
existing computational issues in such calculations, provides a brief description of GTFS 
data, describes the algorithm design, evaluates algorithm and PTA results through an 
application demo using St. George’s transit network, and ends with a discussion on the 
implications and conclusions. Chapter 4 introduces the research on dynamic PTA 
interpretation and transit gap causality analysis, by providing a background on the current 
limitations, and continues with description of datasets, methods used to measure dynamic 
PTA, developed indexes to measure PTAG and NPTI, results of implementing the method 
to UTA’s network, and concludes with findings of the study. Major contributions of this 
research, recommendations for future research efforts, and research limitations are 
provided in the final chapter.   
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CONCLUSIONS AND RECOMMENDATIONS 
 
 Recent advancements in sensing technologies and data management along with the 
open-data movement provide a large and detailed source of information that was not easily 
accessibility (if accessible at all) before. Researchers and decision makers soon started to 
take advantage of such data sources by developing mathematical and statistical modeling 
techniques to back up policies and guide future plans. Public transit authorities were not an 
exception in employing new sensors, data management, and new analysis methods to guide 
decisions related to service investments, land use development, and operation policies. The 
main goal of this research was to develop data-driven analysis that utilizes newly available 
datasets and provides results to guide decision-making processes in public transit. The first 
step in developing such data-driven methods is to address the challenges associated with 
the data. This dissertation tries to address three of those challenges as follows: 
1) How to incorporate and analyze missing data due to lack of electronic footage. 
2) How to perform high-resolution performance measurements that require extensive 
computation. 
3) And how to interpret the high-resolution results. 
 To address each challenge, a study was designed. The first challenge was explored 
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in a quest to find missing data on the fare payment methods without electronic footage, and 
their impact (among other factors) on bus Dwell Time (DT). For this purpose, statistical 
modeling and optimization techniques were jointly used to develop a methodological 
framework based on Automatic Passenger Count (APC), Automatic Fare Count (AFC), 
and Automatic Vehicle Location (AVL) datasets. The Bus Rapid Transit (BRT) route 35 
MAX in Utah Transit Authority’s (UTA’s) network was selected to showcase the aptitude 
of the method in estimating the missing data including cash payers and prepaid pass 
holders. The second challenge was attacked by designing a new dynamic all-pair shortest 
path algorithm based on the public transit characteristics. The developed algorithm 
significantly reduces the amount of required computation to the point that enables the 
calculation of dynamic Public Transit Accessibility (PTA) on a normal desktop computer. 
The developed algorithm was implemented in a toolbox working solely based on publicly-
available datasets including Google Transit Feed Specification (GTFS) and census data. 
The algorithm and toolbox were tested and their superiority over other available software 
and algorithms was proved by experimental evidence. Challenge three came into existence 
due to the added temporal dimension of the PTA results. The third study explored various 
methods in interpreting the dynamic PTA. Innovative indices were developed and 
implemented on UTA’s transit network to capture the temporal fluctuation of PTA 
throughout a day. The proposed method resulted in effective interpretation of dynamic 
PTA, transit gap, and associated causes of transit gap. This dissertation manifested that 
utilizing newly available datasets not only improves the resolution and accuracy of transit 
performance measures, but also takes a step further to enable studying factors (e.g., station 
placement impact on DT) impacting such measures and quantifying critical indices (e.g., 
 71 
transit gap causality analysis and developing NPTI) for investment decision making that 
were not possible before. This chapter discusses the contributions of each study (presented 
in Chapter 2, 3, and 4) to the relevant body of literature, followed by the summary of the 
research limitations. Finally, recommendation for future studies are mentioned. 
 
5.1 Research Contribution 
 5.1.1 Fare payment structure and dwell time modeling. The main contribution of 
this study is developing a method to estimate the number of passengers using nonelectronic 
fare payment methods (that don’t have electronic footage) and their impact on DT. Route 
35 MAX BRT was selected to showcase the proposed analytical framework. The number 
of passengers boarding using cash payment (B-Cash) and prepaid pass payment (B-TVM) 
were estimated for each observation and incorporated in the statistical model. The 
disaggregated model showed an excellent goodness of fit with R2-value of 0.90, while the 
aggregated model had R2-value of 0.59. The difference in R2-values of the disaggregated 
and aggregated model shows that the boarding time of various nonelectronic fare payment 
users are significantly different from each other. Thus, aggregating and averaging the 
impact of different nonelectronic fare payment methods on DT result in an unreliable and 
inaccurate model. No previous study has estimated the disaggregated impact of 
nonelectronic fare payment methods using the automatically collected data. 
 The consensus of DT modeling distinguishes between sequential (where passenger 
activities occur subsequently) and simultaneous (where passenger activity occur 
simultaneously) boarding and alighting. Simultaneous DT model requires categorization 
of observations based on the passenger activity (i.e., boarding, alighting, and atypical 
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activity) that controls DT. Past studies based on APC, AFC, and AVL datasets were forced 
to use sequential models due to unavailability of behavior-controlled categorization 
method, which severely impact the accuracy of the results. The second contribution of this 
study is the introduction of a new method to categorize behavior-controlled DT 
observations, which allows for the use of a simultaneous DT model on automatically 
collected data. The method has been applied to route 35 MAX BRT. The behavior-
controlled models showed significant improvement on both R2-value and variables’ 
confidence interval.  
 The noise filtration process in automatically collected data (i.e., APC, AFC, and 
AVL) has been poorly documented in previous studies, and oftentimes is limited to a 
simple filtering threshold. The third contribution of this study is identifying and 
documenting various noise sources caused by device malfunctions, mismatches between 
APC and AFC datasets, and passenger atypical activities. The noise management process 
documented in this research not only eases the future implementation of the method, but 
also shows the importance of noise management in any study based on APC, AFC, and 
AVL datasets. For example, the main goal of the APC device is to monitor the ridership 
and passenger flow in transit routes. This is by aggregating the number of passengers 
boarding/alighting over a specific time period or station. Identifying noises is challenging 
(if possible) after aggregation. These noises can significantly influence results. Thus, an 
observation-level noise screening, such as the one provided in this study, is required to 
ensure the results’ reliability and accuracy. 
 The influence of different fare payment methods on DT may vary across transit 
routes. It is desirable to measure such influence uniquely for each transit route, instead of 
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generalizing the results of one route to others. A good solution thus offers an inexpensive 
method that can be applied to any transit route or system. Past studies were based on 
manually collected data, which is time-extensive, cost-expensive, and suffers from limited 
sample size. For example, manually collecting the data used in this research requires about 
65 persons working 160 hours for a month. The fourth contribution of this research is 
proposing a methodology that is inexpensively transferable to any transit route or system 
that is equipped with APC, AFC, and AVL devices. For example, applying the proposed 
method to a new route will take less than a day for one person.  
 The proposed methodology is valuable in guiding the practitioners and researchers 
for evaluating the impact of not only fare payment methods, but also dead time, stop 
placement, stop design, and built environment on DT and bus operation. Even though the 
crowding effect, time of day, and day of week were explored and yielded statistical 
insignificance in the DT model for 35 MAX BRT, the method provides the required 
platform for incorporating those variables in the model. In addition, estimating the number 
of passengers using nonelectronic fare payment methods allows for further operational 
analysis such as estimating the number of fare evaders, Ticket Vending Machine (TVM) 
cost–benefit analysis, and instructional guidance to facilitate a smooth boarding and 
alighting process, all of which are an effort to improve transit efficiency and reduce DT 
variation. 
 5.1.2 Algorithm for dynamic transit accessibility analysis. Time-dependent all-pair 
shortest path, as part of dynamic PTA measurement process, is computationally expensive 
and time consuming using the readily available software. As a result, past studies have 
either measured PTA for limited time-of-day (low-resolution) or used super-machines for 
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such computations. This study introduces an innovative algorithm carved to take advantage 
of public transit network characteristics and reduce the high-resolution dynamic PTA 
computations. The main contribution of the study is enabling normal desktop computers to 
perform such computation. The algorithm has been compared to its peer algorithm and 
commercial software. The experimental evidence showed significant reduction on 
computational time. 
 Past studies have ignored the feasibility of transit trips, when measuring the shortest 
path. This leads to overestimation of PTA. It has been well-established that feasibility of a 
transit trip is directly impacted by number of transfers and walking distance. Our proposed 
algorithm not only limits the number of transfers and walking distance allowed for a transit 
trip, but also takes advantage of these characteristics to improve the time complexity of the 
algorithm. As a result, the proposed method calculates PTA more realistically in much 
shorter time compared to the past studies. 
 The PTA analysis was dependent on the access to data sources, commercial 
software, implementation techniques, and computing power. The proposed method and 
developed toolbox eliminate such dependencies and thus allow for easy implementation 
and transferability. This study is solely based on publicly available datasets including 
GTFS and census data. The proposed algorithm has been implemented in an open-source 
toolbox. The toolbox replaces commercial software for PTA analysis and doesn’t require 
super computation power. In addition, the toolbox can be easily modified for different 
purposes such as identifying service coordination. The source code for the toolbox will be 
available on GitHub once the study is published. 
 The number of transfers allowed has shown significant impact on the total 
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calculation time of all-pair shortest path of the network. For example, preliminary analysis 
showed that limiting number of transfers to three (five) will significantly reduce (increase) 
calculation time. In addition, limiting number of transfers to three showed reduced 
resolution of results, whereas limiting number of transfers to five doesn’t generate 
significant bias from limiting number of transfers to four. As a result, this study shows that 
limiting the number of transfers to four not only provides high-resolution results 
considering the feasibility of transit trip, but also has reasonable computation time. 
 Finally, this study offers valuable insights for interpreting dynamic PTA by 
analyzing the impact of a transit route’s headway, transit route’s operation speed, station’s 
geographic location, and service coordination on PTA fluctuation throughout the day.  The 
station-level WATT graph is a powerful tool for public transit agencies and planners in 
conducting microscopic transit performance analysis. It not only captures the impact of 
transit operation features such as headway, operating speed, coordination, and travel time, 
but also associates them with land use and potential opportunities available (geographic 
distribution of attractiveness).  
 5.1.3 Public transit accessibility and transit gap causality analysis. Limited number 
of studies had measured dynamic PTA to date, but there exists no general consensus on the 
interpretation of it. This study explores different statistical methods (e.g., coefficient of 
variation, Fourier’s fundamental frequency, standard deviation, and transit frequency) to 
interpret the temporal fluctuation of PTA. This research introduces a unified ratio that 
captures the spatiotemporal variability of transit services throughout the day. The ratio is 
robust to parameter or scale selection. This allows the conversion of time-series of PTA 
values into a single ratio, which eases the interpretation of dynamic PTA.  
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 In past studies, the concept of public transit accessibility gap or mismatch had been 
formulated as subtraction of normalized (by feature scaling method) values of need for 
transit service and PTA. As a result, the measured transit gap was suffering from loss of 
scale, loss of geographic and quality of service effect, and dependency on outliers. A new 
formula is proposed for measuring transit gap that replaces the subtraction with 
multiplication to overcome those challenges. As a result, the measured transit gap allows 
for transit mismatch (gap) causality analysis. 
 Poor PTA due to inadequate transit services can be remedied by a transit agency 
via transit investments. However, a remote area with good transit services may still 
experience poor PTA. There is not much a transit agency can do in this latter case other 
than play one part of much broader land development efforts. In other words, the spatial 
inconvenience can significantly jeopardize PTA of the study area. As an example, the 
results of the method showed that Provo and Orem cities, experiencing large transit 
accessibility gaps (high PTAG), are provided by good transit service. Further improving 
transit service (e.g., more frequent service and larger coverage) will only provide marginal 
benefits to the area and might not be a cost-effective investment. There is therefore a critical 
need for PTA analysis to reflect and distinguish between both causes of transit gap to avoid 
making poor investments in the wrong sets of solutions. This research introduces the 
concept of transit gap causality analysis for the first time and developed a ratio to measure 
the need for transit improvements (investments). This allows for discerning the impact of 
quality of transit service and geographic location on transit gap. 
 One of the major contributions of our study is developing a scaling measure that 
fits the geographical characteristics of the study area. Gravity accessibility is a relative 
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measure in nature, meaning that the size of study area will affect its value. For example, in 
a very large network (e.g., entire USA), PTA to jobs for all TAZs in Wasatch Front Region 
(WFR) will be almost the same, because of the wide dispersion of jobs across the country. 
In order to accurately analyze such relativity, the scaling parameters must be adjusted 
accordingly. In particular, the scaling factor of Average to Median WATT Ratio (AMWR) 
should be selected based on the distribution of Public Transit Accessibility Gap (PTAG) 
values to capture the network size impact. It is important to mention that if the study 
network size becomes smaller, then WATT values become smaller and the AMWR values 
become larger. In that case, the scaling factor for AMWR is closer to one. On the other 
hand, when the study network size grows, the WATT values become larger and the AMWR 
values become smaller. In that case, the scaling parameter tends to be larger. Other 
measures such as transit frequency (which is commonly used in previous studies) will 
remain constant regardless of the change of network size and are unable to adjust with such 
changes, which will bias the results. 
 The time resolution for measuring PTA has significant impact on accuracy of 
results and computation time. As time resolution increases, the required computation time 
and the accuracy of results increase. This research provides guidance on selecting the 
maximum required time interval based on the minimum headway in a studied transit 
network for measuring PTA that reflects all possible waiting times and schedule variations. 
The time interval selection method proposed will significantly reduce computation time, 
while it has limited impact on accuracy of results. 
 Finally, the results of the method implementation on UTA’s network show the 
impact of service coordination and fast transit services on PTA and transit gap. In 
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particular, poor coordination between feeder routes and fast transit services severely 
reduces the PTA of studied region. Such miscoordination is inexpensively fixable by 
modifying the feeder’s route schedule. The fast transit services such as bus rapid transit, 
light rail transit, and commuter rail have significantly improved the PTA of the regions 
with immediate access. It is important to mention that such insights are only revealed when 
the impact of geographic location of studied region is eliminated.  
 
5.2 Research Limitations 
 5.2.1 Fare payment structure and dwell time modeling. The major limitation of this 
study is the possible inconsistency in data format of different transit agencies. For example, 
the APC dataset is already connected to the AVL dataset in UTA’s system. As a result, 
each APC observation has the exact geotag from the AVL device. On the other hand, APC 
and AFC observations must be matched according to the associated time stamp. Other 
transit agencies may use a different level of connection between these datasets, which 
requires dissimilar matching and noise cancelation methods.  
 Another limitation of the presented study is the unaccountability for factors that are 
not variable in one route such as bus configuration impact on DT. For this purpose, several 
routes with varying bus configuration must be studied together. Finally, the DT modeling 
specification was based on multivariate regression for simultaneous boarding and alighting 
through a single door. However, in reality, the boarding and alighting happens 
simultaneously through two doors (i.e., front and back). This fact has been ignored in our 
study since the disaggregated APC and AFC data for each door was not available. 
 5.2.2 Algorithm for dynamic transit accessibility analysis. The main shortcoming 
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of this research is that the PTA is measured only for regions in close vicinity of transit 
stops. Transit stops as origin and destination locations are probably the best way of 
measuring PTA. However, the developed PTA measure cannot be directly used for 
comparison of the PTA with private-car accessibility without geographic manipulation. In 
addition, the developed algorithm only considers walking for ingress and egress to transit 
stops, while ignoring cycling and park and ride modes. 
 5.2.3 Public transit accessibility and transit gap causality analysis. Another main 
shortcoming of this study is ignoring the PTA measurement for TAZs without transit stops. 
PTA for TAZs without transit stops can easily be measured by calculating their distance to 
the closest transit stops. However, such result may not be accurate due to long walking 
distance. In reality, oftentimes the transit users in those TAZs use a different mode of egress 
and ingress such as cycling and park and ride. 
 Another limitation of this study is that the capacity of public transit service was not 
considered. Ignoring the capacity of service will not impact the presented study since the 
current level of ridership in UTA’s network is much lower than the provided capacity. 
However, ignoring the capacity of service may result in overestimation of PTA for mega 
cities such as New York where the public transit operates almost at capacity in peak 
periods. 
 
5.3. Future Research Opportunities 
 5.3.1 Fare payment structure and dwell time modeling. The results of the modeling 
approach is not the final step in analyzing DT for service efficiency improvements. The 
next step is to develop and implement policies based on these results and collect the 
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required data (after implementation) to analyze the effectiveness of such policies. Even 
though a bulk of focus in previous research has been given to analyzing the DT and fare 
payment structure, the studies on the aftermath of implementing policies on DT 
management are lacking. 
 The proposed methodology paves the way for future research on fare evasion 
estimation by disaggregating transit users according to their fare payment method. For 
example, the boarding behavior of fare evaders is similar to prepaid pass holders in BRT 
route 35M MAX. As a result, the number of fare evaders can be estimated by comparing 
the estimated number of prepaid pass holders from the model and the number of prepaid 
passes purchased from TVMs. In addition, implementing the proposed modeling approach 
across various routes in different public transit networks helps analyzing the impact of less 
studied factors impacting DT such as built environment. 
 5.3.2 Algorithm for dynamic transit accessibility analysis. The open-source toolbox 
for the proposed dynamic all-pair shortest path algorithm allows for future improvements, 
additions, and extensions. There are several improvements that can significantly speed up 
the algorithm such as data structure techniques and inter-connection of shortest paths 
finding for different time intervals. Data structure techniques are concerned with finding 
the best way to store and access GTFS data and travel time vectors. Interconnection of 
shortest paths finding for different time intervals means preventing the duplicate 
calculation of in-vehicle travel time for the same origin-destination path that remains 
constant in two (or more) times of day. 
 There are couple of possible additions to the algorithm that can improve the 
accuracy and resolution of the results. Cycling and park and ride as additional ingress and 
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egress modes to transit stop can be planted in the toolbox to improve the accuracy of the 
PTA results. Such an addition can benefit from the growing research on factors impacting 
the feasibility and attractiveness of cycling and park and ride modes for ingress and egress 
to transit stops. Disaggregating the travel time components such as egress/ingress time, in-
vehicle time, and transfer time can improve the resolution of the PTA results. Such high 
resolution allows for exploring the public transit network efficiency and effectiveness. For 
example, high-resolution transfer time analysis can reveal service incoordination and guide 
effective schedule development. 
 Another angle for improving the current algorithm is the use of extensions. A 
couple of extensions can be added to the toolbox to make it a powerful software for transit 
network analysis. One important extension can be a visualization package that maps the 
PTA results on transit network. The current version of the toolbox requires the user to 
provide the datasets. As a result, accessing the GTFS and census data directly from the web 
can significantly improve the user-friendliness of the toolbox. Graph analysis is another 
interesting package that can help with measuring the centrality indices of the public transit 
network, which is an important component of ongoing network design and analysis 
research.  
 5.3.3 Public transit accessibility and transit gap causality analysis. In this study, we 
were concerned with the equality of PTA and thus gave higher weight to low-salary jobs 
and low-income workers in measuring the potential opportunities and NPTS. Transit 
agencies may have additional concerns in PTA analysis such as maximizing ridership and 
revenue. The next logical step is to explore different ways of jointly using multiple PTA 
measures following various goals of transit agency, and provide the best solution that 
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addresses these goals simultaneously. 
 Another interesting research direction is to utilize data mining techniques to 
enhance the analysis of time series of PTA across transit stops. For example, performing 
pattern matching for categorizing transit stops based on their PTA can help identify the 
mismatch between existing and expected transit services. Clustering transit stops based on 
their associated PTA distribution throughout the day can provide insights on geographic 
location, quality of service, and service incoordination impact on PTA. 
 Finally, the proposed research is just the starting point in addressing the issues in 
dynamic PTA interpretation and transit gap causality analysis. Plenty of testing are still 
needed in this field to develop a solid method that can address key issues such as 
normalization independent of outliers, capturing the causality of transit gap, a geographic 
standardization without loss of accuracy, and trade-offs between resolution and 
computation speed. 
