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Summary
Complexity measures for keystream sequences over finite fields, such as the linear
complexity and the k-error linear complexity, play a crucial role in stream cipher
cryptology. Most of the research so far has been concentrated on single keystream
sequences. Recently, in the study of word-based stream cipher systems, generaliz-
ing the concept of the linear complexity of single keystream sequences to parallel
streams of finitely many sequences, the joint linear complexity of multisequences
has been investigated. But there is no theory of k-error linear complexity of mul-
tisequences so far. In this thesis we develop a theory of k-error linear complexity
for multisequences by introducing three new complexity measures, namely k-error
joint linear complexity, k-error Fq-linear complexity and ~k-error joint linear com-
plexity. We find analogs of some of the known results in the single sequence
case for the multisequence case. Mainly, we establish various enumeration results
and lower bounds on the expected values of these error linear complexity mea-
sures in both the finite length as well as the periodic case. Multisequences with
period length a prime or a prime power receive greater attention in this thesis.
In particular, in the latter case, we devise algorithms to compute the error linear
complexity measures. In this case, we also give formulas for counting functions for
the 1-error joint linear complexity. We also present some results on periodic mul-
tisequences which possess maximal joint linear complexity and large error linear
complexity, and demonstrate that, for multisequences with suitable parameters,
a major proportion of them have this property.
List of Symbols
The following is a list of important symbols used throughout the thesis.
Fq : the finite field containing q elements
Ht : entropy function
~S = (S1, . . . , Sm) : an m-fold multisequence
Finite Length Case:
Ln(~S) : nth joint linear complexity of ~S
Ln,k(~S) : nth k-error joint linear complexity of ~S
Lqn,k(
~S) : nth k-error Fq-linear complexity of ~S
Ln,~k(
~S) : nth ~k-error joint linear complexity of ~S
Nmn,k(L) : number of m-fold multisequences of length n with
k-error joint linear complexity L
Nm,qn,k (L) : number of m-fold multisequences of length n with
k-error Fq-linear complexity L
Nm
n,~k
(L) : number of m-fold multisequences of length n with
~k-error joint linear complexity L
Emn,k : expected k-error joint linear complexity
Em,qn,k : expected k-error Fq-linear complexity
Em
n,~k
: expected ~k-error joint linear complexity
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Periodic Case:
L(~S) : joint linear complexity of ~S
Lk(~S) : k-error joint linear complexity of ~S
Lqk(
~S) : k-error Fq-linear complexity of ~S
L~k(
~S) : ~k-error joint linear complexity of ~S
PmN,k(L) : number of m-fold N -periodic multisequences with
k-error joint linear complexity L
Pm,qN,k (L) : number of m-fold N -periodic multisequences with
k-error Fq-linear complexity L
Pm
N,~k
(L) : number of m-fold N -periodic multisequences with
~k-error joint linear complexity L
GmN,k : expected k-error joint linear complexity
Gm,qN,k : expected k-error Fq-linear complexity
Gm
N,~k
: expected ~k-error joint linear complexity
Chapter 1
Introduction
Cryptography plays an important role in today’s electronic communication and
commerce. The fundamental objective of cryptography is to enable private com-
munication over an insecure channel such as telephone line or internet. The mod-
ern cryptosystems are broadly divided into two groups: secret-key cryptosystems
and public-key cryptosystems. In public-key cryptosystems, each user has a public
key which is used to encrypt a message by the sender and a secret key which is
used to decrypt the received message. In secret-key cryptosystems, also known as
symmetric cryptosystems, the sender and the receiver share a common secret key.
This secret key is used both in the encryption process and also in the decryption
process. The decryption process is simply the reverse of the encryption process.
There is further division of symmetric cryptosystems into block ciphers and
stream ciphers. The distinction between the block ciphers and the stream ciphers
can be stated as follows: block ciphers operate with a fixed transformation on
large blocks of plaintext data; stream ciphers operate with a time-varying trans-
formation on individual plaintext characters. The work of this thesis is relevant
for the design and analysis of stream ciphers. We refer to the excellent book by
Menezes et al. [58] for details and the standard technical terms on this subject.
The most famous example of a stream cipher is the one-time pad (or Vernam
2cipher). It uses a long string of keystream which consists of bits that are chosen at
random. The plaintexts and ciphertexts are also strings of bits. We consider the
bits 0 and 1 as elements of the binary field F2. We write the plaintext message as a
sequence of bits M = m0m1 . . .mn−1 and the binary key string S = s0s1 . . . sn−1.
The ciphertext C = c0c1 . . . cn−1 is defined by
ci = mi ⊕ si for 0 ≤ i ≤ n− 1,
where ⊕ denotes the bit-wise logical XOR, i.e., addition in F2. The plaintext bits
can be obtained by mi = ci⊕ si. Note that the one-time pad is symmetric, so the
sender and receiver possess the same key string s0s1 . . . sn−1. The key string is as
long as the message and is used only once (hence the name one-time pad).
In his seminal paper [76] Shannon proved that, if the keystream is truly ran-
dom, then the one-time pad is a perfect unbreakable cryptosystem. But for obvious
reasons, the one-time pad is not practical for general purpose use. The fundamen-
tal drawback of this cryptosystem is that it requires to transmit a key string of the
same length as the plaintext message to be encrypted through a secure channel.
Nevertheless, most practical stream ciphers work as one-time pad. The dif-
ference is that a pseudorandom keystream is taken instead of the truly random
keystream. A pseudorandom keystream looks like a random sequence of bits, but
actually the bits are generated from a short random seed (key) by a deterministic
algorithm. The cryptographic module generating the pseudorandom sequence of
bits is called keystream generator or pseudorandom sequence generator. The usual
model for a keystream generator is provided by a finite state machine. Since there
are only finitely many states, the generated sequence must be ultimately peri-
odic (see Definition 2.2.3 for the terms ultimately periodic sequence, period, least
period, and periodic sequence). Most practical keystream generators use linear
feedback shift registers as basic components (see Sections 2.2 and 2.3).
There are basically two types of requirements for suitability of a keystream
3generated by a stream cipher. One type of requirement is that the keystream
sequence must pass various statistical tests for randomness. This is to make it
difficult to capture any information about the plaintext by an attacker from any
possible statistical deficiencies in the keystream.
The other type of requirement, which is more of a cryptographic nature, is that
it should be very hard to replicate the entire keystream from the knowledge of a
part of it. For this purpose, one is interested to know how hard a sequence might be
to replicate. This requirement leads to the study of several complexity measures
for sequences. The most popular complexity measure is the linear complexity:
length of the shortest linear recurrence relation satisfied by the sequence. We
shall discuss it in detail in Section 2.4.1. The other popular complexity measures
that are related to linear complexity include the linear complexity profile (see
Section 2.4.2) and the k-error linear complexity (see Section 2.4.3). The linear
complexity profile is suitable for the study of arbitrary infinite sequences. The
idea of k-error linear complexity stems from the stability theory of stream ciphers
as described in the book of Ding et al. [13]. In this theory one studies the behavior
of linear complexity under term changes in the sequence.
Recent developments in stream ciphers point towards an interest in word-based
(or vectorized) stream ciphers (see Section 2.3.1). The theory of such stream
ciphers requires the study of the complexity measures for multisequences, i.e.,
for parallel streams of finitely many sequences. In this direction, the joint linear
complexity and the joint linear complexity profile of multisequences have been
investigated (see Sections 2.5.1 and 2.5.2). But there is no theory of k-error linear
complexity for multisequences so far. In this thesis we develop a theory of k-
error linear complexity for multisequences. We introduce various options for error
linear complexity measures for multisequences, analogous to the framework of the
k-error linear complexity of single sequences (see Chapter 3). We will establish
various enumeration results and lower bounds for the expected values of these
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error linear complexity measures. We also develop algorithms to compute the
error linear complexity of multisequences in some special cases.
1.1 Outline of the Thesis
Although in practical stream ciphers the terms of the keystream are elements of
the binary field, the theory can be developed based on an arbitrary finite field Fq
for some prime power q. The rest of the thesis is organized in the following way.
In Chapter 2, we present necessary preliminary information required in the
later chapters and fix the notation. We first provide a brief overview of Linear
Feedback Shift Registers (LFSRs), and formally define several terms associated
to LFSRs. Next a brief description of stream cipher designs whose basic building
blocks are LFSRs is provided. We then point out some recent proposals for the
word-based stream ciphers and the significance of such ciphers in the current
information age. In the previous case we need to assess the quality of single
sequences for use as keystream, and in the latter case we need to assess the quality
of multisequences. For this purpose, several quality measures for single sequences
as well as for multisequences have been studied in the literature. In particular,
linear complexity, linear complexity profile, and k-error linear complexity are three
important quality measures for the assessment of single sequences. We present
the definitions for these terms and also give a brief overview of the known results.
Lastly, we consider the joint linear complexity and the joint linear complexity
profile of multisequences. In this part we develop techniques that are useful in
the later chapters.
In Chapter 3, we formally define the notions of error linear complexity, namely
the k-error joint linear complexity, the k-error Fq-linear complexity, and the ~k-
error joint linear complexity, for multisequences in the finite length case as well
as the periodic case. We use error linear complexity as a general term to refer
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to the above mentioned error linear complexity measures. In Chapter 4, we con-
sider finite length multisequences and establish formulas for counting functions
for the error linear complexity measures. Lower bounds on the expected values
of the error linear complexity measures and asymptotic behavior of these bounds
are also shown. In Chapter 5, we consider prime periodic multisequences and
establish formulas for counting functions and lower bounds on the expected error
linear complexities. We also present formulas for the number of prime periodic
multisequences with fixed 1-error joint linear complexity for specific values.
In Chapter 6, we consider pv-periodic multisequences over Fq with char(Fq) =
p. We first look at a relationship between joint linear complexity and error linear
complexity in Section 6.1, and then we give formulas for counting functions for the
1-error joint linear complexity. We then develop an algorithm for computing the
k-error joint linear complexity. Similarly, multisequences over Fq with period p
n,
where q is a primitive root modulo p2, are considered in Chapter 7. In this chapter
we first present an algorithm to compute the k-error joint linear complexity, and
then formulas for counting functions for the 1-error joint linear complexity are
established.
In a different direction, we establish several results on the periodic multise-
quences having maximal joint linear complexity and large error linear complexity
in Chapter 8. In particular, lower bounds on the number of periodic multise-
quences that possess maximal joint linear complexity and large error linear com-
plexity will be provided. The asymptotic behavior of these bounds is considered in
Section 8.3. Lastly, we provide several examples for multisequences having large
error linear complexity.
Finally, in Chapter 9, some concluding remarks are given and some possible
further work in this area is discussed.
Chapter 2
Background
In this chapter we give necessary background information and present an overview
of known results on the various complexity measures for keystream sequences. We
begin by providing basic terms and notation used in this thesis.
2.1 Basics and Notation
Throughout this thesis let Fq denote the field containing q elements for some prime
power q and let Fq[x] denote the polynomial ring over Fq in the variable x. It is
assumed that the characteristic of Fq is char(Fq) = p for some prime p unless
otherwise mentioned, which means q is a power of p.
A polynomial f(x) ∈ Fq[x] of positive degree is said to be irreducible if it can
not be written as a product of two lower-degree polynomials. The order of a
polynomial f(x) ∈ Fq[x], f(0) 6= 0, is the least positive integer N for which f(x)
divides xN − 1. The reciprocal polynomial f ∗(x) of f(x) =
∑d
i=0 aix
i is given by
xdf(1/x). For integers n ≥ 1 and j ≥ 0 with gcd(n, q) = 1, the cyclotomic coset
Cj mod n (relative to the powers of q) is defined by
Cj = {0 ≤ i ≤ n− 1 : i ≡ jq
τ mod n for some τ ≥ 0}.
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For other standard technical terms related to finite fields that we encounter in
this thesis, we refer to the book by Lidl and Niederreiter [42]. In the following we
define some terms predominant in coding theory.
The Hamming weight wH(S) of a finite length sequence S with terms in a finite
field Fq is the number of nonzero terms in it.
Let S and T be two finite sequences with terms in Fq of same length. Then
we define the Hamming distance between S and T , denoted by δH(S, T ), by the
number of terms in S that are different from the corresponding terms in T . For a
nonnegative integer k not exceeding the length of S, the Hamming ball BδH (S, k)
denotes the set of all sequences T of length equal to the length of S and δH(S, T ) ≤
k.
For an integer t ≥ 2, the entropy function Ht is defined by (cf. [83, p. 55])
Ht(γ) = γ logt(t− 1)− γ logtγ − (1− γ)logt(1− γ), 0 < γ < 1, (2.1)








We also use the complexity-theoretic notions for algorithms: asymptotic bounds
for the time complexity and the space complexity of algorithms. We say f(n) =
O(g(n)) if there exists a positive constant c and a positive integer n0 such that
0 ≤ f(n) ≤ c g(n) for all n ≥ n0, and f(n) = o(g(n)) if for any positive constant
c there exists a positive integer n0 such that 0 ≤ f(n) ≤ c g(n) for all n ≥ n0,
where n denotes the size of the input (see [7, Section 3]).
2.2 Linear Feedback Shift Registers
Linear feedback shift register (LFSR) is a special kind of electronic switching
circuit handling the information in the form of elements of Fq. This circuit contains
constant multipliers, adders and delay elements. LFSRs are very popular because
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they are extremely easy to implement in hardware (see Fig. 2.1) and produce
sequences with good statistical properties. Algorithmically, an LFSR is described
by a linear recurrence relation defined below.
Definition 2.2.1 Let ℓ be a positive integer. A sequence s0, s1, . . . of elements of
Fq is said to satisfy an ℓth-order linear recurrence relation over Fq if there exist
c1, c2, . . . , cℓ ∈ Fq such that
sj = c1sj−1 + · · ·+ cℓsj−ℓ, for all j ≥ ℓ, (2.2)
and the sequence is called an ℓth-order linear recurring sequence over Fq.
The linear recurrence relation (2.2) and the initial terms s0, s1, . . . , sℓ−1 de-
termine the rest of the sequence sj, j ≥ ℓ, uniquely. The representation of the
components in circuit diagram is shown in Fig. 2.1. The length of the LFSR is
Dℓ−1 Dℓ−2 D1 D0
⊕
c1 c2 cℓ−1 cℓ
sj
sj−1 sj−2 sj−ℓ+1 sj−ℓ
sj−ℓ−1
Figure 2.1: Linear Feedback Shift Register
the number ℓ. The square boxes are the delay elements, the circle containing ci
denotes the multiplier by ci, 1 ≤ i ≤ ℓ, and the top circle containing ⊕ denotes the
adder in Fq. The delay elements as a whole is called the shift register. Each delay
element Dj contains information of one element of Fq. Initially, Dj contains the
value of sj, j = 0, 1, 2, . . . , ℓ−1. If we imagine that the arithmetic operations and
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transfer along the wires can be performed instantaneously, after one time unit Dj
will contain sj+1. Performing the operations continuously, we see that the output
of the LFSR is the sequence of elements s0, s1, . . . received in intervals of one time
unit.
At any particular time the state of the feedback shift register is represented by
the values stored in the delay elements Dj. After n time units the delay elements
Dj will contain sn+j, j = 0, 1, 2, . . . , ℓ−1. The vector s(n) = (sn, sn+1, . . . , sn+ℓ−1)
is called the nth-state vector and the vector s(0) = (s0, s1, . . . , sℓ−1) is called the
initial state vector.
Definition 2.2.2 The polynomial
f(x) = xℓ − c1x
ℓ−1 − c2x
ℓ−2 − · · · − cℓ (2.3)
associated to the above linear recurrence relation (2.2) is called its characteristic
polynomial, and the reciprocal polynomial
f ∗(x) = 1− c1x− c2x
2 − · · · − cℓx
ℓ (2.4)
is called its feedback polynomial.
Another commonly used term in place of feedback polynomial is connection
polynomial.
Definition 2.2.3 Let S be an arbitrary sequence s0, s1, . . . of elements of Fq. If
there exist integers N > 0 and n0 ≥ 0 such that sn+N = sn for all n ≥ n0, then
the sequence is called ultimately periodic and the number N is called a period
of the sequence. The smallest number among all possible periods of the sequence
S is called its least period. An ultimately periodic sequence s0, s1, . . . with least
period N is called (purely) periodic if sn+N = sn holds for all n ≥ 0. If S is
ultimately periodic with least period N , then the least nonnegative integer n0 such
that sn+N = sN for all n ≥ n0 is called the preperiod of S.
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We can easily see that every period of an ultimately periodic sequence is di-
visible by the least period, and a sequence s0, s1, . . . is periodic if and only if
there exists an integer N > 0 such that sn+N = sn for all n ≥ 0. A peri-
odic sequence S over Fq with first period segment (s0, s1, . . . , sN−1) is denoted by
S = (s0, s1, . . . , sN−1)
∞. We now look at the periodicity properties of the linear
recurring sequences. For the proofs we refer to [42, Chapter 8]. Another good
source for the basic results on LFSR sequences is [35, Chapter 6]. Some early
works on the linear recurring sequences over finite fields are by Zierler [99] and
Laksov [40].
Proposition 2.2.1 Every ℓth-order linear recurring sequence over Fq is ultimately
periodic with least period N ≤ qℓ − 1.
One important class of sequences is that of sequences over the binary field with
maximal period 2ℓ − 1, and they are called maximal-length sequences. Another
commonly used term in the literature for such sequences is m-sequences, and they
satisfy Golomb’s Postulates [25] for pseudorandomness.
Proposition 2.2.2 Let S = (s0, s1, . . .) be a linear recurring sequence over Fq
satisfying the linear recurrence relation (2.2). Then the sequence S is periodic if
the coefficient cℓ 6= 0.
For the characterization of LFSR sequences, formal power series representation
of sequences is useful. Let Fq[[x]] denote the ring of formal power series over Fq
in the variable x. We identify an arbitrary sequence S = (s0, s1, . . .) over Fq with





i ∈ Fq[[x]]. (2.5)
Then we have the following fundamental result (see [42, Theorem 8.40]).
Theorem 2.2.1 Let S = (s0, s1, . . .) be an ℓth-order linear recurring sequence
over Fq satisfying the linear recurrence relation (2.2), let f
∗(x) be its reciprocal
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characteristic polynomial (feedback polynomial), and let S(x) be the formal power













where we set c0 = −1. Conversely, if g(x) is any polynomial over Fq with
deg(g(x)) < ℓ and if f ∗(x) ∈ Fq[x] is given by (2.4), then the formal power
series S(x) ∈ Fq[[x]] defined by (2.6) is associated to an ℓth-order linear recurring
sequence in Fq satisfying the linear recurrence relation (2.2).
An alternative approach by Niederreiter yields a similar identity to (2.6) but
with denominator f(x) [59, Lemma 1]. In this approach we identify the sequence








−1)) is the field of formal Laurent series in the variable x−1. From
the above theorem we can see that the correspondence between linear recurring
sequences S with characteristic polynomial f(x) and polynomials g(x) is a bijec-
tion.
Proposition 2.2.3 Let S = (s0, s1, . . .) be a linear recurring sequence over Fq.
Then there exists a uniquely determined monic polynomial µ(x) ∈ Fq[x] having the
property: a monic polynomial f(x) ∈ Fq[x] of positive degree is a characteristic
polynomial of S if and only if µ(x) divides f(x).
Definition 2.2.4 Let S be a linear recurring sequence over Fq. Then the monic
polynomial µ(x) ∈ Fq[x] is called the minimal polynomial of S if µ(x) divides f(x)
for any characteristic polynomial f(x) of the sequence S.
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We can also see that the minimal polynomial µ(x) of S is the characteristic
polynomial of the least order linear recurrence relation of the form (2.2) satisfied
by S. The corresponding reciprocal polynomial µ∗(x) is called the minimal feed-
back polynomial of S. By definition, the constant polynomial 1 is the minimal
polynomial of the zero sequence.
Proposition 2.2.4 Let S be a linear recurring sequence over Fq satisfying (2.2).
Suppose that cℓ 6= 0. Then the least period of S is equal to the order of the minimal
polynomial.
It is a well-known fact the order of a primitive polynomial of degree ℓ over a
finite field Fq is q
ℓ−1, the maximal possible period of an ℓth-order linear recurring
sequence. So the minimal polynomial of a maximal-length sequence is a primitive
polynomial.
In another interesting connection, LFSRs have a nice application in coding
theory (see [43]). The widely used cyclic linear codes are linear recurring sequences
over finite fields. So the theory of linear recurring sequences applies to such codes,
and vice versa. Let us denote the set of all linear recurring sequences with feedback
polynomial f(x) ∈ Fq[x] by L(f). Suppose that the degree of the polynomial f
is ℓ and the order of f is ord(f) = N . Then the set of all vectors (s1, . . . , sN),
where S = (s1, . . . , sN)
∞ ∈ L(f), forms a cyclic code C of dimension ℓ and length




is called the generating polynomial of the cyclic code C. The order of f is the
length of the code and the degree of f is the dimension of the code. LFSRs give
a very attractive and easy way to generate cyclic codes [4, 34].
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2.3 Stream Ciphers
A stream cipher is a symmetric cryptosystem in which plaintexts and ciphertexts
are strings of elements of a finite field Fq. It consists of a keystream generator (or
running key generator) which generates a pseudorandom keystream sequence from
a short random key. The encryption and decryption proceed usually by termwise
addition, respectively subtraction, of keystream with plaintext, respectively from
ciphertext. We can distinguish two types of stream cipher systems in general:
the stream cipher is said to be synchronous if the generation of the keystream
is independent of the plaintext and the ciphertext, otherwise self-synchronous.
Most stream cipher designs are synchronous stream ciphers, and the plaintexts
and ciphertexts are sequences of bits, i.e., elements of the binary field F2. In
such cryptosystems, the encryption and decryption proceed typically by bitwise
logical XOR of keystream bits with plaintext bits, respectively with ciphertext
bits. Stream ciphers are designed to be faster in hardware and the bits of plaintext
and ciphertext are processed as they are received. In the Fig. 2.2 we depict a













Figure 2.2: Synchronous Stream Cipher
generator, it generates a sequence of bits upon input of the secret key K, and pi,
ci, and ki denote the plaintext, ciphertext, and keystream bits, respectively. The
symbol ⊕ denotes the logical XOR, i.e., the addition modulo 2.
There are several stream ciphers that have been proposed in the cryptographic
literature as well as in implementations and products. Most common stream ci-
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phers use Linear Feedback Shift Registers as building blocks in the keystream
generator since such ciphers are more amenable to analysis and it is easier to
assess their security using mathematical tools. But as we shall see later, a direct
application of the output of an LFSR is not suitable as a keystream sequence. Nev-
ertheless, LFSRs are widely used inside keystream generators. In many keystream
generator designs, several sequences generated efficiently by one or more short LF-
SRs are combined into a nonlinear function. We can distinguish these generators
into two classes: the first one is nonlinearly filtering the state of an LFSR, known
as nonlinear filter generator; the second one is combining the outputs of several
LFSRs into a nonlinear function, known as nonlinear combiner generator. The
keystream is formed by termwise combination of individual sequences. A gen-
eral requirement for the filter and combiner functions is that they should satisfy
certain nonlinearity criteria (see for details [5]).
The role of the nonlinear filter or combiner function is to introduce nonlinear
effects in the system and to break the linearity inherent to the LFSRs. Another
commonly used method to introduce nonlinear effects in the system is that by
arranging the component LFSRs to clock irregularly. Recall that in a conventional
interpretation of LFSR, the LFSR is clocked regularly and the contents of the
registers are updated at each clocking instance. We distinguish two classes of
clocking techniques applicable to LFSRs: forward clock control and feedback clock
control.
Basic forward clock control refers to the situation where one regularly clocked
shift register is used to control the clock of another shift register. This may be
possible by arranging the clock of one register to depend on some other register’s
output. There have been several proposals varying on how the clock of a register
is influenced by the output of another register. Some generic models of this
type are stop-and-go generator, stop-once-twice generator and alternating step
generator. Generalizing the idea of stop-and-go generators, cascades of registers
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were proposed, by arranging the shift registers in such way that the output in one
stage is used to control the clock of another shift register.
The idea of feedback clock control is that the clock of a register depends on its
output. Whenever the output symbol is a zero, d clock pulses are applied to the
LFSR, and otherwise k clock pulses are applied. This type of generator is called
[d, k]-self-decimation generator. There have been several generators proposed and
published in open literature. Some generators are specific implementations of the
generic models discussed above. We refer to the excellent articles by Rueppel [73]
and Robshaw [71] for a detailed description of the keystream generators that have
been studied extensively in the open literature (see also [11]).
The fundamental goal of a keystream generator is to produce a random-looking
keystream sequence of elements of Fq. The distribution of the elements should be
uniform and unpredictable. The security of a stream cipher system depends on
how close the keystream is to true randomness. There have been several tests
for randomness. However, there is no practically implementable universal test
of randomness. Over the years several quality measures have been proposed to
assess the quality of randomness for keystreams (see for a survey [62, 63]). Among
them the quality measures that we are interested in and that are of cryptographic
importance are: linear complexity; linear complexity profile; and k-error linear
complexity of sequences over a finite field Fq (see Section 2.4).
2.3.1 Word-Based Stream Ciphers
The keystream generators that we have mentioned earlier are all designed to pro-
duce sequence of bits, i.e., 0’s and 1’s. Such generators are better suited for
hardware-oriented ciphers. To take advantage of the general purpose process-
ing units employed in the present day computers over public/private networks,
we need the keystream to be a sequence of a few bytes, instead of bits. Such
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keystream generators are better suited for software implementation, and provide
high throughput. Such ciphers are called word-based (or vectorized) ciphers since
they produce more than one character (bit) per clock cycle. There has been in-
creased interest in recent times in this direction and this was evident from the
numerous proposals that have appeared. We refer to the ECRYPT project [1]
on stream ciphers, which has received many word-based stream cipher proposals.
Word-based stream ciphers like DRAGON [10] and NLS [30] are selected for the
third-phase evaluation. Some other ciphers that received considerable interest are
SNOW v2.0 [15], SSS2 [98], and SOBER family ciphers [31]. In order to increase
the performance of software implementations, many word-based ciphers use LF-
SRs over an extension field F2m , and the associated filtering or combiner function
is usually a mapping from Ft2m into F2m . Such mappings are called multi-output
or vectorized boolean functions. Again the combiner or filter functions used in
word-based ciphers must meet certain nonlinearity criteria (see for details [5]). In
such a scenario the keystream is m parallel sequences of bits. Thus, the security
analysis of word-based ciphers requires the study of multisequences, i.e., of parallel
streams of finitely many sequences over Fq. In this direction, joint linear complex-
ity and joint linear complexity profile of multisequences have been investigated
(see Section 2.5).
2.3.2 Berlekamp-Massey Type Attacks
The central problem in stream cipher cryptography, however, is generating a long
unpredictable sequence of elements from a short random key. As we have already
seen, LFSRs are widely used to generate such sequences. On the other hand,
LFSRs can also be used to mount attacks on stream cipher systems. The basis of
such attacks is the Berlekamp-Massey algorithm: given a sequence S with terms
in a finite field Fq of length n, the Berlekamp-Massey algorithm computes the
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feedback polynomial of the shortest LFSR that can generate the sequence S in
O(n2) time. In fact, if the shortest LFSR is of length ℓ, then the algorithm requires
just 2ℓ consecutive terms of the output to determine its feedback polynomial. So
this algorithm forms a universal attack on keystream generators since it carries the
potential of substituting any keystream generator by its shortest linear equivalent.
This leads to the concept of linear complexity of sequences (see Definition 2.4.1).
There have been several generalizations of the Berlekamp-Massey algorithm to
the multisequence case [6, 12, 17, 18, 74, 85]. These algorithms can be used to
replicate keystreams produced in word-based stream ciphers. This leads to the
concept of joint linear complexity of multisequences (see Definition 2.5.1). Note
that for this reason a pure LFSR is not suitable as a keystream generator.
2.4 Complexity Measures for Sequences
Complexity measures for sequences are important in the system-theoretic ap-
proach to stream cipher design. Sequences that are suitable as keystream should
satisfy certain criteria. One requirement is that it should be computationally very
hard to replicate such sequences. From this point of view the linear complexity
of sequences is introduced: the notion of linear complexity, as was pointed out
earlier, is based on the shortest LFSR generating a given sequence which we can
compute efficiently by the Berlekamp-Massey algorithm. Another requirement is
that the sequence must belong to a large class of sequences exhibiting similar be-
havior (in a suitable sense). From this point of view the linear complexity profile
of sequences is a good test statistic, which we shall describe in Section 2.4.2.
2.4.1 Linear Complexity
The linear complexity is a basic complexity measure for keystreams in the system-
theoretic approach to stream ciphers. Another commonly used term in place of
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linear complexity is linear span.
Definition 2.4.1 The linear complexity L(S) of an ultimately periodic sequence
S over Fq is defined by the least order of a linear recurrence relation over Fq that
generates S. In other words, L(S) is the length of the shortest LFSR that generates
S. For an arbitrary sequence S = (s1, s2, . . .) of elements of Fq and any integer
n ≥ 1 not exceeding the length of S, the nth linear complexity Ln(S) of S is the
least order of a linear recurrence relation over Fq that generates the first n terms
of S. Equivalently, the nth linear complexity is the length of the shortest LFSR
that generates the first n terms of the sequence S. We set L(S) = 0 if S is the
zero sequence.
It is clear that 0 ≤ Ln(S) ≤ n and Ln(S) ≤ Ln+1(S), and for an ultimately




Note also that if S has preperiod t and least period N , then we always have
L(S) ≤ N + t. We can also observe that the (periodic) sequences that are suitable
as keystreams in stream ciphers should possess a large linear complexity to thwart
an attack by the Berlekamp-Massey algorithm.
Let S = (s1, s2, . . .) be an arbitrary sequence with terms in Fq. Then we can
see that the linear complexity L(S) of S is the least nonnegative integer ℓ for
which there exists coefficients c1, c2, . . . , cℓ ∈ Fq such that
si + c1si−1 + · · ·+ cℓsi−l = 0 for all i ≥ ℓ+ 1.
Equivalently, L(S) is the degree of the monic polynomial
µ(x) = xℓ + c1x
ℓ−1 + · · ·+ cℓ−1x+ cℓ ∈ Fq[x].
The polynomial µ(x) is the minimal polynomial of the sequence S. From Theo-
rem 2.2.1 we can deduce an analogous result involving the minimal polynomial
(see also [59, Lemma 2]).
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Proposition 2.4.1 Let µ(x) ∈ Fq[x] be a nonzero monic polynomial. Then the
sequence S = (s1, s2, . . .) of elements of Fq is a linear recurring sequence with









with g(x) ∈ Fq[x], deg(g(x)) < deg(µ(x)), and gcd(g(x), µ
∗(x)) = 1.
The identity (2.8) in the above proposition is extremely useful for the study of
the linear complexity of periodic sequences. Suppose that S = (s1, s2, . . . , sN)
∞
is an N -periodic sequence, and consider the formal power series S(x) associated
to S given by
S(x) = s1 + s2x+ · · ·+ sNx
N−1 + sN+1x
N + · · · ∈ Fq[[x]].
Since sN+i = si for all i ≥ 1, we have the following relation:
S(x) = (s1 + s2x+ · · ·+ sNx
N−1) (1 + xN + · · · )
= (s1 + s2x+ · · ·+ sNx






S(N)(x)/gcd(S(N)(x), 1− xN )
(1− xN )/gcd(S(N)(x), 1− xN )
,
where S(N)(x) = s1 + s2x + · · · + sNxN−1 ∈ Fq[x] is a polynomial of degree less
than N . The polynomial S(N)(x) is called the generating function of S. It then
follows from Proposition 2.4.1 that up to a nonzero constant multiple
µ∗(x) =
1− xN
gcd(S(N)(x), 1− xN )
. (2.9)
We have cℓ 6= 0 since S is periodic, and so deg(µ(x)) = deg(µ∗(x)). Therefore the
linear complexity L(S) of S is given by the degree of µ∗(x). This result is stated
in the following theorem which is one of the main tools for our work.
Theorem 2.4.1 Let S = (s1, s2, . . . , sN)
∞ be an N-periodic sequence with terms
in Fq. Then the linear complexity of the sequence S is
L(S) = N − deg
(
gcd(S(N)(x), 1− xN )
)
, (2.10)
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where S(N)(x) = s1 + s2x+ · · ·+ sNxN−1 is the generating function of S.
From the above theorem, we can see that the linear complexity L(S) of a pe-
riodic sequence S with period N is determined by the degree of the polynomial
gcd(S(N)(x), xN − 1), and so we first look at the canonical factorization of xN − 1
over Fq. As usual, we write p for the characteristic of Fq.
Canonical Factorization of xN − 1:
Let N = pvn be a positive integer with integers v ≥ 0 and n ≥ 1 such that
gcd(n, p) = 1. Let n1, n2, . . . , nr be the distinct positive divisors of n and let
di = ordni(q) be the multiplicative order of q modulo ni for 1 ≤ i ≤ r. Then we
have








where Qni(x), 1 ≤ i ≤ r, is the cyclotomic polynomial of order ni over Fq.
Note also that Qni(x) is the product of distinct monic irreducible polynomials
of degree di over Fq and let the canonical factorization of Qni(x) over Fq be
Qni(x) =
∏hi
j=1 fij(x), where hi =
φ(ni)
di
and φ is the Euler totient function. Thus,
we have the canonical factorization







over Fq, where each fij(x) is a monic irreducible polynomial of degree di over Fq.
For details the reader is referred to [42, Section 2.4].
Suppose that we have






cij for 0 ≤ cij ≤ p
v,
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v − cij). (2.12)
Another important tool for the study of the linear complexity of periodic
sequences is the Discrete Fourier Transform or DFT in short.
Definition 2.4.2 Let N be a positive integer with gcd(N, q) = 1 and let α be a
primitive N-th root of unity over Fq. Then the discrete Fourier transform of the
time-domain sequence SN = (s1, s2, . . . , sN) of length N is given by the frequency-
domain sequence AN =
(
S(N)(1), S(N)(α), . . . , S(N)(αN−1)
)




i−1 is the generating function of S = (SN)∞.
From the identity (2.10), we can see that the linear complexity of S is the
number of nonzero terms in AN .
Theorem 2.4.2 The linear complexity of a sequence S = (s1, s2, . . . , sN)
∞ over
Fq with period N , where gcd(N, q) = 1, is the Hamming weight of the frequency-
domain sequence AN , where AN is the DFT of the N-tuple SN = (s1, s2, . . . , sN).
In the definition of the discrete Fourier transform we need the condition that
gcd(N, q) = 1 for the existence of a primitive N -th root of unity in an exten-
sion field of Fq. In the general case of arbitrary period length N , a convenient
framework generalizing the discrete Fourier transform was provided by Massey
and Serconek [44]. Their generalization uses a special kind of derivatives called
Hasse derivatives.
Definition 2.4.3 Let g(x) =
∑
i aix
i be a polynomial in Fq[x]. For an integer















= 0 for i < t.
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Definition 2.4.4 The Generalized Discrete Fourier Transform (GDFT) of an
N-tuple SN = (s1, s2, . . . , sN) ∈ Fq
N , where N = pvn and gcd(n, p) = 1 with
char(Fq) = p, is defined to be the p
v × n matrix

S(N)(1) S(N)(α) . . . S(N)(αn−1)











of Hasse derivatives, where α is a primitive n-th root of unity over Fq and S
(N)(x)
is the generating function of the sequence S = (SN)∞.
The linear complexity can be described conveniently by the Gu¨nther weight
defined below.
Definition 2.4.5 The Gu¨nther weight of a matrix is the number of its entries
that are nonzero or that lie below a nonzero entry.
Theorem 2.4.3 The linear complexity of a sequence S = (s1, s2, . . . , sN)
∞ over
Fq with period N , where N = p
vn and gcd(n, p) = 1 with char(Fq) = p, is
the Gu¨nther weight of the matrix given by the GDFT of the N-tuple SN =
(s1, s2, . . . , sN).
As we noted previously, a random-looking sequence must come from a large
class of sequences having similar behavior. From this point of view, one would
like to know the expected value of the linear complexity of a randomly chosen
sequence S over Fq. For this purpose it is also interesting to know the number
of sequences having fixed linear complexity ℓ. We define these terms using the
following notation.
Definition 2.4.6 Let n and ℓ be two integers with n ≥ 1 and 0 ≤ ℓ ≤ n. Then
we define Nn(ℓ) to be the number of sequences S ∈ Fq
n of length n with linear
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complexity Ln(S) = ℓ. The expected value of the linear complexity of a random
sequence S ∈ Fq
n is denoted by En.
We have Nn(0) = 1 and Nn(ℓ) = (q − 1)qmin(2ℓ−1,2n−2ℓ) for 1 ≤ ℓ ≤ n. The
formula was first proved by Gustavson [27] long ago. An alternative proof can be
found in [61]. The formula for the expected value En given in [79] is (see also [72,






















) for n odd.
(2.13)
Definition 2.4.7 Let N and ℓ be two integers with N ≥ 1 and 0 ≤ ℓ ≤ N .
Then we define PN(ℓ) to be the number of N-periodic sequences S ∈ (Fq
N)∞ with
L(S) = ℓ. The expected value of the linear complexity of a random N-periodic
sequence S ∈ (Fq
N)∞ is denoted by GN .
In [72] Rueppel gave a formula for the expected value of a random 2v-periodic
binary sequence, and further it was conjectured that the linear complexity of a
random periodic sequence is close to the period. This assertion was later proved
by Meidl and Niederreiter in [50] using GDFT techniques.
Theorem 2.4.4 Let N = pvn, where char(Fq) = p, v ≥ 0, and gcd(n, p) = 1.
Let C1, C2, . . . , Ct be the different cyclotomic cosets modulo n and put ci = |Ci|
for 1 ≤ i ≤ t. Then








Corollary 2.4.1 For any positive integer N we have
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In some special cases, for e.g. the period length N is a prime or prime power,
nice formulas for the expected value GN and the counting functions PN(ℓ) were
given in [49, 50]. In these cases the lower bound for GN can be greatly improved.
For example, we have the following result from [49, Theorem 3.2].
Proposition 2.4.2 Let N be a prime with gcd(N, q) = 1. Then the expected
value GN of the linear complexity of a random N-periodic sequence with terms in
a finite field Fq is given by







where d is the multiplicative order of q modulo N .
In general, for arbitrary period length N , obtaining an explicit formula for
the counting function PN(ℓ) is not easy: given an integer ℓ, 0 ≤ ℓ ≤ N , it would
require to know all the possible summations of the form (2.12) for ℓ.
There have been several results on the linear complexity of special sequences.
The papers [24, 32] consider the linear complexity of Slidel’nikov sequences over
Fp, and [38, 55] consider the linear complexity of the discrete logarithm in finite
fields. The linear complexity of the power generator was considered in [78] and of
the Naor-Reingold pseudo-random number generator in [77].
The linear complexity issues of some keystream generators mentioned in Sec-
tion 2.3 are discussed in [73]. Most of the recent proposals for keystream gen-
erators usually provide a guaranteed lower bound for the linear complexity of
the keystream sequences to explicitly show that the generator is secure against
Berlekamp-Massey type attacks.
2.4.2 Linear Complexity Profile
The linear complexity profile is another important measure for the assessment of
randomness for keystream sequences.
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Definition 2.4.8 Let S = (s1, s2, . . .) be an arbitrary sequence of elements of Fq.
With the notation in Definition 2.4.1, the sequence L1(S), L2(S), . . . of the nth
linear complexities is called the linear complexity profile of S.
The sequence (Ln(S))
∞
n=1 is a nondecreasing sequence of nonnegative integers.
As we can observe, the linear complexity profile is appropriate for (arbitrary)
infinite sequences over Fq. It is a well-known fact that the linear complexity
profile of a random infinite sequence closely follows the n
2
line (see [59] and [72,
Chapter 4]). This property is suitably termed by perfect linear complexity profile.
Definition 2.4.9 An infinite sequence S with terms in Fq is said to have a perfect




⌋ for all n ≥ 1.
Proposition 2.4.3 An infinite binary sequence S = (s1, s2, . . .) has a perfect
linear complexity profile if and only if it satisfies
s1 = 1 and s2i+1 = s2i + si for i ≥ 1.
As was pointed out in [59], binary sequences having a perfect linear complexity
profile are not suitable as keystreams. Keeping this in mind, d-perfect linear
complexity profile of sequences (or closely related almost perfect linear complexity




Definition 2.4.10 An infinite sequence S with terms in Fq is said to have a d-
perfect linear complexity profile if
|2Ln(S)− n| ≤ d for all n ≥ 1,
and the sequence S is said to be d-perfect.
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A convenient method for the study of the linear complexity profile is based
on the continued fractions given by Niederreiter [59, 60]. In this approach, we







in the field of formal Laurent series Fq((x
−1)) in the variable x−1. The element





−i = A0 + 1/(A1 + 1/(A2 + . . .))
= [A0, A1, A2, . . .],
where Aj , j ≥ 0, are polynomials over Fq and deg(Aj) ≥ 1 for j ≥ 1. In general, the
polynomials Aj of the continued fraction expansion of an element of C ∈ Fq((x−1))
are obtained recursively by
Aj+1 = Pol(B
−1





j ≥ 0, with the initial polynomial A0 = Pol(C) and B0 = C − Pol(C), where
Pol(B), B ∈ Fq((x−1)), denotes the polynomial part of B. Since in our particular
case Pol(S(x−1)) equals 0, so we have A0 = 0 and B0 = S(x
−1).
Proposition 2.4.4 Let S = (s1, s2, . . .) be an arbitrary sequence of elements of
Fq and [0, A1, A2, . . .] be the continued fraction expansion of its associated formal
Laurent series S(x−1) defined in (2.14). We recursively define
Q−1 = 0, Q0 = 1, Qj = AjQj−1 +Qj−2, j ≥ 1.
Then for any n ≥ 1 the nth linear complexity of S is given by
Ln(S) = deg(Qj),
where j ≥ 0 is uniquely determined by the condition
deg(Qj−1) + deg(Qj) ≤ n < deg(Qj) + deg(Qj+1).
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We can observe that the jumps in the linear complexity profile are the degrees
of the components A1, A2, . . . of the continued fraction expansion. Therefore we
can always generate a sequence with prescribed linear complexity profile by choos-
ing suitable polynomials A1, A2, . . . of its continued fraction expansion.
In a rather surprising way, Xing and Lam [94] used algebraic curves over
finite fields to construct sequences with (almost) perfect linear complexity profile.
Further results from this approach can be found in [93, 96, 97].
Griffin and Shparlinski [26] studied the linear complexity profile of the power
generator and Gutierrez et al. [28] and Meidl and Winterhof [56] considered the
linear complexity profile of some other nonlinear pseudorandom number genera-
tors.
2.4.3 k-Error Linear Complexity
In cryptanalytic terms, the possibility of obtaining a part of the plaintext message
is considered to be a major weakness of a cipher system. So for a stream cipher
system to be secure against the Berlekamp-Massey attack, it must not be possible
to approximate the keystream sequence closely with a sequence of significantly
smaller linear complexity. This means that changing a few terms in the keystream
sequence must not cause a significant decrease of the linear complexity. This
requirement leads to the concept of k-error linear complexity introduced in [80].
The k-error linear complexity of a finite length sequence is defined first.
Definition 2.4.11 Let S be a sequence over Fq of length n ≥ 1 and let k be an





where the minimum is taken over all strings T over Fq of length n with Hamming
distance δH(S, T ) ≤ k. If S is a finite or infinite sequence over Fq containing at
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least n terms, then we put Ln,k(S) for the k-error linear complexity of the string
containing the first n terms of S.
An analogous definition in the periodic case can be given as follows.
Definition 2.4.12 Let S be an N-periodic sequence over Fq and let k be an integer
with 0 ≤ k ≤ N . Then the k-error linear complexity LN,k(S) of S is the smallest
possible linear complexity obtained by changing k or fewer terms of S in the first





where the minimum is taken over all N-periodic sequences T over Fq with the
Hamming distance ≤ k between the first periods of S and T of length N .
The concept of k-error linear complexity was actually built on the earlier con-
cept of sphere complexity introduced by Ding, Xiao and Shan [14, Definition 4.10]
(see also [16]). In the periodic case the sphere complexity is defined as follows.
Definition 2.4.13 Let S be an N-periodic sequence over Fq and let k be an integer




where the minimum is taken over all N-periodic sequences T over Fq with T 6= S








In [80] Stamp and Martin presented an efficient algorithm to compute the k-
error linear complexity of N -periodic binary sequences, where N = 2v, v ≥ 0, for
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0 ≤ k ≤ N in linear time. The Stamp-Martin algorithm was a generalization of the
Games-Chan algorithm [23], which computes the linear complexity of 2v-periodic
binary sequences in linear time. Further, Lauder and Paterson [41] showed that
the whole error linear complexity spectrum (i.e., the k-error complexity for each
value of k) of a binary sequence of periodN = 2v can be computed inO(N(logN)2)
time. The Lauder-Paterson algorithm was later generalized to compute the k-error
linear complexity spectrum of sequences over Fq with period p
v in [36] based on
the algorithm [37]. In a different direction, Sa˘la˘gean [82] developed an algorithm
which, given a constant ℓ and a binary sequence with period N = 2v, computes
the minimum number k of errors (and an associated error sequence) needed over a
period for bringing the linear complexity to below ℓ. The Sa˘la˘gean algorithm has
a time and space complexity of O(N). Another case for which efficient algorithms
were developed is for sequences with period N = ρe, e ≥ 1, for some prime ρ,
where q is a primitive root modulo ρ2 (see [88, 89, 90, 91]).
We define the critical error linear complexity profile as follows, from which we
can see the k-error linear complexity for each value of k.
Definition 2.4.14 Let S = (SN)∞ be a periodic sequence with period N ≥ 1.
Then the critical error linear complexity profile of S is given by the set of pairs of
integers
CELCP (S) = {(0, L(S))}∪{(k, LN,k(S)) : LN,k(S) < LN,k−1(S), 1 ≤ k ≤ wH(S
N)},
where wH(S) is the number of nonzero terms in S
N .
As we have seen in the case of the linear complexity and the linear complexity
profile, a natural question that arises is: if we pick a random sequence (finite
length or periodic) S over a finite field Fq, what is the expected value of the k-
error linear complexity of S for suitable values of k. To discuss this we need the
following counting functions.
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Definition 2.4.15 Let n, k, and c be integers with n ≥ 1, 0 ≤ k ≤ n, and
0 ≤ c ≤ n. Then Nn,k(c), respectivelyMn,k(c), is the number of sequences S ∈ Fq
n
of length n with Ln,k(S) = c, respectively Ln,k(S) ≤ c. Let En,k denote the expected






For q = 2, exact formulas for Nn,k(0), Nn,k(1) and Nn,k(n), 1 ≤ k ≤ n, were
established in [66]. Later these results were generalized for arbitrary prime power
q in [48]. Exact formulas for the number of purely periodic sequences over Fq and
the number of ultimately periodic sequences having fixed linear complexity were
also given in [48]. The same paper establishes a lower bound for En,k. The main







Definition 2.4.16 Let N, k, and c be integers with N ≥ 1, 0 ≤ k ≤ N , and
0 ≤ c ≤ N . Then PN,k(c), respectively RN,k(c), is the number of N-periodic
sequences S ∈ (Fq
N )∞ with LN,k(S) = c, respectively LN,k(S) ≤ c. Let GN,k
denote the expected value of the k-error linear complexity an N-periodic random
sequence over Fq.
We can have a similar identity as in (2.16) with GN,k and RN,k(c). Using this,
a lower bound for GN,k in the prime periodic case was established in [49], for
general N it was given in [50].
In [39] Kurosawa et al. determined the exact minimum value k for which the
k-error linear complexity of a pv-periodic sequence S over Fq is strictly less than
the linear complexity of S. In a different case where q is a primitive element
modulo ρ2 for some prime ρ, lower and upper bounds for the minimum number k
of changes required in one period to decrease the linear complexity of N -periodic
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sequence, where N = ρe, e ≥ 1, are given in [45] for the binary case and in [46]
for general q. The paper [64] by Niederreiter studies periodic sequences having a
large linear complexity and also a large k-error linear complexity. The same issue
was considered in [52, 67].
Some of the known results on the k-error linear complexity of periodic se-
quences will be explicitly described in later chapters at the appropriate place.
Various other measures such as Lempel-Ziv complexity, tree complexity, 2-
adic complexity are studied extensively in literature. The 2-adic complexity is
associated to Feedback with Carry Shift Registers (FCSRs). We will not discuss
these complexity measures in this thesis. We refer to the paper [62] for a survey
on some computable complexity measures for binary sequences.
2.5 Complexity Measures for Multisequences
The theory of word-based stream ciphers requires the study of complexity mea-
sures for multisequences, i.e., for parallel streams of finitely many sequences. In
this direction, joint linear complexity and joint linear complexity profile of multi-
sequences have been investigated, and in this thesis we develop a theory of error
linear complexity measures for multisequences.
We denote an m-fold multisequence (of finite or infinite length) consisting
of m parallel streams of sequences S1, . . . , Sm over Fq of the same length by
~S = (S1, . . . , Sm). We can define ultimately periodic multisequence, period, least
period, and preperiod of an ultimately periodic multisequence or periodic multi-
sequence analogously for the multisequence case as in the Definition 2.2.3 for the
single sequence case.
We shall first fix the notation. An m-fold multisequence ~S over Fq of length
n can also be interpreted as a matrix of size m × n over Fq, i.e., ~S ∈ Fq
m×n.
For a periodic multisequence ~S, it suffices to consider the terms within the given
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period length N , and so it can also be interpreted as an m×N matrix over Fq; we
will write ~S ∈ (Fq
m×N )∞ to signify that the first period of ~S (which is identified
with an element of Fq
m×N ) is repeated infinitely often to get the full periodic
multisequence ~S.
2.5.1 Joint Linear Complexity
Joint linear complexity is a basic complexity measure for the study of multi-
sequences, and it is obtained by looking at the linear recurrence relations that
S1, . . . , Sm satisfy simultaneously.
Definition 2.5.1 Let ~S = (S1, . . . , Sm) be an ultimately periodic multisequence
over Fq. Then the joint linear complexity L(~S) = L(S1, . . . , Sm) of ~S is the least
order of a linear recurrence relation over Fq that simultaneously generates each
sequence Su, 1 ≤ u ≤ m. For an arbitrary multisequence ~S = (S1, . . . , Sm) and
any integer n ≥ 1 not exceeding the length of ~S, the nth joint linear complexity
Ln(~S) = Ln(S1, . . . , Sm) is the least order of a linear recurrence relation over Fq
that simultaneously generates the first n terms of each sequence Su, 1 ≤ u ≤ m.
We set L(~S) = 0 if ~S is the zero multisequence.
Let ~S = (S1, . . . , Sm) be an arbitrary multisequence over Fq. Denote the terms
of the uth sequence Su by su1, su2, . . .. Then the joint linear complexity L(~S) is the
least nonnegative integer L for which there exists coefficients c1, c2, . . . , cL ∈ Fq
such that
suτ + c1su(τ−1) + · · ·+ cLsu(τ−L) = 0 for all 1 ≤ u ≤ m and τ ≥ L+ 1. (2.17)
As in the single sequence case, we always have 0 ≤ Ln(~S) ≤ n and Ln(~S) ≤
Ln+1(~S), and for an ultimately periodic multisequence ~S with preperiod t and
least period N we always have L(~S) ≤ N + t. Note also that L(~S) is also the
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degree of the polynomial
J(x) = xL + c1x
L−1 + · · ·+ cL−1x+ cL ∈ Fq[x].
The polynomial J(x) is called the joint minimal polynomial of the multisequence
~S.
Since the Fq-linear spaces F
m
q and Fqm are isomorphic, the given m-fold multi-
sequence ~S over Fq can also be identified with a single sequence S = [S1, . . . , Sm]
having its terms in the extension field Fqm. The nth joint linear complexity Ln(~S)
of ~S can also be interpreted as the nth Fq-linear complexity L
q
n(S) of S, which is
the least order of a linear recurrence relation over Fq that the first n terms of S
satisfy (see [14, pp. 83–85]). This viewpoint is often convenient in proofs [63].
Similarly, the Fq-linear complexity of a periodic multisequence S is denoted by
Lq(S).
For the study of the joint linear complexity of multisequences we need the
following functions.
Definition 2.5.2 Let m, n, and L be integers with m ≥ 1, n ≥ 1, and 0 ≤ L ≤ n.
Then we define Nmn (L) to be the number of m-fold multisequences ~S ∈ Fq
m×n of
length n with joint linear complexity Ln(~S) = L. The expected value of the nth
joint linear complexity of a random m-fold multisequence is denoted by Emn .
Definition 2.5.3 Let m, N , and L be integers with m ≥ 1, N ≥ 1, and 0 ≤ L ≤
N . Then we define PmN (L) to be the number of m-fold N-periodic multisequences
~S ∈ (Fq
m×N )∞ with joint linear complexity L(~S) = L. The expected value of the
joint linear complexity of a random m-fold N-periodic multisequence is denoted
by GmN .
We first consider the case of periodic multisequences. Let ~S = (S1, . . . , Sm)
be an m-fold N -periodic multisequence over Fq. Suppose that the single sequence
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Su = (su1, su2, . . . , suN)
∞. Let µu(x) be the minimal polynomial of Su for 1 ≤ u ≤
m. Then by [51, p. 65] the joint minimal polynomial of ~S is given by
J(x) = lcm(µ1(x), . . . , µm(x)).
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again up to a nonzero constant multiple. Thus we have the following analogous
result to Theorem 2.4.1 in the multisequence case.
Theorem 2.5.1 Let ~S = (S1, . . . , Sm) be an m-fold N-periodic multisequence
over Fq and let Su = (su1, su2, . . . , suN)
∞ for 1 ≤ u ≤ m. Then the joint linear
complexity of the multisequence ~S is given by




1 (x), . . . , S
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u (x) = su1 + su2x+ · · ·+ suNxN−1 is the generating function of Su.
The above theorem was proved in [51, p. 65]. The identity (2.18) plays a
central role in Chapters 5-8. For this purpose we develop a new technique, which
we shall present next. Using this technique, we also present a proof of a formula
for the expected value GmN of the joint linear complexity.
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Let ~S = (S1, . . . , Sm) be an m-fold N -periodic multisequence over Fq. Sup-
pose that the single sequence Su has the form Su = (su1, su2, . . . , suN)
∞ for
u = 1, . . . , m. Then we can identify the multisequence ~S = (S1, . . . , Sm) with













Then the joint linear complexity of ~S is given by
L(~S) = N − deg(D(N)). (2.19)
With the notation for the canonical factorization of xN − 1 in Section 2.4.1,
for each u = 1, . . . , m we consider the system of polynomial congruences
S(N)u (x) ≡ s
(u)
ij (x) mod fij(x)
pv for 1 ≤ i ≤ r and 1 ≤ j ≤ hi, (2.20)
where the s
(u)
ij (x) are given polynomials over Fq of degree less than dip
v. By the
Chinese remainder theorem, for any choice of s
(u)
ij (x) with 1 ≤ i ≤ r and 1 ≤
j ≤ hi, we have a unique polynomial S
(N)
u (x) of degree less than N satisfy-
ing (2.20). Observe that there is a one-to-one correspondence between the choices
of s
(u)

















i=1 hidi = qN .
Let ~sij(x) = (s
(1)
ij (x), . . . , s
(m)
ij (x)), and then by (2.20) we have
~S
(N)
(x) ≡ ~sij(x) mod fij(x)
pv for 1 ≤ i ≤ r and 1 ≤ j ≤ hi, (2.21)
where the congruence is meant to hold componentwise. Therefore an m-fold N -
periodic multisequence ~S can be uniquely identified with its system of polynomial
vectors ~sij(x) for 1 ≤ i ≤ r and 1 ≤ j ≤ hi. Throughout the thesis we assume
that a congruence between two polynomial vectors is interpreted componentwise.
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Suppose that fij(x)
wij ||gcd(s(1)ij (x), . . . , s
(m)
ij (x), fij(x)
pv), i.e., wij is the largest
integer ≤ pv such that fij(x)wij divides s
(u)
ij (x) for all u = 1, . . . , m. Then the








Then by the identities (2.19) and (2.22), the joint linear complexity of ~S can be






(pv − wij)di. (2.23)
Now we enumerate the number of N -periodic multisequences ~S with ~S
(N)
(x)
being divisible by fij(x)
w but not by fij(x)
w+1 for 0 ≤ w ≤ pv − 1, and so the
contribution to the sum in (2.23) is di(p





w||gcd(s(1)ij (x), . . . , s
(m)
ij (x)), for some 1 ≤ i ≤ r and 1 ≤ j ≤ hi. Then,
for 1 ≤ u ≤ m, we have
s
(u)
ij (x) = fij(x)
w (g(u)ij (x) + fij(x) h(u)ij (x)) for 0 ≤ w < pv
= 0 for w ≥ pv,
where g
(u)
ij (x) is a polynomial of degree less than di and h
(u)
ij is a polynomial of
degree less than di (p
v − w − 1), with at least one of g(u)ij (x), 1 ≤ u ≤ m, being
nonzero. Therefore we have (qmdi − 1)qmdi (p
v−w−1), 0 ≤ w ≤ pv − 1, choices for
~sij with gcd(s
(1)




w. For any such choice there are
qm(N−dip
v) choices for other ~sij’s in (2.21). Thus we have
(qmdi − 1)qmdi (p
v−w−1) qm(N−dip
v) = qmN(q−mdiw − q−mdi(w+1))









, 0 ≤ w ≤ pv−1,
and for any such multisequence, the contribution to the sum in (2.23) is di(p
v −
w) 6= 0. There are qm(N−di p
v) multisequences with ~sij(x) = ~0, in which case the
2.5 Complexity Measures for Multisequences 37
contribution to the sum in (2.23) is zero. Therefore the expected value GmN of the


















































































The formula for the expected value GmN was first shown by Meidl and Nieder-
reiter [51] in an equivalent form which involves lengths of the cyclotomic cosets
modulo n. They introduced a generalization of the discrete Fourier transform for
multisequences based on the Massey et al. paper [44].
Definition 2.5.4 The Generalized Discrete Fourier Transform of an m×N ma-
trix Sm×N = (SN1 , . . . , S
N
m)
T with elements in the finite field Fq, where N = p
vn
and gcd(n, p) = 1 with char(Fq) = p, is defined to be the p
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)
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of Hasse derivatives, where α is any primitive n-th root of unity in some extension
field of Fq and S
(N)




To describe the joint linear complexity of a periodic multisequence, we need
the following definition.
Definition 2.5.5 The Gu¨nther weight of a matrix of m-tuples is the number of
its m-tuples that are nonzero or that lie below a nonzero m-tuple.
Theorem 2.5.2 The joint linear complexity L(~S) of an m-fold N-periodic mul-
tisequence ~S = (S1, . . . , Sm) with terms in the finite field Fq, where N = p
vn
and gcd(n, p) = 1 with char(Fq) = p, is the Gu¨nther weight of the GDFT of its




Extending the results in [51], the variance V mN of the joint linear complexity
of a random m-fold N -periodic multisequence over Fq is considered in [21]. The
formula for V mN given in that paper is as follows.
Theorem 2.5.3 Let N = pvn, where char(Fq) = p, v ≥ 0, and gcd(n, p) = 1. Let
C1, C2, . . . , Cτ be the different cyclotomic sets modulo n and put ci = |Ci|. Then
the variance V mN of the joint linear complexity of a random m-fold N-periodic














where ai = q
−cim.
The papers by Meidl and Niederreiter [51] and Fu, Niederreiter, and Su [21]
establish exact formulas for the counting functions and lower bounds on the ex-
pectation and variance of the joint linear complexity of periodic multisequences
in special cases of period length.
In the finite length case, the formula for Nmn (L), m = 1, is well known for a
long time (see Section 2.4.1). In 2003, Niederreiter [63] obtained a formula for
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Nmn (L) for m ≥ 1 and 0 ≤ L ≤
n
2
, which plays an important role in Chapter 4,
namely
Nmn (L) = (q − 1)q
(m+1)L−m for 1 ≤ L ≤
n
2
and m ≥ 1. (2.24)
Extending this result for all values of L, 0 ≤ L ≤ n, Wang and Niederreiter [84]
presented an enumeration technique, and it was observed that giving a convenient
closed-form expression for Nmn (L) for general m is not easy. They only gave a
closed-form expression for m = 2 in that paper. Later in [70], a closed-form
expression for the case m = 3 was given.
2.5.2 Joint Linear Complexity Profile
Similar to the linear complexity profile of single sequences, the joint linear com-
plexity profile is defined as follows.
Definition 2.5.6 Let ~S be an arbitrary multisequence over Fq. With the notation
in Definition 2.5.1, the sequence L1(~S), L2(~S), . . . of the nth joint linear complex-
ities is called the joint linear complexity profile of ~S.
Joint linear complexity profile of multisequences is a relatively late develop-
ment. In analogy with the long known result on the linear complexity profile of
an arbitrary single sequence, it was conjectured that the joint linear complexity









The conjecture was proved for the case m = 2 by Wang and Niederreiter in [84],
and for all values of m ≥ 1 in [70] recently. Even before proving this result, the
d-perfect joint linear complexity profile of multisequences was considered in [92].
In fact, several constructions for multisequences having almost perfect joint linear
complexity profile were given.
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Definition 2.5.7 For a positive integer d, a multisequence ~S is called d-perfect if
Ln(~S) ≥
m(n + 1)− d
m+ 1
for all n ≥ 1,
and ~S is said to have a d-perfect joint linear complexity profile. In particular, ~S




for all n ≥ 1.
The multisequence is said to be almost perfect if it is d-perfect for some d. The
papers [9, 20, 86] use continued fractions for the study of joint linear complexity
profile of multisequences. In [57] the joint linear complexity profile of explicit
inversive multisequences is considered. The papers [92, 95] use functions fields over
finite fields to construct multisequences with almost perfect joint linear complexity
profile. The paper [65] by Niederreiter gives a probabilistic treatment and presents
a survey on the theory of the joint linear complexity and the joint linear complexity





In this chapter we introduce three ways of defining error linear complexity mea-
sures for finite length multisequences as well as periodic multisequences. These
definitions are the basis for this thesis. We present the definitions in the finite
length case and the periodic case separately because of the importance of these
definitions, though one can easily see how to proceed from one case to the other
in an analogous way.
Recall that an m-fold multisequence ~S over Fq of length n can be interpreted
as a matrix of size m× n over Fq, and an m-fold N -periodic multisequence ~S can
be interpreted as an m × N matrix over Fq. The following definitions of term,
column, term distance, and column distance also suit this interpretation.
Let ~S = (S1, . . . , Sm) be an m-fold multisequence over Fq. A term in ~S is
defined to be a term of Sj for some j, 1 ≤ j ≤ m. A column in ~S is meant to be
the column vector in Fq
m formed by the ith terms of S1, . . . , Sm, for some integer
i ≥ 1.
Definition 3.0.8 Let ~S = (S1, . . . , Sm) and ~T = (T1, . . . , Tm) be two m-fold mul-
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tisequences over Fq of the same finite length. We define the term distance δT (~S, ~T)
between ~S and ~T as the number of terms in ~S that are different from the corre-
sponding terms in ~T, and the column distance δC(~S, ~T) as the number of columns
in ~S that are different from the corresponding columns in ~T. We define the individ-
ual distances vector by δV (~S, ~T) = (δH(S1, T1), . . . , δH(Sm, Tm)), where δH(Sj, Tj)
is the Hamming distance between Sj and Tj for 1 ≤ j ≤ m.
Example 3.0.1 For m = 2, n = 5, and
~S =

 0 1 0 1 1
1 0 1 1 0

 , ~T =

 1 1 0 0 1
1 0 1 0 0

 ,
we have δT (~S, ~T) = 3, δC(~S, ~T) = 2, and δV (~S, ~T) = (2, 1).
In the periodic case the distance metrics are defined analogously, we present
the definition here for convenience.
Definition 3.0.9 Let ~S = (S1, . . . , Sm) and ~T = (T1, . . . , Tm) be two m-fold N-
periodic multisequences over Fq and denote the m×N matrix of the first period of
~S and ~T by S and T, respectively. We define the term distance δT (~S, ~T) between
~S and ~T as the number of entries in S that are different from the corresponding
entries in T, and the column distance δC(~S, ~T) as the number of columns in S
that are different from the corresponding columns in T. We define the individual
distances vector by δV (~S, ~T) = (δ1, . . . , δm), where δj is the Hamming distance
between the jth rows of S and T for 1 ≤ j ≤ m.
As mentioned in Section 2.5.1, an m-fold multisequence ~S = (S1, . . . , Sm) over
Fq can be identified with a single sequence S = [S1, . . . , Sm] having its terms in
the extension field Fqm. Consequently, the columns of ~S = (S1, . . . , Sm) can also
be treated as the terms of S = [S1, . . . , Sm]. Then the column distance δC(~S, ~T)
between ~S and ~T is the same as the Hamming distance δH(S, T ) between S and
T , the corresponding sequences with terms in Fqm .
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We will distinguish three options of defining error linear complexity for a fi-
nite multisequence ~S ∈ Fq
m×n as well as for an N -periodic multisequence ~S ∈
(Fq
m×N )∞ via the term distance, the column distance, and the individual dis-
tances vector, respectively. We first present the definitions for the case of finite
length multisequences.
3.1 Definitions in the Finite Length Case
Definition 3.1.1 Let ~S ∈ Fq
m×n be an m-fold multisequence of length n ≥ 1
and let k be an integer with 0 ≤ k ≤ mn. Then the (nth) k-error joint linear




where the minimum is taken over all ~T ∈ Fq
m×n with term distance δT (~S, ~T) ≤ k.
Similar to the definition of the Fq-linear complexity (see Section 2.5.1), we
define the k-error Fq-linear complexity by allowing k or fewer column changes.
Definition 3.1.2 Let ~S ∈ Fq
m×n be an m-fold multisequence of length n ≥ 1 and
let k be an integer with 0 ≤ k ≤ n. Then the (nth) k-error Fq-linear complexity
Lqn,k(





where the minimum is taken over all ~T ∈ Fq
m×n with column distance δC(~S, ~T) ≤
k.
Alternatively, if S is the corresponding sequence of length n with terms in Fqm,
then Lqn,k(
~S) is the (nth) k-error Fq-linear complexity L
q
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where the minimum is taken over all T ∈ Fnqm with Hamming distance δH(S, T ) ≤
k.
For ~k = (k1, . . . , km) and ~k
′ = (k′1, . . . , k
′
m) in Z
m, we say that ~k ≤ ~k′ if kj ≤ k′j
for 1 ≤ j ≤ m, which induces a partial order on Zm.
Definition 3.1.3 Let ~S = (S1, . . . , Sm) ∈ Fq
m×n be an m-fold multisequence of
length n ≥ 1 and let ~k = (k1, . . . , km) ∈ Z
m be such that 0 ≤ kj ≤ n for 1 ≤ j ≤ m.
Then the (nth) ~k-error joint linear complexity Ln,~k(





where the minimum is taken over all m-fold multisequences ~T = (T1, . . . , Tm) over
Fq of length n with δV (~S, ~T) ≤ ~k, i.e., with Hamming distances δH(Sj, Tj) ≤ kj
for 1 ≤ j ≤ m.
If ~S is a finite or infinite multisequence over Fq containing at least n columns,




~S) for the k-error joint linear complexity,
k-error Fq-linear complexity, and ~k-error linear complexity, respectively, for the
matrix containing the first n columns of ~S.
3.2 Definitions in the Periodic Case
For N -periodic multisequences ~S ∈ (Fq
m×N)∞, we analogously define the k-error




the ~k-error joint linear complexity LN,~k(
~S) via the term distance, the column
distance, and the individual distances vector, respectively, of the corresponding
m×N matrices over Fq. The definitions in the periodic case are as follows.
Definition 3.2.1 Let ~S be an m-fold N-periodic multisequence over Fq. For an
integer k with 0 ≤ k ≤ mN , the k-error joint linear complexity LN,k(~S) of ~S is
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the smallest possible joint linear complexity obtained by changing k or fewer terms
of ~S in its first period of length N and then continuing the changes periodically




where the minimum is taken over all m-fold N-periodic multisequences ~T over Fq
with term distance δT (~S, ~T) ≤ k.
Definition 3.2.2 Let ~S be an m-fold N-periodic multisequence over Fq. For an
integer k with 0 ≤ k ≤ N , the k-error Fq-linear complexity L
q
N,k(
~S) of ~S is the
smallest possible joint linear complexity obtained by changing k or fewer columns
of ~S in its first period of length N and then continuing the changes periodically





where the minimum is taken over all m-fold N-periodic multisequences ~T over
Fq with column distance δC(~S, ~T) ≤ k. Alternatively, if S is the N-periodic se-
quence with terms in Fqm corresponding to ~S, then L
q
N,k(
~S) is the k-error Fq-linear




where the minimum is taken over all N-periodic sequences T over Fqm with Ham-
ming distance ≤ k between the first periods of S and T of length N .
Definition 3.2.3 Let ~S = (S1, . . . , Sm) be an m-fold N-periodic multisequence
over Fq. For ~k = (k1, . . . , km) ∈ Zm with 0 ≤ kj ≤ N for 1 ≤ j ≤ m, the ~k-error
joint linear complexity LN,~k(
~S) of ~S is the smallest possible joint linear complexity
obtained by changing kj or fewer terms of Sj in its first period of length N and
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where the minimum is taken over all m-fold N-periodic multisequences ~T over Fq
with δV (~S, ~T) ≤ ~k.
We observe that the first and third options are natural generalizations of the
joint linear complexity and the second option is a generalization of the Fq-linear
complexity. For simplicity, in the periodic case when it is specified, we omit




~S) to denote the k-error joint
linear complexity, k-error Fq-linear complexity, and ~k-error joint linear complexity,
respectively, of the m-fold N -periodic multisequence ~S.
Similar to the critical error linear complexity profile for single sequences, we
define the critical error joint linear complexity profile for multisequences.
Definition 3.2.4 Let ~S be an m-fold N-periodic multisequence over Fq. Then
the critical error joint linear complexity profile of ~S is given by the set of pairs of
integers
CEJLCP (~S) = {(0, L(~S))} ∪ {(k, Lk(~S)) : Lk(~S) < Lk−1(~S), 1 ≤ k ≤ wδT (
~S)},
where wδT (S) is the number of nonzero terms in the first period of
~S.
In the other two cases, we can analogously define the terms critical error Fq-
linear complexity profile, critical ~k-error joint linear complexity profile.
Chapter 4
Error Linear Complexity of
Finite Length Multisequences
In this chapter we first establish formulas for counting functions for the error linear
complexity measures for finite length multisequences. In Section 4.2 we present
lower bounds for the expected values of the error linear complexity measures.
We also present asymptotic results on these bounds. Some of our results are
generalizations of the results in [48, 66] to the multisequence case.
4.1 Enumeration Results
We start this section with the definition of some counting functions corresponding
to the three options for the error linear complexity.
Definition 4.1.1 Let m,n, k, and L be integers with m ≥ 1, n ≥ 1, 0 ≤ k ≤ mn,
and 0 ≤ L ≤ n. Then we define Nmn,k(L), respectively M
m
n,k(L), to be the number
of m-fold multisequences ~S ∈ Fq
m×n with Ln,k(~S) = L, respectively Ln,k(~S) ≤ L.
Definition 4.1.2 For integers m,n, k, and L with m ≥ 1, n ≥ 1, 0 ≤ k ≤ n,
and 0 ≤ L ≤ n, we define Nm,qn,k (L), respectively M
m,q
n,k (L), to be the number of
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m-fold multisequences S ∈ Fnqm with L
q
n,k(S) = L, respectively L
q
n,k(S) ≤ L.
Definition 4.1.3 For integers n and L and an integer vector ~k = (k1, . . . , km)






(L), to be the number of m-fold multisequences ~S ∈ Fq
m×n with
Ln,~k(
~S) = L, respectively Ln,~k(
~S) ≤ L.
In the single sequence case, i.e., m = 1, the exact formula for the number
N 1n,0(L) was given by N
1
n,0(0) = 1 and N
1
n,0(L) = (q − 1)q
min(2L−1,2n−2L) for 1 ≤
L ≤ n in [27]. For m ≥ 1 and 0 ≤ L ≤ n/2, the counting function Nmn,0(L) was
determined in [63]. With Nmn,0(L) = N
m,q
n,0 (L) = N
m
n,~0
(L) we obtain the following
proposition from [63].
Proposition 4.1.1 We have Nmn,0(0) = N
m,q
n,0 (0) = N
m
n,~0
(0) = 1 and
Nmn,0(L) = N
m,q
n,0 (L) = N
m
n,~0




It turned out that it is not easy to calculate Nmn,0(L) for L > n/2. In [84] a
method to determine Nmn,0(L) for any m ≥ 1 and n/2 < L ≤ n was introduced and
a convenient closed-form expression for Nmn,0(L) was given when m = 2. A similar
expression for m = 3 can be found in [70]. For larger values of m it becomes more
cumbersome to get convenient closed-form expressions for Nmn,0(L).
We now present formulas for Nmn,k(L),N
m,q
n,k (L), and N
m
n,~k
(L) in specific cases.
In the remainder of this chapter we use the function notation Wt(·) to denote the
number of nonzero entries in a vector or a matrix.
Theorem 4.1.1 The following formulas are valid for any m ≥ 1:
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(iii) Nmn,k(n) = 0 for m ≤ k ≤ mn.
Proof : (i) The result immediately follows from the size of the set of all mul-
tisequences in the ball BδT (
~Z, k) of radius k in the term distance metric around
the zero multisequence ~Z = (0)m×n ∈ Fq
m×n.
(ii) The multisequences with joint minimal polynomial x are of the form
(sui)m×n such that the first column s1 = (s11, . . . , sm1)
T is nonzero and all other
columns are zero. For any such multisequence ~S over Fq, consider all multise-
quences ~T ∈ Fq
m×n with the same first column vector s1 and k −Wt(s1) + 1 ≤
δT (~S, ~T) ≤ k. These multisequences ~T can be reduced to ~S but not to the
zero multisequence by allowing at most k term changes. The second term in the
formula for Nmn,k(1) counts all these multisequences which can be reduced to a
multisequence with joint minimal polynomial x.
For fixed ζ ∈ Fq
∗, the qm − 1 multisequences over Fq with joint minimal poly-
nomial x + ζ have ith column vector si = (−ζ)i−1(s11, . . . , sm1)T for all i ≥ 1.
Clearly, two different multisequences with the same joint minimal polynomial
x + ζ , ζ ∈ Fq
∗, must have at least one pair of corresponding nonidentical rows
and different terms at corresponding positions in this row. Multisequences with
different joint minimal polynomials x + ζ1 and x + ζ2, where ζ1, ζ2 ∈ Fq
∗, differ
in at least one pair of corresponding rows in at least (n − 1)/2 positions. Con-
sequently, the term distance between two different multisequences in Fq
m×n with
joint minimal polynomial of the form x + ζ , ζ ∈ Fq
∗, is at least (n − 1)/2, and
so the balls of radius k, 1 ≤ k < (n − 1)/4, around these multisequences do not
intersect. Furthermore, a multisequence with joint minimal polynomial x and a
multisequence with joint minimal polynomial of the form x+ ζ , ζ ∈ Fq
∗, differ in
at least one pair of corresponding rows in at least n− 1 positions. Therefore, the
balls of radius k, 1 ≤ k < (n − 1)/4, around these two multisequences are again
disjoint. This leads to the claimed formula for Nmn,k(1).
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(iii) We can manipulate the last column to be the sum of the first n−1 column
vectors by at most m term changes, and hence the result follows. 2
With similar arguments as above we obtain the following results for Nm,qn,k (L).
Theorem 4.1.2 The following formulas are valid for any m ≥ 1:









(ii) For 1 ≤ k < (n− 1)/4,













(iii) Nm,qn,k (n) = 0 for 1 ≤ k ≤ n.
For the ~k-error joint linear complexity the formulas are as follows.
Theorem 4.1.3 Let m ≥ 1, M = {1, 2, . . . , m}, and ~k = (k1, . . . , km).















(ii) If 1 ≤ kj < (n− 1)/4 for 1 ≤ j ≤ m, then
Nm
n,~k







































(n) = 0 if Wt(~k) = m.
Proof : The formulas (i) and (iii) can easily be derived in analogy with the
corresponding formulas in Theorem 4.1.1. We show (ii) by counting all multise-
quences in Fq
m×n that can be reduced to an m-fold multisequence of length n with
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nth joint linear complexity 1 but not to ~Z = (0)m×n ∈ Fq
m×n, by making at most
kj changes in the jth row for 1 ≤ j ≤ m.
The first term in the formula for Nm
n,~k
(1) counts all multisequences ~T ∈ Fq
m×n
that can be reduced to an m-fold multisequence of length n with a joint minimal
polynomial of the form x + ζ , ζ ∈ Fq
∗. Note that since we suppose that kj <
(n−1)/4, 1 ≤ j ≤ m, the balls of radius ~k around different m-fold multisequences
with length n and joint minimal polynomial of the form x + ζ , ζ ∈ Fq
∗, do not
intersect (compare with the proof of part (ii) of Theorem 4.1.1).
A multisequence ~T ∈ Fq
m×n can be reduced to an m-fold multisequence of
length n with joint minimal polynomial x if each row of ~T can be reduced to the
form (a, 0, . . . , 0) with some a ∈ Fq, but a nonempty subset of rows cannot be
reduced to the zero row by applying at most the term changes allowed per row.
Let E ⊆ {1, . . . , m} = M be the nonempty set of row indices such that for i ∈ E
the ith row is nonzero after reduction and for i ∈ M \E the ith row is zero after
reduction. To avoid multiple counting, we assume that, for each i ∈ E, exactly ki








(q−1)ki is the number of possible choices for the corresponding
rows such that each row with row index in E can be reduced to a row of the













possible choices for the remaining rows such that these can be reduced to the zero
row with the allowed number of term changes per row. Adding over all nonempty
subsets E ⊆M yields the desired formula. 2
When m = 1 the Theorems 4.1.1-4.1.3 reduce to the result [48, Theorem 1].
For the determination of Nmn,k(L), N
m,q
n,k (L), and N
m
n,~k
(L) for more values of k and
~k, we need the number of purely periodic multisequences with fixed joint linear
complexity L.
Theorem 4.1.4 For any m ≥ 1, the number P (m)(L) of purely periodic m-fold
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(qm − 1)(q − 1)
qm+1 − 1
(q(m+1)L − 1) for L ≥ 1.
Proof : The case L = 0 is trivial. For L ≥ 1 we proceed by induction on L. If
~S is purely periodic with linear complexity 1, then the joint minimal polynomial
of ~S is of the form x + ζ , ζ ∈ Fq
∗. For each of these q − 1 different joint minimal
polynomials we can choose qm−1 different initial column vectors in Fq
m in order to
obtain different purely periodicm-fold multisequences with joint linear complexity
1. Thus, we have P (m)(1) = (qm − 1)(q − 1) and the formula of the theorem is
true for L = 1.
Let U (m)(L) be the number of ultimately but not purely periodic m-fold multi-
sequences ~S over Fq with fixed joint linear complexity L. Let t be the length of the
preperiod of the sequence ~S. Then the purely periodic part of ~S has joint linear
complexity L− t. Thus, there are P (m)(L− t) possibilities for the purely periodic
part of ~S. For the preperiod of ~S we have qm(t−1)(qm − 1) possibilities, since we
have to guarantee that the choice of the tth column of ~S does not decrease the
length of the preperiod. Taking into account that 1 ≤ t ≤ L, we get
U (m)(L) = (qm − 1)
L∑
t=1




The formula (4.1) yields




By the induction hypothesis we have





(qm − 1)(q − 1)
qm+1 − 1
(q(m+1)t − 1).
We get the desired formula by simplifying the above expression. 2
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From Theorem 4.1.4 and the identity P (m)(L) +U (m)(L) = (qm− 1)q(m+1)L−m
for L ≥ 1 (see (4.1)) we obtain the following corollary.
Corollary 4.1.1 For any m ≥ 1, the number U (m)(L) of ultimately but not purely
periodic m-fold multisequences over Fq with fixed joint linear complexity L is given
by U (m)(0) = 0 and
U (m)(L) =







for L ≥ 1.
Let Q(m)(L) and V (m)(L) denote the number of purely periodic m-fold multi-
sequences ~S over Fq with L(~S) ≤ L and the number of ultimately but not purely




(m)(t) and V (m)(L) =
∑L
t=0 U
(m)(t), and the following corollar-
ies can easily be deduced.
Corollary 4.1.2 For any m ≥ 1, the number Q(m)(L) of purely periodic m-fold
multisequences ~S over Fq with L(~S) ≤ L is given by
Q(m)(L) =
(qm − 1)(q − 1)
(qm+1 − 1)2
(
q(m+1)(L+1) − (qm+1 − 1)L− qm+1
)
+ 1 for L ≥ 0.
Corollary 4.1.3 For any m ≥ 1, the number V (m)(L) of ultimately but not purely










for L ≥ 0.
We remark that the formulas in Theorem 4.1.4 and Corollaries 4.1.1–4.1.3
coincide with the formulas for m = 1 in [66] for the binary case and in [48] for
arbitrary q.
Let S and S ′ be two purely periodic sequences with terms in Fqm and Fq-linear
complexity at most L. We remark that the conventional linear complexity of S
and S ′ is also at most L, and may be even smaller than the Fq-linear complexity. If
S and S ′ have the same minimal polynomial (over Fqm), then S and S ′ are either
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identical or they differ at least once at any L consecutive terms. If they have
different minimal polynomials, then S and S ′ differ at least once at any 2L con-
secutive terms. If S is an ultimately periodic sequence with Fq-linear complexity
at most L, then its preperiod is at most L. Hence from position L+1 to position
(4k+3)L, any two ultimately periodic sequences S and S ′ with terms in Fqm and
Fq-linear complexity at most L are either the same or differ at least at 2k + 1
positions. Similarly, two different purely periodic m-fold multisequences ~S and
~S
′
with column vectors in Fq
m and with joint linear complexity at most L differ
at least once at any L consecutive columns if they have the same joint minimal
polynomial, and at least once at any 2L consecutive columns if they have different
joint minimal polynomials. With the same argument as before, from position L+1
to position (4k+3)L, two ultimately periodic sequences of column vectors in Fq
m
with joint linear complexity at most L are either the same or they differ at least
at 2k + 1 column positions. With these facts we can prove two generalizations of
[48, Theorem 3], where a formula for the number of single sequences with terms in
Fq, length n, and given k-error linear complexity L has been presented, under the
condition that n ≥ (4k + 3)L. The first generalization is a formula for Nm,qn,k (L)
without proof. The proof is analogous to that of [48, Theorem 3].
Theorem 4.1.5 For any integers m ≥ 1, L ≥ 1, k ≥ 0, and n ≥ (4k + 3)L, we
have
















where P (m) is the counting function in Theorem 4.1.4.
The following theorem generalizes [48, Theorem 3] to the case of the k-error
joint linear complexity of m-fold multisequences.
Theorem 4.1.6 For any integers m ≥ 1, L ≥ 1, k ≥ 0, and n ≥ (4k + 3)L, we

























qm(t−1)(q − 1)j+rP (m)(L− t),
where P (m) is the counting function in Theorem 4.1.4.
Proof : We suppose that all considered m-fold multisequences have fixed length
n ≥ (4k + 3)L. Then from the previous considerations we know that the ball
BδT (
~S, k) around a finite m-fold multisequence ~S of length n which corresponds
to a purely periodic multisequence with joint linear complexity L does not intersect
the ball of radius k around any multisequence ~T 6= ~S of length n with Ln(~T) ≤ L.
Thus Ln,k(~R) = L for all ~R ∈ BδT (~S, k). Consequently, the contribution of the
balls of radius k around all finite m-fold multisequences of length n corresponding
to purely periodic multisequences with joint linear complexity L to the counting









Let ~S be a finite m-fold multisequence of length n corresponding to an ulti-
mately periodic multisequence with preperiod t > 0 and joint linear complexity
L. We want to count all multisequences of length n which can be transformed
into ~S but not into a multisequence with joint linear complexity less than L by
changing at most k terms. The candidates are the multisequences of length n
which equal ~S at the first t columns and satisfy δT (~S, ~T) ≤ k. Additionally it
must not be possible to shorten the preperiod by suitably changing the tth col-
umn. Suppose that the tth column of ~S differs at j, 1 ≤ j ≤ m, positions from
the unique column vector that would yield a reduction of the preperiod. Then we
must have k − j + 1 ≤ δT (~S, ~T) ≤ k. Else we would be able to transform ~T into
4.1 Enumeration Results 56
~S and then additionally to shorten the preperiod. Thus, the number of m-fold
multisequences of length n that by changing at most k terms can be transformed
into a multisequence with preperiod t, 1 ≤ t ≤ L, and joint linear complexity L















(q − 1)rP (m)(L− t).
Combining all possible choices for t yields the desired formula. 2
In the third case the formula is given as follows.
Theorem 4.1.7 Let m ≥ 1 be an integer and let M = {1, 2, . . . , m}, ~k =
(k1, . . . , km), and k = max(k1, . . . , km) with kj > 0 for 1 ≤ j ≤ m. Then for
any integers L ≥ 1 and n ≥ (4k + 3)L, we have
Nm
n,~k








































where P (m) is the counting function in Theorem 4.1.4. In particular, if kj = k for
1 ≤ j ≤ m, then we have
Nm
n,~k


































Proof : We have to count all multisequences in Fq
m×n that can be reduced to
an m-fold multisequence of length n with joint linear complexity L, but not to an
m-fold multisequence of length n with a lower joint linear complexity.
The first summand in the formula for Nm
n,~k
(L) counts all multisequences ~T ∈
Fq
m×n that can be reduced to an m-fold multisequence of length n and joint linear
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complexity L which corresponds to a purely periodic m-fold multisequence. Note
that since we suppose that n ≥ (4k+3)L, the balls of radius ~k around different m-
fold multisequences with length n and joint linear complexity L which correspond
to purely periodic multisequences are disjoint and they do not intersect with the
ball of radius ~k around an m-fold multisequence with length n and smaller joint
linear complexity.
Now consider an ultimately periodic but not purely periodic m-fold multise-
quence ~S = (S1, . . . , Sm) of length n with joint linear complexity L and preperiod
t (1 ≤ t ≤ L). Then the joint linear complexity of the periodic part of ~S is
L − t. We associate each such multisequence ~S with a set of multisequences
~T = (T1, . . . , Tm) (like the ball of radius ~k in the purely periodic case) having
the first t − 1 column vectors identical with the first t − 1 column vectors of ~S
and with the allowed number of term changes per row: (i) the periodic part of
~T can be transformed into the periodic part of ~S; (ii) ~T cannot be transformed
into an m-fold multisequence of length n having joint linear complexity smaller
than L. This means that the periodic part of ~T must be in the ball of radius
~k around the periodic part of ~S. We have n − t ≥ (4k + 3)(L − t), and by the
latter condition we get the disjointness property of the balls as in the purely pe-
riodic case above, and we need only to ensure that the preperiod of ~T cannot be
shortened. This is possible only if the Hamming distance between the periodic
parts of Ti and Si is exactly ki and the tth term of Ti is different from the unique
term which can reduce the preperiod of Si, for at least a nonempty subset of rows.








(q−1)ki is the number of possible choices for the corresponding
rows such that the periodic part of each row with row index in E can be reduced
to the periodic part of the corresponding row in ~S, but the preperiod cannot be












counts all possible choices for the remaining
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rows such that the periodic part of these rows can be reduced to the periodic part
of the corresponding rows in ~S and additionally the terms at position t can be
chosen in such a way that they match the linear recurrence for the periodic part
of ~S. Adding over all nonempty subsets E ⊆ M and over all possible lengths for
the preperiod yields the desired formula. 2
For the case m = 1 the Theorems 4.1.5-4.1.7 reduce to the result [48, The-























, 0 ≤ k ≤ mn,




























) , 0 ≤ kj ≤ n, 1 ≤ j ≤ m.












, 0 ≤ k ≤ mn,




























) , 0 ≤ kj ≤ n, 1 ≤ j ≤ m.
Remark 4.1.1 The bounds of Proposition 4.1.3 can be written explicitly using
formulas for Mmn,0(L) = M
m,q
n,0 (L) = M
m
n,~0
(L). For 0 ≤ L ≤ n/2 with formula
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Since any sequence of column vectors in Fq
m of length n and joint linear com-
plexity L > n/2 can be seen as the first n terms of a (not necessarily uniquely
determined) multisequence of length 2L and joint linear complexity L, the ex-
pression in (4.1) is also an upper bound on Nmn,0(L), N
m,q




arbitrary L. Consequently, with (4.1) and (4.2) and the Propositions 4.1.2 and












For integers m ≥ 1 and n ≥ 1, let Emn,0 be the expected value of the joint linear
complexity of finite m-fold multisequences over Fq of length n, where the underly-
ing probability distribution is the uniform distribution on Fq
m×n, i.e., each element
of Fq
m×n has probability q−mn. For m = 1 the exact formula for Emn,0 is known for
a long time (see [72, 79]). In [84] an exact formula for E2n,0 was presented (for the













was obtained in [70].
In this section we establish a lower bound on the expected k-error joint linear
complexity Emn,k of finite m-fold multisequences over Fq of length n, a lower bound
on the expected k-error Fq-linear complexity E
m,q
n,k of finite sequences over Fqm of
length n, and a lower bound on the expected ~k-error joint linear complexity Em
n,~k
of finite m-fold multisequences over Fq of length n. The following lemma is a
straightforward generalization of [66, Lemma 3]. We present the proof here for
convenience.
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(L), ~k = (k1, . . . , km), 0 ≤ kj ≤ n, 1 ≤ j ≤ m.




























The other two cases can be proved with a similar argument. 2
















































qm + qm−1 + · · ·+ 1
. (4.3)
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For the second factor α + 1 we obtain
























































































for 0 < x < 1 and q ≥ 2. 2
The term α in the above lemma is the bound for L separating the two choices for







(q − 1)t ≤ qmn,











































(m+ 2)qm+1 − 1
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for 0 ≤ L ≤ α and the trivial bound
Mmn,k(L) ≤ q
mn
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where in the last step we used Lemma 4.2.2. With Lemma 4.2.1 we obtain the
desired bound. 2
Let Hq denote the q-ary entropy function defined by (2.1).
























With the additional observations that
(m+ 2)qm+1 − 1
























we obtain the desired result. 2






















(m+ 2)qm+1 − 1
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Theorem 4.2.3 For any integers m ≥ 1, n ≥ 1, and ~k = (k1, . . . , km), 0 ≤ kj ≤




















)− (m+ 2)qm+1 − 1






























Error Linear Complexity of
Prime Periodic Multisequences
An important class of periodic multisequences is the class of multisequences with
prime period. In this chapter we present several results for this class of periodic
multisequences, such as counting functions and lower bounds on the expected error
linear complexity. In Section 5.2 we obtain lower bounds for the expected error
linear complexities, and in Section 5.3 we consider the case k = 1 and present
formulas for the counting functions for multisequences with fixed 1-error linear
complexities for specific values.
5.1 Enumeration Results
We denote the number of m-fold N -periodic multisequences over Fq with k-error
joint linear complexity L, with k-error Fq-linear complexity L, and with ~k-error
joint linear complexity L by PmN,k(L), P
m,q




the following propositions we present formulas for PmN,k(L),P
m,q




for m-fold multisequences with period N, gcd(N, q) = 1, for specific values of L.
These results can be seen as generalizations of [49, Theorem 4.1], which considered
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only the prime periodic single sequence case.
Proposition 5.1.1 Let m ≥ 1 and N ≥ 2 with gcd(N, q) = 1. Then the following
formulas for PmN,k(L) are valid:



















(iii) PmN,k(N) = 0 for m ≤ k ≤ mN .
Proof : (i) The result immediately follows from the fact that PmN,k(0) =
|BδT (
~Z, k)|, where BδT (
~Z, k) denotes the ball of radius k around the zero mul-
tisequence ~Z = (0)∞m×N ∈ (Fq
m×N )∞ with term distance metric.
(ii) If gcd(N, q− 1) = 1, then the only degree one polynomial factor of xN − 1
over Fq is x−1. Therefore there are qm−1 m-fold N -periodic multisequences over
Fq with joint linear complexity L = 1. They correspond to the m×N matrices ~R
over Fq with each row being a constant string and at least one of the rows being
nonzero. For the zero matrix ~Z ∈ Fq
m×N we have δT (~Z, ~R) ≥ N . Additionally,
the term distance per period between any two different multisequences (with joint
linear complexity equal to 1) is at least N . Hence for 1 ≤ k ≤ N−1
2
, the number
PmN,k(1) is the cardinality of the union of balls BδT (
~R, k) of radius k around the
center ~R, where ~R runs through all elements of Fq
m×N different from ~Z with
constant rows. This yields the desired result.
(iii) Consider a multisequence ~S ∈ Fq
m×N with columns si, 1 ≤ i ≤ N . If∑N
i=1 si = 0, then the joint linear complexity of
~S is less than N . Evidently, at
most m term changes are necessary in order to satisfy the above condition. 2
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With similar arguments as above we obtain the corresponding formulas for the
other error linear complexity measures.
Proposition 5.1.2 Let m ≥ 1 and N ≥ 2 with gcd(N, q) = 1. Then the following
formulas for Pm,qN,k (L) are valid:









(ii) If gcd(N, q − 1) = 1, then for 0 ≤ k ≤ (N − 1)/2,









(iii) Pm,qN,k (N) = 0 for 1 ≤ k ≤ N .
Proposition 5.1.3 Let m ≥ 1, N ≥ 2 with gcd(N, q) = 1, and ~k = (k1, . . . , km).
Then the following formulas for Pm
N,~k
(L) are valid:















(ii) If gcd(N, q − 1) = 1, then for 0 ≤ kj ≤
N−1
2
, 1 ≤ j ≤ m, we have
Pm
N,~k














(N) = 0 if 1 ≤ kj ≤ N for 1 ≤ j ≤ m.
Suppose that N ≥ 3 is a prime and q is a primitive element modulo N . Then
the joint linear complexity of any m-fold N -periodic multisequence over Fq is
either 0, 1, N − 1, or N (see [51, Corollary 3]). By the above propositions, for
suitable values of k and ~k we obtain the following formulas for the number of
m-fold N -periodic multisequences over Fq with error linear complexity N − 1 (see
[49, Corollary 4.1] for the case m = 1).
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Corollary 5.1.1 Let m ≥ 1, let N ≥ 3 be a prime with gcd(N, q) = 1, and let q
be a primitive element modulo N . Then we have:
(i) For m ≤ k ≤ (N − 1)/2,









(ii) For 1 ≤ k ≤ (N − 1)/2,









(iii) If 1 ≤ kj ≤ (N − 1)/2 for 1 ≤ j ≤ m,
Pm
N,~k












Consequently, for the case where q is a primitive element modulo the prime
N ≥ 3, we know the formulas for the counting function for all possible values of the





, i.e., the expected values of the k-error joint linear complexity, the k-error
Fq-linear complexity, and the ~k-error joint linear complexity of a random m-fold
N -periodic multisequence over Fq, respectively. The formulas can be obtained by
simple algebraic transformations from Propositions 5.1.1-5.1.3 and Corollary 5.1.1.
The result is a generalization of the formula for the case m = 1 presented in [49,
Corollary 4.2].
Corollary 5.1.2 Let m ≥ 1, let N ≥ 3 be a prime with gcd(N, q) = 1, and let
q be a primitive element modulo N . Then the expected values for the error linear
complexities of m-fold N-periodic multisequences over Fq are given by:
(i) For m ≤ k ≤ (N − 1)/2,
GmN,k = N − 1−
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(ii) For 1 ≤ k ≤ (N − 1)/2,
Gm,qN,k = N − 1−









(iii) For ~k = (k1, . . . , km) with 1 ≤ kj ≤ (N − 1)/2 for 1 ≤ j ≤ m,
Gm
N,~k
= N − 1−



















for a more general class of multisequences with prime period. The exact





for arbitrary periods are given in Section 2.5.1






(L) denote the number of m-fold N -periodic
multisequences ~S over Fq with LN,k(~S) ≤ L, L
q
N,k(




















If N is a prime with gcd(N, q) = 1 and d is the multiplicative order of q modulo
N and h = N−1
d
, then the canonical factorization of xN − 1 over Fq is given by




where fu(x), 1 ≤ u ≤ h, is an irreducible polynomial of degree d over Fq. Then we
have the following system of congruences corresponding to an m-fold N -periodic
multisequence ~S from the discussion leading to (2.21):
~S
(N)
(x) ≡ ~s0 mod (x− 1) and ~S
(N)
(x) ≡ ~su mod fu(x) for 1 ≤ u ≤ h,
(5.2)
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where ~s0 is a column vector in Fq
m and ~su is a column vector of polynomials of
degree less than d over Fq. From the identity 2.23 we can see that the joint linear
complexity L of ~S is of the form L = rd+ǫ with ǫ ∈ {0, 1} and 0 ≤ r ≤ (N−1)/d:
if r of the~su, 1 ≤ u ≤
N−1
d
, are nonzero; and ǫ = 0 if~s0 is the zero vector, otherwise












Moreover, if d ≥ 2, then for L = rd + c with 0 ≤ r < (N − 1)/d and 1 < c < d




N,0(rd + 1). In this case, with the above




































RmN,0(rd+ 1) = R
m,q
N,0(rd+ 1) = R
m
N,~0





















(qm − 1)t, 0 ≤ L ≤ N.
The fact thatRmN,k(L) is the cardinality of the union of the balls of radius k with
term distance metric around all matrices ~S ∈ Fq
m×N for which the corresponding
multisequence has joint linear complexity at most L yields the following obvious
upper bound which is similar to that in Proposition 4.1.3. The other parts of the
following proposition use the same argument with the appropriate metric.
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) , ~k = (k1, . . . , km)
with 0 ≤ kj ≤ N, 1 ≤ j ≤ m.
The next lemma, which is an analog of Lemma 4.2.1, enables us to express the
expected values by means of the respective counting functions.





for the error linear complexity measures of a random m-fold N-periodic
multisequence over Fq are given by





RmN,k(L), 0 ≤ k ≤ mN,















(L), ~k = (k1, . . . , km) with 0 ≤ kj ≤ N, 1 ≤ j ≤ m.
Let us now return to the case where N is a prime with gcd(N, q) = 1. Using
the fact that RmN,k(L) = R
m
N,k(rd+1) for L = rd+ c and 1 < c < d, where d again
denotes the multiplicative order of q modulo N , we get the following corollary.
Corollary 5.2.1 Let m ≥ 1, let N be a prime with gcd(N, q) = 1, and let d be
the multiplicative order of q modulo N . Then we have















 , 0 ≤ k ≤ mN,
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 , ~k = (k1, . . . , km)
with 0 ≤ kj ≤ N, 1 ≤ j ≤ m.







Theorem 5.2.1 Let m ≥ 1, let N be a prime with gcd(N, q) = 1, and let d ≥ 2
be the multiplicative order of q modulo N . For a given k with 0 ≤ k ≤ mN , let β








(q − 1)t ≤ qmN ,
where we put β = −1 if there is no such nonnegative integer. Then for the expected
value GmN,k of the k-error joint linear complexity of a random m-fold N-periodic
multisequence over Fq we have

























Proof : We establish the lower bound on GmN,k by determining an upper bound
for




















































(q − 1)t ≤ qmN ,
where we put β = −1 if there is no such nonnegative integer and with empty sums
being 0 as usual, we obtain
































Using the formulas for RmN,0(rd) and R
m
N,0(rd+ 1) for d ≥ 2, we get


































































































With the formula in Corollary 5.2.1 we obtain the desired lower bound on GmN,k. 2
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A similar calculation yields the following lower bounds on the expected value
of the k-error Fq-linear complexity and the expected value of the ~k-error joint
linear complexity of a random m-fold N -periodic multisequence, N prime.
Theorem 5.2.2 Let m ≥ 1, let N be a prime with gcd(N, q) = 1, and let d ≥ 2
be the multiplicative order of q modulo N . For a given k with 0 ≤ k ≤ N , let β








(qm − 1)t ≤ qmN ,
where we put β = −1 if there is no such nonnegative integer. Then for the
expected value Gm,qN,k of the k-error Fq-linear complexity of a random m-fold N-
periodic multisequence over Fq we have

























Theorem 5.2.3 Let m ≥ 1, let N be a prime with gcd(N, q) = 1, and let d ≥ 2
be the multiplicative order of q modulo N . For a given ~k = (k1, . . . , km) with















 ≤ qmN ,
where we put β = −1 if there is no such nonnegative integer. Then for the expected
value Gm
N,~k
of the ~k-error joint linear complexity of a random m-fold N-periodic
multisequence over Fq we have
Gm
N,~k
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Remark 5.2.1 If β = −1, then the expression on the right-hand side of (5.4)
reduces to NqmN and the lower bound in Theorem 5.2.1 vanishes. For β ≥ 0 the
expression in (5.4) is less than NqmN . Hence the lower bound in Theorem 5.2.1
is nontrivial if and only if β ≥ 0. The same argument is valid for the other two
cases considered in Theorem 5.2.2 and Theorem 5.2.3.
Remark 5.2.2 If k = 0 and consequently β = N−1
d
, then we have equalities in














In the next section we present formulas for counting functions with fixed 1-error
linear complexities in specific cases.
5.3 Counting Functions for k = 1
Let N be a prime with gcd(N, q) = 1 and N does not divide q − 1. Let d (≥ 2)
be the multiplicative order of q modulo N . Then the canonical factorization of
xN − 1 over Fq is given by (5.1). Let ~S be an m-fold N -periodic multisequence
over Fq and consider the corresponding system of congruences as in (5.2):
~S
(N)
(x) ≡ ~s0 mod (x− 1)
~S
(N)
(x) ≡ ~su(x) mod fu(x) for 1 ≤ u ≤ h,
where ~s0 is a column vector in Fq
m and ~su(x) is a column vector of polynomials of
degree less than d over Fq. Then the joint linear complexity L of ~S is of the form
L = rd + ǫ with ǫ ∈ {0, 1} and 0 ≤ r ≤ N−1
d




nonzero; and ǫ = 0 if ~s0 is the zero vector, otherwise ǫ = 1.
Let E be the set of all m-fold N -periodic multisequences with only one nonzero
term in the periodic part. We have |E| = (q − 1)mN ≤ qmd − 1. Let ~E ∈ E and
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suppose that the corresponding system of congruences is given by
~E
(N)
(x) ≡ ~e0 mod (x− 1)
~E
(N)
(x) ≡ ~eu(x) mod fu(x) for 1 ≤ u ≤ h.
Then for the multisequence ~S
′
= ~S − ~E, where the subtraction is termwise, the
corresponding system of congruences is given by
~S
′(N)
(x) ≡ ~s0 − ~e0 mod (x− 1)
~S
′(N)
(x) ≡ ~su(x)− ~eu(x) mod fu(x) for 1 ≤ u ≤ h.
Observe that ~e0 is a nonzero vector and ~eu(x), 1 ≤ u ≤ h, are also nonzero vectors.








and L1(~S) ≤ L0(~S) otherwise. Let L0(~S) <
N
2
and consider the ball
of radius 1 with term distance metric around ~S. Then this ball contains all the
multisequences that can be reduced to ~S but not to a multisequence with joint
linear complexity less than L0(~S) by changing at most one term. Hence we get
the following formulas.
Theorem 5.3.1 Let N > 2 be a prime with gcd(N, q) = 1 and N does not divide











1 + (q − 1)mN
)
,
and for r < N−1
2d
,









1 + (q − 1)mN
)
.
With a similar argument as above we get the following result for number of




Theorem 5.3.2 Let N > 2 be a prime with gcd(N, q) = 1 and N does not divide











1 + (qm − 1)N
)
,
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and for r < N−1
2d
,








1 + (qm − 1)N
)
.
Let us now assume N−1
d
is even and L0(~S) = rd+ 1 for r =
N−1
2d
. So we have
~s0 6= ~0 and exactly half of the ~su(x), 1 ≤ u ≤ h, are nonzero. Then the 1-error
joint linear complexity of ~S is equal to rd if all the nonzero ~su’s match with ~eu’s for








(qm − 1)(qmd − 1)r − (q − 1)mN
)
,






(qm − 1)(qmd − 1)r − (qm − 1)N
)
.
We observe that, in general, obtaining a nicer formula for PmN,1(rd + ǫ) with
N−1
2d
< r < N−1
d
and ǫ ∈ {0, 1}, involves tedious counting processes. Now we
present formulas for PmN,1(N − 1) and P
m
N,1(N).
Proposition 5.3.1 Let N > 2 be a prime with gcd(N, q) = 1 and N does not
divide q − 1. Let d be the multiplicative order of q modulo N . Then we have
PmN,1(N − 1) = ((q − 1)m+ 1)(q
md − (q − 1)mN − 1)(N−1)/d,
PmN,1(N) = (q
m − (q − 1)m− 1)(qmd − (q − 1)mN − 1)(N−1)/d.
Proof : Let h = N−1
d
and let the canonical factorization of xN − 1 be given by
(5.1). Let ~S be an m-fold N -periodic multisequence, and suppose that the system
of congruences corresponding to the multisequence ~S is given by
~S
N
(x) ≡ ~s0 mod (x− 1), ~S
N
(x) ≡ ~su(x) mod fu(x) for 1 ≤ u ≤ h.
We will look at suitable choices for ~s0 and ~su(x), 1 ≤ u ≤ h, which gives the
1-error joint linear complexity of ~S is equal to N or N − 1.
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Let E be the set of all m-fold N -periodic multisequences with only one nonzero
term in the periodic part. We have |E| = (q − 1)mN ≤ qmd − 1. Let ~E ∈ E and
suppose that the corresponding system of congruences is given by
~E
(N)
(x) ≡ ~e0 mod (x− 1)
~E
(N)
(x) ≡ ~eu(x) mod fu(x) for 1 ≤ u ≤ h.
For two different ~E ∈ E the corresponding ~eu(x) are also different for all 1 ≤ u ≤ h.
For 1 ≤ u ≤ h, suppose ~su(x) is nonzero and ~su(x) 6= ~eu(x) for ~eu(x) correspond-
ing to any ~E ∈ E. Then the 1-error joint linear complexity of ~S is at least N − 1.
There are (q − 1)mN distinct choices for each ~eu(x), 1 ≤ u ≤ h. Furthermore, if
~s0 = ~0 or ~s0 = ~e0 for some ~e0 corresponding to any ~E ∈ E then the 1-error joint
linear complexity of ~S is equal to N − 1. Otherwise the 1-error joint linear com-
plexity of ~S is equal to N . There are (q − 1)m distinct choices for ~e0. Therefore
we have (qmd − 1)− (q − 1)mN choices for each ~su, 1 ≤ u ≤ h, and with suitable
choices for ~s0 we get the formulas. 2
In the case of the k-error Fq-linear complexity we get the following result.
Proposition 5.3.2 Let N > 2 be a prime with gcd(N, q) = 1 and N does not
divide q − 1. Let d be the multiplicative order of q modulo N . Then we have
Pm,qN,1 (N − 1) = q
m(qmd − (qm − 1)N − 1)(N−1)/d,
Pm,qN,1 (N) = 0.
We will consider the general case where 1 ≤ k ≤ mN in Chapter 8. In that
chapter we will present lower bounds for the number of multisequences with error
linear complexities greater than some fixed value.
Chapter 6
Multisequences over Fq with
Period pv, char(Fq) = p
In this chapter we consider pv-periodic multisequences ~S over Fq, where the charac-
teristic of Fq is equal to p. First we establish a relationship between the minimum
value of k (or ~k) for which the error linear complexity of ~S is strictly smaller
than the joint linear complexity L(~S). Then we derive formulas for the number
of pv-periodic multisequences over Fp with fixed 1-error joint linear complexity.
In Section 6.3 and Section 6.4 we present algorithms to compute the joint linear
complexity and the k-error joint linear complexity of pv-periodic multisequences.
Finally we present a technique to determine the k-error joint linear complexity
profile of pv-periodic multisequences.
6.1 Relationship Between Joint Linear Complex-
ity and Error Linear Complexities
Let ~S = (S1, . . . , Sm) be an m-fold p
v-periodic multisequence over Fq. Sup-
pose that the single sequence Si has the form Si = (si1, si2, . . . , sipv)
∞ for i =
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Complexities 80
1, 2, . . . , m. Let S
(pv)
i (x) = si1 + si2x + · · ·+ sipvx
pv−1 be the generating function




i (x)) for 1 ≤ i ≤ m. Then the joint linear
complexity L(~S) of ~S is given by




1 (x), . . . , S
(pv)
m (x)))




1 (x), . . . , S
(pv)
m (x)))
= pv −min{deg(g1(x)), . . . , deg(gm(x))}
= max{pv − deg(g1(x)), . . . , p
v − deg(gm(x))}
= max{L(S1), . . . , L(Sm)}. (6.1)
Let Z = min{deg(g1(x)), . . . , deg(gm(x))}, then with N = pv we have
~S
(N)







, 1 ≤ i ≤ m, are polynomials of degree less than pv − Z.
Observe that (f1(1), . . . , fm(1))
T is nonzero if ~S is nonzero, and we have L(~S) =
pv − Z. Hence we get the following formula (see also [51]).
Proposition 6.1.1 The number Pmpv(L) of p
v-periodic m-fold multisequences over
Fq, where char(Fq) = p, with fixed joint linear complexity L is given by
Pmpv(0) = 1 and P
m
pv(L) = (q
m − 1)qm(L−1) for 1 ≤ L ≤ pv.
In [39] Kurosawa et al. showed that the minimum value k for which the k-error
linear complexity of a pv-periodic (nonzero) sequence S over Fq is strictly less than
the linear complexity L(S) of S is exactly determined by
k = Prod(pv − L(S)),
where Prod(C) :=
∏t−1
u=0(cu+1) if C = c0+c1p+· · ·+ct−1p
t−1 is the digit expansion
of C in base p. As we noted above, the joint linear complexity of a pv-periodic mul-
tisequence ~S = (S1, . . . , Sm) is given by L(~S) = max{L(S1), . . . , L(Sm)}. There-
fore the k-error joint linear complexity of a nonzero multisequence ~S is strictly
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less than the joint linear complexity of ~S if we can reduce the linear complexity
of Si’s which possess the maximum linear complexity L(~S) with suitable changes
in them. Suppose r of the Si, 1 ≤ i ≤ m, have the maximum linear complexity
L(~S). Then
Lk(~S) < L(~S) for k = r · Prod(p
v − L(~S)),
where k is the minimum number of changes required. In the case of the k-error
Fq-linear complexity, the minimum value k for which L
q
k(
~S) < L(~S) is bounded by
Prod(pv − L(~S)) ≤ k ≤ min{pv, r · Prod(pv − L(~S))}.
In the third case , the minimal change vector ~k for which the ~k-error linear com-
plexity L~k(
~S) < L(~S) is given by ~k = (k1, k2, . . . , km), where ki = Prod(p
v−L(~S))
if L(Si) = L(~S), and ki = 0 otherwise. Therefore, for a nonzero multisequence ~S,
we always have
Lk(~S) < L(~S) for k ≥ m · Prod(p
v − L(~S)),
Lqk(
~S) < L(~S) for k ≥ min{pv, m · Prod(pv − L(~S))},
L~k(
~S) < L(~S) for ~k ≥ (k, . . . , k) with k = Prod(pv − L(~S)).
6.2 Counting Functions for the 1-Error Joint Lin-
ear Complexity
From the discussion above we can see that the 1-error joint linear complexity of
~S is L1(~S) < L(~S) if and only if L(~S) = p
v and exactly one of the sequences
Si, 1 ≤ i ≤ m, has the maximal possible linear complexity pv. In the single
sequence case L1(S) < L(S) if and only if L(S) = p
v. There have been several
results on the 1-error linear complexity of pv-periodic single sequences over Fp (see
[22, 47, 54, 81]). The following is a slightly modified version of [54, Proposition
1].
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Proposition 6.2.1 Let S be a pv-periodic sequence over Fp with maximal possible
linear complexity L(S) = pv. Then the 1-error linear complexity of S satisfies
0 ≤ L1(S) ≤ p
v − 1 and L1(S) 6= p
v − pt for t = 0, 1, . . . , v − 1.
We also have the following two results due to Meidl and Venkateswarlu [54].
Proposition 6.2.2 Let P¯pv,1(L) be the number of p
v-periodic sequences S over Fp
with maximal possible linear complexity L(S) = pv and 1-error linear complexity
L1(S) = L. Then
P¯pv,1(0) = (p− 1)p
v,
P¯pv,1(L) = 0 if L = p
v or L = pv − pt, 0 ≤ t < v,
P¯pv,1(L) = (p− 1)
2pL+t if pv − pt+1 < L < pv − pt, 0 ≤ t < v.
Theorem 6.2.1 The number P1pv,1(L) of p
v-periodic sequences over Fp with 1-
error linear complexity equal to L is given by
P1pv,1(0) = 1 + (p− 1)p
v,
P1pv,1(L) = (p− 1)p
L−1 if L = pv − pt, 0 ≤ t < v,
P1pv,1(L) = (p− 1)p
L−1 + (p− 1)2pL+t if pv − pt+1 < L < pv − pt, 0 ≤ t < v,
P1pv,1(p
v) = 0.
In the remainder of this section we let m ≥ 2 be an integer. Let S be the set
of all m-fold pv-periodic multisequences ~S = (S1, . . . , Sm) over Fq such that the
joint linear complexity of ~S can be reduced by making one term change. From the
above discussion, for ~S ∈ S, we observe that: L(~S) = pv; and exactly one of the
sequences Si, 1 ≤ i ≤ m, has the maximal possible linear complexity pv. Then
the corresponding (m− 1)-fold multisequence formed by the remaining sequences
~S
′
= (S1, . . . , Si−1, Si+1, . . . , Sm) has joint linear complexity L(~S
′
) < pv. Therefore
















= (pm − 1)pm(p
v−1) −m(p− 1)pm(p
v−1)
= (pm −m(p− 1)− 1)pm(p
v−1).
Evidently, we have
Pmpv,1(0) = 1 +m(p− 1)p
v,
which is the number of pv-periodic multisequences in the ball of radius 1 around
the zero multisequence.
We now determine the formulas for Pmpv,1(L), 0 < L < p
v. Let P¯mpv,1(L) be the






pv,1(L) for 0 < L < p
v. (6.2)
Suppose that ~S = (S1, . . . , Sm) is a multisequence in S such that
L(Si) = p
v, L1(Si) = l, and L(~S
′
) = L′,
where 1 ≤ l, L′ ≤ pv−1 and ~S
′
= (S1, . . . , Si−1, Si+1, . . . , Sm) is the corresponding
(m− 1)-fold multisequence. Then by (6.1) we have
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p(m−1)(l−1) = p(m−1)(L−1). (6.4)
We now derive a simple expression for the sum in the second term of (6.3).
By Proposition 6.2.2, if pv − pt+1 < l < pv − pt, we have P¯pv,1(l) = (p − 1)2pl+t.





























and if, in particular, L = pv − pt − 1 we get
pv−pt−1∑
l=pv−pt+1+1








Finally, for L with pv − pt+1 < L < pv − pt, where t ∈ {0, 1, . . . , v − 1}, we get
L∑
l=0























= pv(p− 1) + (p− 1)(pL+t+1 − pv) = (p− 1)pL+t+1. (6.5)
For L = pv − pt, 0 ≤ t < v, we have
L∑
l=0
P¯pv,1(l) = (p− 1)p
L+t. (6.6)
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Hence, by substituting the sums (6.4) and (6.5) in (6.3), for pv − pt+1 < L <
pv − pt, 0 ≤ t < v, we have
P¯mpv,1(L) = m(p− 1)
2pL+tp(m−1)(L−1) +m(p(m−1) − 1)p(m−1)(L−1)(p− 1)pL+t+1
= m(p− 1)p(m−1)(L−1)+L+t(pm − 1)
= m(p− 1)(p− p(1−m))pmL+t.
For L = pv − pt, 0 ≤ t < v, by substituting the sum (6.6) in (6.3) we get
P¯mpv,1(L) = m(p
(m−1) − 1)p(m−1)(L−1)(p− 1)pL+t
= m(p− 1)(1− p(1−m))pmL+t.
Summarizing the above results and from (6.2) we have the following theorem.
Theorem 6.2.2 Let m be a positive integer. The number of m-fold pv-periodic
multisequences over Fp with fixed 1-error joint linear complexity L is given by
Pmpv,1(0) = 1 +mp
v(p− 1),
Pmpv,1(L) = (p
m − 1)pm(L−1) +m(p− 1)(1− p(1−m))pmL+t,
for L = pv − pt, 0 ≤ t < v,
Pmpv,1(L) = (p
m − 1)pm(L−1) +m(p− 1)(p− p(1−m))pmL+t,
for pv − pt+1 < L < pv − pt, 0 ≤ t < v,
Pmpv,1(p
v) = (pm −m(p− 1)− 1)pm(p
v−1).
We can use the above formulas to compute the expected value Gmpv,1 of the







But we could not see a nice closed-form expression for the expected value.
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6.3 Algorithm for Computing the Joint Linear
Complexity
An efficient algorithm for computing the linear complexity of binary sequences
with period 2v was given by Games and Chan in [23], and it is known as Games-
Chan algorithm. The algorithm was generalized to sequences with period pv over
Fq, where char(Fq) = p, by Ding, Xiao, and Shan [14] (see also [36, 37]). We
now extend the generalized Games-Chan algorithm to compute the joint linear
complexity of multisequences.
Let ~S = (S1, . . . , Sm) be an m-fold p
v-periodic multisequence over Fq. Sup-
pose that the single sequence Si has the form Si = (si1, si2, . . . , sipv)
∞ for i =
1, 2, . . . , m. Let S
(pv)
i (x) = si1+si2x+ · · ·+sipvx
pv−1 be the generating function of
Si. Suppose that Si is nonzero and its generating function S
(pv)
i (x) = (1−x)
Zifi(x)
with fi(1) 6= 0. The number Zi is the order of the zero at x = 1 of S
(pv)
i (x). Then




pv)) = pv−Zi. If
S
(pv)
i (1) 6= 0, i.e., Zi = 0, then L(Si) = p
v. Let Zi = ǫi+zi0+zi1p+· · ·+zi(v−1)p
v−1,
where ǫi ∈ {0, 1} and zir ∈ {0, 1, . . . , p−1} for r = 0, 1, . . . , v−1. The generalized
Games-Chan algorithm has v rounds (round r : 1 to v) and a final step. The
algorithm determines zi(v−r) in the round r, and ǫi in the final step.
We can use the generalized Games-Chan algorithm to compute the linear com-
plexities of S1, . . . , Sm separately to get L(~S) = max{L(S1), . . . , L(Sm)}. But
we present a different algorithm in which we execute each round for all the se-
quences Si and then proceed to the next round, in line with the Algorithm 2
in the next section for computing the k-error joint linear complexity. In order
to determine the joint linear complexity of ~S = (S1, . . . , Sm) which is equal to
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pv −min{Zi : 1 ≤ i ≤ m}, we determine
zr = min{zir : ziτ = zτ for τ > r and 1 ≤ i ≤ m} for 0 ≤ r ≤ (v − 1),
ǫ = min{ǫi : ziτ = zτ for 0 ≤ τ ≤ v − 1 and 1 ≤ i ≤ m}.
Note that if zir > zr then the sequence Si does not possess the maximum linear
complexity L(~S), so we can ignore the sequence Si in further computation of the
values zτ , τ < r (the input in further rounds corresponding to Si becomes the zero
sequence). It can easily be seen that
Z = min{Zi : 1 ≤ i ≤ m} = ǫ+ z0 + z1p+ · · ·+ zv−1p
v−1.
The joint linear complexity of ~S is given by
L(~S) = pv−Z = (1−ǫ)+(p−(z0+1))+(p−(z1+1))p+ · · ·+(p−(zv−1+1))p
v−1.
In the following we present some details of the generalized Games-Chan algo-
rithm, which include the intermediate functions that need to be computed in the
algorithm. Then we present an algorithm to determine the joint linear complexity,
and it reduces to the generalized Games-Chan algorithm in the single sequence
case.
Let S = (s1, s2, . . . , spv)
∞ be an N -periodic sequence over Fq, where N = p
v
for v ≥ 1. Let M = N/p, and we interpret one period of S by
s(N) =
(
s(0)(M), s(1)(M), . . . , s(p− 1)(M)
)
,
where s(t)(M) = (stM+1, stM+2, . . . , s(t+1)M ) for 0 ≤ t ≤ (p− 1).
Let us first define a function Fu on Fq
p for 0 ≤ u ≤ (p − 1). Consider an
element a = (a0, a1, . . . , ap−1) in Fq
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and with the convention that F0(a) = a0 + a1 + · · · + ap−1. Now let us define a




s(0)(M), s(1)(M), . . . , s(p− 1)(M)
)
, (6.8)
where Fu is computed componentwise.
Now we present an algorithm to compute the joint linear complexity of ~S.
Algorithm 1 : Computing the Joint Linear Complexity
Input : ~S = S(N) = {s(N)1 , s
(N)
2 , . . . , s
(N)
m }, N = pv;
1. M = N ; L = 0;
2. Round r : for r = 1 up to v
3. M = M/p;
4. if S(pM) = 0 then L(~S) = L; exit;
5. for i = 1 up to m
6. for u = 0 up to p− 2
7. compute b
(M,u)





i 6= 0 then wi = 1;
9. if b
(M,u)
i = 0 for 0 ≤ u ≤ τ − 2 and b
(M,τ−1)
i 6= 0 then wi = τ;
10. if b
(M,u)
i = 0 for 0 ≤ u ≤ p− 2 then wi = p;
11. w = min{wi, 1 ≤ i ≤ mr};
12. L = L+ (p− w)M;
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13. S(M) = {b(M,w−1)1 , . . . ,b
(M,w−1)
m };
14. if S(1) 6= 0 then L(~S) = L+ 1 else L(~S) = L;
In round r, 1 ≤ r ≤ v, a multisequence S(M) of length M , which is input to
the round r + 1, is computed from S(pM), where M = pv−r. The input to the
round 1 is the original multisequence S(N). Note that the value of w in round
r is equal to zr + 1, and it corresponds to the case where (1 − xM)w−1 divides
S(pM)(x) but (1−xM )w does not, for M = pv−r. Note that, if wi > w (see Step 11
of Algorithm 1), then the corresponding b
(M,w−1)
i = 0, and so the sequence Si
has no effect on the joint linear complexity of ~S. Therefore, we can see that the
correctness of the Algorithm 1 is induced by the correctness of the generalized
Games-Chan algorithm. We can also see that the time (space) complexity of
Algorithm 1 is O(mpv+2) (O(mpv)), which is m times the time (space) complexity
of the generalized Games-Chan algorithm when applied on a single sequence.
6.4 Algorithm for Computing the k-Error Joint
Linear Complexity
An efficient algorithm to compute the k-error linear complexity of binary sequences
with period 2v was given by Stamp and Martin in [80], and it is known as Stamp-
Martin algorithm. The algorithm was generalized to sequences with period pv
over Fq, where char(Fq) = p, by Kaida et al. in [37] (see also [36]). We now
extend the generalized Stamp-Martin algorithm to compute the k-error joint linear
complexity of multisequences.
Let ~S = (S1, . . . , Sm) be an m-fold p
v-periodic multisequence over Fq. Sup-
pose that the single sequence Si has the form Si = (si1, si2, . . . , sipv)
∞ for i =
1, 2, . . . , m. Let N = pv = pM . In order to compute the k-error joint linear com-
plexity of ~S, we force the value of w as large as possible (so that the increment
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(p−w)M is as small as possible) to happen in Step 11 of Algorithm 1, under the
condition that the minimum number of changes in the original multisequence ~S
necessary and sufficient is less than or equal to k yielding the minimal case w.
This can be done conveniently by introducing the following cost matrices Σ
(N)
i of
size q × N corresponding to the sequences Si, 1 ≤ i ≤ m. Let h be the index of
the elements of Fq = {αh : 1 ≤ h ≤ q} in some fixed order. First let us define the
initial cost matrices Σi = Σ
(N)
i = [σi(h, j)





0 if αh = sij ,
1 if αh 6= sij .
(6.9)
Our algorithm to compute the k-error joint linear complexity has v rounds, same
as the algorithm to compute the joint linear complexity, and a final step. In
round r, 1 ≤ r ≤ v, a multisequence S(M) of length M is computed from the
multisequence S(pM) of length pM , where M = pv−r, satisfying certain conditions.
The ith row of the output multisequence in round r is s
(M)
i . In each round we
obtain a new cost matrix Σ
(M)
i = [σi(h, j)
(M)], and the element σi(h, j)
(M) indicates





ij + αh in the sequence s
(M)
i without altering the final
joint linear complexity obtained in previous rounds. Under certain conditions (see
Steps 19-20), we set s
(M)
i = 0 and correspondingly Σ
(M)
i = 0, implying that the
sequence Si has no effect on the computation in further rounds.
In each round p−1 cost functions TC(M,u)i , 0 ≤ u ≤ p−2, are computed from
the cost matrices Σ
(M)
i which are defined in (6.10). The value of TC
(M,u)
i , 0 ≤
u ≤ p−2, gives the minimum number of changes required in the original sequence
Si of length N contributing an increment of up to (p−u−1)M from (p−u−2)M
to the linear complexity of Si in that round. Correspondingly, the set D
(M,u)
(i,j)
consists of all the error pattern vectors with entries of the error values at positions
j,M + j, . . . , (p − 1)M + j in the input sequence s(pM)i of the round giving the
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minimum cost TC
(M,u)
i . The set of error vectors D
(M,u)
(i,j) is defined by
D
(M,u)
(i,j) = {e : Ft(e) + b
(M,t)
ij = 0 for 0 ≤ t ≤ u},
where b
(M,t)
ij is the jth element of the sequence b
(M,t)
i obtained in the round r,
where M = pv−r, from s
(pM)
i applying (6.8). The value of TC
(M,u)




























for 1 ≤ j ≤ M and e = (αh0 , αh1, . . . , αhp−1) ∈ Fq





i for 0 ≤ u ≤ p − 2, and the number k of allowed term
changes, we choose the case w as large as possible to happen contributing the
minimum possible increment (p − w)M to the k-error joint linear complexity of





i = [σi(h, j)








σi(ht, tM + j)




where e = (αh0, αh1, . . . , αhp−1) ∈ Fq
p and
Dˆi(h, j)
(M,1) = {e ∈ Fq





p : Ft(e)− b
(M,t)
ij = 0 (0 ≤ t < w − 1),Fw−1(e)− αh = 0
}
for 2 ≤ w ≤ p.
Now we present an algorithm to compute the k-error joint linear complexity of ~S.
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Algorithm 2 : Computing the k-Error Joint Linear Complexity




2 , . . . , s
(N)
m ), N = pv;
1. M = N ; L = 0;
2. Σ
(N)
i = [σi(h, j)
(N)] by (6.9)
3. Round r : for r = 1 up to v
4. M = M/p;
5. for u = 1 up to p− 2


















10. if k < TC(M,0) then case 1;
11. if TC(M,w−2) ≤ k < TC(M,w−1) then case w;
12. if TC(M,p−2) ≤ k then case p;
13. if case w then L = L+ (p− w)M;
14. if case w : 1 or p










17. if case w : 2 to p− 1
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i = 0, Σ
(M)







(1) ≤ k and S(1) = (αh1 , . . . , αhm) for some 1 ≤ hi ≤ q,
then Lk(~S) = L; else Lk(~S) = L+ 1;
Observe that if the inequality in Step 19 is not true for some i, 1 ≤ i ≤ m,
then the corresponding case for Si (with the allowed number of term changes) is
greater than w. Therefore the error linear complexity of Si has no effect on the
computation of the k-error joint linear complexity of ~S in further rounds. For
this reason we set s
(M)
i = 0 and Σ
(M)





i ) term changes in the sequence Si to have the reduction achieved till that
round (see Step 20). Note that if case w is chosen in round r, then this means we
have an error multisequence ~E with fewer than or equal to k nonzero terms such
that (1− xM)w−1 divides (S+ E)(pM)(x) but (1− xM )w does not, for M = pv−r.
Therefore we can see that the correctness of the Algorithm 2 is induced by the
correctness of the generalized Stamp-Martin algorithm [36, 37]. We can also see
that the time (space) complexity of Algorithm 2 is O(mqp−1pv) (O(mqpv)), which
ism times the time (space) complexity of the generalized Stamp-Martin algorithm
when applied on a single sequence.
We expect that one could easily modify the above algorithm by suitably defin-
ing the cost functions to compute the k-error Fq-linear complexity and the ~k-error
joint linear complexity for the pv-periodic multisequences.
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6.4.1 On the k-Error Joint Linear Complexity Profile
Let us first recall the definition for the critical k-error joint linear complexity
profile. Let ~S be an m-fold N -periodic multisequence. The k-error joint linear
complexity profile of ~S is given by the set of pairs
CEJLCP (~S) = {(0, L(~S))} ∪ {(k, Lk(~S)) : Lk(~S) < Lk−1(~S), 1 ≤ k ≤Wt(~S)},
where Wt(~S) is the number of nonzero terms in one period of ~S.
In [41] Lauder and Paterson proposed an algorithm for computing the critical
k-error linear complexity profile of an N -periodic binary single sequence with run-
ning time O(N(logN)2), where N = 2v. This improves over the repeated applica-
tion of the Stamp-Martin algorithm, which require O(N2(logN)) bit operations.
Later in [36] the Lauder-Paterson algorithm was generalized to pv-periodic se-
quences over Fq, where char(Fq) = p. We now present a technique to compute the
critical k-error joint linear complexity profile of a pv-periodic multisequence from
the critical k-error linear complexity profiles of its component single sequences
obtained by the generalized Lauder-Paterson algorithm.
Let ~S = (S1, . . . , Sm) be an m-fold p
v-periodic multisequence such that the
critical k-error linear complexity profile of Si is given by
CELCP (Si) = {(ki0, Li0), (ki1, Li1), . . . , (kiti, Liti)},
where Lkij (Si) = Lij , ki0 = 0, and kiti = Wt(Si). Note that the only possible





{Li0, Li1, . . . , Liti}.
Since L(~S) = max{L(S1), L(S2), . . . , L(Sm)}, we can see that the set B gives all
the possible values of the k-error joint linear complexity of ~S for 0 ≤ k ≤Wt(~S).
Suppose
B = {L0, L1, . . . , Lt},
6.4 Algorithm for Computing the k-Error Joint Linear Complexity 95
where Lj > Lj+1 for 0 ≤ j < t, arranged in the decreasing order. Define kj










i=1 Wt(Si) = Wt(
~S),
and so
L(~S) = L0 and k0 = 0,
Lt = 0 and kt = Wt(~S).
Then the critical k-error joint linear complexity profile of ~S is given by the set of
pairs
CEJLCP (~S) = {(kj, Lj) : 0 ≤ j ≤ t}.
Chapter 7
Multisequences over Fq with
Period pn, q is a Primitive Root
Modulo p2
In this chapter we consider multisequences with period pn, n ≥ 1, over Fq, where p
is an odd prime and q is a primitive root modulo p2. In this case the special struc-
ture of the canonical factorization of 1−xp
n
helps us to design efficient algorithms
to compute the joint linear complexity and the k-error joint linear complexity. The
algorithms are presented in Section 7.2. In Section 7.3 we establish formulas for
the number Pmpn,1(L) of p
n-periodic multisequences with fixed 1-error joint linear
complexity L, and also a lower bound for k for which the k-error joint linear com-
plexity is strictly smaller than the joint linear complexity Lk(~S) < L(~S). Some of
our results are generalizations of the results in [29, 45, 46, 91] to the multisequence
case. Throughout this chapter Pq denotes the set of all odd primes p for which q
is a primitive root modulo p2, and the symbols ∧, ∨, and ⊕ denote the operations
logical AND, logical OR, and logical XOR, respectively. First of all we present
some results on the joint linear complexity of pn-periodic multisequences.
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7.1 On the Joint Linear Complexity
For p ∈ Pq, q is also a primitive root modulo pn for all n ≥ 1 (see [2, Theorem
10.6]). In this case, we can see that by [42, Theorems 2.45 and 3.27] the canonical









where Qpu(x) = 1 + x
pu−1 + · · ·+ x(p−1)p
u−1
is the cyclotomic polynomial of order
pu over Fq, which is also irreducible (see also [91]).
Let S = (s1, s2, . . . , spn)
∞ be a pn-periodic sequence over Fq. Then the gener-
ating function of S is S(p
n)(x) = s1 + s2x + · · ·+ spnxp










where ǫu ∈ {0, 1}, 0 ≤ u ≤ n. Therefore from (2.10) the linear complexity L(S)
of S is given by
L(S) = pn −
(











where ǫ¯u = 1⊕ ǫu, 0 ≤ u ≤ n. Hence the linear complexity L(S) of a pn-periodic
sequence S over Fq, where p ∈ Pq, is of the form





where ηu ∈ {0, 1}, 0 ≤ u ≤ n. Note that for any binary string (η0η1 · · · ηn),
there exists a unique monic polynomial factor (x − 1)η0
∏n
u=1 Qpu(x)
ηu of 1 −
xp
n
with degree η0 + (p − 1)
∑n
u=1 ηup
u−1. Thus the minimal polynomial of S





Now consider an m-fold pn-periodic multisequence ~S = (S1, . . . , Sm) over Fq,
where Si = (si1, si2, . . . , sipn)
∞. Then S
(pn)
i (x) = si1 + si2x+ · · ·+ sipnx
pn−1 is the
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generating function of Si for 1 ≤ i ≤ m, and suppose that we have
gcd(S
(pn)
i (x), 1− x





for ǫiu ∈ {0, 1}, 0 ≤ u ≤ n. It then follows that,
gcd(S
(pn)
1 (x), . . . , S
(pn)
m (x), 1− x





where ǫu = ǫ1u ∧ ǫ2u ∧ · · · ∧ ǫmu. Consequently, the joint linear complexity of ~S is
given by





where ǫ¯u = 1⊕ ǫu, 0 ≤ u ≤ n. Hence we have the following result.
Proposition 7.1.1 Let ~S = (S1, . . . , Sm) be an m-fold p
n-periodic multisequence
over Fq, where p ∈ Pq. Suppose that the linear complexity of Si, 1 ≤ i ≤ m, is
given by




u−1, ηiu ∈ {0, 1} for 0 ≤ u ≤ n.
Then the joint linear complexity of ~S is given by




u−1, ηu = η1u ∨ η2u ∨ · · · ∨ ηmu,
and the joint minimal polynomial is given by





Let us now return to the single sequence case. Let S = (s1, s2, . . . , sN)
∞ be
an N -periodic sequence over Fq. Suppose that sj = sj+M , j ≥ 1, for some divisor
M of N , i.e., S is also an M-periodic sequence. Let us say S ′ = (s1, s2, . . . , sM)
∞.
Then
S(N)(x) = s1 + s2x+ · · ·+ sNx
N−1
= (s1 + s2x+ · · ·+ sMx
M−1)(1 + xM + x2M + · · ·+ xN−M ),
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and S ′(M)(x) = s1 + s2x+ · · ·+ sMxM−1 is the generating function of S ′. We have










Hence by (2.10) we have L(S) = L(S ′). Let us now set N = pn and M = pn−r.
Consider the following partition of S consisting of the pr blocks
S(N) =
(




where s(M,u) = (suM+1, suM+2, . . . , s(u+1)M), 0 ≤ u ≤ pr−1, is a sequence of length
M . If
s(M,0) = s(M,1) = · · · = s(M,p
r−1)
then the sequence S can be interpreted as a pn−r-periodic sequence with the
periodic part s(M,0). Hence
L(S) = L(S ′), (7.2)
where S ′ is the periodic sequence with the periodic part s(M,0). From now on,
for simplicity, we use L(s(M,0)) to denote the linear complexity of the periodic
sequence with the periodic part s(M,0). The following lemma is a special case of
the above argument, and it was proved in [91]. For convenience we present the
proof here.
Proposition 7.1.2 Let S = (s1, s2, . . . , spn)
∞ be a pn-periodic sequence over Fq,
where p ∈ Pq, and let s(M,u) = (suM+1, suM+2, . . . , s(u+1)M) for M = pn−1 and




L(s(M,0)) if s(M,0) = s(M,1) = · · · = s(M,p−1)
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Proof : Let N = pn. The first case is clear from the discussion leading to (7.2).
Let us now assume that s(M,0) = s(M,1) = · · · = s(M,p−1) does not hold. Then it
can easily be seen that QN(x) = 1 + x























The generating function of s(M,u), 0 ≤ u ≤ p− 1, is given by









































(M,u). Hence the result. 2
In the multisequence case the Proposition 7.1.2 can be generalized as follows.
Theorem 7.1.1 Let ~S = (S1, . . . , Sm) an m-fold p
n-periodic multisequence over




i = (si(uM+1), si(uM+2), . . . , si((u+1)M)) for 0 ≤ u ≤ p − 1, where


















for 1 ≤ i ≤ m and S(M) = (s(M)1 , . . . , s
(M)
m ) is an m-fold pn−1-periodic multise-






i = · · · = s
(M,p−1)
i for all 1 ≤ i ≤ m
(p− 1)pn−1 + L(S(M)) otherwise.
(7.4)
Proof : The proof is obtained by the Propositions 7.1.1 and 7.1.2. 2
7.2 Algorithms
An efficient algorithm for computing the linear complexity of binary sequences
with period pn, p ∈ P2, was presented in [87], and the general case of pn-periodic
sequences over Fq, where p ∈ Pq, was considered by Xiao et al. in [91]. We now
extend the algorithm to compute the joint linear complexity of pn-periodic multi-
sequences, and it reduces to the Xiao et al. algorithm [91] in the single sequence
case.
Algorithm 3 : Computing the Joint Linear Complexity




2 , . . . , s
(N)
m ), N = pn;
1. M = N ; L = 0; flag;
2. Round r : for r = 1 up to n
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3. M = M/p; flag = 0;


















i and flag = 1;
7. S(M) = (s
(M)
1 , . . . , s
(M)
m );
8. if flag = 1 then L = L+ (p− 1)M;
9. if S(1) 6= 0 then L(~S) = L+ 1; else L(~S) = L;
In round r, 1 ≤ r ≤ n, a multisequence S(M) of length M , which is input to
the round r + 1, is computed from S(pM), where M = pn−r (see Steps 5-7). The
input to the round 1 is the original multisequence S(N). Note that the joint linear
complexity is increased from L to L + (p − 1)M if the condition in Step 5 does
not hold for some i, 1 ≤ i ≤ m, i.e., the least period of the input multisequence
S(pM) of that round is equal to pM . Then this implies that QpM(x) does not
divide S
(pn)
i (x) for some i, 1 ≤ i ≤ m. Therefore, we can see that the correctness
of the Algorithm 3 is obtained by the Theorem 7.1.1. We can also see that the
time (space) complexity of Algorithm 3 is equal to O(mpn) (O(mpn)), which is m
times the time (space) complexity of the Xiao et al. algorithm [91] when applied
on a single sequence. In addition to the case of pn-periodic sequences, Xiao et al.
presented algorithms to compute the linear complexity of single sequences over Fq
with period N = 2pn, pnqv in [90].
7.2.1 Computing the k-Error Joint Linear Complexity
A fast algorithm for computing the k-error linear complexity of a binary sequence
with period pn, where p ∈ P2, was presented in [88]. Later the algorithm was
generalized to sequences over Fq, where p ∈ Pq, by Wei et al. in [89]. We now
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extend the Wei et al. algorithm to the multisequence case. Let us set N = pn.
In order to compute the k-error joint linear complexity, we force the condition in
Step 5 of the Algorithm 3 to happen for all i, 1 ≤ i ≤ m, under the condition that
the minimum number of changes required in the original multisequence S(N) is less
than or equal to k. This can be done conveniently by introducing the following
cost matrices Σ
(N)
i of size q×N corresponding to the component sequences Si, 1 ≤
i ≤ m. Let h be the index of the elements of Fq = {αh : 1 ≤ h ≤ q} in some fixed
order and let the index of an element α ∈ Fq be denoted by [α]. First let us define
the initial cost matrices Σ
(N)
i = [σi(h, j)





0 if αh = sij ,
1 if αh 6= sij .
(7.5)
Our algorithm for computing the k-error joint linear complexity has n rounds,
same as the algorithm for computing the joint linear complexity, and a final step.
In round r, 1 ≤ r ≤ n, a multisequence S(M) of length M is computed from the
multisequence S(pM) of length pM , where M = pn−r, satisfying certain conditions.
The ith row of the output multisequence in round r is s
(M)
i . In each round we
obtain a new cost matrix Σ
(M)
i = [σi(h, j)
(M)] of size q × M , and the element
σi(h, j)
(M) indicates the minimum number of changes required in the original
sequence Si of length N for changing s
(M)
ij into αh in the sequence s
(M)
i without
altering the final joint linear complexity obtained in previous rounds.
Now we define the intermediate cost functions that need to be computed in
the Algorithm 4 presented below. In Steps 6-7 the minimum number of changes
required in the original sequence Si, denoted by TCi, to make the sequence s
(pM)
i
to be an M-periodic sequence is computed. This is done by suitably defining the






σi(h, uM + j)
(pM), for j = 1, 2, . . . ,M and h = 1, 2, . . . , q,
TCij = min{TC
h









gives the total number of changes required in the original multisequence ~S to make
the multisequence S(pM) to be an M-periodic multisequence (see Step 8).
In the case of where TC ≤ k, we suitably set the elements s(pM)ij of S
(pM) to
make it an M-periodic multisequence, resulting in no increment to the error joint
linear complexity with the allowed number of changes. We can have more than




(M)) is obtained by setting σi(h, j)
(M) = TChij − TCij for 1 ≤ j ≤ M and
1 ≤ h ≤ q (see Step 14). So the number of changes that we can make in further
rounds is given by k − TC (see Step 10).
In the other case we suitably compute s
(M)
i , 1 ≤ i ≤ m, similar to the Steps 5-6
of Algorithm 3. The new cost matrix Σ
(M)
i = (σi(h, j)
















i(uM+j) + βu] is the index of the element s
(pM)
i(uM+j) + βu ∈ Fq.
In the final step we add 1 to the joint linear complexity if S(1) 6= 0 and we can
not make S(1) = 0 with the remaining allowed number of changes.
Algorithm 4 : Computing the k-Error Joint Linear Complexity




2 , . . . , s
(N)
m ), N = pn, k;
1. M = N ; L = 0;
2. Σ
(N)
i = [σi(h, j)
(N)] by (7.5) for 1 ≤ i ≤ m;
3. Round r : for r = 1 up to n
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4. M = M/p;




σi(h, uM + j)
(pM), for 1 ≤ j ≤M and 1 ≤ h ≤ q;








9. if TC ≤ k then
10. k = k − TC;
11. for i = 1 up to m
12. for j = 1 up to M




(M) = TChij − TCij for 1 ≤ h ≤ q;
15. S(M) = (s
(M,0)




17. L = L+ (p− 1)M;





i = · · · = s
(M,p−1)












21. S(M) = (s
(M)
1 , . . . , s
(M)
m );
22. for j = 1 up to M
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23. compute σi(h, j)
(M) for 1 ≤ h ≤ q by (7.6)




(1) > k then Lk(~S) = L+1; else Lk(~S) = L;
Observe that, if the condition in Step 9 holds true, then we can make the
multisequence S(pM) to be an M-periodic multisequence with the allowed number
of term changes in ~S. In the other case, the joint linear complexity is increased
by (p − 1)M and we suitably select S(M) (see Theorem 7.1.1) in Steps 19-21.
Therefore the correctness of the Algorithm 4 can be seen from the correctness of
the Wei et al. algorithm [89] and the Theorem 7.1.1. We can also see that the
time (space) complexity of Algorithm 4 is O(mqppn) (O(mqpn)), which is m times
the time (space) complexity of the Wei et al. algorithm when applied on a single
sequence.
We expect that one could easily modify the above algorithm by suitably defin-
ing the cost functions to compute the k-error Fq-linear complexity and the ~k-error
joint linear complexity for the pn-periodic multisequences.
7.3 Enumeration Results
First we establish a formula for the number Pmpn(L) of m-fold p
n-periodic multi-
sequences with fixed joint linear complexity L. Let the canonical factorization of
1 − xp
n
over Fq be given by (7.1). Let ~S be an m-fold p
n-periodic multisequence
over Fq and consider the corresponding system of congruences as in (2.21):
~S
(N)
(x) ≡ ~s0 mod (1− x)
~S
(N)
(x) ≡ ~su(x) mod Qpu(x) for 1 ≤ u ≤ n, (7.7)
where ~s0 is a column vector in Fq
m and ~su(x) is a column vector of polynomials of
degree less than (p − 1)pu−1 over Fq. Then the joint linear complexity of ~S is of
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the form





where ηu = 0 if ~su is the zero vector, otherwise ηu = 1. Hence we have the
following result.
Proposition 7.3.1 Let p ∈ Pq. Then the number Pmpn(L) of m-fold p
n-periodic















and for L not in this form we have
Pmpn(L) = 0.
7.3.1 Counting Functions for k = 1
In Chapter 5 several results for the error linear complexity of prime periodic mul-
tisequences are presented. In particular, the formulas for the number PmN,k(L)
of m-fold N -periodic multisequences over Fq with fixed k-error joint linear com-
plexity L for 1 ≤ k ≤ (N − 1)/2, where N is an odd prime and q is a primitive
root modulo N , are given in the Corollary 5.1.1. Very recently Han et al. [29]
obtained formulas for the number P1N,k(L) of N -periodic binary sequences with




We now establish formulas for the number PmN,1(L) of m-fold N -periodic multi-
sequences over Fq with fixed 1-error joint linear complexity L, where N = p
n for
some p ∈ Pq. Our enumeration method is different from the method used in the
Han et al. paper [29]. In the binary single sequence case both the results coincide.
Let E be the set of all m-fold N -periodic multisequences with only one nonzero
term in the periodic part. We have |E| = (q − 1)mN ≤ qmN − 1. Let ~E ∈ E and
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suppose that the corresponding system of congruences is given by
~E
(N)
(x) ≡ ~e0 mod (1− x)
~E
(N)
(x) ≡ ~eu(x) mod Qpu(x) for 1 ≤ u ≤ n.
The number of distinct choices for ~e0 is m(q − 1), and the number of distinct
choices for ~eu(x) is mp
u(q − 1) since xp
u
≡ 1 mod Qpu(x). For n ≥ 1 we have
|E| < qm(p−1)p
n−1
− 1, and the polynomial vectors ~en are all distinct. Note also
that pn−u of the ~E’s gives the same polynomial vector ~eu for 0 ≤ u ≤ n.
For the multisequence ~S
′
= ~S − ~E, where the subtraction is termwise, the
corresponding system of congruences is given by
~S
′(N)
(x) ≡ ~s0 − ~e0 mod (1− x)
~S
′(N)
(x) ≡ ~su(x)− ~eu(x) mod Qpu(x) for 1 ≤ u ≤ n.
Observe that ~e0 is a nonzero vector and ~eu(x), 1 ≤ u ≤ n, are also nonzero




) ≥ N − L(~S), which implies
L1(~S) = L(~S) if L(~S) ≤ pn−1 < (p−1)pn−1 and L1(~S) ≤ L(~S) otherwise. Suppose
that L(~S) ≤ pn−1, and consider the ball of radius 1 with term distance metric
around ~S. Then this ball contains all the multisequences that can be reduced
to ~S but not to a multisequence with joint linear complexity less than L(~S) by
changing at most one term since ~en’s are all distinct. Thus we have
Pmpn,1(L) = mp
n(q − 1)Pmpn(L). (7.8)




) = pn if and only if ~su 6= ~eu for ~eu
corresponding to any ~E ∈ E and for all 0 ≤ u ≤ n. Thus the 1-error joint
linear complexity of ~S is L1(~S) = p
n if and only if ~su 6= ~0 and ~su 6= ~eu for ~eu
corresponding to any ~E ∈ E. Therefore the total number of multisequences with










−mpu(q − 1)− 1
)
. (7.9)
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Note that in the single sequence case, the value of P1pn,1(p
n) = 0. Now we derive
formulas for Pmpn,1(L) for the remaining values of L, i.e., (p− 1)p
n−1 ≤ L < pn.
Let S be the set of all m-fold pn-periodic multisequences ~S over Fq for which
L1(~S) < p
n. So the 1-error joint linear complexity of ~S ∈ S is of the form





where at least one ηu, 0 ≤ u ≤ n, is zero. In the case where ηn = 0 the formula
for Pmpn,1(L) is given by (7.8). In the remaining cases we have ηn = 1. Then this
means ~sn is a nonzero vector, and ~sn 6= ~en for ~en corresponding to any ~E ∈ E.
Suppose that t, 0 ≤ t ≤ n − 1, is the largest integer such that ηt = 0 and
ηt+1 = · · · = ηn = 1. Then we have L1(~S) = p




0 if t = 0,
η0 if t = 1,
η0 + (p− 1)
∑t−1
u=1 ηup
u−1 ≤ pt−1 if 2 ≤ t ≤ n− 1.
We enumerate those multisequences ~S by suitably selecting the corresponding~su’s.
Case I: L1(~S) = L(~S) = L
For t+ 1 ≤ u ≤ n we set
~su 6= ~0 and ~su 6= ~eu for ~eu corresponding to any ~E ∈ E,
and for 0 ≤ u ≤ t
~su = ~0 if ηu = 0,
~su 6= ~0 if ηu = 1.
Let ~S be the multisequence determined from the above selection of~su’s by applying
the Chinese remainder theorem. We can see that the joint linear complexity of
~S − ~E for any ~E ∈ E is strictly greater than L(~S) since ~su − ~eu 6= ~0, t ≤ u ≤ n.
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−mpu(q − 1)− 1
)
if t = 0,






−mpu(q − 1)− 1
)
if t = 1,













−mpu(q − 1)− 1
)
.
Note that, if 1 ≤ t ≤ n − 1, the first term is equal to the number Pmpn(l) of
pn-periodic multisequences over Fq with fixed joint linear complexity l.
Case II: L1(~S) = L < L(~S)
For 0 ≤ u ≤ t, set
~su = ~eu if ηu = 0,
~su 6= ~eu if ηu = 1,
corresponding to some fixed ~E ∈ E, and for t + 1 ≤ u ≤ n we choose ~su’s in the
same way as in the Case I. Note that the choice of ~su is fixed by the choice of ~st if
ηu = 0. Let ~S be the corresponding multisequence determined by ~su, 0 ≤ u ≤ n.
Then the joint linear complexity of ~S is L(~S) > L since ~su 6= ~0, t ≤ u ≤ n, and the
joint linear complexity of ~S− ~E is L(~S− ~E) = L. Also the joint linear complexity
of ~S − ~E
′
is L(~S − ~E
′
) ≥ L for any ~E
′
6= ~E in E. Therefore the total number of
such choices is given by






−mpu(q − 1)− 1
)
if t = 0,






−mpu(q − 1)− 1
)
if t = 1,
and if 2 ≤ t ≤ n− 1,
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Note that, if 1 ≤ t ≤ n− 1, the middle term is equal to the number Pmpn(l) of p
n-
periodic multisequences over Fq with fixed joint linear complexity l. Summarizing
the above results we have the following theorem.
Theorem 7.3.1 The number Pmpn,1(L) of m-fold p
n-periodic multisequences over
Fq, where p ∈ Pq, with fixed 1-error joint linear complexity L is given by
Pmpn,1(L) = mp












−mpu(q − 1)− 1
)
for L = pn − pt + l with 1 ≤ t ≤ n− 1 and l ≤ pt−1,
Pmpn,1(p
n − 1) =
(


















−mpu(q − 1)− 1
)
.
We can use the above formulas to compute the expected value Gmpn,1 of the







But we could not see a nice closed-form expression for the expected value.
7.4 On the MinimumValue of k for Which Lk(~S) <
L(~S)
Let kmin(~S) denote the minimum number of term changes required in the multi-
sequence ~S for which the error linear complexity Lkmin(
~S) < L(~S). In the binary
single sequence case, bounds on kmin are established in [29] and [45] using dif-
ferent techniques. In this section we establish a lower bound on kmin for the
multisequence case.
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7.4.1 Lower Bound on kmin(~S)
The following lower bound on kmin was shown in [45] for the single sequence case.
We present a simple proof for this result.
Proposition 7.4.1 Let S be a pn-periodic sequence over Fq for n ≥ 1 and p ∈ Pq.
Let r, 1 ≤ r ≤ n, be the unique integer such that (p − 1)pn−r ≤ L(S) ≤ pn−r+1.
Then we have
kmin(S) ≥ p
r−1 and Lpr−1(S) ≥ p
n−r+1 − L(S).
Moreover for any given integer L, (p − 1)pn−r ≤ L ≤ pn−r+1, there exists a pn-
periodic sequence S over Fq with L(S) = L and Lpr−1(S) = p
n−r+1 − L.
Proof : Let M = pn−r. In Algorithm 3 when applied on S, Step 6 is executed
for the first time in round r, resulting in an increment from 0 to (p− 1)M . The
increment in further rounds is at most M . Therefore, (p − 1)M ≤ L(S) ≤ pM
holds true if and only if the least period of the sequence S is equal to pM . Note
also that s(pM,0) is equal to the initial periodic segment of length pM of the original
sequence S. So a single term change in S(pM) requires exactly pr−1 term changes
in S (see Steps 6-7 of Algorithm 4). If we do not make changes in round r, and as
the cost propagates, a single term change in further rounds requires at least pr−1
term changes in the original sequence S.
From the discussion in the previous section we can always find a sequence S ′
over Fq with least period p
n−r+1 and having L(S ′) = L and L1(S
′) = pn−r+1 − L
for some 1 ≤ r ≤ n. We can interpret the sequence S ′ as a pn-periodic sequence
by taking pr−1 periodic segments of S ′ in one period part, say S. Then we have
L(S) = L and Lpr−1(S) = p
n−r+1 − L. 2
Let ~S = (S1, . . . , Sm) be a multisequence over Fq with period p
n, and let
r, 1 ≤ r ≤ n, be the unique integer such that (p− 1)pn−r ≤ L(~S) ≤ pn−r+1. From
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the Theorem 7.1.1, we have L(Si) ≤ L(~S) for all 1 ≤ i ≤ m and (p − 1)pn−r ≤
L(Si) ≤ p
n−r+1 holds true for at least one Si, 1 ≤ i ≤ m. Then by the above
proposition we have kmin(Si) ≥ pr−1, and
Lpr−1(~S) ≥ Lpr−1(Si) ≥ p
n−r+1 − L(Si) ≥ p
n−r+1 − L(~S).
Hence by the Theorem 7.1.1 we get the analogous result for the multisequence
case.
Proposition 7.4.2 Let ~S be a m-fold pn-periodic multisequence over Fq for n ≥ 1
and p ∈ Pq. Let r, 1 ≤ r ≤ n, be the unique integer such that (p−1)pn−r ≤ L(~S) ≤
pn−r+1. Then we have
kmin(~S) ≥ p
r−1 and Lpr−1(~S) ≥ p
n−r+1 − L(~S).
Moreover for any given integer L, (p−1)pn−r ≤ L ≤ pn−r+1, there exists an m-fold
pn-periodic multisequence ~S over Fq with L(~S) = L and Lpr−1(~S) = p
n−r+1 − L.
Although for some pn-periodic multisequences the joint linear complexity can
be substantially reduced by a few term changes, an overwhelming majority of
them possess joint linear complexity at least φ(pn) = (p − 1)pn−1. This will be
proved in Section 8.3.
Chapter 8
Periodic Multisequences with
Large Error Linear Complexity
A good keystream sequence must not only possess a large linear complexity but
also a large k-error linear complexity for relatively high values of k. It is interesting
to find suitable parameters for which we can make the linear complexity and the
error linear complexity simultaneously large. In the book of Ding, Xiao and
Shan [14, Section 7.1] a belief has been expressed that there may be a trade-off
between the linear complexity and the k-error linear complexity (or rather closely
related k-error sphere complexity). In particular, it has been conjectured that for
any N -periodic binary sequence S and for any positive integer k ≤ N we have
SCN,k(S) + L(S) ≤ (1 +
1
k
)N − 1, (8.1)
where SCN,k(S) is the sphere complexity of the sequence S. As we noted in (2.15)
we have LN,k(S) = min(SCN,k(S), L(S)), and so the above conjecture (8.1) would
also be valid with the replacement of SCN,k(S) by LN,k(S). In [64] the conjecture
has been disproved by providing several examples for which the inequality (8.1) is
not valid for many values of k. In fact, one of the results in that paper shows that
for almost all primesN there exist N -periodic single sequences over F2 with k-error
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linear complexity equal toN−1, for relatively large values of k ≥ 1. Extending this
result, in [67, Theorem 1] it has been proved that there are infinitely many primes
N such that there exist N -periodic single sequences over an arbitrary but fixed
finite field Fq with k-error linear complexity at least N −1 for all positive integers
k ≤ N0.677/2 lnN . In a more general case, the problem of what proportion of
single sequences have large k-error linear complexity relative to the period length
N , among all N -periodic single sequences with maximal linear complexity N , was
considered in [52]. We will show that analogous results are also valid in the case
of multisequences. In fact, we will present refined results in Sections 8.1 and 8.2.
We have also several results on lower bounds for the sphere complexities of binary
periodic single sequences discussed in [8, Chapter 3] and [13]. These lower bounds
are also valid for the k-error linear complexity. Our lower bounds in Section 8.2
can be seen as a refinement over these lower bounds when reduced to binary
periodic single sequences.
LetN = pvn be a positive integer with v ≥ 0 and n ≥ 1 such that gcd(n, q) = 1.
Let us recall the canonical factorization of xN−1 presented in Section 2.4.1 before
going to the main results. Let n1, n2, . . . , nr be the distinct positive divisors of n
and let di be the multiplicative order of q modulo ni for 1 ≤ i ≤ r. Then we have
the canonical factorization







over Fq, where hi =
φ(ni)
di
and each fij(x) is a monic irreducible polynomial of degree
di over Fq. We use the ideas presented in Section 2.5.1 on the polynomial vector
interpretation of multisequences and the corresponding system of congruences of
polynomial vectors modulo the irreducible polynomials fij , 1 ≤ j ≤ hi and 1 ≤
i ≤ r, in the proofs of this chapter along with the identity (8.3) below.
Suppose the term distance δT (~S, ~T) between two m-fold N -periodic multise-
quences ~S and ~T over Fq is equal to k. Then the error positions in ~S can be
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identified with a multisequence ~E, which is the termwise difference between ~S and









between the corresponding polynomial vectors. A similar identity can be obtained
for the other two cases, the column distance and the individual distances vector.
In Section 8.1 we present an upper bound for the error linear complexity of
periodic multisequences. We establish a lower bound on the number of N -periodic
multisequences with joint linear complexity N and error linear complexities close
to N in Section 8.2 . Section 8.3 considers the generalization of the asymptotic
results presented in [52] to the case of multisequences. Finally in the last section
some examples will be discussed supporting these bounds.
8.1 A General Upper Bound
In this section we give a general upper bound on the error linear complexity of
periodic multisequences. In the case of single sequences, i.e., if m = 1, this upper
bound is a refinement of [64, Proposition 1].
Proposition 8.1.1 Let N = pvn, where p is the characteristic of Fq, v ≥ 0
is an integer, and n ≥ 1 is an integer with gcd(n, p) = 1. Let the canonical
factorization of xN − 1 over Fq be given by (8.2). For a positive integer m, we
have the following upper bounds on the error linear complexity of an arbitrary
m-fold N-periodic multisequence ~S over Fq.
1. For any integer k with 1 ≤ k ≤ mN , we have Lk(~S) ≤ min {N − θ1, L(~S)},
where θ1 = max {c =
∑r
i=1 widi : mc ≤ k and 0 ≤ wi ≤ hip
v}.
2. For any integer k with 1 ≤ k ≤ N , we have Lqk(
~S) ≤ min {N − θ2, L(~S)},
where θ2 = max {c =
∑r
i=1 widi : c ≤ k and 0 ≤ wi ≤ hip
v}.
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3. For any integer k with 1 ≤ k ≤ N and integer vector ~k ≥ (k, k, . . . , k), we
have L~k(
~S) ≤ min {N − θ3, L(~S)},
where θ3 = max {c =
∑r
i=1 widi : c ≤ k and 0 ≤ wi ≤ hip
v}.
Proof : We shall first prove the case (1) of the k-error joint linear complexity
Lk(~S). For each i = 1, . . . , r, consider a sum wi =
∑hi
j=1 wij for some integers wij








of degree c =
∑r
i=1 widi which divides x
N − 1. For a given m-fold N -periodic
multisequence ~S = (S1, . . . , Sm) over Fq, we have S
(N)
u (x) ≡ eu(x) mod f(x) with
deg(eu) < deg(f) for 1 ≤ u ≤ m. Therefore the number of nonzero terms in





1 (x), . . . , T
(N)
m (x)), where T
(N)
u (x) = S
(N)
u (x)−eu(x) for 1 ≤ u ≤ m.
The multisequence ~T differs from the multisequence ~S in at mostmc ≤ k positions










≥ deg(f) = c.
Thus, the joint linear complexity of the multisequence ~T satisfies L(~T) ≤ N − c
according to (2.23). By maximizing c, we obtain that the k-error joint linear
complexity of the multisequence ~S satisfies Lk(~S) ≤ min {N − θ1, L(~S)}.
With a similar argument we can show the upper bounds on the k-error Fq-
linear complexity and the ~k-error joint linear complexity of an arbitrary m-fold
N -periodic multisequence over Fq. 2
If the multiplicative orders di = ordni(q) of q modulo ni are much smaller than
k then we can see that the error linear complexity will be close to (N − k) of the
(multi)sequences with maximum (joint) linear complexity N . So for cryptographic
applications, it is recommended to use (multi)sequences of period length N with
8.2 Lower Bounds and Counting Functions 118
gcd(N, q) = 1 and ordN(q) is relatively large. The results on a lower bound for
the error linear complexity in the following section also strengthen this statement.
8.2 Lower Bounds and Counting Functions
For cryptographic purposes one is interested in (multi)sequences with a guaran-
teed large error (joint) linear complexity. We now prove an improved lower bound
on the error linear complexity of multisequences that have maximum joint linear
complexity N . We also present a lower bound on the number of such multise-
quences.
Theorem 8.2.1 For an integer k with 1 ≤ k ≤ mN , let E1(N, k) be the set of
all polynomial vectors corresponding to m-fold N-periodic nonzero multisequences
over Fq with k or fewer nonzero coefficients and let M1 = |E1(N, k)|. For each
i = 1, . . . , r, we choose li as follows: either we have an integer 0 ≤ li < pv such that
M1 < q
mdili(qmdi − 1), or otherwise we set li = pv. Then the number Ω1 of m-fold

















Proof : We first prove the existence of an m-fold N -periodic multisequence
~S over Fq with L(~S) = N and Lk(~S) ≥ N −
∑r
i=1 hilidi. To show this, we
choose a special set of polynomial vectors ~sij for 1 ≤ i ≤ r and 1 ≤ j ≤ hi







be the set of polynomial vectors of dimension m whose
components are polynomials of degree less than di(l+1). The number of nonzero
polynomial vectors modulo fij in V
l
ij is q
mdil(qmdi−1). Suppose we have an integer
0 ≤ li < pv such thatM1 < qmdili(qmdi−1). Then there exists a polynomial vector




~gij 6≡ ~0 mod fij and
~gij 6≡ ~p mod f
li+1
ij for all ~p ∈ E1(N, k), (8.4)
for all 1 ≤ j ≤ hi. If li = pv, then we choose a polynomial vector ~gij 6≡ ~0 mod fij
whose components are polynomials of degree less than di. Set ~sij = ~gij . Let ~S be
the multisequence obtained by solving the following system of congruences using
the Chinese remainder theorem:
~S
(N)
(x) ≡ ~sij mod f
pv
ij for 1 ≤ i ≤ r and 1 ≤ j ≤ hi.
Since we have ~S
(N)
(x) 6≡ ~0 mod fij for all 1 ≤ i ≤ r and 1 ≤ j ≤ hi, the joint
linear complexity of the multisequence ~S is L(~S) = N by (2.23).
Let ~T 6= ~S be an m-fold N -periodic multisequence over Fq which differs from




(x) − ~p(x) for some
~p(x) ∈ E1(N, k). Note that E1(N, k) represents the set of all allowed errors in ~S.




(x)− ~p(x) 6≡ ~0 mod f li+1ij . For otherwise ~sij ≡ ~p
mod f li+1ij for some ~p ∈ E1(N, k), which is a contradiction to our choice of the
~sij . Therefore gcd(T
(N)
1 (x), . . . , T
(N)







This implies L(~T) ≥ N −
∑r
i=1 hilidi. Hence the k-error joint linear complexity
of ~S satisfies Lk(~S) ≥ N −
∑r
i=1 hilidi.
Now we enumerate all possible choices for the ~sij , 1 ≤ i ≤ r and 1 ≤ j ≤
hi. For any polynomial vector ~S
(N)
(x) corresponding to an m-fold N -periodic
multisequence ~S over Fq, we have the system of congruences
~S
(N)
(x) ≡ ~sij mod f
pv
ij for 1 ≤ i ≤ r and 1 ≤ j ≤ hi, (8.5)
where the components of ~sij are polynomials of degree less than dip
v. If li = p
v,
then we set ~sij = ~gij + fij ~eij, where ~eij is a polynomial vector whose components
are polynomials of degree less than di(p
v − 1). Thus, we have qmdi(p
v−1)(qmdi − 1)
choices for ~sij in this case. Otherwise, i.e., if li 6= pv, we set ~sij = ~gij + f
li+1
ij ~eij ,
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where ~eij is a polynomial vector whose components are polynomials of degree less
than di(p






. Thus, the total number of choices for all













From the first part of the proof and by applying the Chinese remainder theorem,
for any such choice of the ~sij , 1 ≤ i ≤ r and 1 ≤ j ≤ hi, the system of congruences
in (8.5) yields an m-fold N -periodic multisequence ~S over Fq satisfying L(~S) = N
and Lk(~S) ≥ N −
∑r
i=1 hilidi. Hence the result. 2
In the case of single sequences, i.e., if m = 1, the above result is a refinement
of Theorems 1 and 2 in [52]. The improvement is due to the contribution from the
factor pv, when v > 0. The result for the case m = 1 is presented in Theorem 8.2.4
below. The following is an important special case of Theorem 8.2.1, where the
period N is relatively prime to q.
Corollary 8.2.1 Let gcd(N, q) = 1 and d be the multiplicative order of q modulo
N . Let E1(N, k) and M1 be as in Theorem 8.2.1. Let n1 = 1, . . . , nr = N be the
distinct positive divisors of N . Suppose that M1 < q
md − 1. Then the number Ω1















Proof : In this case we choose li = 1 for 1 ≤ i ≤ r − 1 and lr = 0. We have







(q − 1)t. Note that hrdr = φ(N). Substituting these
values in Theorem 8.2.1 proves this special case. 2
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The main step in the proof of Theorem 8.2.1 is the condition (8.4). Observe
that the enumeration depends on the number of choices for the ~gij where li 6= p
v,
which in turn depends on the cardinality M1 of the allowed errors represented by
E1(N, k) in the statement of the theorem. Therefore a similar result for the cases
of k-error Fq-linear complexity and ~k-error joint linear complexity can be obtained
with a similar argument. The number of choices for the ~gij where li 6= pv, as in
Theorem 8.2.1 is given by
(qmdili(qmdi − 1)−M∗),
where M∗ denotes the cardinality of admissible errors in the respective case.
Theorem 8.2.2 For an integer k with 1 ≤ k ≤ N , let E2(N, k) be the set of
all polynomial vectors corresponding to m-fold N-periodic nonzero multisequences
over Fq with k or fewer nonzero coefficient columns and let M2 = |E2(N, k)|. For
each i = 1, . . . , r, we choose li as follows: either we have an integer 0 ≤ li < pv
such that M2 < q
mdili(qmdi − 1), or otherwise we set li = pv. Then the number




















Corollary 8.2.2 Let gcd(N, q) = 1 and d be the multiplicative order of q modulo
N . Let E2(N, k) and M2 be as in Theorem 8.2.2. Suppose that M2 < q
md − 1.
Then the number Ω2 of m-fold N-periodic multisequences ~S over Fq with L(~S) = N
and Lqk(














Theorem 8.2.3 For an integer k with 1 ≤ k ≤ N , let E3(N, k) be the set of
all polynomial vectors corresponding to m-fold N-periodic nonzero multisequences
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over Fq with k or fewer nonzero coefficients in each row and let M3 = |E3(N, k)|.
For each i = 1, . . . , r, we choose li as follows: either we have an integer 0 ≤ li < p
v
such that M3 < q
mdili(qmdi − 1), or otherwise we set li = pv. Put ~k = (k, . . . , k).
Then the number Ω3 of m-fold N-periodic multisequences ~S over Fq with L(~S) = N
and L~k(
















Corollary 8.2.3 Let gcd(N, q) = 1 and d be the multiplicative order of q modulo
N . Let E3(N, k) and M3 be as in Theorem 8.2.3. Suppose that M3 < q
md−1. Put
~k = (k, . . . , k). Then the number Ω3 of m-fold N-periodic multisequences ~S over
Fq with L(~S) = N and L~k(














In the case of single sequences, i.e., if m = 1, the above Theorems 8.2.1, 8.2.2,
and 8.2.3 reduce to the following result.
Theorem 8.2.4 For an integer k with 1 ≤ k ≤ N , let E(N, k) be the set of all
polynomials corresponding to N-periodic nonzero sequences over Fq with k or fewer
nonzero coefficients and let M = |E(N, k)|. For each i = 1, . . . , r, we choose li as
follows: either we have an integer 0 ≤ li < p
v such that M < qdili(qdi − 1), or
otherwise we set li = p
v. Then the number Ω of N-periodic sequences S over Fq

















In this section we generalize the results in [52, Section 4] to the multisequence case.
Consider the special case where the period length N is prime and q is a primitive
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root modulo N . From the Corollary 5.1.1 we can observe that a vast majority
of those N -periodic multisequences have error linear complexity φ(N) = N − 1
for relatively high values of k. It is in fact the case for several other classes of
periods, which we will show below. First of all, we enumerate the m-fold N -
periodic multisequences over Fq with maximal joint linear complexity N .
Lemma 8.3.1 Let N = pvn, where p is the characteristic of Fq, v ≥ 0 is an
integer, and n ≥ 1 is an integer with gcd(n, p) = 1. Let n1, n2, . . . , nr be the
distinct positive divisors of n and di be the multiplicative order of q modulo ni for
1 ≤ i ≤ r. Then the number PmN (N) of m-fold N-periodic multisequences over Fq















Proof : Let the canonical factorization of xN − 1 over Fq be given by (8.2).
From the discussion in Section 2.5.1, an m-fold N -periodic multisequence ~S over
Fq satisfies L(~S) = N if and only if all its corresponding polynomial vectors ~sij(x)
are nonzero modulo fij(x) for all 1 ≤ i ≤ r and 1 ≤ j ≤ hi. The number of
possible choices for ~sij is q
mdi(p
v−1)(qmdi − 1). Therefore the total number of m-







In the case where gcd(N, p) = 1, we put v = 0 in the above formula. 2
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Let Hq denote the entropy function defined by (2.1). Let Q1(γ,N) denote the
proportion of the multisequences that have ⌊γmN⌋-error joint linear complexity at
least φ(N) among all m-fold N -periodic multisequences ~S over Fq with L(~S) = N .
Theorem 8.3.1 Let γ and η be two real numbers with 0 < γ < (q − 1)/q and
Hq(γ) < η < 1. Let gcd(N, q) = 1 and assume that the multiplicative order d of q
modulo N satisfies d ≥ ηN ≥ 2. Then
Q1(γ,N) > (1− q
−m(η−Hq(γ))N))1/η.
In particular, if there exists an infinite set Pq,η of N with gcd(N, q) = 1 and













(q − 1)t ≤ qHq(γ)mN < qηmN ≤ qmd, (8.6)
and so the condition in Corollary 8.2.1 is satisfied for k = ⌊γmN⌋. Thus, the
number of m-fold N -periodic multisequences ~S over Fq with L(~S) = N and
























































Suppose there exists an infinite set Pq,η of N with gcd(N, q) = 1 and d ≥ ηN ,
then taking the limit as N → ∞ in the above inequality proves the last part of
the theorem. 2
With a similar argument using Corollary 8.2.2, an analog of the above result
for the case of the k-error Fq-linear complexity can be established. Let Q2(γ,N)
denote the proportion of the multisequences that have ⌊γN⌋-error Fq-linear com-
plexity at least φ(N) among all m-fold N -periodic multisequences ~S over Fq with
L(~S) = N .
Theorem 8.3.2 Let γ and η be two real numbers with 0 < γ < (qm − 1)/qm and
Hqm(γ) < η < 1. Let gcd(N, q) = 1 and assume that the multiplicative order d of
q modulo N satisfies d ≥ ηN ≥ 2. Then
Q2(γ,N) > (1− q
−(η−Hqm (γ))N))1/η.
In particular, if there exists an infinite set Pq,η of N with gcd(N, q) = 1 and





Let ~k = (⌊γN⌋, . . . , ⌊γN⌋) for some γ with 0 < γ < (q − 1)/q. Let Q3(γ,N)
denote the proportion of the multisequences that have ~k-error joint linear com-
plexity at least φ(N) among all m-fold N -periodic multisequences ~S over Fq with
L(~S) = N . By using Corollary 8.2.3, we get a similar result for the case of the
~k-error joint linear complexity.
Theorem 8.3.3 Let γ and η be two real numbers with 0 < γ < (q − 1)/q and
Hq(γ) < η < 1. Let gcd(N, q) = 1 and assume that the multiplicative order d of q
8.4 Examples 126
modulo N satisfies d ≥ ηN ≥ 2. Then
Q3(γ,N) > (1− q
−m(η−Hq(γ))N))1/η.
In particular, if there exists an infinite set Pq,η of N with gcd(N, q) = 1 and






In Theorems 8.3.1-8.3.3 we need the condition d
N
≥ η for fixed η (0 < η < 1),
i.e., the multiplicative order d = ordN(q) of q modulo N is a positive proportion
of N for all N ∈ Pq,η. Here we can make use of many number-theoretic results
to get examples of Pq,η for suitable values of q and η. The examples presented in
[52, 67] are applicable for the multisequence case as well. Here we point out a few
of them.
According to a famous conjecture by Artin, for any q which is not a perfect
square, q is a primitive root modulo infinitely many primesN , i.e., ordN(q) = N−1
(see [75, p. 81]). Hooley [33] has shown that the Extended Riemann Hypothesis
(ERH) is enough to prove the Artin’s conjecture. Then from Theorems 8.3.1-
8.3.3 we can observe that almost all N -periodic multisequences have error linear
complexities φ(N) = N − 1.
Suppose N = nτ , where τ ≥ 1 and n is an odd prime different from the
characteristic of Fq. Let d1 be the order of q modulo n. Thus q
d1 = 1+cnρ, ρ ≥ 1,
for an integer c with gcd(c, n) = 1. By an argument in [50, p. 2820], for τ ≥ ρ the
multiplicative order dτ of q modulo n
τ is given by d1n
τ−ρ. Now choose η = d1n
−ρ
and 0 < γ < (q − 1)/q with Hq(γ) < η. Then all the conditions of Theorem 8.3.1





We can get similar results for the other two options from Theorems 8.3.2 and 8.3.3
with suitable γ. The error linear complexities are greater than N − N/n in this
case.
These number-theoretic results establish that there are infinitely many integers
N for which the error linear complexities of N -periodic multisequences are close
to the period length N .
Chapter 9
Concluding Remarks
The goal of this thesis work has been the extension of the stability theory of
stream ciphers and the theory of error linear complexity measures from single
sequences to multisequences. The case of multisequences is relevant for the design
and the analysis of word-based stream ciphers. For multisequences there are
various possibilities of defining analogs of the k-error linear complexity of single
sequences. We considered the k-error joint linear complexity, the k-error Fq-linear
complexity, and the ~k-error joint linear complexity for finite as well as for periodic
multisequences. Some of the results in this thesis work have appeared in the
papers [53] and [68].
We considered finite length multisequences in Chapter 4 and prime periodic
multisequences in Chapter 5. Various enumeration results and lower bounds on
the expected values of these error linear complexity measures were established.
We considered pv-periodic multisequences over Fq, where char(Fq) = p, in
Chapter 6, and pn-periodic multisequences, where q is a primitive root modulo p2,
in Chapter 7. Algorithms to compute the error linear complexity of multisequences
were presented in these cases. A generalization of the algorithms for the general
case of arbitrary period length is interesting. Counting functions for the 1-error
joint linear complexity were established.
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We established general upper bounds on these error linear complexity measures
in Section 8.1. The remaining results in Section 8.2 provided lower bounds on
the number of m-fold N -periodic multisequences over Fq with maximum joint
linear complexity N and large error linear complexity. The asymptotic analysis
in Section 8.3 showed that, under certain conditions, a large proportion of the
m-fold N -periodic multisequences over Fq with joint linear complexity N can be
expected to have large error linear complexity. Our results in this chapter point
out suitable parameters but do not lead to explicit construction of multisequences
with large error linear complexity. It is interesting to devise methods for the
explicit construction of multisequences having this property.
In this thesis, we have developed the theory of error linear complexity measures
for multisequences to some extent and a lot remains to be done. The general aim
should be to find analogs of all major results on the k-error linear complexity of
single sequences (see the survey [63]) for the case of multisequences.
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