On the computational efficiency of symmetric neural networks  by Wiedermann, Juraj
Theoretical Computer Science 80 (1991) 21 T-345 
Elsevier 
337 
On the computational efficiency of 
symmetric neural networks* 
Juraj Wiedemann 
VUSEI-AR, Dtibravskd 3, 842 21 Bratislava, Czechoslovakirz 
Abstract 
Wiedermann, J., On the computational efficiency of symmetric neural networks, Theoretical 
Computer Science 80 (1991) 337-345. 
An open problem concerning the computational power of neural networks with symmetric weights 
is solved. It is shown that these networks possess the same computational power as general 
networks with asymmetric weights; i.e., these networks can compute any recursive function. The 
computations of these networks can be described as a minimization process of a certain energy 
function; it is shown that for uninitialized symmetric neural networks this process presents 3 
&complete problem. 
1. Introduction 
L?‘ith the advent of neural computers a new computational paradigm is emerging 
saying that ceridin collective spontaneous properties of physical systems can be 
used to immediately realize the computations. This gives rise to a brand-new class 
of computational devices in which the physics of the machine is intimately related 
to the algorithm of computations. The prominent representatives of such machines 
are Hopfield neural networks [8,9], Boltzmann machines [ 11, and spin glasses [2]. 
So far these mi-r hines have been experimentally used for solving various isolated 
problems, such as associative memory realizations [S, 91, solving some combinatorial 
problems [I, lo] or simple models of learning [ 11. 
Despite some promising experimental evidence of these machines, a satisfactory 
complexity theory that would answer the general questions concerning their compu- 
tatioilal power and efficiency is emerging only slowly. 
In what hollows we shall concentrate our attention on the neural networks with 
symmetric interconnections as represented by a so-called Hopfield model [8]. 
First, in Section 2, we briefly review the computational model used in developing 
our results. Then, in Section 3, we show that the computational power and efficiency 
of these networks is equivalent to that of neural circuits that are known IO be 
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equivalent to unbounded fan-in linear threshold circuits [ 121. This means that these 
networks present not only a universal tool but, at the same time, they present a 
computational tool as efficient as we can imagine (at least from the time complexity 
point of view). When restricted to bounded fan-in they belong to a so-called second 
machine class [14] while with unrestricted fan-in they can compute any boolean 
function in constant time. 
The close connection between computations of neural networks with symmetric 
weights and certain physical processes is exemplified by a so-called energy function 
that can be associated with each neural network. Any computation of these networks 
can be seen as a minimization process of the corresponding energy function. In 
Section 4 we study the relation between non-deterministic computations and the 
energy function minimization problem. Here we show that the process of minimizing 
the energy function of an uninitialized neural network presents a &-complete 
problem (where X2 denotes the complexity class in Stockmeyer’s polynomial time 
hierarchy; see e.g. [3] or r7]) and we shall formulate some consequences of this result. 
2. Neural networks definition 
We shall consider a model similar to the original Hoptield model of neural 
networks [8] that uses two-state linear threshold “neurons”. Each neuron ui in this 
network can enter two different states 0 (inactive) or I (active) as characterized by 
its output xi. There is a so-called rhreshold value 1, assigned to each neuron Ui. Each 
neuron has an arbitrary number of input and output connections that are labeled 
by weights. The total inpur to each neuron ui at any moment is given by the sum 
hi =I:=, a,~,, where a, is the weight of the Ui’S input connection leading from Uj 
to ui, xj is the state of uj at a given moment and n is the total numh.:r of neurons 
in the network. 
The set of neurons in any neural network can be partitioned into two disjoint 
subsets: the set of all initialized neurons and the set of all uninitialized neurons; 
either of these two sets can be empty. There is a distinguished subset of initialized 
neurons, the set of input neurons. 
The compufalion of such a system on a given input starts by initializing the states 
of input neurons to corresponding input values (0 or 1) and the states of remaining 
neurons (if any) in the set of initialized neurons to corresponding prescribed initial 
values which do not depend on input values. The neurons from the uninitialized 
set can be left in arbitrary states. 
The description of states of all neurons in the network at any moment is called 
a cnnjiguration of that network at that moment. 
Tne network works in an asynchronous way; each neuron ui samples its inputs 
at random moments independently of other neurons and if h, > 1, the output xi is 
set to 1, otherwise to 0. We shall suppose that this action takes an infinitely small 
amount of time and that within the entire network the actions of all neurons are 
accomplished within a bounded tinic interval, a so-called computarional cycle. 
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The network then works as described above and the computation on a given input 
is finished when a stable state is achieved which is the situation in which the state 
of each neuron remains unchanged during one computational cycle. In that case 
we say that the computation was conuergenr. 
Tht result of the convergent computation on a given input is given by the states 
of some selected output neurons. When the stable state is not reached the output of 
the computation ir not defined. 
Note that due to the fact that the computation on a given input can start with 
non-input neurons in arbitrary states and also due to the asynchronicity even on 
the same inputs, each computation can lead to different results or some can lead 
to no results at all. It will be our concern to design the network in such a way that 
the results will be unique if necessary. 
The rime complexity of a convergent computation on an input of length n will be 
given as the maximum number of computational cycles needed for achieving a 
stable state taken over all inputs of length n and over all possible initial con- 
figurations. 
The size of the network will be given by the number of its neurons. 
The networks for which a, = o,~, a, = 0 holds will be called symmetric networks; 
otherwise we shall speak about asymmerric or directed networks. Note that in 
symmetric networks there is actually no difference between input and output connec- 
tions of any neuron. An asymmetric acyclic neural network will be called a neural 
circuit. Networks with the empty set of uninitialized neurons will be called initialized 
networks; otherwise they will be called uninitialized networks. A special case of 
initialized networks in which all neurons except input ones are initialized to zero 
will be called zero-initialized networks. 
3. Computational power of symmetric neural networks 
From the viewpoint of computational complexity theory there is no substantial 
difference between asymmetric neural networks and unbounded fan-in linear thresh- 
old circuits (see e.g. [ 121). The proof that the computational power of these machines 
is the same as that of Turing machines goes back to Minsky [Ill. Further it is known 
that any boolean function can be realized by an unbounded fan-in linear threshold 
circuit of depth 3, but this means that the corresponding neural circuit computes 
this function in parallel constant time! 
However the computational power of symmetric neural networks has not been 
known so far [5,6] as it was conjectured that perhaps these networks need not be 
as powerful as symmetric ones since the former are but a special case of the latter. 
We shall show that the computational power and efficiency of symmetric neural 
networks is the same as that of neural circuits. To prove this claim we shall need 
the following definition. 
Definition 3.1. We shall say that a given neuron u <with symmetric weights) has the 
insensitivity range (a, b), with u s 0, b > 0, if the addition of a further input with 
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weight w E (a, b) will not affect the activity of u (i.e., its behavior will further depend 
only on the original inputs). 
In the proof of the following lemma we shall see that the definition of the 
insensitivity range is correct, i.e. that the insensitivity range of any neuron always 
comprises an interval of form (a, b), with a s 0 and b > 0. The lemma actually says 
more. 
Lemma 3.2. For any neuron u and any a G 0 and /3 > 0 there is an equivalent neuron 
v that computes the same function as u does, and wirh insensitivity range (a, /3). 




f w,x, i wixist, x,E{O,l} , 
i=l ,=I I 
b=min i wixi>r,xi~{O,l} 
i=l 
Clearly (I s I < b and (a - r, b - t) is the insensitivity range of u, for any f E (a, b). 
Select now such a 10e (u, b) that splits the interval (a, b) in the same ratio in which 
0 splits the interval (a, /3); i.e. to = (aa -/3b)/(a -/3). To obtain the weights and 
the thresholds of v multiply all weights of u and r, by (p -a)!(b-a). Cl 
Now we are ready to formulate the main result of this section. 
Theorem 3.3. Any neural circuir C of size S(n) and depth D(n) can be simulated by 
a symmetric neural network N of size S(n) in rime O( D( n)). 
Proof (Sketch). The main idea in the construction of N is to adjust the weights 
and the thresholds of each neuron in C with the help of Lemma 3.2 so that the 
total minimal and maximal sum of its output weights would lie in the insensitivity 
range of each neuron. This will then enable us to introduce to each output connection 
the symmetric connection with the same weight; i.e., the transformation of C to N. 
To do so, start with the set of neurons of C that have no successors in C and 
leave their weights and thresholds as they are and consider these neurons as being 
already adjusted. Now proceed recursively as follows: for each neuron v whose 
weights have aiready been adjusted compute the minimal sum a and the maximal 
sum /3 of its c!ltput weights. Then adjust the input weights and the threshold of v 
with the help of Lemma 3.2 so that the insensitivity range of v would be (a, 8). 
The process will stop at input neurons that have no predecessors. 
As a result we obtain a circuit C’ equivalent to C. To obtain N introduce the 
backward connections to existing ones in C’ with the same weights and note that 
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these connections can by no means affect the behavior of the corresponding target 
neurons since their contribution lies always in the insensitivity range of target 
neurons. 
Thus the neurons that are farther from the input neurons cannot affect those that 
are closer to them; hence in a sense the computation is directed from input neurons 
towards the output ones. Therefore the computation time will be O( D( n)). Cl 
Corollary 3.4. Any boolean function f can be realized by a symmetric neural network 
in constant time. 
Proof (Sketch). Apply the transformation from the previous theorem to a neural 
circuit that straightforwardly computes f represented by its conjunctive normal 
form. cl 
4. Nondeterministic computations and energy function minimization 
Hopfield [S] has shown that the computation of any symmetric neural network 
can be thought of as a process of a minimization of a certain energy function which 
takes the form 
E = -t i f aVxixj + i tixi 
i=t j=l i=, 
with a, = aji, uii = 0, and the meaning of individual symbols as described in Section 
2. Hopfield proved in fact the following theorem that makes symmetric neural 
networks so attractive and which is mentioned here for consistency and completeness. 
Theorem 4.1. Starting from any initial configuration and providing that no two neurons 
will be in action at the same time any symmetric neural network with energy function 
E will achieve a stable state after at most O(p) computational cycles, where p = 
SE:=, Ii”=, b,l+zy4 I IL t * moreover this stable state represents a local minimum of E. 
Proof (Sketch). The change AE in E due to changing the state of the ith neuron 
by AXi is A E = -I:=, [abxj - G]AXi- According to the mechanism of neural network 
computation the change of xi is positive if and only if the expression in the bracket 
is positive and similarly for the negative case. Thus any action of any neuron cannot 
cause the increase of the value of E and whenever some neuron changes its state 
the value of E will decrease. Since I E I is bounded by p after at most p computational 
cycles the network must reach a stable state which is a local minimum of E. Cl 
From the proof of Theorem 3.3, it follows that the computation of the correspond- 
ing symmetric neural network will always end in a unique final configuration that 
depends only on the initial states of input neurons. Hence for a given input the 
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corresponding energy function will have exactly one (local or global) minimum 
irrespective of initial states of non-input neurons. In general, however, this need 
not be the case as seen also from the proof of the following theorem which shows 
that the minimization problem of energy function is a difficult one. 
To formulate the theorem we shall make use of the following notion: the set of 
all initial configurations that differ only in the states of uninitialized neurons will 
be calied the set of compatible initial configurations. 
Theorem 4.2. Let N be an uninitialized symmetric neural network with weighrs of at 
most polynomial size in the size of N. Then for any integer k the problem of deciding 
whether there exists a set of compatible initial configurations of N for which a stable 
state with energy not greater than k will be achieved is a &complete problem. 
Proof (Sketch). First we shall show that the above problem is in &, i.e., in the class 
of polynomially time-bounded alternating Turing machine computations that use 
at most two alternations on each computational path, starting in an existential state 
(see [3] and [7] for the definition of the complexity class 2,). 
Consider therefore an alternating Turing machine M that simulates N. M first 
guesses the input of N and then in parallel it creates the set of compatible input 
configurations compatible with that input. This takes time polynomial in tne size 
of N since the size of each configuration is linear. 
Then in parallel for each configuration, M simulates sequentially the computation 
of N. According to Theorem 4.1, this simulation will end in polynomial time drie 
to our assumption concerning the size of weights of N. 
The computation of M ends successfully if and only if for each configuration a 
stable state with energy s-k is achieved. 
Thus the total running time of M’s simulation is polynomial and since only two 
alternations have been used on any computational path of M, our problem belongs 
to Zz. 
Next we shall construct a special uninitialized symmetric network N with energy 
function E that tests the validity of a given quantified boolean formula f in a 
conjunctive normal form with n variables, starting with existential quantifiers fol- 
lowed by universal ones. It is known that the validity problem of such formulae 
presents a &-complete problem [7]. Then we will show that there is a constant k 
such that f is valid if and only if ritere is a set of compatible initial configurations 
for which local minima of E with values Sk are always achieved. 
The scheme of N is depicted in Fig. 1. In this figure the thresholds of only some 
neurons that will be important in the following explanation are given in circles 
representing the corresponding neurons; similarly important edges are labeled by 
their weights. 
The states of neurons i,, iz, . . . , i. play the role of boolean variables inf, neurons 
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Fig. 1. A schema of an uninitialized symmetric network for validity testing. 
when the respective variable has to be negated in the corresponding class off). 
Neurons a,, a*, . . . , a, compute multiple ORs; i.e. individual clauses off and the 
neuron u computes the multiple AND of all clauses, i.e. the value off on the input 
represented by states of i,, i2,. . . , i,. 
The purpose of w is to decrease the value of E as low as we wish in the case 
that u is active; this is achieved by choosing p large enough. Note that when neurons 
u and w are both active they contribute with a value of (3( p) to the energy function. 
In the initial configuration of N the neurons i, corresponding to those variables 
in f that are quantified by existential quantifiers represent the input neurons and 
those quantified by universal quantifiers represent the uninitialized neurons. The 
states of all other neurons are initialized to 0. 
Under this arrangement it follows that for a set of compatible initial configurations 
u could be active in some stable state if and only if f is a valid formula. 
Consider now the corresponding energy function E. It is clear by now that by a 
suitable choice of p we can achieve that the value of E is c k for any computation 
that starts in the set of compatible initial configurations that satisfy f- 
Finally note that the value of p need not be greaser than the one used in Theorem 
4.1, and that all weights in N and the size of JV, is polynomial in the length of J 
Therefore the reduction from f to N (and hence to E) takes polynomial time. Kl 
Corollary 4.3. Let N be a zero-initialized symmetric neural network with weights of 
at most polynomial size in the size of N. Then for any integer k the problem of deciding 
whether there exists an initial configuration of N for which a stable state with the 
energy c k can be achieued is NP-complete. 
Proof (Sketch !. The proof is analogous to that of Theorem 4.1, the main difference 
being that the satisfiability problem instead of that of validity of a simple non- 
quantified boolean formula in a conjunctive normal form, is considered. Cl 
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Corollary 4.4. Let M be an arbitrary single-tape non-deterministic Turing machine of 
time complexity T(n) a n log n. 7Ien there is a zero-initialized symmetric neural 
network N of size 0( T( n)) with energy function E and a constant k such that M 
accepts its input if and only if there is such an initial conjguration of N for which a 
stable state with energy s k is achieved. 
Proof (Sketch). There is a reduction [ 131 from a single-tape non-deterministic Turing 
AU&&V u&+ &w.zviqxjty T+P#&gn 2&B Jw&w*.btw&/jn eq&w&w 
normal form of length T(n) which is satisfiable if and only if the machine accepts 
its input. For this formula use the construction from the previous theorem. Cl 
Observe the “cautious” formulation of the last corollary: it is not claimed here 
that N will always find a solution of the original problem. There is no doubt that 
the network will converge to some stable state but not necessarily to that in which 
the value of E is ok. The network will converge to that local minimum that is a 
so-called attractor of the initial configuration of the network. Hence the convergence 
can be “directed” by a suitable choice of initial states of certain neurons; but 
Corollary 4.3 and its proof show that exactly this presents an NP-complete problem 
by itself! This seems to be the bottleneck also of analog Hopfield networks when 
used for solving NP-complete problems (see e.g. [lo]) where in order to obtain a 
good approximate solution it is necessary to set the initial values of analog variables 
so that they lie in the region of attraction of sufficiently low local minimum of the 
corresponding energy function. 
5. Conclusions 
In the paper we have presented a “missing link” between the standard complexity 
theory and the class of parallel computations that can be described as a minimization 
process of a certain energy function. On one hand the results show that as far as 
their computational power and efficiency is concerned, the neural models of compu- 
tations are comparable with the existing models of parallel computations. On the 
other hand they enrich the classic repertoire of computational devices by a new 
class in which the physical aspects of computations as represented by the energy 
function are closely related to the computational algorithm itself. Last but not least 
these models provide new natural conceptual tools for solving some problems- 
especially those related to brain activities-that are hardly manageable by other 
techniques. 
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