This paper studies the scheduling/rescheduling problem in a multi-resource FMS environment. Several reactive scheduling policies are proposed to address the effects of machine breakdowns and processing time variations. Both off-line and on-line scheduling methods are tested under a variety of experimental conditions. The performance of the system is measured for mean tardiness and makespan criteria. The relationships between scheduling frequency and other scheduling factors are investigated. The results indicated that a periodic response with an appropriate period length would be sufficient to cope with interruptions. It was also observed that machine breakdowns have more significant impact on the system performance than processing time variations. In addition, dispatching rules were found to be more robust to interruptions than the optimum-seeking off-line scheduling algorithm. A comprehensive bibliography is also included in the paper.
Introduction
Most manufacturing systems operate in dynamic environments subject to various stochastic disturbances (such as machine breakdowns, arrival of hot jobs). These disturbances not only interrupt system operation but also upset the schedule that was previously established. In response to these unexpected changes, various alternative courses of action are available to a scheduler, such as rescheduling, local modifications (or partial rescheduling), and so on. The choice of a particular response depends on a number of factors, ranging from the type and duration of disturbances to current workload and slack in the system. It also depends on how schedules are initially generated.
There are mainly two types of scheduling schemes: off-line and on-line. Off-line scheduling refers to the scheduling of all operations of available jobs for the entire planning horizon, whereas on-line scheduling attempts to schedule operations one at a time, as they are needed. Priority dispatching is a good example of on-line scheduling because decisions are made one at a time as the system state changes (such as by new arrivals, job completions, and so forth). These local decisions--selecting a job from the queue of a particular machine--are usually made very quickly, so scheduling decisions are delayed until the last moment in the on-line case. Hence, the term "real-time scheduling" is also used interchangeably with on-line scheduling, t However, real-time scheduling can also be accomplished by an off-line method. In this case, scheduling can be viewed as a scheduling/rescheduling process in which schedules are revised in response to unexpected events. In some cases, there may be sufficient slack in the system to absorb the negative impact of interruptions without needing any revision; however, in most cases these events affect the performance of the system so that corrective actions need to be taken.
The main feature of the scheduling/rescheduling approach is to establish a schedule for all operations of all jobs in the system for a fixed time period in advance. 2 However, determining appropriate scheduling points (that is, points in time at which scheduling decisions are made) needs further investigation. In practice, too-frequent schedule revisions (such as changes in plans, requirements for new material, machine setup and manpower, reevaluation of due dates, and order expediting activities) can increase system nervousness. Rescheduling, too, seldom results in poor system performance as events that significantly alter system state are ignored by the scheduling procedure.
The purpose of this paper is to study the frequency of rescheduling in the multi-resource environment of a flexible manufacturing system (FMS) with random machine breakdowns and processing times.
Because the FMS scheduling problem requires global coordination of various resources in the system, the problem is studied under various experimental conditions: varying machine and AGV load levels, machine breakdown rates, buffer capacity, routing flexibility, and sequence flexibility. Hence, the relationships between scheduling frequency and other scheduling factors are investigated.
Literature Review
The majority of the scheduling literature deals with the task of schedule generation. Most of these studies either propose a scheduling algorithm or test priority dispatch rules. However, in practice, schedule generation is only one aspect of the scheduling process. Reactive control is equally important for the successful implementation of scheduling systems. Especially in today's highly dynamic and competitive manufacturing environments, scheduling systems should not only be able to generate high-quality schedules but also to react quickly to unexpected changes and to revise schedules in a cost-effective manner.
A number of studies analyze scheduling problems in a dynamic and stochastic environment and propose reactive policies for shop floor control. This research can be classified under three categories: (1) scheduling/rescheduling (rolling horizon) approaches, (2) artificial intelligence and knowledge-based systems, and (3) simulation-based experimental studies and iterative simulation approaches.
Early work on reactive scheduling used the rolling horizon approach to address the dynamic nature of scheduling problems. In this approach, a series of static and deterministic problems are solved and their solutions are implemented on a rolling horizon basis. This is also called the scheduling/rescheduling approach. The first study in this area is probably that of Nelson, Holloway, and Wong, 3 who develop a scheduling system for a job shop with intermittent job arrivals. Later, Muhlemann, Lockett, and Farn 4 investigate the scheduling frequency in a dynamic job shop environment with processing time variations and machine breakdowns. Yamamoto and Nof 2 study a rescheduling policy in a static scheduling environment with random machine breakdowns. Their policy consists of generating a complete schedule whenever a machine breakdown occurs. All these studies agree that a rescheduling approach constitutes a better reactive policy than the application of dispatching rules and predetermined schedules without any sequence modification.
Bean et al. s propose another approach to cope with randomness. They argue that schedule revisions after the system has started can at best achieve the performance of the initially generated schedule (that is, the preschedule). They develop an algorithm with the objective of generating a schedule that will match up with the preschedule at some later point. Wu, Storer, and Chang 6 adopt a similar approach in a single-machine environment with random machine failures. Their algorithm optimizes the performance of the remaining schedule and minimizes the deviation from the previous schedule when applied at a rescheduling point.
Church and Uzsoy 7 study the problem ofrescheduling in a single-machine environment with dynamic job arrivals. According to their proposed policy, rescheduling takes place at fixed time intervals unless an urgent job triggers an early rescheduling. Once an urgent job arrives, an exceptional scheduling takes place. Later, Ovacik and Uzsoy 8 propose several rolling horizon procedures in a single-machine environment with sequence-dependent setups.
Leon, Wu, and Storer 9 define the problem as that of finding a good initial schedule that will also maintain its planned performance under stochastic disturbances. In a similar study, Daniels and Kouvelis 1° describe the stochasticity in terms of scenarios and redefine the scheduling problem as finding a sequence that minimizes the maximum deviation between the performance of that sequence and the associated optimum sequences over all scenarios. In a more recent study, Mehta and Uzsoy" develop an algorithm that minimizes maximum lateness and the difference between job completion times in the preschedule and the realized one. These studies indicate that schedules that are robust to stochastic disturbances can be generated without too much sacrifice from the performance of the schedule.
Automated systems (such as FMS and CIM) have accelerated research on reactive scheduling. In two similar studies, Chang, Matsuo, and Sullivan ~2 and Raman, Talbot, and Rachamadugu ~3 apply their proposed off-line scheduling algorithms to generate complete schedules at each job arrival in a FMS environment. In their approach, a static, deterministic scheduling problem is solved at each job arrival. These approaches are shown to be superior to dispatching rules.
A second area in which numerous publications have emerged in recent years is the application of artificial intelligence (AI) and knowledge-based systems (KBS). The basic motivation of these applications is that each scheduling system is unique, and therefore, a wide variety of technical expertise, system-specific knowledge, and human judgment must be incorporated in their implementation. Knowledge-based systems focus on capturing the expertise of the human scheduler and using it as an input to the scheduling process (see, for example, Shaw, Park, and Raman, 14 McKay, Buzacott, and Safayeni, is and Dutta16).
There are several other AI-based systems in the literature. Among them, ISIS developed by Fox and Smith 17 and OPIS (see Ow, Potvin, and Muscettola TM and Smith ~9) can be considered as the most successful AI implementations in scheduling. Other related work and a discussion on knowledge-based technologies can be found in Szelke and Kerr. 2°
Since a typical scheduling environment in practice is dynamic and requires continuous updates, discrete-event simulation models are also used for the reactive scheduling problems. For example, Kim and Kim zl propose a simulation-based scheduling system with two major components: simulation mechanism and reactive control. The simulation mechanism evaluates various rules and selects the best one for a given job population and performance criterion. The reactive control mechanism monitors the system operation periodically and determines the timing of new simulation runs. In another study, Kutanoglu and Sabuncuoglu z, develop a simulationbased scheduling system to investigate the performance of several queue routing strategies that are designed to cope with machine breakdowns.
Other studies analyze scheduling methods under certain stochastic events and variations, rather than developing reactive policies. He, Smith, and Dudek z3 examine the effects of processing time variations (PVs) on the performance of dispatch rules in a dynamic job shop. Their main result is that a moderate level of PV does not affect the relative performances of the rules. Lawrence and Sewell z4 investigate the effects of stochastic processing times on scheduling methods and find that as the variability increases, the fixed optimum sequence is outperformed by the heuristic algorithm and dispatch rules.
In most studies that investigate reactive scheduling problems, a static production environment (that is, no new job arrivals) is assumed. Some of the studies focus on single-machine systems, whereas others model multi-machine production environments (such as job shop or FMS). It seems that offline scheduling algorithms perform better than online dispatching rules in static and deterministic environments; however, their relative performance is not generally known in stochastic and dynamic environments. The results also indicate that scheduling/rescheduling is a viable reactive policy. However, the marginal improvement in system performance due to rescheduling decreases as the scheduling frequency increases (see Church and Uzsoy7) . Previous studies also indicate that some heuristics (particularly dispatching rules) are more sensitive to the changes in the scheduling period. Moreover, as some researchers noted, under a particular scheduling period and level of uncertainty, the performance of the rules improves as the level of congestion decreases. The purpose of this study is to reinvestigate this problem in a more general environment (such as an FMS) so that some earlier results can be verified, new findings can be added, and hence a more general picture can be formed. In addition, by modeling a FMS, there will be a better understanding of the potential relationships between the scheduling frequency and flexibilities inherent in manufacturing systems.
The Proposed Study
This section briefly describes the scheduling algorithm, simulation model, and experimental conditions under which the scheduling policies and scheduling frequency are studied.
Scheduling Algorithm
The scheduling algorithm used in this paper is a heuristic based on the filtered beam search technique. This search method is an approximate branch and bound (B&B) method in which the solution space is explored for the best solution by heuristics that examine a certain number of promising paths, permanently pruning the rest. In the algorithm, the search tree is constructed in such a way that various system resources (machines, AGVs, buffers) and the flexibilities are modeled in detail. A description of the algorithm is given in the Appendix. The current values of these parameters and other algorithmic details can be found in Sabuncuoglu 
Frequency of Scheduling
In the previous studies of the scheduling/rescheduling problem, rescheduling points are set at fixed and equally spaced points in time or at each machine breakdown. 2 This is called thefixed time interval (or periodic) approach. In this study, however, a variable time interval approach is used, as defined below:
where t~ is the system-wide processing time (or total processing time of operations of jobs realized on the machines) between two consecutive rescheduling points, TP is the total processing time of all jobs to be scheduled, and f is the number of rescheduling points in a given scheduling or time horizon (that is, scheduling frequency).
According to this method, the system is monitored at each time increment. If the cumulative processing time realized on all machines in the system is a multiple of t, as defined above, rescheduling is triggered at this point in time. Because the scheduling interval depends on the system load, rescheduling is more frequent at high utilization rates.
This approach has two major advantages over the fixed time interval method. First, the number of breakdowns in each scheduling interval is quite evenly distributed because machine breakdown is implemented by the busy time method. Second, it divides the entire scheduling horizon (makespan) into equal intervals so that the amount of the schedule executed in each interval is the same in terms of processing times. This means that the degree of responsiveness as measured by the frequency of scheduling is the same for each interval regardless of the system load and levels of other scheduling factors. In other words, effects of scheduling factors (such as buffer capacity, flexibility levels, machine and AGV loads, and so on) on the frequency of rescheduling are isolated and analyzed separately. If, instead, a fixed interval method had been used, the number of rescheduling points would then depend on the makespan of the schedule, which in turn would be a function of the scheduling factors (buffer capacity, sequence flexibility, and routing flexibility). This would result in a change in degree of responsiveness at different levels of scheduling factors. For example, the schedules created with loose buffer capacity are shorter in makespan than those created with tight buffer capacity. Therefore, under a fixed time interval rescheduling policy the degree of responsiveness would be higher with a tight buffer capacity schedule than the one with a loose buffer capacity. To avoid this interaction, the rescheduling points are determined as a function of total processing time of all jobs, which is the same regardless of the level of a scheduling factor.
Ten levels of scheduling frequency are used in the experiments: 0, 2, 4, 6, 8, 10, 12, 14, 16, 1000. Here, 4 means that the schedule is revised approximately four times during the makespan of the schedule. To reschedule the entire system at each machine breakdown event, a relatively large number (1000) is used. In other words, 1000 represents the case where the number of scheduling points is equal to the number of machine breakdowns. Note that level zero corresponds to the no rescheduling case (or fixed sequencing) in which a schedule is generated once and never updated except for time shifting of operation start times. Thus, these two cases (no response vs. response to every unexpected interruption or event) represent two extreme policies. Figure 1 shows the layout of the hypothetical FMS studied in this paper, which was also used by the authors in a previous study. 2s There are six machines that can perform a wide variety of operations. Each machine can handle at most one operation at a time and has a limited input/output buffer in which parts can wait before and after an operation. Preemption is not allowed and setup times are included in the operation time. The number of operations per part is either five or six with equal probability. Operation times are drawn from a 2-Erlang distribution. In addition, there is a load/unload (L/U) station (or input/output carousel) in the system. It is also used as a central buffer area to avoid blockings. Parts are transferred by three AGVs in the system. This study considers the following factors: rescheduling frequency, buffer capacity, routing flexibility, and sequence flexibility. Table 1 provides the summary of these factors and their levels. Both makespan and mean tardiness are used as performance criteria. The routing flexibility (RF) measure is taken from Chang, Matsuo, and Sullivan, 12 who define it in terms of the average number of machines on which a particular operation can be processed. Sequence flexibility (SF) is an indicator of precedence relationships between operations of the job. It measures the density of arcs on an acylic precedence graph. This measure is adapted from Rachamadugu, Nandkeolyar, and Schreiber) 6 In the experiments, SF is set to 0 and 1 for low and high sequence flexibilities, respectively. Due dates are based on the total work content (TWK) rule. They are assigned such that the tardiness factor (TF) is approximately 20% and 40% for loose and tight due dates, respectively. In data sets, coefficient of variation of due dates ranges from 0.28 to 0.37 depending on the seed being used.
System Considerations and Experimental Conditions
Machine breakdowns are modeled by the busytime approach, 27 in which a random uptime is generated from a busy time distribution. The machine operates until its total accumulated busy (processing) time reaches the end of this uptime. At that time, it fails for a random down time, after which an uptime is again generated. In the absence of real data, Law and Kelton 27 recommend a gamma distribution with shape parameter of 0.7 and scale parameter to be specified. They also propose a relationship between scale parameters and mean busy and down times, by which the model for machine breakdowns can be completely specified. In this framework, the level of machine breakdowns is measured by availability (or efficiency) level (that is, the long run ratio of a machine's busy time to busy plus downtime). In the experiments, 90% availability is used with 180 minutes of mean busy time and 20 minutes of mean down time. Hence, on average, 50 breakdowns occur during the scheduling horizon. The system is also simulated at the same availability level with less frequent machine breakdowns with longer repair times. In this case, 450 minutes of mean busy time and 50 minutes of down time are used. To achieve the 80% availability, mean busy time and downtime are set to 200 and 50 minutes, respectively.
Ten simulation replications are taken at each factor combination. Because there is a full-factorial experimental design, both levels (0.0 and 1.0) of precedence graph densities with the two levels of routing flexibility are used. In each replication, the problem data are generated using the experimental conditions specified above. It was tried for the same problem data to be used for each scheduling frequency level to measure the effect clearly. The algorithm develops a schedule for these randomly generated 25-job problems (approximately 135 operations on average). The resulting schedule is implemented via simulation until the next scheduling point. At that point, a new schedule is generated for all unprocessed operations and the process is continued. Hence, the simulation run length is equal to the makespan of the realized schedules. The parameters of the algorithm are given in the earlier study. 2s In terms of dispatching rules, 28,29 MTWK (most total work) and MDD (modified due date) are used for the makespan and mean tardiness measures, respectively.
Computational Results
In this section, the scheduling algorithm and the dispatching rules are used to examine frequency of
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Vol. 18/No. 4 1999 Table 2 . In this table, the first row for each experimental setting (that is, availability level and mean busy time duration) presents the results for makespan or mean tardiness measures. The second row presents the percentage improvement of the algorithm for each performance measure over the fixed sequencing policy at various scheduling frequencies. The third row gives computational times of the algorithm and dispatching rules in CPU seconds. In general, system performance deteriorates as the availability level decreases (that is, as the machines become less reliable). Longer mean duration of breakdowns (mean busy time = 450) for the same availability level (80%) has more negative effects on the system performance than the shorter
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Vol. 18/No. 4 1999 duration (mean busy time = 200). This means that there is a more severe impact on sytem performance from major machine breakdowns than from frequent minor breakdowns with quick repair times. Hence, prospective reactive scheduling systems should be designed in such a way that they can handle major interruptions even though the probability of these events is relatively low.
The results also indicate that thefixed sequencing approach is not an appropriate policy because there is always improvement in the performance measure as scheduling frequency increases (see the percent improvement numbers in parentheses with respect to the fixed sequencing). This means that it is not a good policy at all to generate a full schedule in advance and let the system recover from the effects of interruptions by following the events in a fixed sequence. As seen in Figure 2 , which displays the ratio of the off-line algorithm to dispatching at various scheduling frequency levels, fixed sequencing is even worse than the dispatching policy for makespan. In the tardiness case, the MDD dispatching rule starts performing better than fixed sequencing only when the availability level drops below 80%. The above finding has an important practical implication because for those practitioners who would not like to exercise frequent rescheduling, it may be more suitable to employ a simple dispatching rule rather than an optimum-seeking scheduling algorithm. Besides, the computational time saving by dispatching can be very significant (Figures 2c   and 2d ). This also means that when system reliability is poor, there is more benefit in improving reliability than in the application of sophisticated scheduling techniques.
It is also observed that the other extreme policy (that is, reacting to every interruption in the system) does not seem to be an appropriate policy either. With such a continuous review policy, the marginal performance improvement (see Table 2 , column 11 corresponding to 1000) is significantly smaller than that of the lower scheduling frequencies (see columns 7-10). The computational requirement of the scheduling algorithm is also extremely high at this level of scheduling frequency (Figures 2c and 2d) .
From Table 2 , it is clear that the system performance improves continuously as scheduling frequency increases. However, there is a diminishing rate of improvement with a dramatic increase in computation time as the revisions become more frequent. These results are consistent with Church and Uzsoy's 7 study on the single-machine scheduling problem with the Lma~ objective. Therefore, a moderate level of scheduling frequency (for example, SCH = 10) is suggested to alleviate the negative effects of machine breakdowns without having too much computational burden. Another observation is that employing more frequent rescheduling does not totally eliminate the negative effects of machine breakdowns either. In other words, rescheduling can help only to some extent in restoring the system operation back to the desired level. For example, as seen in Table 2 , a 10% decrease in the availability level from e = 90% to e = 80% causes the performance of the fixed sequencing to deteriorate about 19% (from 2086 to 2488), while the most frequent scheduling provides an improvement of 14% (from 2488 to 2117). Further reduction in the availability level from e = 80% to e = 70% results in even more deterioration in the performance (such as 25%), while the improvement by the highest level of rescheduling level is only 13%. The above observation is even more apparent in the tardiness case where the deterioration in the tardiness is about 78-85%, while the improvement due to frequent rescheduling is in the order of 35%. Hence, it may be more important to eliminate sources of variability and uncertainty in the system (such as breakdowns) than to eliminate their negative effects on the system performance by rescheduling. A similar observation is also made by Lawrence and Sewell, ~4 who state that whenever uncertainty is high it is of no use to try to improve the schedule generation algorithm, but reducing the variability of the system brings the real improvement.
The ANOVA test also confirms the results reported above (see Table 3 ). In general, the effects of all the main factors are found significant for each performance measure. Specifically, increasing the values of routing flexibility, sequence flexibility, buffer capacity, and scheduling frequency improve the system performance. These results are consistent with those of Sabuncuoglu and Karabuk. 25 Examining the effects of the scheduling frequency and its relationships with other factors reveals that differences between the algorithm and the dispatching rules decrease as the resource availability level decreases. This is partly due to the fact that the potential advantage of the optimum-seeking algorithm over these simple rules diminishes as the system experiences more interruptions in terms of machine break- 

Figure 3
Interactions Between Scheduling Frequency and Buffer Capacity of machine breakdowns increases. This behavior is especially observed in the makespan case, in which simple rules become highly competitive with the optimum-seeking algorithm as the availability level decreases. This is probably due to the fact that the algorithm generates schedules that are so compact that they are more sensitive (or fragile) to external changes than they are to the simple rules.
Although the algorithm uses more global information than the rules, this information becomes obsolete at a faster rate as the machine breakdown rate increases. In contrast, myopic rules, which use the most recent information to make local decisions, are less affected by the possible changes in the environment. This paper also examines the interactions between scheduling frequency and other scheduling factors. Figure 3 illustrates frequency of scheduling vs. buffer capacity for makespan and mean tardiness. The results are presented for both la = 450 (major breakdowns with low probability of occurrence) and ~ = 200 (minor breakdowns with high occurrence rate).
As seen in this figure, the effect of rescheduling is high when buffer capacity is low. It seems that the system absorbs the negative impact of breakdowns with extra buffer capacities. For example, in the tight due date with ~t = 200 case, the improvement in tardiness is between 33% and 41% when moving from SCH = 0 (fixed sequencing) to SCH = 5 (moderate level) and SCH = 1000 (continuous scheduling). On the other hand, the improvement is between 24% and 27% for the same range of rescheduling frequency in the loose queue capacity case. Similar observations are made for the makespan measure, although the percentage of improvement is relatively smaller in this case. This study also indicates that coordination and integration of machines and AGVs are more important at the low buffer capacities, as the system becomes more sensitive to these unexpected events. Examining the interaction between scheduling frequency (SCH) and rout- Interactions Between Scheduling Frequency and Flexibilities ing flexibility (RF) reveals that SCH is more effective when RF is low compared to the high-RF case (Figures 4a and 4b) . This kind of counterintuitive result does not mean that the off-line scheduling algorithm cannot utilize routing flexibility effectively, but that the optimum-seeking methods generate more robust (or less fragile) schedules under the presence of RF by achieving uniform loads across the machines. In the low-RF case, the machine load balance is not maintained due to the lack of alternative machines. Hence, the schedules can easily be invalidated in highly loaded systems due to even minor machine breakdowns. For that reason, frequent rescheduling helps to improve system performance more than it does in the low-RF case. From the above discussion, one would infer that RF acts as a protective mechanism that absorbs the negative impact of interruptions on the system performance. Compared to RF, sequence flexibility (SF) does not seem to have a strong interaction with SCH, although it has a significant effect on performance measures. This is probably because SF does not alter the distribution of machine loads as much as RF; it only changes the sequence of operations of the jobs. The need for more frequent rescheduling remains the same irrespective of the level of SE Similarly, the interaction between SCH and TF is not a strong one. It is only observed for ~t = 450, where more frequent scheduling improves the mean tardiness when TF is tight or more jobs are expected to be tardy. This means that the role of rescheduling for system performance is also important even when due dates are loose.
The sensitivity of results to processing time variation (PV) was also tested. In practice, processing times used in scheduling algorithms or other decision-making mechanisms are estimated by engineers, foremen, and so on. Unfortunately, these estimated quantities are subject to error due to stochastic variations in machining conditions, worker performance, and other conditions. The resulting differences between planned and actual processing times affect the schedules being implemented. Unlike machine breakdowns, these variations do not instantaneously interrupt the system operation, but rather their effects accumulate over time and degrade the quality of the schedule. To model this situation, the processing times are perturbed when the schedule is realized on the shop floor. The estimated processing times used in the scheduling algorithm and the rules are still drawn from a 2-Erlang distribution. Actual processing times differ from the estimates by a certain amount when the schedule is implemented via the simulation model. Specifically, actual times are generated from a truncated normal distribution with mean equal to the estimated processing time and a certain coefficient of variation. During simulation experiments, three levels of processing time variations were considered, corresponding to the coefficient of variations of 0.1, 0.2, and 0.3, respectively.
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The effects of PV were tested under various experimental conditions fqr makespan and mean tardiness criteria (see Tables 4 and 5 ). To save computation time, only two levels of flexibility were included: low and high mean RF and SF set at low and high levels, respectively. Although the results were obtained for each level of scheduling frequency, the best of the scheduling/rescheduling approach was compared to the dispatching rules.
To understand the relationships between machine breakdown and PV better, several levels of availability were included in the experiments. The results for the makespan criterion indicate the performance of both scheduling algorithms and dispatching rules are affected more by machine breakdowns than by PV. This is probably because, unlike machine breakdowns, PV does not immediately interrupt the system operation, but rather its effect is accumulated over time. For example, the average makespan performance of the algorithm degrades by about 19% as a result of a 10% reduction in the availability (from e = 100 to 90), whereas the effect is less than 1% for 10% processing time variation (Figure 5a) .
It is also noted that dispatching rules are more robust to PV than the scheduling algorithm. This is
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Vol. 18/No. 4 1999 Another observation is that the difference between the scheduling/rescheduling approach and dispatching policy decreases as availability decreases and PV increases. As seen in Figure 6 , the average performance improvement of the algorithm over dispatching is lowest when e = 80% and PV = 30%. The only exception is observed when the flexibility is high and queue capacity is low. This situation arises because the algorithm uses the flexibility more effectively and the rules do not have enough opportunity to improve the system performance when there are two or fewer jobs in the queues. In other cases, PV combined with machine breakdowns affects the performance of the scheduling algorithm so badly that the potential benefits of using an optimum-seeking, off-line scheduling method diminish, but it still yields 30% better performance than the dispatching policy.
Similar observations are also made for the mean tardiness measure (Table 5 , Figures 5 and 6 ). Again, Average Performance Improvement of Algorithm over Dispatching for Processing Time Variation (PV) Levels the effect of machine breakdowns on the system performance is more than that of PV. From the performances of the algorithm and the dispatching rules, it seems that the system absorbs the negative impact of machine breakdowns and PV easily when queue capacity is high and flexibility is high. As in the makespan case, the dispatching rules are less sensitive to processing time variation. The scheduling algorithm seems to be more affected by PV due to the same reasons explained above. Nevertheless, the differences between these two scheduling approaches (off-line represented by the beam search based algorithm and on-line represented by the dispatching rule) are significant under every condition tested.
Concluding Remarks and Recommendations for Further Research
In this paper, scheduling/rescheduling approaches have been studied in an FMS environment. Several reactive scheduling policies have also been tested under various operating conditions. The results are summarized as follows. First, it is not always beneficial to reschedule the operations in response to every machine breakdown, because the potential benefits of more frequent scheduling are marginal after a certain number revisions. Instead, a periodic response with an appropriate period length would be sufficient to cope with these interruptions.
Second, scheduling frequency has significant interactions with routing and sequence flexibility. In general, the effect of scheduling frequency increases as the level of flexibility is reduced, possibly because the higher level of flexibility compensates for the negative impact of interruptions. Scheduling frequency has greater effect on the performance measures as system resources and due dates become tighter.
Third, machine breakdowns have more negative impact on the system performance than do processing time variations. This is probably because machine breakdowns have an immediate impact on the system, whereas the effect of PV on the system performance is accumulated over time.
Fourth, the dispatching rules are more robust to PV than the scheduling algorithm because schedules generated by off-line algorithms are based on processing times, and any deviation from these estimates can affect the resulting schedules.
Fifth, when the system experiences frequent machine breakdowns and higher PV, differences between the two scheduling approaches decrease. This observation clearly confirms the intuition that the potential benefit of optimum-seeking algorithms (or off-line scheduling approach) in real manufacturing environments may not be as good as expected because of the dynamic nature of such systems.
The results presented in this paper should be interpreted with reference to the assumptions and experimental conditions described earlier. There is a definite need for further research to test the policies under different conditions. One such condition is the dynamic and stochastic environment in which more realistic comparisons can be made (such as modeling dynamic job arrivals in longer time horizons and considering other stochastic events like due-date changes, rework, and so on). Another research topic, as often practiced by some AI researchers (for example, see Zweben et al.3°), is to find efficient ways to repair the existing schedule rather than generating it from scratch. 
Appendix (The Beam
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The procedure generate(.) takes a partial schedule PS as input and generates all the possible AGVmachine scheduling decision pairs based on the system state described by PS. The details of this procedure are described below. Procedure filter(.) reduces the cardinality ofXtofusing simple rules; that is, it selects a subset of X that will be input to a more thorough evaluation by the procedure evaluate(.). After the application of procedure evaluate(.), the most promising node is selected and added to the partial schedule associated with that particular Bk. At any level of the search tree, there are b partial schedules that the algorithm keeps. After the tree is exhausted, the BI with the best schedule value is selected to be the final solution. In the beam search based algorithm, the filter procedure uses dispatch rules, and the evaluation algorithm tentatively constructs a full schedule beginning from Bk and measures its objective value. 
U(PS).
procedure generate(PS)
Step 1.
Step 2.
Step 3.
Step 4.
Step 5.
Determine the elements of U(PS) by considering routing and sequence flexibilities and buffer space constraints. Step 6. Step 3 ensures that all AGV schedules are active (that is, an AGV cannot meet the transportation requirements of other jobs without violating the feasibility of the AGV schedule).
For each combination of n E U(PS) and g E G, compute (p,d, sJ) values and form the elements of D(PS).
Step 4 reduces the number of AGV alternatives for each schedulable machine operation to one. Later in Step 5, the number of alternatives for each job (due to routing and sequence flexibilities) is reduced to one. Finally, active machine schedules are formed in Step 6.
