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RESUMO
O controle do vale, um grau de liberdade quântico dos elétrons (valleytronics) emergiu
recentemente como uma tecnologia promissora para a próxima geração de dispositivos ele-
trônicos. De forma similar à spintronics, o propósito de valleytronics é usar os múltiplos
extremos da estrutura de banda de forma que a informação de 0s e 1s seja armazenada
como diferentes valores discretos do espaço do momento do cristal; neste contexto, mate-
riais 2D com redes hexagonais, como o grafeno, e dichalcogenetos de metais de transição,
oferecem dois vales (K e K ′) podem ser acessados por meios óticos, magnéticos e mecâni-
cos. Por exemplo, tem sido observado que sobre simetria espacial quebrada estes sistemas
geram regras de seleção óticas que dependem do vale e menos dissipação topológica de
corrente de vale. No entanto, essa abordagem é limitada a alto número de exemplares
de qualidade com alinhamento perfeito das camadas. Por outro lado, elétrons em vales
opostos no grafeno veem deformações mecânicas homogêneas como regiões de campos
pseudomagnéticos de polaridades opostas; campos pseudomagnéticos de mais de 300T
têm sido observados em deformações. Numerosos estudos de bolhas gaussianas têm mos-
trado a separação de correntes e filtro de vale; infelizmente, os efeitos observados exigem
ajustes finos de energia, uma proporção pré-definida entre altura e largura da bolha, altas
taxas de deformação, proximidade da bolha em relação ao contato da direita e orienta-
ção cristalina. Todos esses ingredientes se misturam de uma maneira sutil e oculta de
uma forma que é impossível prever o efeito de uma dada deformação antes de cálculos
pesados. Diante disso, modelou-se um problema de regressão supervisionado no qual um
modelo de Rede Neural Profunda (DNN) foi treinado para aprender a relação entre os
parâmetros de design da super-rede como representada na Figura 2.5 e o efeito de filtro de
vale. O conjunto de dados usado neste experimento foi gerado usando Função de Green,
normalizado e dividido aleatoriamente em 80% para treinamento e 20% para teste. Os re-
sultados utilizando DNN para a predição mostraram medidas de acurácia em: R2 = 0.970
eMSE = 0.001. A DNN foi capaz de predizer o filtro de vale com uma precisão semelhante
à Função de Green, mas com muito menos esforço computacional. A DNN foi então usada
para auxiliar na busca da super-rede com deformações gaussianas que apresentasse mais
filtros de vale eficiente, mas com menor número de gaussianas e menor deformação.
Palavras-chave: Rede Neural. Aprendizado de Máquina. Valleytronics.
Deformação mecânica. Bolhas gaussianas. Filtro de vale.
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ABSTRACT
The control of the valley degree of freedom of electrons (valleytronics) has recently
emerged as a promising technology for the next generation of electronic devices; this
quantum number naturally appears in periodic solids with degenerated local minima and
maxima at inequivalent points of the Brillouin zone. Similar to spintronics, the appli-
cability of valleytronics relies on the electric generation, control and detection of valley
currents; in this context, 2D materials with hexagonal lattices such as graphene and tran-
sition metal dichalcogenides offer two valleys (K and K ′) well separated in momentum
space that can be accessed by optical, magnetic and mechanical means. Electrons in
opposite valleys in graphene see in homogeneous mechanical deformation as regions with
opposite polarity pseudo-magnetic fields; unfortunately, the observed effects require fine
tuning of the energy, defined height/width ratio of the bubble, narrow contacts, loca-
tion of the nanobubble near to the right contact and crystalline orientation. All these
ingredients mix in a subtle and hidden way that it is impossible to predict the effect of
a given deformation before heavy calculations. With this in mind, this problem was mo-
deled as a supervised regression problem in which a Deep Neural Network (DNN) model
was trained to learn the relationship between the design parameters of the superlattice
and the valley filter effect. The dataset used in this experiment was generated using the
Green’s Function. The dataset was processed, normalized and randomly split into 80%
for training and 20% for testing (used to evaluate the performance of the DNN model).
The results using DNN for the prediction showed accuracy measures in: R2 = 0.970 and
MSE = 0.001. The DNN was able to predict the valley filter with a precision similar to
the Green’s function but with much less computational effort. The DNN was then used
to help in the searching for the 1D Gaussian superlattice with efficient valley filter, but
with the smallest number of deformations and strain.
Keywords: Neural Network. Machine Learning. Valleytronics. Graphene.
Mechanical deformation. Gaussian bubbles. Valley filter.
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A lei de Moore diz que o número de transistores por circuito integrado deve quadru-
plicar a cada 3 anos e que o custo deve ser reduzido para 10% a cada 5 anos. Há mais
de 10 anos, os gerentes de grandes empresas de tecnologia como Intel temem que a lei
de Moore termine nos seus mandatos. Transistores são chaves eletrônicas que têm dois
estados: ligado/ON e desligado/OFF. Uma corrente elétrica é aplicada a um par de ter-
minais de controle para controlar a corrente através de outro par de terminais. Eles são a
parte fundamental dos circuitos integrados de microprocessadores de computadores. Na
indústria, diversos engenheiros simulam designs otimizados de microprocessadores com o
objetivo de melhorar a capacidade de processamento e a dissipação de calor deles. Ainda
que seja possível distinguir entre estados ON e OFF, gasta-se muita energia para manter
os microprocessadores em temperatura adequada. Foi por volta de 2005 que o número de
cores/núcleos nos processadores foi aumentado garantindo assim maior poder computacio-
nal, porém o problema de dissipação de calor não foi resolvido. A solução para a indústria
de semicondutores é encontrar e tirar proveito de novos materiais ou novas tecnologias
para o processamento e armazenamento de informação. Uma maneira de identificar cate-
gorizar um material como condutor ou semicondutor é plotar as energias disponíveis para
seus elétrons. Em vez de ter energias discretas como no caso de átomos livres, os estados
de energia disponíveis formam bandas. Crucial para o processo de condução é se há ou
não elétrons na banda de condução. Em condutores como metais, a banda de valência se
sobrepõe à banda de condução; no caso de semimetais como o grafeno, não há gap 2.3
entre a banda de condução e a banda de valência.
A geração, controle e detecção de elétrons de diferentes vales (mínimo na banda de
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condução e máximo na banda de valência) é chamada de valleytronics. A ideia de mani-
pular o vale para armazenar e processar informação não é nova, porém o interesse neste
campo foi renovado devido a descoberta de materiais bidimensionais. Fitas de um átomo
de espessura formadas por treliças hexagonais como grafeno e dichalcogenetos de me-
tais de transição oferecem dois vales (K e K ′) bem separados no espaço do momento
(transformada Fourier inversa do espaço real que contém todos os vetores que corres-
pondem ao movimento com unidades de massa, comprimento e tempo) que podem ser
acessados por meios óticos (YAO; XIAO; NIU, 2008; CAO et al., 2012), magnéticos (LI
et al., 2014; MACNEILL et al., 2015) e mecânicos (QI et al., 2013b; JONES et al.,
2017a; CARRILLO-BASTOS et al., 2016). Embora várias dessas abordagens tenham
tido grande sucesso produzindo correntes de vale, elas exigem amostras de alta quali-
dade com perfeito alinhamento entre a camada de grafeno e o substrato. Em nanofitas
de grafeno deformações mecânicas não homogêneas como bolhas e ondulações aparecem
rotineiramente (LEVY et al., 2010). Elas são “vistas” por elétrons em vales opostos como
regiões com campos pseudomagnéticos de polaridades opostas. Do ponto de vista eletrô-
nico, os elétrons no grafeno sentem as deformações da rede através de um acoplamento
com um vetor potencial pseudomagnético adicional. A consequência direta deste aco-
plamento é que as deformações locais não-uniformes, como deformações gaussianas, se
traduzem diretamente em um campo pseudomagnético efetivo; a magnitude deste campo
pseudomagnético pode facilmente atingir mais de 300 Tesla, atestando o forte impacto
que as deformações gaussianas têm nas propriedades eletrônicas. Essa propriedade tem
sido demonstrada teoricamente em dispositivos com grafeno deformados por uma bolha
(SETTNES et al., 2016; CARRILLO-BASTOS et al., 2018; STEGMANN; SZPAK, 2018;
MILOVANOVIĆ; PEETERS, 2018) para mostrar a separação de correntes de vale e filtro
de vale; infelizmente, os efeitos observados exigem ajustes finos de energia, uma proporção
pré-definida entre altura e largura da bolha, altas taxas de deformação, proximidade da
bolha em relação ao contato da direita e orientação cristalina. Claramente, as propostas
com uma única bolha em grafeno apresentam sérias desvantagens para geração e detecção
eficiente de correntes de vale (ZHAI; SANDLER, 2018).
Experimentos em grafeno sobre nanopilares ou nanoesferas têm mostrado ser a forma
mais efetiva de gerar deformações gaussianas em nanofitas de grafeno; a super-rede ge-
rada é de milhares/milhões de átomos, dificultando assim o estudo teórico necessário para
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entender e predizer as propriedades de transporte eletrônico nesses sistemas. Do ponto de
vista teórico, as funções de Green (FG) (QI et al., 2013a; BAHAMON et al., 2015; JO-
NES et al., 2017b) são as ferramentas padrão para estudar as propriedades de transporte
eletrônico em sistema de baixa dimensionalidade. As FG conseguem resolver problemas
de transporte balístico, incluindo deformações mecânicas, diferentes tipos de desordem e
efeitos de muitos corpos; também pode-se calcular propriedades locais tais como a densi-
dade local de estados e densidade de corrente. Contudo, o tamanho dos sistemas a serem
estudados é limitado a alguns milhares de átomos, dificultando assim as predições teóricas
sobre as super-redes de deformações gaussianas.
Usando os modelos físicos teóricos como FG, foi identificado que os efeitos combinados
de deformação e periodicidade dão origem ao efeito de filtro de vale para mais intervalos de
energia (TORRES et al., 2019). Porém, não fica claro quais dos parâmetros que definem
a configuração mecânica da super-rede impactam mais o efeito de filtro de vale e onde este
é localizado. Em outras palavras, é difícil predizer com certeza o número, comprimento,
energia e localização do filtro de vale.
Nos últimos anos, as metodologias de Machine Learning (ML) surgiram como uma
nova ferramenta na física (ZDEBOROVÁ, 2017) e na ciência dos materiais (RAMPRA-
SAD et al., 2017). As aplicações incluem previsão da estrutura atômica (FONTAINE,
1994) e predição de propriedades físicas (SANCHEZ; DUCASTELLE; GRATIAS, 1984;
ZHANG; SHEN; ZHAI, 2018; CARVALHO et al., 2018). Inúmeros avanços foram e são
feitos no desenvolvimento de sistemas inteligentes. Pesquisadores de diversas áreas têm
usado redes neurais artificiais (RNAs), uma das principais ferramentas de ML, para re-
solver uma variedade de problemas em reconhecimento de padrões, predição, otimização
entre outros. As RNA foram inspiradas na estrutura e no funcionamento dos neurônios
biológicos, ou seja, foram inspiradas no funcionamento do cérebro que nos concebe a ca-
pacidade de aprendizado por meio de exemplos diferentemente dos sistemas especialistas
que possuem algoritmos específicos para a problemas específicos. Além disso, seu grande
potencial está em inferir a(s) saída(s) (classe(s) ou valor(es) numérico(s) de exemplares
nunca antes vistos. Por isso, geramos um conjunto de dados que representa diversas confi-
gurações mecânicas (largura, altura, número de deformações etc) de nanofitas de grafeno
deformadas com gaussianas e calculamos o filtro de vale usando FG. Isto é, para cada
conjunto de propriedades distintas que descrevem uma nanofita de grafeno, calculamos o
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filtro de vale usando FG. Este conjunto de exemplares foi então usado para treinar uma
RNA, a fim de predizer o filtro de vale, dadas as configurações mecânicas de nanofitas
de grafeno cujos filtros de vale são desconhecidos. Com base no que foi dito anterior-
mente, o presente trabalho visa treinar uma RNA que seja capaz de inferir a propriedade
de transmissão de vale de nanofitas de grafeno com diferentes configurações em termos
de largura, comprimento, número de deformações gaussianas, proporção entre a altura e
largura das gaussianas e distância entre elas. Para isso, são aplicadas técnicas de aná-
lise e pré-processamento de dados como correlação entre atributos, validação cruzada e
medição de performance. Adicionalmente, usamos a RNA para encontrar o conjunto de
parâmetros ótimos de deformações gaussianas que maximize o transporte de vale para
mais intervalos de energia, minimize o número de deformações gaussianas necessárias e
também minimize a intensidade da deformação aplicada. Até onde sabemos, não existem
evidências na literatura de que ferramentas de ML pudessem auxiliar a inferência de pro-
priedades eletrônicas como o transporte de vale em nanofitas de grafeno. Nosso estudo
mostra que a periodicidade de deformações gaussianas realmente melhora as capacidades
de filtro de vale. De forma concreta, mostramos que RNA podem ser usadas para predizer
propriedades de transporte de vale com precisão similar às FG. Uma vez treinada, a RNA
pode inferir o filtro de vale para sistemas de tamanhos distintos em pouquíssimo tempo.
Por isso, usamos a RNA para inferir o filtro de vale em um espaço largo de possíveis confi-
gurações de deformações gaussianas com o objetivo de extrair a configuração da nanofita
de grafeno ótima para as condições que definimos: maximização do transporte de vale
para mais intervalos de energia, minimização do número de deformações gaussianas e e
minimização da deformação aplicada sobre elas.
Esta dissertação está organizada da seguinte maneira. No capítulo 2 nós fazemos uma
apresentação sucinta do grafeno e os principais conceitos relacionados ao transporte eletrô-
nico. Explicamos também como deformações mecânicas podem ser usadas para produzir
o efeito de filtro de vale em nanofitas de grafeno e como este efeito não pode ser facil-
mente calculado por conta das limitações das FG em relação ao tempo de processamento
para sistemas “grandes". Apresentamos como as RNA evoluíram desde sua concepção até
se tornarem capazes de resolver problemas complexos não lineares. Mostramos também
como as RNA podem ser arquitetadas e treinadas para fazer regressão numérica. No
capítulo 3 detalhamos como treinamos a RNA capaz de fazer a inferência de filtro de vale
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dadas as configurações mecânicas de nanofitas de grafeno. No capítulo 4 apresentamos
como a rede neural pôde predizer com precisão o filtro de vale com acurácia similar às téc-
nicas convencionais e em menor tempo computacional. Finalizaremos com as conclusões





O grafeno está em ascensão na ciência dos materiais. Este material bidimensional
tem alta qualidade cristalina e eletrônica, e apesar de sua curta história, já foi revelado
como fonte de potenciais aplicações que serão brevemente discutidas aqui. Embora ele
apenas tenha começado a ser usado em escala industrial, o grafeno já não precisa de provas
de sua importância em termos de física fundamental. Devido ao seu incomum espectro
eletrônico, o grafeno fez emergir o paradigma relativístico na física da matéria condensada
pelo o fato dos elétrons se comportarem como férmions sem massa nos chamados pontos de
Dirac em um espaço-tempo de uma dimensão temporal e duas dimensões espaciais. Esse
comportamento abre o campo para emular física de altas energias em matéria condensada
já pode ser reproduzido e testado em experimentos laboratoriais. Mais genericamente,
o grafeno representa conceitualmente uma nova classe de materiais que têm apenas um
átomo de espessura e que oferecem novos caminhos para física de baixa dimensão que
nunca deixou de surpreender e continua a fornecer um terreno fértil para aplicações.
Grafeno é o nome dado a uma camada de espessura atômica de átomos de carbono
fortemente acoplados numa rede bidimensional de treliças hexagonais como mostrado na
Figura 2.1, e é o bloco de construção para materiais grafíticos em outras dimensionali-
dades como representados na Figura 2.2. A teoria do grafeno, já estudada há mais de
60 anos (SLONCZEWSKI; WEISS, 1958; SEMENOFF, 1984; FRADKIN, 1986), é larga-
mente usada para descrever propriedades de vários materiais baseados em carbono. Por
muito tempo o grafeno foi descrito como material teórico, mas em 2004 o grafeno foi
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Figura 2.1: Estrutura de favo de mel em grafeno com dois vetores base a1 e a2. Os vetores
de espaço δ1, δ2, e δ3 conectam as sub redes (A e B). A área em amarelo representa a
célula unitária primitiva. Fonte: Milovanović e Peeters (2018).
Figura 2.2: Grafeno é o material bidimensional usado na construção de materiais de
carbono de outras dimensionalidades como: buckyballs de dimensão zero; enrolados em
nanotubos de uma dimensão; ou empilhados em grafites de três dimensões. Fonte: Geim
e Novoselov (2010).
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descoberto (NOVOSELOV et al., 2004; NOVOSELOV et al., 2005) e logo depois diversos
experimentos (NOVOSELOV et al., 2005; ZHANG et al., 2005) confirmaram algumas de
suas propriedades como, por exemplo, que seus portadores de carga se comportam como
férmions de Dirac sem massa. Neste caso, os elétrons no grafeno apenas são descritos
por uma matemática análoga à equação de Dirac para férmions sem massa em (1+2)
dimensões, e são “relativísticas” com a velocidade de Fermi fazendo o papel da velocidade
da luz.
2.1.1 Propriedades e aplicações
Devido a sua alta mobilidade eletrônica, o grafeno é um material que possui propri-
edades únicas e, por esse motivo, é um dos melhores condutores elétricos que existem,
senão o melhor. O grafeno é muito resistente, flexível, transparente, impermeável, além
de ser um material de alta condutividade de calor (ABBOTT’S, 2007). Com todas essas
características o grafeno é um material com alto potencial para revolucionar a tecnolo-
gia, pois pode ser aplicado de várias formas e em várias áreas. Por exemplo, na área
de telecomunicações o grafeno pode ser utilizado para a produção de telas flexíveis. É
também possível usar o grafeno nas baterias de diversos aparelhos eletrônicos que, em
razão da sua alta condutividade, poderá fazer com que as baterias sejam recarregadas
mais rapidamente do que as baterias atuais feitas com lítio. Ainda, é possível aplicar o
grafeno no contexto da computação, a partir da utilização de diversas formas, tais como,
pela produção de peças que possuirão melhor desempenho no processamento, já que o
grafeno é um ótimo condutor de eletricidade e esquenta muito menos que qualquer outro
material da atualidade. Ademais, é possível melhorar o desempenho da internet, já que
atualmente a conversão da transmissão óptica para a elétrica não é tão rápida quanto um
circuito feito com grafeno que pode ser até cem vezes mais rápido.
2.1.2 Transporte de vale
As propriedades eletrônicas dos materiais podem ser entendidas por meio do estudo
da estrutura de bandas que mostra os níveis de energia dos elétrons no material. Essas
são as bandas mais próximas do nível Fermi (energia máxima dos elétrons do material
à temperatura zero absoluto). A banda de valência é localizada abaixo do nível Fermi,
já a banda de condução é encontrada acima deste. Quando existem mínimos na banda
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de condução e máximos na banda de valência que são não equivalentes, podemos definir
um vale. Na Figura 2.3, observa-se a estrutura de bandas do grafeno, sendo Ek a banda
de energia e k o vetor de onda no chamado espaço recíproco. Percebe-se que a energia
positiva é simétrica a energia negativa em relação a linha de energia E = 0 e que não há
gap nos pontos onde a função se anula. Por esse motivo, o grafeno mesmo sendo composto
de átomos de carbono pode ser categorizado como um semimetal.
Figura 2.3: Estrutura de bandas do grafeno com destaque para o ponto de Dirac. Observa-
se que dois pontos de Dirac vizinhos, onde as bandas de condução e valência se tocam,
correspondem a dois vales distintos.
(a) Efeito de efeito de filtro de vale. (b) Dispersão do elétrons.
Figura 2.4: (a) Elétrons de diferentes vales encontram o campo pseudomagnético e são
filtrados, isto é, apenas elétrons de um dos vales fluem. (b) Em branco, os elétrons dos
dois vales K e K ′ veem a deformação mecânica como um campo pseudomagnético de
sinais alternados que filtra os elétrons permitindo que apenas elétrons do valor K ′ fluam.
Fonte: Settnes et al. (2016).
No grafeno, elétrons de vales diferentes veem uma deformação mecânica como uma
região com campo magnético de sinais alternados. Esse campo é comumente chamado de
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pseudo, pois não é um campo magnético real e é usado para filtrar elétrons de diferentes
vales como se mostra na Figura 2.4a. Se a transmissão do vale TK = 1, quer dizer que
todos os elétrons que pertencem ao vale K foram transmitidos através da deformação,
enquanto os elétrons do vale K ′ foram refletidos, resultando em TK′ = 0. Porém, com
apenas uma deformação, o filtro enfraquece devido aos elétrons que fluem em volta da
deformação conforme representado na Figura 2.4b. Quanto maior a distância dos elétrons
em relação à gaussiana, maior a probabilidade dos elétrons provenientes de um vale se
misturarem com elétrons de outro vale. A Figura 2.5 apresenta a transmissão por vale
em função da energia para diferentes valores de α que indica a relação entre a altura (A)
e a largura (b) da deformação gaussiana, ou seja, α = (A/b)2. Ele está relacionado com
a intensidade (strain) da deformação gaussiana. Observa-se que ao aumentar a taxa de
deformação α, o efeito de filtro de vale também cresce.
Figura 2.5: Polarização de vale TK′ e TK na presença de uma deformação gaussiana com
largura b = 3.12 nm para diferentes valores de parâmetro de deformação α (preto = 0;
vermelho = 7%; azul = 14% e verde = 20%) para uma nanofita de grafeno com bordas
zigue-zague de largura W0 ≈ 14.8 nm. Fonte: Elaborada pelo autor.
Ao se cortar em linha reta uma nanofita de grafeno que tem a estrutura de favo-de-
mel, é possível obter dois tipos de borda: zigue-zague ou armchair. Foi considerado nesse
trabalho uma secção de grafeno com bordas zigue-zague e dimensões L0 ×W0 conectada
a duas nanofitas de grafeno como mostrado na Figura 2.6. Os cálculos das propriedades
eletrônicas e de transporte foram realizados por meio de FG. O detalhamento destes
cálculos não será contemplado aqui, pois não está no escopo do trabalho. Na região
central incluímos uma sequência de NG deformações gaussianas separadas pela distância
d (partindo do centro de cada deformação).
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Figura 2.6: Representação esquemática do sistema de dois terminais. A parte central da
fita tem dimensões L0 ×W0 e a direção zigue-zague ao longo do eixo x. Os terminais são
nomeados por L and R. O sistema é deformado por uma sequência de NG deformações
gaussianas em série. Fonte: Elaborada pelo autor.
A Figura 2.7 apresenta a transmissão dos vales TK′ e TK para uma nanofita de grafeno
com configuração mecânica de largura W0 ≈ 14.8 nm, comprimento L0 ≈ 12.8 nm,
deformada com NG = 15 gaussianas com α = 14%, largura b = 22ac = 3.12 nm, separadas
pela distância d = 52
√
3ac ≈ 12.79 nm. Desconsiderando o primeiro platô (TK′ = 1),
observam-se quatro platôs que indicam os intervalos de energia onde os filtros de vale
podem ser encontrados. Observa-se que o acréscimo de deformações gaussianas intensifica
o efeito de filtro de vale (TK′ = 1). Porém, é muito difícil encontrar a relação entre o
número de gaussianas e o parâmetro α que resulte em um maior número de platôs. Há
diversos parâmetros envolvidos nessas configurações e o cálculo por FG pode ser lento
dependendo do tamanho do sistema. Cada um destes parâmetros possui um domínio
próprio de valores e encontrar a combinação que resulte no maior número de platôs exige
muito poder computacional e diversas horas de processamento.
Resumindo, neste capítulo foi apresentado que a cadeia de gaussianas é efetiva no
que se refere ao efeito de filtro de vale. No entanto, não existe uma relação matemática
quanto ao(s) intervalo(s) de energia onde o filtro de vale é encontrado. Por isso, nos
próximos capítulos faz-se o uso de RNA no sentido de avaliar sua capacidade de predizer
a transmissão de vale dadas distintas configurações mecânicas de nanofitas de grafeno.
2.2 Redes Neurais
Os principais conceitos de redes neurais e um pouco do contexto histórico são expla-
nados nesta seção. Primeiramente, o modelo mais simples de RNA que é o Perceptron
será apresentado assim como seu sucessor MLP (Multilayer Perceptron). Os componen-
tes do Perceptron são usados até hoje em redes mais complexas e por isso é importante
elucidar os principais marcos históricos de sua evolução, assim como descrever como seus
11



























































Figura 2.7: Polarização de vale para uma configuração mecânica de NG = 15 deformações
gaussianas e W0 ≈ 14.8 nm. TK′ e TK com α = 14%. As linhas pretas representam a
transmissão dos vales K e K ′ em nanofitas sem deformação. Fonte: Elaborada pelo autor.
componentes influenciam no aprendizado das RNA mais modernas. Tais conceitos se-
rão empregados na modelagem da RNA que será usada para predizer as propriedades
eletrônicas de nanofitas de grafeno.
2.2.1 Perceptron
O Perceptron, conforme representado na Figura 2.8, é o tipo de RNA mais simples. Ele
pode ser usado como um classificador binário, ou seja, ele pode ser usado para categorizar
uma entrada como uma de duas possíveis classes de saída. Ele foi criado por Rosenblatt
(1958) é um modelo composto de entradas, pesos (número reais que expressam a impor-
tância das respectivas entradas para saída) e uma regra de aprendizado. Há também um
peso de valor constante chamado bias e representado por w0 = b. Esse modelo possui uma
saída de valor binário. Este modelo pode ser aplicado apenas a problemas linearmente
separáveis (que podem ser separados por uma reta em um hiperplano). Para exemplificar,
um modelo Perceptron é capaz de, após treinado, criar um limite de decisão (hiperplano)
que, por exemplo, distingue plantas de acordo com os comprimentos e larguras de suas
sépalas. A Tabela 2.1 contém registros de plantas que são então plotados no gráfico da
Figura 2.9. Cada ponto representa uma planta e a cor do ponto depende do tipo da planta
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Figura 2.8: O Perceptron possui entradas, pesos, função sinal e uma saída. Fonte: Ela-
borada pelo autor.
sendo azul para o tipo 1 e salmão para o tipo 2.
Tabela 2.1: Exemplo de cadastro de tipos de plantas para distinção de classe/tipo de
acordo com as dimensões das suas sépalas
Identificação Planta Largura Comprimento
1 Tipo 1 5 15
2 Tipo 2 10 6
3 Tipo 1 6 17
4 Tipo 2 11 7
5 Tipo 2 12 8
6 Tipo 1 8 12
Fonte: Elaborada pelo autor.
Como ilustração, a Figura 2.9 apresenta uma linha, representada pela equação w1 ·
comprimento + w2 · largura + b = 0, que separa os dois tipos de plantas de acordo com
as dimensões de largura e comprimento de suas sépalas. Neste caso, um ponto (x1, x2)
que está acima da linha é classificado como planta do tipo 2, e um ponto (x1, x2) que
está abaixo da linha é classificado como planta do tipo 1. A linha, ou o hiperplano
unidimensional, que separa as diferentes classes ou tipos de planta é o resultado de um
Perceptron treinado com os dados apresentados na Tabela 2.1. A “influência” de uma
dimensão (atributo) é determinada pela conexão (peso sináptico) entre o atributo e a
função de ativação que será explicada com mais detalhes nos capítulos seguintes. Já o
bias b é uma peso adicional que, neste caso, é responsável por mover o hiperplano ao longo
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do eixo vertical.
Figura 2.9: Representação do hiperplano criado pelo Perceptron que separa duas classes
distintas. Fonte: Elaborada pelo autor.
É importante ressaltar que os princípios de aprendizado de máquina foram originados
entre os anos de 1943 e 1958, nos quais vários pesquisadores ganharam destaque por
contribuições pioneiras como:
• McCulloch e Pitts (1943) por introduzirem a ideia de redes neurais como máquinas
de computação.
• Hebb (1949) que postulou a primeira regra de aprendizado auto organizável.
• Frank Rosenblatt (1958) que criou um dispositivo eletrônico, de acordo com os
princípios biológicos, capaz de aprender de forma supervisionada, ou seja, por meio
de exemplos cuja saída é conhecida.
O Perceptron simples, cria um hiperplano definido pela equação abaixo que separa
duas regiões num espaço que abrange m dimensões:
m∑
i=1
wi · xi + b = 0
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Conforme apresentado na Figura 2.8, os pesos sinápticos do Perceptron são dados por
w1, w2, w3.... De forma correspondente, as entradas aplicadas ao Perceptron são denotadas
por x1, x2, x3....
Já a função sinal φ (função de ativação) classifica como 1 (classe 1) se o resultado
da combinação linear das entradas pelos seus pesos (v) for positivo. Caso contrário, o
limitador classifica como -1 (classe 2).
Assumindo que ~x ≡ {x0, ..., xm+1}, x0 = +1, ~w ≡ {w0, ..., wm+1} e w0 = b, tem-se que
cada iteração n aplica o seguinte ajuste a cada elemento/exemplar de ~w:
wn+1 = wn + η · [yn − yˆn] · xn
Onde yn é a saída esperada e yˆn é o valor predito. A maioria dos algoritmos de
aprendizado de máquina tem hiperparâmetros que são variáveis cujos valores são deter-
minados antes do início do treinamento. No caso do Perceptron, o hiperparâmetro taxa
de aprendizado η indica a intensidade do ajuste aplicado ao vetor de peso na iteração
n. A convergência da rede neural na separação das classes é garantida independente do
valor de η, mas uma alta taxa de aprendizado resultará num aprendizado mais rápido,
assim 0 < η ≤ 1. De acordo com Lippmann (1987), os seguintes conflitos devem ser
considerados:
• Em relação ao conjunto de dados, considerar os exemplares anteriores com mais
relevância para prover pesos estáveis, o qual requer um valor pequeno de η.
• Rápida adaptação com respeito às mudanças reais nas distribuições do processo
responsável pela geração do vetor de entrada x, o qual requer um valor alto para η.
O modelo Perceptron definido por Rosenblatt foi criticado por Minsky e Papert (1969).
Mesmo com múltiplas camadas, ou seja, com diversos Perceptrons que se interligam, não
poderia nem mesmo generalizar a noção de paridade binária, quanto mais fazer abstrações
gerais. Essa afirmação colocou em xeque o que acreditava-se ser possível com redes neu-
rais até meados de 1980. Desde então, modelos mais avançados de redes neurais surgiram.
Dentre eles: Perceptrons de Múltiplas Camadas (MLP) com algoritmo de retropropaga-
ção, Função de Base Radial (RBF) e máquina de vetores de suporte (SVM). Na seção
2.2.2 a MLP será explicada com mais detalhes.
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2.2.2 Perceptron de Múltiplas Camadas
Como visto na seção anterior, o modelo Perceptron tinha como saída um valor binário.
Entretanto, por possuir uma única camada, este modelo podia ser aplicado apenas a
problemas linearmente separáveis. Essa limitação foi resolvida com a criação e aplicação
do algoritmo de retropropagação (MCCLELLAND et al., 1986) nos MLP.
Figura 2.10: O Perceptron de Múltiplas Camadas (MLP) a evolução do Perceptron 2.8
capaz de resolver problemas não lineares e/ou com múltiplas saídas. Fonte: Elaborada
pelo autor.
Na Figura 2.10 está ilustrada uma arquitetura de rede neural na qual podem ser
identificadas a camada de entrada, as camadas ocultas e a camada de saída. Tanto
a camada de entrada quanto a camada de saída pode ser uni ou multivalorada. Essa
Figura representa o primeiro modelo de MLP capaz de resolver problemas não linearmente
separáveis.
A MLP é uma rede neural estruturada da seguinte forma:
• Cada neurônio (Perceptron) possui uma função de ativação não linear que é dife-
renciável.
• A rede contém uma ou mais camadas que são ocultas dos nós de entrada e dos nós
de saída.
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• A rede possui um alto grau de conectividade cuja extensão é determinada pelos
pesos sinápticos da rede.
As limitações do Perceptron, depois de muito tempo, foram remediadas com essa
nova estrutura, porém essas características acarretaram a dificuldade de interpretação do
comportamento da rede.
O algoritmo de retropropagação se popularizou com a publicação do livro Parallel
Distributed Processing (MCCLELLAND et al., 1986) o que também trouxe otimismo
sobre o processo de aprendizado nos MLP, pois a partir de então o processamento paralelo
foi possível. Uma camada é suficiente para aproximar qualquer função contínua e duas
camadas podem aproximar qualquer função matemática (CYBENKO, 1989).
Como mencionado acima, o algoritmo de retropropagação foi o que possibilitou a rede
neural a resolver problemas não linearmente separáveis. As duas fases deste algoritmo são
explicadas abaixo:
• Na fase de propagação, os pesos sinápticos da rede são fixados e o sinal da entrada
é propagado através da rede, camada a camada, até que alcance a saída.
• Na fase de retropropagação, um sinal de erro é produzido ao se comparar a saída da
rede neural (yˆ) com a resposta desejada (y). Este sinal é então propagado na rede,
camada a camada, mas na direção reversa. Os pesos sinápticos são ajustados tanto
na camada de saída quanto nas camadas ocultas.
A MLP ilustrada na Figura 2.11 tem uma camada de entrada, uma camada oculta e
uma camada de saída. Abaixo será apresentado como ela irá predizer yˆ, e como este será
aos poucos cada vez mais parecido com a resposta desejada y depois de alguns ajustes
de pesos sinápticos regrados pelas funções de custo de acordo com os vetores de pesos
sinápticos W (1) e W (2) que minimizam a diferença entre yˆ e y.
Assumindo que ~X ≡ {x0, ..., xm+1}, ~W ≡ {w0, ..., wm+1} e que W (1) corresponde aos
pesos sinápticos da primeira camada, tem-se que a ativação/influência da segunda camada
é dada pela equação:
z(2) = XW (1) (2.1)
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Figura 2.11: Detalhamento de uma MLP com apenas uma camada oculta. Fonte: Elabo-
rada pelo autor.
É necessário aplicar a função de ativação a cada valor de z(2), portanto, tem-se que:
a(2) = f(z(2)) (2.2)
Para finalizar a fase de propagação, é necessário propagar a(2) até o nó de saída da
rede neural. Portanto, tem-se que a ativação da camada de saída é dada por:
z(3) = a(2)W (2) (2.3)
Novamente é necessário aplicar a função de ativação a cada valor de z(3). Finalmente
tem-se que yˆ é dado por:
yˆ = f(z(3)) (2.4)
Com isso, tem-se que o valor de saída da rede. Porém faz-se necessário determinar o
quão certo ou errado a saída da rede y é similar ao valor esperado d, ou seja, determina-se
o custo.
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2.2.3 Função de custo
O algoritmo de retropropagação procura encontrar pesos w e biases b de forma que
a saída da rede neural yˆ se aproxime de todas as saídas esperadas y. Para quantificar o
quão bem este objetivo está sendo alcançado, usa-se a função de custo, também conhecida






(yi − yˆi)2 (2.5)
Neste caso, a função de custo quadrática, também conhecida como erro médio quadrá-
tico (MSE) é uma função positiva uma vez que todo termo somado é positivo. Além disso,
o custo C(w, b) se aproxima de zero quando yˆ se aproxima de y. Portanto, o algoritmo fez
um bom trabalho se pôde encontrar pesos e biases de forma que C(w, b) ≈ 0. O objetivo
do algoritmo então é minimizar o custo em função dos pesos e biases.
Quanto mais combinações tiverem que ser testadas, mais tempo computacional será
necessário para encontrar a combinação ótima de W que resulte num menor valor para a
função de custo.
Usa-se a derivada parcial para determinar a taxa de variação de cada valor de W (1)
em relação à função de custo:





(yi − f(f(XW (1))W (2))2 (2.6)























Se considerado apenas o primeiro exemplar do conjunto de treinamento, ou seja, se
consideramos apenas a primeira linha da matriz X, é possível omitir o somatório e adici-










Por conta da regra da potenciação de derivada, tem-se:
∂J
∂W (2)
= (y − yˆ) (2.10)
Resta agora derivar a função (y − yˆ) em relação a W (2).
A Figura 2.12 apresenta de maneira simplificada a rede neural com apenas um nó em
cada camada.
Figura 2.12: Cálculo do custo. Fonte: Elaborada pelo autor.
Assumindo que a(3) na Figura 2.12 representa yˆ e aplicando a da regra da cadeia a fim
determinar a influência de W (2) em relação ao custo , tem-se:
∂J
∂W (2)
= (y − yˆ)(− ∂yˆ
∂z(3)
) (2.11)
Sabendo que yˆ = f(z(3)), tem-se:
∂J
∂W (2)







representa aqui a derivada da função de ativação, portanto será repre-
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sentada por f ′(z(3)) como mostrado abaixo:
∂J
∂W (2)




Sabendo que z(3) = a(2)W (2), temos que a(2) é a taxa de variação de z(3) em relação a



























A equação z(3) = a(2)W (2) representa a ativação da segunda camada que é dada por
(a(2))T . Portanto, tem-se que o custo da terceira camada é dado por:
∂J
∂W (2)
= (a(2))T δ(3) (2.14)





















Fazendo as devidas substituições:
∂J
∂W (1)




Finalmente, usando a transposta da matriz X, tem-se a seguinte equação que repre-
senta o custo da primeira camada:
∂J
∂W (1)
= XT δ(3)(W (2))Tf ′(z(2)) (2.18)
Resumindo, tem-se que a correção ∆wij(n) aplicada ao peso da conexão sináptica do








entrada do neurônio j
yi(n)

O gradiente local δj(n) depende se o neurônio j é oculto ou de saída:
1. Se o neurônio j for de saída, δj(n) é igual ao produto da derivada φ′j(vj(n)) pelo




2. Se o neurônio j for oculto, δj(n) é igual ao produto da derivada φ′j(vj(n)) pelas somas








A escolha da função de ativação depende das características do conjunto de dados e
do tipo de predição a ser feito. Além disso, há certas características que influenciam a
velocidade e estabilidade do algoritmo de retropropagação no treinamento da rede neural.
No próximo capítulo, serão discutidas as características das funções de ativação e como
estas facilitam a computação do gradiente durante o algoritmo de retropropagação.
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2.2.4 Funções de ativação
Nesta seção será apresentado porque é conveniente usar funções do tipo sigmoid em
MLP. O cálculo de δ para cada neurônio j requer a derivada da função φ associada aquele
neurônio. O único requisito para que a derivada desta função exista, é que a função seja
contínua. Um exemplo de função contínua não linear é a sigmoid (nome proveniente de
Sigma que é a letra s do alfabeto grego por conta do formato apresentado quando esta
função é plotada). Duas formas de sigmoid são apresentadas abaixo:
1. Função logística:


















, com α > 0 (2.19)







Resolvendo a equação de acordo com a regra da potência de derivada, tem-se:
∂φ(x)
∂x
= (1 + e−αx)−2(e−αx)α (2.21)








































1+e−αx = φ(x) e fazendo as devidas substituições, tem-se:
∂φ(x)
∂x
= φ(x)(1− φ(x))α (2.25)
Essa simplificação permite que o cálculo do gradiente local para qualquer neurônio
j seja dado por:
• Para neurônios da camada de saída:
δj(n) = ej(n)φ
′(vj(n))
δj(n) = α[yj(n)− yˆj(n)]yˆj(n)[1− yˆj(n)]
(2.26)











Percebe-se que a função φ′(x) = x(1− x), em azul, tem máximo em 0.5 e mínimos
em 0 e 1.0. Considerando que o ajuste num peso sináptico é proporcional à derivada
φj(vj(n)), os pesos que têm mais influência no ajuste são aqueles que têm ativação
nos seus intervalos intermediários. De acordo com McClelland et al. (1986), é essa
característica do algoritmo de retropropagação que contribui para sua estabilidade
como algoritmo de aprendizado.
2. Função tangente hiperbólica
Outra forma de função sigmoid é a tangente hiperbólica, cuja equação mais geral é
dada por:
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φ(x) = tanh (5x)
φ′(x) = 1− tanh2(5x)
Figura 2.14: Gráfico da função tangente hiperbólica e sua derivada. Fonte: Elaborada
pelo autor.
φ(x) = a · tanh(bx) (2.28)
onde a e b são constantes positivas. Na verdade, esta função é função logística
re-escalada e tendenciosa. Sua derivada em relação a x é dada por:
φ′(x) = ab(sech2(bx)












[yj(n)− yˆ(n)][a− yˆ(n)][a+ yˆ(n)]
(2.30)














Na próxima seção será discutido, como o parâmetro taxa de aprendizado (η) influencia
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a intensidade do ajuste de pesos e consequentemente a velocidade e convergência do
treinamento de uma rede neural. Além disso, será discutido como o termo momentum
pode ser utilizado para tornar a convergência mais efetiva, isto é, aplicando um ajuste de
pesos maior ou menor de acordo com o ajuste anterior.
2.2.5 Taxa de aprendizado e o Termo de Momentum
O MLP aprende ao passo que ajusta os pesos de acordo com a função de custo. A
velocidade com que se dá o aprendizado depende de alguns fatores como valor inicial de
cada peso, escala de cada atributo de entrada, taxa de aprendizado e o termo de momen-
tum. Nesta seção será explicado como a taxa de aprendizado e o valor do momentum
afetam a velocidade do aprendizado da rede e o que deve ser considerado para determinar
seus valores.
O algoritmo de retropropagação procura encontrar os valores dos pesos sinápticos
que minimizam a função de custo. Para isso, usa-se o gradiente descendente que como foi
explicado em seções anteriores, é dado pela derivada do custo em relação aos pesos. Segue
uma forma lúdica de como o algoritmo faz isso: Imagine que você está numa montanha
com muita névoa e que seu objetivo é descer antes do pôr do sol. Você decide olhar em
volta e ir para o ponto mais baixo ao seu redor, porém há tanta névoa que você não
enxerga. Por sorte, você tem um aparelho que mensura a inclinação. Você aponta o
aparelho para o chão num ponto próximo a você e compara com as medições a sua volta.
Você anda para o ponto mais baixo. Se você repetir esse processo, eventualmente poderá
chegar na base da montanha. Mas tem um problema, a medição com o aparelho leva um
tempo. Então seu objetivo é usar menos o aparelho para que alcance a base da montanha
antes do pôr do sol.
De acordo com a analogia acima:
• Você representa o algoritmo.
• A montanha representa a função de custo.
• A base da montanha representa o mínimo global.
• A inclinação medida pelo aparelho representa a inclinação da superfície de erro
naquele ponto.
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• O aparelho usado para medir a inclinação é a derivada da função de erro quadrado
naquele ponto.
• A direção escolhida para descer está alinhada com o gradiente da superfície de erro
naquele ponto.
• O tempo que leva para descer até o ponto mais baixo local é a taxa de aprendizado.
Quanto menor o valor da taxa de aprendizado, mais suave é a trajetória na superfície
de erro. Por outro lado, um valor alto para a taxa de aprendizado, por mais que acelere
o aprendizado, pode resultar em uma trajetória que oscila e que demore para convergir
até encontrar o mínimo.
Durante o algoritmo de retropropagação, se um mínimo local é encontrado, o erro
para o conjunto de treinamento para de diminuir e estaciona em um valor maior que
o aceitável. Uma maneira de aumentar a taxa de aprendizado sem levar à oscilação é
modificar a regra delta generalizada para incluir o termo momentum, uma constante que
determina o efeito das mudanças passadas dos pesos na direção atual do movimento no
espaço de pesos conforme segue:
∆wij(n) = α∆wij(n− 1) + ηδj(n)yi(n) (2.32)
(a) Sem momentum. (b) Com momentum.
Figura 2.15: O termo momentum minimiza as chances do algoritmo parar em um mínimo
local. Ele tende a acelerar o aprendizado uma vez que o mínimo é encontrado mais
rapidamente. Fonte: Elaborada pelo autor.
Desta forma, o termo momentum leva em consideração o efeito de mudanças anteriores
de pesos na direção do movimento atual no espaço de pesos. O termo momentum torna-se
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útil em espaços de erro que contenham longas gargantas, com curvas acentuadas ou vales
com descidas suaves.
Sabe-se que δj(n)yi(n) é dado por −∂e(n)∂wij(n) . Quando esta derivada em particular tem
o mesmo sinal em várias iterações sucessivas, o ajuste de ∆wij(n) cresce. Portanto, a
inclusão do momentum tende a acelerar o aprendizado conforme representado na Figura
2.15.
Quando a derivada δe(n)
δwij(n)
tem o sinal oposto em iterações sucessivas, o ajuste diminui.
Portanto a inclusão do momentum tende a estabilizar o efeito de oscilação durante o
aprendizado.
Conclui-se então que o algoritmo de retropropagação, por meio de ajustes aos pesos,
é acelerado de acordo com a taxa de aprendizado e do termo momentum, fazendo com
que a saída do MLP se aproxime cada vez mais da saída esperada/real. Na próxima
seção será descrita como uma técnica chamada validação cruzada pode ajudar a avaliar a
capacidade de generalização de um modelo, a partir de um conjunto de dados. Esta técnica
é amplamente empregada em problemas onde o objetivo da modelagem é a predição.
Busca-se então estimar o quão preciso é este modelo na prática, ou seja, o seu desempenho
para um novo conjunto de dados.
2.2.6 Validação Cruzada
Em essência o algoritmo de retropropagação codifica um mapeamento entrada-saída
em uma rede neural MLP. Espera-se que a rede seja tão bem treinada com os dados
passados, que consiga generalizar o futuro. Nessa perspectiva, o processo de aprendizado
envolve encontrar o conjunto de parâmetros ou estrutura de acordo com um certo critério.
Uma ferramenta/técnica estatística conhecida como validação cruzada (STONE, 1974)
permite testar o modelo com um conjunto de dados diferente do qual foi usado para
parametrizar a rede neural.
Para isso, ordena-se o conjunto de dados de forma aleatória que é então dividido
em amostra de treinamento e conjunto de teste. A amostra de treinamento é então
particionada em dois conjuntos disjuntos:
• Um subconjunto de estimação usado para parametrizar o modelo.
• Um subconjunto de validação usado para testar/validar o modelo.
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Figura 2.16: Ilustração de multi pastas no método de validação cruzada. Fonte: Elaborada
pelo autor.
Testar o modelo com o subconjunto de teste previne que o modelo seja incapaz de
generalizar. O problema então é como determinar o parâmetro r que determine a divisão
da amostra de treinamento entre o subconjunto de estimação e o subconjunto de validação.
Em um estudo (KEARNS, 1996) foi identificado que o valor 0.1 funciona de maneira
quase ótima para uma grande variedade de cenários. Ou seja, 90% do conjunto de dados
é destinado ao subconjunto de estimação e o restante 10% é destinado ao subconjunto
de validação. Há diversos fatores que influenciam a proporção escolhida entre conjunto
de treinamento e validação. Leva-se em conta o tipo (numérico, textual, binário etc) e
tamanho de conjunto de dados. Conforme representado na Figura 2.16, para cada rodada,
um subconjunto dos dados (destacados azul escuro) é chamado de pasta de validação
e serve para validar o modelo treinado o restante dos dados que pertencem às pastas
de treinamento. Em geral, aconselha-se utilizar validação cruzada para conjuntos de
dados pequenos, pois embora o uso de validação cruzada resulte em mais tempo gasto no
treinamento, obtêm-se ao final do treinamento diversas acurácias (uma para cada pasta)
que facilitam o diagnóstico da efetividade de uma determinada rede neural aplicada sobre
todo o conjunto de dados. Para conjunto de dados grande, a técnica de validação cruzada
resulta em um custo computacional alto que pode não ser praticável.
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2.2.7 Métricas de performance
Um conceito crítico antes de explicar a métricas de regressão é como o processo fun-
ciona. Conforme mencionado na seção anterior, três conjuntos de dados são usados. São
eles: conjunto de treinamento, conjunto de validação e conjunto de teste.
• Conjunto de treinamento: Cria-se o modelo usando este conjunto de dados. O
modelo aprende a partir dos exemplares contidos neste conjunto.
• Conjunto de validação: Há diversas maneiras de criar o conjunto de dados de va-
lidação. Uma maneira simples é remover uma porção dos dados de treinamento
e fazer desse o conjunto de validação. Quando se treina o modelo, o conjunto de
validação não é usado para o aprendizado. Mas para ajustar os hiperparâmetros
com o modelo de validação uma vez que a resposta correta é conhecida;
• Conjunto de teste: O conjunto de teste não faz parte de nenhuma fase do treina-
mento e melhoria do modelo. Este conjunto de dados é usado para indicar o quão
bem o modelo opera.
O objetivo final de um modelo de regressão é que ele seja capaz de aproximar o
máximo possível da resposta esperada. Por exemplo, considere que dois modelos RNA
foram treinados para predizer o salário de uma pessoa dada uma ou mais informações.
Para simplificar o exemplo, digamos que apenas a escolaridade tenha sido usada como
atributo de entrada. Os dados e resultados são representados na Tabela 2.2. Uma possível
maneira de analisar a performance dos modelos é calcular a diferença entre a soma das
respostas (salário) e a soma das predições para os dois modelos, portanto, Total esperado−
Total Modelo I = 18600 − 18200 = 400 e Total esperado − Total Modelo 2 = 18600 −
19000 = −400. Conforme nota-se, ambos modelos apresentam diferença de 400. Mas o que
isso significa? Diferença negativa é melhor ou pior que diferença positiva? Aparentemente
o modelo-I teve melhor performance porque acertou 2 casos de 3, mas o valor diferença
absoluta não indica isso.
O erro absoluto médio (MAE) 2.33 indica média das diferenças absolutas entre os
valores esperados e os valores preditos conforme equação 2.33, onde e = y − yˆ sendo que
y é o valor esperado, yˆ é o valor predito e n é o total de exemplares. Portanto, para
o modelo-I MAE ≈ 133.3 enquanto para o modelo-II MAE ≈ 266.6. MAE pode ser
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Tabela 2.2: Exemplo de predição de salário para dois modelos distintos dado nível de
escolaridade como atributo de entrada.
Escolaridade Salário esperado Salário Modelo I Salário Modelo II
2 1600 1600 1400
3 7000 7000 7200
4 10000 9600 10400
TOTAL 18600 18200 19000
Fonte: Elaborada pelo autor.
interpretado como o desvio padrão da variância inexplicada e tem a propriedade útil de







Avaliar um modelo usando MAE é mais subjetivo do que objetivo. MAE ≈ 133.3
parece muito bom caso salário ∈ [100, 100.000], mas caso salário ∈ [100, 1000], então isso
significa que o modelo-I está com baixa performance.
O erro quadrático médio (MSE) indica média do quadrado das diferenças entre os
valores esperados e os valores preditos conforme a equação 2.34. Essa função é usada não
somente como métrica de performance para um modelo já treinado, mas também como
função de custo do modelo como parte de gradiente descendente conforme explicado na
seção 2.2.3. Portanto, para o modelo-I MSE ≈ 53333.3 enquanto para o modelo-II
MSE = 80000. Caso deseje-se encontrar o erro nas mesmas unidades do atributo, basta
calcular RMSE =
√
MSE. Portanto, para o modelo-I
√










O coeficiente de determinação (R2) indica o quão bem variáveis independentes “ex-
plicam” a variância no modelo conforme a equação 2.35. Portanto, para o modelo-I










É possível notar por meio da Figura 2.17 que áreas dos quadrados azuis representam
o quadrado residual com relação à regressão linear. Já as áreas dos quadrados vermelhos
representam o quadrado residual com respeito ao valor médio. R2 ∈ [0, 1] e quanto mais
fraca a variância entre o modelo e o modelo linear, mais forte é R2. Porém há cenários
onde R2 < 0 indicando que o modelo não fez predições próximas do esperado.
Figura 2.17: O coeficiente de determinação R2 no contexto de um modelo de regressão
linear, em que a resposta predita é x e a resposta esperada é y, dá a porcentagem de
variabilidade dos y’s que fica “explicada” em função da variabilidade dos x’s. Fonte:
Wikipédia (2019).
Nesta seção foram explicadas as métricas usadas para analisar a acurácia de um modelo
de regressão numérica como é o caso da RNA. Essas métricas, principalmente MSE e
R2, serão usadas no capítulo 3 para averiguar a performance da RNA do que se refere a
predição da transmissão de vale para os conjuntos de treinamento, validação e teste.
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Capítulo 3
Design de Rede Neural para Predição
de Transporte de Vale
Na seção 2.2 foram explicados os principais conceitos relacionados à RNA e como
estes afetam o treinamento. As redes neurais podem ser treinadas para diversas tarefas
específicas. O objetivo deste trabalho é modelar uma RNA que seja capaz de aprender a
relação entre as configurações físicas de uma nanofita de grafeno, a energia imposta sobre
ela e a transmissão de vale. Dessa forma, espera-se que a RNA seja capaz de determinar a
transmissão de vale para configurações de nanofitas de grafeno não conhecidas pela RNA.
Além disso, espera-se que a RNA seja capaz de generalizar o bastante a ponto de predizer
a transmissão de vale para sistemas com milhões de átomos cujos cálculos teóricos são
difíceis.
Este objetivo pode ser modelado como um problema supervisionado de regressão nu-
mérica, mais especificamente uma aproximação de função (CYBENKO, 1989; HORNIK;
STINCHCOMBE; WHITE, 1989) cujas entradas são as configurações da nanofita de gra-
feno e energia e cuja saída seja a transmissão de vale. Considerando as entradas como
um vetor x e a saída como yˆ, tem-se:
yˆ = f(x)
Para um conjunto de dados de treinamento T contendo os valores conhecidos de trans-
missão de dados e as configurações da nanofita de grafeno, tem-se:




Finalmente espera-se que a função F (x) seja dada pela RNA e que descreva o mapeamento
entrada-saída próximo o bastante de f(x) no que diz respeito ao espaço euclidiano sobre
todas as entradas, tem-se:
||F (x)− f(x)|| <  para todo x
onde  é um número positivo pequeno uma vez que T é grande o bastante e que a rede é
configurada com adequados . A habilidade de uma rede neural de aproximar um mapea-
mento desconhecido entrada-saída pode ser analisado de duas formas:
• Identificação de sistema: Usando o conjunto de treinamento da equação 3.1 e dado
que yi é o vetor de saída para o vetor de entradas xi, treina-se uma rede neural que
minimiza o erro () dada a diferença dos quadrados entre yˆi e yi e ajusta os seus
parâmetros livres (pesos e biases) de acordo com o  encontrado na computação de
todo o conjunto de treinamento T .
• Modelagem inversa: Quando deseja-se construir um modelo inverso que produz o
vetor x em resposta a um vetor yˆ. O sistema inverso pode ser descrito por:
x = f−1(yˆ)
onde f−1(.) denota o inverso da função f(.). Em muitas situações f−1(x) não é uma
função facilmente calculável e por isso o uso de RNA se faz necessário, pois com
ela espera-se encontrar uma aproximação de f−1(.). Neste caso, o vetor de entrada
é yˆi e o vetor xi é tratado como resposta esperada. Da mesma maneira que em
Identificação de sistema, o  é o erro usado para ajustar os parâmetros livres da
RNA a qual tenta minimizar a diferenças dos quadrados entre as saídas do sistema
inverso desconhecido e a RNA. Tipicamente Modelagem Inversa é uma tarefa de
aprendizado mais difícil que Identificação de sistema uma vez possivelmente não
haja apenas uma única solução.
As seguintes seções elucidarão os passos necessários para modelar a RNA. De forma
sucinta, os dados foram pré-processados, ordenados de forma aleatória e divididos em
conjuntos disjuntos de treinamento e teste. A porcentagem de observações por conjunto
foi de 80% e 20% para os conjuntos de treinamento e teste respectivamente. O conjunto
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de treinamento foi então dividido em duas partes sendo que 80% foi usado para treinar a
RNA e os outros 20% usados para validar o desempenho da RNA após um determinado
número de épocas. O conjunto de validação foi usado para determinar quando interromper
o processo de aprendizado, de modo que o modelo resultante apresentasse baixo erro para
o conjunto de validação, mas ainda sim exibisse boas métricas de generalização. Os dados
de teste permitem a avaliação das capacidades de predição do modelo de RNA.
A RNA foi avaliada usando como métricas de desempenho MSE descrita pela equação
2.34, MAE descrito pela equação 2.33, e R2 descrito pela equação 2.35, sobre os conjuntos
de dados de treinamento e teste. Além disso, fez-se necessária a análise de dois gráficos:
resultados obtidos X esperados; transmissão de vale (esperado e obtido) por intervalo de
energia em diferentes configurações físicas de nanofita de grafeno.
3.1 Conjunto de dados e pré-processamento
Nesta seção são brevemente descritas as variáveis do conjunto de dados e como estas
foram ajustadas, através de normalização e análise de correlação, conforme os requisitos
de modelagem de RNA.
Tabela 3.1: Descrição das propriedades envolvidas no experimento.
Propriedade Descrição
Nx Quantidade de átomos no eixo X
Ny Quantidade de átomos no eixo Y
NG Quantidade de deformações gaussianas ao longo do eixo X
d Distância entre os centros de deformações gaussianas
b Largura das deformações gaussianas
α Relação entre a altura e a largura das gaussianas (α = (A/b)2)
Energia Energia dos elétrons incidentes
Condutância Condutância elétrica
Transmissão Probabilidade de transmissão por vale
Fonte: Elaborada pelo autor.
Os dados foram obtidos a partir de cálculos de transporte eletrônico em nanofitas de
grafeno com um número definido de deformações gaussianas. Eles foram estruturados em
arquivos com extensões .txt e .dat. Estes arquivos foram então processados para gerar
um único conjunto de dados que foi usado para treinar a rede neural artificial. Cada
arquivo .txt contém diversos parâmetros que descrevem as diferentes configurações físicas
de nanofita de grafeno. Por exemplo, o arquivo com os seguintes pares de chave-valor
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foram analisados e a chave Ny (número de átomos na direção vertical) com valor 70
resultou numa coluna cujos valores são iguais a 70. Isso também foi feito para as chaves
Nx (número de átomos na direção vertical) com valor 2001 e NG (número de deformações
gaussianas na direção horizontal) com valor 50.
Tabela 3.2: Conjunto chave-valor de configuração pré e pós processamento.









Fonte: Elaborada pelo autor.
De forma similar, isso foi feito com a chave b (desvio padrão das bases das deformações
gaussianas) com o valor 6ac, mas um cálculo adicional foi feito devido à dependência no
valor de ac que é uma constante de distância entre os átomos de carbono com valor
0.142nm. Neste caso, a chave b resultou numa coluna cujos valores são iguais a 0.852.
A chave d (distância entre cada deformação gaussiana) com o valor 20
√
3ac resultou em
uma coluna cujos valores são iguais a 20
√
30.142nm = 4.919. A chave alpha (parâmetro
de pressão da gaussiana) com o valor 22.2% resultou numa coluna com valores iguais a
0.222.
Os intervalos dos atributos do conjunto de dados usado para o treinamento da RNA
estão descritos na Tabela 3.3.
Tabela 3.3: Análise estatística dos dados.
Propriedade Intervalo Quantidade de valores únicos
Energia [0, 0.5] 500
Nx [40, 3601] 26
Ny [20, 150] 4
NG [0, 60] 19
b [0, 4.544] 6
d [0, 22.13] 5
α [0, 0.4] 45
Transmissão [0.491, 1] 496
Fonte: Elaborada pelo autor.
O conjunto de dados usado para o teste da RNA está descrito na Tabela 3.3.
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Para evitar enviesamento no treinamento do modelo, tanto o conjunto de dados de
treinamento quanto o conjunto de dados de teste devem possuir as mesmas características
estatísticas. Em outras palavras, deseja-se que o mínimo, máximo, média e desvio-padrão
dos atributos dos conjuntos de treino sejam similares aos do conjunto de teste (HE; GAR-
CIA, 2008). A descrição estatística dos atributos desses conjuntos será dada na próxima
seção que vai contemplar com mais detalhes a normalização das entradas da RNA.
3.1.1 Normalização das entradas da rede neural
Cada variável de entrada deve ser pré-processada, de forma que sua média, ponderada
sobre todo o conjunto de dados, seja próxima de zero ou que seja pequena se compa-
rada a seu desvio padrão (LECUN, 1993). Isso garante que os pesos na(s) camada(s)
oculta(s) evitem a oscilação de direção na superfície de erro, acelerando assim o processo
de aprendizado.











Figura 3.1: Boxplot dos atributos de entrada do conjunto de dados de treinamento. Fonte:
Elaborada pelo autor.
Os dados representados nas figuras 3.1 e 3.2 são resultado da normalização Score Z
(z = (x−µ)√
µ2
). Para cada atributo (variável), os círculos pretos representam os outliers, a
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haste inferior e superior indicam o mínimo e máximo, respectivamente, desconsiderando
os outliers, o retângulo (quando visível) possui três linhas sendo que a inferior representa
o primeiro quartil, a do meio representa a mediana e a superior representa o terceiro
quartil. A média de cada atributo é bem próxima de zero, enquanto seus desvios-padrões
são exatamente iguais a 1.











Figura 3.2: Boxplot dos atributos de entrada do conjunto de dados de teste. Fonte:
Elaborada pelo autor.
É importante elucidar que tanto o processamento, citado na seção 3.1, quanto a nor-
malização precisam ser feitos antes de qualquer predição por RNA. Ou seja, para que o
modelo treinado consiga predizer a transmissão de vale, é necessário que as variáveis de en-
trada sejam escaladas utilizando o mesmo tipo de normalização usado no pré-treinamento.
A seguir serão apresentadas algumas técnicas que facilitam a fase de treinamento tor-
nando o processo de aprendizado mais rápido. As estratégias usadas nesta sessão buscam
não somente minimizar a função de custo, mas melhorar a capacidade da rede neural de
generalizar, isto é, de predizer valores para padrões não previamente apresentados à RNA.
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3.2 Heurísticas para uma melhor performance do algo-
ritmo de retropropagação
Há alguns métodos que ajudam uma RNA a ter melhor performance. Abaixo serão
explicados os métodos e fatores que influenciaram no experimento de treinar uma RNA
capaz de predizer o transporte de vale em nanofitas de grafeno deformada por gaussianas.
3.2.1 Atualização em batch versus atualização estocástica
No modo estocástico, um exemplar é apresentado por vez à RNA e isso implica que
os pesos da RNA são atualizados de acordo com cada exemplar do conjunto de treina-
mento. Já a atualização em batch implica que um conjunto de exemplares será usado
na atualização dos pesos durante o algoritmo de retropropagação. O modo estocástico é
computacionalmente mais rápido que o modo em batch principalmente quando o conjunto
de treinamento é grande e redundante, ou seja, que possui exemplares repetidos. Há ainda
uma terceira maneira que combina as vantagens dos dois métodos, isto é, uma mistura dos
dois modos: estocástico e batch. O conjunto é dividido em múltiplos grupos. Cada grupo
tem um determinado número de exemplares do conjunto de treinamento. Cada grupo
“passa” por toda as camadas da RNA que por sua vez calcula o erro de cada exemplar
dentro do batch e usa a média do grupo inteiro para atualizar os pesos da RNA. Neste
trabalho, optou-se por este método porque é mais computacionalmente eficiente.
3.2.2 Conjunto de treinamento com máxima informação
Como regra geral, todo exemplar de treinamento apresentado ao algoritmo de retro-
propagação deve ser escolhido com base na quantidade máxima de informação possível
para o treinamento em questão (LECUN, 1993). Há duas maneiras de fazer isso:
• Usar um exemplar que resulte no maior erro de treinamento.
• Usar um exemplar que seja radicalmente diferente de todos os outros previamente
apresentados ao algoritmo.
Essas duas heurísticas são motivadas pelo desejo de se ter uma maior busca no espaço
de pesos. Um método simples e comumente usado é ordenar de forma aleatória o con-
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junto de treinamento de forma a minimizar as chances de que exemplares similares sejam
apresentados ao algoritmo.
3.2.3 Função de ativação
No que diz respeito à velocidade de aprendizado, é preferível usar uma função de
ativação do tipo sigmoid e que seja ímpar ao seu parâmetro, ou seja φ(−x) = −φ(x).
A função tangente hiperbólica, com as constantes a = 1.7159 e b = 2
3
(LECUN, 1993)
satisfaz essa característica pois φ(1) = 1 e φ(−1) = −1. Além disso, conforme mostrado






3.2.4 Atributos a serem preditos
Os atributos a serem preditos, ou seja, a(s) saída(s) da rede neural, precisam evitar
os limites da função de ativação escolhida. Caso contrário, os pesos tendem ao infinito,
diminuindo assim o processo de aprendizado ao colocar os neurônios das camadas ocultas
em saturação. Como alternativa a usar a função de ativação com valores específicos
citados acima para as constantes a e b da função de ativação, é sugerido pré-processar os
dados de forma que evitem o limites, ou seja, a(s) resposta(s) desejada(s) da rede neural
pode(m) estar compreendida(s) no intervalo [− 0.9, 0.9].
Além disso, as variáveis de entrada, se possível, não devem estar correlacionadas con-
forme mostrado na Figura 3.3. É possível observar que os pares de variáveis Nx e NG,
Ny e d assim como b e d, têm alta correlação. Sabendo disso, é possível escolher uma
variável de cada para ser mantida, enquanto a outra variável pode ser descartada por não
adicionar muito mais informação (conforme heurística de LeCun (1993)). No entanto,
optou-se por manter estas variáveis uma vez que a presença delas nas variáveis de entrada
não influencia negativamente a performance do modelo treinado. Manter todas variáveis
aumenta o tempo de treinamento, mas como será mostrado no capítulo 4, isso flexibiliza
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Figura 3.3: Correlação de Pearson dos atributos par a par com correlação ∈ [−1, 1]. Cor-
relação positiva perfeita entre duas variáveis, ou seja, correlação = 1, indicando que
se uma variável aumenta, a outra também aumenta. De forma análoga, tem-se que
correlação = −1 indica correlação negativa perfeita, ou seja, quando uma variável au-
menta, a outra diminui, e vice-versa. Quando correlação = 0, significa que as variáveis
não dependem linearmente uma da outra, no entanto pode existir uma relação não linear.
Fonte: Elaborada pelo autor.
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o entendimento da relação de cada uma destas variáveis com a transmissão de vale.
3.3 Arquitetura da rede neural
Neste capítulo, os conceitos relacionados a RNA serão brevemente revisados e imple-
mentados. Principalmente no que se refere à arquitetura, regra de aprendizado e como
uma RNA pode ser usada para predição de transmissão de vale. As RNA são ferramen-
tas de modelagem computacional aceitas em muitas disciplinas para modelar problemas
complexos do mundo real (HAYKIN, 2010). A arquitetura em camadas da RNA (en-
trada, oculta e saída) é composta por elementos de processamento simples adaptáveis
densamente interconectados chamados neurônios artificiais. A rede neural também é cha-
mada de profunda (DNN) quando tem mais de duas / três camadas ocultas. (BASHEER;
HAJMEER, 2000). Os neurônios são conectados por pesos sinápticos, durante o pro-
cesso de treinamento, os pesos são ajustados de forma incremental e, assim, a rede pode
aprender eficientemente a executar uma tarefa específica. Existem três paradigmas de
aprendizagem principais: supervisionados, não supervisionados e híbridos. Na aprendi-
zagem supervisionada, a rede recebe uma resposta correta (saída) para cada padrão de
entrada do conjunto de dados de treinamento. Em contrapartida, o aprendizado não
supervisionado não requer uma resposta correta associada a cada padrão de entrada no
conjunto de dados de treinamento. O aprendizado híbrido combina os dois paradigmas
de aprendizado e parte dos pesos são geralmente determinados por meio de aprendizado
supervisionado, enquanto o outro é obtido por meio de aprendizado não supervisionado.
Na aprendizagem supervisionada, a regra de Aprendizagem de Correção de Erros
(ECL) é empregada para reduzir gradualmente o erro geral da rede, isto significa que
a diferença aritmética (erro) entre a solução ANN em cada estágio (ciclo) durante o trei-
namento e a resposta correspondente é usada para modificar os pesos sinápticos. O treina-
mento de RNA ocorre a partir de padrões de entrada do conjunto de dados de treinamento
em um processo interativo: (i) Uma amostra desse conjunto de dados de treinamento é
escolhida e introduzida aleatoriamente na camada de entrada. (ii) A amostra é propagada
para a camada de saída em uma combinação linear de vetores de dados e peso. (iii) A
diferença entre a saída da rede neural e o conjunto de dados é usada para ajustar o vetor
de peso. A retropropagação é responsável por propagar o erro que pode ser considerado
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como a função de perda a ser minimizada. Os valores de pesos são então atualizados de
acordo com o gradiente descendente, de forma que o erro total seja reduzido e um modelo
melhor seja obtido. Essas etapas são repetidas até que a rede atinja um erro mínimo
ou um número finito de iterações. Para avaliar o desempenho de um modelo treinado,
é comum usar o coeficiente de determinação, R2, representando a concordância entre os
resultados previstos e os desejados. Outros métodos mais envolvidos para monitorar o
treinamento e a generalização da rede são baseados na teoria da informação (SWINGLER,
1996).
Uma vantagem de usar DNN para modelar a transmissão de vale é sua capacidade de
incorporar todos os parâmetros operacionais em um modelo. Sabendo a menor distância
interatômica do grafeno é dada pela constante ac = 0.142nm, assumimos que a transmis-
são de vale pode ser expressa como uma função desconhecida TK′ = f(E,Nx, Ny, NG, b, d, α)




(Nx−1)ac), do número de átomos
na direção do eixo y (W0 = (
3Ny
2
− 1)ac) e das variáveis definidas anteriormente E, NG,
b, d, e α; desta forma, as camadas de entrada e saída são definidas a partir do conheci-
mento prévio do problema (veja Figura 3.4). Por outro lado, determinar o número ideal
de camadas ocultas é uma das tarefas mais críticas; várias regras estão disponíveis na
literatura, incluindo aquelas que relacionam o tamanho da camada oculta ao número de
neurônios nas camadas de entrada e saída (BOGER; GUTERMAN, 1997). No entanto, a
alta não linearidade do problema nos obriga a variar o número de camadas ocultas e seus
neurônios usando MAE de treinamento como um critério de decisão.
A quantidade de nós na camada de entrada e saída da RNA foram definidos de acordo
com o número de fatores/atributos de entrada e o número de variáveis a serem previstas.
A camada de entrada tem sete nós que representam as seis chaves/variáveis supracita-
das. Uma busca empírica foi realizada para determinar o número ideal de neurônios nas
camadas ocultas, a taxa de aprendizado, o algoritmo de aprendizado, a função de ativa-
ção nas camadas ocultas e camada de saída e momentum de acordo com os critérios de
desempenho.
A estrutura final do modelo da RNA, conforme representada na Figura 3.4, possui
175 neurônios em cada umas das 7 camadas ocultas. A função de ativação das camadas
ocultas e da camada de saída do modelo é a função tangente hiperbólica. O processo de
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Figura 3.4: Arquitetura de RNA profunda feedforward altamente conectada usada para
predição de transmissão de vale. A rede neural possui: uma camada de entrada com
sete neurônios; sete camadas ocultas com cento e setenta e cinco neurônios cada, e uma
camada de saída com apenas um neurônio. Os neurônios têm tangente hiperbólica como
função de ativação exceto pelo último neurônio que tem função de ativação linear. Fonte:
Elaborada pelo autor.
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Figura 3.5: Função de erro por época de treinamento. Fonte: Elaborada pelo autor.
estocástico descendente), com pesos atualizados a cada batch de 32 exemplares do conjunto
de treinamento. O modelo de RNA obteve um bom desempenho nos dados de teste com
coeficiente de determinação R2 ≈ 0.964, MAE ≈ 0.015 e MSE ≈ 0.0012. A RNA
desempenhou satisfatoriamente para todo o conjunto de dados. Deve-se perceber que este
modelo de RNA não considera outros fatores que possam afetar os valores de transmissão
de vale como temperatura, pressão, umidade etc. O conjunto de dados que suporta o
modelo de RNA é limitado às condições investigadas neste experimento. Devido à sua
natureza orientada por dados, o modelo de RNA pode ser melhorado progressivamente,
treinando-o com mais dados observados.
Tabela 3.4: Análise de R2 e RMSE por conjunto de parâmetros da MLP; η: Taxa de
aprendizado; N: Neurônios na camada oculta; T: Transmissão; val: validação; tre: treino;
tes: teste.
η N R2 [tre] RMSE T. [tre] R2 [val] RMSE T. [val] R2 [tes] RMSE T. [tes]
0.01 50 0.852 0.274 0.847 0.280 0.848 0.279
0.01 10 0.854 0.273 0.845 0.283 0.844 0.282
0.01 {(10, 10, 10)} 0.859 0.267 0.859 0.269 0.859 0.268
0.10 10 0.859 0.267 0.856 0.272 0.861 0.266
0.10 50 0.861 0.266 0.853 0.275 0.853 0.274
0.01 {(10, 10)} 0.865 0.262 0.859 0.269 0.859 0.268
0.01 {(50, 50)} 0.868 0.259 0.860 0.268 0.861 0.266
0.01 {(50, 50, 50)} 0.875 0.252 0.864 0.264 0.865 0.262
0.10 {(50, 50)} 0.875 0.252 0.864 0.264 0.866 0.261
0.10 {(10, 10, 10)} 0.878 0.249 0.865 0.264 0.866 0.262
0.10 {(10, 10)} 0.880 0.247 0.861 0.268 0.871 0.256
0.10 {(50, 50, 50)} 0.894 0.232 0.876 0.253 0.873 0.255
Fonte: Elaborada pelo autor.
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3.4 Modelagem de RNA e parametrização
A seguinte etapa se refere à configuração e à otimização da arquitetura de RNA. De
um modo geral, uma camada oculta é suficiente para a maioria dos problemas práticos de
regressão, ou seja, uma RNA com uma/duas camadas(s) consegue aproximar uma função.
Porém, por meio de análises gráficas e considerando o objetivo do trabalho, usou-se uma
arquitetura com mais camadas ocultas, conforme descrito na Tabela 3.5 de modo que a
RNA tivesse sensibilidade à transmissão de vale. Entretanto, notou-se pela análise dos
gráficos que a curva encontrada pela MLP era no melhor dos casos uma aproximação da
transmissão de vale esperada.
Tabela 3.5: Parâmetros do modelo MLP usado para predição da transmissão de vale.
Especificação Valor
Rede Neural Perceptron de múltiplas camadas
Função de ativação camada oculta tangente hiperbólica
Função de ativação camada saída tangente hiperbólica
Taxa de aprendizado 0.001
Momentum 0.90
Número de camadas ocultas 4.00
Número de nós na camada oculta (150,150,150,150)
Número de nós na camada de entrada 6.00
Número de nós na camada de saída 1.00
Algoritmo gradiente estocástico descendente
Fonte: Elaborada pelo autor.
Conforme observado nas Figuras 3.6, 3.7, 3.8 e 3.9, a transmissão de vale predita pela
última RNA descrita em 3.5 não acompanha os picos da transmissão esperada para quatro
cenários aleatórios diferentes de designs de configuração de grafeno.
Os mesmos cenários foram testados com uma RNA com 7 camadas ocultas de 175
neurônios cada e utilizando o otimizador RMSProp (TIELEMAN; HINTON, 2012) que
basicamente faz uma adaptação online da taxa de aprendizado considerando a média
móvel das magnitudes dos gradientes recentemente aplicados conforme representado pela
equação 3.2:
MS(w,t) = momentum ·MS(w,t−1) + 0.1(−∂e(n)
∂wij(n)
)2 (3.2)
Conforme observado nas Figuras 3.10, 3.11 e 3.12, a transmissão de vale predita pela
última RNA descrita em 3.5 acompanha os picos da transmissão esperada para os mesmos
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Figura 3.6: Comparativo da transmissão predita X transmissão esperada-SGD-R2 ≈ 0.85-
MSE ≈ 0.0048-MAE ≈ 0.0379-Cenário 1. Fonte: Elaborada pelo autor.
Figura 3.7: Comparativo da transmissão predita X transmissão esperada-SGD-R2 ≈ 0.85-
MSE ≈ 0.0048-MAE ≈ 0.0379-Cenário 2. Fonte: Elaborada pelo autor.
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Figura 3.8: Comparativo da transmissão predita X transmissão esperada-SGD-R2 ≈ 0.85-
MSE ≈ 0.0048-MAE ≈ 0.0379-Cenário 3. Fonte: Elaborada pelo autor.
Figura 3.9: Comparativo da transmissão predita X transmissão esperada-SGD-R2 ≈ 0.85-
MSE ≈ 0.0048-MAE ≈ 0.0379-Cenário 4. Fonte: Elaborada pelo autor.
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quatro cenários aleatórios diferentes designs de configuração de grafeno.
Figura 3.10: Comparativo da transmissão predita X transmissão esperada-RMSProp-R2
≈ 0.96-MSE ≈ 0.015-MAE ≈ 0.0012-Cenário 1. Fonte: Elaborada pelo autor.
Conforme apresentado na Figura 3.13, a RNA não identificou bem os picos de transmis-
são de vale. Entendemos que isso ocorre porque o conjunto de dados de treinamento não
tinha muitos exemplares correspondentes a esta configuração em específico. Como RNA
é um modelo de generalização baseado em dados, quanto mais exemplares que agreguem
mais informação foram adicionados ao conjunto de treinamento, melhor performance a
RNA terá.
A Figura 3.14 é um histograma de contagem de erros (esperado X predito) por inter-
valo/faixa. Percebe-se que para o conjunto de teste (não conhecido pela rede), pouquís-
simos erros maiores que |0.15| foram encontrados.
A Figura 3.15 tem no eixo X os valores de transmissão esperadas e no eixo Y os valores
de transmissão preditos. Caso a RNA tivesse R2 de 1.0 e MAE de 0.0, uma linha diagonal
representada pela equação x = y seria apresentada. Os pontos acima ou abaixo desta
linha representam os valores de transmissão erroneamente preditos pela RNA.
Conforme apresentado na seção 2.2, a validação é uma técnica muito útil para mensurar
a acurácia de modelos de predição, pois valida a performance para todo o conjunto de
dados. A Tabela 3.6 apresenta as métricas de performance para o conjunto de validação
de cada uma das 10 rodadas. A técnica de binning Bernard, Wilkinson e Kanellopoulos
(1997) foi usada para agrupar exemplares de acordo com o intervalo da transmissão de
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Figura 3.11: Comparativo da transmissão predita X transmissão esperada-RMSProp-R2
≈ 0.96-MSE ≈ 0.015-MAE ≈ 0.0012-Cenário 2. Fonte: Elaborada pelo autor.
Figura 3.12: Comparativo da transmissão predita X transmissão esperada-RMSProp-R2
≈ 0.96-MSE ≈ 0.015-MAE ≈ 0.0012-Cenário 3. Fonte: Elaborada pelo autor.
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Figura 3.13: Comparativo da transmissão predita X transmissão esperada-RMSProp-R2
≈ 0.96-MSE ≈ 0.015-MAE ≈ 0.0012-Cenário 4. Fonte: Elaborada pelo autor.
Figura 3.14: Histograma de contagem de erros (esperado X predito) por intervalo/faixa-
Conjunto de teste. Fonte: Elaborada pelo autor.
51
Figura 3.15: Comparativo da transmissão predita X transmissão esperada-Conjunto de
teste. Fonte: Elaborada pelo autor.
vale. Isto é, o primeiro grupo (bin) contém exemplares cuja Transmissão ∈ [0.4, 0.46], o
segundo grupo contém exemplares cuja Transmissão ∈ [0.47, 0.53] e assim sucessivamente.
Em média R2 ≈ 0.948, MAE ≈ 0.027 e MSE ≈ 0.0015 atestando o bom desempenho da
RNA para todo o conjunto de dados.
Tabela 3.6: Validação cruzada.
Rodada MAE MSE RMSE R2
4 0,02349 0,00210 0,046 0,934
6 0,02094 0,00202 0,045 0,935
5 0,02642 0,00196 0,044 0,938
7 0,01945 0,00144 0,038 0,949
9 0,02546 0,00153 0,039 0,950
2 0,02755 0,00155 0,039 0,951
10 0,01678 0,00146 0,038 0,951
3 0,02168 0,00148 0,039 0,952
8 0,01665 0,00132 0,036 0,958
1 0,01868 0,00111 0,033 0,963
Fonte: Elaborada pelo autor.
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Capítulo 4
Predição de Transporte de Vale
No capítulo anterior, usando as métricas de performance MSE, MAE e R2, mostrou-
se que a DNN é capaz de aprender a relação entre os parâmetros de design da cadeia
gaussiana 1D e a transmissão do vale. Para uma demonstração relacionada à física do
desempenho da DNN em cenários não vistos, TK′ é calculado como função de NG para
Ny = 70 (W0 ≈ 14.8 nm), b = 22ac e α = 7% e 14%; os resultados são apresentados
na Figura 4.1. Primeiro, observa-se que a DNN descobriu que o platô em ziguezague
está sempre presente independentemente dos valores de NG e α. Em segundo lugar, uma
comparação entre a Figura 4.1 e a Figura 2.7 para α = 14% mostra que a DNN encontrou
a largura e a posição de energia dos platôs referentes à transmissão de vale em função de
NG e α em E(t0) ∈ [0.8, 0.10], E(t0) ∈ [0.12, 0.13], E(t0) ∈ [0.15, 0.16] e E(t0) ∈ [0.18, 0.19].
Finalmente, a Figura 4.1 torna explícito que poucas deformações gaussianas (NG > 5)
imitam o efeito de uma cadeia de deformação infinita, efeito já conhecido por meio de
FG, mas agora evidente com muito menos esforço computacional.
Em resumo, mostra-se que a DNN reproduz as propriedades de transporte eletrônico
da cadeia gaussiana 1D com uma precisão próxima à técnica de FG. Essa nova ferra-
menta pode ser usada para visualizar rapidamente a relação entre as variáveis de design
(Nx, Ny, NG, b, d e α) de super-rede e seus efeitos no transporte de vale. Em seguida, usa-
se a DNN para auxiliar a encontrar a super-rede com cadeia gaussiana 1D que apresente
o maior número de pontos de energia com TK′ ≈ 1. Para restringir o grau de liberdade
no problema, mas sem perda de generalidade, determinam-se os valores de parâmetro
Ny = 70 (W0 = 14.8 nm), b = 22ac = 3.2 nm e d = 12.7 nm. Os valores dos parâme-
tros restantes não são predefinidos, mas alteram seu valor em um determinado intervalo
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Figura 4.1: Predição da transmissão de vale TK′ ao variar energia E(t0) e o número de
gaussianas NG para (a) α = 7% e (b) α = 14%. O conjunto de dados foi gerado com
Ny = 70 e b = 22ac. Fonte: Elaborada pelo autor.
(α ∈ [0.01, 0.3] e NG ∈ [2, 26]). Usando a DNN, calcula-se TK′ para 1392 configurações
de super-redes distintas. Para cada um desses sistemas distintos, conta-se o número de
pontos de energia com TK′ > 0.93, o resultado é apresentado na Figura 4.2. Observa-se
que filtros de vale eficientes são produzidos para um grande número de gaussianas com
bastante deformação (strain). No entanto, um dispositivo real com essas especificações é
difícil de fabricar. Com isso em mente, procura-se a configuração mais eficiente no sentido
de encontrar mais regiões de filtro de vale, menor número de gaussianas (NG) e taxa de
deformação (α). A super-rede ótima é indicada pela seta em na Figura 4.2 e corresponde
ao sistema com os parâmetros Ny = 70, b = 22ac, NG = 6 e α = 15%.


































Figura 4.2: Número de intervalos de energia onde TK‘ > 0.93 (predição DNN) como uma
função de α e NG. Fonte: Elaborada pelo autor.
Dado que o valor NG é pequeno, é possível comparar o resultado da DNN com o
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cálculo de FG; isso é feito na Figura 4.3. Observa-se que a DNN prevê a posição de
energia e largura dos platôs do filtro de vale com uma precisão aceitável, pois apenas o
último platô não é reproduzido perfeitamente. Além disso, é possível observar que a DNN
não conseguiu predizer a transmissão de vale com tanta precisão para TK′ < 0, 9. Apesar
disso, podemos ver que a DNN generalizou bastante bem a transmissão do vale em outras
regiões (TK′ > 0.9). Finalmente, é importante deixar claro que a configuração ideal atende
aos critérios determinados e que outros critérios podem ser estabelecidos. Por exemplo,
pode-se usar a DNN para procurar o filtro de vale com o maior número de gaussianas e a
menor deformação. O ponto importante e fruto deste trabalho é que a DNN calcula com
precisão e rapidez a transmissão de vale TK′ e pode ser usada como uma ferramenta de
auxílio no design de dispositivos com filtros de vale altamente eficientes.









Figura 4.3: Design ótimo de rede de grafeno com arranjo de NG = 6 deformações gaus-
sianas com α = 15% considerando a maximização dos intervalos de energia com alta
probabilidade de transmissão TK′ > 0.93 e menor número de deformações gaussianas NG
e menor parâmetro α strain usando GF e DNN. Fonte: Elaborada pelo autor.
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Capítulo 5
Conclusões e Trabalhos Futuros
Para que a Lei de Moore continue a valer, é necessário buscar novos materiais e/ou
tecnologias. O campo de estudos valleytronics busca gerar, controlar e detectar elétrons
de diferentes vales. O interesse neste campo foi renovado devido à descoberta de mate-
riais bidimensionais como o grafeno que, devido ao seu incomum espectro eletrônico, fez
emergir o paradigma relativístico na física da matéria condensada pelo o fato dos elétrons
se comportarem como férmions sem massa nos chamados pontos de Dirac. O grafeno
é um ótimo semimetal, resistente, flexível, transparente, impermeável, além de ser um
material com alta condutividade de calor. Com todas essas características o grafeno é
um material com alto potencial para revolucionar a tecnologia. O grafeno apresenta dois
vales distintos (K e K ′) que podem ser acessados por meios por meios ópticos, magnéticos
e mecânicos e que podem ser “manipulados” para oferecer um grau a mais de liberdade
em se determinar os estados ON/Ligado e OFF/Desligado com o propósito de armazenar
e processar informação. Esse trabalho introduziu de forma breve o grafeno, suas proprie-
dades e aplicações. Sua capacidade de produzir o efeito de filtro de vale foi apresentada
com mais ênfase. Primeiramente foi demonstrado que uma deformação gaussiana no gra-
feno já produz o filtro de vale, pois elétrons de vales diferentes veem uma deformação
mecânica como uma região de campo pseudomagnético de sinais alternados. No entanto,
com apenas uma deformação, o filtro enfraquece devido ao fato dos elétrons fluírem em
volta da deformação. Por isso, estudou-se o efeito de filtro de vale para uma sequência de
NG deformações gaussianas. Ficou evidente que o acréscimo de deformações gaussianas
intensificou o efeito de filtro de vale. Por outro lado, ficou claro que é muito difícil encon-
trar a relação de cada parâmetro que descreve as deformações mecânicas no grafeno com
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o efeito de filtro de vale. Além disso, os cálculos realizados por técnicas convencionais
como FG podem ser lentos dependendo do tamanho do sistema a ser estudado. Cada
parâmetro possui um domínio próprio de valores e encontrar a combinação que resulte no
maior número de platôs exige muito poder computacional e diversas horas de processa-
mento, pois as FG são resolvidas recursivamente e a complexidade de inverter uma matrix
é O(Nγy ) onde 2.3 ≤ γ ≤ 3 dependendo do algoritmo usado. Este fato restringe à explo-
ração a apenas poucos pontos do espaço de configuração de 6 dimensões dos parâmetros
(L0,W0, NG, b, d and α). Neste sentido, fez-se o estudo de RNA no sentido de avaliar sua
capacidade de predizer a transmissão de vale dadas distintas configurações mecânicas de
nanofitas de grafeno. Primeiramente foi apresentado como a RNA evoluiu historicamente,
como os principais componentes funcionam e como ela pode ser treinada para aprender
dado um conjunto de exemplares, de maneira supervisionada, a predizer transmissão de
vale. Foi apresentado como o processo de aprendizado pode ser otimizado em termos
de velocidade e acurácia por meio de parâmetros definidos antes e durante treinamento
como taxa de aprendizado, constante momentum, número de neurônios/camadas, função
de ativação etc. Além disso, foram apresentadas as principais métricas de performance
utilizadas em problemas supervisionados de regressão numérica. O conjunto de dados, ge-
rado por meio de cálculos de FG, foi apresentado de maneira estatística, pré-processado,
normalizado, reduzidos após análise de correlação de Pearson, ordenado de forma alea-
tória e dividido em conjuntos disjuntos de treinamento, validação e teste de modo que o
modelo resultante apresentasse baixo erro para o conjunto de validação, mas ainda sim
exibisse boas métricas de generalização. Os dados de teste permitiram a avaliação das ca-
pacidades de predição do modelo de RNA, pois a performance da RNA usando o conjunto
de teste foi analisada por meio das métricas de performance R2 ≈ 0.964, MAE ≈ 0.015
e MSE ≈ 0.0012. A RNA desempenhou satisfatoriamente para todo o conjunto de da-
dos. Diversas arquiteturas de RNA foram mostradas, sendo que a última teve melhor
performance. A RNA final consiste de uma camada de entrada com sete neurônios; sete
camadas ocultas com cento e setenta e cinco neurônios cada e um único neurônio de saída.
Os neurônios têm como função de ativação a função tangente hiperbólica, exceto pelo o
último neurônio que tem função de ativação linear. A análise de performance foi com-
plementada por outras duas análises: Comparação e histograma da transmissão de vale
predita X esperada. Adicionalmente, a performance da RNA foi atestada de forma visual
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ao ser usada para predizer transmissão de vale para diversas configurações mecânicas cu-
jos filtros de vale eram conhecidos. Finalmente, com o objetivo de validar os resultados
da RNA em demonstrações físicas, a RNA foi usada para predizer a transmissão de vale
para uma configuração desconhecida cuja transmissão também foi calculada usando FG.
Ela também foi usada com sucesso para calcular a transmissão de vale para um intervalo
determinado de número de gaussianas. Por fim, a RNA foi usada para auxiliar na busca
de configuração ótima que resultasse em um maior número de intervalos de energia, menor
número de gaussianas e com menor deformação. O resultado foi satisfatório e conseguido
com bem menos esforço e tempo computacional levando poucos milissegundos.
Para continuação desse trabalho, espera-se treinar a RNA com outros tipos de defor-
mações mecânicas de nanofitas de grafeno. A RNA treinada é especializada em predizer
o filtro de vale dadas as configurações que descrevem uma nanofita de grafeno deformada
por uma série periódica de deformações gaussianas. Além disso, para melhorar as capa-
cidades da RNA, seria possível treinar com um conjunto de dados que representassem
configurações de nanofitas de grafeno deformadas com irregularidades, por exemplo, com
deformações gaussianas com diferentes alturas/larguras e com distâncias não uniformes.
Para uma melhor análise da influência dos parâmetros em relação ao filtro de vale,
seria interessante criar um software simulador que utilize a RNA para predizer instanta-
neamente o filtro de vale dadas variações nos valores.
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