In this paper, we find sufficient conditions for existence and uniqueness of fixed and coincidence points for infinite sequence of mappings satisfying some certain contractive conditions in what so called the generalized metric, G-metric, spaces.
Introduction and Preliminaries
Some attempts to generalize the usual metric spaces had been made since sixties, see for example [1] - [5] . Further works on metric spaces, e.g. [6] - [9] , demonstrated that some of these generalizations have many fundamental flaws. A generalization in [4] is introduced in an appropriate new structure that is a great alternative to amend the flaws in other generalizations.
Many fixed point theorems were obtained in the usual metric space notion. Moreover, since the foundation of its variants and generalizations, as partial order metric spaces, G-metric spaces, and cone metric spaces, several fixed point theorems were proved for mappings satisfying certain contractive conditions such as cyclic φ-contraction mappings in these metric spaces, see for example [4] - [12] and references therein. We choose here, to work in the generalization introduced by Mustafa and Sims [4] , called generalized metric, G−metric spaces, and prove some new results for infinite sequence of mappings that satisfy some certain contractive conditions. In the sequel, we give some basic definitions and concepts that are required for this work. Definition 1.1 (See [4] ). Let X be a nonempty set. Suppose a mapping G : X × X × X → R + satisfies (G1) G(x, y, z) = 0 if x = y = z, (G2) 0 < G(x, x, y) whenever x = y, for all x, y ∈ X, (G3) G(x, x, y) ≤ G(x, y, z) whenever y = z, for all x, y, z ∈ X, (G4) G(x, y, z) = G(x, z, y) = G(y, x, z) = . . . . (Symmetry in all three variables), (G5) G(x, y, z) ≤ G(x, a, a) + G(a, y, z), for all x, y, z, a ∈ X. (Rectangle inequality).
Then G is called a generalized metric, or more specifically, a G−metric on X, and the pair (X, G) is called a generalized metric, G−metric, space.
Definition 1.2 (See [4]
). Let (X, G) be a G−metric space, and let x n be a sequence of points of X. A point x ∈ X is said to be the limit of the sequence x n , if
For examples on this new generalized metric space, one could refer to [4] , and any other related references.
In many mathematical branches, the Banach contraction mapping principle [13] is a very popular tool that is used often in the analysis. Generalizations of this principle have been established in various settings, see for example [14] - [20] and references therein.
Altering distances have been used in metric fixed point theory in many papers, see for example [12] , [19] - [22] , and references therein.
We define in what follows an altering distance function which will be used throughout the paper to get our new fixed point theorems. By the use of a continuous function Φ and an altering distance function Ψ, we present and prove in the next section new fixed and coincidence points results by finding sufficient conditions for the existence and uniqueness of such points for infinite sequence of nonlinear contractive mappings in the generalized metric, G-metric, spaces.
Main results
Theorem 2.1. Let (X, G) be a complete ordered G-metric space such that X is regular. Let T : X → X be a self mappings and {f k } ∞ k=1 be a sequence of mappings of X into itself. Suppose that for every i, j, k ∈ N and x, y, z ∈ X with T x, T y, and T z are comparable, we have
where
and 0 ≤ α ≤ 
(ii) T X is a closed subset of (X, G), (iii) (f i , f j ) are partially weakly increasing with respect to T for every i, j ∈ N and j > i.
Then T and {f k } ∞ k=1 have a coincidence point u ∈ X; that is
Proof. Let x 0 be an arbitrary point in X. Since f 1 X ⊆ T X, there exists
Continuing this process, we can construct sequences {x n } and {y n } in X defined by
By construction, we have x n+1 ∈ T −1 (f n +1 x n ). Now, using the fact that (f n+1 , f n+2 ) are partially-weakly increasing with respect to T , we obtain
Therefore, we can then write
To finish the proof, we need the following three steps.
Step-1 : We show that lim n→∞ G(y n , y n+1 , y n+2 ) = 0.
Case-1 : For every n ∈ N, let y n = y n+2 . Since T x n ,T x n+1 and T x n+2 are comparable, by (2.1), we have
Therefore, for 0 ≤ α ≤ 1 2 , we have
If G(y n−1 , y n , y n+1 ) < G(y n , y n+1 , y n+2 ), then it follows from (2.5) that
which implies that N n+1,n+2,n+3 (x n , x n+1 , x n+2 ) = 0, and hence by (2.6), we have G(y n , y n+1 , y n+2 ) = 0, or that y n = y n+1 = y n+2 . This is a contradiction to our assumption that y n = y n+2 . Therefore, for any n ∈ N,
It follows that the sequence {G(y n , y n+1 , y n+2 )} is a monotonic non-increasing sequence. Hence, there exists r ≥ 0 such that lim n→∞ G(y n , y n+1 , y n+2 ) = r.
(2.8)
We now prove that r = 0. As Ψ and Φ are continuous, and taking the limit on both sides of (2.4), we get
Then, by (2.8), we deduce that
which implies that Φ(max{r, r}) = Φ(r, ) = 0; that is r = 0. This implies that
Case-2 : There exists an n ∈ N such that y n = y n+2 .
If there exists an n ∈ N such that y n = y n+2 , then by (2.3), we have
On the other hand, we have
G(y n+1 , y n+2 , y n+3 ), G(y n+2 , y n+2 , y n+2 )} = max{G(y n , y n+1 , y n+2 ), G(y n+1 , y n+2 , y n+3 )} = max{0, G(y n+1 , y n+2 , y n+3 )} = G(y n+1 , y n+2 , y n+3 ).
Since T x n+1 , T x n+2 and T x n+3 are comparable, by inequality (2.1), we have
which implies that Φ(G(y n+1 , y n+2 , y n+3 )) ≤ 0 that is G(y n+1 , y n+2 , y n+3 ) = 0, and hence, y n+1 = y n+2 = y n+3 and so for k > n, we have y k = y n . Therefore, If for some n, y n = y n+2, then y n = y n+1 = y n+2, and hence, by the proof above y n+1 = y n+2 = y n+3 . Thus, for k ≥ n, we have y k = y n and therefore
By (2.11a) and (2.11b), we have
and by letting n → ∞ in the above inequality and using (2.12), we get lim n→∞ G(y n+1 , y n+2 , y n+2 ) = 0. (2.13)
Step-2 : We claim that {y n } is a Cauchy sequence in X. Suppose the contrary, i.e., {y n } is not a Cauchy sequence. Then, there exists an > 0 for which we can find two subsequences {y m(k) } and {y n(k) } of {y n } such that n(k) is the smallest index for which
(2.14)
This means that
Therefore, we use (2.14), (2.15), and the rectangle inequality to get
Letting k → ∞ in the above inequality and using (2.13), we obtain
Again, using the rectangle inequality, we have
Letting k → ∞ in the above inequality, and using (2.13) and (2.16), we get
+G(y n(k) , y n(k) , y n(k)+1 ), and as k goes to ∞, using (2.12) and (2.17), we have
On the other hand,
and as k goes to ∞, using (2.12), (2.13), and (2.16), we have
From (2.18) and (2.19), we get
Using (2.13) and (2.20), we have
and as k → ∞, using (2.13) and (2.16), we have
On the other hand, from (2.1), we have
and
Since Ψ is a non-decreasing function, (2.23) implies that
Letting k → ∞ in the above inequality and using (2.12), (2.13), (2.16), (2.17), and (2.20), we find
Therefore, from (2.22) and (2.24), we have
Letting again k → ∞ in (2.23), and using (2.12), (2.13), (2.16), (2.17), and (2.25), and the continuity of Ψ and Φ, we get
This implies that Ψ( ) = 0, and hence, = 0, which is a contradiction. Thus, {y n } is a Cauchy sequence in X.
Step-3 : In this step we show the existence of a coincidence point for {f k } ∞ k=1 and T . From the completeness of (X, G), there exists v ∈ X such that
Since T X is a closed subset of (X, G), there exists u ∈ X such that
Since {y n } is a non-decreasing sequence and X is regular, it follows from (2.26) that y n v for all n ∈ N ∪ {0}. Hence,
Applying inequality (2.1),
where,
+G(y n−1 , y n−1 , y n ) + G(v, y n , y n )]}, and
Letting n → ∞ in (26) and using (27), we obtain
which implies that Φ(G(v, v, f k u)) = 0; that is G(v, v, f k u) = 0, and hence
Therefore, u is a coincidence point of {f k } ∞ k=1 and T .
Corollary 2.1. Let (X, G) be a complete ordered G-metric space such that X is regular. Let {f k } ∞ k=1 be a sequence of mappings of X into itself. Suppose that for every i, j, k ∈ N and all x, y, z ∈ X, we have
+G(z, f j y, f j y)]}, 
is partially weakly increasing, for every i, j ∈ N, then the sequence of mappings {f k } ∞ k=1 has a common fixed point u ∈ X; that is
Proof. It follows straightforwardly from Theorem 2.1, by taking the mapping T x = x. Corollary 2.2. Let (X, G) be a complete ordered G-metric space such that X is regular. Let T : X → X be a self mappings and {f k } ∞ k=1 be a sequence of mappings of X into itself. Suppose that for every i, j, k ∈ N and x, y, z ∈ X with T x, T y and T z are comparable, we have
Assume that T and {f k } ∞ k=1 satisfy the hypotheses stated in Theorem 2.1. Then T and {f k } ∞ k=1 have a coincidence point u ∈ X; that is
Proof. The proof follows from Theorem 2.1 by taking Ψ(t) = Φ(t) = t.
Corollary 2.3. Let (X, G) be a complete ordered G-metric space such that X is regular. Let T : X → X be a self mappings and {f k } ∞ k=1 be a sequence of mappings of X into itself. Suppose that for every i, j ∈ N and x, y ∈ X with T x and T y are comparable, we have
where M i,j (x, y, y) = max{G(T x, T y, T y), G(T y, T y, f i x), G(T y, T y, f j y), satisfy the hypotheses stated in Theorem 2.1. Then T and {f k } ∞ k=1 have a coincidence point u ∈ X; that is f 1 u = f 2 u = ... = T u.
Proof. The proof follows from Theorem 2.1 by taking z = y and j = k. Corollary 3.1. Let (X, G) be a complete ordered G-metric space such that X is regular. Let T : X → X be a self mappings and {f k } ∞ k=1 be a sequence of mappings of X into itself. Suppose that for every i, j, k ∈ N and x, y, z ∈ X with T x, T y, and T z are comparable, we have Assume that T and {f k } ∞ k=1 satisfy the hypotheses stated in Theorem 2.1. Then T and {f k } ∞ k=1 have a coincidence point u ∈ X; that is f 1 u = f 2 u = ... = T u.
Proof. The proof follows from Theorem 2. 
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