Abstract
Wu and Akbarov
19 have shown that giving higher weights to recent data can lead to 58 better forecasting results and use non-parametric approaches to building forecasting models.
59
In this study we consider a similar approach for estimating the parameters of the Poisson 60 processes. More specifically, we consider the weighted maximum likelihood method. To our 61 knowledge this has not been considered for forecasting warranty claim data so far. We show 62 that weighted maximum likelihood method applied to the mixed non-homogenous Poisson 63 process gives better forecasts than other methods considered here and also better forecasts 64 than when it is fitted using the maximum likelihood method. 
Poisson process models

67
This subsection discusses discrete time Poisson processes parametrised by µ t . µ t is the 68 expectation of the increment of the process at time t and depends on the type of the process.
69
As we consider discrete time processes, we define r t to be the expected number of warranty 70 claims per product unit at time t. r t can be derived from a continuous function as r t = 71 t+∆ t h(x)dx, where h(x) can be a continuous function such the hazard rate function. Since
72
we consider monthly data we let ∆ = 1. We also denote by N t the number of products in 73 the market at time t and d t the number of observed warranty claims in month t.
74
The non-homogeneous Poisson process is one of the most common probability models 75 used to model failure counts of repairable products, see Ascher 
82
The mean of the NHPP is a deterministic function of time. In our case, the intensity 83 function of the NHPP is given by µ t = N t r t . The increments of the NHPP are independent 84 from each other and distributed according to a Poisson distribution with mean µ t .
85
The mixed non-homogeneous Poisson process assumes that the intensity function of the 86 process is subject to random changes from its expected value. For mathematical simplicity,
87
such random changes are often modelled using a gamma distribution. Let α be a gamma 88 random variable with E(α) = a/b and denote 
where x i is the i th observation and n is the total number of observations.
99
The general form of the local likelihood uses a kernel function to concentrate the weights 100 around some value z with bandwidth h, w(z) = K( to a more preferable option of purchasing a new, more technologically advanced product.
125
In this study we consider the weights function, w t , for discrete time series, given by a 126 normalised cumulative distribution function of the geometric distribution:
where the normalising constant c = small weights. In this study we choose the parameter θ that maximises the log-likelihood 135 function.
136
The weighted log-likelihood function of the non-homogenous Poisson process is given by:
where N t r t is the expected number of claims in month t and d t is the number of observed 138 claims in month t.
139
The weighted log-likelihood function of the mixed non-homogenous Poisson process is
140
given by:
where 
where the first term is the auto-regressive model (AR) of order p and the second term is the 
wherex t+i is the forecast for time t+i, for i = 1, 2, ..., K, and p is the order of auto-regression.
161
The number, H, of hidden nodes, controls the complexity of the network. A complex
162
model with a large number of nodes can lead to over-fitting, which means the model performs 163 exceptionally well on the training set but has very poor generalisation on the test data.
164
Here, we consider two forecasting horizons, K = 3, and K = 6. The available data claim rate r t estimated as d t /N t for two different products is shown in Figure 2 . The figure   184 shows that the claim rates have a single mode, where after initial increase the claim rate 185 start decreasing with time. Other products considered in this study also exhibit a similar 186 behaviour, which can be modelled using the hazard rate function of the inverse-Weibull 187 distribution given by:
Thus, the expected number of warranty claims per product unit in month t is given by
The forecasting error is measured using the normalised rooted mean squared error (NRMSE)
191
whered t is the forecasted value of d t , T is the number of months used for fitting the models,
193
and K is the forecasting horizon.
194 Table 1 and Table 3 shows the results of the paired two-sample test for means between different models 200 across all eight products for K = 3, and Table 4 
207
The wMNHPP column in Table 3 shows that the average of the forecasting error is 
211
The wMNHPP column in Table 4 shows similar results. In this case, the average of the 212 wMNHPP is statistically significantly lower than for all other methods except for the ANN.
213
Even for the case of ANN, the difference is just outside the 0.05 significance level. However,
214
the wMNHPP average is 51% lower than the average of ANN.
215 Table 1 : Normalised rooted mean squared error for forecasting horizons K = 3 and K = 6. Table 2 : Normalised rooted mean squared error for forecasting horizons K = 3 and K = 6 based on weighted maximum likelihood estimation. Prefix "w" stands for weighted.
Product wNHPP wMNHPP K = 3 K = 6 K = 3 K = 6 1 0. The results of this study show that MNHPP models have the best forecasting performance.
217
For short forecasting horizon K = 3 the next best method is the ARIMA models. This is to 
