Abstract. Today real-time analytics of large data sets is invariably computer-assisted and often includes a "human-in-the-loop". Humans differ from each other and all have a very limited innate capacity to process new information in real-time. This introduces statistical and systematic uncertainties into observations, analyzes and decisions humans make when they are "in the loop". Humans also have unconscious and conscious biases, and these can introduce (major) systematic errors into human assisted or human driven analytics. This note briefly discusses the issues and the (considerable) implications they can have on real-time analytics that involves humans, including software interfaces, learning, and reaction of humans in emergencies.
Introduction
True artificial intelligence is still the "stuff" of science fiction stories and possibly future. To avoid and mitigate mistakes in computer-driven modeling and decision making we often include a human into "the loop" -for example, FAA flight controllers, real-time network and computer security threat identification and mitigation analysts, inclement weather decision making personnel, or scientists involved in very expensive high-end simulations, e.g., [1] . Well designed complex computer analytics and decision making systems, and workflows, include points where humans are inserted into the process to monitor, augment, direct, take over, or stop processes. This makes a lot of sense, and this can also be an issue. People have biases [2] and people make mistakes too, lots of them. An interesting, and often used alternative to "human-in-the-loop" is the "computer-in-the-loop" where analytics is human-driven and the computer only augments human decision making by offering suggestions, second opinions, etc. A recent well publicized example of this approach is the IBM's Watson project and its application in medicine [3] .
This note provides an overview of some of the uncertainties that humans can inject into data analysis and interpretations processes. Sect. 2 of this note discusses information processing limitation of human mind in the context of new inputs, and in Sect. 3 it very briefly covers some possible systematic biases. Sect. 4 concludes the note. 
Uncertainties
From the perspective of external inputs, a human operates in five principal outward facing sensory domains -visual, auditory, tactile, olfactory, and taste, as well as in a number of inward-facing sensory domains [4] . There are a number of models of how sensory inputs end-up being processed, become actionable and possibly become memories, and there is a huge amount of literature regarding the human mind, its capabilities, and its limits. An interesting top-level general book on the topic of memory is by Thompson and Madigan [5] .
Information flux
Humans are bombarded with a huge amount of stimuli -as much as a terabit per second [4] . Fig. 1 illustrates the information flow rates humans might receive and the principal stages of the related information processing. The scale on the vertical axis is logarithmic, and in units of bits per second (bps). Horizontal axis covers some of the basic senses, or sensors, humans have. Estimated upper and lower bounds are shown for the overall external flux of stimuli, and for short and long term memory information processing. Also shown are approximate maximum rates into different senses.
Humans do not process outside stimuli directly but through a multitude of sensor channels and filters which prepare that information for input into human mind. For example, optic channel may carry as much as 10 megabits per second, acoustic channel as much as a megabit per second, tactile channel is somewhat below that, thermal is in the range of several kilobits per second, as is the proprioception channel (position of limbs and body), while olfactory and gustatory channels are in the 10 to 20 bits per second range.
Information Processing Capacity
While a human brain has considerable capacity, and has very high internal processing speeds, conscious processing (pattern matching) of information a person needs to act upon (either physically or mentally) is considerable slower. Information that needs to be actively processed lands in short-term memory where it is then processed at the rate of 5 to 20 bits per second. Long-term storing of information (learning), happens at an even slower rate -from zero to perhaps 8 bits per second.
It is obvious that a considerable reduction needs to take place between inputs and the amount of new data a person "works with". This means that a lot of that data is either discarded, or is dynamically codified into patterns that a human acts upon (based on stored patterns) or stores permanently. The question is whether there is a loss of useful information in the process. If the processing is done automatically before presenting data to a human, there could be unintended loss of information that may bias the outcomes.
In addition, humans often have built-in biases brought on by culture, training, education, social environments, intent, and so on, and that can exacerbate to problem.
Models
As already mentioned, there are a number of models of how sensory inputs endup being processed, become actionable and possibly become memories. There is a huge amount of literature regarding the human mind, its capabilities, and its limits. For example, one model states that environmental input goes to sensors (vision, auditory, ...), then to short-term temporary working memory, and depending on what happens there, this "chunk" of information may elicit a reaction, may become a permanent memory, may be ignored, etc. [5, 6] . Baddeley [7, 8, 9] developed the theory of working memory that involves the "central executive" -an attention-controlling sub-system, the "visuospatial sketch pad" which manipulates visual images, and the "phonological loop" which stores and rehearses speech-based information.
While very large amount of information comes into sensors, the mind is capable of processing only a limited amount of new information. But, the mind is also very good at on-the-fly abstraction, and mapping of those abstractions onto a huge pool of encoded information in its permanent memory. "Chunks" are associated with the working memory throughput. They were originally proposed by Miller [10, 11] , and there appears to be a limited number (between 3 and 7) that a human can handle/manage at any one time without making an increasing number of mistakes. For example, humans may have trouble tracking (without error) more than four to five visual or auditory "targets".
Humans appear be able to enumerate quickly up to about five items, beyond that the process is slower and time taken increases linearly [12] . For example, counting 50 stars on a flag may take some time, recognizing a flag takes much less than a second, and retrieving the number of stars that should be on it from permanent memory is also very quick. Humans also appear to handle about four dimensions [13] and up to 5-way interactions reasonably well [14] . All this indicates that it is important to manage complexity of content and interrelations presented to humans [13, 15] . Beyond a comfortable limit (and that limit may change with age) errors start happening. Most recent examples of sometimes fatal real-time analytics distractions to humans come from the use of cell phones and other in-car devices by drivers (see e.g., [21, 22] ).
"Chunks" can contain a very small amount of information -from a single tone, to a very detailed and rich visual, auditory and tactile scene. They can contain raw data, but more often they tend to be abstractions, pattern mappings of complex objects or scenes onto however this impression is stored/encoded in the permanent memory of the subject. Different people very likely extract storable abstractions of the same scene, object, or signal differently. Pattern or "symbol" recognition appears to be the primary way we think about scenes and situations which would otherwise overload our working memory, and the question is how long does it take to map a sensory "chunk" or moment onto a familiar pattern to possibly elicit a conscious reaction.
Chunks also appear to have an expiration time -they are retained in working memory for not more than several minutes and, unless processed through action or permanent memory storage, they are lost. They appear to be constructed from segments that do not exceed about 100 ms each (but could be shorter). Some classical work in that domain was done by Stroud [23, 24] who noted that humans appear to have ability to consciously process from about 5 to 20 of such discrete psychological time slices and effect discriminations based on that. In a situation where a reaction to such a slice is binary (e.g., yes or no, or ok, not ok) conscious absorption and reactions rate appears to be in the 5 to 20 bits per second range. However, in order to match a particular pattern (which could consist of more than one "psychological moment"), mind may need to do a large number of comparisons. This number is sometimes known as the Stroud number, and has been used in attempts to describe software development and software fault generation processes, e.g., [25, 26] . While 5 or 20 bits may not look like much, to match a 20 bit pattern, for example, may require comparison with as many as 1,000,000 or so internal patterns.
Limitations
Unfortunately, there appear to be at least three bottlenecks on the input path. For example: i) attentional blink (AB), ii) visual short-term memory capacity (VSTM), and iii) psychological refractory period (PRP) phenomena [11] . Attention blink relates to the following example, "when subjects attempt to identify two targets in a rapid, serial visual presentation of distractors, they are severely impaired at detecting the second of the two targets when it is presented within 500 ms of the first target [25] . Importantly, the deficit with the second target (T2) is a result of attending to the first target (T1): subjects have no difficulty in reporting T2 when only it is required to be detected" [11, 15] . Part of the problem may lie in the need to move eyes from one spot to another [12, 27] . This may also be related to "change blindness" [5, 16] . VSTM (or working memory) capacity of about 4 to 7 items has already been mentioned. PRP is related to taking action as a result of a stimulus. This appears to impact our ability to simultaneously take two actions based on a single stimulus (parallelism).
Systematic Bias
By nature of their cultural upbringing, educational training, experiences, motivation, trust, religion, politics, perceived and real situational awareness and other mental models, prevailing policies, regulations and laws, etc., humans will often ignore data and information and make conclusions based on other factors, or they might interpret the same information differently. This is often called cognitive bias (see e.g., [2, 17] ). The list of possible cognitive biases is very long, e.g. [18] , and as expected, there are supporters and critics, e.g., [19] . Of course, the issue of systematically biasing information, or its interpretations, to fit a particular purpose has been around since the dawn of time. An iconic phrase in this context is "lies, damned lies, and statistics", e.g. [20] , which, as large amounts data become more accessible over internet, is being increasingly used and re-used in many forms. The concept takes an additional dimension when deception is considered in the context of information technology security (see e.g., [28] ).
Undeniably, epistemic uncertainty is a very serious issue when doing analytics, and particularly real-time analytics. Ideally, one would like to reduce epistemic uncertainty to aleatory uncertainty.
Summary
In general, it seems to be well established that humans have a (very) limited ability to pro-actively process new incoming information and act upon it, and a very high propensity to unconscious or conscious misinterpretation and misrepresentation of new information. Implications on analytics are substantial. Careful studies need to be made to develop appropriate methods for reduction of epistemic uncertainty down to aleatoric, and to allow reduction of new incoming information to a level appropriate for human consumption. This includes training of the analysts to work at the appropriate level of abstraction, developing appropriate computer-based tools and approaches, and for both humans and machines to handle unexpected anomalies in (large) input streams. How to do that appears to be an open question, although ideas abound.
