A mechanism for amplification of mountain waves, and their associated drag, by parametric resonance is investigated using linear theory and numerical simulations. This mechanism, which is active when the Scorer parameter oscillates with height, was recently classified by previous authors as intrinsically nonlinear. Here it is shown that, if friction is included in the simplest possible form as a Rayleigh damping, and the solution to the Taylor-Goldstein equation is expanded in a power series of the amplitude of the Scorer parameter oscillation, linear theory can replicate the resonant amplification produced by numerical simulations with some accuracy. The drag is significantly altered by resonance in the vicinity of n/l 0 = 2, where l 0 is the unperturbed value of the Scorer parameter and n is the wavenumber of its oscillation. Depending on the phase of this oscillation, the drag may be substantially amplified or attenuated relative to its non-resonant value, displaying either single maxima or minima, or double extrema near n/l 0 = 2. Both nonhydrostatic effects and friction tend to reduce the magnitude of the drag extrema. However, in exactly inviscid conditions, the single drag maximum and minimum are suppressed.
Introduction
Gravity wave drag is one of the key phenomena that must be parametrized in global weather prediction and climate models. A multitude of processes affect this topographically generated force, making it exceed leadingorder estimates from linear theory, in what are called 'highdrag states'. It is important to understand drag enhancement mechanisms, since they provide a dominant contribution to the globally-integrated drag, having a significant impact on the deceleration of the atmospheric circulation.
In a recent paper, Wells and Vosper (2010) (hereafter referred to as WV10) assessed the accuracy of linear theory for diagnosing mountain wave drag in stratified flow over 2D ridges. The focus of their study was on situations where the actual drag might significantly exceed the drag predicted by linear theory, even for extremely low mountain heights.
One such situation, identified by them, is when the spectrum of the Scorer parameter profile contains harmonics that can lead to a resonant amplification of the mountain waves. In order to isolate this effect, they considered an idealized case where a small sinusoidal perturbation is added to a constant Scorer parameter profile, with a wavelength half that of the dominant vertical wavelength of the internal gravity waves. In that case, they showed that the drag may exceed its linear value by a factor of 2 or more, depending on the phase of the Scorer parameter oscillation. Since the linear model of WV10 failed to predict this behaviour, they attributed the drag amplification to nonlinear wave-wave interactions, as investigated originally by Phillips (1968) in an oceanographic context, and more recently by Nance and Durran (1998) and Lee et al. (2006) . However, although in WV10's study the nonlinear drag was normalized by the corresponding linear value, the behaviour of the linear drag was never explicitly shown for this case.
The characteristics of the drag amplification outlined above immediately suggest that it results from parametric resonance, since the role played by the Scorer parameter in the Taylor-Goldstein equation is akin to that of the coefficient multiplying the position in an equation describing a simple harmonic oscillator. This resonance is therefore of a different kind from those investigated, for example, by Miranda and Valente (1997) , Wang and Lin (1999) , Leutbecher (2001) , and Teixeira et al. ( , 2008 , which resulted from discontinuities in the mean atmospheric parameters, or their derivatives. It is also different from the resonance investigated by Grubišić and Stiperski (2009) and Stiperski and Grubišić (2011) , which results from the horizontal distribution of the topographic forcing of lee waves (see also Grisogono et al., 1993; Vosper, 1996) .
One aim of the present paper is to address an idealized situation akin to that considered by WV10 using linear theory, thus showing that the kind of resonance they investigated is possible under its assumptions, and can lead to very substantial drag enhancement. A second aim is to show how the inclusion of friction in the model is crucial to obtain a drag behaviour qualitatively similar to that produced in the numerical simulations of WV10, or roughly similar ones. Friction fulfils two roles: firstly, it limits the drag magnitude in resonant conditions (something that is presumably effected by nonlinear processes in more realistic circumstances). Secondly, since friction prevents the singular behaviour of the drag that occurs in inviscid conditions, it also widens the drag extrema at resonance, rendering them detectable in a representation similar to that of Figure 9 of WV10.
We therefore speculate that inviscid linear theory, such as employed by WV10 in part of their calculations, should be unable to properly represent this type of resonance. For the same reasons, it is likely that the magnitude of the drag enhancement in resonant conditions is quite sensitive to dissipative processes in numerical models, be they due to the type of adopted turbulence closure, or to the more or less diffusive character of the discretization scheme employed. These conjectures are tested in the present study by comparing results from linear theory, where a small sinusoidal variation of the Scorer parameter is treated using 
Here x is the horizontal coordinate perpendicular to the ridge, z is the height, U (z) is the incoming wind velocity (aligned with x), N (z) is the Brunt-Väisälä frequency of the incoming flow, ρ 0 is a reference density (assumed to be constant) and λ is a (constant) Rayleigh damping coefficient. u, w, p and b are, respectively, the horizontal velocity, vertical velocity, pressure and buoyancy perturbations associated with the mountain waves. Note that, for simplicity, friction terms are only included in the momentum equations and not in the heat balance equation. It can be shown that, for the small values of λ to be considered, this has a negligible effect on the model behaviour apart from a rescaling of λ by a factor of 2 (if the Rayleigh coefficient for heat was assumed to be the same).
Equations (1)- (4) 
whereŵ is the corresponding Fourier transform, k is the horizontal wavenumber and i = √ −1. From (1)- (4) and (5), it can be shown thatŵ satisfieŝ
where In order to reproduce conditions akin to those considered in Figure 9 of WV10, the Scorer parameter squared is assumed here to take the form:
where l 2 0 is a constant, ε is a small dimensionless parameter, n is the vertical wavenumber of the perturbation imposed on l 2 0 and φ is the corresponding phase. Equation (7) defines a Scorer parameter that oscillates with height with a relatively small amplitude (see Figure 1 ).
For the particular case λ = 0, (6) along with (7) is a Mathieu equation, which describes parametric resonance, and its solutions must be expressed in terms of Mathieu functions (Abramowitz and Stegun, 1972) . However, when ε is assumed to be small (it takes the value 0.1 in WV10), it is possible to solve (6) approximately in terms of elementary functions using a perturbation approach, by expanding its solution in a power series of ε:
In fact, for the present purposes, and as will be seen next, it is sufficient to consider this series only up to first-order in ε.
If (7) and (8) are introduced into (6), the following two equations result at zeroth-and first-order in ε:
In this formulation, it becomes especially clear that the zeroth-order solutionŵ 0 , in conjunction with the perturbation to the Scorer parameter, acts as a source term for the first-order solutionŵ 1 . Thus this equation set already contains the possibility of resonance.
The solution to (9) is (see Lin, 2007, section 5.2 .1)
where U 0 = U (z = 0),ĥ is the Fourier transform of the surface elevation and m is the vertical wavenumber of the internal gravity waves, defined, using (9) and (11), as:
In the above passage it was implicitly assumed that U is constant, otherwise (11) and (12) would not be valid in the generic case λ = 0. However, if λ = 0, this assumption is not necessary, so U will continue to be treated as a function of z in the following, for maximum generality.
The coefficient multiplying the exponential in (11) 
which result from (12) and (13). In (15) m I > 0, as it must be for the wave perturbation to decay with height according to (11) and (13). On the other hand, in (14) m R has the same sign as U k, which corresponds to upward wave energy propagation (see e.g. Miranda, 2005, 2006 Inserting (11) into (10), the solution to the latter equation (see Appendix B) iŝ
where it has been again assumed that U is constant when λ = 0. This form emphasizes upward and downward propagating components of the first-order wave perturbation (corresponding to exponential terms with positive and negative exponents that are a function of z, respectively).
The solution (16) satisfies the lower boundary condition w 1 (z = 0) = 0 and the upper boundary condition that the wave energy decays or propagates upward as z → +∞.
It can be seen from (16) 
In this equation it can already be seen that parametric resonance will happen for n = ±2m R , since 4m 2 − n 2 appears in a denominator on the right-hand side. When λ = 0, m 2 is real and there is the possibility that this denominator becomes zero. When λ = 0, however, (15) shows that m I is never zero, even if the waves are vertically propagating. Soŵ 1 will not diverge to infinity in those circumstances (which would invalidate the power series solution), but will be strongly amplified for relatively small λ.
The focus in the present study is on the calculation of the surface drag associated with the mountain waves.
The drag per unit spanwise width of the ridge is given by (Teixeira and Miranda, 2004 )
where h is the surface elevation, the asterisk denotes complex conjugate, and Parseval's theorem has been used.
In order to calculate the drag, it is therefore necessary to obtain the pressure perturbation at the surface. Using (1) and (4), the Fourier transform of the pressure perturbation p, which is related to p in the same way asŵ is related to w in (5), is given bŷ
An inviscid (λ = 0) but 3D version of (19) was presented, for example, by Teixeira and Miranda (2006) as their Eq.
(8). From (8) and (19), it is clear thatp may also be expressed as a power series of ε, aŝ
If (11) is differentiated and evaluated at z = 0, and used in (19), it can be shown (see Appendix C) that
where U 0 = U (z = 0), and (13) and (20) were also used.
Equation (17) may also be differentiated, evaluated at z = 0, and inserted into (19) (see Appendix C), yieldinĝ
where, again, (13) and (20) In the case of an orography that is symmetric in x,ĥ is real and so, according to (18), only the imaginary parts of p 0 andp 1 contribute to the drag. The drag is obviously also expressed as a power series in ε,
Here the total drag, which is only calculated up to firstorder, is normalized by the drag in the absence of resonance, D 0 . This is accomplished by inserting (21) and (22) into (20) and using the latter equation in (18). The final result is
where
and n = n/l 0 are dimensionless parameters and functions defined in terms of the corresponding dimensional quantities, specified previously. a and h 0 are, respectively, a representative width and height of the orography.
Although the results of the model would not be essentially changed by adopting a different form for the surface elevation, following WV10 it will be assumed here that the orography is a bell-shaped ridge:
The normalized drag given by (24) is a function of five dimensionless parameters n/l 0 , φ, ε, l 0 a and λa/U . Since, as was seen above, resonance occurs when n = ±2m R , and |m R | ≈ l 0 when the flow is approximately inviscid and hydrostatic (i.e. when l 0 a is large and λa/U is small -see (14)), resonance will occur in the vicinity of n/l 0 = 2. For that reason, the drag will be represented next as a function of n/l 0 , for particular values of the other flow parameters.
Numerical simulations
Numerical simulations were performed using the FLEX numerical model, which is a 2D nonlinear and nonhydrostatic microscale to mesoscale model using generalized curvilinear coordinates (see Argaín et al., 2009) . For all simulations, and as in WV10, the rotation of the Earth was neglected and flow over a bell-shaped mountain (25) The model was run with a time step of 2s for a period of up to 500a/U (corresponding to 69 hours for a = 10km
and U = 20m s −1 ), until the drag stabilized to a constant value. In many cases, the time necessary for this to happen was not larger than 120a/U , or 17 hours, but in resonant conditions it became considerably larger (cf. WV10).
Most of the simulations were carried out in inviscid mode, that is, using a free-slip boundary condition at the surface and no turbulence closure. The simulations of section 3.5 used a no-slip boundary condition, and either a Smagorinsky-type turbulence closure (Lilly, 1962) were determined using the method proposed by Argaín et al. (2009) . In these simulations, the drag took considerably less time to stabilize than in inviscid conditions (at most 150a/U or 21 hours in all cases).
Results

The importance of friction
Since friction appears to be of crucial importance in the type of flow being considered, its effect on the behaviour of the analytical model presented above will be analyzed first, and compared with nominally inviscid numerical results. the numerator of (24) can be written
where (14) and (15) have been used. Obviously when λa/U → 0 this integral is zero if n/l 0 = 2, but it can be shown that it diverges if n/l 0 = 2. This becomes even more evident if the hydrostatic limit is considered. In that case,
and it follows immediately that the integral (27), apart from approaching zero (making D/D 0 = 1) when λa/U → 0 and n/l 0 = 2, tends to infinity proportionally to (λa/U )
if n/l 0 = 2. In fact, it can be shown from (24) and (27) that, in the latter limit
So, the correction to the drag due to parametric resonance behaves in this case like a Dirac delta function as λa/U → 0, although the perturbation approach used to obtain this result becomes invalid in that limit. Obviously, when frictional effects are excluded from the outset, this behaviour is not uncovered, since the limit λa/U → 0 is taken before the limit n/l 0 → 2. perturbed the Scorer parameter in a different way from that adopted here, which makes comparisons difficult.
Even an inviscid linear model should be able, however, to produce the double drag extrema displayed in Figure 2 
The pressure perturbation
In order to better understand the behaviour of the drag, it is worth analyzing the pressure perturbation at the surface, which is ultimately responsible for it. The cases of greatest interest are those where a single drag maximum or a single drag minimum exist, because they presumably correspond to extreme flow configurations. In all of these aspects, there is considerable agreement between the analytical model (Figure 3(a) ) and the numerical simulations (Figure 3(b) ). There are, however, some slight discrepancies, particularly in the resonant cases. 
The flow field
A better understanding of the behaviour of the pressure perturbation can be achieved by analyzing the velocity field associated with it. From (19) it is clear that the pressure perturbation is determined by the structure of the vertical velocity perturbation. In particular, it can be shown that the term in this equation that contributes to the pressure that produces drag is that proportional to the vertical derivative ofŵ.
In Figure 4 , the normalized vertical velocity pertur- In all panels, the structure typical of propagating mountain waves can be seen, with elongated maxima and minima over the mountain, tilted upstream. Nonhydrostatic effects are visible, with some downstream propagation of the wave pattern and some attenuation as one moves upwards. In Figure 4 )(a) (the non-resonant case) the negative lobe of the vertical velocity sitting directly above the ridge has a minimum value below -0.9, while in Figure 4 (b) (the highdrag state) that minimum is lower than -1.3 and in Figure   4 (c) (the low-drag state) the minimum is merely below -0.6.
Obviously, these differences in magnitude of the vertical velocity explain the differences in the pressure perturbation described in the previous section. There are some additional It would be interesting to visualize the vertical velocity field given by the analytical model in invicid and resonant conditions. Unfortunately, for the same reasons as invoked for the pressure perturbation, the corresponding field diverges, and so is not presented here. The first-order term of this field, which is responsible for this divergence, does not display any tilting in its vertical structure (not shown), being therefore unable to increase the drag.
Nonhydrostatic effects
WV10 pointed out that, when the value of U is decreased, the drag maximum displayed in their 
Numerical simulations with friction
It was seen in the preceding sections that friction is a crucial effect for the type of resonance being addressed in this study, in particular for producing the single drag
Since, among these two, the most relevant is undoubtedly the drag maximum, attention will be focused next on this case, with a preliminary analysis of the effect of physical friction (as opposed to numerical friction) on its behaviour.
The following numerical results do not aim at more than illustrating how the drag variation is modified when a turbulence closure is adopted in the FLEX model, instead of running it in inviscid mode. A more comprehensive exploration of these effects is left for future studies. If the drag is normalized, not by its inviscid nonresonant value, but by its value at the origin of n/l 0 (which corresponds to the non-resonant viscous limit) (Figure 8(b) ), it can be noticed that there are almost no differences between the inviscid result and that using the Lilly turbulence closure. This means that the drag is attenuated proportionally by friction in the latter case in all circumstances. Using the K − ε turbulence closure, on the contrary, the drag amplification is somewhat reduced compared with the inviscid simulations. This behaviour is also different from that displayed in Figure 9 of WV10, where a simple turbulence closure appears to have been used. Presumably, the K − ε turbulence closure, unlike the Lilly closure, becomes more active in resonant conditions, which makes some sense, since the flow is then more likely to become turbulent. The drag behaviour using the K − ε turbulence closure could be mimicked using the present analytical model by increasing the value of λa/U , but, of course, the selected value would only be suitable for this particular case.
These results further emphasize the sensitivity of the drag to the representation of frictional effects, a finding which parallels those of previous authors for various types of resonant or high-drag orographic flows, for examplé Olafsson and Bougeault (1997) , Peng and Thompson (2003) and Stiperski and Grubišić (2011) . Clearly, in order to achieve a realistic representation of the drag in nature, particularly for the type of resonant flows being investigated here, much attention needs to be devoted to the formulation of turbulence closures in numerical models.
Concluding remarks
A mechanism of parametric resonance leading to the amplification of mountain waves, and their associated surface drag, was investigated, inspired by the recent study of WV10. This resonance relies on the existence of a vertically oscillating Scorer parameter, although this oscillation may be of relatively small amplitude. WV10
suggested that this mechanism is intrinsically nonlinear, being related with the wave-triad interaction originally addressed by Phillips (1968) Instead of using (7) to define the Scorer parameter, WV10 added an expression of the form A sin(nz − φ wv ) to the mean velocity U . At first glance, a simple relation between the perturbation imposed on the Scorer parameter by WV10 and that employed here could be described by
when A/U is small. Then, the small parameter used in the present study should be defined in terms of the quantities employed by WV10 as ε = 2A/U . However, the fact that in the present analytical model the oscillation in the Scorer parameter profile was implicitly imposed on N 2 rather than on U may lead to important differences in the results (Vosper, private communication) . A possible explanation for this behaviour is that some of the integrals calculated in the solution procedure involve λa/U (see section 2.1), which would become a function of z instead of a constant if U oscillates in the vertical. This would considerably complicate the analytical treatment.
Several refinements and additions to the idealized situation considered here would be possible, and of substantial interest for mountain wave modelling. For example, 3D orography, which is obviously more realistic than a 2D ridge, could be adopted. This modification would be expected to weaken the resonance process, since it leads to a higher degree of wave dispersion (then not only associated with nonhydrostatic effects, but also with the variable orientation of the mountain waves).
A further step towards making the present model problem more realistic could be the prescription of Scorer parameter profiles with a more complicated form (i.e.
containing more harmonics in the vertical). One of the motivations presented by WV10 for considering one single harmonic, as is done in the present study, results from their analysis of the spectrum of a more realistic Scorer parameter profile. Consideration of this effect would also, in principle, tend to weaken the resonance process under study, by spreading it over a wider range of n/l 0 than presently.
Finally, higher mountains, for which N 0 h 0 /U is closer to unity, and hence where the flow becomes nonlinear even in the absence of resonance, could be considered. Clearly, this more realistic situation could only be investigated using a set of numerical simulations. This, as well as the other developments alluded to above, are left as suggestions for future work.
