I. INTRODUCTION
The turbulent boundary layer is a complex flow possessing dynamical behavior over wide ranges of scales both spatially and temporally. The interaction between the boundary layer regions and the diversity of the scales make the flow physics difficult to uncover. Coherent structures within a turbulent flow are extensively studied as the amalgamation of chaotic velocity fluctuations inherently define the flow behavior. As Theodorsen [1] posed, coherent structures exist in the shape of what was coined as horseshoes vortices. This was later supported experimentally and numerically with direct numerical simulation (DNS) data [2] .
Further experimental and numerical studies have enabled to look into details of the complex organization. Adrian et al. [3] described the vortex packet based on the two dimensional measurements further supported by Ganapathisubramani et al. [4] and Tomkins and Adrian [5] . In what was called a hairpin vortex as well as low speed streaks existing in the boundary layer, examples have been provided in [6] [7] [8] [9] [10] [11] [12] . Jacobi and McKeon [13] investigated the verylarge-scale motion (VLSM) and their influence on smaller scales using cospectral density.
Different techniques have allowed to visualize these structures all rooted in an Eulerian frame of reference and also employing the velocity gradient tensor such as Q-criterion [14] , δ-criterion [15] , λ 2 -criterion [16] , and swirling strength [17] . However, these criteria lack objectivity due to their dependence on the chosen frames [18] .
Low-order descriptors are also used to extract the dominant flow features based on energy content thus decomposing the flow field into coherent and less coherent parts. One of the most common modal decompositions is the proper orthogonal decomposition (POD) also known as singular value decomposition or principle component analysis. Lumley [19] presented proper orthogonal decomposition in the context of turbulent flow and Sirovich [20] introduced snapshot POD that conforms to the difficulties of the classical orthogonal decomposition. Herzog [21] performed three dimensional POD analysis for low Reynolds number pipe flow. Moin and Moser [22] used proper orthogonal decomposition to analyze the channel flow data obtained by direct numerical simulation. Liberzon et al. [23] used vorticity-based POD to extract the coherent structures of the DNS field. Wu and Christensen [24] used orthogonal decomposition modes to distinguish between the large scales and small scales in the turbulent boundary layer over smooth and rough surfaces. Large scales indicated the general features of the hairpin vortex packet. Baltzer and Adrian [25] showed that the hairpin vortex packets in the wall turbulence are strongly related to the dominant modes. Shah and Bou-Zeid [26] analyzed VLSM of atmospheric boundary layer performed by wall-modelled large eddy simulation (LES). Different POD modes of the vertical velocity field were extracted to then be correlated with the horizontal velocity and temperature. Furthermore, momentum and heat flux modes yielded from the analysis. POD follows a linearity of procedures of Fourier analysis and the diagonalizing of the temporal-spatial correlation matrix, thus extracting orthogonal structures [27] . However, the POD mode loses the phase information and might not be temporally independent due to the averaging process of the correlation tensor.
In the need to include the temporal, dynamic mode decomposition (DMD) allows to reveal this information as the energetic modes are described in terms of their frequency content.
Schmid and Sesterhenn [28] introduced DMD built on the theory of Krylov subspaces as a variant of the Arnoldi algorithm. The computation requires elements of the time series to be linearly independent and have distinct eigenvalues. Rowley et al. [29] introduced DMD through the theory of Koopman spectral analysis, presented firstly by Mezić [30] in the model reduction. Based on Koopman theory, the modes completely characterize the dynamics of the nonlinear flow and associate the particular eigenvalues to constitute a Koopman decomposition. Hence, DMD is considered as a particular numerical algorithm that calculates an approximate Koopman decomposition. The connection between the DMD and Koopman theory is preserved if and only if the dataset columns are linearly independent.
Schmid [31] presented DMD as a linear stability analysis and showed its validity for nonlinear flow via analyzing a linear tangent approximation to the underlying flow. Furthermore, the relation between POD and DMD through an singular value decomposition, SVD, based algorithm was explored. Schmid [32] used the dynamic mode decomposition to investigate the dominant features of flame, jet and flow within a cavity. In each of these instances, the temporal content was extracted and visualized. Muld et al. [33] used DMD to extract the coherent structure aspects of a simulated flow in the wake of the high speed train. Pan et al. [34] analyzed the wake of an airfoil, which yielded a correlation between the frequency of each mode with respect to the wavelength. Tang and Jiang [35] extracted periodic dynamical behavior of the hairpin vortices generated by a hemisphere protuberance. In a cylinder wake, Zhang et al. [36] distinguished the structure in the spatial and frequency domain; concluding that, POD modes are contaminated by uncorrelated structures.
In a Lagrangian frame of reference, a Lagrangian coherent structure (LCS) was used to detect features about the flow pertaining to stability as the trajectory evolves based on the expansion rates computed. Hyperbolic LCSs reveal the surface of ordered fluid trajectories and describes the most repelling, attracting and shearing at these surfaces.
Repelling material lines (stable manifolds) are responsible for the stretching of passive tracer groups normal to the manifold, whereas attracting material lines (unstable manifolds) for stretching tangent to the manifold and organize the motion of nearby fluid tracers as pointed by Haller [37] . Haller [38] showed an LCS event should appear as a ridge of the Finite Time Lyapunov Exponent, FTLE. These ridges represent stable or unstable manifolds in the flow. Wang et al. [39] presented that a fluid blob is deformed when a fluid tracer group along a stable manifold is incident upon an unstable manifold. Shadden et al. [40] suggested an alternative definition of the LCS as ridge of FTLE, thus showing a negligible flux across the well-defined LCS. However, Haller [41] proved the discrepancy of ridge theory, where LCS is not necessary to be the ridge of the FTLE and vice versa. A remedy was attained via variational theory based on the maximization of the normal repulsion rate of material lines at specific time interval. Farazmand and Haller [42] developed an improved computational approach based on variational theory to extract hyperbolic LCSs as smooth curves. Farazmand and Haller [43] relaxed the inconsistency of the calculation of repelling and attracting at the same time by calculating from a single forward or backward cascade.
Farazmand [44] showed that the hyperbolic LCSs align with the time average scalar field (zero level curves) as a consequence to forward or backward advection.
Lagrangian coherent structures have been applied to obtain an understanding of fuel mixing for a flame thrower [39] and ocean currents [45] . Shadden et al. [40] studied the attracting LCS on an oscillating flow over an airfoil. Green et al. [46] found hairpin-like LCSs using direct Lyapunov exponents, DLE, of a DNS turbulent channel flow. Peng and Dabiri [47] used LCSs to investigate predator-prey behavior of jellyfish. Pan et al. [48] identified Lagrangian coherent structures in a low Reynolds number turbulent boundary layer by computing FTLE on a wall-normal-streamwise plane. Beron-Vera et al. [49, 50] observe in the spatially periodic geophysical flows that the shearless invariant tori (zonal jet cores) can be characterized when the trenches coincide in forward and backward FTLE calculations.
Wilson et al. [51] identified LCSs on a spanwise-streamwise plane of a high Reynolds number turbulent boundary layer. A more recent review can be found in Haller [18] 
II. THEORY
In this study, theoretical frameworks for proper orthogonal decomposition, dynamic mode decomposition and Lagrangian coherent structures are described as detailed below.
A. Snapshot Proper Orthogonal Decomposition
Proper orthogonal decomposition is a statistical technique that identifies the optimal deterministic function and is presented as eigenvalues and eigenfunctions. POD gives the opportunity to decompose the flow into its large and small scales depending on the turbulent kinetic energy associated with these scales. The fluctuating velocity is obtained by subtracting the individual snapshots from the mean velocity and can be represented as,
where x and t refer to the spatial coordinates and time, respectively. n denotes the sample number. The matrix of the velocity components is processed as following,
where u, v , w , N and M is the streamwise, wall-normal, spanwise fluctuation velocity components, total number of the snapshots, and spatial grid points, respectively. A set of the orthonormal basis functions, φ, can be presented as,
Mathematically, the optimal functions, φ, require the average error between the field data and its projection onto φ to be minimized, thus the averaged projection is maximized in mean square sense. The two-point correlation tensor is required to obtain the maximization of the projection onto the flow field and can be determined as follows,
where R( x, x ) is a spatial correlation between two points x and x and T denotes the transpose of the matrix. Using the calculus of the variations, the maximization of the projection is given by the following Fredholm integral equation,
where Ω and λ are the domain and the eigenvalue, respectively. The optimal deterministic function is reduced to the eigenvalue problem and takes the following form
where C and G are the correlation tensor and basis of eigenvector, respectively. Each eigenvalue corresponds to the distinct eigenfunction and both are ordered in optimal sense.
The eigenvalues are positive and real and represent the contained energy of the eigenfunction as well as arranged in decreasing order as,
The matrix of orthonormal eigenvectors is normalized to represent the basis vectors or modes that describe the spatial information of the turbulence structures. Thus, summation of the eigenvalues is equivalent to the total turbulence kinetic energy, E, in a finite domain:
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The normalized energy content of each mode, η n , and the fraction of the cumulative energy, ζ n , can be represented as,
One of the aspects of the POD is the ability to reconstruct the stochastic velocity using the eigenfunctions. The contained energy of the reconstructed velocity depends on the number of modes that is used to reconstruct the flow field. The reconstructed velocity can be described by,
where a n is a back projecting coefficient of eigenfunction onto stochastic velocity and can be determined by,
B. Dynamic Mode Decomposition
The dynamic modes of the field data can be extracted through to Arnoldi algorithm which start from a Krylov sequence that classifies a set of successive vectors via spanned spaces and that corresponding to the Krylov subspaces, K, [52, 53] . Let an instantaneous velocity vector, ũ, organized into an ensemble snapshot as,
A linear mapping between the snapshots given by
where B is a constant of the linear mapping over the data and related to the standard Arnoldi iteration problem as following,
where S is a companion matrix that linearly combines the last snapshot N to the previous one, N-1 . In a least square sense, the companion matrix is optimally determined as following,
where argmin is the argument of the minimum. Following the algorithm proposed by [32] , the dynamic mode decomposition is presented briefly. The snapshot matrix is decomposed into an orthogonal matrix and an upper triangular matrix via QR decomposition,
Companion matrix, S , can be computed as,
where Q H is the complex conjugate transpose of the matrix Q. The resulting eigenvalue problem is solved to get the eigenvalues, L, and eigenvectors, X , of the S matrix,
The eigenvalue of the companion matrix is mapped onto the complex planes to acquire the dynamic spectrum of the modes,
where Π and δt are the logarithmic spectrum and time step between snapshots, respectively.
Finally, the dynamic mode, DM , can be extracted as,
The DMD algorithm can be used to reconstruct the stochastic flow field as,
where ω n is the amplitude of the modes.
C. Lagrangian Coherent Structures
Consider the differential equation:ẋ
where u( x, t) is a velocity field defined in an open domain, D ⊂ R 2 , for a determined interval of time. Flow map can be defined as,
where x 0 , and t 0 is the initial position and initial time, respectively. If
occupied by a mass of fluid at time t 0 , then,
For any smooth velocity field, ∇F
is the invertible tensor and denote the derivative of the flow map at a point x 0 ∈ D. The Cauchy-Green strain tensor is obtained as follows:
The tensor has two real eigenvalues, Γ 1 ( x 0 , t 0 , t) and Γ 2 ( x 0 , t 0 , t), and two orthogonal eigen-
is positive definite, its eigenvalues satisfy
The repulsion rate is defined at each point x 0 ∈ M (t 0 ) by ρ at each time step. In addition, the meander away from the plane should be small relative to the normal length scale of the plane. These have been previously tested and verified by
Wilson et al. [51] for the same dataset. Furthermore, the velocity field is extended beyond the measurement domain in streamwise direction using the Taylor's frozen field hypothesis.
Wilson et al. [51] describes the application of Taylor's hypothesis which is therefore not repeated here. To compute hyperbolic LCS, four conditions are used as following [42] ,
where T x 0 is the tangent space to M (t 0 ) at x 0 , the over bar indicates the average value.
The first condition keeps the hyperbolic LCS away from the degenerate points. The second condition ensures the Γ 2 is a local maximum near each point ( x 0 ) on the LCS. The third and fourth conditions guarantee that the normal vector at each point ( x 0 ) is aligned with the direction of the most repelling and attracting trajectories, and the LCS is more repelling and attracting than any close material line.
III. DESCRIPTION OF DATA AND METHODS
The planar (streamwise-spanwise) turbulent boundary layer data were obtained at the Laboratoire de Mécanique de Lille (LML) wind tunnel using a time resolved stereo particle image velocimetry. Dimensions of the test section are 20.6 m in length, 2 m in width and 1 m in height. The wind tunnel is designed for high Reynolds numbers and large boundary layer thickness at low speeds. Figure 1 illustrates the experimental setup, where the axis x is parallel to the wall in streamwise direction, the axis y is normal to the wall and the axis z is the transversal.
The free stream velocity, U ∞ , was 5 ms section. The Scheimpflug condition was used to ensure uniform image focus in both cameras across the field.
The spatial coordinates are nondimensionalized by viscous length scale which equal to δ v = ν/u τ , where ν is kinematic viscosity and u τ is the friction velocity. In this study, viscous length scale and the friction velocity are 0.09 mm and 0.174 ms −1 , respectively. The (x − z) plane is parallel to the wall and located at y = 4.5 cm, which equals to 50 wall units.
A total of 1200 packets of 40 time resolved data were recorded with resolutions of 0.67 ms in time and 0.5 mm in space. Further information on the experimental set up can be found in Wilson et al. [51] , Foucaut et al. [55] .
IV. RESULTS
A. Proper Orthogonal Decomposition Analysis
A total of 40 successive snapshots are analyzed via proper orthogonal decomposition. 5% to 7%. Finally, the modes from 11 to 40 do not exceed 1%, summing up to less than 30% of the total turbulence kinetic energy. Consequently, the first six modes carry most of the energy content in the flow. Correspondingly, figure 2(b) displays the convergence of eigenvalues, following equation (2.10). The cumulative energy of the first three, first six and first ten modes is 50%, 75% and 92% of the total energy, respectively and a small percentage contribution is observed thereafter.
Six different POD modes associated with the streamwise direction are visualized in figure   3 . For simplicity, P Un denotes the n th POD mode associated with the streamwise component. Vortical flow prevails where shear is present. The higher POD modes are related to small scale vortical motion. The features of the decomposed flow at low mode numbers resemble those as observed in streak-like phenomena as also observed in Green [56] . Wall streaks are initiated as a result to the penetration of the hairpin vortex leg from outer layer and contact with wall. Therefore, wall streaks can be considered as the passive trail to the hairpin vortices convected closest to the wall. The streaks have the repetition aspect or deterministic in the POD modes especially after P U 4 . As mentioned in Smith et al. [57] , when the legs of the hairpin vortices are closer or when the vortex is further from the wall, the streaks merge and become single streak as shown in the P U 2 . The events that take place in the outer part of the boundary layer are exhibited as a footprint in the near-wall flow.
B. Dynamic Mode Decomposition Analysis
Projecting velocity data onto the associated eigenvector gives the spatial dynamic modes corresponding to the imaginary part of the companion matrix eigenvalues. Orthogonality in time is observed through the DMD modes. The logarithmic mapping of eigenvalues on the complex plane measures phase velocity of the dynamic modes as well as the growth/decay rates via the imaginary, Π i , and real part, Π r , respectively, as formulated in [31] .
In figure 4 , the logarithmic mapping is shown where Π r and Π i are plotted. The extracted spectrum in the complex plane is distinguished by different colors and sizes as these correspond to the structures and their dynamic content. Similar to POD, these are organized in descending value for both frequency and importance. The spectrum is symmetric and six dominant eigenvalues are zero-centered around Π i . These correspond to the most dominant structures and are relatively large as their frequency is modest in comparison higher frequency modes, Π i < |1200|. In observing the relative size of the circles, the first mode located at Π i = 0 is largest and shows a growth rate as Π r > 0, thus corresponding to the mean flow. Thereafter, a wide range of frequencies are captured and characterized within each following DMD mode. Modes two through five (blue, green, yellow and brown circles)
experience an increase in decay rate, although the rates are different from mode to mode.
Interestingly, the decay rate doubles from modes one through three at Π r ≈ 0, -50 and -100, respectively. The variation from mode three to four is minor. The trend from modes five to six shifts to a lessened decay rate. Past mode six at Π i < |1200|, modes begin to oscillate and manifest a negligible influence in the flow field. This can be attributed to the influence of the incoherent structures which contain frequencies related to the small scales.
In visualizing the particular DMD modes, streamwise modes are shown in figure 5 and similar to the POD are denoted as D Un for simplicity. These attracting and repelling LCSs touch the boundaries and are roughly perpendicular to the structure or arc to embrace the structures with maximum and minimum energy content.
Although there are some differences between the POD and DMD modes, LCSs identifies all the structures of these modes and thus the techniques compliment each other well.
In order to visualize the relation between LCS trajectories and the POD, repelling and attracting LCSs are overlayed over the first POD mode at four different times, their orientation with time and achieve a more uniform distribution.
D. Lagrangian Coherent Structures of Reconstructed Fields
The numerical computations of Lagrangian coherent structures is rather challenging due to numerical error that can lead to inaccurate hyperbolic LCSs. The numerical error is particularly sensitive in the computation of Cauchy Green eigenvectors especially near hyperbolic
LCSs and near degenerate points as well as discontinuity of the eigenvector orientations.
Numerical error is remedied by increasing the accuracy of the finite difference calculation.
Adding auxiliary grids of four nodes to the each nodes in the original grid increases the accuracy significantly. The discontinuity of the eigenvector orientation can be identified when acquiring the reversing sign during the comparison between the eigenvectors at consequent integration time steps. This problem can be addressed by following the sign reversal of the eigenvectors [42] . Turbulent boundary layers have a wide range of scales and it is therefore difficult to avoid the 'noise' associated with the small scales. This may indeed cause failure or underestimate the repelling and attracting LCSs. This problem is inevitable even with increased mesh resolution since the latter may be located on the same side of the LCS and experience less stretching than in the main mesh.
Since the LCS are aligned with maxima and minima within the POD and DMD low mode numbers as shown in section IV C, POD reconstructions are employed to obtain the fluctuating velocities associated with that particular mode and therefore compute the LCSs corresponding to the mode. Consequently, POD is an efficient filter commonly applied to exclude the small, otherwise incoherent, structures through the reconstruction technique. (a)P U1 + LCS t + =1.29
The first POD mode with LCSs at four different times: (a) t + = 1.29; (b) t + = 18; (c)
behavior is expected since the first mode contains the most energy and therefore coherence.
The attracting trajectories exhibit similar behavior especially in the region between z + = 0 and -300. Above this region, the attracting trajectories show subsequent bending. Figure   10 26 (a) Red lines (attracting) and black lines (repelling).
E. Intersection Points
The location of the intersection points between the attracting and repelling LCSs are between high/low-momentum region is lost, thus pointing towards the homogeneity and isotropic nature of this particular mode. in high, low and zero momentum regions.
V. CONCLUSIONS
Proper orthogonal decomposition, dynamic mode decomposition and Lagrangian coherent structures are studied to gain insight in structures of turbulent boundary layer flow.
Low order descriptors are used to obtain energy content and frequency information of the flow. Decomposed flow via POD show that the first six modes can reconstruct 75% of the LCSs extracted from the full data also cover all the POD and DMD modes. However, it is difficult to extract the patterns and trends from the LCS as these are rather complex in shape.
The computational sensitivity of the LCS is an important factor that cause over estimated
LCSs. Although there are many treatments that reduce the errors in the computation, there are limitations for the experimental data, in particular for the turbulent boundary layer.
Small scale structures work as noise causing error in the LCSs calculation. The main aim of this study is to explore new techniques to reduce the error that may be due to the small scales. This eventually may help us to uncover the structure of the flow. POD and DMD are useful to filter according to associated kinetic energy and frequency, and thereafter reconstruction the velocity depending on the modes that have the largest coherent structure and lowest frequency solely. The reconstruction velocity is used to generate new LCSs. The energy and frequency content in the mode has a direct effect on the length of the LCSs, where the longest attracting and repelling LCSs extracted from the first mode and the shortest one come from the mode twenty. The reconstructed LCSs are well matched with the POD and DMD modes although they are reconstructed from individual modes. The linearity of the POD is used to reconstruct new LCSs using the first two mode, using the first three mode, using the first six mode and using the remaining. With increasing number of POD modes involved in the reconstruction, the complexity of the flow increases due to the increasing the strength of the energy. With increasing flow complexity, the shape and the length of the LCSs decreases with increasing the number of the modes included to generate LCSs. The intersection points between the attracting and repelling are also investigated. For full data LCSs, intersection point are distributed over all high and low momentum regions. For the reconstructed LCSs, most locations are found close to the low momentum regions. Finally, most bending occurring in the trajectories is located when they pass between high and low velocity regions. In conclusion, tracking the low order decomposition and the Lagrangian coherent structures can accurately distinguish the structure of the turbulent boundary layer.
To further explore, the quantification of the LCS length is required to fully understand the nature of the LCS and further investigation for the location of the intersection point with the critical point location may be given a direct indication of the physical meaning to intersection location.
