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El presente trabajo desarrolla un algoritmo de planeamiento de trayectoria 
basado en Optimización por Colonia de Hormigas, en conjunto con un 
controlador óptimo, para el desplazamiento de un barco robot. Se presenta el 
modelo matemático estándar usado para vehículos marinos desarrollado por 
Thor Fossen. Asimismo se presentan las principales ideas detrás del marco meta-
heurístico desarrollado por Marco Dorigo, llamado Optimización por Colonia de 
hormigas. El problema a resolver consiste en encontrar el camino más corto 
entre dos puntos dentro de un entorno (mapa) con obstáculos. Ambos 
algoritmos, tanto el de planeamiento de trayectoria como el de control óptimo, 
se implementaron en el entorno MatLab. Para poner a prueba el 
funcionamiento conjunto de estos dos algoritmos se usaron seis mapas distintos 
que buscan explorar el comportamiento de ambos algoritmos ante diversas 
variaciones de un caso base de comparación. El tiempo de convergencia de los 
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En general, se puede considerar como sistema todo dispositivo con entradas y salidas, donde 
las salidas son el resultado de procesar las entradas. En la investigación científica y en la 
solución de problemas de ingeniería, tanto científicos como ingenieros trabajan con sistemas. 
Dicho trabajo consiste en el modelamiento matemático y el control del comportamiento de los 
mismos. Diversos ejemplos de sistemas son: motor de combustión en automóviles, red de 
distribución eléctrica, alerones de aviones, hornos en panaderías y concentraciones de 
reactivos en una solución. Antiguamente el control de sistemas se llevaba a cabo enteramente 
mediante intervención humana. En esta forma de control rudimentario, un operario 
manipulaba un actuador que cambiaba el comportamiento del sistema, las acciones de control 
del operario se basaban en información del estado del sistema obtenida de sensores.  
Con el pasar de los años se ha desarrollado un campo de la matemática aplicado al control 
de sistemas llamado teoría control. La teoría de control proporciona algoritmos que pueden 
ser implementados por sub-sistemas llamados controladores, los que se encargan de 
automatizar el sistema. La automatización de sistemas permite librar a científicos e ingenieros 
del control manual, la cual es una labor tediosa y poco productiva ya que actualmente dicho 
control es solo un paso intermedio dentro de un trabajo más amplio y trascendente. 
Un caso de sistema automatizado es el sistema de navegación. El objetivo de estos sistemas 
de control es guiar un vehículo mientras se desplaza en un entorno con obstáculos y fronteras 
de tal forma que se cumplan los requerimientos establecidos. Estos requerimientos, que se 
plantean para el desplazamiento del vehículo, pueden estar relacionados con la forma y 
longitud del trayecto formado, el tiempo de recorrido o la cantidad de colisiones permitidas 
del vehículo con los obstáculos del entorno. Asimismo, los sistemas de navegación dependen 
de las características del vehículo que controlan; dentro de la amplia gama de vehículos que 
pueden ser automatizados, están los vehículos marítimos. 
El presente trabajo está orientado a la automatización de un robot marítimo para que pueda 
navegar en una zona de mar costero. Ya que se trata de un prototipo, las pruebas del sistema 
de navegación se harán en una piscina, de tal forma que se evite posibles daños al robot; sin 
embargo, se procurará simular las perturbaciones que podría encontrar en una zona de mar 




Figura 1.1. Robot marítimo a ser usado para este proyecto. Fuente: propia. 
El sistema de navegación que se implementará consta de dos partes: un planificador de 
trayectoria y un controlador óptimo para manejar el barco. El planificador de trayectoria tendrá 
como objetivo encontrar una ruta óptima entre dos puntos, en caso el robot se encuentre en 
un entorno con múltiples caminos. Una vez que se tiene una referencia de trayectoria a seguir, 
el controlador óptimo se encargará de controlar el desplazamiento del robot de tal forma que 
se siga esta referencia. 
1.1 Robots marítimos y aplicaciones 
El uso de robots se ha ampliado en las últimas décadas. Se pueden encontrar aplicaciones 
robóticas en campos tan diversos como manufactura, medicina, exploración espacial, entre 
otros.  
Las ventajas del uso de robots se pueden agrupar en cuatro categorías: seguridad, precisión, 
repetitividad y bajo costo. La seguridad es el factor más importante, ya que diversas tareas 
manuales llevadas a cabo por personas pueden resultar en lesiones. Un ejemplo del aumento 
en la seguridad para las personas gracias a los robots es el uso de autómatas inspectores de 
líneas de transmisión de alto voltaje; una tarea que antes era llevada a cabo únicamente por 
personas que arriesgaban su vida al acercarse a estos cables de alta tensión. El daño sufrido 
por un robot durante la ejecución de una tarea que antes era llevada a cabo por una persona 
significa que se ha evitado un daño humano, esta seguridad extra es la principal ventaja del 
uso de robots. La segunda ventaja que proporciona el uso de robots es la precisión, es decir, 
la exactitud con la que se lleva a cabo una tarea. Un robot es capaz de llevar a cabo una 
tarea de manera más precisa que un ser humano, debido a la naturaleza de sus sensores y 
actuadores, los cuales pueden ser diseñados de tal forma que sobrepasan ampliamente la 
capacidad humana de oír, ver, mover y sentir. Un ejemplo claro de esta ventaja se puede 
apreciar en las máquinas CNC, que perforan agujeros en un circuito electrónico; esta tarea 




con velocidad y exactitud superiores. La ventaja de la repetitividad se da gracias a que el 
desgaste mecánico que puede sufrir un robot a lo largo de su tiempo de vida es mucho más 
lento que el cansancio que siente una persona luego de trabajar durante un largo periodo. Un 
ejemplo de esta ventaja son las industrias de bienes de consumo masivo (papel, alimentos, 
envases, etc.). En estas industrias es posible lograr una producción masiva gracias al uso de 
varios robots que trabajan en paralelo de forma mucho más eficiente que una misma cantidad 
de personas lo harían. Finalmente, la ventaja del bajo costo se da gracias a que, una vez que 
se optimiza el diseño mecánico de un robot, las mejoras y el desempeño de su trabajo 
dependen del software que utilice. El ejemplo más resaltante en estos casos es el de los PLC 
(controladores lógicos programables), los cuales representan un solo gasto para la empresa, 
luego de lo cual su desempeño dependerá de la habilidad del programador designado para 
operarlo. 
En el párrafo anterior, se presentaron varios ejemplos de aplicaciones de robots para señalar 
sus ventajas; estos ejemplos también muestran la gran variedad de aplicaciones de la 
robótica. Por ejemplo, uno de los tantos campos de aplicación de la robótica son los robots 
marítimos. Estos robots están diseñados para desplazarse en el agua, ya sea de manera 
superficial (botes o barcos) o de manera submarina. Asimismo, las aplicaciones de los robots 
marítimos son muy diversas, algunos ejemplos son: exploración submarina, búsqueda de 
bancos de peces, sensado de variables meteorológicas y patrullaje. 
Independientemente de la tarea a la cual sea asignado el robot marítimo, este debe ser capaz 
de encontrar una trayectoria adecuada entre su posición inicial y un punto al cual se requiere 
que este se desplace. El sub-sistema dentro del robot que se encarga de encontrar dicha 
trayectoria se denomina sistema de planeamiento de trayectoria. Este sub-sistema se 
encarga de encontrar el mejor camino que puede seguir el robot para llegar a su destino 
dentro de un mapa que muchas veces presenta obstáculo y/o zonas restringidas. Una vez 
que la mejor trayectoria ha sido encontrada, otro sub-sistema se encarga de dirigir al robot 
de tal forma que describa dicha trayectoria, a este sub-sistema se le llama controlador. El 
controlador se encarga de generar las señales adecuadas que manejen a los actuadores del 
barco de tal forma que el robot pueda describir la trayectoria proporcionada por el planeador 
de trayectoria.  
1.2 Sistemas de control para robot marítimos 
La teoría de control es un campo de la matemática aplicada que se orienta a recibir señales 
que representan el estado de un sistema, procesarlas matemáticamente y obtener señales 
que cambien el estado del sistema de tal forma que se alcance un comportamiento deseado.  
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El control de vehículos marítimos puede remontarse a 1908 con la invención del girocompás, 
un instrumento que cumplía con la función de realimentar el ángulo de rumbo (“yaw”) del 
barco. La Figura 1.2 muestra un girocompás antiguo. Al conocer el ángulo de rumbo del barco 
en cada momento, se pudo implementar sistemas de control que mantuviesen la dirección 
establecida. Los siguientes inventos, que facilitaron aún más el desarrollo del control de 
vehículos marítimos, fueron el sistema de posicionamiento global en la década de 1970, 
seguido por la cobertura global en 1994. Estos sistemas de posicionamiento dieron paso a 
sistemas de control capaces de realizar supervisión y seguimiento de trayectoria. De esta 
forma, el desarrollo de sistemas de posicionamiento local basados en hidroacústica, radio y 
ondas electromagnéticas permitieron el desarrollo de sistemas de posicionamiento dinámico 
para barcos. Cabe resaltar que esta tecnología es ampliamente usada en bases petroleras 
en alta-mar. 
 
Figura 1.2. Girocompás antiguo. Fuente: Google. 
El control de vehículos marítimos comprende tres sub-sistemas: planeamiento de trayectoria, 
navegación y control. El sistema de planeamiento de trayectoria se encarga de generar la 
referencia que el vehículo debe seguir. La referencia a seguir puede estar expresada en 
términos de posición, velocidad y/o aceleración. La trayectoria establecida se define de 
acuerdo con la misión del vehículo, clima, combustible disponible, etc. Asimismo, conforme 
el barco avanza, la referencia obtenida va actualizándose en caso de perturbaciones 
inesperadas en el trayecto recorrido por el barco. El sistema de navegación es el que 
proporciona la medición de las variables involucradas en el control del barco. Estas variables 
pueden ser posición, velocidad, aceleración, ángulos de giro, presión atmosférica, 
temperatura, etc. Este sub-sistema se encarga de realizar una verificación de la calidad de 
las señales adquiridas de cada sensor en el vehículo y también realiza las conversiones de 
unidades y marcos de referencia necesarios en cada variable. Finalmente, el sistema de 
control se encarga de generar las señales que van a los actuadores de tal forma que el barco 
siga la trayectoria establecida, por el planeamiento de trayectoria. Las señales que produce 




navegación, las cuales brindan información acerca del estado actual del barco. Los algoritmos 
de control usados pueden ser lineales o no lineales. 
 Cuando se trabaja con sistemas de control para barcos, uno de los aspectos más importantes 
a tomar en cuenta es la naturaleza sub-actuada de estos sistemas. Esto significa que un 
vehículo marítimo posee más grados de libertad (formas en las que se puede describir su 
movimiento) que entradas independientes de control. Además, el control de vehículos 
marítimos sub-actuados ha sido un área activa de investigación en los últimos años, debido 
a que requiere estrategias propias de teoría control no-lineal para lograr aplicaciones 
altamente prácticas. Por ello, el problema principal en los vehículos marítimos sub-actuados 
es la ausencia de actuadores dedicados al control en el eje de deriva y arfada.   
1.3 Planeamiento y control de trayectoria 
El planeamiento de trayectoria no es un problema exclusivo del control de vehículos 
marítimos, más aún, tampoco es exclusivo del ámbito de robótica. El planeamiento de 
trayectoria puede plantearse de manera abstracta como un problema de optimización 
combinatoria discreta, en el cual el camino encontrado viene a ser la solución cuya función 
de costo es menor. La función de costo vendría a ser la distancia recorrida al tomar dicho 
camino y el mapa vendría a ser el universo de posibles soluciones que pueden plantearse 
cuando se dan un punto de inicio y un punto final. Un caso bastante estudiado es el problema 
del vendedor viajero (TSP, por sus siglas en inglés). Bajo este planteamiento, los algoritmos 
usados para determinar el mejor camino a seguir por un barco en altamar no serían muy 
distintos a los algoritmos usados para determinar la mejor ruta que debe tomar un paquete 
de datos cuando se envía por internet desde una computadora hacia otra. Debido a su amplia 
aplicación, el problema de planeamiento de trayectoria ha sido ampliamente estudiado; se 
han planteado tanto algoritmos exactos como algoritmos aproximados. La razón de que 
existan algoritmos aproximados se debe al hecho que este problema pertenece a la categoría 
de problemas computacionales tipo NP, para los cuales solo se puede hallar una solución lo 
más óptima posible, pero no la más óptima con seguridad.  
En el campo de la robótica se han desarrollado algoritmos de planeamiento de trayectoria 
para diversos tipos de robots, estos dependen principalmente del medio en el que se 
desplazan (medio terrestre, aéreo o marítimo). 
1.4 Estado del arte 
1.4.1 Sistemas de planeamiento de trayectoria 
Debido a que el sistema de planeamiento de trayectoria depende de la forma cómo se 
desplaza el robot, se pueden encontrar propuestas y avances en tres áreas: robots terrestres, 
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robots aéreos y robots marítimos. El caso de planeamiento de trayectoria para robots 
terrestres es el más sencillo de todos, puesto que la mayoría de casos se encuentran en 
mapas bidimensionales, planos de terreno sólido en los cuales se desplaza el vehículo.  
La representación del entorno del robot y la implementación del algoritmo son los dos 
componentes principales del planeamiento de trayectoria que están altamente influenciados 
en uno por el otro. La representación del entorno nos proporciona estructuras de datos que 
muestran las orientaciones y posiciones de objetos (y del robot) en el ambiente donde este 
se mueve, así como las áreas donde el movimiento está permitido (área transitable) o 
restringido (obstáculos). Las formas más usuales de representar el entorno del robot son: 
 Diagramas de Voronoi 
 Grillas regulares y grillas de ocupancia 
 Conos generalizados 
 Quadtree 
Una vez que se cuenta con una representación del entorno del robot, se procede a elegir el 
algoritmo más adecuado para dicha representación. El algoritmo más adecuado es aquel que 
manipula de manera más eficiente la estructura de datos proporcionada por la representación 
del entorno elegida. Los algoritmos existentes son los siguientes: 
 A* (“A estrella”) 
 A* modificado 
 Campo potencial artificial 
 Algoritmos genéticos 
En cuanto a robots terrestres, se han llevado a cabo abundantes estudios. En [1] se diseñó 
un sistema de planeamiento de trayectoria basado en el algoritmo A* para un mapa obtenido 
a partir de un escaneo del ambiente; en [2] se resolvió el problema usando curvas de Bézier 
en un mapa con restricciones de corredor; en [4] se usó el método de árbol aleatorio para 
encontrar la trayectoria de un robot terrestre que busca estacionarse en un área urbana; en 
[5] se usó el método de árbol cuaternario en un mapa desconocido en el cual el robot 
encuentra nuevos obstáculos conforme avanza. En [3] se evaluaron de manera comparativa 
los algoritmos de planeamiento de trayectoria para robots terrestres más usados en el “reto 
urbano” organizado por DARPA. 
En robots aéreos, el planeamiento de trayectoria se vuelve un problema tridimensional. Este 
campo de estudio es más recientes y aún queda mucho por investigar debido al creciente uso 
de drones aéreos. En [53] se hace un estudio resumen que muestra 5 categorías de 
algoritmos para realizar planeamiento de trayectoria para robots aéreos. En [54] se muestra 
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un método basado en A* mientras que en [55] se resuelve el planeamiento de trayectoria 
usando algoritmos genéticos.  
En robots marítimos podríamos separar el planeamiento en dos categorías: bidimensional 
para el caso de robots marítimos superficiales (ASV por sus siglas en inglés) y 
tridimensionales para el caso de robots marítimos submarinos (AUV por sus siglas en inglés). 
En el presente trabajo se tomó en cuenta los estudios realizados para robots de superficie, 
más no los orientados a robos submarinos. En [56] se realiza un planeamiento de trayectoria 
para robots marítimos usando campos potenciales.   
1.4.2 Sistemas de control para ASV 
El control de robots marítimos de superficie (ASV), es un área de investigación activa en la 
cual numerosos estudios han sido realizados. En [6] se describe el diseño de un ASV basado 
en microcontroladores, con comunicación inalámbrica y de bajo costo. La mayoría de 
embarcaciones, tanto las de tamaño industrial como las robóticas de pequeña escala, son 
sistemas sub-actuados. Debido a esto, hay una gran cantidad de investigaciones de control 
de ASV sub-actuados. En [7] se propone un control basado en dinámica neuronal en conjunto 
con el algoritmo de retro-propagación. En [8] se propone un control adaptativo robusto ante 
un ambiente con perturbaciones, tanto constantes como variantes en el tiempo. En [9] se 
utilizó un controlador apoyado de un observador de perturbaciones. En [10] se diseñó un 
controlador de realimentación de estado. Como se puede observar en los trabajos 
mencionados, las formas de controlar un ASV sub-actuado son bastante diversas.  
1.4.3 ACO aplicado al planeamiento de trayectoria 
La optimización por colonia de hormigas (ACO por sus siglas en inglés) es una 
metaheurística; es decir, un conjunto de conceptos algorítmicos que guían el desarrollo de 
soluciones a problemas de optimización combinatoria. El ACO se inspira en el 
comportamiento de las colonias de hormigas cuando estas buscan alimento en su entorno. 
Durante esta actividad, las hormigas demuestran que un sistema conformado por numerosos 
individuos sencillos puede resolver una tarea compleja: determinar el camino más corto entre 
el nido y el alimento. Debido a esto, es natural que el ACO sea aplicado al problema de 
planeamiento de trayectoria. Cuando se aplica a este problema, se crea una colonia de 
hormigas virtuales que exploran un mapa en busca del mejor camino entre dos puntos. 
Asimismo en [11] se lleva a cabo un estudio del desempeño del ACO en función de sus 
parámetros cuando se lo aplica al problema de planeamiento de trayectoria. Mientras que en 
[12] se presenta una versión modificada del ACO basada en varios enfoques previos a la 
implementación de este algoritmo. Por último en [13] y [14] se utiliza el ACO para el 
planeamiento de trayectoria de un robot móvil.  
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1.5 Solución propuesta y objetivos 
En el presente trabajo se diseñará un algoritmo de planeamiento de trayectoria basado en 
optimización por colonia de hormigas (ACO), para un robot marítimo de superficie. El sistema 
de control a utilizar será un controlador óptimo; debido a que el sistema es no-lineal, se usará 
una linealización por realimentación. La estrategia de control para este sistema sub-actuado 
será expresar los estados del modelo del barco robot en función de otras variables, de tal 
forma que se tenga una cantidad igual de estados del nuevo modelo y entradas de control. 
1.5.1 Objetivo principal  
Diseño de un sistema de planeamiento y control de trayectoria aplicando Optimización por 
Colonia de Hormigas y linealización por realimentación, de manera que el vehículo autónomo 
describa la trayectoria más corta para alcanzar una posición final deseada. 
1.5.2 Objetivos específicos 
 Obtener el modelo dinámico de un robot marítimo superficial. 
 Implementación de un algoritmo que determine la trayectoria óptima basado en 
Optimización por Colonia de Hormigas en un ambiente con obstáculos y frontera 
usando el entorno MatLab® 
 Implementación de un algoritmo de control que lleve al robot marítimo a través de la 
trayectoria planificada. 
 Lograr un tiempo de convergencia de ambos algoritmos (planeamiento de trayectoria 
y control) lo suficientemente bajo (menos de 20 segundos) para que pueda 






MODELADO MATEMÁTICO DE UN BARCO 
 
En este capítulo se demostrará que un barco puede modelarse haciendo uso las ecuaciones 
vectoriales mostradas en 2.1 y 2.2.  
?̇? = 𝑱Θ(𝜼)𝝂                                                                     (2.1) 
𝑴?̇? + 𝑪(𝝊)𝝊 + 𝑫(𝝊)𝝊 + 𝒈(𝜼) + 𝒈𝟎 = 𝝉 + 𝝉𝑤𝑖𝑛𝑑 + 𝝉𝑤𝑎𝑣𝑒                                                (2.2) 
La deducción del modelo explicado en este capítulo se obtuvo de Fossen 2011. 












(𝑓𝜓 + 𝑇)                                                                            (2.5) 
2.1 DEFINICIÓN DE VARIABLES Y SISTEMAS DE REFERENCIA 
2.1.1 Grados de libertad 
Para modelar el movimiento del barco, este será analizado como un cuerpo sujeto a seis 
grados de libertad. Al analizarlo como un cuerpo y no como un punto, las coordenadas del 
barco no solo representan su posición en un sistema coordenado, sino también su orientación 
respecto al mismo. Los seis grados de libertad asignados al barco son: “surge”, “sway”, 
“heave”, “roll”, “pitch” y “yaw”. La Figura 2.1 muestra las velocidades lineales y angulares 
descompuestas en los grados de libertad en un barco. El SNAME (sociedad de arquitectos 
navales e ingenieros marinos, por sus siglas en inglés), definió en 1950 una nomenclatura 
estándar para el análisis de vehículos marítimos. La Tabla 2.1 resume las principales 
variables definías para cada grado de libertad. 
El vector de coordenadas usadas para representar el movimiento del barco tendrá seis 
componentes. Las tres primeras componentes y sus derivadas en el tiempo representan la 
posición, velocidad y aceleración traslacional del barco; mientras que las tres coordenadas 
siguientes y sus derivadas en el tiempo representan la orientación, velocidad y aceleración 
angular del mismo. Asimismo, las fuerzas que actúan sobre el barco pueden descomponerse 
en tres componentes correspondientes a los grados de libertad “surge”, “sway” y “heave”; 
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mientras que un torque sobre el barco se puede descomponer en tres torques 
correspondientes a los grados de libertar “roll”, “pitch” y “yaw”. 
Tabla 2.1. Variables definidas por el SNAME (1950). 
 
 
Figura 2.1. Velocidades descompuestas en los grados de libertad de un barco Fuente: 
propia. 
2.1.2 Sistemas coordenados 
Para el correcto análisis de la posición y orientación de un barco se requiere de dos sistemas 
coordenados: NED y BODY. 
El sistema coordenado NED es un sistema que se asume inercial. Esta suposición se puede 
dar gracias a que el barco navegará en un área pequeña en relación con la superficie de la 




ángulos de Euler 
Velocidades 
lineales y angulares 
Fuerzas y 
momentos 
Surge x u X 
Sway y v Y 
Heave z w Z 
Roll φ p K 
Pitch θ q M 










planeta, a esto se le conoce como navegación de tierra plana. La rotación del planeta afecta 
tanto a este sistema coordenado como al barco. Este sistema tiene como centro un punto 
sobre la superficie del agua. El eje “X” apunta hacia el norte, el eje “Y” hacia el este y el eje 
“Z” apunta hacia debajo de forma perpendicular a la superficie. El punto de origen de este 
sistema coordenado se denomina 𝑜𝑛. 
  
Figura 2.2. Sistema coordenado NED. Navegación de tierra plana. Fuente: propia. 
El sistema coordenado BODY es un marco de referencia fijo al barco. Los ejes de este sistema 
son elegidos de tal forma que coincidan con los ejes de inercia del barco. El eje X va desde 
popa hacia proa; el eje Y va desde babor hacia estribor; y el eje Z va de la parte superior del 
barco hacia la inferior. El punto de origen de este sistema es llamado 𝑜𝑏, y se elige de tal 
forma que coincida con un punto ubicado a la mitad del barco en la línea de agua, a este 
punto se le denomina CO. La Figura 2.3 ilustra este sistema coordenado. 
 
Figura 2.3. Sistema coordenado BODY. Fuente: propia. 
Es importante notar que la orientación de los ejes en este sistema coordenado depende de 
la orientación del IMU (unidad de medidas inerciales) dentro del barco. Este sensor se 

















descompuestas en tres componentes que corresponden a los tres ejes tomados desde el 
IMU. Los ejes coordenados proporcionados por el IMU serán los ejes coordenados del 
sistema de coordenadas BODY. Por lo tanto, las velocidades y aceleraciones se miden en el 
marco de referencia BODY, lo cual hace necesaria una transformación de coordenadas que 
involucre rotación de ejes coordenados, la cual se desarrollará más adelante en este capítulo.  
2.1.3 Definición de variables 
Debido a la existencia de dos marcos de referencia, NED y BODY, en el análisis de 
movimiento del barco, es necesario adoptar una notación estándar que identifique el sistema 
coordenado usado. La Tabla 2.2 resume los vectores (y sus componentes) a usar en 
adelante. Se hará uso extensivo de la notación vectorial para presentar, de manera más 
ordenada, las ecuaciones de los 6 grados de libertad del barco. El superíndice en la parte 
derecha de cada vector indica el marco de referencia en el que están expresadas sus 
componentes; “b” para BODY y “n” para NED. 
Tabla 2.2. Vectores usados en el análisis dinámico de un barco. 
 




















Velocidad lineal del punto 𝑜𝑏 dentro del sistema coordenado 







Velocidad angular del sistema coordenado BODY respecto al 







Fuerza con línea de acción que pasa por el punto 𝑜𝑏 







Momento que actúan alrededor del punto 𝑜𝑏 expresado en el 

















Vector de fuerzas y momentos actuando sobre el barco, 





La Ecuación 2.1: ?̇? = 𝑱Θ(𝜼)𝝂, es la primera parte del modelo dinámico de un barco propuesto 
por T. Fossen en 1991. Esta ecuación representa la relación geométrica entre el vector de 
velocidades lineales y angulares expresado en el sistema coordenado BODY y el mismo 
expresado en el sistema coordenado NED. Geométricamente, 𝑱Θ(𝜼) es una matriz de rotación 
que lleva a las velocidades medidas en el marco de referencia BODY hacia el marco de 
referencia NED mediante una serie de rotaciones continuas determinadas por los ángulos Θ. 
La necesidad de realizar una rotación del vector de velocidades lineales y angulares se puede 
apreciar mejor en el caso de dos dimensiones. La Figura 2.4 muestra un barco cuya velocidad 
se representa por un vector naranja. La lectura del IMU nos da las componentes de la 
velocidad del barco en el sistema coordenado BODY, representadas en la Figura 2.4.a con 
vectores verdes. Dado que la posición del barco se expresa en el sistema coordenado NED, 
se descomponen las componentes de velocidad medidas en el sistema coordenado BODY 
en el sistema coordenado NED tal que se pueda calcular las componentes resultantes de la 
velocidad en el sistema NED. 
 
Figura 2.4. Caso bidimensional de un barco y la rotación de sus velocidades. a) 
componentes de la velocidad obtenidas en el sistema coordenado BODY. b) 
descomposición en el sistema coordenado NED de las componentes de velocidad obtenidas 
en el marco de referencia BODY. c) componentes resultantes de la velocidad del barco 
expresadas en el marco de referencia NED. Fuente: propia. 
El procedimiento de descomposición vectorial nos muestra el significado físico del cambio de 
coordenadas en el que está expresada la velocidad del barco. Sin embargo, la forma cómo 
se lleva a cabo este cambio de coordenadas puede representarse mediante la rotación simple 
Xn
Yn







a)                                                b)                                                    c) 
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del sistema coordenado BODY respecto al sistema coordenado NED. Esta rotación se 
muestra en la Figura 2.5. 
 
Figura 2.5. Interpretación geométrica del cambio de sistema coordenado. Fuente: propia. 





el sistema coordenado BODY. En este caso “u” y “v” vendrían a ser lo vectores de color verde. 





donde “?̇?” y “?̇?” son los vectores de color azul. Para relacionar ambos pares de vectores se 
usa una matriz de rotación en función del ángulo de rotación entre el marco BODY y el marco 








𝑏                                      (2.6) 
Donde el subíndice de la matriz 𝑹𝑏
𝑛 determina el sistema coordenado inicial y el superíndice 
determina el eje coordenado al final de la rotación. Los elementos de 𝑹𝑏
𝑛 pueden ser 
deducidos de las relaciones trigonométricas entre los vectores de cada sistema coordenado.  
Ahora que se tiene bien definida la rotación de un sistema coordenado de dos dimensiones 
respecto a otro, se puede generalizar la idea de rotación para vectores en tres dimensiones. 














Figura 2.6. Rotación del sistema BODY hasta quedar orientado con el sistema NED. 
Fuente: propia. 
Para generalizar la idea de rotación en tres dimensiones nos apoyaremos de las siguientes 
definiciones: 
Definición 2.1 (Rotación simple): el movimiento de un cuerpo rígido en un sistema 
coordenado B relativo a otro cuerpo rígido o a un sistema coordenado A, se denomina 
rotación simple si existe una línea L, llamada eje de rotación, cuya orientación relativa a 
ambos sistemas coordenados permanece constante a lo largo de todo el movimiento. 
Definición 2.2 (Teorema de Euler): cualquier cambio en la orientación relativa de dos 
cuerpos rígidos o sistemas coordenados A y B, puede ser producido por medio de una 
rotación simple de B en A. 
En la Figura 2.6, se puede observar que el marco de referencia BODY gira alrededor del eje 
de rotación L un ángulo α hasta quedar en la posición del marco de referencia NED. El vector 
unitario λ es paralelo a los ejes Zb y Zn en este caso. De manera similar a la Ecuación 2.6, se 
puede deducir una matriz 𝑹𝑏
𝑛 tal que relacione un vector de velocidad en el sistema NED y lo 






𝑏       ,     𝑹𝑏
𝑛: = 𝑹 (𝜆 ,𝜓) = 𝑰3×3 + sin(𝛼)  𝑺(𝝀) + [1 − cos(𝛼)] 𝑺
𝟐(𝝀)         (2.7) 
En esta ecuación se expresa el vector de velocidades lineales 𝒗𝑏∕𝑛
𝑛  en función de las 
coordenadas del vector 𝒗𝑏∕𝑛
𝑏  mediante una matriz 𝑹𝑏
𝑛 que es función de un ángulo α y un 
vector unitario λ. El ángulo α es el ángulo que describe el vector desde el inicio hasta el final 















𝑛 = [  
cos 𝛼 + 𝜆1
2(1 − cos𝛼) 𝜆1𝜆2(1 − cos𝛼) − 𝜆3
2 sin𝛼 𝜆1𝜆3(1 − cos𝛼) + 𝜆3
2 sin𝛼
𝜆2𝜆1(1 − cos𝛼) + 𝜆3
2 sin𝛼 cos𝛼 + 𝜆2
2(1 − cos𝛼) 𝜆2𝜆3(1 − cos𝛼) − 𝜆3
2 sin𝛼
𝜆3𝜆1(1 − cos𝛼) − 𝜆3
2 sin𝛼 𝜆3𝜆2(1 − cos𝛼) + 𝜆3
2 sin𝛼 cos𝛼 + 𝜆3
2(1 − cos𝛼)
  ](2.8) 
El operador 𝑺(𝝀) es denominado producto cruz mediante matriz antisimétrica. Las siguientes 
definiciones establecen las propiedades y el uso de esta matriz. 
Definición 2.3 (Matriz antisimétrica): una matriz S se denomina antisimétrica si cumple 𝑆 =
−𝑆𝑇. Esto implica que los elementos de la diagonal principal de S son iguales a cero y los 
elementos fuera de la diagonal satisfacen 𝑠𝑖𝑗 = −𝑠𝑗𝑖   ∀ 𝑖 ≠ 𝑗. 
Definición 2.4 (Operador producto-cruz): el producto cruz de dos vectores se define 
usando una matriz antisimétrica de la siguiente manera: 








]            (2.9) 
En la Figura 2.6, se mostró una rotación simple para el caso de dos sistemas coordenados, 
NED y BODY, cuyos ejes “Z” son paralelos y cuyos planos XY también son paralelos. En este 
caso particular, una sola rotación simple basta para hacer coincidir la orientación de ambos 
sistemas coordenados. Este alineamiento es lo que permite expresar un vector del sistema 
NED en función de un vector en el sistema BODY. Sin embargo, el sistema BODY se 
encuentra desalineado del sistema NED de tal forma que para alinearlo con el sistema NED 
es necesario realizar tres rotaciones simples en un orden establecido por el SNAME 1950. La 
primera rotación simple toma como eje Zb y gira un ángulo 𝜓 denominado “yaw”. La segunda 
rotación simple toma como eje Yb (en su nueva orientación) y gira un ángulo 𝜃 denominado 
“pitch”. Finalmente, la tercera rotación simple se realiza en torno al eje Xb (en su nueva 
orientación) y describe un ángulo 𝜙 llamado “roll”. Estas tres rotaciones simples se 
representan algebraicamente por las ecuaciones 2.10, 2.11 y 2.12; donde los vectores 
unitarios 𝑖, 𝑗 y ?⃑⃑? son paralelos a los ejes de cada rotación simple. 
𝑹( ?⃑⃑?,𝜓 ) = [
cos𝜓 − sin𝜓 0
sin𝜓 cos𝜓 0
0 0 1
]                                                           (2.10) 
𝑹( 𝑗,𝜃 ) = [
cos 𝜃 0 sin𝜃
0 1 0
− sin 𝜃 0 cos 𝜃
]                                                           (2.11) 
𝑹( 𝑖,𝜙 ) = [
1 0 0
0 cos𝜙 − sin𝜙
0 sin𝜙 cos𝜙
]                                                           (2.12) 
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Debido a que se realizan tres rotaciones simples consecutivas, la orientación de los ejes del 
sistema coordenado BODY cambia tres veces hasta llegar a estar alineados con el sistema 
coordenado NED. Este proceso se ilustra en la Figura 2.7. 
 
Figura 2.7. Rotaciones simples consecutivas. a) Rotación alrededor del eje Z. b) Rotación 
alrededor del eje Y. c) Rotación alrededor del eje X. Fuente: propia. 
La expresión algebraica que lleva a cabo estas rotaciones sucesivas se muestra a 
continuación. 
𝑹𝑏 




]                                     (2.13) 
𝑹𝑏 
𝑛 (𝚯𝑛𝑏) = [




cos𝜃 0 sin 𝜃
0 1 0
− sin𝜃 0 cos 𝜃
] [
1 0 0
0 cos𝜙 − sin𝜙
0 sin𝜙 cos𝜙
]              (2.14) 
𝑹𝑏
𝑛(𝚯𝑛𝑏) = [
cos𝜓 cos 𝜃 − sin𝜓 cos𝜙 + cos𝜓  sinθ sinϕ sin𝜓 sin𝜙 + cos𝜓 cos𝜙 sin 𝜃
sin𝜓 cos 𝜃 cos𝜓 cos𝜙 + sin𝜙 sin 𝜃 sin 𝜓 − cos𝜓 sin 𝜙 + sin 𝜃 sin 𝜓 cos𝜙
− sin 𝜃 cos 𝜃 sin𝜙 cos 𝜃 cos𝜙
]     (2.15) 
Ahora que se tiene la matriz de rotación que alinea el sistema BODY con el sistema NED, se 
puede plantear la Ecuación 2.16, la cual relaciona el vector de velocidad lineal expresada en 




𝑏                                                                (2.16) 
De la misma forma que la velocidad lineal en ambos marcos de referencia (BODY y NED) se 
relaciona mediante una matriz de rotación, la velocidad angular del barco también puede ser 
























a) b) c) 
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alinearse con el sistema NED. Las ecuaciones 2.17, 2.18 y 2.19 muestran esta relación 


















−1(𝚯𝑛𝑏) ?̇?𝑛𝑏                                     (2.17) 
𝑻𝚯(𝚯𝑛𝑏) = [ 
1 sin𝜙 tan 𝜃 cos𝜙 tan 𝜃






 ]                                            (2.18) 
 ?̇?𝑛𝑏 = 𝑻𝚯(𝚯𝑛𝑏)  𝝎𝑏 𝑛⁄
𝑏                                                               (2.19) 
Ahora que se tiene una relación entre componentes de velocidad en el sistema BODY y NED, 
tanto lineales como angulares, se puede establecer una ecuación que englobe las ecuaciones 














 ]            →           ?̇? = 𝑱Θ(𝜼)𝝊                       (2.20) 
 
2.3 DINÁMICA DE CUERPO RÍGIDO. 
La Ecuación 2.2 es la segunda parte del modelo planteado por Fossen, esta se vuelve a 
presentar a continuación: 
𝑴?̇? + 𝑪(𝝊)𝝊 + 𝑫(𝝊)𝝊 + 𝒈(𝜼) + 𝒈𝟎 = 𝝉 + 𝝉𝑤𝑖𝑛𝑑 + 𝝉𝑤𝑎𝑣𝑒                         (2.2) 
En esta ecuación se tienen los siguientes elementos: 
 𝑴: matriz de inercia. 
 𝑪(𝝊): matriz de Coriolis. 
 𝑫(𝝊): matriz de amortiguamiento. 
 𝒈(𝜼): vector generalizado de fuerzas gravitacionales y de empuje. 
 𝒈𝟎: fuerzas de restauración estáticas y momentos debidos a sistemas de balasto. 
 𝝉: fuerzas y momentos originados externamente. 
 𝝉𝑤𝑖𝑛𝑑: fuerzas y momentos causados por el viento. 
 𝝉𝑤𝑎𝑣𝑒: fuerzas y momentos causados por el oleaje. 
El vector 𝜼 contiene las 6 coordenadas correspondientes a los 6 grados de libertad del barco: 
tres posiciones y tres ángulos de Euler. El vector 𝝊 contiene las velocidades lineales y 
angulares del barco. A continuación, se analizarán los elementos mencionados. En algunos 
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casos, se deducirá las expresiones algebraicas usando leyes de la física, mientras que en 
otros casos se verá que la obtención de las matrices es experimental. 
2.3.1 Matriz de inercia y Coriolis 
Para la obtención de las matrices 𝑴 y 𝑪(𝝊) se usará la segunda mecánica vectorial, la cual 
hace uso de la formulación Newton-Euler. Esta formulación es una combinación de la 
segunda ley de Newton y los axiomas de Euler (conservación del momento lineal y angular). 
Las leyes de Newton fueron publicadas en la obra Philosophia Naturalis Principia 
Mathematica en 1687. Los axiomas de Euler fueron publicados en Novi Commentarii 
Academiae Scientiarum Imperialis Petropolitanae. La segunda ley de Newton se muestra en 
la Ecuación 2.21, mientras que los axiomas de Euler se muestran en la Ecuación 2.22. 
𝑚 ?̇⃑?𝑔∕𝑖 = 𝑓𝑔                                                                             (2.21) 
di  
dt
𝑝𝑔 = 𝑓𝑔            𝑝𝑔 = 𝑚 ?⃑?𝑔 𝑖⁄                                  
di  
dt
ℎ⃑⃑𝑔 = ?⃑⃑⃑?𝑔          ℎ⃑⃑𝑔 = 𝐼𝑔 ?⃑⃑?𝑏 𝑖⁄                (2.22) 
Donde 𝑓𝑔 y ?⃑⃑⃑?𝑔 son las fuerzas y torques que actúan en el centro de gravedad del barco, 
mostrado en la Figura 2.8 como el punto CG; ?⃑?𝑔 𝑖⁄  y ?⃑⃑?𝑏 𝑖⁄  son las velocidades lineal y angular, 
respectivamente, del sistema BODY respecto a un sistema coordenado inercial {𝑖}; y 𝑝𝑔 y ℎ⃑⃑𝑔 
son los momentos lineal y angular respectivamente. 
 Para deducir las expresiones de 𝑴 y 𝑪(𝝊) se tomarán en cuenta dos suposiciones: 
1. El barco es un cuerpo rígido, por lo tanto no se consideran las interacciones dinámicas 
entre elementos individuales de masa del barco: 
db  
dt
𝑟𝑔 = 0⃑⃑ 
2. El sistema coordenado NED es inercial, por lo tanto no se considera el efecto de las 
fuerzas debido a la rotación del planeta: ?⃑?𝑔∕𝑖 ≈ ?⃑?𝑔 𝑛⁄  , ?⃑⃑?𝑏 𝑖⁄ ≈ ?⃑⃑? 
También se hará uso de la derivada en el tiempo de un vector dentro de un sistema 
coordenado en movimiento, que en este caso es el sistema BODY. Esta derivada en el tiempo 









?⃑? + ?⃑⃑?𝑏∕𝑖 × ?⃑?                                           (2.23) 
La deducción de las matrices 𝑴 y 𝑪(𝝊) se hará en tres análisis: movimiento traslacional de 
CG, movimiento rotacional alrededor de CG, transformación de coordenada, movimiento 
traslacional del punto CO, movimiento rotacional del punto CO, y finalmente se condensará 
todo en las ecuaciones de movimiento de un cuerpo rígido con 6 grados de libertad. Para 
estos análisis se tendrá en cuenta la situación general mostrada en la Figura 2.8, en la que 
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se muestra en azul el marco de referencia NED y en rojo el marco de referencia BODY. 
Asimismo, se muestra la relación entre vectores de posición del punto CO (origen del sistema 
BODY) y el punto CG (centro de gravedad del barco). 
 
Figura 2.8. Análisis de cuerpo rígido de un barco. Fuente: propia. 
Movimiento de traslación del centro de gravedad 
En la Figura 2.8, se puede observar que el vector de posición del centro de gravedad respecto 
al marco de referencia NED puede ser expresado como la suma de los otros dos vectores 
mostrado en la misma Figura, como se muestra en la Ecuación 2.24. 
𝑟𝑔 𝑛⁄ = 𝑟𝑏 𝑛⁄ + 𝑟𝑔                                                                   (2.24) 
A dicha expresión se le toma la derivada en el tiempo y, tomando en cuenta la propiedad 
mostrada en la Ecuación 2.23, se obtiene la Ecuación 2.25. 
?⃑?𝑔 𝑛⁄ = ?⃑?𝑏 𝑛⁄ + (
𝑑𝑏 𝑟𝑔 
𝑑𝑡
+ ?⃑⃑?𝑏 𝑛⁄ × 𝑟𝑔)                                                   (2.25) 
Gracias a que asumimos que el barco es un cuerpo rígido, el primer término dentro del 
paréntesis se elimina, y nos queda la Ecuación 2.26. 
?⃑?𝑔 𝑛⁄ = ?⃑?𝑏 𝑛⁄ + ?⃑⃑?𝑏 𝑛⁄ × 𝑟𝑔                                                             (2.26) 
Se reemplaza esta expresión en el primer axioma de Euler mostrado anteriormente en la 
Ecuación 2.22, y se obtiene la expresión mostrada en la Ecuación 2.27. 
dn  
dt
(𝑚 ?⃑?𝑔 𝑛⁄ ) = 𝑓𝑔           ⟹          𝑚(?̇⃑?𝑏 𝑛⁄ + ?⃑⃑?𝑏 𝑛⁄ × ?⃑?𝑔∕𝑛) = 𝑓𝑔
𝑏                          (2.27) 
Si se reemplaza los productos cruz por matrices antisimétricas, se obtiene la Ecuación 2.28. 
𝑚 ?̇?𝑏 𝑛⁄ +𝑚 𝑆(?⃑⃑?𝑏 𝑛⁄ ) ?⃑?𝑔 𝑛⁄ = 𝑓𝑔
















Movimiento de rotación del centro de gravedad 
De manera similar, se analizará el movimiento rotacional del barco usando la Ecuación 2.23 






(𝐼𝑔 ?⃑⃑?𝑏 𝑛⁄ ) =
db  
dt
𝐼𝑔 ?⃑⃑?𝑏 𝑛⁄ + ?⃑⃑?𝑏∕𝑛 × (𝐼𝑔 ?⃑⃑?𝑏 𝑛⁄ )                                 (2.29) 
Donde, 𝐼𝑔 es la matriz de inercia alrededor del centro de gravedad, la cual se define como: 




 )                                                              (2.30) 
Dicha ecuación se reemplaza en el segundo axioma de Euler,  
dn  
dt
(𝐼𝑔 ?⃑⃑?𝑏 𝑛⁄ ) = ?⃑⃑⃑?𝑔         ⟹         𝐼𝑔?̇⃑⃑?𝑏 𝑛⁄ − (𝐼𝑔 ?⃑⃑?𝑏 𝑛⁄ ) × ?⃑⃑?𝑏 𝑛⁄ = ?⃑⃑⃑?𝑔
𝑏                        (2.31) 
Si se usa la notación de matriz antisimétrica se tiene la Ecuación 2.32. 
𝐼𝑔?̇⃑⃑?𝑏 𝑛⁄ − 𝑆(𝐼𝑔 ?⃑⃑?𝑏 𝑛⁄ )?⃑⃑?𝑏 𝑛⁄ = ?⃑⃑⃑?𝑔
𝑏                                                          (2.32) 
Ecuaciones de movimiento respecto al centro de gravedad 









𝑚 𝑆(?⃑⃑?𝑏 𝑛⁄ ) 03×3









)           (2.33) 
Donde podemos definir la matriz de masas 𝑀𝑅𝐵
𝐶𝐺 y la matriz de Coriolis-centrípeta 𝐶𝑅𝐵
𝐶𝐺, ambas 














)                                              (2.34) 
Transformación de coordenadas 
Ahora que se tienen las ecuaciones de movimiento para el centro de gravedad, se puede 
deducir una transformación para que los vectores queden expresados respecto al origen del 
marco BODY, mostrado en la Figura 2.8 como el punto CO. Para esto volvemos a recurrir a 





𝑏                                                         (2.35) 
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Esta expresión puede expresarse en términos que no contenga un producto cruz si se utiliza 





𝑏                                                        (2.36) 
Con esta ecuación se puede establecer la siguiente matriz de transformación, en la cual la 
velocidad angular no se altera, ya que esta estaba definida respecto al marco de referencia 























𝑏 )                    (2.37) 
Si reemplazamos la Ecuación 2.37 en la Ecuación matricial 2.34 obtenida anteriormente, 



















)            (2.38) 















)                                                   (2.39) 
Si expandimos detalladamente los elementos de las nuevas matrices en la Ecuación 2.39, 
obtenemos: 
(




























)     (2.40) 
Movimiento de traslación del punto CO 
Para esto, se tomará la primera fila de la Ecuación 2.40 y se le dará una forma más 
conveniente. El proceso se muestra en las ecuaciones 2.41, 2.42 y 2.43. 
𝑚(  ?̇⃑⃑?𝑏 𝑛⁄ −  𝑆(?⃑?𝑔
𝑏
) ?̇⃑⃑⃑?𝑏 𝑛⁄ +  𝑆(?⃑⃑⃑?𝑏 𝑛⁄
𝑏




) ?⃑⃑⃑?𝑏 𝑛⁄ ) = ?⃑⃑?𝑏
𝑏
                            (2.41) 
𝑚( ?̇⃑⃑?𝑏 𝑛⁄ + 𝑆
𝑇(?̇⃑⃑⃑?𝑏 𝑛⁄ ) ?⃑?𝑔
𝑏
+  𝑆(?⃑⃑⃑?𝑏 𝑛⁄
𝑏








                             (2.42) 
𝑚( ?̇⃑⃑?𝑏 𝑛⁄ + ?̇⃑⃑⃑?𝑏 𝑛⁄ × ?⃑?𝑔
𝑏
+  ?⃑⃑⃑?𝑏 𝑛⁄
𝑏














Movimiento de rotación del punto CO 
Para esto, se tomará la segunda fila de la Ecuación 2.40 y se le dará una forma más 
conveniente utilizando el teorema de ejes paralelos. Este teorema nos brinda la matriz de 
inercia respecto al origen del marco BODY. La Ecuación 2.44 muestra este teorema. 
𝐼𝑏 = 𝐼𝑔 −𝑚 𝑆
2(?⃑?𝑔
𝑏
)                                                                                (2.44) 
El proceso se muestra en las ecuaciones 2.45, 2.46 y 2.47. 
𝑚𝑆(𝑟𝑔
𝑏)?̇⃑?𝑏 𝑛⁄ + (𝐼𝑔 −𝑚𝑆
2(𝑟𝑔
𝑏)) ?̇⃑⃑?𝑏 𝑛⁄ +𝑚𝑆(𝑟𝑔
𝑏)𝑆(?⃑⃑?𝑏 𝑛⁄
𝑏 )?⃑?𝑔 𝑛⁄ − 𝑆 ((𝐼𝑔 −𝑚𝑆
2(𝑟𝑔
𝑏)) ?⃑⃑?𝑏 𝑛⁄
𝑏 ) ?⃑⃑?𝑏 𝑛⁄ = ?⃑⃑⃑?𝑏
𝑏      
(2.45) 
𝐼𝑏 ?̇⃑⃑?𝑏 𝑛⁄ + 𝑆(?⃑⃑?𝑏 𝑛⁄
𝑏 )𝐼𝑏?⃑⃑?𝑏 𝑛⁄ +𝑚𝑆(𝑟𝑔
𝑏)?̇⃑?𝑏 𝑛⁄ +𝑚𝑆(𝑟𝑔
𝑏)𝑆(?⃑⃑?𝑏 𝑛⁄
𝑏 )?⃑?𝑔 𝑛⁄ = ?⃑⃑⃑?𝑏
𝑏                                  (2.46) 
𝐼𝑏 ?̇⃑⃑?𝑏 𝑛⁄ + ?⃑⃑?𝑏 𝑛⁄
𝑏 × 𝐼𝑏?⃑⃑?𝑏 𝑛⁄ +𝑚 𝑟𝑔
𝑏 × (?̇⃑?𝑏 𝑛⁄ + ?⃑⃑?𝑏 𝑛⁄
𝑏 × ?⃑?𝑔 𝑛⁄ ) = ?⃑⃑⃑?𝑏
𝑏                                         (2.47) 
Ecuaciones de movimiento de un cuerpo rígido. 
Finalmente, si se aplica la nomenclatura del SNAME (1950), mostrada en la Tabla 2.2, a las 
ecuaciones 2.43 y 2.47, se tendrá el modelo no-lineal del barco describiendo la evolución de 
sus 6 grados de libertad. Este modelo está descrito por las siguientes ecuaciones: 
𝑚[?̇? − 𝑣𝑟 + 𝑤𝑞 − 𝑥𝑔(𝑞
2 + 𝑟2) + 𝑦𝑔(𝑝𝑞 − ?̇?) + 𝑧𝑔(𝑝𝑟 + ?̇?)] = 𝑋                            (2.48) 
𝑚[?̇? − 𝑤𝑝 + 𝑢𝑟 − 𝑦𝑔(𝑟
2 + 𝑝2) + 𝑧𝑔(𝑞𝑟 − ?̇?) + 𝑥𝑔(𝑞𝑝 + ?̇?)] = 𝑌                            (2.49) 
𝑚[?̇? − 𝑢𝑞 + 𝑣𝑝 − 𝑧𝑔(𝑝
2 + 𝑞2) + 𝑥𝑔(𝑟𝑝 − ?̇?) + 𝑦𝑔(𝑟𝑞 + ?̇?)] = 𝑍                            (2.50) 
𝐼𝑥?̇? + (𝐼𝑧 − 𝐼𝑦)𝑞𝑟 − (?̇? + 𝑝𝑞)𝐼𝑥𝑧 + (𝑟
2 − 𝑞2)𝐼𝑦𝑧 + (𝑝𝑟 − ?̇?)𝐼𝑥𝑦 +𝑚[𝑦𝑔(?̇? − 𝑢𝑞 + 𝑣𝑝) − 𝑧𝑔(?̇? − 𝑤𝑝 + 𝑢𝑟)] = 𝐾      
(2.51) 
𝐼𝑦?̇? + (𝐼𝑥 − 𝐼𝑧)𝑟𝑝 − (?̇? + 𝑞𝑟)𝐼𝑥𝑦 + (𝑝
2 − 𝑟2)𝐼𝑧𝑥 + (𝑞𝑝 − ?̇?)𝐼𝑦𝑧 +𝑚[𝑧𝑔(?̇? − 𝑣𝑟 + 𝑤𝑞) − 𝑥𝑔(?̇? − 𝑢𝑞 + 𝑣𝑝)] = 𝑀      
(2.52) 
𝐼𝑧?̇? + (𝐼𝑦 − 𝐼𝑥)𝑝𝑞 − (?̇? + 𝑟𝑝)𝐼𝑦𝑧 + (𝑞
2 − 𝑝2)𝐼𝑥𝑦 + (𝑟𝑞 − ?̇?)𝐼𝑧𝑥 +𝑚[𝑥𝑔(?̇? − 𝑤𝑝 + 𝑢𝑟) − 𝑦𝑔(?̇? − 𝑣𝑟 + 𝑤𝑞)] = 𝑁      
(2.53) 
En este modelo, las primeras tres ecuaciones representan el movimiento de traslación del 
barco, mientras que las tres últimas representan el movimiento rotacional del mismo. La 
representación vectorial de este modelo se muestra en la Ecuación 2.54. 
𝑴𝑅𝐵𝝊 ̇ + 𝑪𝑅𝐵(𝝊) 𝝊 = 𝝉𝑅𝐵                                                             (2.54) 
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Esto vendría a ser la segunda parte del modelo al que se deseaba llegar; es decir, la Ecuación 
2.2. Este modelo proporciona toda la información necesaria para obtener información 
detallada de la dinámica del barco. Sin embargo, la complejidad del modelo es bastante alta. 
Los elementos de la matriz 𝑴𝑅𝐵 son detallados en la Ecuación 2.55. Esta matriz es única y 
satisface las propiedades descritas en la Ecuación 2.56. 
𝑴𝑅𝐵 = (










𝑚          0         0
0          𝑚         0
0          0         𝑚
0 𝑚 𝑧𝑔 −𝑚 𝑦𝑔
−𝑚 𝑧𝑔 0 𝑚 𝑥𝑔
𝑚 𝑦𝑔 −𝑚 𝑥𝑔 0
0 −𝑚 𝑧𝑔 𝑚 𝑦𝑔
𝑚 𝑧𝑔 0 −𝑚 𝑥𝑔
−𝑚 𝑦𝑔 𝑚 𝑥𝑔 0
𝐼𝑥     −𝐼𝑥𝑦  −𝐼𝑥𝑧
−𝐼𝑦𝑥    𝐼𝑦  −𝐼𝑦𝑧








𝑇 > 𝟎             ?̇?𝑅𝐵 = 𝟎6×6                                                                 (2.56) 
A diferencia de la matriz 𝑀𝑅𝐵, la matriz 𝐶𝑅𝐵(?⃑?) puede tener varias representaciones. Se elegirá 
aquella mostrada en la Ecuación 2.57 (Fossen and Fjellstad, 1995). Los elementos de dicha 
representación se muestran detalladamente en la Ecuación 2.57. 
𝑪𝑅𝐵 = (










0                              0                               0
0                              0                               0
0                              0                               0
−𝑚(𝑦𝑔𝑞 + 𝑧𝑔𝑟) 𝑚(𝑦𝑔𝑝 +  𝑤) 𝑚(𝑧𝑔𝑝 −  𝑣)
𝑚(𝑥𝑔𝑞 − 𝑤) −𝑚(𝑧𝑔𝑟 +  𝑥𝑔𝑝) 𝑚(𝑧𝑔𝑞 +  𝑢)
𝑚(𝑥𝑔𝑟 +  𝑣) 𝑚(𝑦𝑔𝑟 −  𝑢) −𝑚(𝑥𝑔𝑝 +  𝑦𝑔𝑞)
                                                                 
. 
𝑚(𝑦𝑔𝑞 +  𝑧𝑔𝑟)         −𝑚(𝑥𝑔𝑞 −  𝑤)          −𝑚(𝑥𝑔𝑟 +  𝑣)    
−𝑚(𝑦𝑔𝑝 +  𝑤)         𝑚(𝑧𝑔𝑟 +  𝑥𝑔𝑝)           −𝑚(𝑦𝑔𝑟 −  𝑢)    
−𝑚(𝑧𝑔𝑝 −  𝑣)        −𝑚(𝑧𝑔𝑞 +  𝑢)          𝑚(𝑥𝑔𝑝 +  𝑦𝑔𝑞)    
0 −𝐼𝑦𝑧𝑞 −  𝐼𝑥𝑧𝑝 +  𝐼𝑧𝑟 𝐼𝑦𝑧𝑟 +  𝐼𝑥𝑦𝑝 −  𝐼𝑦𝑞
𝐼𝑦𝑧𝑞 +  𝐼𝑥𝑧𝑝 −  𝐼𝑧𝑟 0 −𝐼𝑥𝑧𝑟 −  𝐼𝑥𝑦𝑞 +  𝐼𝑥𝑝




      (2.58) 
Como se puede apreciar en las ecuaciones 2.55 y 2.58, la complejidad del modelo de 6DOF 
es alta, por lo cual es usado, en general, para maniobras avanzadas. Para el control de un 
barco robot se usará solo un modelo de 3DOF. 
2.3.2 Matriz de fuerzas restauradoras 
En esta parte se deducirán los elementos de las matrices 𝒈(𝜼) y 𝒈𝟎 de la Ecuación 2.2. Para 
esto, se hará uso del análisis de estabilidad de cuerpos semi-sumergidos en un fluido, 
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particularmente barcos. La Figura 2.9 muestra un barco en estado de equilibrio en aguas 
calmadas; el volumen de agua desplazado en estado de equilibrio se denomina ∇ (nabla).  
 
Figura 2.9. Barco robot en estado de equilibrio dentro de aguas calmadas. Fuente: propia. 
En estado de equilibrio, el barco está bajo la acción de dos fuerzas principales: la fuerza 
gravitacional y la fuerza de empuje. Ambas actúan en puntos distintos; la fuerza gravitacional 
actúa sobre le centro de gravedad, llamado G, mientras que la fuerza de empuje actúa sobre 
el centro de flotación. El centro de flotación se denomina B y se define como el centroide del 
volumen de agua desplazado por el barco. Mientras el barco esté en estado de equilibrio, 
tanto el punto G como el punto B estarán dentro de una línea vertical paralela al eje Z del 
marco BODY. La línea formada por la unión del punto B y G se denomina línea central y se 
denota como 𝐵𝐺̅̅ ̅̅ . La Figura 2.10 ilustra el barco en equilibrio y las fuerzas que actúan sobre 
él. 
 
Figura 2.10. Fuerzas que actúan sobre el barco en estado de equilibrio. Vista frontal. 
Fuente: propia. 
Se cumple que: 
𝑊 = 𝐹𝐵           ⟹        𝑚𝑔 = 𝜌𝑔∇                                                            (2.59) 
Si el barco abandona su estado de equilibrio, cambia el volumen de agua desplazado y, por 
lo tanto, cambia la ubicación del centroide de dicho volumen; es decir, el centro de flotación. 













llamado el metacentro, y con este se define la altura metacéntrica. Gracias a este segmento 
se puede definir el brazo del torque generado por las fuerzas W y FB, dado que ya no están 
alineadas. Al nuevo centro de flotación se le denomina B’. El metacentro se define como la 
intersección de las líneas 𝐺𝐵̅̅ ̅̅  y 𝐺′𝐵̅̅ ̅̅ ̅. La distancia desde el centro de gravedad G hasta el 
metacentro es llamada altura metacéntrica, y se representa por 𝐺𝑀̅̅̅̅̅. La Figura 2.11 muestra 
la situación del barco fuera de su posición de equilibrio. Todo este análisis, así como el 
análisis posterior, se puede aplicar tanto al plano transversal (X-Y) como al plano longitudinal 
(X-Z). 
 
Figura 2.11. Barco fuera del estado de equilibrio, vista frontal. a) metacentro y altura 
metacéntrica debido a desestabilización. b) Brazo del torque causado por W y FB. Fuente: 
propia. 
El torque generado por W y FB moverá el barco de tal forma que este tenderá a regresar 
hacia su posición de equilibrio. Por este motivo, las fuerzas analizadas en esta sección se 
denominan “restauradoras”, porque tienden a “restaurar” el estado de equilibrio en el que se 
inició el movimiento.  
Dado que el barco ya no se encuentra en equilibrio, existirá una fuerza neta distinta de cero 
en el eje “heave”, a la que denominaremos Z. La Ecuación 2.60 muestra esta fuerza neta: 
𝑍 = 𝑚𝑔 − 𝜌𝑔[∇ + 𝛿∇(z)]                                                          (2.60) 
El término 𝛿∇(z) representa el cambio en el volumen de agua desplazada (igual a cero en 
caso de equilibrio) como una función del desplazamiento en Z. Este término puede calcularse 

















                                             a)                                                                                  b) 
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𝛿∇(𝑧)= ∫ 𝐴𝑤𝑝(𝜉) 𝑑𝜉
𝑧
0
≈ 𝐴𝑤𝑝(0) 𝑧                                                 (2.61) 
En esta ecuación, se puede ver que el diferencial de volumen desplazado se calcula como la 
integral del área del plano de agua. Se asume que los cambios en Z son tan pequeños que 
el plano de agua permanece constante con un valor muy similar a su valor en equilibro 
(𝐴𝑤𝑝(0)). Reemplazando la Ecuación 2.61 en la Ecuación 2.60 se obtiene: 
𝑍 = 𝑚𝑔 − 𝜌𝑔[∇ + 𝛿∇(z)] = 𝑚𝑔 − 𝜌𝑔[∇ + 𝐴𝑤𝑝(0) 𝑧] = −𝜌𝑔𝐴𝑤𝑝(0) 𝑧                       (2.62) 
𝑍 = −𝜌𝑔𝐴𝑤𝑝(0) 𝑧 = 𝑍𝑍  𝑧                                                           (2.63) 
Si se define una fuerza restauradora 𝛿𝒇𝑟
𝑏 (el subíndice “r” indica “restaurador”) en el eje 








)                                                       (2.64) 






𝑛                                                            (2.65) 
𝛿𝒇𝑟




] ∫ 𝐴𝑤𝑝(𝜉) 𝑑𝜉
𝑧
0
                                               (2.66) 
La Ecuación 2.66 representa el vector de fuerzas restauradoras del barco. Para determinar 
los torques restauradores se necesita tener un brazo a lo largo del cual sea ejercido el torque. 
Este brazo está dado en la Ecuación 2.64: 
𝒓𝑟
𝑏 = (
−𝐺𝑀𝐿̅̅ ̅̅ ̅̅   sin(𝜃) 
𝐺𝑀𝐿̅̅ ̅̅ ̅̅  sin(𝜙)
0
)                                                           (2.67) 












)                                  (2.68) 
Ahora que se tiene tanto la fuerza como el brazo, se puede calcular el torque que será 






𝑏 = −𝜌𝑔∇ (
𝐺𝑀𝑇  sin(𝜙) cos(𝜃) cos(𝜙)
𝐺𝑀𝐿  sin(𝜃) cos(𝜃) cos(𝜙)
(−𝐺𝑀𝐿 cos(𝜃) + 𝐺𝑀𝑇) sin(𝜙) sin(𝜃)
)                    (2.69) 
Ahora que se cuenta con las fuerzas y torques restauradoras, se puede compactar las 





𝑏 ]                                                          (2.70) 
El término 𝒈𝟎 está relacionado con las fuerzas y momentos generados por el sistema de 
balasto que normalmente se encuentra en barcos. En el presente trabajo, el barco robot a 
usar no posee un sistema de balasto, por lo tanto este término se anula. 
2.3.3 Matriz de amortiguamiento 
El amortiguamiento hidrodinámico se muestra en la Ecuación 2.71: 
𝑫(𝝊𝑟) = 𝑫 + 𝑫𝑛(𝝊𝑟)                                                             (2.71) 
Donde el término 𝑫 es la matriz de amortiguamiento lineal, la cual engloba los efectos del 
amortiguamiento potencial y posibles efectos de fricción laminar; mientras que la matriz 
𝑫𝑛(𝝊𝑟) es llamada matriz de amortiguamiento no-lineal y engloba los efectos de 
amortiguamiento cuadrático y términos de orden mayor. Los elementos de estas matrices se 
pueden determinar de manera experimental y de acuerdo a métodos ya establecidos. 
2.4 MODELO DE 3 GRADOS DE LIBERTAD 
A continuación, se muestra una simplificación del modelo de 6DOF hecha por Fahimi (2009). 
En dicho trabajo, el modelo de 6DOF es expresado de forma más compacta en las siguientes 
ecuaciones: 
𝑚11?̇? − 𝑚22𝑣𝑟 + 𝑚33𝑤𝑞 + 𝑑11𝑢 = 𝑊𝑢 + 𝐹                                               (2.72) 
𝑚22?̇? − 𝑚33𝑤𝑝 +𝑚11𝑢𝑟 + 𝑑22𝑣 = 𝑊𝑣                                                       (2.73) 
𝑚33?̇? − 𝑚11𝑢𝑞 +𝑚22𝑣𝑝 + 𝑑33𝑤 = 𝑊𝑤 +𝑚𝑔 + 𝑍𝑤                                (2.74) 
𝐼𝑥𝑥?̇? + (𝑚33 −𝑚22)𝑤𝑣 + (𝐼𝑧𝑧 − 𝐼𝑦𝑦)𝑟𝑞 + 𝑑44𝑝 = 𝐾𝑝                                                        (2.75) 
𝐼𝑦𝑦?̇? + (𝑚11 −𝑚33)𝑢𝑤 + (𝐼𝑥𝑥 − 𝐼𝑧𝑧)𝑝𝑟 + 𝑑55𝑞 = 𝐹𝐹𝐺 +𝑀𝑞                                         (2.76) 
𝐼𝑧𝑧?̇? + (𝑚22 −𝑚11)𝑣𝑢 + (𝐼𝑧𝑧 − 𝐼𝑦𝑦)𝑞𝑝 + 𝑑66𝑟 = 𝑇                                                          (2.77) 
Donde 𝑚𝑖𝑖 denota la masa añadida del barco, 𝑑𝑖𝑖 denota los coeficientes lineales de 
amortiguamiento dinámico, 𝐼𝑖𝑖 representa el momento de inercia, y 𝑊𝑖 son los componentes 
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de la fuerza de las olas en términos del marco de referencia BODY. El término 𝐹𝐹𝐺 es la 
fuerza del torque que actúa en el eje transversal (“pitch”) del barco que pasa por el centro de 
gravedad del mismo. Las variables 𝑍𝑤, 𝐾𝑝 y 𝑀𝑞 sin la fuerza de empuje, y los torques de 
restauración en “roll” y “pitch” respectivamente. Las variables F y T representan la fuerza y el 
torque generadas por los propulsores posteriores del barco, estos se pueden apreciar en la 
Figura 2.12. 
 
Figura 2.12. Fuerza y torque generados por los propulsores posteriores del barco. Fuente: 
propia. 
Para simplificar el modelo de 6DOF se tomará en cuenta las siguientes suposiciones: 
 La fuerza de empuje estabiliza el movimiento en “heave”. 
 El barco está diseñado para mantener una adecuada altura metacéntrica longitudinal 
y transversal. Por lo tanto, los movimientos de “roll” y “pitch” están estabilizados.  
Tomando en cuenta estas dos suposiciones, se puede llegar a un modelo de 3DOF, en el 
cual solo se considere los movimientos en “surge”, “sway” y “yaw” en el  marco de referencia 
BODY. Dicho modelo es mostrado en las siguientes ecuaciones: 
𝑚11?̇? − 𝑚22𝑣𝑟 + 𝑑11𝑢 = 𝑊𝑢 + 𝐹                                                        (2.78) 
𝑚22?̇? + 𝑚11𝑢𝑟 + 𝑑22𝑣 = 𝑊𝑣                                                                (2.79) 
𝐼𝑧𝑧?̇? + (𝑚22 −𝑚11)𝑢𝑣 + 𝑑66𝑟 = 𝑇                                                                   (2.80) 
 
En este modelo simplificado, la Ecuación 2.79 nos muestra que el sistema es sub-actuado, 
ya que en esta ecuación no hay influencia de las variables de control 𝐹 y 𝑇. Para adecuar el 
modelo de 3DOF al marco de referencia NED, se aplican las relaciones cinemáticas entre las 

















(𝑓𝜓 + 𝑇)                                                                              (2.83) 
Donde: 
𝑓𝑥 = 𝑚𝑟𝑑22𝑣 sin𝜓 − 𝑑11𝑢 cos𝜓 + ?̇?(𝑣 cos𝜓 −𝑚𝑟𝑢 sin𝜓)𝑚𝑑                                 (2.84) 
𝑓𝑦 = −𝑚𝑟𝑑22𝑣 cos𝜓 − 𝑑11𝑢 sin𝜓 + ?̇?(𝑣 sin𝜓 +𝑚𝑟𝑢 cos𝜓)𝑚𝑑                              (2.85) 
𝑓𝜓 = −𝑚𝑑𝑢𝑣 − 𝑑33?̇?                                                                                                             
(2.86) 
𝑢 = ?̇? cos𝜓 + ?̇? sin𝜓                    𝑣 = −?̇? sin𝜓 + ?̇? cos𝜓                                             (2.87) 
𝑚𝑑 = 𝑚22 −𝑚11                           𝑚𝑟 =
𝑚11
𝑚22
                                                                          (2.88) 
Dado que la Ecuación 2.79 no recibe influencia de las variables de control 𝐹 y 𝑇, se tiene un 
sistema sub-actuado. Bajo esta observación, se podría decir que no se puede controlar un 
sistema de tres grados de libertad con solo dos variables de control; sin embargo, la 
experiencia nos muestra que a lo largo de los años así es como se ha llevado a cabo el control 
de barcos. Por tal motivo, deducimos que el sistema es inherentemente estable a pesar de 
ser sub-actuado. Gracias a esta observación, podemos diseñar un controlador cuya salida 
sean solo dos de las tres variables de estado del modelo propuesto. La elección de estas dos 
variables se realiza teniendo en cuenta que no es prudente dejar al sistema enteramente 
insensible ante una variable de estado. Ya que el modelo de 3DOF tiene dos variables de 
posición {𝑥, 𝑦} y una variable de orientación 𝜓 (“yaw”), la elección más sencilla sería elegir las 
coordenadas del centro de gravedad del barco. Sin embargo, esta opción nos conduciría a 
dejar el sistema insensible ante la variable de orientación 𝜓, ya que las coordenadas del 
centro de gravedad no nos proporcionan ninguna información respecto a la orientación del 
barco. Para evitar esto se elige un punto de control distinto al centro de gravedad, pero que 
pertenezca al eje longitudinal del barco, como se ilustra en la Figura 2.13. 
 
Figura 2.13. Punto de control en el eje longitudinal del barco. Fuente: propia. 
C.G. : (x , y)




Las coordenadas de este punto están dadas por: 
𝑥𝑝1 = 𝑥1 + 𝑑 cos𝜓                                                                       (2.89) 
𝑥𝑝2 = 𝑥2 + 𝑑 sin𝜓                                                                        (2.90) 
De esta forma se puede manejar el sistema con un controlador de dos salidas, pero al mismo 
tiempo se puede tomar en cuenta las perturbaciones en las tres variables de estado del 
modelo de 3DOF. 
 
2.5 SIMULACIONES DEL MODELO 
Para comprobar la validez del modelo propuesto por Fahimi (2009) se verificó si al manipular 
las entradas manualmente se obtienen resultados físicamente coherentes. Las entradas 
manuales fueron: fuerza constante y torque nulo, fuerza nula y torque constante, y fuerza 
constante y torque constante. Se asumió que las perturbaciones del entorno, 𝑊𝑢 y 𝑊𝑣, son 
nulas; más adelante se considerarán los efectos que estas perturbaciones tienen sobre el 
sistema de control. 
Si sobre el barco solo actúa una fuerza constante y el torque se mantiene igual a cero, 
entonces el barco debe moverse a lo largo de una línea recta; para este caso el ángulo de 
orientación no cambia. Ya que la matriz del modelo de 6DOF original consideraba los efectos 
de masa añadida de agua, la fuerza que se aplica al barco se verá anulada por la fuerza que 
ejerce el mar sobre este; por lo tanto, la fuerza constante aplicada se anulará rápidamente 
con la fuerza del mar y se tendrá una velocidad constante en la dirección del movimiento. 
Esta primera prueba se muestra en la Figura 2.14; allí se grafica la posición del barco robot 
en distintos instantes de tiempo a lo largo de la simulación. La línea verde en la Figura 2.14 
representa la trayectoria descrita por el punto de control, mientras que el punto rojo representa 
el punto de control tomado en el barco robot. Se puede comprobar en ambas Figuras que los 
resultados son físicamente coherentes.  
Las variables de posición del punto de control y las variables de estado se muestran en la 
Figura 2.15; en ella se puede observar que el ángulo de orientación no cambia, al igual que 





Figura 2.14. Pruebas del modelo propuesto por Fahimi. Caso de fuerza constante y torque 
nulo. Trayectoria descrita. Fuente: propia. 
 
Figura 2.15. Pruebas del modelo propuesto por Fahimi. Caso de fuerza constante y torque 
nulo. Variables de estado y coordenadas del punto de control. Fuente: propia. 
En la siguiente prueba realizada se estableció un torque constante y una fuerza nula, las 
condiciones de simulación fueron las mismas, excepto por el tiempo de simulación, el cual 
fue ampliado hasta 100 segundos. La trayectoria descrita se muestra en la Figura 2.16 y la 
evolución independiente de cada variable de estado y de las coordenadas del punto de control 
se muestra en la Figura 2.17. Físicamente, un torque constante y una fuerza nula 
corresponden al caso en que solo uno de los propulsores del barco robot está girando 





que no existe una fuerza que empuje al barco robot hacia adelante, la trayectoria descrita 
debe ser una curva que converja hacia un círculo. El círculo descrito debe ser de un radio 
pequeño, ya que el funcionamiento de un solo motor del barco lo hará girar 
intempestivamente. Se puede observar en las Figuras 2.16 y 2.17 que se cumple el 
comportamiento esperado del sistema.  
 
Figura 2.16. Pruebas del modelo propuesto por Fahimi. Caso de fuerza nula y torque 
constante. Trayectoria descrita. Fuente: propia. 
 
 
Figura 2.17. Pruebas del modelo propuesto por Fahimi. Caso de fuerza nula y torque 





Un punto importante a notar es que bajo la acción de un torque constante, la velocidad de 
cambio en la orientación (“yaw rate”) crece exponencialmente hasta converger a un valor 
constante. Mientras que las velocidades lineales (u y v) convergen a cero una vez que la 
trayectoria del barco robot ha convergido a un círculo. Este giro se comprobó con pruebas 
experimentales del barco en una piscina, el barco robot gira sobre un eje que pasa por el 
punto de control y, por esto, sus velocidades lineales convergen a cero. 
La última prueba consiste en ingresar una fuerza constante y un torque constante al barco 
robot. Esta vez el tiempo de simulación será de 600 segundos. Ya que ahora se cuenta con 
fuerza y torque, se espera que el barco robot describa una trayectoria circular, cuyo radio y 
ubicación dependerán de los valores de fuerza y torque aplicados. Mientras más alto sea el 
valor del torque aplicado, se espera obtener un círculo de menor radio, ya que el torque obliga 
al barco a girar más violentamente. Mientras más alto sea el valor de la fuerza, más lejos de 
su posición inicial estará centrado el círculo que describa el barco. La Figura 2.18 muestra 
una trayectoria descrita para un primer caso de fuerza y torque constantes. 
Si ahora se mantienen las condiciones de simulación y solo disminuye el valor del torque, se 
obtiene la trayectoria mostrada en la Figura 2.19. Para esta última trayectoria mostrada se 
graficaron las variables de estado y posición del punto de control a lo largo del tiempo de 
simulación, los resultados se muestran en la Figura 2.20. Se puede observar que ahora las 
velocidades lineales convergen a un valor distinto a cero. 
 
Figura 2.18. Pruebas del modelo propuesto por Fahimi. Caso de fuerza constante y torque 





Figura 2.19. Pruebas del modelo propuesto por Fahimi. Caso de fuerza constante y torque 
constante. Trayectoria descrita, círculo grande debido a un torque menor. Fuente: propia. 
 
Figura 2.20. Pruebas del modelo propuesto por Fahimi. Caso de fuerza constante y torque 
constante. Variables de estado y coordenadas del punto de control. Fuente: propia. 
Con las pruebas mostradas se puede concluir que el modelo planteado por F. Fahimi, el cual 







SISTEMA DE PLANEAMIENTO DE TRAYECTORIA 
 
En este capítulo, se describirá la implementación de la Optimización por Colonia de Hormigas 
(ACO por sus siglas en inglés) realizada en el entorno de desarrollo MatLab. Las ideas 
principales bajo las cuales se implementó este algoritmo están descritas en M. Dorigo (2004). 
También se utilizaron ideas de S. Johnson (2001) y Deborah Gordon (2013). A continuación, 
se realiza una explicación detallada de estas ideas antes de pasar a la descripción de la 
implementación. 
3.1 PRESENTACIÓN DEL PROBLEMA 
En el capítulo 1 se planteó el problema a resolver en el presente trabajo: determinar la 
trayectoria más corta entre dos puntos para que un robot marítimo de superficie recorra en 
un mapa con obstáculos y fronteras. Este problema puede plantearse de manera más 
abstracta de la siguiente forma: en cada instante de tiempo un individuo dentro de un grupo 
debe elegir un camino a seguir dentro de una serie de alternativas, la elección de este camino 
está influenciada por una variable que es función de la calidad de solución que se genera al 
tomar dicho camino. Cada individuo busca la combinación de caminos correcta, de tal forma 
que se logre encontrar el camino más corto entre el punto de partida y el punto destino. Este 
problema cae dentro de la categoría de problemas de optimización combinatoria discreta, lo 
cuales pueden ser resueltos por métodos heurísticos. 
3.2 ALGORITMO DE OPTIMIZACIÓN POR COLONIA DE HORMIGAS 
El algoritmo meta-heurístico ACO fue propuesto por Margo Dorigo en su tesis doctoral en 
1992. Desde ese entonces, este algoritmo ha sido aplicado exitosamente a varios problemas 
de optimización combinatoria. La idea principal de este algoritmo es modelar el problema 
planteado como una búsqueda del camino de menor costo dentro de un gráfico. La 
particularidad de este algoritmo es que las soluciones que se van hallando provienen de 
agentes individuales llamados hormigas, los cuales transitan el gráfico planteado siguiendo 
un comportamiento bastante sencillo. Las soluciones (caminos) halladas por cada hormiga 
son al inicio aleatorios y, por lo general, de baja calidad (alto o mediano costo), conforme 
pasa el tiempo la mejor solución emerge de la interacción entre todos los individuos de la 
colonia y el entorno en el que se desplazan [39]. Es importante recalcar que la optimización 
por colonia de hormigas no es un solo algoritmo, sino un marco de conceptos algorítmicos 
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que puede ser usado para desarrollar algoritmos heurísticos específicos a la solución de un 
problema de optimización combinatoria en particular; es decir, es una meta-heurística [15]. 
Dentro de los numerosos estudios aplicativos que se han realizado utilizando ACO se 
mencionan, a continuación, los más resaltantes. En [11], [12], [13] y [14] se mostró 
anteriormente la utilización de algoritmos de planeamiento de trayectoria para robots móviles 
utilizando ACO. El problema de planeamiento de trayectoria es el más obvio de resolver 
utilizando ACO, dado que fue este problema, resuelto por las colonias de hormigas, el que 
inspiró el ACO en primer lugar. Sin embargo, la aplicación del ACO en diversos problemas, 
aparte del planeamiento de trayectoria, ha sido abundante en las dos últimas décadas. En 
[57] y [61], se utilizó ACO para proponer un algoritmo de ruteo para paquetes de datos en una 
red de computadoras; particularmente en [57] las redes estudiadas eras redes móviles ad-
hoc, y se lograron mejores resultados que con un algoritmo convencional. En [58] se utilizó 
ACO para proponer una algoritmo que solucione el problema de asignación de expertos; este 
problema nace de la cantidad escasa de expertos en China ante la cantidad inmensa de 
proyectos en las cuales se necesita de su participación. Dicho problema es un ejemplo de 
problema de optimización combinatoria, y los resultados mostrados en [58] mostraron que 
ACO produjo mejores resultados que un algoritmo genético estándar en cuanto al tiempo de 
convergencia. En [59] y [60], se utilizó ACO para la solución del problema de asignación de 
tareas en un taller; este problema pertenece a la categoría NP-hard de problemas de 
optimización combinatoria. El problema consiste en asignar una determinada cantidad de 
tareas a una determinada cantidad de máquinas que pueden realizarlas dentro de un proceso 
industrial. En [62] se presenta un algoritmo de asignación de tareas para dos robots 
industriales funcionalmente idénticos que buscan llevar a cabo un trabajo de pintura industrial; 
los resultados muestran que se logró efectuar una división del trabajo eficiente.  
3.2.1 Hormigas reales e inteligencia emergente 
Las colonias de hormigas son un sistema biológico que puede ser descrito como un sistema 
emergente. La característica principal de estos sistemas es la solución de problemas 
complejos mediante la abundante interacción de individuos sencillos, que por sí mismos no 
podrían resolver el problema planteado. Existen otros sistemas naturales dentro de esta 
categoría, como las neuronas en un cerebro, ciudades dentro de un país, abejas buscando 
refugio, entre otros.  
Uno de los experimentos que mejor ilustra la capacidad como sistema emergente de una 
colonia de hormigas es el doble-puente. En este experimento, una colonia de hormigas cuyo 
nido está en un punto A debe explorar el territorio circundante, encontrar alimento y traerlo 
de regreso al nido. El camino entre el nido y el alimento presenta una bifurcación, en la cual 
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un camino es más largo que el otro. En esta situación, se puede observar que después de un 
tiempo la colonia de hormigas tiende a usar el camino más corto; es decir, el sistema ha 
alcanzado convergencia hacia la mejor solución. El desarrollo de este experimento se ilustra 
en la Figura 3.1.  
 
Figura 3.1. Experimento doble-puente. (a) inicio del experimento. (b) fase aleatoria inicial. 
(c) convergencia del sistema hacia el camino de menor longitud. Fuente: propia. 
Dentro de la colonia de hormigas, cada individuo (hormiga) no posee información respecto a 
la longitud de los posibles caminos a tomar desde el nido hacia el alimento. Asimismo, la 
comunicación entre hormigas es limitada, su sentido de la vista es bastante precario y no 
poseen la capacidad cerebral para almacenar en su memoria todos los trayectos que realizan. 
Por lo tanto, para lograr la convergencia de la colonia hacia el camino más corto, se hace uso 
de un mecanismo de comunicación denominado estigmergía. Este mecanismo consiste en la 










forma que dichas alteraciones puedan ser encontradas por otros individuos del sistema, y en 
base a esto tomar decisiones. En el caso particular de la colonia de hormigas, la estigmergía 
se lleva a cabo cuando estas depositan en el terreno una sustancia química llamada 
feromona. Cuando una hormiga encuentra el alimento, emprende el camino de retorno hacia 
el nido, la hormiga es capaz de regresar al nido gracias al rastro de feromona que dejó en el 
camino mientras buscaba la comida. La feromona tiene la propiedad de ser aditiva; es decir, 
conforme más hormigas depositan feromona en un mismo punto del terreno, más intensa es 
su influencia sobre las hormigas que encuentren este rastro; esto se ilustra en la Figura 3.2. 
En esta Figura se muestra tres hormigas que transitan un mismo camino depositando 
feromona, con cada hormiga que pasa por el camino aumenta la concentración de feromona 
en este (representado por el color verde de la línea). 
 
Figura 3.2. Propiedad aditiva de la feromona. Fuente: propia. 
Además de usar la feromona para regresar al nido, mientras la hormiga regresa al nido 
deposita una feromona distinta que, al ser encontrada por otras hormigas, indica la presencia 
de alimento si se sigue dicho camino. En el experimento del doble-puente, las hormigas que 
salen del nido al inicio eligen aleatoriamente entre el camino corto y el largo. Por lo tanto, se 
tendrá hormigas que dejan un rastro de feromona en ambos caminos indicando que ambos 
conducen hacia el alimento. Sin embargo, conforme pasa el tiempo, la cantidad de hormigas 
que transitan por el camino corto es superior a la cantidad de hormigas que van por el camino 
largo, por lo tanto el rastro de feromona en el camino corto se intensifica con mayor rapidez 
que el rastro en el camino largo. Este efecto de realimentación positiva conlleva a que, 
eventualmente, la gran mayoría de las hormigas en la colonia elijan el camino más corto, por 
el hecho de poseer una concentración de feromona muy superior a la del camino largo. Es 
así como el sistema resuelve el problema de hallar el camino más corto desde el nido hasta 
el alimento en una situación de doble-puente.   
Menor concentración de feromona




Un punto importante a tomar en cuenta en la solución encontrada por la colonia de hormigas 
es que el procedimiento no es adaptable ante nuevas situaciones. Esto significa que si en el 
experimento de doble-puente se añade un tercer camino aún más corto que el camino ya 
escogido por la colonia, este no será elegido; esta variante se ilustra en la Figura 3.3. Una 
vez que la colonia ha convergido hacia un camino, no elegirá otro aunque este sea más corto 
mientras exista el camino al que ya convergió.  
 
Figura 3.3. Baja adaptabilidad de la colonia ante una nueva y mejor solución. Fuente: 
propia. 
La baja adaptabilidad de la colonia de hormigas, se debe a que la feromona depositada en el 
terreno no se evapora con la suficiente rapidez como para descartar soluciones sub-óptimas 
que puedan haber sido elegidas al inicio del experimento. Este rasgo puede mejorarse cuando 
se utilizan hormigas virtuales dentro de un programa de computadora, de tal forma que 
puedan crearse algoritmos basados en este comportamiento, pero a la vez mejorando sus 
deficiencias. La siguiente sección aborda el tema de la creación y manejo de hormigas 
virtuales. 
3.2.2 Hormigas artificiales 
Tomando la colonia de hormigas como inspiración, se puede diseñar un programa de 
computadora que imite, hasta cierto punto, la solución encontrada por las hormigas para 
determinar el camino más corto entre dos puntos. Además de imitar al sistema biológico, se 
pueden introducir variantes propias al problema que se busca resolver con las hormigas 
virtuales. Una de las variantes principales con su contraparte biológica es la diferencia entre 
la marcha en busca del alimento y el retorno al nido. En el caso del sistema biológico, ambas 
marchas involucran el uso y depósito de feromonas distintas en cada caso. Por otro lado, las 
hormigas virtuales solo depositan feromona cuando marchan de regreso al nido.  
Para las hormigas virtuales la marcha hacia el alimento es un proceso pseudo-aleatorio, 
mientras que el retorno al nido es un proceso determinístico. El proceso pseudo-aleatorio de 
buscar alimento consiste en explorar el territorio eligiendo el siguiente paso a realizar 





los cuales destaca la concentración de feromona presente en cada camino a elegir. Si no 
existe ningún rastro de feromona alrededor de la hormiga, cualquiera de los camino a tomar 
podría ser elegido con la misma probabilidad. Cuando un camino ante la hormiga presenta 
un rastro de feromona, la probabilidad de ser elegido aumenta. De esta forma se asegura que 
las hormigas virtuales exploren el territorio a la vez que realizan una realimentación positiva 
de los caminos que ya contienen feromona. Cuando las hormigas encuentran el alimento, 
inician el retorno hacia el nido. Este retorno se lleva a cabo siguiendo los pasos que llevaron 
a la hormiga hasta el alimento, es decir, la hormiga regresa sobre sus propios pasos. Por esto 
se dice que el retorno es un proceso determinístico, ya que cada hormiga sabe con exactitud 
qué pasos dar para regresar al nido a diferencia de la búsqueda pseudo-aleatoria del 
alimento. 
El proceso de marchar hacia el alimento y retornar al nido se lleva a cabo gracias a un 
conjunto de características implementadas en cada hormiga. A continuación se describen las 
características de las hormigas virtuales usadas para el presente trabajo: 
 Memoria: a diferencia de su contraparte biológica, las hormigas virtuales cuentan con 
una memoria donde almacenan todo el camino que han seguido desde que salen del 
nido hasta que encuentran el alimento. De esta forma son capaces de regresar al nido 
retrocediendo en sus pasos.  
 Eliminación de lazos: debido a que las hormigas buscan el alimento de manera 
pseudo-aleatoria, durante la exploración generarán trayectorias que se cruzan a sí 
mismas, lo cual crea lazos. Si la hormiga siguiera sus pasos tal y como los describió 
desde el nido hasta el alimento, demoraría la misma cantidad de tiempo en retornar 
desde el alimento hasta el nido. Ya que el objetivo es solo regresar al nido, se 
eliminarán aquellos lazos en la trayectoria de la hormiga, de tal forma que se reduzca 
el tiempo que le toma a la hormiga retornar al nido. Esta característica se ilustra en la 
Figura 3.4, donde la línea amarilla representa el camino sin lazos, el cual es más corto. 
 






 Brújula: debido a que el presente trabajo está orientado a un problema de 
planeamiento de trayectoria para un robot móvil, el punto inicial y final de la trayectoria 
a seguir son datos conocidos. Por lo tanto, cada hormiga de la colonia es capaz de 
saber la dirección que debe seguir en todo momento. 
 Constancia de dirección: este factor le permite a la hormiga ajustar la importancia que 
le da a seguir determinado camino en base al paso anterior. Cuando el valor de este 
parámetro es alto, la hormiga tiende a elegir los pasos que se encuentran en la 
dirección del paso anterior que tomó. Por otro lado, cuando este valor es bajo, la 
hormiga tiende a elegir más arbitrariamente qué paso siguiente dar.  
El proceso de ir desde el nido hasta el alimento para una sola hormiga representa la 
generación de una solución al problema de hallar el camino más corto entre nido y alimento. 
El proceso global de la optimización por colonia de hormigas es la generación de distintas 
soluciones al problema planteado. Para el caso particular de hallar el camino de menor 
longitud dentro de un mapa, la calidad de cada solución es una función inversamente 
proporcional a la cantidad de pasos que ha dado la hormiga desde que salió del nido hasta 
que llegó al alimento. Bajo esta lógica, mientras más largo el camino elegido, menor será la 
calidad de la solución. Al momento de regresar hacia el nido, las hormigas depositan 
feromona en una magnitud proporcional a la calidad de la solución. Esto se traduce en una 
concentración mayor de feromona en los caminos cortos y una concentración menor en los 
caminos largos. El resultado es una comunicación basada en estigmergía, ya que las demás 
hormigas de la colonia encontrarán rastros de feromona más intensos en los caminos cortos 
y, por ende, aumentarán las probabilidades de elegir dichos caminos. Esto se ilustra en la 
Figura 3.5. 
 
Figura 3.5. Intensidad de feromona depositada proporcional a la calidad de la solución. El 






La construcción pseudo-aleatoria de una trayectoria (solución) por cada hormiga, se lleva a 
cabo alterando la probabilidad de elegir uno u otro paso dentro de la vecindad de la hormiga. 
Para esto se hace uso de un factor heurístico conocido a priori, y una lectura de la 
concentración de feromona en cada camino disponible en la vecindad. Para el presente 
trabajo se usó un factor heurístico definido por una función del valor de la brújula y un número 
aleatorio. Adicionalmente, cada hormiga es capaz de saber si en su vecindad se encuentran 
partes del borde del mapa, obstáculos, o el alimento. En caso de que la vecindad contenga 
obstáculos o bordes del mapa, se les asigna una probabilidad de ser elegidas igual a cero. 
En caso de que el alimento se encuentre en la vecindad de la hormiga, el paso que conduce 
hacia este será el que tome la hormiga, por lo tanto se le asignará la máxima probabilidad de 
ser elegido. La Ecuación 3.1 muestra la probabilidad de una hormiga 𝑘 de elegir el camino 𝑗 













                 𝑖𝑓 𝑗 ∈ 𝒩𝑖
𝑘                                                  (3.1) 
Donde (𝜏𝑖𝑗)
𝛼
 es la concentración de feromona entre el punto 𝑖 y  el punto 𝑗, afectado por el 
peso 𝛼. La variable (𝜂𝑖𝑗)
𝛽
 representa la información heurística entre el punto 𝑖 y  el punto 𝑗, 
la cual es una función de la brújula y una variable aleatoria, afectada por el peso 𝛽. La 
expresión 𝑖𝑓 𝑗 ∈ 𝒩𝑖
𝑘 refleja la habilidad de la hormiga virtual para saber si en su vecindad hay 
obstáculos o bordes del mapa. 




                                                                     (3.2) 
Donde 𝑝ℎ𝑚𝐺 y 𝑝ℎ𝑚𝐸 son parámetros seleccionables, 𝑁2𝐹 es la cantidad de pasos dados por 
la hormiga desde que salió del nido hasta que encuentre el alimento, y N2Fe es la cantidad 
de pasos que en simulaciones previas se encontró como valor mínimo. 
Adicionalmente a las características de cada hormiga virtual, se tienen sub-programas que 
manipulan el entorno donde se desplaza la colonia.  A estos sub-programas se les llama 
daemons, y un daemon muy importante es el que controla la evaporación de la feromona en 
el terreno. A diferencia de la versión biológica, las hormigas virtuales pueden descartar 
soluciones sub-optimas elegidas al inicio de la simulación. Esto se debe a que la rapidez con 
la que se evapora la feromona es un parámetro controlable dentro del programa. El valor 
asignado a este parámetro es crucial en el desempeño del algoritmo. Si la evaporación es 
muy rápida, no se llegará a converger hacia ninguna solución; por otro lado, si la evaporación 
es muy lenta, las soluciones sub-óptimas que puedan encontrarse al inicio de la simulación 
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podrían permanecer a lo largo del tiempo como las elegidas, a pesar de que se encuentren 
soluciones óptimas más adelante. 
3.2.3 Aplicación en optimización combinatoria discreta 
El problema de encontrar el camino más corto dentro de un mapa puede interpretarse de otra 
manera. En cada instante de tiempo la hormiga tiene varias opciones entre las cuales elegir 
la siguiente posición. A cada una de estas opciones le corresponde una probabilidad de ser 
elegida y esta probabilidad se ve afectada por la concentración de feromona y la información 
heurística correspondiente. La hormiga genera una solución cuando ha recorrido un conjunto 
de posiciones que unen al nido con el alimento, por lo tanto se puede plantear una función de 
costo que sea proporcional a la cantidad de posiciones recorridas por la hormiga. Ya que 
cada hormiga solo usa un sub-conjunto de posiciones disponibles del total presente en el 
mapa, y además cada trayectoria tiene asignada una función de costo, se puede plantear el 
problema como una optimización combinatoria discreta.  
Un problema de optimización combinatoria discreta se define formalmente como sigue: el 
problema Π es una triple (𝒮, 𝑓, Ω), donde 𝒮 es el conjunto de soluciones candidatas, 𝑓 es la 
función de costo que asigna un valor 𝑓(𝑠) a cada solución candidata 𝑠 ∈ 𝒮. Las soluciones 
que pertenecen al conjunto 𝒮̅ ⊆ 𝒮 cumplen con el conjunto de restricciones Ω y son llamadas 
soluciones realizables. 
Al interpretar el problema planteado como un problema de optimización combinatoria discreta, 
las hormigas virtuales ya no recorren un espacio creado por las posiciones de un mapa 
geográfico, sino un espacio creado por los posibles valores que pueden tomar un conjunto de 
variables que son introducidas a una función de costo al final de cada recorrido. Esto permite 
que el ACO pueda ser aplicado a diversos problemas muy distintos al planeamiento de 
trayectoria para robots móviles. 
3.3 DISEÑO DEL ALGORITMO EN MATLAB 
Dado que el entorno de desarrollo escogido para el presente trabajo es MatLab, se utilizarán 
matrices para la representación de la mayoría de elementos importantes del algoritmo. 
3.3.1 Mapa 
La representación del terreno en el cual se desplazan las hormigas está dada por una matriz 
cuyos elementos solo pueden tomar dos valores: uno o cero. Esta matriz de valores binarios 
representa los espacios transitables como unos, y los espacios no-transitables como ceros. 
El mapa posee un “contorno” no transitable de tal forma que la hormiga no pueda traspasar 
los límites del mapa. Adicionalmente se pueden encontrar obstáculos dentro del mapa, los 
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cuales se representan como aglomeraciones de ceros. Para la interfaz gráfica se usó una 
cuadrícula, en donde cada cuadrado representa un elemento de la matriz. Los espacios 
transitables se muestran en color negro y los no-transitables en color blanco con un pequeño 
cuadrado interior. La definición de un mapa se lleva a cabo mediante una función, la cual no 
solo define la matriz del mapa, sino que además define el punto donde se encuentra el nido 
y el alimento. En el presente trabajo se considerará un solo nido y un solo punto de alimento. 
La Figura 3.6 muestra un mapa típico usado para las simulaciones; el casillero azul indica el 
nido y el casillero rojo indica el alimento. 
 
Figura 3.6. Mapa ejemplo para el problema de planeamiento de trayectoria. Fuente: propia. 
3.3.2 Mapa de feromona 
Una vez que se ha definido el mapa sobre el cual se trabajará, se definen tres matrices más 
cuyas dimensiones serán las mismas que la del mapa. A estas tres matrices se les llama: R, 
G y B. Los elementos de la matriz R y B son todos iguales a cero, excepto uno solo. En la 
matriz R el elemento distinto de cero marca la posición del alimento, mientras que en la matriz 
B dicho elemento marca la posición del nido. La matriz G posee elementos que cuyos valores 
son números reales mayores que uno. Los elementos de la matriz G representan la 
concentración de feromona en cada posición del mapa, por lo tanto la matriz G es 





Figura 3.7. Mapa ejemplo para el problema de planeamiento de trayectoria. Fuente: propia. 
3.3.3 Estados de cada hormiga 
Cada hormiga posee tres estados en los que se puede encontrar: esperar turno de salida, 
buscar alimento o retornar al nido. Para el problema de planeamiento de trayectoria, se 
implementó el algoritmo de tal forma que al inicio cada hormiga abandona el nido de forma 
consecutiva. Para esto, cada hormiga permanece en el nido en estado de “esperar turno de 
salida”, y no cambiará su estado hasta que la hormiga delante de ella haya salido. La salida 
consecutiva de las hormigas permite que las hormigas que abandonaron primero el nido 
depositen feromona en su camino de regreso, al mismo tiempo que las hormigas posteriores 
comienzan a construir sus trayectorias. Una vez que una hormiga sale del nido, entra en el 
estado “buscar alimento”. En este estado la hormiga va construyendo una solución de manera 
pseudo-aleatoria, donde la probabilidad de elegir un camino se ve afectada por la intensidad 
de feromona depositada en él, así como por la información heurística correspondiente. 
Durante la búsqueda de alimento la hormiga no deposita feromona, solo la percibe para tomar 
decisiones, por lo tanto en este estado se lleva a cabo la comunicación en base a estigmergía. 
Durante la búsqueda de alimento, la hormiga almacena en su memoria cada paso que da. 
Cuando una hormiga llega hasta el alimento, pasa al estado “retornar al nido”. En este estado 
la hormiga retornará al nido usando el camino que siguió para llegar al alimento, y en el 







en el terreno y pueda ser percibida por el resto de la colonia. Dado el comportamiento descrito, 
cada hormiga puede representarse como una máquina de estados sencilla como se ilustra 
en la Figura 3.8. 
 
Figura 3.8. Máquina de estados que representa a una hormiga. Fuente: propia. 
Antes de emprender su camino de retorno, la hormiga realiza una eliminación de lazos sobre 
la trayectoria que generó. La eliminación de lazos asegura un retorno más rápido de la 
hormiga hacia el nido. Para eliminar un lazo dentro de la trayectoria, se realiza una búsqueda 
de dos posiciones repetidas; si estas existen, se elimina todo el contenido en medio de estas. 
La Figura 3.9 muestra cómo se implementa la eliminación de lazos en trayectorias. En esta 
Figura se ilustra un camino con un lazo, las flechas indican la dirección del paso que va 
tomando la hormiga en cada instante de tiempo. Si se listan todos los pasos que ha dado la 
hormiga, se podrá notar que un paso se repite, en este caso vendría a ser el paso de la casilla 
amarilla. Esto nos indica que allí empieza y termina un lazo. Una vez identificado dicho lazo, 
se procede a remover todos los pasos dentro de dicho lazo. De esta forma el camino que 
queda ya no presenta dicho lazo y, por lo tanto, toma menos tiempo en llevar a la hormiga de 
un punto a otro. 
  
Figura 3.9. Eliminación de lazos en una trayectoria. a) trayectoria con lazo. b) trayectoria sin 
lazo. Fuente: propia. 
ESTADO = 0
“esperar turno 

















3.3.4 Matriz de la colonia 
Para administrar de manera sistemática toda la información correspondiente a cada hormiga, 
se agrupó cada parámetro dentro de una sola matriz, denominada matriz de la colonia. En la 
matriz de la colonia cada fila representa una hormiga y cada columna representa un 
parámetro correspondiente a cada hormiga. La Tabla 3.1 muestra los elementos de la matriz 
de colonia para una hormiga como ejemplo.  
Tabla 3.1. Ejemplo. Información de una sola hormiga dentro de la matriz de la colonia 
 
A continuación se explica cada elemento de matriz de la colonia mostrada en la Tabla 3.1. 
 [𝑓𝑖𝑙, 𝑐𝑜𝑙]: las dos primeras columnas de la matriz representan la posición de la hormiga 
dentro del mapa, la cual viene a ser una fila y una columna de esta matriz.  
 𝑒𝑠𝑡𝑎𝑑𝑜: número entero que representa el estado en el que se encuentra la hormiga. 
Esta variable tendrá el valor de cero cuando la hormiga está en estado “esperar turno 
de salida”, uno si es que su estado es “buscar alimento”, o dos si su estado es “retornar 
al nido”. 
 𝑁2𝐹: número entero positivo que representa la cantidad de pasos dados por la 
hormiga desde el nido hasta el alimento. Esta variable va aumentando conforme la 
hormiga construye una solución (estado “buscar alimento”). 
 𝐹2𝑁: número entero positivo que representa la cantidad de pasos dados por la 
hormiga desde el alimento hasta el nido cuando esta se encuentra en estado “retornar 
al nido”. 
 𝑝ℎ𝑚 𝑔𝑎𝑖𝑛: el un número real mayor que 1 que determina la influencia de la feromona 
en la decisión de una hormiga que la percibe. Se utiliza en la Ecuación 3.2. 
 𝑝ℎ𝑚 𝑒𝑥𝑝: es el valor del exponente que relaciona la cantidad de pasos dados por la 
hormiga con el cambio de feromona que esta produce sobre el terreno. Se utiliza en 
la Ecuación 3.2. 
 𝑐𝑜𝑚𝑝𝑎𝑠𝑠 𝐸𝑁: número binario que toma el valor de cero cuando no se usa la brújula, y 
uno cuando si se usa. Esta variable es el habilitador de la brújula. 
 𝑐𝑜𝑚𝑝𝑎𝑠𝑠 𝑔𝑎𝑖𝑛: número entero positivo que determina la influencia de la brújula en las 
decisiones de la hormiga cuando  debe elegir por uno u otro camino a seguir. 














 𝐾𝑒𝑒𝑝 𝑑𝑖𝑟 𝐸𝑁: habilitador de la constancia de dirección. Es un valor numérico binario 
igual a cero cuando la constancia de dirección no está habilitada e igual a uno cuando 
si lo está. 
 𝐾𝑒𝑒𝑝 𝑑𝑖𝑟 𝑔𝑎𝑖𝑛: número entero positivo que determina la influencia de la constancia de 
dirección en las decisiones de la hormiga. 
 𝑚𝑒𝑚𝑜𝑟𝑦: representa la memoria de la hormiga. Es el conjunto de coordenadas 
correspondientes a los pasos que ha dado la hormiga desde el nido hasta llegar al 
alimento. La cantidad de pasos almacenable es un parámetro ajustable. 
La cantidad de hormigas en la colonia es igual a la cantidad de filas en la matriz de la colonia. 
De esta manera se logra modificar la población de hormigas de manera versátil. 
3.3.5 Evaporación de la feromona 
La evaporación de la feromona se lleva a cabo multiplicando al mapa de feromona (matriz G) 
por un número cuyo valor está entre cero y uno, a este número se le denomina factor de 
reducción. La evaporación toma lugar una vez que la información de cada hormiga en la 
matriz de la colonia ha sido actualizada. El factor de reducción de la feromona se determina 
al inicio del programa.   
3.3.6 Diagramas de flujo 
A continuación se muestran los principales diagramas de flujo que representan los algoritmos 
implementados. El Diagrama 3.1 muestra el programa principal, el cual hace uso de dos sub-
rutinas para la creación del mapa y para el movimiento de las hormigas a través de este. Los 
parámetros de simulación ingresados son los que determinan el desempeño del algoritmo 
para un mapa en particular. Uno de los parámetros de entrada es la cantidad de iteraciones 
que realizará el bucle FOR para mover a las hormigas una por una en una sola sub-rutina. 
Una vez que todas las hormigas se han movido, se procede a evaporar la feromona del mapa 
mediante un factor de reducción que también fue ingresado como parámetro de simulación 
al inicio del programa. La evaporación se lleva a cabo con una multiplicación entre la matriz 
de feromona y uno menos el factor de reducción de feromona. Los resultados que se 
muestran son el rastro de feromona dejado por la colonia y las hormigas en su última posición 
antes de concluir la simulación. En las pruebas de repetitividad se grafica la cantidad de pasos 




Diagrama 3.1. Programa principal. Fuente: propia. 
El Diagrama 3.2 muestra la sub-rutina “Crear mapa” detalladamente. Esta sub-rutina fue 
creada de tal forma que se agilizara el proceso de creación de mapas. La implementación de 
“Crear mapa” está basada en una interfaz gráfica que permite al usuario definir de manera 
más eficiente los parámetros del mapa que se usará para probar el algoritmo ACO. Lo primero 
que hace el usuario es determinar las dimensiones del mapa (filas por columnas) así como el 
nombre del mismo. A continuación, se define el contorno del mapa como fronteras, es decir, 
la hormiga no puede traspasar los bordes del mapa. Luego el usuario elije dos puntos dentro 
del mapa, las cuales son los extremos de una línea recta de obstáculos. El usuario puede 
ingresar cuantas líneas de obstáculos crea conveniente. Para crear obstáculos  con diversas 
formas geométricas, se usarán varios obstáculos en forma de línea juntos. Una vez que el 
usuario elije ya no ingresar más obstáculos, este pasa a elegir el punto de inicio y el punto 
final del mapa, los cuales son marcados con color azul y rojo respectivamente. La Figura 3.10 
ilustra el proceso de creación de un mapa paso a paso. 
 
Figura 3.10. Proceso de creación de un mapa. Fuente: propia. 
El resultado obtenido de esta sub-rutina es una matriz cuyos elementos toman valores iguales 
a “1” para los espacios transitables y “0” para los espacios no transitables (obstáculos y 
Crear mapa
Parámetros de simulación










fronteras). Además, la sub-rutina entrega dos pares de números, que son las coordenadas 
del punto inicial y final del mapa, y una cadena de caracteres que viene a ser el nombre del 
mapa. 
El Diagrama 3.3 muestra con mayor detalle la sub-rutina “MOVER HORMIGAS”. La máquina 
de estados mostrada anteriormente en la Figura 3.8 se implementó usando una estructura 
del tipo “case”. Esta estructura se representa en el diagrama de flujo como múltiples “IF” 
consecutivos. La variable que determina qué acciones se llevarán a cabo durante esta sub-
rutina es la variable de “estado” de la hormiga. En particular, en los estados 1 y 2 hay bloques 
condicionales que hacen que una hormiga solo oscile entre estos dos estados. Este ir y venir 
entre el estado 1 y 2 representa el ir y venir de la hormiga entre el punto inicial y el punto final. 
 
Diagrama 3.2. Sub-rutina “Crear mapa”. Fuente: propia. 
inicio
Dimensiones X e Y del mapa a crear, nombre del mapa
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Diagrama 3.3. Sub-rutina “Mover Hormigas”. Fuente: propia. 
inicio
Información de la hormiga, iteración, índice, solución a-priori






Sensar feromona alrededor de la hormiga y obstáculos en el entorno
Crear matriz de decisión con valores iniciales aleatorios
Modificar la matriz de decisión en case a los obstáculos 
del entorno, el rastro de feromona, la brújula, la última 
dirección tomada y la presencia del punto final
Analizar la matriz de decisión y elegir el camino con mayor probabilidad
Actualizar la posición de la hormiga





Determinar el cambio de feromona a aplicar en base a la cantidad de pasos dados
SI
Eliminar lazos de la trayectoria descrita
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3.4 PRUEBAS REALIZADAS 
Se realizaron una serie de pruebas para demostrar la eficacia del ACO en la solución a 
problemas de planeamiento de trayectoria. Las pruebas realizadas van incrementando su 
complejidad conforme son presentadas. El gráfico de trayectoria hallada muestra los 
parámetros del algoritmo bajo los cuales se logró alcanzar la respuesta mostrada. Se 
mostrarán 6 pruebas en total, de las cuales las 3 primeras son par mapas del tipo camino y 
las 3 siguientes son mapas tipo campo. Los mapas tipo camino son aquellos en establecen 
rutas bien definidas que la hormiga puede seguir; son análogos a la situación en las que una 
hormiga está dentro de su nido y tiene varios túneles por los cuales puede transitar. Los 
mapas tipo campo son aquellos en los que la hormiga tiene varias áreas disponibles para 
moverse; estos mapas son análogos a la situación en que la hormiga está en un campo 
despejado y puede moverse hacia donde desee. Los mapas tipo campo presentan un 
problema más complejo para el algoritmo ACO, ya que la cantidad de posibles caminos a 
tomar aumenta considerablemente. La trayectoria hallada se representa por una línea roja 
que une los puntos hacia los cuales se debe desplazar la colonia para alcanzar su objetivo. 
La primera prueba muestra una bifurcación con dos caminos iguales en longitud, por lo cual 
la convergencia es hacia cualquiera de ellos. Este primer mapa se buscó resolver el problema 
usando los parámetros que generen la respuesta más rápida (alrededor de 1 segundo); el 
resto de mapas por probar se resuelven con parámetros que resultan de variar esta primera 
combinación de parámetros. La Figura 3.11 muestra la solución hallada para este mapa, se 
puede apreciar el rastro de feromona representado por los casilleros verdes en distintas 
tonalidades. 
 




Para la siguiente prueba se usó un mapa muy similar al primer, pero con un camino más largo 
que el otro. Esta prueba y la anterior vendrían a ser las pruebas de doble-puente que se 
presentaron anteriormente. Se observa que para resolver este problema basta con aumentar 
la cantidad de hormigas usadas en el problema anterior; se aumentaron de 5 hormigas a 10 
hormigas. La Figura 3.12 muestra los resultados para este nuevo mapa. 
 
Figura 3.12. Segunda prueba del ACO. Trayectoria hallada. Fuente: propia. 
Para validar que el algoritmo es uniforme en cuanto a su desempeño, se realizaron 100 
pruebas consecutivas con este mapa. De esta forma se demuestra que se obtendrá el mismo 
resultado para las mismas condiciones de prueba. La Figura 3.13 muestra un gráfico que 
resume los cien resultados obtenidos; se puede apreciar que el número de pasos del camino 
obtenido es 6 para las cien pruebas realizadas. Además se muestra que el tiempo que le 
toma al algoritmo converger a este resultado es prácticamente 1 segundo. Los parámetros 
de simulación se muestran en la parte superior de la Figura 3.13, estos fueron los mismos 
usados en la prueba de la Figura 3.12. 
 





Para el siguiente mapa se plantearon 4 caminos distintos, aquí vemos la ventaja de 
implementar una “brújula” dentro de las características de las hormigas. Gracias a esto, la 
colonia descarta los caminos más externos (superior e inferior) y solo se concentra en probar 
los caminos más próximos a la línea recta que une nido y alimento. Nuevamente, se aumenta 
la cantidad de hormigas en la colonia para resolver el problema; la colonia ahora cuenta con 
20 individuos. La solución  esta prueba se muestra en la Figura 3.14 junto con su solución y 
los parámetros elegidos. 
 
Figura 3.14. Tercera prueba del ACO. Trayectoria hallada. Fuente: propia. 
De la misma forma que en la prueba anterior, se comprobó la uniformidad del resultado para 
cien pruebas. La Figura 3.15 muestra los cien resultados obtenidos. Para este caso se puede 
observar que el tiempo promedio que le toma al algoritmo encontrar el camino más corto es 
aproximadamente 1.17 segundos. A diferencia del caso anterior, dentro de las cien pruebas 
se obtuvieron dos que no son iguales al resto. Sin embargo, las dos pruebas que sobresalen 
en la Figura 3.16 corresponden al mismo camino al que convergieron las hormigas en las 98 
pruebas restantes; esto se puede comprobar manualmente observando la longitud de los 
caminos propuestos. Por lo tanto, los resultados mostrados en la Figura 3.15 nos permiten 
apreciar la naturaleza heurística del algoritmo, el cual, al no poder llegar al resultado óptimo, 
nos proporciona un resultado que se aproxima a este. Los parámetros de simulación en las 






Figura 3.15. Tercera prueba del ACO. Uniformidad del resultado. Fuente: propia. 
Luego de poner a prueba el algoritmo ACO con mapas tipo camino, se procede a plantear 
problemas más complejos con el uso de mapas tipo campo. El primer mapa tipo campo es 
pequeño en dimensiones (largo por ancho) y posee tres obstáculos que proporcionan a la 
hormiga dos opciones a seguir en cada uno. Ya que ahora la hormiga debe explorar más para 
encontrar el camino, se deben hacer dos ajustes importantes para solucionar este tipo de 
problemas. El primer ajuste es aumentar significativamente la ganancia de la feromona; esto 
corresponde a una mayor concentración de feromona depositada por cada hormiga. Este 
aumento en la ganancia de la feromona se debe a que ahora el algoritmo tardará más en 
encontrar el camino más corto y, por lo tanto, la evaporación de la feromona acabaría con la 
feromona si es que esta se deposita en la misma cantidad que cuando se resolvieron los 
mapas tipo camino. Debido a que el tiempo de convergencia hacia el camino más corto ha 
aumentado, también debe aumentar la concentración de feromona depositada para que esta 
no se evapore por completo antes de que se llegue a una solución aceptable. El segundo 
ajuste sería la cantidad de iteraciones que se realizarán para resolver el problema. Como se 
acaba de explicar, el tiempo de convergencia aumenta, por lo tanto el algoritmo debe darle 
más tiempo a la colonia para encontrar la solución. Estos ajustes se traducen en el cambio 
de dos parámetros en la ejecución: la ganancia de la feromona ahora es 5000 y las iteraciones 
realizadas son ahora 100. Esta nueva prueba, sus parámetros y su solución se muestran en 
la Figura 3.16. Asimismo, en la Figura 3.17 se muestran cien pruebas realizadas para evaluar 





Figura 3.16. Cuarta prueba del ACO. Trayectoria hallada. Fuente: propia. 
 
Figura 3.17. Cuarta prueba del ACO. Uniformidad del resultado. Fuente: propia. 
En la Figura 3.17 se observó que cuando se realiza la simulación mostrada en la Figura 3.16 
cien veces, se obtienen resultados de trayectorias con longitudes que oscilan entre 10, 11 y 
12 pasos de longitud, y en dos casos se llega hasta 13 pasos de longitud. Se puede apreciar 
claramente que la mayoría de resultados obtenidos fueron de longitud 11. Al observar esto, 
se buscó mejorar el desempeño del algoritmo con la variación del factor de evaporación de 
feromona y la cantidad de iteraciones del algoritmo. El factor de evaporación de feromona se 
disminuyó a 0.86, de tal forma que se logre olvidar más rápidamente las soluciones menos 
óptimas (trayectorias más largas). El aumento en el número de iteraciones a 300 nos permite 
darle más tiempo al algoritmo para que converja hacia el mejor resultado. La Figura 3.18 






Figura 3.18. Cuarta prueba del ACO. Uniformidad del resultado. Mejoras. Fuente: propia. 
Ahora se puede observar que la gran mayoría de trayectorias obtenidas contienen 10 o 11 
pasos, y solo algunas contienen 12 pasos. Este tipo de mejoras son posibles gracias a las 
pruebas de uniformidad.  
Para la siguiente prueba se mantiene el mismo número de obstáculos, pero complica el 
problema al aumentar las dimensiones del mapa. Ahora para resolver el problema se haces 
dos ajustes más en los parámetros de ejecución manteniendo los cambios realizados en el 
problema anterior. Ya que el mapa ha aumentado de dimensiones, se generarán muchas más 
soluciones sub-óptimas, muchas de las cuales tienen calidades similares y pueden llevar a 
una solución final sub-óptima. Para evitar esto se necesita que la solución que tenga menos 
pasos destaque significativamente entre las demás; es decir, que su calidad aumente mucho 
más rápido conforme los pasos dados por la hormiga se reducen. Para lograr este 
comportamiento se aumenta el exponente de la feromona a un valor de 1.2, de esta forma 
aquella hormiga que logre encontrar el camino más corto dejará un rastro de feromona mucho 
más fuerte que las demás hormigas, lo cual llevará a las siguientes hormigas a, 
probabilísticamente, tomar ese camino con mayor frecuencia. Asimismo, uno de los cambios 
adicionales que se realizó fue el aumento de la cantidad de hormigas en la colonia. Este 
cambio se debe a que las pruebas realizadas hasta el momento sugieren que cuanto más 




colonia ahora cuenta con 60 hormigas. Finalmente, el factor de evaporación disminuyó a 0.83 
y la ganancia de la feromona disminuyó a 3000 para descartar más rápidamente las 
soluciones más largas. La Figura 3.19 muestra el problema planteado, los parámetros de la 
ejecución del programa y la solución hallada.  
 
Figura 3.19. Quinta prueba del ACO. Trayectoria hallada. Fuente: propia. 
Al igual que en las pruebas anteriores, se analizó la uniformidad del desempeño del algoritmo 
utilizando cien pruebas consecutivas para el mapa de la Figura 3.19. Los resultados se 
muestran en la Figura 3.20. En dicha Figura se puede observar que la mayoría de caminos 
hallados tienen longitudes de 25 o 26 pasos, mientras que algunos fueron de 27 pasos, con 
lo cual se demuestra que el algoritmo logra encontrar soluciones óptimas y aproximadamente 
óptimas. 
 





Finalmente, se plantea un último mapa tipo campo con 4 obstáculos y con dimensiones aún 
mayores. Las dimensiones de este mapa son equivalentes a las dimensiones de la piscina 
en la cual se llevaron a cabo las pruebas con el barco robot, 50x20 metros cuadrados. Al ser 
un mapa más grande, la cantidad de hormigas en la colonia vuelve a aumentar, esta vez 
hasta 150 individuos. Asimismo, el aumento en el tamaño del mapa también genera muchas 
más soluciones sub-óptimas, por lo cual el exponente de la feromona vuelve a aumentar; el 
valor usado ahora es 1.4. La solución de este problema es mostrado en la Figura 3.21 junto 
con los parámetros usados para la ejecución del algoritmo ACO y la trayectoria encontrada 
(solución). La prueba de uniformidad del resultado se muestra en la Figura 3.22, en esta se 
puede apreciar que la longitud de los caminos hallados oscila entre 50 y 56. El amplio rango 
de oscilación de las soluciones se debe a la mayor complejidad del mapa. Ya que este mapa 
es más grande, presenta mayores opciones a elegir para la colonia, por lo tanto las soluciones 
encontradas son más variadas. Sin embargo, debe notarse que las soluciones halladas 
siempre tienden al valor óptimo, lo cual prueba una vez más la eficacia del ACO como método 
heurístico. 
 
Figura 3.21. Sexta prueba del ACO. Trayectoria hallada Fuente: propia. 
Se puede observar en las pruebas realizadas que las trayectorias encontradas muchas veces 
avanzan en “zig-zag”, este es un problema que nace de la resolución del mapa planteado. En 
la Figura 3.16 cada división del mapa representa 1 metro cuadrado de espacio, si se reduce 
el tamaño de la división del mapa se puede lograr mejores trayectorias pero el tiempo de 











SISTEMA DE CONTROL 
 
En este capítulo se mostrará el diseño de un controlador óptimo utilizando la estrategia 
propuesta por Fahimi (2009). En esta estrategia se usa un punto de control de tal forma que 
se logre reducir el número de variables de estado a 2 (partiendo del modelo de 3DOF de 
Fossen), tal que se tenga el mismo número de variables de estado, que de variables de 
control. Esta estrategia es usada para lograr controlar el barco robot debido a que es un 
sistema sub-actuado. 
Como se mencionó en el capítulo 2, el modelo a usar, expresado en el sistema BODY, es el 
siguiente: 
𝑚11?̇? − 𝑚22𝑣𝑟 + 𝑑11𝑢 = 𝑊𝑢 + 𝐹                                                        (4.1) 
𝑚22?̇? + 𝑚11𝑢𝑟 + 𝑑22𝑣 = 𝑊𝑣                                                                (4.2) 
𝐼𝑧𝑧?̇? + (𝑚22 −𝑚11)𝑢𝑣 + 𝑑66𝑟 = 𝑇                                                                   (4.3) 












(𝑓𝜓 + 𝑇)                                                                              (4.6) 
Este modelo es sub-actuado, ya que posee dos entradas de control (F y T) y tres variables 
de estado (BODY: [𝑢, 𝑣, 𝑟] o NED: [𝑥, 𝑦, 𝜓] ). Ante esta situación, Fahimi (2009) propone elegir 
dos variables para controlar directamente; se eligen dos debido a que hay dos entradas de 
control. Por lo tanto, se eligen las dos variables de posición. Sin embargo, si se eligen las 
coordenadas del centro de gravedad, la tercera variable (𝜓) quedaría indetectable para el 
sistema, ya que al hacer un seguimiento de las coordenadas del centro de gravedad del barco 
no se puede saber cuál es su orientación. Debido a esto, las variables de posición que se 
eligen como salida del sistema (que luego serán retroalimentadas para el control), son las 
coordenadas de un punto que yace en la línea longitudinal del barco a una distancia “d” del 




Figura 4.1. Punto de control en el barco robot. Fuente: propia. 
Ahora que se usan las variables de posición del punto de control en vez del centro de 
gravedad, se puede realimentar las perturbaciones en la variable 𝜓 de manera indirecta al 
realimentar las coordenadas de posición. Este sensado indirecto se aprecia mejor en la 
Ecuación 4.7. 
𝑥𝑝 = 𝑥 + 𝑑 cos𝜓                     𝑦𝑝 = 𝑦 + 𝑑 sin𝜓                                      (4.7) 
A partir de las expresiones de la Ecuación 4.7, y sus derivadas en el tiempo, se puede obtener 
un modelo de segundo orden del sistema. La Ecuación 4.8 muestra la primera derivada de 
dichas expresiones, y las ecuaciones 4.9 y 4.10 muestran la segunda derivada de las mismas. 
𝑥?̇? = 𝑢 cos(𝜓) − (𝑣 + 𝑟𝑑) sin(𝜓)               𝑦?̇? = 𝑢 sin(𝜓) + (𝑣 + 𝑟𝑑) cos(𝜓)            (4.8) 
?̈?𝑝 = ?̇? cos(𝜓) − 𝑢𝜓 sin(𝜓) − (?̇? + ?̇?𝑑) sin𝜓 − (𝑣 + 𝑟𝑑)?̇? cos(𝜓)                     (4.9) 
?̈?𝑝 = ?̇? sin(𝜓) + 𝑢𝜓 cos(𝜓) + (?̇? + ?̇?𝑑) cos𝜓 − (𝑣 + 𝑟𝑑)?̇? sin(𝜓)                     (4.10) 
Se despeja ?̇?, ?̇? y ?̇? de las Ecuaciones 4.1, 4.2 y 4.3 respectivamente; luego se reemplazan 
en las Ecuaciones 4.9 y 4.10. Lo que queda, es el modelo de segundo orden del barco, de tal 
forma que la acción de la variable 𝜓 es alimentada de manera indirecta a través de la salida, 
como se muestra en las Ecuaciones 4.11 y 4.12. Gracias a esta estrategia, las perturbaciones 




) 𝐹 − (
𝑑 sin𝜓
𝐼𝑧𝑧







) 𝑇 + 𝑓𝑥2                                             (4.12) 
C.G. : (x , y)





𝑓𝑥  =  (𝑚22𝑣𝑟 − 𝑑11𝑢)
𝑐𝑜𝑠𝜓
𝑚11
− 𝑢 𝑟 sin𝜓  + (𝑚11𝑢 𝑟 + 𝑑22𝑣)
sin𝜓
𝑚22




((𝑚11 −𝑚22)𝑢𝑣 − 𝑑66𝑟) − (𝑣 + 𝑟𝑑)𝑟 cos𝜓           (4.13) 
𝑓𝑦  =  (𝑚22𝑣𝑟 − 𝑑11𝑢)
sin𝜓
𝑚11
+ 𝑢 𝑟 sin𝜓 − (𝑚11𝑢 𝑟 + 𝑑22𝑣)
cos𝜓
𝑚22




((𝑚11 −𝑚22)𝑢𝑣 − 𝑑66𝑟) − (𝑣 + 𝑟𝑑)𝑟 sin𝜓           (4.14) 





















]                                   (4.15) 
?̈? = 𝒇 + 𝒃 𝒖                                                                    (4.16) 
Una vez que el sistema tiene esta forma, lo que se busca es una ley de control que lleve a la 
variable de salida 𝑧 hacia un valor deseado 𝑧𝑑. 
Gracias al punto de control, se ha logrado obtener dos señales de salida y dos señales de 
control en un sistema que originalmente se encontraba sub-actuado (tres señales de salida y 
dos señales de entrada). La Figura 4.2 ilustra la relación entre el punto de control y el sistema 
original. En vez de realimentar las señales u, v y r, se realimentará la ubicación del punto de 
control. Como se observó en la Ecuación 4.7, las dos variables que representan la ubicación 
del punto de control poseen información del ángulo de orientación del barco robot. 
 






4.1 LINEALIZACIÓN POR REALIMENTACIÓN 
La estrategia de linealización por realimentación es tomada del trabajo de Fahimi (2009). Se 
define una nueva variable de control tal que la Ecuación 4.16 sea lineal, de la siguiente 
forma: 
𝐯 = 𝒇 + 𝒃𝒖                                                                   (4.17) 
Tal que ahora se tiene la ecuación lineal: 
?̈? = 𝐯                                                                        (4.18) 
Donde el error respecto a la referencia es: 
?̃? = 𝒛 − 𝒛𝒅                                                                  (4.19) 
Gracias a la nueva variable “v”, se puede buscar una ley de control despejando “u”: 
𝒖 = 𝒃−𝟏(𝐯 − 𝒇)                                                              (4.20) 
Donde: 
𝐯 = −(𝑲𝒛 𝑲?̇?) (
𝒛 − 𝒛𝒅
?̇?
)                                                 (4.21) 
Cabe resaltar que la salida del bloque “Punto de Control” es tanto la ubicación del punto de 
control como su derivada en el tiempo. Sin embargo, solo la ubicación del punto de control es 
utilizada para compararse con una referencia y producir un error que ingresará al bloque del 
controlador. La velocidad del punto de control no se compara con ninguna referencia 
ingresada al sistema, e ingresa directamente al bloque del controlador. La Figura 4.3 ilustra 
el sistema de control en lazo cerrado. En esta figura, se puede apreciar que solo las 
coordenadas del punto de control son comparadas con la referencia proporcionada al 
sistema. Esto significa que, el usuario (o sistema superior) que vea este sistema de control 
como un bloque, la variable de salida son las coordenadas del punto de control. 
 










Por tratarse de una linealización por realimentación, el sistema quedará expresado como se 
muestra en las Ecuaciones 4.22, 4.23 y 4.24 














































)v                                       (4.24) 
4.2 DISEÑO DEL SISTEMA DE CONTROL 
Las ganancias del controlador, mostradas en la Ecuación 4.21, se obtienen mediante la 
solución de la ecuación de Riccati. La ecuación de Riccati, resuelta en el entorno MatLab con 
el comando “are”, es la que se muestra en la Ecuación 4.25.  
𝐴𝑇 𝑃 + 𝑃 𝐴 − 𝑃 𝐵 𝐵𝑇 𝑃 + 𝑄 = 0                                                  (4.25) 
En esta ecuación se utilizan las matrices A y B de la Ecuación 4.22. Se utiliza el término BB 
T de tal forma que se obtenga una matriz simétrica y no-negativa definido. Además, se toma 
una matriz simétrica de pesos mostrada en la Ecuación 4.26. Los elementos de la diagonal 











)                                                              (4.26) 
Luego de resolver la ecuación de Riccati, los elementos de la matriz P se utilizan para obtener 
las ganancias del controlador óptimo. Esto se muestra en la Ecuación 4.27. 
𝐾 = 𝐵𝑇  𝑃 = (
𝐾𝑧
𝐾?̇?
)                                                            (4.27) 
Ya que la dimensión de la matriz B es de 4x2, y la de la matriz P es de 4x4, la dimensión de 
la matriz K de ganancias será de 2x4. En esta matriz de ganancias, el primer bloque de 2x2 
corresponde a la ubicación del punto de control, mientras que el segundo bloque de 2x2 
corresponde a la velocidad del mismo. Esto se ilustra en la Ecuación 4.28, en la cual se puede 
apreciar que el resultado de todo el cálculo son los valores del vector 𝐯, mostrado 
anteriormente en la Ecuación 4.21, el cual se utilizará más adelante para determinar los 




𝐾𝑧 11 𝐾𝑧 21
𝐾𝑧 12 𝐾𝑧 22
𝐾?̇? 11 𝐾?̇? 21






) = 𝐯                                         (4.28) 
Es importante notar que todos los resultados hasta ahora mostrados se basan en que la 
matriz b de la Ecuación 4.20 es invertible. A continuación se demuestra que el determinante 
de esta matriz nunca será igual a cero para el barco robot. La Ecuación 4.29 muestra la matriz 


















                                                     (4.30) 
Para que la matriz b sea siempre invertible, su determinante nunca debe ser igual a cero. Si 




 (sin2(𝜓) + cos2(𝜓)) =
𝑑
𝑚11 𝐼𝑧𝑧 
                                 (4.31) 
En la Ecuación 4.31 se puede comprobar que el determinante de la matriz b nunca será igual 
a cero para el caso del barco robot ya que m11 y Izz son parámetros físicos del barco, y d es 
la distancia que separa al punto de control del centro de gravedad. 
4.3 SIMULACIONES REALIZADAS 
Para probar la efectividad del controlador diseñado, se utilizó el ejemplo proporcionado por 
Fahimi (2009). En este ejemplo, se proporcionan todos los coeficientes necesarios para 
realizar una simulación del barco robot de acuerdo al modelo planteado en las Ecuaciones 
4.1, 4.2 y 4.3. Estos parámetros de la simulación se muestran en la Tabla 4.1. 
Tabla 4.1. Parámetros dinámicos del barco utilizados para la prueba del controlador. 
 
El objetivo de esta prueba es que el barco siga una trayectoria circular de radio igual a 10 
metros centrado en el punto (0,0). Se asume que el barco se mueve a una velocidad lineal 
constante de 1 m/s y al inicio de la simulación el barco está ubicado en el punto (5;-5). La 
trayectoria a seguir y su derivada en el tiempo, se puede describir por las siguientes 
ecuaciones: 
m11 m22 d11 d22 d66 Izz 





𝑑 = 𝑥𝑐 + 𝑅 cos (𝑉
𝑡
𝑅
)                    𝑦𝑝 (𝑡)
𝑑 = 𝑦𝑐 + 𝑅 sin (𝑉
𝑡
𝑅
)                             (4.24) 
?̇?𝑝 (𝑡)
𝑑 = −𝑉 cos (𝑉
𝑡
𝑅
)                           ?̇?𝑝 (𝑡)
𝑑 = 𝑉 cos (𝑉
𝑡
𝑅
)                                  (4.25) 
Las condiciones iniciales bajo las cuales empieza la simulación de esta prueba se listan en la 
Tabla 4.2. 
Tabla 4.2. Condiciones iniciales para la prueba del controlador. 
 
Las primeras pruebas a realizar buscan determinar los valores correctos de la matriz Q en el 
controlador óptimo tal que se obtenga el comportamiento deseado en el barco robot. Cada 
elemento en la diagonal de la matriz Q está relacionada a una variable de salida dentro del 
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                                                                   (4.26) 
En la primera prueba realizada se usaron los siguientes valores en la matriz de pesos Q : 
𝑞1 = 10   𝑞2 = 10   𝑞3 = 0   𝑞4 = 0, como se puede observar, no se usaron pesos 
correspondientes a la velocidad del punto de control, es decir, la velocidad del punto de 
control no está siendo controlada. Se eligió empezar por estos valores para ver el efecto que 
tiene el control de posición y velocidad del punto de control. Los resultados de esta prueba 
se muestran en la Figura 4.4. En esta figura se muestra la posición del barco robot en distintos 
instantes de tiempo, se puede comprobar que el controlador cumple con el seguimiento de la 
trayectoria circular. 
 
Figura 4.4. Seguimiento de trayectoria circular. Primera prueba. Fuente: propia. 
x(0) y(0) ψ(0) u(0) v(0) r(0) 





Sin embargo, es importante notar que al inicio de la simulación la trayectoria del barco es 
irregular. Este comportamiento transitorio merece un análisis más detallado, por lo cual se 
vuelve a ejecutar la simulación solo para este tramo del barco. En esta primera prueba no se 
consideran perturbaciones. La simulación se muestra en Figura 4.5. 
 
Figura 4.5. Primeros instantes de la simulación anterior. Comportamiento agresivo del 
controlador. Fuente: propia. 
La evolución en el tiempo de las coordenadas del punto de control y las variables de estado 
se grafican en la Figura 4.6. La variable “r” representa la velocidad de cambio del ángulo de 
orientación (“yaw”); se puede observar que sufre cambios transitorios muy rápidos al inicio 
(picos), lo cual conlleva al comportamiento errático del barco al inicio de la simulación 
mostrado en la Figura 4.5. Las variables de control generadas se muestran en la Figura 4.7, 
se observan picos muy altos, lo cual es otro aspecto desfavorable con la matriz Q elegida. 
 
Figura 4.6. Prueba del controlador para seguimiento de trayectoria circular. Coordenadas 






Figura 4.7. Prueba del controlador para seguimiento de trayectoria circular. Señales de 
control. Fuente: propia. 
Ahora se buscará mejorar el comportamiento transitorio inicial del barco robot utilizando 
nuevos valores para la matriz Q : 𝑞1 = 0.01   𝑞2 = 0.01   𝑞3 = 1   𝑞4 = 1. Estos valores fueron 
obtenidos luego de varias pruebas previas. A continuación se muestran los resultados 
obtenidos con estos nuevos valores: la Figura 4.8 muestra la trayectoria descrita, en donde 
se observa que la trayectoria es alcanzada satisfactoriamente y, además, el transitorio inicial 
ha sido eliminado. Para asegurarnos de esto, se muestra la simulación solo para el tramo 
inicial en la Figura 4.9. 
 






Figura 4.9. Primeros instantes de la simulación anterior. Transitorio eliminado. Fuente: 
propia. 
 
Las variables de posición del punto de control y variables de estado en el tiempo se muestran 
en la Figura 4.6; las señales de control se muestran en la Figura 4.10 
 
 
Figura 4.10. Prueba del controlador para seguimiento de trayectoria circular. Coordenadas 






Figura 4.11. Prueba del controlador para seguimiento de trayectoria circular. Señales de 
control. Fuente: propia. 
Con estas pruebas se ha comprobado que el controlador usado genera la respuesta deseada 
por el barco robot, asimismo se halló los valores necesarios de la matriz Q del controlador. El 







PRUEBAS DE CONTROL PARA SEGUIMIENTO DE TRAYECTORIA 
 
En este capítulo, se pondrá a prueba el funcionamiento del algoritmo de optimización por 
colonia de hormigas para el planeamiento de trayectoria, visto en el capítulo 3, en conjunto 
con el controlador óptimo, visto en el capítulo 4.  
Las pruebas a realizar se dividen en 3 categorías: aumento de obstáculos de manera 
uniforme, aumento de resolución del mapa, y aumento de obstáculos de manera no-uniforme. 
Se empezará por establecer un mapa base, el cual es el mapa más sencillo de todos. Los 
parámetros que solucionan este mapa base servirán para comparar los parámetros que 
solucionan los demás mapas en las diversas pruebas realizadas. De esta manera, se podrá 
apreciar cómo varían los parámetros del algoritmo ACO conforme aumenta la complejidad de 
los mapas, y cómo responde el sistema de control del barco para recorrer las distintas 
trayectorias halladas. Los parámetros de simulación propuestos como solución de cada 
prueba han sido sometidos a una prueba de repetitividad; es decir, se simuló los mapas de 
cada prueba cien veces con los parámetros propuestos y se obtuvo solo soluciones optimas 
o aproximadamente óptimas. Una solución aproximadamente óptima se entiende como una 
solución que no difiere demasiado de una solución óptima; por ejemplo, si la solución óptima 
a un mapa es un trayecto de 20 pasos, entonces una solución aproximadamente óptima sería 
un trayecto de 18 pasos. Las soluciones aproximadamente óptimas son comunes al usar 
algoritmos heurísticos. 
Las gráficas que muestran la solución encontrada por el sistema son similares a las gráficas 
del capítulo 3, con la diferencia de que en estas ahora se muestra la trayectoria que describiría 
el barco robot. La trayectoria descrita por el barco robot se muestra como una línea celeste 
que tiende a tomar la forma de la trayectoria establecida por las hormigas. Por encima de 
esta línea celeste se ha graficado algunos instantes de la posición y orientación del barco 
robot para comprobar que efectivamente está siguiendo dicha trayectoria. El barco robot se 
ilustra como un dibujo sencillo de color amarillo. Además del mapa y la trayectoria del barco 
robot, se ha incluido gráficas de velocidades lineales y angulares, ángulo de orientación, 
fuerza y torque. A cada prueba le corresponde una tabla que resume los principales 
parámetros que generan una solución satisfactoria.  
El mapa base usado como punto de comparación para las pruebas se muestra en la Figura 
5.1. Este mapa posee solo dos obstáculos, lo cual hace sencillo detectar por simple 
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inspección cuál es el camino óptimo a seguir.  Las Figuras 5.2 y 5.3 muestran velocidades 
angulares, ángulo de orientación, fuerzas y torques. Se puede observar en la Figura 5.3 que 
la fuerza desarrollada por el barco robot solo tiene un valor alto al inicio de la simulación, 
luego de ello mantiene un valor casi constante. Por otro lado, el torque varía debido a los 
cambios de dirección que debe hacer el barco robot para esquivar los obstáculos en su 
camino. 
 
Figura 5.1. Mapa base para comparar con las pruebas a realizar. Fuente: propia. 
 
Figura 5.2. Velocidades y posición angular para el mapa base. Fuente: propia. 
 
Figura 5.3. Fuerza y torque para el mapa base. Fuente: propia. 
Los parámetros que llevan al algoritmo ACO a producir una solución óptima o 






combinaciones hasta obtener los valores adecuados. Sin embargo, la búsqueda de estos 
valores no fue aleatoria. Tomando en cuenta experimentos pasados, el número de hormigas 
se fijó a ser el doble que el número de divisiones verticales del mapa; es decir, se inició con 
20 hormigas. Luego de esto se estableció un número de iteraciones igual a 4 veces la 
población de hormigas; es decir, 80 iteraciones. El resto de parámetros tuvo valores iniciales 
que se muestran en la Tabla 5.1; en otras palabras, no cambiaron. A continuación se 
disminuyó, de forma alternada, la población de hormigas y la cantidad de iteraciones hasta 
obtener 100 pruebas consecutivas con resultados óptimos o aproximadamente óptimos. Los 
parámetros finales a lo que se llegó se muestran en la Tabla 5.1. Se optó por disminuir estos 
dos parámetros debido a que estos están directamente relacionados al costo computacional 
de la ejecución del algoritmo. Al disminuir estos dos parámetros se reduce el uso de recursos 
(como RAM y tiempo de CPU) y el tiempo de ejecución. El algoritmo ACO encontró el camino 
más corto en 1.71 segundos. 
Tabla 5.1 
 
A partir del mapa base se estudiarán distintas variaciones. La primera variación será un 
aumento uniforme de obstáculos. Estas pruebas consisten en aumentar la cantidad de 
obstáculos sin variar su tamaño, forma u orientación. Se realizaron dos de estas pruebas, una 
con dos obstáculos adicionales y la otra con cuatro obstáculos adicionales. La solución a la 
prueba que involucra dos obstáculos adicionales se muestra en la Figura 5.4. Las gráficas de 
velocidades lineales y angulares, ángulo de orientación, fuerza y torque, se muestran en las 
Figuras 5.5 y 5.6. Las velocidades, fuerzas y torques son bastante similares a las del mapa 
base; esto se debe a que las maniobras que debe hacer el barco son las mismas ya que los 
obstáculos adicionales son iguales a los obstáculos anteriores. La Tabla 5.2 resume los 
parámetros que solucionan este nuevo mapa. 
Tabla 5.2 
 
Población de hormigas 15 
Factor de reducción de feromona 0.3 
Ganancia de feromona 50 
Exponente de feromona 1 
Iteraciones realizadas 65 
Ganancia de la brújula 10 
 
Población de hormigas 40 
Factor de reducción de feromona 0.15 
Ganancia de feromona 50 
Exponente de feromona 1 
Iteraciones realizadas 65 




Se observa que al aumentar las dimensiones del mapa, se deben usar más hormigas para la 
simulación. Sin embargo, al ser más grande el mapa, el tiempo que demoran las hormigas en 
retornar al nido también se incrementa. Este aumento en el tiempo de retorno significa que la 
feromona se evaporará más rápido si se utiliza el mismo factor de reducción que en el mapa 
base. La pronta evaporación de los rastros de feromona eliminan las posibles soluciones 
encontradas al inicio de la simulación. Este efecto puede llevar a que el algoritmo no 
determine ningún resultado; es decir, se perdería la convergencia hacia una solución. Para 
evitar la evaporación de los rastros de feromona cuando estos se están formando, se 
disminuye el factor de reducción de feromona; esto produce rastros de feromona más 
duraderos de tal forma que se permita converger a una solución. El resto de parámetros se 
mantiene constante. El algoritmo ACO se ejecutó en 2.38 segundos. 
 
Figura 5.4. Mapa 2 Fuente: propia. 
 






Figura 5.6. Fuerza y torque para el mapa 2. Fuente: propia. 
La siguiente prueba contó con 4 obstáculos adicionales. La solución de este mapa se muestra 
en la Figura 5.7. Las velocidades, posición angular, fuerza y torque están graficadas en las 
Figuras 5.8 y 5.9. 
 
Figura 5.7. Mapa 3. Fuente: propia. 
 







Figura 5.9. Fuerza y torque para el mapa 3. Fuente: propia. 
Se observa que las velocidades, posición angular, fuerza y torque mantienen el mismo 
comportamiento que en la prueba anterior y en el mapa base. Este resultado es conforme 
con la uniformidad de los obstáculos añadidos. Los parámetros que generan una solución 
satisfactoria a este mapa se resumen en la Tabla 5.3. Se observa que la población de 
hormigas ha aumentado nuevamente ya que el mapa ha aumentado de tamaño. Este 
aumento proporcional de la población de hormigas respecto a las dimensiones del mapa se 
debe a que cuanto más grande el mapa, mayor cantidad de soluciones (rutas posibles) se 
necesitan entre el punto inicial y el punto final. Si no se generan suficientes soluciones 
candidatas al comienzo del algoritmo, se puede converger hacia una solución sub-óptima. 
Para este nuevo mapa se eligió mantener el factor de reducción de feromona constante y, 
para evitar la evaporación temprana de las soluciones propuestas, se aumentó la ganancia 
de la feromona. Con este cambio, a pesar que la feromona está expuesta a la evaporación 
un mayor tiempo, la cantidad de feromona depositada es mayor, por lo cual su evaporación 
tomará más tiempo. Sin embargo, el tamaño del mapa ha aumentado de tal manera que es 
necesario incrementar la cantidad de iteraciones que realizará el algoritmo ACO a 120. Este 
aumento de iteraciones permite la evaporación de las soluciones sub-óptimas y la 
convergencia hacia una solución óptima o aproximadamente óptima. Se eligió duplicar la 
cantidad de iteraciones para mantener una proporción constante con la población de 




Población de hormigas 80 
Factor de reducción de feromona 0.15 
Ganancia de feromona 100 
Exponente de feromona 1.5 
Iteraciones realizadas 120 




El exponente de la feromona ha aumentado. Este cambio tiene repercusiones sobre la 
cantidad depositada de feromona en función de la cantidad de pasos que posee una solución. 
En la ecuación 3.2 se puede observar el efecto de este incremento será una diferencia más 
marcada entre la feromona depositada cuando la cantidad de pasos tiende al caso óptimo 
que cuando se encuentra lejos de este valor. Esta mayor diferencia es una forma de destacar 
las soluciones que tienden a ser óptimas de las que se encuentran lejos del valor óptimo. 
Incluso, se puede variar este parámetro de tal forma que se tenga un incremento súbitamente 
alto cuando se esté cerca del valor óptimo. 
La siguiente categoría de pruebas está relacionada con la resolución del mapa. Esto se refiere 
a qué tan particionado está la representación digital del espacio en el cual se desplaza el 
barco robot. Para esto se llevaron a cabo dos pruebas, con factores de aumento de resolución 
de 4 y de 16. El aumento de resolución se lleva a cabo tomando una unidad de área del mapa 
y partiéndola en un número igual de partes. Para la primera prueba de este tipo cada unidad 
de área pasó a ser 4 unidades de área, mientras que para la segunda prueba se obtuvieron 
16 nuevas unidades de área por cada unidad de área del mapa base. Se mantuvo constante 
la forma y proporción de los obstáculos del mapa base. 
El mapa resuelto para el aumento de resolución con un factor de 4 se muestra en la Figura 
5.10. Las velocidades, posición angular, fuerza y torque correspondientes al movimiento del 
barco robot en este mapa se muestran en las Figuras 5.11 y 5.12. Se observa que la fuerza 
solo muestra un valor elevado al inicio de la simulación, y se mantiene casi constante 
después.  
 





Figura 5.11. Velocidades y posición angular para el mapa 4. Fuente: propia. 
 
Figura 5.12. Fuerza y torque para el mapa 4. Fuente: propia. 
Los parámetros que solucionan este mapa de resolución aumentada se muestran en la tabla 
5.4. Teniendo en cuenta los resultados de las pruebas anteriores, es de esperarse que la 
población de hormigas aumente. En este caso, además de disminuir el factor de reducción 
de feromona, se aumentó la ganancia de la feromona. Ambos aumentos se deben a que 
ahora las dimensiones del mapa han aumentado significativamente, a diferencia del aumento 





Población de hormigas 30 
Factor de reducción de feromona 0.15 
Ganancia de feromona 60 
Exponente de feromona 2 
Iteraciones realizadas 130 




El exponente de la feromona y el número de iteraciones también ha aumentado. En resumen, 
el programa se ha vuelto mucho más demandante en cuanto a recursos y tiempo. El 
controlador del barco es capaz de maniobrar por entre los obstáculos al igual que en las 
anteriores pruebas. Cabe resaltar que los obstáculos no son necesariamente 
representaciones fieles al obstáculo real con el que podría encontrarse el barco robot. Los 
obstáculos mostrados en las pruebas realizadas son contornos de seguridad que se dibujan 
alrededor de un obstáculo real, de tal forma que se tiene un margen de seguridad para evitar 
posibles colisiones en aplicaciones reales. 
La siguiente prueba de aumento de resolución fue por un factor de 16, la solución a esta 
prueba se muestra en la Figura 5.13. Sus gráficas correspondientes de velocidades, posición 
angular, fuerza y torque se muestran en las Figuras 5.14 y 5.15. A diferencia que en las demás 
pruebas, la gráfica de torque en la Figura 5.15 muestra una oscilación mayor de esta señal, 
esto se debe a que ahora el barco robot debe maniobrar más debido a que hay más espacios 
para moverse. Esto también tiene repercusión en el gráfico de fuerza en la Figura 5.14, el 
cual muestra el mismo patrón que en las anteriores pruebas, pero ahora con mayores 
oscilaciones. 
 





Figura 5.14. Velocidades y posición angular para el mapa 5. Fuente: propia. 
 
Figura 5.15. Fuerza y torque para el mapa 5. Fuente: propia. 
Los parámetros que resolvieron este mapa se muestran en la Tabla 5.5. Se observa que la 
población de hormigas y la cantidad de iteraciones ha aumentado considerablemente. De 
todas las pruebas realizadas, esta es la que más recursos y tiempo consume. El algoritmo 





Población de hormigas 120 
Factor de reducción de feromona 0.12 
Ganancia de feromona 500 
Exponente de feromona 2 
Iteraciones realizadas 200 




La última categoría de pruebas se realizó de tal forma que se aumentó la cantidad de 
obstáculos de manera no-uniforme. Esto significa que se añadieron obstáculos de distinta 
forma, tamaño y orientación. Este tipo de pruebas se asemeja más a una aplicación real, en 
la cual los obstáculos encontrados son aleatorios en cuanto a posición y forma. Asimismo, se 
cambió la ubicación del punto final al cual debe llegar el barco. Se realizaron dos pruebas de 
este tipo; sin embargo, ambas pruebas son resueltas por el mismo conjunto de parámetros. 
La Figura 5.16 muestra la primera prueba de este tipo. Las Figuras 5.17 y 5.18 muestras las 
gráficas correspondientes a las velocidades, posición angular, fuerza y torque, en función del 
tiempo, para esta prueba. 
 
Figura 5.16. Mapa 6. Fuente: propia. 
 






Figura 5.18. Fuerza y torque para el mapa 6. Fuente: propia. 
La segunda prueba, a diferencia de la primera prueba de este tipo, presenta obstáculos más 
grandes. Asimismo, la ubicación del punto destino es cambiada nuevamente. La solución 
para este mapa se muestra en la Figura 5.19. En ambos mapas de este tipo se puede 
observar que el controlador del barco robot logra maniobrar entre los obstáculos. Las gráficas 
de velocidades, posición angular, fuerza y torque se muestran en las Figuras 5.20 y 5.21. La 
Figura 5.20 muestra que la señal de fuerza sigue el patrón mostrado hasta ahora en todas 
las pruebas. Con esto podemos confirmar que el barco robot solo necesita una fuerza alta al 
inicio de la simulación; el resto de la trayectoria la fuerza se mantiene casi constante o con 
pequeñas oscilaciones. Los obstáculos de este mapa podrían interpretarse más fácilmente 
como contornos de seguridad alrededor de obstáculos reales. 
 






Figura 5.20. Velocidades y posición angular para el mapa 7. Fuente: propia. 
 
Figura 5.21. Fuerza y torque para el mapa 7. Fuente: propia. 
Los parámetros que logran resolver ambos mapas (Figura 5.16 y 5.19) se resumen en la tabla 
5.6. Se pueden observar cambios esperables respecto al mapa base. Sin embargo, hay una 
variación en los parámetros que no se había dado en las anteriores pruebas: la ganancia de 





Población de hormigas 30 
Factor de reducción de feromona 0.05 
Ganancia de feromona 100 
Exponente de feromona 1.5 
Iteraciones realizadas 200 




Esta variación se puede explicar debido a que la presencia de múltiples obstáculos ofrece 
una gran cantidad de posibles caminos candidatos a ser el camino más corto. Ante tantas 
posibles combinaciones de caminos, es necesario que el algoritmo favorezca más la 
exploración de las hormigas en vez de guiarlas directamente hacia donde se encuentra el 
punto destino. Al disminuir la ganancia de la brújula las hormigas tienen más probabilidades 
de elegir caminos que no necesariamente apuntan en dirección hacia el punto destino. Este 
comportamiento es clave para resolver mapas de este tipo. El algoritmo ACO demoró 3.49 
segundos en ejecutarse para el mapa de la Figura 5.16 y 3.51 segundos para el mapa de la 
Figura 5.19. 
La Tabla 5.7 resume los tiempos (en segundos) que se tomó el algoritmo ACO y el algoritmo 
de control en ejecutarse. Se debe tener en cuenta que estos tiempos corresponden a la 
ejecución de estos algoritmos en el entorno MatLab; además, se utilizó una laptop con 
procesador tipo core i5 y con 4GB de memoria RAM para la ejecución de los mismos. 
Tabla 5.7. Tiempos usados por el algoritmo ACO y el algoritmo de control. Todos los 


















Mapa 1 2 3 4 5 6 7 
Tiempo usado para el 
algoritmo ACO 
1.71 2.38 4.51 3.63 12.98 3.49 3.51 
Tiempo usado para el 
algoritmo del controlador 






Se utilizó un modelo dinámico para un robot marítimo basado en investigaciones existentes. 
Este modelo muestra que el barco robot es un sistema sub-actuado. El modelo usado se 
obtuvo en base a análisis cinemático y dinámico del barco. 
Se diseñó un sistema de planeamiento de trayectoria basado en optimización por colonia de 
hormigas para determinar el camino más corto a seguir por un robot marítimo de superficie. 
El entorno donde se desplaza el robot puede ser representado por un espacio de áreas 
transitables y no transitables en el cual se presentan obstáculos estáticos. El modelo usado 
para controlar el barco fue obtenido de Fossen (2011). La estrategia para linealizar el modelo 
de este barco sub-actuado se obtuvo de Fahimi (2009). El control del robot se realizó 
mediante un controlador óptimo. 
Se puso a prueba el funcionamiento de ambos sistemas, planeamiento de trayectoria y control 
de barco, utilizando 6 mapas con características distintas y un mapa base para las 
comparaciones. Se realizaron tres tipos distintos de pruebas de tal forma que se observe la 
variación de los parámetros de simulación en relación con las distintas características de los 
mapas propuestos. 
Se logró encontrar el camino más corto para todos mapas propuestos. En todos los casos el 
ACO fue capaz de determinar el camino más corto cuando se le asignó los parámetros 
adecuados para su funcionamiento. La trayectoria hallada podría mejorar si se aplica un 
algoritmo de suavización de curva o si se aumenta la resolución del mapa; es decir, disminuir 
el tamaño de las divisiones del mapa. Sin embargo dicho aumento de resolución traería 
consigo un mayor tiempo de ejecución del algoritmo y una mayor demanda de recursos (por 
ejemplo: RAM y tiempo de CPU). En las pruebas de aumento de resolución del mapa se pudo 
observar, en la Tabla 5.7, que un aumento por un factor de 16 en la resolución produce el 
tiempo de convergencia más largo de todas las pruebas realizadas (más de 7 veces el tiempo 
del mapa base). Por este motivo, se recomienda usar un algoritmo de suavización de curva 
en vez de aumentar la resolución del mapa. 
Una vez determinada la trayectoria a seguir, el sistema de control fue capaz de mover al barco 
robot a lo largo de la trayectoria hallada. Para esto se realizaron pruebas con el controlador 
para una trayectoria circular de tal forma que se puedo hallar los valores adecuados de la 
matriz de pesos Q (propia del control óptimo) que permitió obtener el comportamiento 
deseado del barco robot. Con los valores de la matriz Q adecuados, se pudo seguir las 
trayectorias halladas por el ACO cuando se ejecutaron ambos algoritmos en conjunto para 
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guiar al barco robot dentro de un entorno con obstáculos. Se tomó en cuenta que los 
obstáculos pueden ser representaciones de un contorno de seguridad dibujado alrededor de 
un obstáculo real; de esta forma, se tiene un margen de error que el barco puede utilizar para 
evitar colisiones. 
El tiempo utilizado por el algoritmo de control es el mismo para todas las pruebas, excepto en 
el caso de aumento de resolución por un factor de 16. Se puede observar en la Tabla 5.7 que 
el tiempo de ejecución del controlador óptimo es 1.5 segundos más en los mapas 2, 3, 4, 6 y 
7 que en el mapa base. Para el mapa 5, el tiempo de ejecución aumenta en más de 3 
segundos, por lo cual, nuevamente, se recomienda no aumentar la resolución del mapa. 
En los gráficos de fuerza y torque (Figuras 5.3, 5.6, 5.9, 5.12, 5.15, 5.18 y 5.21) se puede 
observar un pico al inicio de la simulación en la señal de fuerza. Este pico es un factor de 
diseño al momento de implementar este sistema en un barco robot real. Para este trabajo, se 
tomó el ejemplo proporcionado por Fahimi (2009); sin embargo, para futuros trabajos que 
incluyan implementación en un barco real, se debe tomar en cuenta este valor de fuerza al 
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