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ABSTRACT. We present the area and coarea formulas for Lipschitz maps, valid for general volume
densities. As applications we give a short, ”euclidean” proof of the anisotropic Sobolev inequality and
describe an anisotropic tube formula for hypersurfaces in Rn. A discussion about the first variation of
the anisotropic area is also included.
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1. INTRODUCTION
The area and coarea formulas are well-established tools in analysis and geometry. They are far
reaching generalizations of the classical change of variables formula and of the Fubini Theorem and
were proved by Federer in [9]. One purpose of this note is to take another look at these formulas
and rewrite them for general volume densities. While they are not too hard to derive, these theorems
involve a certain formalism for which we have not found any precise reference in the literature. To
emphasize their potential use, we consider several analytic and geometric applications such as the
Sobolev inequality, the tube formula for hypersurfaces and the first variation of the area, all of them
in the anisotropic world. The anisotropic tube formula seems new, while the anisotropic Sobolev
inequality has received other proofs, notably one proof given by Gromov ([15]) using methods of
optimal transport. The general coarea formula presented in this article allows one essentially to copy-
paste the classical proof of Federer and Fleming ([10]) for the euclidean Sobolev inequality.
The study of the first variation of the anisotropic area has at least two different approaches: the
one by Andrews [4] and the one by Palmer [16] and Koiso [14] and collaborators. Our point of view,
which is to make use of inner products as little as possible, is closer to Andrews line of investigation.
We make a comparison between the two approaches at the end of this article. All these applications
that we give are in our view interrelated and we included them all in order to better emphasize the
philosophy we mentioned before.
One ingredient in the proof of the Sobolev inequality is the isoperimetric inequality which in turn
relies on the Brunn-Minkowski inequality. The reader can find a complete proof of the anisotropic
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2 DANIEL CIBOTARU AND JORGE DE LIRA
isoperimetric inequality (the so-called Wulff Theorem) in the context of integral currents in [20]. We
reproduce here the main idea of this proof, without any reference to currents whatsoever. Along the
way, we found it worthwhile to include a geometric proof of a result that puts the equal sign between
the anisotropic outer Minkowski content and the anisotropic area of the boundary of a C2 manifold
(Theorem 5.4). This was for two reasons: one because the generalized change of variables (Proposi-
tion 3.3) shows up and second, because this lead us immediately to an anisotropic tube formula for
hypersurfaces at least when the Wulff shape has a C2 support function. This result involves the ex-
pected ingredients, namely the symmetric polynomials in the eigenvalues of an appropriately defined
anisotropic Weingarten map. To our knowledge, such a tube formula has not appeared yet in the lit-
erature. Inspired by this result we introduce the anisotropic connection and show that the divergence
it induces is the right factor in the first variation of the anisotropic area, recovering thus a result of
Andrews in [4]. At last, we digress on how this relates to the work of Palmer and Koiso and Palmer
([14, 16]).
As we said, the results presented in this note have some overlap with results published elsewhere.
Using fine methods of geometric measure theory the equality of the anisotropic Minkowski con-
tent and the anisotropic area was recently proved by Chambolle, Lisini and Lussardi (see [5]) under
much weaker regularity conditions. The anisotropic Sobolev inequality was first proved by Gromov
using ideas of optimal transport (see the Appendix of [15]). This was vastly generalized by Cordero-
Erausquin, Nazaret and Villani in [6] using again optimal transport.
A coarea formula for real valued maps in Finsler geometry was proven by Shen in [18]. We obtain
Shen’s theorem as a corollary of the main result (see Corollary 4.6 and Remark 4.7). In their study
of rectifiable subsets of metric spaces and Lipschitz maps between them, Ambrosio and Kirchheim
in [2] present some area and coarea formulas in which the underlying measures are the Hausdorff
measures. In the reversible Finsler context, the Hausdorff measure is induced by the Busemann vol-
ume density. We work instead with general volume densities. It turns out that the relevant jacobians
and cojacobians are given by relatively simple algebraic expressions that involve only the differential
of the map and the underlying norms/densities, very much in the spirit of the analogous euclidean
objects. These should be contrasted with the coarea factors introduced by Ambrosio and Kirchheim
which have a less direct definition, a reflection of the fact that they are meant to work in the general
context of metric spaces. Here we are interested in manifolds and/or rectifiable sets.
One paper that motivated and influenced us is the beautiful article of A´lvarez-Paiva and Thomp-
son [3]. One finds there a quite extensive description of the important volume densities in Finsler
geometry. The volume densities that appear here in the general area and coarea formulas do not need
to arise in some ”functorial” way as happens for example in the context of Riemannian or Finsler
geometry (see [3]) in order for the theorems to hold. However, the search for such general formulas
was triggered by considering the different notions of volume in Finsler geometry.
The article is structured as follows. We start by presenting the linear picture. The main novelty
is the notion of a codensity that is used in the definition of the cojacobian. This is a density on the
dual vector space obtained, in a certain sense, by taking the quotient of a density of complementary
dimension on the original vector space and a top-degree density. We next describe the change of
variables and the Fubini formula for densities in the smooth (C1) framework. In Section 4, we present
the area and coarea formulas for Lispchitz maps between the euclidean spaces. We should emphasize
that special attention is paid to orientation issues whenever the densities involved are not symmetric.
The proofs of the area and coarea theorems for general densities use their well-known Riemannian
analogues of [8] and some canonical relations between the correction factors derived in Section 2.
The whole Section 5 is dedicated to the proof of the anisotropic Sobolev inequality together with the
aforementioned result about anisotropic Minkowski content. In Section 6 we derive the tube formula
and inspired by the proof we introduce a natural anisotropic connection on a hypersurface and we
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show that the first variation of the (anisotropic) area is the integral of the divergence with respect to
this connection. We include a version of the divergence theorem relevant to this framework.
2. THE LINEAR PICTURE
Let V be a real vector space of dimension n. The cone of simple k-multivectors is the subset ΛksV
of elements of ΛkV which can be written as a wedge product of k-vectors from V .
Definition 2.1. A k-(volume) density on V is a map F : ΛksV → R≥0 which takes the value 0 only
in 0 and is homogeneous of degree 1, i.e.
F (aξ) = aF (ξ), ∀a ≥ 0, ξ ∈ ΛksV
Denote by Dk(V ) the space of k-volume densities. We will let D+k (V ) denote the symmetric k-
volume densities, meaning those that also satisfy
F (ξ) = F (−ξ).
Example 2.2. An inner product on V induces norms on all ΛkV and the corresponding norms give
volume densities in all degrees.
Example 2.3. An n-volume density is just a norm on the line ΛnV . For this reason we will occasion-
ally use the symbol ‖ · ‖ to denote a k-density, even if this might not necessarily arise from a norm on
the whole ΛkV .
Notice that every n-form Ω : ΛnV → R gives rise to a symmetric n-volume density by letting
|Ω| := | · | ◦ Ω. Conversely, a symmetric n-density and an orientation on V give rise to an n-form.
For the most part in this note we will work with symmetric volume densities. In order to work with
asymmetric volume densities there is one limitation one has to impose and this is that one should be
working in the category of oriented vector spaces. The reason is simple. Take for example a curve in
a Finsler manifold. If the Finsler norms are not symmetric then one ends up having a forward length
and a possibly different backward length of the same curve, depending on whether one is going along
the curve in one direction or in the opposite direction. So one cannot hope to get a change of variables
formula for maps that reverse the orientation. This is the same condition one has when building the
theory of integration for differential forms: the background manifolds are supposed to be oriented.
Most of the definitions and results are stated for symmetric densities, while in subsequent remarks we
clarify what are the modifications in the oriented/non-symmetric case.
Definition 2.4. Let V andW be two vector spaces and F ∈ D+n (V ) andG ∈ D+n (W ) two symmetric
n-densities. Suppose dimV = n and letA : V →W be a linear map. The jacobian ofAwith respect
to the densities F and G is
J(A) = J(A;F,G) = G(ΛnA(ξ)),
where ξ ∈ ΛnV is one of the two vectors that satisfies F (ξ) = 1. If V andW are oriented then F and
G are allowed to be non-symmetric and the definition of the jacobian is modified by requiring that ξ
be positively oriented.
We make two trivial remarks. The jacobian is non-zero only if A is injective. If G is the restriction
of a norm on ΛnW then the jacobian is the norm of the operator ΛnA.
Example 2.5. If V and W are endowed with inner products that induce the densities F and G re-
spectively then
J(A) =
√
detA∗A.
One checks this by considering A to be an isomorphism onto its image.
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Example 2.6. The Holmes-Thompson volume density of a normed space V is defined by (see [3])
(2.1) µ(v1 ∧ . . . ∧ vn) = −1n
∫
B(V ∗)
dv∗1 . . . dv
∗
n,
where B(V ∗) is the dual unit ball, v∗1, . . . , v∗n is the dual basis to v1, . . . , vn and n is the volume of
the euclidean unit ball. The notation dv∗1 . . . dv∗n is a substitute for the Lebesgue measure induced by
the basis {v∗1 . . . v∗n}. One can rewrite (2.1) as:
µ(v1 ∧ . . . ∧ vn) = −1n
∫
B(V ∗)
dv1 ∧ . . . ∧ dvn,
where now, dv1 ∧ . . . ∧ dvn is an element of V ∗∗ corresponding to v1 ∧ . . . ∧ vn under the canonical
isomorphism V ' V ∗∗ and the orientation on V ∗ is the one given by v∗1 ∧ . . . ∧ v∗n.
The jacobian of a bijective linear map A : V → W between two normed vector spaces endowed
with the Holmes-Thompson volumes is:
JHT(A) =
∣∣∣∣∣
∫
B(W ∗) Λ
nA(ξ)∫
B(V ∗) ξ
∣∣∣∣∣ ,
where ξ is any non-zero element of ΛnV , considered as an n-form over V ∗. If W = V , possibly with
a different norm, then this simplifies to:
JHT(A) = | detA|
∫
B(W ∗) ξ∫
B(V ∗) ξ
= | detA|Vol (B(W
∗))
Vol (B(V ∗))
.
In order to define the correction factor used in the coarea formula we need the next elementary
result.
Lemma 2.7. Let V be a vector space of dimension n+m and let F ∈ D+n (V ) and µ ∈ D+n+m(V ). Let
v∗1, . . . v∗m be linearly independent vectors and choosew∗1, . . . , w∗n such that the set {v∗1 . . . v∗m, w∗1, . . . w∗n}
forms a basis of V ∗ with dual basis v1, . . . vm, w1, . . . , wn of V . Then
F ∗µ(v
∗
1 ∧ . . . ∧ v∗m) :=
F (w1 ∧ . . . ∧ wn)
µ(v1 ∧ . . . ∧ vm ∧ w1 ∧ . . . ∧ wn)
is independent of the choice of w∗1, . . . , w∗n and thus induces a well defined m-volume density on V ∗.
Proof. Let U∗ := 〈v∗1, . . . , v∗m〉 ⊂ V ∗ with dual space U . We obviously have an exact sequence:
0→W → V → U → 0,
where W is the kernel of the projection V → U . The n-dimensional subspace W is endowed with an
n- density by restricting F . Together with the n + m density on V one gets an m-density H on U :
let u1, . . . , um be a basis of U and choose some lifts of the u’s in V , call them e1, . . . , em and a basis
{f1, . . . fn} of W . Then
H(u1 ∧ . . . ∧ um) := µ(e1 ∧ . . . ∧ em ∧ f1 ∧ . . . fn)
F (f1 ∧ . . . ∧ fn) .
This definition does not depend on the basis f1, . . . , fn of W or on the lifts e1, . . . em. Indeed, if one
makes different choices {e1,′ . . . , e′m} and {f ′1, . . . , f ′n} then the change of basis matrix going from
{e1 . . . em, f1, . . . fn} to {e′1 . . . e′m, f ′1, . . . f ′n} has the block decomposition:
X =
(
A B
C D
)
with A = 1 and C = 0
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with D the matrix obtained by going from {f1, . . . , fn} to {f ′1, . . . , f ′n}. Therefore detX = detD.
From H we get an n-density on U∗:
H∗(u∗1 ∧ . . . ∧ u∗m) :=
1
H(u1 ∧ . . . ∧ um)
Notice now that W = 〈w1, . . . , wn〉 and that v1, . . . vm ∈ V are lifts of the vectors in U which
represent the dual basis to v∗1, . . . , v∗m. Thus H∗ = F ∗µ
∣∣
U∗ . 
Definition 2.8. Them-densities on V ∗ resulting by taking the ”quotient” of an n-density F on V and
an (n+m)-density µ as in Lemma 2.7 will be called m-codensities on V .
If dimV = m then the codensity associated to µ ∈ D+m(V ) is
µ∗(v∗1 ∧ . . . ∧ v∗m) =
1
µ(v1 ∧ . . . ∧ vm) .
The space of all m-codensities on V corresponding to the same top degree volume density µ will be
denoted by Dmµ (V ).
Remark 2.9. We will allow F to be non-symmetric while keeping µ symmetric but in that case
V will be oriented and the basis v1, . . . , vm, w1, . . . wn is required to be positively oriented in the
Definition-Lemma 2.7 which goes through with some obvious modifications.
Remark 2.10. A codensity should not be confused with a dual density. Given F ∈ Dn(V ) one
defines F ] ∈ Dn(V ∗) by putting
F (ω)] := sup
F (ξ)=1
ξ simple
|ω(ξ)|
They are the same though in top dimension, i.e. if n = dimV and µ ∈ Dn(V ), then µ] = µ∗. 
It is useful to have another description of codensities. Fix a symmetric density µ of top degree
n+m and let Ω be a top degree form on V such that
µ = |Ω|.
Notice that Ω induces a natural Hodge isomorphism of vector spaces.
(2.2) ιΩ : ΛnV → ΛmV ∗, ιΩ(θ) = {η → Ω(θ ∧ η)}.
This coincides with the classical Hodge duality, once one picks an inner product on V whose volume
form coincides with Ω and identifies ΛmV ∗ with ΛmV via the inner product.
We will assume that Ω is positively oriented if V comes with an orientation.
For reasons which have to do with orientation conventions we use
ι∗Ω : Λ
nV → ΛmV ∗, ι∗Ω(θ) = {η → Ω(η ∧ θ)}.
Notice that ιΩ and ι∗Ω are also isomorphisms between the cones of simple vectors. Indeed, if w1 ∧
. . . ∧ wn ∈ ΛnV then choose v1, . . . , vm ∈ V such that
(2.3) Ω(v1 . . . ∧ vm ∧ w1 ∧ . . . ∧ wn) = 1
It is then straightforward to check that ι∗Ω(w1 ∧ . . . ∧ wn) = v∗1 ∧ . . . ∧ v∗m, where v∗1, . . . , v∗m are
those vectors in the dual basis of {w1, . . . , wn, v1, . . . , vm} which vanish on 〈w1, . . . wn〉. On the
other hand,
ιΩ(w1 ∧ . . . ∧ wn) = (−1)mnv∗1 ∧ . . . ∧ v∗m.
Notice that in the presence of an orientation, it makes more sense to write F ∗Ω for the codensity
resulting from a density F , as discussed in Remark 2.9. We will keep the notation F ∗|Ω| to suggest that
no orientation is present.
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Proposition 2.11. Let F ∈ D+n (V ) and let F ∗|Ω| be the induced m-codensity. Then
F ∗|Ω| = F ◦ (ι∗Ω)−1.
If V is oriented then
F ∗Ω = F ◦ (ι∗Ω)−1.
Proof. Using the notation preceding the proposition we check that F = F|Ω| ◦ ι∗Ω:
F ∗|Ω|(ι
∗
Ω(w1 ∧ . . . ∧ wn)) = F ∗|Ω|(v∗1 ∧ . . . ∧ v∗m) =
F (w1 ∧ . . . ∧ wn)
|Ω|(v1 . . . ∧ vm ∧ w1 ∧ . . . ∧ wn)
and the result follows by (2.3). The same proof works for the second part. 
Remark 2.12. Notice that for a non-symmetric F it makes all the difference that one uses ι∗Ω instead
of ιΩ. Obviously, all this is related to the choice of the order in which to write v1, . . . , vm, w1, . . . wn
in Lemma 2.7. This choice of order in turn is related to considerations concerning integration over
the fiber and Fubini formula for forms in which the orientation on the ”top” space is the orientation
of the base space ”tensored” with the orientation on the fiber, the so-called fiber-last convention.
Definition 2.13. Let V andW be two vector spaces of dimension n+m andm respectively. Suppose
that V is endowed with a F ∈ D+n (V ) and µ ∈ D+n+m(V ), while W has ν ∈ D+m(V ). Let A : V →
W be a linear map. The cojacobian of A with respect to F, ν and µ is:
C(A) = C(A; ν∗, F ∗µ) := F
∗
µ(Λ
nA∗(ω)) = J(A∗; ν∗, F ∗µ),
where ω ∈ ΛmW ∗ is one of the two vectors of norm 1, i.e ν∗(ω) = 1.
When V and W have inner products and all densities involved come from these then one recovers
the usual definition of the cojacobian:
C(A) =
√
detAA∗.
Remark 2.14. If V and W are oriented then we will allow F to be non-symmetric but µ and ν
are kept symmetric. In that case the definition of the cojacobian is modified by requiring that ω be
positively oriented and keeping in mind the different definition for F ∗µ (Remark 2.9).
Example 2.15. Notice first that the cojacobian is zero when A is not surjective.
Suppose therefore thatA is surjective and choosew1, . . . , wn a basis of KerA. Let v1, . . . , vm ∈ V
be vectors such that Av1 . . . , Avm is a basis in W . Then
C(A; ν∗, F ∗µ) =
F (w1 ∧ . . . ∧ wm) · ν(Av1 ∧ . . . ∧Avn)
µ(v1 ∧ . . . ∧ vn ∧ w1 ∧ . . . wm) .
When both spaces are oriented then v1, . . . , vm are chosen such that Av1 . . . , Avm form a positively
oriented basis of W and w1, . . . wn such that v1, . . . , vm, w1 . . . wn form a positively oriented basis
of V . This is the same thing as saying that w1, . . . , wn form an oriented basis of the ”fiber” KerA
where the fiber is given the induced orientation.
Example 2.16. In Section 5 we will treat the case m = 1 in more detail. We will be concerned with
an oriented vector space V of dimension n + 1 with a volume form Ω : V → R and a codimension
1-convex density, meaning a function F : ΛnV → R such that F is positively homogeneous and
convex, also called an anisotropic functional. One defines the convex dual functional as in Prop.
2.11) F¯ ∗Ω : V
∗ → R and F¯ : V → R by duality:
F¯ (v) = sup
F¯ ∗Ω(f)≤1
f(v).
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One checks easily that
C(f, dt, F ∗Ω) = F¯
∗(f).
If F¯ is strictly convex, one defines the Legendre isomorphism V ∗ \ {0} → V \ {0} by associating to
f the unique vector vf such that F¯ ∗(f) = F¯ (vf ) and
f(vf/F¯ (vf )) = sup
F¯ (w)=1
f(w).
The vector vf is an example of anisotropic normal to the hyperplane Ker f . When f happens to be
the differential of some C1-function g : V → R at a point p, then vf is usually called the Finslerian
gradient of g at p and is denoted∇g(p). We therefore have
C(dg, dt, F ∗Ω) = F¯
∗(dg) = F¯ (∇g).
In order for the next result not to lead to some vacuous statements we fix some conventions. Thus
the jacobian of a map with respect to two densities is well defined only when the following dimen-
sional condition is satisfied:
degF = degG = dim Dom(A).
It is convenient to set J(A;F,G) = 0 if this does not hold. Similarly for the cojacobian C(A; ν∗, F ∗µ)
one needs
deg ν = degµ− degF = dim Codom (A).
We set C(A; ν∗, F ∗µ) = 0 otherwise.
The following straightforward properties of the jacobian and cojacobian are needed for the proof
of the area and coarea formulas. We will next that all densities are symmetric.
Proposition 2.17. Let V,W,Z be three vector spaces and A : V → W and T : W → Z be linear
maps.
(a) If dimV = dimW = n, µ ∈ D+n (V ) and ν ∈ D+n (W ) then
J(A;µ, ν) = C(A; ν∗, µ∗)
(b) If dimV = n, µ ∈ D+n (V ), G ∈ D+n (W ), H ∈ D+n (Z) then
J(T ◦A;µ,H) = J(A;µ,G) · J (T ∣∣
ImA
;G,H
)
.
(c) If dimZ = n, λ ∈ D+n (Z), F ∗µ ∈ Dnµ(V ), G∗ν ∈ Dnν (W ) then
C(T ◦A;λ∗, F ∗µ) = C(T ;λ∗, G∗ν) · J
(
A∗
∣∣
ImT ∗ ;G
∗
ν , F
∗
µ
)
.
(d) If dimW = dimZ = n, ν ∈ D+n (W ), λ ∈ D+n (Z), F ∗µ ∈ Dnµ(V ) then:
C(T ◦A;λ∗, F ∗µ) = C(T ;λ∗, ν∗) · C(A; ν∗, F ∗µ) = J(T ; ν, λ) · C(A; ν∗, F ∗µ)
(e) If dimV = dimW = n, dimZ = k, µ ∈ D+n (V ), ν ∈ D+n (W ), F ∈ D+n−k(V ), G ∈
Dn−k(W ), λ ∈ Dk(Z), A is an isomorphism and T is surjective then
J(A
∣∣
KerT◦A;F,G) · C(T ◦A;λ∗, F ∗µ) = C(T ;λ∗, G∗ν) · J(A;µ, ν),
where by convention the jacobian of the unique map on the null vector space is set to be equal
to 1.
Proof. (a) It is easy to check that J(A)J(A−1) = 1. Now if {w1, . . . , wn} is a basis of W , then
{A∗w∗1, . . . , A∗w∗n} and {A−1w1, . . . , A−1wn} are dual basis of V ∗ and V respectively. Clearly
ν(w1 ∧ . . . ∧ wn) = 1⇔ ν∗(w∗1 ∧ . . . w∗n) = 1. Therefore
C(A) = µ∗(A∗w∗1 ∧ . . . ∧A∗w∗n) =
1
µ(A−1w1 ∧ . . . ∧A−1wn) =
1
J(A−1)
= J(A).
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(b) If A is not injective both sides are zero. For A injective just choose a basis.
(c) If T is not surjective both sides are zero. Either way, one applies (b) to T ∗ and A∗.
(d) If T is not an isomorphism then T is not surjective and both sides are zero. The result follows
directly from (c) and (a).
(e) This follows from (c), (a) and the next lemma applied to U = KerT . Notice that ImT ∗ =
U⊥. 
Lemma 2.18. Let A : V → W be an isomorphism of vector spaces and U ⊂ W a vector subspace.
Let U⊥ := {α ∈ W ∗ | α∣∣
U
≡ 0}. Suppose both V,W are endowed with top degree densities and
also with densities of degree equal to dimU . Then
J(A) = J
(
A
∣∣
A−1(U)
)
J
(
A∗
∣∣
U⊥
)
,
where J(A∗
∣∣
U⊥) is computed using the induced (dimW − dimU)-codensities on V and W .
Proof. Let u∗1, . . . , u∗k be a basis of U
⊥ which we complete to a basis u∗1, . . . , u∗n of W ∗. It follows
quickly that U is the span of uk+1, . . . , un. We will use the norm symbol ‖·‖ for all densities involved
and ‖ · ‖∗ for codensities.
Clearly ‖u∗1 ∧ . . . ∧ u∗k‖∗ = 1 is equivalent with ‖uk+1 ∧ . . . ∧ un‖ = ‖u1 ∧ . . . ∧ un‖.
The dual basis to {A∗u∗1, . . . , A∗u∗n} is {A−1u1, . . . , A−1un}. Now
J(A∗
∣∣
U⊥) = ‖A∗u∗1 ∧ . . . ∧A∗u∗k‖∗ =
‖A−1uk+1 ∧ . . . ∧A−1un‖
‖A−1u1 ∧ . . . ∧A−1un‖ =
=
‖A−1uk+1 ∧ . . . ∧A−1un‖
‖uk+1 ∧ . . . ∧ un‖ ·
‖u1 ∧ . . . ∧ un‖
‖A−1u1 ∧ . . . ∧A−1un‖ =
J(A−1
∣∣
U
)
J(A−1)
=
J(A)
J(A
∣∣
A−1(U))
.

For the conclusion of this section let us check that the jacobian defined above coincides with the one
introduced by Kirchheim ([2],[13]) when the relevant densities arise from the Busemann-Hausdorff
definition of volume.
Definition 2.19. Let V be a normed vector space of dimension n. Then the Busemann n-volume
density on V is
µB : Λ
nV → R, µB(v1 ∧ . . . ∧ vn) := n∫
B dv1 . . . dvn
,
where n is the volume of the Euclidean unit ball and the integral in the denominator is the volume
of the unit ball B in V measured with respect to the Lebesgue measure resulting by considering the
basis {v1, . . . , vn} to be orthonormal.
It is clear that one can define a k -Busemann volume density on V by considering k-dimensional
subspaces of V with the induced norm.
Definition 2.20. Let V be a normed vector space of dimension n. The K-jacobian of a linear map
A : V →W between normed spaces is
JK(A) :=
n
Hn({x | ‖Ax‖ ≤ 1}) ,
whereHn is the n-Hausdorff measure on V seen as a metric space with respect to its norm.
Notice that if A is not injective then the K-jacobian is 0 as the denominator represents the volume
of an infinite cylinder.
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Proposition 2.21. The K-jacobian coincides with the jacobian of Definition 2.4 when the n-volume
densities on V and W are the Busemann densities induced by the norms.
Proof. The Busemann n-density induces a translation invariant measure on V (a multiple of any non-
canonical Lebesgue measure on V ) and a result of Busemann says that the volume of a measurable
set K with respect to this measure equals its Hausdorff measureHn(K). Let K := {x | ‖Ax‖ ≤ 1}.
Let v1, . . . , vn be vectors such that µB(v1 ∧ . . . ∧ vn) = 1. Then
(2.4) Hn(K) =
∫
K
dv1 . . . dvn,
where dv1 . . . dvn represents the Lebesgue measure λ determined by v1, . . . vn. Indeed if µ and ν are
two translation invariant measures on V then
Vol(K,µ)
Vol(P, µ)
=
Vol(K, ν)
Vol(P, ν)
for any non-zero measure set P . If we let P be the parallelotope spanned by v1, . . . , vn, µ := µB and
ν = λ we get (2.4).
If A : V →W is injective, then A is an isometry between the euclidean space V with orthonormal
basis v1, . . . , vn and A(V ) with orthonormal basis Av1, . . . , Avn. We therefore get
Hn(K) =
∫
K
dv1 . . . dvn =
∫
A(K)
dA(v1) ∧ . . . ∧ dA(vn) =
=
∫
A(V )∩B
dA(v1) ∧ . . . ∧ dA(vn) = n
µB(A(v1) ∧ . . . ∧A(vn)) =
n
J(A)
.

3. THE MANIFOLD PICTURE
In its simplest form, the area formula is a change of variables while the coarea is Fubini’s theorem.
We state the analogues of these results for volume densities in the manifold case.
Definition 3.1. Let M be C1-manifold of dimension n. A k-volume density on M is a continuous
map F : ΛkTM → R, such that F (m) ∈ Dk(TmM), for every m ∈ M . Another name for F is
k-dimensional positive parametric integrand.
Again we will distinguish two situations, the unoriented one in which the densities are required to
be symmetric and the oriented one in which the top degree densities are still required to be symmetric
while the ones of lower degree could be non-symmetric.
A k-volume density restricted to a C1-submanifold M of dimension k, determines a measure on
this set via a standard process which we review. First let us assume that k = n and that M is an open
subset of Rn. Then for every Borel subset B ⊂M one defines
(3.1)
∫
B
dF =
∫
B
Fx(e1 ∧ . . . ∧ en) dλ(x),
where e1 ∧ . . . ∧ en is the vector of Euclidean norm 1 (positively oriented) and λ is the Lebesgue
measure. Already in this definition we notice the appearance of the jacobian since
Fx(e1 ∧ . . . ∧ en) = J(idTxRn ;λ, Fx).
One extends this definition to Borel subsets of an abstract manifold M of dimension k, by putting∫
B
dF :=
∫
α−1(B)
dα∗F
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where α : Ω → M is a chart, Ω ⊂ Rn open, bounded and B ⊂ α(Ω) is a Borel set. We denote by
α∗F the pull-back of the density F via the map α. This definition is independent of the chart because
of the standard change of variables formula.
In other words, if φ : Ω → Ω is a diffeomorphism with Ω ⊂ Rn open then for every Borel subset
Γ ⊂ Ω we have∫
Γ
dφ∗F :=
∫
Γ
φ∗Fx(e1 ∧ . . . ∧ en) dλ(x) =
∫
Γ
Fφ(x)(dφx(e1) ∧ . . . ∧ dφx(en)) dλ(x) =
=
∫
Γ
Fφ(x)(det (dφx)(e1 ∧ . . . ∧ en)) =
∫
Γ
|det (dφx)|Fφ(x)(e1 ∧ . . . ∧ en) dλ(x) =
=
∫
φ(Γ)
Fx(e1 ∧ . . . ∧ en) dλ(x) =
∫
φ(Γ)
dF.
Using the jacobian, we can rewrite this as∫
B
J(dφx;λ, Fx) dλ(x) =
∫
φ(B)
dF.
Remark 3.2. The discussion above was only for symmetric densities. If F is non-symmetric 1 then
M is assumed oriented and the charts above are orientation preserving, following the spirit of the
integral of differential forms.
Without further ado let us state the change of variables.
Proposition 3.3. Let (B,F ) and (P,G) be two C1 manifolds endowed with n-volume densities and
let φ : B ↪→ P be a proper embedding. Suppose furthermore that dimB = n. Let f : P → R be a
continuous function with compact support. Then∫
φ(B)
f dG =
∫
B
J(dφx;F,G)f ◦ φ dF
Proof. One considers α : Ω → B to be a chart on B with Ω ⊂ Rn open bounded and rewrites the
two quantities as integrals over Ω. The result is a simple application of Proposition 2.17 part (b). 
Let us give a simple application of Proposition 3.3. We recall the following from [3].
Definition 3.4. A definition of volume in dimension n associates in a natural (functorial) way to every
normed vector space V of dimension n a norm on ΛnV and satisfies a few axioms one of which is
the next one.
(*) If T : (V, ‖ · ‖V ) → (W, ‖ · ‖W ) is a linear map between vector spaces of dimension n such
that ‖T‖ ≤ 1 then ‖ΛnT‖ ≤ 1.
By a Finsler manifold we will understand a manifold such that the tangent space at each point is en-
dowed with a norm, which varies continuously with the point. Strictly speaking the definition should
allow for non-reversible (asymmetric) norms and should include some strong convexity assumption.
Proposition 3.5. Let pi : P → B be a fiber bundle of Finsler manifolds with B compact. Suppose a
definition of volume has been fixed, e.g. the Hausdorff-Busemann. Suppose furthermore that ‖dpi‖ ≤
1. Then
Vol (s(B)) ≥ Vol(B),
for all sections s : B → P .
1Non-symmetric means, as usual, possibly non-symmetric.
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Proof. Let dimB = n and let F and G be the n-volume densities on B and P that the definition of
volume fixes. Then
Vol (s(B)) =
∫
s(B)
dG =
∫
B
J(ds;F,G) dF ≥
∫
B
dF = Vol(B),
because J(ds;F,G) = 1/J(dpi
∣∣
Im dφ
;G,F ) ≥ 1 since the definition of volume satisfies (∗). 
The proposition generalizes thus the next well known result.
Corollary 3.6. Let pi : P → B be a Riemannian submersion with B compact. Then
Vol(s(B)) ≥ Vol(B),
for all sections s : B → P .
Proof. The differential dpi is an orthogonal projection. 
Let us now review how fiber-integration of densities works (see, for example Section 7.12 in [12]).
Suppose pi : P → B is a submersion of C1-manifolds with dimP = n + m and dimB = m and
let µ be a top degree density over P . The push-forward pi∗µ of the measure determined by µ exists
always and in this situation is a top degree density on B which is constructed by first defining the
”retrenchment” Rµ of µ. This is an n-density on each fiber Pb := pi−1(b) with values in the space of
m-densities on TbB which at a point p ∈ Pb has the expression
Rµ(p)(w1 ∧ . . . ∧ wn)(v1 ∧ . . . ∧ vm) = µp(w1 ∧ . . . ∧ wn ∧ v˜1 ∧ . . . ∧ v˜m),
for all w1 ∧ . . . ∧ wn ∈ ΛnVpP where V Pp := Ker dpip and v1 ∧ . . . ∧ vm ∈ ΛnTbB . Here
v˜1, . . . v˜m are lifts of the vi’s to TpP . The retrenchment does not depend on the lifts v˜1, . . . v˜m. Then
the push-forward density of µ is defined
pi∗µ(b) :=
∫
Pb
dRµ.
Integration on the right hand-side works as follows. The space of (positive, top-dimensional) volume
densities on TbB is in bijection (non-canonically) with the half line (0,∞), by evaluating the density
on a fixed vector v1∧ . . .∧vm ∈ ΛmTbB. So we use one such bijection to integrate the density Rµ as
if it was a real valued density and interpret the result via the inverse of the same bijection as a density
on TbB.
Remark 3.7. Nothing changes if we consider negatively valued densities or even complex ones.
The following relation is an application of the standard Fubini theorem, after one chooses trivial-
izing charts on B and P :
(3.2)
∫
P
µ =
∫
B
pi∗µ.
All densities in the next result are assumed symmetric:
Proposition 3.8. Let (P, F, µ) be an n + m dimensional C1 manifold endowed with an n + m-
volume density µ and an n-density F . Let pi : P → B be a C1 submersion over an m-dimensional
C1 manifold B also endowed with a top degree volume density λ. Then∫
P
C(dpi, λ∗, F ∗µ) dµ =
∫
B
VolF (pi
−1(b)) dλ(b),
where VolF (pi−1(b)) is the volume of the fiber with respect to the density F .
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Proof. We use (3.2) for the density ν := C(dpi, λ∗, F ∗µ) dµ. Then the retrenchment of ν at p ∈ P is
(3.3) Rν(p)(ω)(ξ) = Fp(ω)λb(ξ), ∀ω ∈ ΛmVpP, ∀ξ ∈ ΛnTbB,
which implies that ∫
Pb
dRν = VolF (Pb)λb.
To see that (3.3) is true, notice that for every v1 ∧ . . . ∧ vm ∈ ΛnTbB
C(dpi, λ∗, F ∗µ)p =
F ∗µ(p)(dppi∗(v∗1) ∧ . . . ∧ dppi∗(v∗n))
λb(v
∗
1 ∧ . . . ∧ v∗m)
=
Fp(w1 ∧ . . . ∧ wn)λb(v1 ∧ . . . ∧ vm)
µp(v˜1 ∧ . . . ∧ v˜m ∧ w1 ∧ . . . ∧ wn) ,
where w1, . . . wn is a basis of VpP and v˜i’s are lifts of the vi’s. (see also Example 2.15). The last
equality holds because
dpi∗(v∗i )(v˜j) = δ
i
j and dpi
∗(v∗i )(wj) = 0 ∀i, j.

Remark 3.9. We can allow for the density F to be non-symmetric but we will require P and B to
be oriented manifolds. In this case the volume of a fiber VolF (pi−1(b)) is defined with respect to
the induced orientation using the ”fiber last” convention. This means that w1, . . . , wn ∈ Ker dppi is
positively oriented if and only if v˜1, . . . , v˜m, w1, . . . wn is an oriented basis of TpP for an oriented
basis v1, . . . , vm of Tpi(p)B.
4. THE LIPSCHITZ PICTURE
Let us recall the classical Area Formula (Theorem 3.2.3 in [8]).
Theorem 4.1 (Area Formula). Suppose f : Rm → Rn is a Lipschitz function with m ≤ n.
(a) If A is an Lebesgue measurable set, then∫
A
J(dxf) dL(x) =
∫
Rn
N
(
f
∣∣
A
, y
)
dHm(y),
where J(dxf) =
√
det (dxf)∗dxf , N(f
∣∣
A
, y) is the cardinality of the set f−1(y)∩A and L
andHm represent the Lebesgue respectively the Hausdorff measures.
(b) If u is an L integrable function, then∫
Rm
u(x)J(dxf) dLm =
∫
Rn
 ∑
x∈f−1(y)
u(x)
 dHm(y).
We would like to replace L and Hm by two general m-volume densities, one on Rm and one on
Rn. In order to do that it is convenient to write the integral on the right as an integral over f(A) which
is the support of the function y → N(f ∣∣
A
, y). It is worth noting that f(A) is an Hm measurable set,
which is an implicit statement in the area formula and part of a more general fact.
Proposition 4.2. Let X and Y be metric spaces such that X is separable, complete. Let f : X → Y
be a Lipschitz map. Then f takesHm measurable sets intoHm measurable sets.
Proof. SinceHm is Borel regular every measurable set A can be written as A = B∪N with B Borel
and Hm(N) = 0. Now [2.2.10-13] in [8] explains why the set f(B) is Hm-measurable for every
continuous function f . On the other hand, Corollary 2.10.11 in [8], saying that
(4.1) (Lip f)mHm(C) ≥
∫
N(f
∣∣
C
, y) dHm(y), ∀C
implies that f(N) is a set of measure zero. 
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Henceforth f : Rm → Rn will denote a Lipschitz map and Rademacher Theorem says that f is
differentiable almost everywhere. In the second part of the Area Formula (see also Corollary 3.2.4 in
[8]) Federer shows that the set f(Crit f) has m-Hausdorff measure zero where
Crit(f) = {x | Ker dxf 6= 0}.
So with the exception of anHm-negligible subset the set f(A) has a natural ”tangent” space at every
point f(x) and that is dxf(Rm). In fact this tangent space coincides with the approximate tangent
space Hm-almost everywhere. For the definition and properties of the almost tangent space of an
(m,Hm) countably rectifiable set see [19] (Def. 11.2 and Remark 11.7). It is important to be able
to identify the tangent space of f(A) in this manner since we want to define an orientation of f(A),
meaning the selection of a ”positive” side to ΛmTpf(A). By definition the positive orientation vector
on f(A) will be Λmdxf(e1 ∧ . . . ∧ em) at all points where dxf(Rm) coincides with the approximate
tangent space, which means almost everywhere.
We can define for every m-density G on Rn∫
f(A)
dG(y) :=
∫
f(A)
G(y, ξy) dHm(y),
where ξy ∈ ΛmTyf(A) is one of the two vectors of euclidean norm 1 if G is symmetric or is the
unique positive oriented vector of norm 1 if G is not symmetric. This is of course the definition of the
integral of an m-parametric integrand over an m-dimensional integer-multiplicity current (see page
515 in [8]) which for f(A) a C1-manifold coincides with the one given in Section 3.
One can extend this definition to obtain a measure on f(A) denoted G, which is absolutely contin-
uous with respect toHm and such that the Radon-Nykodim derivative of G byHm is a jacobian:
dG
dHm (y) = J(idTyf(A);H
m, G) = G(y, ξy)
Above, the notationHm plays also the role of the euclidean m-density on Rn. A measurable function
v is called G-integrable if
∫
f(A) |v| dG <∞.
Theorem 4.3. Suppose f : Rm → Rn is a Lipschitz function with m ≤ n and let F be an m-density
on Rm and G be an m-density on Rn.
(a) If A is a Lebesgue measurable set, then∫
A
J(dxf ;F,G) dF (x) =
∫
f(A)
N
(
f
∣∣
A
, y
)
dG(y),
(b) If u is a non-negative measurable function or u is an F -integrable function over A, then∫
A
u(x)J(dxf ;F,G) dF =
∫
f(A)
 ∑
x∈f−1(y)
u(x)
 dG(y).
Proof. (a) Notice first that by (4.1) both sides vanish on the set of points where df does not have
maximal rank. It is therefore enough to consider
A ⊂ {x | dfx exists and has maximal rank}.
In this situation for y = f(x) we have Tyf(A) = dxf(Rn), (at the points where the tangent space
exists). The next relation together with part (b) of Theorem 4.1 finishes the proof.
J(idTxRm ;Hm, F ) · J(dxf ;F,G) = J(dxf ;Hm,Hm) · J(idIm dxf ;Hm, G)
Due to Proposition 2.17, part (b), both sides equal J(dxf ;Hm, G).
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(b) For u non-negative, write u =
∑∞
i=1
1
iχAi for appropriately chosen measurable sets Ai (see
Theorem 7, Sect. 1.1.2 in [7]) and use the Monotone Convergence Theorem. 
The situation is not much different for the coarea formula (Theorem 3.2.11 in [8]). However, this
time we have to deal with 3 densities. We state it first and then explain.
Theorem 4.4. Suppose f : Rn+m → Rn is a Lipschitz function and let F , µ be volume densities on
Rn+m of degree m and m+ n respectively. Let λ be an n volume density on Rn and let A ⊂ Rn+m
be a Lebesgue measurable set. Then
(a) ∫
A
C(dxf ;λ
∗, F ∗µ) dµ(x) =
∫
Rn
VolF (A ∩ f−1(y)) dλ(y).
(b) If g : Rn+m → Rn is either a non-negative measurable function or g is µ-integrable then∫
A
g(x) · C(dxf ;λ∗, F ∗µ) dµ(x) =
∫
Rn
(∫
A∩f−1(y)
g(x) dF
)
dλ(y).
It is essential for the good definition of the right hand side that A ∩ f−1(y) is Hm- countably
rectifiable for Ln almost all y ∈ Rn (this is Theorem 3.2.15 in [8]) and that y → Hm(A∩ f−1(y)) is
measurable (check Lemma 1, Sect. 3.4 in [7]). There is one other issue: how to define an orientation
onA∩pi−1(y) in the case when F is non-symmetric. We use the weak form of Sard’s Theorem which
is a consequence of the Coarea formula (Theorem 3.2.11 in [8]) and states that
Hm(Crit f ∩ f−1(y)) = 0 Ln − a.e. y ∈ Rn.
Here Crit f represent all those points where dxf is not surjective. So with the exception of an Hm-
negligible set every point p ∈ f−1(y) has a tangent space Ker dxf . One gives to this space the
orientation using the map dxf and the canonical orientations of Rn and Rn+m (fiber last convention).
Proof. (a) We are allowed again to make the simplifying assumption that the differential of f has
maximal rank at all points of A. This is because both sides vanish on the rest of the points since
the integrals are zero with respect to the Hausdorff measure as in the proof of the standard Coarea
formula.
We claim now that
C(dxf ;λ
∗, F ∗µ) ·J(idTxRn+m ;L, µ)
(?)
= C(dxf ;L
∗, (Hm)∗L) ·J(idKer dxf ;Hm, F ) ·J(idIm dxf ;L, λ).
This happens on one hand because part (d) of Proposition 2.17 implies that
C(dxf ;L
∗,H∗L) · J(idIm dxf ;L, λ) = C(dxf ;λ∗, (Hm)∗L),
while part (e) of the same proposition implies that
C(dxf ;λ
∗, (Hm)∗L) · J(idKer dxf ;Hm, F ) = C(dxf ;λ∗, F ∗µ) · J(idTxRn+m ;L, µ).
One can use the standard Coarea formula to finish the proof since∫
A
C(dxf ;λ
∗, F ∗µ) dµ(x) =
∫
A
C(dxf ;λ
∗, F ∗µ) · J(idTxRn+m ;L, µ) dL =
=
∫
A
C(dxf ;L
∗, (Hm)∗L) · J(idKer dxf ;Hm, F ) · J(idIm dxf ;L, λ) dL =
=
∫
Rn
(∫
A∩f−1(y)
J(idKer dxf ;Hm, F ) dHm
)
· J(idIm dxf ;L, λ) dL(y) =
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=
∫
Rn
(∫
A∩f−1(y)
dF
)
dλ.
(b) The same ideas as for part (b) in the Area Formula work here. 
Remark 4.5. The Theorem 4.4 was stated for symmetric densities. We can allow for F to be non-
symmetric in which case VolF is defined using the orientation, as in the comments preceding the
proof.
We can improve now Proposition 3.8 by removing the submersion condition. Notice that on a
general smooth manifold P it makes sense to talk about measurable sets. By this we understand that
the set is measurable in every chart of a fixed atlas with respect to the Lebesgue measure induced by
the chart. Clearly this does not depend on the particular atlas used. Moreover this is equivalent to
saying that the set is measurable with respect to any top degree volume density on the manifold.
Corollary 4.6. Let pi : P → B be a C1 map between smooth manifolds with dimP = m + n and
dimB = n. Let F and µ be volume densities of degrees m and n + m on P and λ be an n-density
on B. Let A be a measurable set. Then
(a) ∫
A
C(dxpi;λ
∗, F ∗µ) dµ(x) =
∫
B
VolF (A ∩ pi−1(y)) dλ(y).
(b) If g : P → B is a measurable function such that g is µ integrable then∫
A
g(x) · C(dxpi;λ∗, F ∗µ) dµ(x) =
∫
B
(∫
A∩pi−1(y)
g(x) dF
)
dλ(y).
Proof. By choosing a partition of unity (Di, τi) on B and using the result for pi
∣∣
P
where P =
pi−1(Di) and g = τi one is reduced to prove the claim for B = Rn.
Choose a covering of P with open sets Ui diffeomorphic with Rn+m and a partition of unity ρi
subordinate to Ui. Since pi is C1, by shrinking the Ui’s if necessary, we can assume that pi
∣∣
Ui
is
Lipschitz (as a map Rn+m → Rn). One then uses Theorem 4.4 for pi∣∣
Ui
and h = gρi and sums
up. 
Remark 4.7. An important particular case of Corollary 4.6 occurs when pi = f : P → R, λ = dt,
µ = |Ω| a volume form and F arises by ”contracting” the volume form Ω with a convex 1-density
F¯ , meaning that F = F¯ ∗ ◦ ι∗Ω where F¯ ∗ is the functional dual of F¯ . In this case, the cojacobian is
F¯ ∗(df) = F¯ (∇f) (see Example 2.16) and one recovers Shen’s Theorem 3.3.1 in [18].
5. THE ANISOTROPIC OUTER MINKOWSKI CONTENT AND THE SOBOLEV INEQUALITY
The codensities introduced in Section 2 are, at least in degree 1, important objects in anisotropic
geometry (see [4], [16] and [14] and the references therein for more details). We review the main
concepts following along the lines of Andrews presentation in [4]. The starting point is an oriented
(n + 1)-dimensional vector space V , endowed with a volume form Ω ∈ Λn+1V ∗ compatible with
the orientation of V and a degree n volume density F , which in general is not assumed to be origin
symmetric but is assumed to be extendibly convex, i.e. it is the restriction of a convex, positively
homogeneous function F : ΛnV → R.
We have several objects associated to F and Ω. On one hand, F and Ω induce a Minkowski
functional F¯ ∗ on V ∗ (see Proposition 2.11) as follows:
F¯ ∗ := F ◦ (ι∗Ω)−1 .
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One relates this to what was done in Section 2 as follows. Start with a parametric integrand F of
degree n and a volume form Ω. We can easily modify the Definition-Lemma 2.7, asking for the basis
{v1 . . . vm, w1, . . . wn} to be positively oriented in order to obtain a well-defined parametric integrand
F ∗Ω on Λ
mV ∗ which coincides with F¯ when m = 1 since the proof of Proposition 2.11 is the same.
We will stay with the case m = 1. The set WF := {v ∈ V | F¯ ≤ 1} is called the Wulff shape,
where
F¯ (v) = sup
F¯ ∗(f)≤1
f(v).
In other words, F¯ ∗ is the support function of WF (see [17]). To be more precise, suppose V is
endowed with an inner product 〈·, ·〉 such that Ω is the volume form induced by 〈·, ·〉. Let hWF be the
support function of WF on V . Then
(5.1) hWF (u) = F¯
∗(〈u, ·〉)
Let us mention next a multiplication property of the densities involved. Suppose that v1 . . . vn are
n linearly independent vectors and w is a vector such that the hyperplane spanned by {v1, . . . , vn} is
supporting for λWF where λ > 0 is such thatw ∈ ∂(λWF ). Such a vector is said to be anisotropically
orthogonal to the hyperplane spanned by v1, . . . , vn. Then
(5.2) |Ω|(w ∧ v1 ∧ . . . ∧ vn) = F¯ (w) · F (v1 ∧ . . . ∧ vn).
Indeed we can reinterpret this equality as
(5.3) F¯ (w)F¯ ∗(w∗) = 1,
where w∗ is the dual of w with respect to the basis w, v1, . . . , vn. Let w˜ := 1λw ∈WF . We will prove
that
(5.4) F¯ ∗(w∗) = w∗(w˜),
from which (5.3) follows since F¯ (w) = λ, by definition. We show in fact that w˜ realizes the norm of
w∗, which equals F ∗(w∗).
The fact that H := 〈v1, . . . vn〉 is supporting for WF at w˜ can be rephrased as saying that
F¯ (w˜ + v) ≥ F¯ (w˜), ∀v ∈ H.
Every z ∈ WF can be written as z = aw˜ + v, with v ∈ H . Since we are looking for those z that
realize supz∈WF w
∗(z), we can assume that a > 0. From
1 ≥ F¯ (z) = aF¯ (w˜ + 1
a
v) ≥ aF¯ (w˜) = a,
we conclude that w∗(z) ≤ w∗(w˜) for all z ∈WF , hence (5.4).
Remark 5.1. If hWF happens to be smooth everywhere then for each hyperplane H there are ex-
actly two anisotropic normal directions pointing to different half-spaces. One can single out a unit
anisotropic normal n for an orientedH by requiring that n ∈ ∂WF and n∧v1∧ . . .∧vn be positively
oriented in V for v1 ∧ . . . ∧ vn positively oriented in H .
Lemma 5.2. Let U ⊂ V be an oriented subspace of dimension n. Then
J(idU ;Hn
∣∣
U
, F
∣∣
U
) = hWF (νU ),
where νU is the unit normal to U with respect to the inner product, such that ν, u1, . . . , un is a
positively oriented basis of V for every oriented basis u1, . . . , un of U . In particular if Σ is an
oriented C1 hypersurface in V , then∫
Σ
dF =
∫
Σ
hWF (νΣ) dHn.
A NOTE ON THE AREA AND COAREA FORMULAS FOR GENERAL VOLUME DENSITIES AND SOME APPLICATIONS17
Proof. For {v1, . . . , vn} an oriented basis of U one has
J(idU ;Hn
∣∣
U
, F
∣∣
U
) =
F (v1 ∧ . . . ∧ vn)
Hn(v1 ∧ . . . ∧ vn) =
F (v1 ∧ . . . ∧ vn)
Ω(νU ∧ v1 ∧ . . . ∧ vn) = F¯
∗(ν∗U ) =
= F¯ ∗(〈νU , ·〉) = hWF (νU ).
We used the fact that ν∗U which is the element of the dual basis to {νU , v1, . . . , vn} that returns 1 when
evaluated on νU is in fact equal to 〈νU , ·〉 independently of the choice of v1, . . . , vn. 
Remark 5.3. If Σ is the smooth boundary of an open set in V then we use the ”outer normal first”
convention to orient Σ and in this case ν of the previous lemma is the unit outer normal.
Let B be a bounded subset of V . All the volumes of the sets that appear below are computed with
respect to Ω. The anisotropic outer Minkowski content is the quantity
SMF (B) = lim
t↘0
Vol(B + tWF )−Vol(B)
t
,
when the limit exists.
Theorem 5.4. Let B be a bounded domain with C2 boundary. Then
(5.5) SMF (B) =
∫
∂B
dF.
Proof. We will assume first that WF has support function of class C∞ (although ∂WF might still
have singularities). This implies in particular that WF is strictly convex (see Corollary 1.7.3 in [17]).
Consider the F¯ -distance from Σ := ∂B to a point p outside B. This is by definition the infimum
over the set of all piecewise smooth curves γ : [0, 1] → V that connect a point on Σ with p of the
following integral ∫
γ
dF¯ =
∫ 1
0
F¯ (γ′(t)) dt.
Due to the fact that F¯ is convex (and constant) the geodesics of this action functional are straight
lines. Consider the anisotropic Gauss map n : Σ → ∂WF which associates to a point b the unique
vector n(b) ∈ ∂WF such that TbΣ is a supporting hyperplane forWF at n(b) and n(b)∧orientTbΣ =
orientV . With a choice of an inner product as above, this Gauss map can be seen as the composition
of the standard Gauss map with the gradient of the support function hWF . Clearly n is of class C
1
and due to the compactness of Σ the map
φ : [0, t]× Σ→ V, (b, s)→ b+ sn(b)
is injective for t sufficiently small. This would be true for every non-vanishing vector field n along Σ.
The points in the image of φ are those such that the F¯ -distance from Σ to them is at most t. Moreover,
for such a t we have
B˜t := B + tWF \B = Imφ.
Indeed the⊃ inclusion is trivial while⊂ uses the fact that a point x+sy ∈ B+ tWF \B with x ∈ B,
y ∈WF and s ≤ t is at an F¯ distance at most t from Σ.
Therefore φ is an oriented C1 diffeomorphism onto B˜t. Using the density λ × F on [0, t] × Σ
where λ is the Lebesgue measure on the line and Ω on B˜t, one gets:
Vol(B˜t) =
∫
[0,t]×Σ
J(dφ;λ× F,Ω) dλ⊗ dF,
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If we can prove that for t sufficiently small |J(dφ;λ × F,Ω)(s,b) − 1| ≤ Mt for all s ≤ t for some
M > 0 then
1
t
∣∣∣∣∣
∫
[0,t]×Σ
1− J(dφ;λ× F,Ω) dλ⊗ dF
∣∣∣∣∣ ≤
∫
[0,t]×Σ
M dλ⊗ dF t↘0→ 0.
and this would conclude the proof in this case. Now
(5.6) J(dφ;λ× F,Ω)(s,b) =
|Ω|(n(b) ∧ dbφs(v1) ∧ . . . ∧ dbφs(vn))
F (v1 ∧ . . . ∧ vn) ,
for every oriented basis {v1, . . . , vn} of TbΣ. Observe that by the multiplication property (5.2) for
s = 0, J(dφ;λ× F,Ω) = 1 and in fact the numerator is a polynomial in the variable s and therefore
|J(dφ;λ× F,Ω)(s,b) − 1| ≤Ms for s small.
In order to prove (5.5) for a general convex body WF which contains the origin in the interior we
use the fact that WF can be approximated with respect to the Hausdorff metric from the inside and
from the outside with convex bodies of the type used in the first part of the proof. This follows from
Theorem 1.8.13, Lemma 1.8.4 and Theorem 3.3.1 of [17]. This means in particular that there exist
two sequences of support functions that uniformly (over every compact subset of V ) approximate
hWF from below and from above. Let K2 ⊂WF ⊂ K1 be two convex sets as above such that
sup
Σ
|hK1 − hK2 | <

6Hn(Σ) ,
This gives
(5.7)
∣∣∣∣∫
Σ
hK1 − hK2
∣∣∣∣ < 6
and a similar inequality with hWF instead of hK1 . Now choose δ > 0 such that
(5.8)
∣∣∣∣Vol(B + tKi \B)t −
∫
Σ
hKi dHn
∣∣∣∣ < 12 , ∀0 < t < δ ∀i ∈ {1, 2}.
Combining (5.7) and (5.8) we get that∣∣∣∣V (B + tK1 \B)− V (B + tK2 \B)t
∣∣∣∣ < 3 .
We put everything together∣∣∣∣V (B + tWF \B)t −
∫
Σ
hWF dHn
∣∣∣∣ ≤ ∣∣∣∣V (B + tK1 \B)− V (B + tK2 \B)t
∣∣∣∣+
+
∣∣∣∣Vol(B + tK2 \B)t −
∫
Σ
hK2 dHn
∣∣∣∣+ ∣∣∣∣∫
Σ
hK2 − hWF dHn
∣∣∣∣ < 3 + 12 + 6 < 

Recall now the Brunn-Minkowski inequality (Theorem 3.2.41 in [8]). Let A,B ⊂ V be two
non-empty sets. Then
Vol(A+B)
1
n+1 ≥ Vol(A) 1n+1 + Vol(B) 1n+1
Taking A = tWF and B a domain with C2 boundary we get:
Vol(B + tWF )
1
n+1 −Vol(B) 1n+1
t
≥ Vol (WF )
1
n+1
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and letting t→ 0 we arrive at the anisotropic isoperimetric inequality:
1
n+ 1
Vol(B)−
n
n+1
∫
∂B
dF ≥ Vol(WF )
1
n+1 .
This can be rewritten in the more familiar form
(5.9) AreaF (∂B) ≥ (n+ 1) Vol (WF )
1
n+1 Vol (B)1−
1
n+1 .
We emphasize that the anisotropic isoperimetric inequality compares the exterior anisotropic area
of a closed surface with a certain power of the volume of the enclosed region. If WF is not origin
symmetric then the interior anisotropic area can be different.
The anisotropic Sobolev inequality follows from the anisotropic isoperimetric inequality using the
same trick as in [10]. To wit, let f be a smooth function with compact support and let
At := |f |−1(t,∞), Bt := |f |−1{t}
By Sard’s theorem Bt is a smooth hypersurface that bounds the domain At for almost all t > 0. At
a regular point x ∈ Rn+1, let ∂˜t be a lift of the canonical vector 1 ∈ R, i.e. dx|f |(∂˜t) = 1. Let
v1, . . . , vn be an oriented basis of TxBt, orienting Bt as a boundary of At. The cojacobian (see (4.4))
of |f | : Rn+1 → R is then:
C(dx|f |;λ∗, F¯ ∗) = F (v1 ∧ . . . ∧ vn)|Ω|(∂˜t ∧ v1 ∧ . . . ∧ vn)
=
F (v1 ∧ . . . ∧ vn)
Ω(−∂˜t ∧ v1 ∧ . . . ∧ vn)
=
= F¯ ∗(−dx|f |) (5.1)= hWF (− gradx |f |).
The reason for the appearance of the minus sign is that ∂˜t ∧ v1 ∧ . . . ∧ vn is negatively oriented as ∂˜t
points towards the interior of At and, as t increases, At decreases. We therefore have:∫
V
hWF (− gradx |f |) dΩ =
∫ ∞
0
AreaF (|f |−1{t}) dt.
It follows from (5.9) that
(5.10)
∫
V
hWF (− gradx |f |) dΩ ≥ (n+ 1) Vol (WF )
1
n+1
∫ ∞
0
Vol(At)
1− 1
n+1 dt.
We quickly review a result, proved at page 487-488 in [10].
Lemma 5.5. ∫ ∞
0
Vol(At)
1− 1
n+1 dt ≥
(∫
V
|f |n+1n dΩ
) n
n+1
.
Proof. Let ft be the truncation of f at levels t and −t. The function ut :=
(∫
V
|ft|
n+1
n
) n
n+1
is
increasing and Lipschitz continuous. Indeed it follows from |ft+h| ≤ |ft| + hχAt (h > 0) and
Minkowski inequality that u(t+ h)− u(t) ≤ hVol(At)
n
n+1 ≤ h ·C. From this last inequality it also
follows that (∫
V
|f |n+1n
) n
n+1
=
∫ ∞
0
u′(t) dt ≤
∫ ∞
0
Vol(At)
n
n+1 dt.

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Putting together the previous Lemma and (5.10) one gets the anisotropic Sobolev inequality
(5.11)
∫
V
hWF (− gradx |f |) dΩ ≥ (n+ 1) Vol (WF )
1
n+1 ‖f‖L(n+1)′ (Rn).
where (n+ 1)′ = n+1n . This inequality implies of course the anisotropic Sobolev embedding
W 1,1F (V ) ↪→ L(n+1)
′
(V,Ω),
where W 1,1F (V ) is the completion of the normed vector space C
∞
c (V ) with the norm:
‖f‖
W 1,1F
:=
∫
V
F¯ ∗(−d|f |) dΩ +
∫
V
|f | dΩ.
Applying (5.11) to fv with v = pnn+1−p , p > 1 and using Holder’s inequality just like in [10], page
488 one gets the anisotropic Gagliardo-Nirenberg inequality:(∫
|f |p∗
) 1
p∗
≤ C
(∫
|hWF (− grad |f |)|p
) 1
p
,
where
1
p∗
=
1
p
− 1
n+ 1
and C =
pn
(n+ 1− p)(n+ 1) Vol (WF )
− 1
n+1 . This induces the embedding
W 1,pF ↪→ Lp
∗
.
Remark 5.6. There exists a vast literature in which classical problems in Riemannian Geometry
are transferred to the anisotropic world. For example, with the above coarea formula at hand and
the anisotropic isoperimetric inequality one can give a very short proof of the Po´lya-Szego¨ principle
(Faber-Krahn inequality) in the anisotropic world in which one uses anisotropic symmetrization in-
stead of the usual Steiner symmetrization for functions. All this is treated in great generality by Van
Schaftingen in [21] with a precursor in [1]. One has to mention also the recent quantitative anisotropic
isoperimetric inequality of Figalli, Maggi and Pratelli [11].
6. A TUBE FORMULA AND AN ANISOTROPIC CONNECTION
The proof of Theorem 5.4 gives us ”for free” an anisotropic ”half-tube” formula for hypersurfaces.
We will restrict attention to those Wulff shapes WF for which the support function hWF is smooth
which implies the differentiability of the anisotropic Gauss map n : Σ → ∂WF . The hypersurfaces
Σ considered below are C2 and without boundary.
Definition 6.1. The (positively oriented) anisotropic shape operator of an oriented hypersurface Σ is
the bundle endomorphism SF : TΣ→ TΣ, which at a point b is defined by
SFb (v) = Pb(dbn(v)),
where n : Σ → ∂WF is the anisotropic Gauss map corresponding to the orientation and Pb is
the projection to TbΣ along the linear subspace determined by n(b). The fundamental symmetric
polynomials in the eigenvalues of SF¯ are denoted by ck(SF ).
With this definition we see that (5.6) equals | det(1 + sSF )| and for s small one can forget about
| · |. We therefore get
Theorem 6.2. Let Σ ⊂ V be a smooth hypersurface oriented using the normal that points to the
unbounded component of V \ Σ. Let VolT+Σ (ε) be the volume of the set of points that lie in the
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unbounded component at an F¯ -distance at most ε from Σ. Then for ε sufficiently small the following
holds:
VolT+Σ (ε) =
n∑
k=0
εk+1
k + 1
∫
Σ
ck(S
F ) dF.
Corollary 6.3.
AreaF (∂WF ) = (n+ 1) Vol(WF ).
Proof. Take Σ = WF oriented via the exterior anisotropic normal. Then Sb = idTbΣ and
((1 + ε)n+1 − 1) Vol(WF ) = VolT+WF (ε) = AreaF (∂WF )
∫ 
0
(1 + s)n.

To get the full tube formula we need to consider the negatively oriented anisotropic Gauss map
n− : Σ → ∂WF which associates to every b ∈ Σ the unique vector n−(b) ∈ ∂WF such that
Tn−(b)∂WF = TbΣ and n−(b) ∧ orient Σ = − orientV . The negatively oriented shape operator SF−
is defined analogously to 6.1. Notice that when F¯ is reversible, i.e. F¯ (v) = F¯ (−v), one has the
relation
SF− = −SF .
Corollary 6.4. Let Σ ⊂ V be a smooth hypersurface as above and let Tε = Σ + εWF . Then for ε
sufficiently small the following holds:
Vol(T) =
n∑
k=0
εk+1
k + 1
∫
Σ
ck(S
F ) + ck(S
F
−) dF.
Inspired by this formula we introduce
Definition 6.5. The anisotropic connection is the differential operator Γ(TΣ)× Γ(V )→ Γ(TΣ) :
∇FY (X) = PnTΣ(dX(Y )).
where PnTΣ is the projection along 〈n〉 onto TΣ. This is a true connection on Σ when restricted to
tangent vector fields X : Σ→ TΣ.
The anisotropic divergence along the hypersurface Σ of a vector field X is:
divFΣ X := tr{Y → ∇FYX}.
We will consider the functional:
F(Σ) :=
∫
Σ
dF
and look at its first variation
Theorem 6.6. Let X be a vector field on V . Then
∂F
∂X
(Σ) =
∫
Σ
divFΣ(X) dF.
Proof. We have to compute:
d
dt
∣∣∣∣
t=0
∫
Σt
dF =
∫
Σ
d lim
t→0
φ∗t (F )− F
t
.
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where φ : (−, ) × V → V is the flow generated by X . We will let v1, . . . , vn−1 be a basis of TpΣ
with dual basis v∗1, . . . , v∗n−1 and such that F (v1 ∧ . . . ∧ vn−1) = 1. If the limit density
ω := lim
t→0
φ∗tF − F
t
is determined then the jacobian formula is saying that∫
Σ
dω =
∫
Σ
ω(v1 ∧ . . . ∧ vn−1)
F (v1 ∧ . . . ∧ vn−1) dF.
We therefore need to compute ω(v1 ∧ . . . ∧ vn−1). We have:
(6.1)
d
dt
∣∣∣∣
t=0
F (Λn−1dφt(v1 ∧ . . . ∧ vn−1)) = DFv1∧...∧vn−1
(
d
dt
∣∣∣∣
t=0
dφt(v1) ∧ . . . ∧ dφt(vn−1)
)
We obviously have
d
dt
dpφt(vi)
∣∣
t=0
= dpX(vi).
Consequently we get that (6.1) equals
DFv1∧...∧vn−1
(
n−1∑
i=1
v1 ∧ . . . ∧ dX(vi) ∧ . . . ∧ vn−1
)
We recall (see (5.1) and Proposition 2.11) that in the presence of an inner product the following
commutative diagram holds:
Λn−1V A //
F ##
V
h
R
where h is the support function of the Wulff shape WF and A is the Hodge isomorphism with w :=
A(v1 ∧ . . . ∧ vn−1) uniquely identified by the relation:
〈w, x〉 = Ω(x ∧ v1 . . . ∧ vn−1) ∀x ∈ V.
In other words, A(v1 ∧ . . . ∧ vn−1) is a positive multiple of the oriented unit normal (with respect to
the inner product) to the hyperplane spanned by v1, . . . , vn−1. Since A is linear we get
DFv1∧...∧vn−1(v1∧ . . .∧dX(vi)∧ . . .∧vn−1) = DhA(v1∧...∧vn−1)(A(v1∧ . . .∧dX(vi)∧ . . .∧vn−1))
Now, since h is 1-homogeneous the gradient of h along any ray is constant and it coincides with the
anisotropic normal n to the orthogonal hyperplane of the ray (Corollary 1.7.3 in [17]).
It follows that
DhA(v1∧...∧vn−1)(A(v1 ∧ . . . ∧ dX(vi) ∧ . . . ∧ vn−1)) = 〈n,A(v1 ∧ . . . dX(vi) ∧ . . . ∧ vn−1)〉 =
= Ω(n ∧ v1 ∧ . . . dX(vi) ∧ . . . vn−1) = v∗i (PnTΣ(dX(vi))).
To see why the last equality holds just write dX(vi) = an+
∑
j bjvj and notice that both sides equal
bi. One makes use at this point of the multiplication property (5.2) and of F (v1 ∧ . . . ∧ vn−1) = 1.
Finally, notice that by definition
n−1∑
i=1
v∗i (P
n
TΣ(dX(vi))) = tr∇FX = divFΣ(X).

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Note that according to our definitions if X = ψn then
divFΣ X = ψ trS
F .
This result appears also in [4], Sec. 2.6. It justifies why it is appropriate to call trSF or 1n trS
F the
anisotropic mean curvature. It turns out that just like in the Riemannian case the variations in the
tangent directions do not matter since we have a variant of the divergence theorem, consequence of
the following form of Stokes Theorem.
Theorem 6.7 (Stokes). Let M be an n-dimensional oriented C1 manifold with boundary ∂M . Let ω
be a top degree differential form and X a vector field. Then∫
M
LXω =
∫
∂M
ιXω,
where LX is the Lie derivative and ιX is the contraction.
Proof. Use the standard Stokes theorem for the n− 1 form ιX(ω) together with the relation:
d(ιx(ω)) = LXω,
which is nothing else but Cartan’s homotopy formula for n-forms. 
Remark 6.8. The standard Stokes follows from the above formulation by noting that each degree
n − 1 form η can be written as ιXω for some n-form ω and a vector field X . For example, if ω is
the volume form induced by a Riemannian metric then X can be taken to be the (metric) dual to the
Hodge dual of η.
We can rewrite the above result as a divergence theorem as follows. Let divωX the divergence of
a vector field with respect to a differential form be defined at the points where ω does not vanish by
LXω = div
ωX · ω. On all other points, divωX can be defined arbitrarily. Let η be a non-vanishing
differential form of degree n− 1 on ∂M . Then∫
M
divω(X) · ω =
∫
∂M
ω(X ∧ −→η ) · η,
where−→η is the dual to η on ∂M . This is because ιXω = ω(X∧−→η )·η. Notice that this formula can be
applied with whatever choice of the definition of volume one prefers on M and on ∂M . It is easy to
see that in the Riemannian case when ω = dvolM and η = dvol∂M one has ω(X ∧−→η ) = 〈X, ν∂M 〉.
Corollary 6.9. Let X = ψn + X> be the decomposition of the variation vector into its anisotropic
normal and its tangent components. Then
∂F
∂X
(Σ) =
∫
Σ
ψ trSF dF.
Proof. The density ω from the proof of Theorem 6.6 is in fact LXF restricted to Σ and
∫
Σ LX>F
vanishes due to the divergence theorem since Σ is closed. 
Remark 6.10. We take a look at the computations made in [16] with our notations. Let us first notice
that as a consequence of the 1- homogeneity of the support function h the following relation on the
unit sphere Sn ⊂ V holds in the presence of an inner product V
n(x) = h(x) · x+∇x(h
∣∣
Sn
).
The image of this map determines the Wulff shape. Moreover, it delivers the following relation
between the anisotropic Gauss map and the usual Gauss map of a hypersurface Σ.
n = h(ν) · ν +∇ν(h
∣∣
Sn
).
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It is not hard to check that the first variation in the direction of a vector field X = ψ · n = ψh(ν) ·
ν + ψ∇ν(h
∣∣
Sn−1) is, according to Palmer equal to∫
Σ
ψh(ν) tr[P νTΣ(dn(·))] dH =
∫
Σ
ψ tr[P νTΣ(dn(·))] dF,
where P νTΣ is the orthogonal projection along ν onto TΣ. Comparing this with Corollary 6.9 we
conclude that
tr[P νTΣ(dn(·))] = tr[PnTΣ(dn(·))],
must hold at every point.
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