



BAB 4 PERANCANGAN 
Bab ini akan membahas tentang perancangan sistem yang meliputi 
perancangan algoritma dan perancangan user interface. 
4.1 Perancangan Data 
Data training yang digunakan dalam penelitian ini adalah data penjualan susu 
segar mulai Januari 2014 sampai Desember 2015, sedangkan data testing yang 
digunakan adalah data penjualan susu segar mulai Januari 2016 sampai Desember 
2016. Data training dan testing dimasukkan ke dalam file .csv yang sama yaitu file 
dataset.csv. Data tersebut diurutkan berdasarkan tahun terkecil ke tahun terbesar 
dengan dipisahkan oleh koma.  
4.2 Perancangan Algoritma 
Perancangan algoritma ini menjelaskan tentang diagram alir (flowchart), siklus 
penyelesaian masalah prediksi menggunakan support vector regression dan siklus 
optimasi parameter SVR menggunakan ant colony optimization. 
4.2.1 Flowchart 
Flowchart yang akan dijabarkan di bawah ini terbagi menjadi tiga flowchart 
utama yaitu flowchart metode SVR-ACO, flowchart penentuan nilai parameter SVR 
dengan ACO, dan flowchart metode SVR. Kemudian ketiga flowchart utama 
tersebut akan dijabarkan lagi sub prosesnya. 







Proses training SVR 
Iterasi max 
ACO 
Nilai parameter SVR optimal 
(σ, C, ε, cLR, λ) 
Prediksi tingkat produksi 
susu segar 
Selesai 






Menentukan node pertama (r) 








Update nilai r = u 
k 
For k = 0 to jumlah 
node 
j 
Konversi nilai node menjadi nilai 
parameter SVR 
Update feromon global 
i 
Inisialisasi parameter ACO, 
parameter SVR yang 
dioptimasi dan batas nilainya 
Nilai parameter 









Sub proses yang pertama dari flowchart optimasi nilai parameter SVR dengan 
ACO adalah proses update feromon lokal. Proses update feromon lokal ini 
dilakukan setiap menemukan node ant selanjutnya. Alur proses update feromon 








Menghitung update feromon lokal 





data[][] = feromon[][] 
hasil[][] = new array[pjgBarisData][pjgKolomData] 
For i = 0 to pjgBarisData 
For j = 0 to pjgKolomData 
j 
i 




Sub proses kedua dari flowchart optimasi nilai parameter SVR dengan ACO 
adalah proses update feromon global. Proses update feromon global ini dilakukan 
setelah menemukan globalbest setiap iterasi. Alur proses update feromon global 








For i = 0 to ordinate+1 
Hasil[i][j] = ((1 - delta) × hasil[i][j]) + (delta × 0) 
For j = 0 to ordinate+1 
j 
i 
node[][] = kota, globalbest[][] = globalbest, hasil[][] = feromon, bestIndexMAPE = bestIndexMAPE 
Update 
feromon global 
For k = 1 to pjgKolomNode 
i = node[bestIndexMape][k-
1] && j = [bestIndexMape][k] 
Hasil[i][j] = ((1 - delta) × hasil[i][j]) + (delta × (1 / globalBest[0][5])) 
k 
globalbest[][], bestIndexMape, kota[][] 
 




Proses training SVR memiliki 5 sub proses perhitungan yaitu normalisasi, 
proses sequential learning, pengujian model regresi, menghitung error rate dan 



























Sebelum digunakan dalam proses training SVR, data dinormalisasi terlebih 
dahulu. Normalisasi bertujuan untuk mengkonversi data agar berada pada range 
tertentu. Metode normalisasi yang digunakan adalah min-max normalization. Alur 






For i = 0 to panjang 
baris dt[][] 
For j = 0 to panjang 
kolom dt[][] 
hasil[i][j] = (dt[i][j] - minDataSet) / 
(maxDataSet – minDataSet) 
j 
i 
hasil[][] = new Array 
Normalisasi 




Proses sequential learning adalah proses untuk melakukan regresi. Proses ini 
terdiri dari 5 sub proses yaitu menghitung jarak data, menghitung matriks Rij, 
menghitung nilai E, menghitung 𝛿𝛼𝑖
∗ dan 𝛿𝛼𝑖, dan menghitung 𝛼𝑖
∗ dan 𝛼𝑖. Proses 














Menghitung nilai E 
 






∗ dan 𝛼𝑖  
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hasil[][] = new Array, 
jarak[][] = new Array 
For i = 0 to barisDt 
For j = 0 to kolomDt 
j 
i 
tempJarak = 0, hasil = 0 
tempJarak = (dt[j][k] – dt[i][k]) ^ 2  
hasil = hasil + tempJarak 
jarak[i][j] = hasil 
hasil[i][j] = jarak[i][j] 










Flowchart pada Gambar 4.9 di atas adalah flowchart untuk menghitung matrik 







hasil[][] = new Array 
For i = 0 to barisDt 
For j = 0 to kolomDt 
j 
i 
hasil[i][j] = kernel[i][j] + lamda^2 
Menghitung 
Matrik Rij 




Setelah menghitung matrik rij, selanjutnya yaitu menghitung nilai E. Flowchart 
untuk menghitung nilai E disajikan pada Gambar 4.10 di bawah ini.   
Mulai 
dt[][], alfa[], alfa_bintang[], 
rij[][], kolom, barisDt, kolomDt 
hasil[] 
Selesai 
hasil[] = new Array 
For i = 0 to barisDt 
E = 0, totalE = 0 
j 
i 
For j = 0 to kolomDt 
 
E = (alfa_bintang[j] – alfa[j]) × 
rij[i][j] 
totalE = totalE + E 
hasil[i] = dt[i][kolom - 1] - totalE 
Menghitung 
Nilai E 




Langkah selanjutnya yaitu menghitung nilai 𝛿𝛼𝑖
∗. Flowchart untuk menghitung 
𝛿𝛼𝑖
∗ disajikan pada Gambar 4.11  
Mulai 
gamma, E[], epsilon, 




For i = 0 to pjgDt 
hasil[] = new Array 
Hasil[i] = min(max(gamma × (E[i] 











Langkah selanjutnya yaitu menghitung nilai 𝛿𝛼𝑖. Flowchart untuk menghitung 
𝛿𝛼𝑖  disajikan pada Gambar 4.12  
Mulai 
gamma, E[], epsilon, alfa [], 




For i = 0 to pjgDt 
hasil[] = new Array 
Hasil[i] = min(max(gamma × (-E[i] 
- epsilon), -alfa[i]), c – alfa [i]) 
i 
Menghitung 𝛿𝛼𝑖 






Output dari proses sequential learning salah satunya adalah 𝛼𝑖
∗. Berikut ini 
disajikan flowchart untuk menghitung nilai 𝛼𝑖







For i = 0 to pjgDt 
hasil[] = new Array 
alfa_bintang[i] = deltaBintang[i] + 
alfa_bintang[i] 









Output dari proses sequential learning yang kedua adalah 𝛼𝑖. Berikut ini 
disajikan flowchart untuk menghitung nilai 𝛼𝑖  pada Gambar 4.14  
Mulai 





For i = 0 to pjgDt 
hasil[] = new Array 
alfa[i] = delta[i] + alfa[i] 
hasil[i] = alfa[i] 
i 
Menghitung 𝛼𝑖 





Selanjutnya yaitu menguji model regresi dengan output nilai prediksi. 
Flowchart untuk menguji model regresi disajikan pada Gambar 4.15 berikut.  
Mulai 
Matriks Rij, Nilai 
𝛼𝑖




Menghitung nilai f(x) 
 
For i = 1 to Iterasi 








Sub proses dari pengujian model regresi adalah menghitung f(x). Berikut ini 
disajikan flowchart untuk menghitung nilai f(x) pada Gambar 4.16.  
Mulai 




hasil[] = new Array 
For i = 0 to barisDt 
FX = 0, totalFX = 0 
j 
i 
For j = 0 to kolomDt 
 
FX = (alfa_bintang[j] – alfa[j]) × 
rij[i][j] 
totalFX = totalFX + FX 
hasil[i] = totalFX 
Menghitung 
Nilai f(x) 




Selanjutnya yaitu menghitung error rate. Error rate yang digunakan yaitu 










Gambar 4.17 Flowchart Menghitung Error rate  
Mulai 





For i = 1 to Iterasi 
Maks Jumlah Data 
Menghitung selisih data asli dan 
f(x) dibagi dengan data asli 
Menghitung total selisih data asli 
dan f(x) dibagi dengan data asli 








Denormalisasi data adalah proses untuk mengembalikan data pada range 






hasil[] = new Array 
For i = 0 to panjang 
baris dt[] 
hasil[i] = (dt[i] × (maxDataSet – 








4.2.2 Siklus Penyelesaian Masalah Prediksi Menggunakan Support Vector 
Regression 
Pada bagian ini akan dibahas prosedur prediksi support vector regression. 
Langkah-langkah dalam melakukan prediksi telah dijelaskan pada sub-bab 2.3, 
perhitungannnya sebagai berikut: 
1. Menentukan Jumlah Fitur Data yang Digunakan 
Untuk menentukan tingkat produksi susu segar pada bulan berikutnya, maka  
akan digunakan data 3 bulan sebelumnya yang diformulasikan pada Tabel 4.1 
di bawah ini. 
Tabel 4.1 Tingkat Produksi Susu Segar Berdasarkan Tingkat Produksi 3 Bulan 
Sebelumnya 
No Data X1 X2 X3 Y 
1 April 2014 2869665 2613874 2885013 2700111 
2 Mei 2014 2613874 2885013 2700111 2726482 
3 Juni 2014 2885013 2700111 2726482 2617473 
4 Juli 2014 2700111 2726482 2617473 2828508 
5 Agustus 2014 2726482 2617473 2828508 2938561 
 
2. Menentukan Data Training dan Data Testing 
Langkah selanjutnya yaitu menentukan data yang akan digunakan sebagai 
data training dan data testing. Data training dan data testing yang digunakan 
sama yaitu 5 data mulai bulan April 2014 sampai Agustus 2014.Data tersebut 
sebelumnya dilakukan normalisasi terlebih dahulu. Berikut diberikan contoh 
perhitungan normalisasi untuk data yang pertama, kemudian data training 
dan data testing disajikan pada Tabel 4.2 dan Tabel 4.3 berikut:  
normalisasi  = (dataLatih - dataMax) / (dataMax- dataMin) 
   = (2869665 -  2946456) / (2946456 - 2221545) 






Tabel 4.2 Data Training 












0,91524063 0,660172076 0,696550335 0,546174634 




0,696550335 0,546174634 0,83729313 0,989109008 
 
Tabel 4.3 Data Testing 












0,91524063 0,660172076 0,696550335 0,546174634 




0,696550335 0,546174634 0,83729313 0,989109008 
 
3. Inisialisasi Nilai Parameter SVR 
Berikut ini adalah parameter - parameter yang digunakan dalam perhitungan 
metode SVR: 
Tabel 4.4 Inisialisasi Parameter SVR 
cLR C ε ϒ λ σ 
0,1 2048 0,0004 0,014584913 2,42 0,7541 
 




 Langkah Pertama 
Inisialisasi nilai αi dan α*i dengan nilai 0 sesuai jumlah data training. 
 Langkah Kedua 
Menghitung jarak antar data. Berikut ini adalah contoh perhitungan jarak 
antara data training ke-2 dengan data training ke-4. Kemudian hasil 
perhitungan jarak data training disajikan pada Tabel 4.5 di bawah ini: 
‖𝑥2 − 𝑥4‖
2 = (0,541209886 − 0,660172076)2+(0,91524063
− 0,696550335)2 + (0,660172076 − 0,546174634)2 
 = 0,074972864 
 
Tabel 4.5 Hasil Perhitungan Jarak Data Training 
Data 
ke- 
1 2 3 4 5 
1 0 0,329468077 0,062425712 0,215047843 0,045113838 
2 0,329468077 0 0,206282341 0,074972864 0,191712232 
3 0,062425712 0,206282341 0 0,088996196 0,080629396 
4 0,215047843 0,074972864 0,088996196 0 0,108686208 
5 0,045113838 0,191712232 0,080629396 0,108686208 0 
 
 Langkah Ketiga 
Hasil perhitungan jarak data training yang telah diperoleh kemudian 
digunakan untuk membentuk model regresi menggunakan persamaan 
2.1. Fungsi kernel yang digunakan adalah fungsi kernel RBF sesuai dengan 
persamaan 2.15. Hasil model regresi yang telah dibentuk disajikan pada 
Tabel 4.6 dan berikut ini contoh perhitungan menggunakan data training 
ke-2 dan data latih ke-4: 
[𝑅]2,4 = 𝐾(𝑥2, 𝑥4) + λ
2 = exp (−
0,074972864
2 × (0,7541)2
) + 2,422 = 6,792605896 
 
Tabel 4.6 Hasil Perhitungan Matriks Rij 
Rij 1 2 3 4 5 
1 6,8564 6,604899579 6,802991373 6,684119703 6,81751009 
2 6,604899579 6,8564 6,690523636 6,792605896 6,701278135 
3 6,802991373 6,690523636 6,8564 6,781133344 6,787961233 
4 6,684119703 6,792605896 6,781133344 6,8564 6,765261745 





 Langkah Keempat 
Selanjutnya adalah menghitung nilai E sesuai dengan persamaan 2.2. Di 
bawah ini diberikan contoh perhitungan nilai E pada iterasi 2 kemudian 
nilai E pelatihan SVR disajikan pada Tabel 4.7 berikut ini:  
𝐸1 = 0,660172076 − ((0,009622719 − 0) × 6,8564 +
(0,010153292 − 0) × 6,604899579 + (0,007960076 − 0) ×
6,802991373 + (0,012206014 − 0) × 6,684119703) +
(0,014420235 − 0) × 6,81751009  
 = 0,293084509  








 Langkah Kelima 
Nilai E yang telah didapat kemudian digunakan untuk melakukan 
perhitungan 𝛿𝛼𝑖
∗ dan 𝛿𝛼𝑖 sesuai dengan persamaan 2.3 sehingga 
dihasilkan nilai seperti pada Tabel 4.8. Dan berikut ini contoh perhitungan 
untuk data 1 pada iterasi 2: 
𝛿𝛼1
∗ = min{max[0,014584913(0,293084509 −
0,0004 , −0,009622719)] , 2048 − 0,009622719}  
 = 0,004268778 
𝛿𝛼1 = min{max[0,014584913(−0,293084509 −
0,0004 , −0)] , 2048 − 0}  
= 0 
Tabel 4.8 Nilai 𝜹𝜶𝒊












 Langkah Keenam 
Langkah selanjutnya yaitu update nilai 𝛼𝑖
∗ dan 𝛼𝑖 yang akan digunakan 
pada iterasi selanjutnya sesuai dengan persamaan 2.4 sehingga 
menghasilkan nilai seperti pada Tabel 4.9. Dan berikut ini contoh 
perhitungan untuk data 1 pada iterasi 2: 
𝛼1
∗ = 0,009622719 + 0,004268778 = 0,013891497 
𝛼1 = 0 + 0 = 0 
Tabel 4.9 Nilai 𝜶𝒊









5. Menguji Model Regresi 
Model regresi diuji menggunakan persamaan 2.5. Di bawah ini akan diberikan 
contoh perhitungan nilai f(x) data 1 kemudian dilakukan denormalisasi data. 
Nilai f(x) pada iterasi kedua yang sudah didenormalisasi disajikan pada Tabel 
4.10. 
𝑓(𝑥) = ((0,013891497 − 0) × 6,8564 + (0,014968888−0) ×
6,604899579 + (0,010543771 − 0) × 6,802991373 +
(0,019037326 − 0) × 6,684119703 + (0,023456836 − 0) ×
6,81751009)  
 =  0,320358156 
  
 denormalisasi  = (data × (dataMax - dataMin)) + dataMin 
    = (0,553007826 × (2946456 - 2221545)) + 2221545 
    = 2622426,456 
 











6. Menghitung Error Rate 
Langkah terakhir adalah menentukan error rate. Penelitian ini menggunakan 
nilai evaluasi Mean Absolute Percentage Error (MAPE) sesuai dengan 
persamaan 2.16.  
 
𝑀𝐴𝑃𝐸 =  
1
5
× 0,248948484 × 100  
 
= 4,978969677  
4.2.3 Siklus Optimasi Parameter SVR Menggunakan Ant Colony 
Optimization 
Pada bagian ini akan dibahas optimasi parameter yang dimiliki support vector 
regression menggunakan algoritma ant colony optimization. 
1. Menentukan parameter SVR yang akan dioptimasi serta batas-batasnya. 
Tabel 4.11 Batas-Batas Parameter SVR 
Parameter Min Max 
σ 0 9.999 
C 0 9999 
ε 0 9.999 
 
2. Inisialisasi parameter ACO 
Tabel 4.12 Nilai Parameter ACO 





1 0,2 8 5 0,01 0,2 5 1 
 
3. Penyusunan Jalur kunjungan tiap semut 
 Langkah Pertama 
Menentukan node pertama sebagai nilai r dimana r=[0,9] untuk setiap 
semut. Misal untuk semut ke-1 (k=1) dengan r=8. 




Menentukan node selanjutnya (nilai u) dengan cara random q = [0,1] 
lalu dibandingkan dengan nilai q0. Misal q = 0.5.  
1. Jika nilai q ≤ qo , maka menghitung argument max sesuai dengan 
persamaan 2.8. 
2. Jika nilai q ≥ qo , maka menentukan nilai s secara random. Range 
nilai s adalah 0 sampai 18. Jika inisialisasi nilai s berada pada range-
nya, maka menghitung nilai roulette wheel. Jika nilai s berada di 
luar range-nya, maka node selanjutnya adalah 0. Berdasarkan 
kondisi di atas, maka langkah selanjutnya adalah menghitung 
argument max. 
 
Tabel 4.13 Nilai τij 
τij 0 1 2 3 4 5 6 7 8 9 
0 1 1 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 1 1 1 
2 1 1 1 1 1 1 1 1 1 1 
3 1 1 1 1 1 1 1 1 1 1 
4 1 1 1 1 1 1 1 1 1 1 
5 1 1 1 1 1 1 1 1 1 1 
6 1 1 1 1 1 1 1 1 1 1 
7 1 1 1 1 1 1 1 1 1 1 
8 1 1 1 1 1 1 1 1 1 1 
9 1 1 1 1 1 1 1 1 1 1 
  
u = argmax {([τ(8,0)0.1. τ(8,0)0.9]), ......., ([τ(8,9)0.1. τ(8,9)0.9])} 
   = argmax (1, 1, 1, 1, 1, 1, 1, 1, 1, 1)   
Karena nilai P(r,u) sama, maka node selanjutnya dipilih secara 
random yaitu 5. 
 Langkah Ketiga 
Update feromon lokal (8,5) menggunakan persamaan 2.11. 
τ(8,5) = (1-0.01)×1 + (0.01×1) = 1  
 Langkah Keempat 
Update nilai r dengan u, jadi nilai r adalah 5 




Ulangi menentukan node selanjutnya sampai jumlah maksimal semut. 
4. Konversi nilai node semut menjadi nilai parameter SVR 
Setelah semua semut mendapatkan nilai node maka selanjutnya 
ditentukan nilai parameter SVR sesuai range parameternya. Penyusunan 
jalur kunjungan semut disajikan pada Tabel 4.14 sedangkan hasil 
konversinya disajikan pada Tabel 4.15 berikut ini: 





1 2 3 4 5 6 7 8 9 10 11 12 
1 8 5 4 1 0 0 6 9 0 6 5 9 [ 8 5 4 1 0 0 6 9 0 6 5 9 ] 
2              
3              
4              
5              
 
Node 1 sampai 4 pada memori merepresentasikan nilai σ 
Node 5 sampai 8 pada memori merepresentasikan nilai C 
Node 9 sampai 12 pada memori merepresentasikan nilai ε 




σ C ε 
1 8.541 69 0.659 
 
5. Update feromon global sesuai dengan persamaan 2.12. 
Jika (r,u) ∈ global best tour 
τ(8,5) = ((1 – 0,2)×1) + (0,2×(1/4,9789)) = 0,84 
 Jika (r,u) ∉ global best tour 
  τ(8,6) = ((1 – 0,2)×1) + (0,2×0) = 0,8 
 
Tabel 4.16 Update Feromon Global 
τij 0 1 2 3 4 5 6 7 8 9 
0 0,84 0,8 0,8 0,8 0,8 0,8 0,712 0,8 0,8 0,8 




2 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 
3 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 
4 0,8 0,84 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 
5 0,8 0,8 0,8 0,8 0,84 0,8 0,8 0,8 0,8 0,84 
6 0,8 0,8 0,8 0,8 0,8 0,84 0,8 0,8 0,8 0,84 
7 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 
8 0,8 0,8 0,8 0,8 0,8 0,84 0,8 0,8 0,8 0,8 
9 0,84 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 
 
4.3 Perancangan User Interface 
Sistem yang dibangun akan dibuat 4 halaman yaitu halaman utama, halaman 
training, halaman training result, dan halaman testing. 
4.3.1 Perancangan Halaman Utama 
Pada halaman utama sistem, terdapat judul sistem, tombol training untuk 
menampilkan halaman training, tombol testing untuk menampilkan halaman 










4.3.2 Perancangan Halaman Training 
Pada halaman training terdapat judul halaman, form variabel training yang 
berisi jumlah data training, jumlah fitur, mulai bulan prediksi, mulai tahun prediksi, 
iterasi SVR, iterasi ACO, dan jumlah ant. Kemudian ada progress bar dua tombol 
yaitu tombol process dan tombol result>>.  
 
4.3.3 Perancangan Halaman Training Result 
Pada halaman training result terdapat judul halaman, judul tabel, training 
result yang berisi best MAPE, generasi, nilai sigma, nilai c, nilai epsilon, nilai cLR, 
nilai lambda, jumlah ant, ant ke, iterasi SVR dan iterasi ACO. Selain itu terdapat 
sebuah tabel prediksi training dan dua tombol yaitu tombol home untuk kembali 








Gambar 4.20 Perancangan Halaman Training 
JUDUL HALAMAN 
BACK 
Training result Tabel Prediksi training 
HOME 
Judul Tabel 




4.3.4 Perancangan Halaman Testing 
Pada halaman testing terdapat judul halaman, judul tabel, tabel prediksi 
testing dan form variabel testing yang berisi jumlah data testing, mulai bulan 
prediksi, mulai tahun prediksi, dan MAPE testing. Kemudian ada dua tombol yaitu 
tombol home untuk ke halaman utama dan tombol process untuk menampilkan 










Gambar 4.22 Perancangan Halaman Testing 
