Abstract-Electroexplosive devices (EED's) are electrically fired explosive initiators used in a wide variety of applications. The nature of most of these applications requires that the devices function with near certainty when required and otherwise remain inactive. Recent concern with pulsed electromagnetic interference (EMI) and the nuclear electromagnetic pulse (EMP) made apparent the lack of methodology for assessing EED vulnerability. A new and rigorous approach for characterizing EED firing levels is developed in the context of statistical linear models and is demonstrated in this paper. We combine statistical theory and methodology with thermodynamic modeling to determine the probability that an EED of a particular type fires when excited by a pulse of a given width and amplitude. The results can be applied to any type of EED for which the hot wire explosive binder does not melt helow the firing temperature of the primary explosive. Methods for assessing model validity and for obtaining probability plots, called firing likelihood plots (FLP's), are included. These statistical methods are both more general and more efficient than previous methods for EED assessment. The results provide information that is crucial for evaluating the effects of currents induced by impulsive electromagnetic fields of short duration relative to the thermal time constant of an EED.
I. BACKGROUND AND INTRODUCTION

HOT-WIRE electroexplosive device (EED) is an
A initiator that sets off a small charge of primary explosive by joule heating due to electrical current flowing in its bridgewire. When the primary explosive reaches its critical temperature due to this heating, it explodes and detonates a secondary explosive that serves as an actuator. A typical EED is shown in Fig. 1 . The parameters commonly used for describing EED performance are all-fire current and no-fire current. Additional parameters are needed for electromagnetic compatability (EMC) analysis.
It is necessary to quantify both electrical and heat flow characteristics of the EED. The heating power @) is a function of current ( z ] and electrical resistance (Re). Additional parameters that must be measured are the critical temperature Manuscript received March 17, 1987; revised December 29, 1987 . This work was supported by the U.S. Army Aviation Systems Command, St. Louis, MO, and the Naval Surface Weapons Center.
The authors are with the National Bureau of Standards, Boulder, CO 80303. IEEE Log Number 8823330.
BOOSTER CHARGE ( s E r n m R y CHLRGE) MAIN CHARGE
Fig. 1. Structural diagram of a typical EED.
(e,) of the explosive, the thermal resistance ( R ) of the EED, and the thermal capacity (C) of the EED. The thermal time constant ( 7 ) of the EED may be calculated from the RC product. Another parameter that must be measured is the energy (v) required to fire an EED with a single pulse of such short duration that practically no heat energy flows out over the duration of the pulse. By using a number of isolated rectangular pulses, we were able to generate a family of curves that relate pulse width and peak power to the likelihood of firing. We call these curves "firing likelihood plots" (FLP's).
Two distinct measurement procedures are needed to obtain these parameters and curves. Not all of these parameters can be measured on any one EED since each measurement destroys the EED. Subsequent measurements must be made on other EED's. For example, the firing current and thermal resistance may be measured by using a slowly increasing current ramp. The thermal capacity and energy to fire may be measured with another procedure that uses an impulse of current. These data may then be used to calculate other parameters and to design the statistical experiment. The statistical experiment requires many repetitions of the second measurement procedure, where the width and height of the impulses are varied over a carefully chosen range of values.
The electromagnetic environment that may induce stray currents in the wire of an EED is usually poorly known. The theory of how energy may be transferred from this environment by unintended antennas (any electrical conductor) is also poorly understood. These two very relevant topics are not within the scope of this paper, but motivate the work reported. They must be considered in any comprehensive EMC analysis.
There are several widely used standards or guidelines for U.S. Government work not protected by U.S. copyright evaluating and handling EED's in the presence of EM1 [1]- [4] . The Bruceton up-down procedure [5] has been used for years to measure the firing current of EED's but it provides little information on extreme firing levels. In practice, since the extremes of the firing current distribution are of interest, e.g., the minimum all-fire current from an operational standpoint, and the maximum no-fire current from a safety standpoint, alternate procedures are used. In one such procedure [3] , 50 EED's randomly selected from a lot are tested for 5 min at an arbitrarily set no-fire current level. These same EED's are then fired at an arbitrarily set all-fire level. If any of the samples fire at the no-fire level, or if any do not fire at the all-fire level, the lot fails. Some of these direct measurement methods are not more widely used due to a practical problem with the binder used to hold the primary explosive around the wire of some of the older designs of EED's. The binder softens at a temperature below the critical temperature of the primary explosive. This allows flow of the explosive-binder mixture, which changes the thermal characteristics of the EED and often causes dudding. Later designs do not have this problem, and direct measurement of the firing current gives a better measure of the average and standard deviation for a given sample size than can be obtained with the Bruceton method.
An omission in existing EMC analyses on EED's is the effect of impulsive EM fields, either from periodic pulses such as may be generated by radar, or aperiodic pulses such as may be generated by lightning, nuclear EMP, or arcing of dc machinery. Whether these transient problems are of consequence is not clear. The methodology presented in this paper may help to answer these questions.
We propose a new way of characterizing the response of EED's to impulsive fields. The probability of firing is determined statistically as a function of width and power of a rectangular input pulse. We present general statistical procedures that can be used for characterizing EED's and describe the proper experimental methodology.
SENSITIVITY TESTING-RELATED METHODS
Sensitivity testing is the name that has been used for the general methodology associated with EED testing. The class of experiments is characterized by a binary response, fire or no-fire in this case, and a continuous stimulus. The stimulus is adjusted to a predetermined set of levels and the proportion of "fire" responses at each level is determined. Many test specifications spell out such procedures [ 2 ] .
A procedure called the Bruceton method or the up-down method has been used for such tests [5] - [7] . The stimulus in general may represent very different attributes such as input voltage, height of drop, temperature, etc. The experiment consists of selecting an equispaced lattice of stimulus levels:
. . . , s-2, s-,, so, SI, s2, * * centered at a nominal 50-percent firing level. Begin by applying the stimulus to a randomly selected EED at level so. The remaining settings are determined by the previous outcomes. If the first EED fires, the second is tested at level s-l . If the first EED does not fire, the second is tested at level sI. Each subsequent EED is tested according to this procedure: one level up if no response and one level down if a response. The advantage of this test is that it concentrates the test levels near the mean and improves accuracy of that estimate. Fewer EED's are therefore required on the average for a given accuracy. The disadvantages of the up-down method are that it provides relatively poor estimates of the dispersion, requires one-at-a-time sequential testing, and deals with only one-dimensional stimuli. Procedures for computing the estimates of the mean firing level and standard deviation are given in the references.
Another possible approach to characterizing such devices is to adapt methodology used in statistical bioassay known as quantal-response models. In these methods the probability of response is expressed as a linear function of the levels of the stimuli. Multiple stimuli are possible with this approach. Considerable methodology is available on this topic because of its many years of use and development in biological experiments. Two models have envolved as the most commonly used. The Probit model is based on a Gaussian probability distribution and the Logit model on a logistic distribution. They are very similar in their results and assumptions, but the Logit model is computationally simpler. See [8], [9] for details. They have been considered for EED applications [3], but it is not clear why they have not been used.
Both procedures require information on the proportion of (in this case) EED's in independent trials that fired at preset levels of the stimuli. To our knowledge Probit and Logit methods have not been used in EED characterizations, but they are the natural choice for certain EED experiments. They differ from the Bruceton method in several ways. They are not sequential in nature and the statistical design is predetermined by preliminary experimentation or a priori information.
Stimulus levels and the number of EED's tested at each level are fixed. The model is more specific than the Bruceton method and must be validated with data for the results to be defensible. Good diagnostic tools are available for these methods, however. All three methods are suited to experiments that are somewhat wasteful of information since exact firing levels are not observed. EED's not fired are wasted unless they have not been affected by attempts at firing and can possibly be reused. We originally considered the Logit method for the EED characterization problem addressed here, but since it was possible with our measurement system and the particular EED's tested to obtain more information than is necessary for the Logit model, we developed the more efficient procedure described in this paper. Details of the statistical basis for the methodology are given in [lo] .
HEAT FLOW EQUATIONS
The relevant thermodynamic concepts are important for an understanding of the statistical model and its limitations, for obtaining prior information on the region of model validity, and for identifying thermodynamic parameters relevant for EED characterizations. The methodology introduced in this section is based on physical principles rather than statistical modeling. Only a small number of the available EED's were allocated to these measurements. Parameter estimates are obtained directly from the equations, not from statistical principles. These procedures are adequate for the intended purposes. They follow basic heat flow equations similar to those used in determining temperature distribution around a barretter wire [ 1 I]. In situations of temperatures less than red glow of the wire, heat flow by radiation is minimal. Also, for small volumes, the Grashof number is low, indicating minimal heat flow due to convection [12] . These effects have been simulated for a similar structure, a barretter wire in air, with an iterative mathematical procedure [ l l ] , and found to cause relatively minor variations in absolute temperature. Thus the simple models based on conductive heat flow should be adequate. They provide approximate "estimates" of the thermodynamic parameters and a priori information on design boundaries for the statistical model. The final statistical results demonstrate no inconsistencies with these initial thermodynamic measurements and assumptions.
The units for temperature are degrees Celsius throughout this paper.
The If p(t) is independent of time, as is the case while power is applied with a rectangular pulse, (2) reduces to
During cooling, the temperature decreases from initial temperature (6,) according to
The temperature rise and fall due to a single impulse function of current may be calculated using ( 1 ) and (4). For times much less than the thermal time constant of the EED, the limit of (3) may be used as given by This form is useful to determine the power and hence the current needed to fire an EED within a specified time.
For excitation caused by a sequence of either periodic or aperiodic pulses, where the cooling time between pulses is of the same order as the thermal time constant, a combination of (1) and (4) may be used to determine cumulative temperature rise, commonly known as stacking. This is illustrated in Fig. 
2.
A. Measurement Procedures
The results of our experiments are presented to illustrate the methodology but not for the purpose of characterizing the type of EED used in this study. Squibs were used instead of EED's for these measurements. A squib is an EED of low explosive charge, usually without any secondary explosive. The particular squibs used simulate a common form of EED, an electrically fired commercial blasting cap. Due to the age and unsealed design of these squibs, the data obtained are not considered typical of data that would be obtained from normal EED's. The squibs used, while all of the same type, were not suitably controlled prior to testing. They were readily available, but the lot number was not recorded and the storage time and conditions were not fully known. They were used to develop and to validate the method. Variability from these unknown factors, if any, was confounded with our random errors.
Two procedures were used to measure the parameters of this type of EED. Since each measurement procedure destroyed the EED, only a subset of the relevant parameters were measured on any one EED. The first procedure used a slowly increasing current ramp. The second procedure used a rectangular impulse of current.
The first measurement procedure was as follows. Ambient temperature was recorded. The critical temperature of the primary explosive may be obtained either from the manufacturer or it may be measured with a special oven with five solid walls and a sixth weak wall made of some easily replaceable material that could serve as a pressure-release blast wall. The electrical resistance R, of each EED was measured with a special multimeter that applied much less current than the nofire current. A slow current ramp was used to heat the EED to detonation. The value of current at which the EED fires was recorded as I t The thermal resistance was obtained by 
P w
The thermal capacity C of the EED (joules per degree) was is the peak power (watts), P = I;Re, is the pulse width (seconds).
calculated as follows:
where U, is defined in (7),
is the critical temperature of the primary explosive (degrees) is the ambient temperature at time of EED firing (degrees), is the power applied at the time of firing, i.e., P, = I F e . Values of three independent parameters were measured, Re, I,, and 6,, and two values were calculated, R and Pr. Data from the first measurement procedure are summarized in Table I . The average and standard deviation were calculated for the electrical resistance, the firing current, the firing power, and the thermal resistance. The values of 60 were not included in the table since their only use was in (6). These are based on data from the firing of 10 EED's.
The second procedure also required knowledge of the critical temperature of the primary explosive and measurement of the ambient temperature and electrical resistance of each EED. An approximate value of the thermal time constant, unknown at this point, was needed to make estimates of pulse width and spacing to be used. A few EED's were fired in order to obtain this estimate. We started with a pulse width of 1 ms and a pulse spacing of 500 ms. The values meet the minimum heat leak and cooling time requirements for an EED with thermal time constant in the range of 10-100 ms. The amplitude of the pulse was then increased slowly until the EED under test fired. The amplitude at which the EED fires was recorded as Ip. The energy needed to fire an EED with a single rectangular pulse was calculated as follows:
where U, is the energy (joules) to fire with a single impulse, 8, and 6, are critical and ambient temperatures, respec-(6) tively.
Using the assumed value of pulse width, values of three independent parameters Re, 8,, and Ip were measured. U, and C were calculated from these three, plus knowledge of 8,.
Data from the second measurement procedure are summarized in Table 11 , based on data from firing 11 EED's. Values of Ip and w were not included, since their values were used in (7) to calculate Ut
The product of the average thermal resistance from the first procedure and the average thermal capacity from the second procedure gave a calculated value of thermal, time constant 7 of 53.4 ms. If this had fallen outside the 10-100 ms range suitable for the trial pulse width and spacing that we used, a second measurement iteration would have been needed using suitably adjusted pulse width and spacing to accommodate this calculated time constant.
The statistical experiment is discussed in Section IV. Information obtained from the first two procedures was used to determine the appropriate ranges of parameters for the statistical experiment.
B. Instrumentation
The instrumentation to make these measurements consisted of four pieces of equipment plus a restricted area for setting off the EED's. See Fig. 3 for a block diagram. The pulse generator, storage oscilloscope, and digital multimeter are commercially available items. The pulse amplifier is a special design; it should be able to reach peak pulse currents of 20 A or more with a rise time of about 10 ms. It required a highcurrent capacity ancillary power supply. See Fig. 4 for one such design. The multimeter must be able to measure resistance in the 1 4 range to three significant figures. Most good pulse generators and oscilloscopes meet the rise time requirements. A dummy 1-0, 50-W load was substituted for the EED to make adjustments on the range scales of the pulse generator and oscilloscope. TABLE I1 oloev develoDed in 1101 combined with the thermodvnamic
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Fig. 4. Pulse amplifier schematic
The requirements for the area used for setting off the EED's were based mainly on safety and convenience. A 200-1 (55 gal) drum with about 30 cm of sand in the bottom served as an absorber and director for blast energy and shrapnel particles. Firing current was fed through a coaxial cable and a connector on the side of the drum. This allowed final activation of the circuit by connecting the cable to the outside of the drum, so that the person making the connection was never exposed to an armed EED. Electrical resistance measurements were made through this same cable, and were calculated by subtracting short-circuit resistance of the cable from the total measured resistance. This also assured a reliable electrical connection which prevented apparent dudding.
IV . THE STATISTICAL EXPERIMENT
In this section we describe the statistical experiment and its design. This is the direct application of the statistical methodwhere Y X is an n x 1 vector of response variables. is an n x r matrix of regressor variables. Its elements are fixed, not random variables. The dimension r ( I < n) equals the number of unknown parameters in the model. The structure of this matrix fully specifies the form of the linear model.
Q is an r x 1 vector of unknown parameters.
f is an n x 1 vector of random errors. Statistical assumptions are zero mean ( E @ = 0) and, in the most general case, that its variances and covariances are specified by a positive definite symmetric n x n matrix s. The exact form of C is usually unknown.
The elements E, of E are the errors in the i" observation.
When the E , are uncorrelated, the off-diagonal elements of C will be zero. If the E , also have constant variance u2, then C = u2Z where Z is the n x n identity matrix. The latter assumption is not made in this paper. When it can also be assumed that the E, have a Gaussian distribution, then uncorrelated E , are also statistically independent. If the errors are Gaussian then the statistical properties of the model and its parameter estimates are well known [ 131.
Equation (9) is the basis for the statistical estimation procedures used. Since the linear least squares model represented by (9) is used in a nonstandard way, it was necessary to introduce the additional notation. In particular, the X and Y vectors each represent the same attributes, pulse width and pulse amplitude, but are interchanged during the experiment.
Consider (loa) and (lob), which are relevant to the specific problem at hand. These equations (10) suggest an interpretation of bilinearity when written in the equivalent hyperbolic form of (1 1) and each is a special case of (9) for r = 1.
While mathematically equivalent to (lo), the form of (1 1) is not an adequate basis for a statistical analysis where u and u are being varied as separate factors, and the region of model validity must be determined. We will show that once the model has been proven valid for a particular type of EED, (1 1) can be used for simple computations of 6, the estimate of 0.
The two attributes of concern are pulse width and pulse amplitude. Two experiments are now defined according to which of these attributes is fixed and which is measured.
The pulse amplitude is fixed within a set of predetermined design levels and the pulse width at which each EED fires is measured.
Experiment 2: The pulse width is fixed within a set of predetermined design levels and the pulse amplitude at which each EED fires is measured.
Equations (10) The experiments were conducted in a region where the instrumentation supplies a rectangular pulse. If the pulse width is short relative to the thermal time constant of the EED, there will be negligible heat loss during the pulse. Therefore, the temperature rise will be proportional to energy, the product of pulse power and pulse width.
If current or voltage had been used as a measure of amplitude, two things would have been considered. First, the mathematical model would not have an appealing physical interpretation as discussed in the previous paragraph, i.e., the temperature-energy relation would be absent. The mathematical model would have a square-law component in the amplitude and would not have the symmetry suggested by (10) or the resulting simplified analysis possible with ( 1 1). Second, the error structure of the experiment would be different. If only current or voltage were measured, the electrical resistance of the EED, which varies for each EED, would contribute to the uncertainty of the parameter estimate. Since it is possible to measure the electrical resistance safely and accurately, pulse power was selected as the amplitude parameter.
This choice of pulse power as one of the parameters has several advantages. The parameter and variables have physical meaning and the EED electrical resistance variations are eliminated from the estimation procedures. The statistical model, though nonstandard, can be analyzed with standard, least-squares estimation procedures.
The binder material of the EED tested was not affected below the firing temperature. This is not true of all EED's, as some binders soften at temperatures below the critical temperature of the primary explosive. Such EED's must be tested by a different procedure.
A . Statistical and Thermodynamic Design of the Experiment
The design of the experiment is done in two stages. The first stage is based largely on physical theory. Its objective is to determine a range of pulse amplitudes and widths within which it is possible to perform the experiment and be assured that crucial assumptions hold. The second stage is the statistical design of the experiment within this feasible region. R from the first measurement procedure and C from the second procedure give an estimate of 7 necessary in determining this feasible region. The second procedure is then used to measure pulse energy, as is now described.
Limits of the instrumentation used in the experiment, thermodynamic properties of the EED, and mathematicalstatistical assumptions underlying the analysis must be considered for the first stage of the design. A feasible region will then be established within which pulse width and pulse amplitude may be set. The minimum interpulse spacing is also determined at this time. This variable does not arise explicitly in the experiment but is crucial for model validity. The details for determining the feasible regions of pulse width, pulse amplitude, and interpulse spacing are now given.
There is a limitation on both the maximum pulse width and the minimum pulse width. The minimum pulse width is limited by instrumentation capabilities. The pulse amplifier rise time will distort the leading edge of a pulse. For long pulse widths this rise time distortion is negligible and the pulses will appear to be rectangular. For very short pulses the imperfect leading edge will dominate its shape and the pulse can no longer be considered rectangular. Rise time limitations of the pulse amplifier can be determined from the amplifier design specifications and should also be measured in the test system with a suitably fast oscilloscope. We determined that pulses of about 0.1 ms minimum duration were rectangular. In the final statistical design the shortest pulse width assigned for experimental purposes was 0.2 ms or twice the minimum pulse width.
The requirement of rectangular pulses enables use of the model described in (9) and its special case (10). This is true because the pulse can then be characterized by its width-power product, or equivalently, its energy. The EED temperature is related to power in ( l ) , but in order to simplify this relationship so that ( 5 ) may be used, a limit must be placed on the maximum pulse width.
The maximum feasible width is not determined by instrument limitations but by thermodynamic properties of the EED and the desire to minimize the complexity of the model and the analysis. The rectangular pulse requirement of the previous paragraph enables simple computation of energy. Statistically this would enable the use of a simple model except that the binary response (fire or no-fire) is in general not linear in energy but in temperature. In order for the EED input energy and EED bridgewire temperature to be approximately linearly related, there must be minimal heat loss from the EED during the pulse. Using (3) and ( 5 ) we can determine the percent error between the linear and exponential models for various pulse widths. This error is 0.5 percent for r/100, 2.5 percent for 7/20, 5.1 percent for 7/10, 8.2 percent for 7/6, and 13 percent for 7/4. To enable as wide a range of pulse widths as possible, 7/20 was chosen as the maximum preset pulse width for the experiment. The value of EED thermal time constant from Section 111-A was 53.4 ms. We used a maximum pulse width of 2.7 ms, which keeps this error less than 2.5 percent.
The maximum limits on pulse amplitude are due to the instrumentation. The pulse amplifier exhibits some distortion at high powers and begins to saturate above 50 W. It was possible to generate pulses over 50 W, but for levels much greater, some distortion in the rectangular shape was visible.
Therefore the upper power limit was set at 50 W. There is no lower limit on pulse amplitude per se, but it is limited implicitly by the pulse width maximum. A longer pulse width is required to fire an EED as pulse power decreases. The pulse amplitude will, for this reason, have a lower limit.
The minimal spacing between pulses must also be predetermined. While not explicitly required for the statistical design, it is necessary to space the pulses sufficiently far apart to allow all, or almost all, of the heat from previous pulses to dissipate. The response of each pulse can therefore be treated independently of previous pulses. Equation (4) describes how the hot wire temperature returns to ambient after a pulse is turned off. Approximately 95 percent of the heat energy from any pulse will be dissipated in three time constants, 98 percent in four time constants, and over 99 percent in five time constants. This is true for any ambient temperature and any pulse width or power below the firing level. An interpulse spacing of 500 ms was chosen. This is greater than five time constants (267 ms) .
The numerical values for these bounds are relevant only for the particular type of EED and instrumentation used. The methods described here may be used for obtaining the corresponding limits for any other EED for which the binder material does not melt before firing. The experimental limits could have been obtained by other methods, statistical, for example. The methods given, however, are simple to implement, have useful physical interpretations, and can be obtained with minimal data (using few EED's). The bounds that have been determined are used for the present values of pulse width or pulse amplitude only. If measured values exceed these bounds, the effects will have to be evaluated statistically.
Given this preliminary information, we chose to allocate the approximately 100 EED's that remained in a 2 x 5 experiment. The two level factor is the experiment type. The two experiments described in Section IV are characterized by which variable is fixed and which is observed. The second factor is the level at which the fixed variable is set. Five equally spaced levels were chosen within the predetermined experimental region for each experiment. The chosen levels are given in Table 111 . Ideally the available EED's should be allocated equally among all 10 design points. This could not be done because a small proportion of the EED's were expected to be defective, i.e., duds. We used unsealed squibs that are not as reliable as sealed EED's. Since each EED is destroyed upon functioning, the defective ones could be identified only when tested. After the levels of the experiment have been determined, it is desirable to randomize the order in which the experiment is performed. We decided to combine and randomize across the ten levels of the two factors. To randomly assign each EED would have been impractical. Setting the fixed variable once and testing a set of EED's insured better repeatability and required considerably less time. While there is no reason to believe that there is a time effect in this measurement system, the randomization is done to insure against inadvertent time trends. Table A36 from Natrella [5] was used and the ordering in Table IV was obtained. The procedure is simply to assign an integer to each level in Table 111 and then move sequentially, in any direction, through Table A36 from a randomly chosen starting point. The levels are determined by the sequence of random integers, ignoring repeats. 
V. EXPERIMENTAL RESULTS
The experimental data are given in Tables V and VI, along with some relevant transformations of the data. Table V contains the data from Experiment 1 (pulse power fixed) and Table VI contains the data from Experiment 2 (pulse width fixed). All levels of Experiment 1 have 7 or 8 observations. This is reasonably balanced considering the random nature of the EED reliability discussed previously. In Experiment 2 all levels have 7 or 8 observations except one, the 0.2 ms width level, which contains 16 observations. This was due to an equipment failure that occurred in the system which generates and measures the pulses. After the equipment was repaired and recalibrated, the level that was completed just prior to the failure was repeated. When the new measurements exhibited no significant change, the new data were combined with the old and the experiment continued. Partly as a result of this failure, there were 46 EED's tested in Experiment 2 as compared to 36 in Experiment 1. Two EED's that are outliers in firing energy are also outliers in electrical resistance. In this case the 15th EED is a moderate outlier with lower resistance than all the others and the 67th EED is a high-resistance outlier. Both, however, required a higher energy to fire than was typical of the other EED's. Since the EED's that required excessive firing energies also exhibited nontypical resistances, the possibility of screening EED's by measuring their electrical resistance is suggested. While this is possible, it was not done here. The present study was not directed toward studying outliers and there is insufficient information in these data to say anything definite about them.
A . Statistical Analysis
The linear model given in (9) is a general model that enables a wide choice of specific models. The exact model is specified by the choice of the design matrix. It is good practice to fit several likely models to the data and choose the best one. "Best" can be interpreted as the model that provides a good fit determined by statistical methods, yet contains only necessary parameters.
Several models were fit to the data beginning with the general design matrix; it was then determined that the firing level behavior of the EED's can be adequately described by the relatively simple (10) and (11).
The chosen design matrix has dimensions 82 x 1 (82 EED's tested), and its components are the inverse values of the fixed variable (width or power). The residual variances were nonhomogeneous; therefore weighted least squares were necessary. The form of the nonhomogeneity is specified in (IO), and was suggested by statistical theory. The weights are the inverse of the error variance under this model and proved effective at stabilizing the residual variances on the given data.
The parameter vector P reduces, in this case, to a scalar 0.
The weighted least squares estimate of 0 is 11.60 and the standard deviation of the estimate is 0.17 based on the data from 82 EED's. The units of 0 are watt-milliseconds (millijoules). Therefore corresponding relationships P= 1 1 . 6 0~-'
( 1 2 4 are the best predictors of peak power P and width w, respectively within the range of experimentation. The values must be in the correct units, milliseconds for w and watts for P. Equations (12) exhibit the symmetry of (IO).
The estimate of 0 is simple the arithmetic mean of the firing energies. This fact suggests a simpler analysis. It is not recommended, however, except as an exploratory tool or perhaps for testing a batch of EED's for which this model has already been proven correct and its valid experimental region already determined. The full linear model approach that we describe makes possible a thorough assessment of the appropriateness of the model for the data. Foremost, it allows the effects of the two factors, width and power, to be separated, whereas they would be confounded in a simple energy model. Since the utility of the method suggested here, and of the resulting graphics, is to determine the likelihood of firing for a given pulse configuration (width and amplitude), these factors must remain explicit in the experimentation and analysis. Another advantage, since computation is done almost exclusively on computers, is that good statistical software for linear models is readily available. Such software usually provides excellent diagnostic tools for use in the model validation, for graphical display of data and for exploratory analysis. Data from the experiments are given in Tables V and VI . Detailed analysis given in [lo] shows that the data fit the model.
VI. IMPLEMENTATION OF THE FIRING PROBABILITY PLOTS
A most useful tool for assessing EED behavior that is made possible by this research is the firing likelihood plot (FLP). It graphically summarizes relevant information from the analysis in a format that is useful and easily interpreted. In this section we describe how to implement these plots from the data analysis that was described in Section V. It is first necessary to discuss two distinct topics related to the FLP's. This is done in Sections VI-A and VI-B.
A . Tolerance Intervals
A commonly used estimate of statistical interval is the confidence interval. It is an interval which, given validity of the assumptions, has a known probability of containing the unknown parameter of interest. For example, a 99-percent confidence interval could be derived for parameter 0. It would provide information on where the mean firing energy is for the type of EED. An interval for the mean firing energy would be of little use, however. Concern in EED applications is for the probability that a given type of EED fires (or does not fire) given a particular input pulse or train of pulses.
Tolerance intervals address this issue more directly. They are intervals within which, with a given probability y, a chosen proportion P, of the population will lie. In the case of EED's, a two-sided, y percent tolerance interval provides bounds on the range of firing energies, expressed in terms of pulse width and pulse amplitude within which 99 percent of the EED's would fire. The coefficient y is the probability that the resulting interval is correct. It is analogous to the confidence coefficient in a confidence interval. There are also one-sided tolerance intervals that provide either lower or upper bounds on the percentile of the distribution. Different tables are required depending on whether one-sided or two-sided intervals are being used. A good reference for both tables and instructions for implementation of tolerance intervals is Natrella [ 5 ] . The need for all-fire and no-fire levels for EED applications dictates the use of upper and lower one-sided tolerance intervals. This is not a conventional usage.
The mean firing energy estimate fi and the standard deviation s are central in adapting tolerance intervals for firing likelihood plots. A proportion P, of the underlying population, Gaussian in this case, must be chosen. Then the desired probability y that the interval is correct must be chosen. 
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whichever is appropriate. Each probability contour on the firing likelihood plot corresponds to one of these bounds. The t of (10) directly affects the bounds of (13), increasing the interval as the variance of t increases. Plot implementation will be discussed next to show how we can use these intervals.
B. Plot Implementation
A problem might arise in the algorithm for generating plots. This will apply to most grahics software. The issue is the hyperbolic nature of the function being plotted. Choosing equally spaced points along either axis will generate plots that have a dense grid on the chosen axis but are very sparse on the orthogonal axis. Even logarithmic scaling will not alleviate this problem.
The approach we took was to derive a parametric equation, develop an equispaced index for the parameter, and then generate the plotted points from these values. The procedure is as follows:
The basic contours are described by the equation Pw = O2 where P is the pulse power value and w is the pulse width value. We choose the following pair of parametric equations:
To determine bounds on t. we observe that
These equations are equivalent to
Given the maximum w and P chosen for the plots, we find tmin and t,,,,,, and then choose n, the number of points to be plotted. 
The parametrization corresponds to Pw = 0 2 , not 8. Therefore, if p^ is the estimate in the linear model, the proper relationship for plotting the mean firing level would be 8 = (6) Details for relating this parameterization to plotting other contours will be given in the following section.
C . Generating the Graphs
A pair of contours for the firing likelihood plots are now simply implemented. For a given P, and y, obtain the limits given by (13a) and (13b). Then let = (6 + Ks) 1'2 and O2 = (6 -K s ) "~, where el and 192 are each substituted for 8 in (15a) and (15b). Generate a set of points to be plotted, as explained in Section VI-B, for both 01 and 02. These families of points will generate the 100 P, percent firing likelihood curves. This process is repeated for each P, for which a curve is desired. Examples are given in Figs. 5 and 6 for the EED's tested.
D. Interpreting the Graphs
Firing likelihood plots provide a convenient representation of an operating characteristic of a class of EED's. We can graphically assess the probability of firing for an EED from this class when it is subjected to a rectangular input pulse of a given width and amplitude. Once the experiment is performed on a representative sample of EED's and the resulting statistical analysis is completed, any relevant probability level (P,) may be chosen for the plot contours. Each contour defines a bound on pulse dimensions that has a probabiltiy y to include a proportion P, of the EED's. In most cases the extreme values of P, will be of interest, near 0 and near 1, corresponding to maximum no-fire and minimum all-fire levels, respectively. In the example given the contours may be thought of as distinct no-fire/all-fire limits.
It may be possible to relate the curves directly to electromagnetic field intensity for a given physical configuration. Since pulse power is proportional to E 2 , electric field strength squared, the power axis of the plots may also be expressed in terms of the peak field strength squared of an impulsive field.
A value of E2 that corresponds to a specific power level is required for determining the position of the E2 scale. This may be obtained by measuring steady-state values of E and power for a particular EED support structure. Usually the coupling of electromagnetic energy from a field to the structure and hence to the EED is poorly known.
Radiated pulses are not likely to be rectangular, and even if they are, most antennas will cause ringing due to phase distortion. Probabilities that are based on an ideal (rectangular) test situation are therefore likely to be conservative because of the decrease in actual energy coupled into the EED by an irregularly shaped pulse whose maximum values of amplitude and duration are equal to those of a rectangular pulse. Such a representation can extend the usefulness of the firing likelihood plots to cover most irregular pulse shapes.
There is no physical reason that the left end (high amplitude, low width) of the firing likelihood plots cannot be extended beyond the experimental region. Figure 6 , a log-log plot from the same data used in Fig. 5 , facilitates this extension. The limitation was imposed due to the inability of the test system to generate rectangular pulses of higher power and lesser pulse width. Extension beyond this limit could not be experimentally verified and statistical prediction was not considered. Such an extension of the plots should therefore be used with discretion as it is possible that unanticipated factors may affect the model in this region. Extensions to the right of the experimental region (low amplitude, long width) are not possible with our model for physical reasons previously stated.
The interpretation assumes adequate cooling time between pulses. If pulse repetition occurs in less than approximately 5 thermal time constants then (1) and (4) will have to be used to estimate the cumulative heating effect. The consequent cumulative heating will cause the EED to fire at a lower pulse energy level. Since temperature increases proportionally with power, it is possible to calculate a correction factor for closely spaced periodic pulses. It is also possible to relate the firing likelihood plots to aperiodic pulse trains but computations are more complex and require consideration of specific aperiodic sequences.
VII. SUMMARY
A new method which integrates both statistical and engineering concepts has been proposed for characterizing EED's. The method provides a useful description of performance for a class of EED's based on rigorous and efficient statistical procedures. The methodology and measurement techniques have been proven and demonstrated in an actual experiment and are applicable to a wide class of EED's. The resulting firing likelihood plots provide information which is relevant and not previously available.
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