Abstract -We prove stochastic stability of chaotic maps for a general class of Markov random perturbations (including singular ones) satisfying some kind of mixing conditions. One of the consequences of this statement is the proof of Ulam's conjecture about the approximation of the dynamics of a chaotic system by a finite state Markov chain. Conditions under which the localization phenomenon (i.e. stabilization of singular invariant measures) takes place are also considered. Our main tools are the so called bounded variation approach combined with the ergodic theorem of Ionescu-Tulcea and Marinescu, and a random walk argument that we apply to prove the absence of "traps" under the action of random perturbations.
Introduction
The investigation of stochastic stability of chaotic dynamical systems has a long history, and in this paper we shall restrict ourselves mainly to the case of one-dimensional piecewise expanding maps (i.e. Lasota-Yorke [15] type maps). It is well known that if the expanding constant is larger than 2 a Lasota-Yorke type map is stable with respect to mixing random perturbations. It is also known that the assumption that the expanding constant is larger than 1 is not enough for stochastic stability. The point is, only when the expanding constant is larger than 2, the map is really locally expanding, i.e. the image of any small enough interval has Lebesgue measure larger than the genuine one. We prove that for a very general class of Markov random perturbations the the mixing condition on perturbations is sufficient for stochastic stability. One of the consequences of this statement is the proof of so called Ulam's conjecture, about the approximation of a chaotic system by a finite state Markov chain. Conditions under which the localization phenomena (i.e. stabilization of singular invariant measures) takes place are also considered. The nature of this phenomena is a mixing of unstable and stable directions under the action of arbitrary small perturbations. To show that the localization is not the result of discontinuities in the considered class of maps we prove the localization under the action of small mixing random perturbations for general smooth hyperbolic d-dimensional maps.
In this paper we discuss some unusual phenomena that appear in chaotic dynamical systems. First of all, what does it mean a chaotic system or map. We shall consider only discrete time dynamical systems, i.e. pairs (f, X), where X ⊂ IR d is a compact phase space (say X = [0, 1] d ) and f : X → X is a nonsingular map, iterations of which define trajectories of the dynamical system. Nonsingular means that m(f −1 A) > 0 for any measurable set A ⊆ X with positive Lebesgue measure m(A) > 0.
We shall be interested mainly in asymptotic, when time tends to infinity, properties of systems under consideration.
Consider now small random perturbations of the discrete time dynamical system. Before giving a rigorous definition of random perturbations of dynamical systems we mention one example, which will be useful to have in mind later on. Let U ⊂ R d be a neighborhood of a compact invariant set of the map f such that f U ⊂ U . Suppose that, when we apply f to a point x ∈ U , rather than choosing the exact value of f x we choose in a random way, in accordance with a homogeneous distribution, a point from the ball B ε (f x) (i.e. from the ball with centre at the point f x and radius ε). The resulting random map corresponds to independent homogeneously distributed random perturbations. Definition 1.1 Let Q ε (x, A) be a family of transition probabilities and f : X → X a map. We denote by f ε the Markov process on the phase space X, defined by transition the probabilities Q ε (f x, A) and call f ε a random perturbation of f .
We are mainly interested in small perturbations, small in the sense that
where . 1 denotes the L 1 -norm. Additionaly we assume that our perturbations are local, i.e. Therefore the parameter ε here plays the role of a "magnitude" of the perturbation. However, this local condition does not imply stochastic stability even for very smooth chaotic maps as we show in Lemma 2.1. Thus to obtain some kind of stochastic stability the perturbations should satisfy at least some kind of mixing condition (say, for example, of Doeblin's type [7] ). One of the most general assumptions of this type for random perturbations was proposed in [5] :
var(Q ε h) ≤ var(h) + C h 1 (regularity assumption) (1.3) for any function h of bounded variation ( var(h) < ∞). Remark, that for independent random perturbations the transition density depends only on the difference between its arguments: q ε (x, y) = q ε (x − y), and the constant C on the right hand side of the inequality (1.3) may be set to zero. Thus this condition means that the perturbation is not too far from the independent one. Besides to convolutions with smooth transition probabilities our results apply to many other types of perturbations like bistochastic smooth perturbations, singular perturbations of point mass type and deterministic perturbations by chaotic maps close to identity. The basic idea of our approach is the following: Consider the Perron-Frobenius operator P , describing the dynamics of densities under the action of the map f , on Banach space (BV, . BV ) of functions of bounded variation. Here h BV = var(h) + h 1 . We prove that the transition operator P ε = Q ε P of the randomly perturbed map satisfies the uniform Lasota-Yorke type inequality P N ε h BV ≤ α · h BV + C · h 1 (h ∈ BV) (1.4) for some fixed integer N , α ∈ (0, 1) and C > 0 independent of ε. This yields at once the existence of f ε -invariant densities h ε with h ε BV ≤ C 1−α , such that (1.1) forces each limit h * = L 1 − lim ε→0 h ε to be an invariant density for f . If the expanding constant λ is larger than 2, (1.4) was proved with N = 1 in various settings, see e.g. [11, 2, 12] and references therein. For quite a while it was supposed that the extension of this inequality to cases with λ ∈ (1, 2] is only a technical problem. However, the counterexample constructed in [4] shows that the situation is not so simple. After this counterexample (which we shall discuss in Section 2) it became clear, that the main problem is the possible existence of periodic turning points, i.e. the points, where the derivative of the map f is not well defined. Namely, under the action of random perturbations "traps" or "absorbing sets" can appear near these periodic turning points, which leads to the appearance of new ergodic components in the perturbed system. In [1] stochastic stability was proved for convolution type smooth random perturbations in situations with λ ∈ (1, 2] but without periodic turning points. However it is not clear whether their argument is works for general Markov perturbations.
The main result obtained in these papers is the stability of statistical properties of the perturbed systems in the zero noise limit. We shall show that in the general case there may be generalized phase transitions of type localization -delocalization in such systems. These phase transitions correspond to situations, when trajectories, which should normally be dense, remain confined to a small region (which vanishes, when the coupling constant goes to zero). We call this "localization phenomenon". The first observation of this type was published in [4] .
closed interval Clos(X j ) to its image), if the expanding constant of the map
is positive, and if λ f κ > 1 for some iterate f κ .
For some of our results we impose some extra conditions on f . In particular we distinguish between three different "hyperbolicity" assumptions:
• f ∈ H ∞ , if f is a general PE map;
• f ∈ H 1 , if f is a PE map with λ f > 1;
• f ∈ H ε ∞ if f is a PE map for which there is λ > 1 such that
Typical examples of PE maps are shown in Figure 1 . Observe that maps that we consider need not to be continuous. As it is well known, starting from the paper of Lasota & Yorke [15] , these maps have all the statistical properties that one can reasonably expect from deterministic dynamical system. They have a smooth (absolutely continuous) invariant measure µ f (Sinai-Bowen-Ruelle measure of this map), exponential correlation decay and they obey a CLT with respect to this measure, etc [9, 2] . In this paper we want to discuss stability of these properties with respect to small random perturbations. We shall emphasize some aspects of this problem, because they seem quite counterintuitive, at least from our point of view.
Definition 1.3
The image of a measure µ under the action of a map f is the measure f µ defined by f µ(A) = µ(f −1 A) for any measurable set A. By f ε µ we mean the measure Figure 1a we have c ∈ TP, in Figure 1b we have c ∈ PTP.)
Standing assumption: From now on we assume that all perturbations Q ε satisfy (1.1), (1.2) and (1.3).
Theorem 1.1 [4, 11] Suppose λ f > 2 and that f has a unique smooth SBR measure µ f . Then for any sufficiently small ε > 0 also the perturbed system f ε has a unique smooth invariant SBR measure µ ε , and the µ ε converge weakly to µ f as ε → 0.
In this paper we generalize Theorem 1.1 and show that at least some additional assumptions are necessary for the stability of the smooth SBR measure µ f . Theorem 1.2 Let f ∈ H ∞ , PTP = ∅, and suppose that f has a unique smooth SBR measure µ f . Then for any ε > 0 small enough the perturbed system f ε has a smooth invariant SBR measure µ ε converging weakly as ε → 0 to the smooth SBR measure µ f .
So the only topological obstacle for the stability of statistical properties of PE maps under small perturbations is the existence of periodic turning points. Consequently, generic PE maps are stochastically stable. However, in order to investigate stability properties of families of maps, rather than individual maps, also maps with periodic turning points must be studied.
Theorem 1.3
There exists a map f ∈ H 1 with periodic turning points and smooth perturbations Q ε such that for sufficiently small ε > 0 the perturbed system f ε has a unique invariant SBR measure µ ε , converging to a singular and unstable invariant measure of the map f as ε → 0.
This theorem does not only state the localization of f ε -invariant measures (supports on small sets), but also guarantees their smoothness and the absence of other SBR measures. Actually the localization phenomenon was firstly shown in [4, 5] , but the statement about the smoothness of invariant measures, absence of other SBR measures, and investigation of their properties are new.
The nature of the localization phenomenon here is due to the fact that if the expanding constant λ f is less than 2 the map f is not locally expanding near periodic singular points. Indeed it may map a small interval ∆ to the interval of length λ f |∆|/2. This property distinguishes the situations in Theorems 1.1 and 1.2. To show that this phenomenon is not something obscure, specific for only discontinuous maps, we shall prove its presence for a general multidimensional smooth hyperbolic map in Section 2.
In order to exclude the behaviour described in Theorem 1.3 we introduce the following random walk (RW ) assumption:
A family Q ε (ε > 0) belongs to the class RW , if there are 0 < θ, δ < 1 such that
For the next two theorems we assume additionally that a local version of (1.3) is satisfied, see (3.6). 
Then for any sufficiently small ε > 0 the perturbed system f ε has a smooth invariant SBR measure µ ε converging weakly to the smooth SBR measure µ f as ε → 0.
To formulate results about more general singular perturbations we need the notion of renormaliziability, which will be disscussed in detail at the end of Section 3.3. Roughly speaking this notion means that for any ε > 0 small enough a map (or a perturbation) can be renormalized to a fixed shape in small neighbourhoods (of order ε) of periodic turning points.
PTP not necessarily empty, and Q ∈ RW . Then for any ε > 0 small enough the perturbed system f ε has a smooth invariant SBR measure µ ε and the transition operator Q ε P f satisfies the Lasota-Yorke type inequality. If additionally both the map and the perturbations are renormalizable, then the measures µ ε converge weakly as ε → 0 to the smooth SBR measure µ f .
The last result of the paper is the proof of Ulam's conjecture [18] on the approximation of chaotic dynamics by finite state Markov chains. The idea of the construction is to take a finite partition {∆ i } of the phase space with bounded volume ratios and to approximate the action of the map f by the Markov chain with transition probabilities
This construction could be considered as a special type of small random perturbations. In fact, our standing assumption on Q ε is satisfied for this particular class of perturbations. The correctness of Ulam's conjecture was proved in [14] for PE maps with λ f > 2. In contrast to our other statements the answer to the conjecture does not depend on the existence of periodic turning points. Proof. Fix a constant β greater than the local Lipschitz constant of the map f and consider a family of transition probability densities
otherwise.
Then clearly f ε has a new ergodic component in the ε-neighborhood of the cyclec, because f B ε/β (c) ⊂ B ε (c) and by the construction q ε (x, y) = 0 for x ∈ B ε (c) and y ∈ B ε/β (c).
This proof shows that for stochastic stability some additional assumption is needed that prevents the perturbation to act precisely against the dynamics of the map. This is one of the purposes of the regularity assumption (1.3).
Periodic turning points and the RW assumption, proof of Theorem 1.3.
Fix a number 10 < β < ∞ and consider the following family of transition probability densities:
Note that random perturbations with such transition densities are of convolution type and have a very strong mixing property -exponential rate of correlation decay. The following lemma proves at the same time Theorem 1.3:
, and let the map f is defined as follows:
otherwise. The proof of this statement is based on the fact that trajectories of f ε starting from [1/2 − ε(λ(β + 1) − β + 1)/β, 1/2 + ε(β + 1)/β] remain in this interval for ever with probability 1. A related example with the same map f but different transition kernel was given in [11] . We remark that, as |f ′ (x)| = λ < 2 in some neighborhood of the fixed point c ∈ X, the mapping f is not expanding in some sense, because it maps an interval neighborhood U of the fixed point to the interval f U where
So, in the presence of periodic turning points, instability of these points under f ε is a necessary extra requirement. For this reason we introduced the random walk assumption RW . In a broader context the inequality |f U | < |U | can be interpreted as a mixing of stable and unstable directions under the action of random perturbations. In fact, a more general statement is: 
such that for the linear part D c f at this point we have
, it coincides with τ α and in the compliment of this ball it is defined as follows:
α x| ≤ επ/2. Now we fix some 0 < β ≪ 1 and define the following family of transition probability densities:
Evidently, that such perturbations are mixing and due to the estimate above q ε (x, y) = 0 for |x−y| > 2ε and β < 0.4. On the other hand just as in Lemma 2.2 any trajectory of the stochastically ε-perturbed map, started from the ball A ε = {x ∈ IR d : |x − c| ≤ ε/(2Λ u )} remains in it with the probability 1. Indeed for
which finishes the proof. Note that the constant β here does not depend on ε.
The generalization of this result for an arbitrary hyperbolic periodic trajectory is straightforward.
H
In the case of singular perturbations we have to replace the simple hyperbolicity assumption H ∞ by the stronger one H ε ∞ , see Theorems 1.4 and 1.5. To construct an example satisfying H ∞ without being stochastically stable, consider a map f with fixed turning point c = f (c), such that locally (in a neighborhood of this point) the map is defined as follows:
where
Both of the maps in Figure 2 satisfy these assumptions. We consider the following singular perturbations:
x −→ x + ε, with probability 1 − q x − ε, with probability q, (2.4)
where 0 < q < 1 is a parameter. Note that this setting satisfies the RW assumption. Clearly, the map f (x) + ε has a stable fixed point c ε := c + ε/(1 − λ 2 ). Now let h ∈ L 1 be a nonnegative function, such that h(c ε ) > 0. Then the transition operator P of the random map satisfies the following inequality:
Therefore for any positive integer n we have Thus, for 1 − q > |λ 2 | the value of P n h at the point c ε is growing exponentially, so an exponential decay assumption in L ∞ -or BV-norm that we introduce in Section 3.3.1 is violated. In spite of this, using different methods, we are able to prove the convergence to a smooth SBR measure µ ε in this example. Note, that new phenomenon is observed here. Indeed, due to the estimates above, the density of the SBR measure µ ε is not a function of bounded variation and usual Lasota-Yorke type estimates do not work here. The point is that the mathematical expectation of the slope of the random map at some points is less than 1 (in our example E(|f ′ (c ε )|) = |λ 2 | < 1), which contradicts usual settings (see [16, 17] and references therein). Indeed, if such a point is a fixed point for some of the shifted maps (as the point c ε for the map f (x) + ε in our example), then this really leads to unusual properties of the transition operator of the random map. Investigation of ergodic properties of such random maps is out of the scope of the present paper and will be published elsewhere.
3 Proofs of the stability theorems 3.1 The general setting
The deterministic part of the dynamics
Let X be a bounded interval in IR, and denote by m Lebesgue measure on X. Three function spaces over X play an important role in our studies:
, the space of m-equivalence classes of complex valued integrable functions on X, which is endowed with the norm
, the space of m-equivalence classes of complex valued bounded functions on X, which is endowed with the norm h ∞ = ess sup X |h|, and
• BV, the space of m-equivalence classes of integrable functions of bounded variation on X. It is endowed with the norm h BV = h 1 + var(h) where var(h) = var IR (h) and where for any
We remark that the same notion of variation is obtained if one restricts T 1 (Y ) to C 1 -or even C ∞ -functions.
Remark 3.1 As X is bounded, h ∞ ≤ 1 2 var(h) for all h ∈ BV, and if I ⊆ X is an interval, then var(h · 1 I ) ≤ var(h). Indeed, our setting means that var(h) is the variation of 1 X · h over IR.
We study dynamics on X given by a map f : X → X composed with a random perturbation with transition kernel Q. More specifically, let f : X → X be piecewise monotone with a finite number of turning points TP := {c 1 , . . . , c r }. By this we mean that for each maximal component Z of X \ TP holds f |Z is monotone and continuously differentiable and extends continuously toZ,
These intervals Z form a partition Z of X modulo the finite set TP. Let
Then Z n is a partition of X modulo finitely many points, and f n |Z satisfies the basic assumptions (3.1) for each Z ∈ Z n .
Our essential hyperbolicity assumption is:
There are constants λ > 1, η > 0 and N ∈ IN such that
Of course, once we have such a constant λ > 1, we can (and will) assume that (for a larger iterate N ) we even have λ > 4. Given such an iterate N and a suitable β > 0 that we specify later, we refine the partition Z by adding further points to TP in such a way that
We further modify the set TP by doubling all its elements together with their preimages and extend f to the enlarged space by one-sided continuity. We call the resulting space, the extended map and the collection of doubled turning points again X, f , and TP respectively. (Strictly speaking the new space X is a linearly ordered, order complete space. Its order topology will be quite different from the topology on the real line, usually it will be totally disconnected.) If after these modifications there are c i , c j ∈ TP such that f k c i = c j for some k > 0, we also add all points f l c i , l = 1, . . . , k − 1, to TP. In this way we can make sure that
We denote the enlarged set TP once more by TP = {c 1 , . . . , c r }. For c j ∈ TP we mean by cĵ ∈ TP its doubled copy.
. . , r be two families of one-sided interval neighbourhoods of the turning points. Here as in the sequel we write [u 
. TheJ j are chosen such that any two of them are disjoint. (Observe that this holds also forJ j andJĵ!) We write Y = ∪ j J j andỸ = ∪ jJj and assume that for each j = 1, . . . , r holds
Observe that this includes a kind of topological expansion assumption for neighbourhoods of periodic turning points. If f ∈ H ∞ , then this assumption can always be satisfied.
On the level of "mass transport" the dynamics of f are described by the Perron-Frobenius operator
We note that P f h dm = h dm for all h ∈ L 1 . Later we shall see that P f is also a bounded linear operator on BV.
The stochastic part of the dynamics
Perturbations are described by (sub)-Markovian operators Q :
More precisely we assume 1. Q is a linear, positive operator and
We remark that Q can always be thought of as represented by a (sub)-Markov transition kernel, i.e. 
for each h ∈ BV and k ∈ {1, . . . , r}. As we shall see later, this assumption is satisfied in many cases of interest, including absolutely continuous, random walk-like and also deterministic perturbations. Finally we define the spread of Q as spread(Q) = inf{δ > 0 : Q(x, {y : |y − x| > δ}) = 0 ∀ x} .
The spread is the size of the largest jump that can be caused by the perturbation. We assume that
i.e. random jumps from X \Ỹ to Y are excluded.
The decomposition
In the sequel we study the behaviour of f on Y and on X \ Y separately under the assumption that transitions from X \ Y to Y are restricted in the following sense: DefineP 1 ,P 2 : BV → BV bỹ
A straightforward calculation shows Proposition 3.1 Suppose that there are constants C 1 , C 2 > 0 and α ∈ (0, 1) such that
and that there is some N ∈ IN such that
In order to guarantee (3.10) for a fixed N the intervals J j and the spread of Q must be taken sufficiently small:
Lemma 3.2 Given f , N and the set TP, there is δ > 0 such that (3.10) is satisfied if spread(Q) < δ and |J j | < δ for all j = 1, . . . , r.
Proof. Consider a trajectory of the perturbed system x 0 , x 1 , . . . , x k that starts at x 0 ∈ J i ⊆ Y and suppose that it ends at x k ∈ J j ⊆ Y with x l ∈ X \ Y for l = 1, . . . , k − 1. If δ in the assumptions of the lemma is small, the trajectory stays close to a sequence c i = z 0 , z 1 , . . . , z k satisfying for each
In particular, making δ small we can force x k to be as close as we like to the point z k ∈ ∪ k l=1 f l (TP), and as x k ∈ J i , z k is at the same time close to c j . Because of (3.4) this is possible only if z 0 , . . . , z k ∈ TP. But this is incompatible with the assumptions (3.5) and (3.7).
The scheme of the proofs
Given not only one perturbation operator but a whole family Q ε (ε > 0), we will have to show that there are decompositions X = Y ∪(X \ Y ) of X depending on ε, such that the corresponding operators P 1,ε andP 2,ε satisfy (3.9) uniformly in ε (i.e. with constants C 1 , C 2 , α not depending on ε). Then there is N > 0 such that
, and according to Lemma 3.2 and Proposition 3.1 there are constants δ, C 3 > 0 such that
As usual this implies that each Q ε P f has an invariant density h ε and var(h ε ) ≤ 2C 3 for all ε. In particular, the family (h ε ) ε>δ is relatively compact in L 1 . Consider any limit h = lim i→∞ h εi with ε i → 0. The invariance Q ε P f h ε = h ε follows immediately from
and the assumption that Q ε P f h − P f h 1 → 0 as ε → 0. We specialize this to Lemma 3.3 If P f has a unique invariant density h, then, under the above assumptions on the family Q ε , the invariant densities h ε of
This lemma reduces the proofs of Theorems 1.2, 1.4, 1.5 and 1.6 to proving (3.9) uniformly in ε under the various assumptions of these four theorems. Much more detailed informations about the convergence h ε → h and about the ergodic properties of the perturbed systems f ε can be gained by exploiting more carefully the spectral theoretic consequences of (3.12) in the light of the IonescuTulcea/Marinescu theorem, see e.g. [11] .
Estimates far from turning points
In this section we prove (3.9) forP 1 , i.e. for branches with orbits far from turning points. As an immediate corollary we obtain Theorem 1.2.
Interchanging the map and the perturbation
Fix a sequence of monotone branches f i = f |Zi\Y , i = 1, . . . , N of f and study the operator QP f1 QP f2 . . . QP fN . For each of the i = 1, . . . , N we fix a monotone and continuously differentiable extensionf i : IR → IR of f i . Given β > 0 as in (3.3) one can always find such an extension with the additional property that there is y 0 ∈ Z i such that 
Proof. For notational convenience we write f andf instead of f i andf i , and we denote I = Z i \ Y . Let h ∈ BV, y ∈ X and u(y) :=f
because QP f is a linear operator. Therefore
Next we apply this lemma to the sequence f 1 , . . . , f N of branches of f . 
Proof. The proof is by induction. For k = 1 this is just the statement of the previous lemma. Suppose the lemma is true for k = n. Then
by inductive hypothesis. The previous lemma applied to P f = P fn+1 and Q =Q n Q n+1 yields the existence ofQ n+1 such thatQ n Q n+1 P fn+1 = Pf n+1Q n+1 . Since
Inserting the formula forC n finishes the proof. Now we combine this lemma with the hyperbolicity assumption (3.2) for f :
Lemma 3.6 Suppose that in the situation of the previous lemma there are constants
for each h ∈ BV.
Proof. Because of the variation condition (3.13)
Therefore a simple induction yields
Lemma 3.7 Let
and as before
Proof. Let Z ′ ∈ Z N , Z ′ = Z. We prove that
Suppose this is not true. Then there is at least one δ-pseudoorbit x N , x N −1 , . . . , x 1 , x 0 with
It follows that
Proposition 3.8 If the assumptions (3.1), (3.2), (3.3)
, (3.6) , and (3.7) are satisfied, then there are C 1 , C 2 > 0, α ∈ (0, 1) and δ > 0 such that for all h ∈ BV and all k ∈ IN
Proof. Let M : BV → BV denote multiplication by 1 X\Y . In view of the previous lemma we can expandP
Hence, by Lemma 3.6
Now choose β so small that 2(1 + 
with a constant Const depending only on f .
Proof of Theorem 1.2
If f has no periodic turning points, thenP k 2 = 0 for some k ∈ IN that depends only on f , such that (3.9) is trivially satisfied forP 2 with constants C 1 , C 2 , α depending only on f and Q. In view of Lemma 3.3 this implies Theorem 1.2.
Estimates close to turning points
In this section we prove (3.9) forP 2 , i.e. for branches with orbits close to turning points.
The random walk assumption
In order to prevent perturbed trajectories from being trapped in small neighbourhoods of periodic turning points (this was the case in the example from Lemma 2.2), we introduced the random walk assumption RW in (1.5). Here we relate it to a more technical exponential decay assumption.
Consider P f and Q ε (ε > 0) together with a decomposition Q ε P f =P 1 +P 2 =P 1,ε +P 2,ε as in Section 3.1.4. Let * ∈ {L 1 , L ∞ , BV}. We say that P 2 satisfies ED * , if there are constants C > 0 and ω ∈ (0, 1) such that P n 2,ε * ≤ Cω n for all n > 0. (3.15) In order to derive ED L 1 from RW , the intervals J k , whose union makes up Y , must be chosen more carefully than in (3.5) and (3.7) where we only took care that f (J j ) ⊃J i for some i if f (J j ) ∩Ỹ = ∅ and that random jumps from X \Ỹ to Y are excluded. In particular, spread(Q) ≤ |f J j | − |J j |. Now we require that this inequality is in fact nearly an equality. More exactly: Let Y be the smallest domain such that
Consider a periodic turning point c with a period N . We assume first that the map f is locally linear. Let us denote
Proof. The domain Y consists of intervals around the points of the trajectory of the periodic turning point c. Let us denote the interval around the point c by J. Then the distance from its boundary points to the point c is not more, than ε/(λ − 1).
Note, that λ > 1. Indeed, after N iterations any point from the neighborhood of the point c either will return to the neighborhood, or will leave the interval J (if the map is discontinuous at the point c). Therefore if λ ≤ 1, then the H ∞ -assumption does not hold.
Let us fix a point x ∈ J. Then, applying H ∞ and RW assumptions, we have
for any integer n and for any point x ∈ J. Therefore, if
then any point will leave the interval J in 2nN iterations with some positive probability, which will not depend on ε. The value of n in the statement of lemma satisfies this inequality.
Corollary 3.11 For small ε the conclusion of the lemma remains true for piecewise C 2 -maps, if the constant λ is replaced by a slightly smaller one.
Now to finish the proof of the proposition, we need the following simple statement. 
Proof. Recall that for any measurable set A we have
Smooth perturbations
We start with a special case of absolutely continuous perturbations for which the calculations are particularly easy.
Proposition 3.13
Suppose that Q is an integral operator with kernel q(x, y) satisfying
and such thatP 2 satisfies ED L 1 . Then
Proof. Let h ∈ BV and denoteh := P (h1 Y ). ThenP 2 h = Qh and
Theorem 1.4 follows from this proposition and Proposition 3.9 via Lemma 3.3.
General perturbations
We now turn to more general perturbations, which are much more delicate. Our first goal is to decompose the operatorP 2 asP 2 = L +P 2 K, where
with some suitable constant 0 < α < 1 and where K is a finite rank operator such that alsoP 2 K is of finite rank. Our choice of K is
h(c j )1 Jj .
As our BV-functions are in fact L 1 -equivalence classes, one should interpret h(c j ) as 1 2 (ess-lim xրcj h(x)+ ess-lim xցcj h(x)). For later use we note that
For the formulation of the next lemma we introduce the following notation: Let A, B ⊆ {1, . . . , r}.
Lemma 3.14 Fix N ∈ IN and κ > 1. There is δ > 0 depending only on f and C such that for a refined partition Z with diam(Z) < δ holds:
by(3.6) and the fact that P f is a L 1 -contraction. By (3.5) we have either
In the second case f (d j ) ∈J k ∪Jk and
by the assumptions on β in (3.3). Hence
Let η 0 = min{η, 1}. Given N > 0 and choosing Z sufficiently fine we can make β > 0 and |J j | so small that
for a suitable ε > 0 and all j = 1, . . . , r. (Observe that r, the cardinality of Z, may depend on the refinement of Z.) Hence
for all j = 1, . . . , r, and summation over k yields
for all j = 1, . . . , r. This is the special case n = 1 of the estimate
which we now prove for general n inductively: Suppose (3.18) holds for n ∈ {1, . . . , N − 1}. Then
by (3.17) and (3.16 ). This proves (3.18) for n = N in particular. Summing over all j finally yields the claim of the lemma. 
for all n > 0.
N . Then the estimate with C = 1 follows for integer multiples n of N from the previous lemma. To pass from this to general n, apply the previous lemma successively with N = 1.
We turn to the finite-dimensional contributionP 2 K ofP 2 : Two straightforward inductions yield
Inserting (3.20) into (3.19) results iñ
with a constant Const depending only on f . It follows that for sufficiently small J i (depending on f and C)
As |h(c i )| ≤ 1 2 var(h), we can assume that this inequality holds for k = 0, too. Now (3.21) implies
and the problem of proving exponential convergence of var(P n 2 h) to 0 is reduced to proving exponential convergence of (P 
Unfortunately assumption (3.24) does not follow automatically from RW or ED L 1 . Instead it is implied by the stronger assumption ED L ∞ . Therefore we discuss the following approach. By inequality
As supp(Lh) ⊆Ỹ for each h ∈ BV, L leaves BV(Ỹ ) invariant, and var = var X is a norm on BV(Ỹ ). K is a bounded finite-rank operator on BV (Ỹ ), because the evaluation of a function h at one point is a bounded linear functional. In particular, alsoK n :=P
n − L n has finite rank, and as var((P
P 2 is quasicompact as operator on BV(Ỹ ). AsP 2 is at the same time a positive L 1 -operator, it has a nonnegative eigenfuntion h 0 to its leading positive eigenvalue r 0 . Hence
for some ω ∈ (0, 1) by the ED L 1 assumption, which implies r 0 ≤ ω < 1. Therefore var Y (P n−1 2 h) ≤ Const ·ω n var(h), which is the desired estimate except that the constant, which comes from the spectral representation ofP 2 cannot be controlled uniformly in ε. Nevertheless it shows that for each fixed ε the perturbed system f ε has a smooth invariant measure, and its transition operator satisfies the Lasota-Yorke type inequality.
If f is linear in neighbourhoods of the turning points c i and if Q ε (x, A) = Q(ε −1 (A − x)) for a fixed probability measure Q (i.e. the usual scaling behaviour), then the constant in (3.25) is uniform in Q ε , because the variation of a function is not changed by a linear change of scale. This finishes the proof of Theorem 1.5.
Proof of Ulam's conjecture
Another problem related to stochastic stability is the approximation of chaotic dynamics by finite state Markov chains. The general idea here is due to Ulam [18] . Consider a partition of the phase space X into a finite number of disjoint components
Then one can compare statistical properties of a map f with those of a Markov chain with K states, whose transition probabilities are defined as follows:
Ulam's conjecture states that if one consider a sequence of finite approximations of this type with max |∆ i | → 0 and K → ∞, invariant measures of these Markov chains converge weakly to a SBR measures of the map f . The connection of this problem to the question of stochastic stability is straightforward, because Ulam's approximation corresponds to a specific Markov random perturbation where the transition probability to go from a point x ∈ X to a measurable set A ⊂ X is equal to
while the corresponding transition operator
Therefore Ulam's conjecture can be treated in the context of random perturbations and it was proved earlier for the case λ f > 2 in in [14] (see also discussion of this question in [10, 11, 2, 3] ). Let L 1 ε be the finite dimensional linear subspace of L 1 generated by
Proof. It is enough to prove this statement for h = 1 ∆i . As ∆j P f 1 ∆i (s) ds = |f
Notice that a related statement was proved in [14] for the case when all intervals ∆ i have the same length.
Straightforward calculations show that the transition probability, defined by (3.26), is smooth and satisfies the variation assumption. Actually it satisfies the stronger assumption: var(Q ε h) ≤ var(h) for any h ∈ BV. If PTP = ∅, then Ulam's conjecture is a corollary to Theorem 1.2. However, if PTP = ∅, formally the statement of our Theorem 1.4 can not be applied here, because the RW -assumption may not be satisfied in Ulam's case. Here we prove that under the H ∞ -assumption Ulam's construction satisfies the ED L 1 -condition, such that Theorem 1.6 follows (just as Theorem 1.4) from Proposition 3.9 via Lemma 3.3.
Consider a periodic turning point c with period N . We consider only small values of ε and therefore, as in the proof of Proposition 3.9, we may assume here that the map f is locally linear. Denote
Note, that due to (3.26) the escape rate (from some interval around a turning point) for any point is the same, as for the end-points of the corresponding Ulam's interval. Define the neighborhood Y of the trajectory of the periodic point c as in the Section 3.3.1.
Lemma 3.18 Let f ∈ H ∞ , f N (c) = c and the perturbation Q ε be defined by (3.27) . Then there exist constants δ > 0 and n < ∞ such that for sufficiently small ε > 0
where J is the component of Y containing c.
Proof. In the same way as in the proof of Lemma 3.10 consider the interval J around the point c.
In this case it consists of a finite number K 0 of Ulam intervals. Note that this number is uniformly bounded for all ε > 0. 
Let n 0 = max{n : A n ⊆ Y }. ThenÃ n ⊆ Y for n = 0, . . . , n 0 , and it follows by induction that
• A n is an interval adjacent to a point from the orbit of c for n = 0, . . . , n 0 + 1 and
• A n is a union of complete Ulam intervals for n = 0, . . . , n 0 .
Hence
and a bit more complex calculation yields the following lower bound
Indeed, for any Ulam interval ∆ with ∆ ∩ A n+1 = ∅ there exists an Ulam interval ∆ ′ such that
. Therefore the transition probability p ∆ ′ ,∆ to go from ∆ ′ to ∆ can be estimated as follows:
Iterating the estimate (3.4) we obtain
where the term z n := λ n λ n−1 . . . λ 2 + λ n λ n−1 . . . λ 3 + . . . + λ n can be estimated from above as follows. The sequence {λ k } is periodic with period 2N and the product 2N k=1 λ k = λ > 1. Therefore the highest order term contributes most, which gives the following estimate:
.
Thus for 2kN ≤ n 0 + 1 holds
which gives an exponential expansion rate for lengths of the intervals A n . On the other hand by (3.28)
for each point x ∈ A 2kN . This finishes the proof because the last two inequalities provide a uniform estimate on the necessary number of steps and the probability to leave Y starting from the "centre" interval ∆ 0 of Ulam's partition.
Now the ED L 1 -property for the operatorP 2 corresponding to the Ulam P ε follows as in Proposition 3.9 via Lemma 3.12.
Remark, that if Ulam's perturbations are selfsimilar for all ε > 0 (this means that the corresponding transition probabilities do not depend on ε and that f is piecewise linear), then one can prove the convergence of invariant measures in a much more simple way. Indeed, if the map f is topologically mixing, then the same is true for the corresponding finite Markov chains in Ulam's construction. Now, due to the fact that the transition probabilities are the same for any ε > 0, we deduce that rates of convergence are also the same, which gives the desired statement.
Dealing with Ulam's conjecture, we assume that the elements ∆ i of the partition are of comparable size (0 < θ ≤ |∆ i |/|∆ j | ≤ 1/θ). To show that this assumption is necessary, consider the simplest case of a map f with fixed turning point c = f (c) and a family {∆ ε i } ε of Ulam intervals, such that the intervals near the point c (in the interval J = J(ε)) are of length ε 2 , while the others are of order ε. Then the number of intervals ∆ ε i which have nonempty intersection with J is of order 1/ε, and for any fixed δ > 0 the number of steps for a point close to c to leave the interval J with the probability at least δ goes to infinity as ε → 0.
Note that Ulam's conjecture seems quite general, and actually we do not know any counterexample even for multidimensional hyperbolic maps or maps with singularities. For example, the conjecture clearly is true for nonchaotic maps with stable periodic orbits.
The variation condition on Q
In this section we give sufficient conditions for the Lasota-Yorke-type property (1.3) and (3.6) of Q. Recall the notations from Section 3.1.2 on the stochastic part of the dynamics where we discussed the operator Q and its dual Q * , both defined in terms of the (sub)-Markovian transition kernel Q(x, A). Extending Q(x, A) to all x ∈ IR by setting Q(x, A) = 0 for x ∈ IR \ X, we can assume that Q and Q * act on L Then
for each h ∈ L 1 .
Proof. For ϕ ∈ T 1 (V ) and t ∈ X let Φ(t) := 1. Q is a bistochastic kernel (i.e. Q1 = 1) and Q1 (a,x] (y) is decreasing as a function of y for each fixed x (i.e. the "probability" to reach y from (a, x] is decreasing in y). In this case R = Q and S = 0 such that α R = 1 and C S = 0.
2. Q has a differentiable transition density q(x, y) and In this case α R = 1 and C S = C q .
Proof. In order to estimate var y s(x, y) = var y (q(x, y) − r(x, y)) we fix ϕ ∈ T 1 (X) and consider This estimate shows that var y s(x, y) ≤ C for all x.
The following corollary allows to apply the reasoning of part 2 of the previous one also in cases where q is not differentiable in the strict sense, but where e.g. the following condition is satisfied: There is a constant C > 0 such that for all δ > 0 holds |f (x + δ, y + δ) − f (x, y)| m(dy) ≤ C · δ for all x . Proof. var(Qh) ≤ lim inf n→∞ var(Q n h) because lim n→∞ Q − Q n 1 = 0.
