ABSTRACT Inspired by the breakthrough performance of deep convolutional neural networks (CNNs) and the effectiveness of covariance representations, the combination of covariances with activations of deep CNNs has great potential in representing visual concepts. However, such method lies in two challenges: 1) robust estimation of covariance in the case of high dimension and small sample size and 2) high computational and storage costs caused by high-dimensional covariance representations. To tackle the above challenges, this paper proposes a novel robust covariance representation with large-margin dimensionality reduction for visual classification. First, we introduce two regularized maximum likelihood estimators to perform the robust estimation of covariance in the case of high dimension and small sample size, which can greatly improve the modeling ability of covariances. Then, we present a large-margin dimensionality reduction method for high-dimensional covariance representations. It does not only significantly reduce the dimension of robust covariance representations with considering their Riemannian geometry structure, but also can further enhance their discriminability. Experiments are conducted on three kinds of visual classification tasks, and the results show that our proposed method is superior to its counterparts and achieves the state-of-the-art performance.
I. INTRODUCTION
The covariance representations have been successfully applied to a broad range of computer vision tasks, such as image set classification [2] , texture classification [5] - [7] , visual tracking [1] , action recognition [3] and semantic segmentation [4] . The covariance representations capture the second-order statistical information for sets of features extracted from the targets, and more powerful features usually lead to more effective covariance representations [4] , [33] . With the rapid development and breakthrough performance of deep convolutional neural networks (CNNs), combination of covariances with deep CNN features will be a very promising modeling approach. However, it lies in two challenges. Firstly, the dimension of deep CNN features is usually high while the sampling number of them is small, and it is well known that the classical MLE is not robust to estimate covariances in this case. Secondly, high dimensional CNN features result in much higher dimensional covariance representation, which suffers from high computational and storage costs. In this paper, we propose a novel robust covariance representation with large margin dimensionality reduction to tackle above challenges, which can be effectively and efficiently applied to visual classification.
As classical MLE can't work well in case of high dimension and small sample size, robust estimation of covariance in this case becomes one of the most important topics in machine learning and statistics communities. The existing robust covariance estimators can roughly be divided into FIGURE 1. Overview of classification paradigm using the proposed robust covariance representations with large margin dimensionality reduction. We present a novel robust covariance representation and a large margin dimensionality reduction method on the manifold of covariance matrices (detailed in Section II).
two categories, i.e., shrinkage based methods [12] , [13] and regularized MLE [11] , [14] . Among shrinkage based methods, the LW estimator [12] is the most widely used one due to its simplicity and effectiveness, in which estimated covariance amounts to sample covariance with adding a small positive scalar (e.g., 1e−3) to the diagonal elements. Besides, MMSE estimator [13] shrinks the estimated covariance to a target covariance with the minimum mean-squared error, which shares a similar form with LW estimator [12] but needs iterative optimization.
Alternative methods are regularized MLE, and many regularizers are proposed to handle high dimensional problems. Through relaxing the MLE with structural sparsity constraints, elementary sparse MLE [14] performs an elementwise hard thresholding method to keep the sparsity of high dimensional covariance. Won et al. [11] propose a regularized MLE with introducing a condition number constraint, which can be implemented by a Steinian-type shrinkage of eigenvalues. Our proposed method exactly belongs to the latter category, i.e., regularized MLE. Moveover, two regularizers are employed in our method. One is the von Neumann divergence between the covariance matrix and the identity matrix [35] which has shown superiority to existing methods. Another one adaptively restrains covariance matrix tends to the identity matrix under the similar maximum likelihood criterion, which, to our best knowledge, has not appeared in previous literature.
It is well known that covariances are symmetric positive definite (SPD) matrices, whose space lies on a Riemannian manifold rather than a Euclidean space. Since traditional Euclidean operations can't be directly applied to covariance matrices, the Affine-Invariant Riemannian Metric (AIRM) [8] and the Log-Euclidean Riemannian Metric (LERM) [9] are the two most widely used frameworks to handle them. Based on above two frameworks, the discriminative dimensionality reduction on high dimensional SPD manifold has attracted increasing attention in recent years [2] , [6] , [10] , [23] , [24] , [34] . Wang et al. [2] first map SPD matrices into a reproducing kernel Hilbert space (RKHS) with a Log-Euclidean kernel, and then perform discriminative dimensionality reduction by using kernelized linear discriminant analysis (kLDA) and partial least square (kPLS). However, the kernel based methods are unscalable to largescale problems. Different from kernel function mapping used in [2] , the methods [6] , [24] , [34] aim at learning intrinsic dimension of SPD matrices characterized by W W T with a low-rank transformation matrix W for a SPD matrix . The methods in [34] and LEML [24] both learn the transformation under the LERM framework, where the graph embedding [36] and information-theoretic metric learning (ITML) [37] strategies are adopted, respectively. Going beyond above traditional learning methods, Huang et al. [10] stack multiple low-rank transformation layers under the LERM framework, and learn them with a softmax loss in an end-to-end manner. In contrary to the usage of LERM framework [24] , [34] , Harandi et al. [6] incorporate the transformation matrix learning into graph embedding strategy with the AIRM framework and the Stein divergence. These methods suffer from high computational cost and show inferiority in case of high dimensional SPD matrices.
Instead of learning intrinsic dimension of SPD matrices, the method in [23] maps SPD matrices into corresponding tangent space (a vector space) under the LERM framework, and performs a standard ITML algorithm [37] on this tangent space. Although this method is simple and efficient, neither it nor aforementioned methods consider large margin learning strategy. Inspired by promising discriminability and generalization ability of large margin learning strategy [15] , we present a large margin dimensionality reduction method on SPD manifold under the LERM framework. The overview of our classification paradigm is illustrated in FIGURE 1. We evaluate our method on three kinds of visual classification tasks, and experimental results show our method is efficient and significantly outperforms its counterparts.
II. OUR METHOD
In this section, we will describe our robust covariance representations with large margin dimensionality reduction method. Firstly, we introduce two regularized MLE for the robust estimation of covariance in case of high dimension and small sample size. Then, a large margin learning method is presented for discriminative dimensionality reduction on SPD manifold.
A. REGULARIZED MAXIMUM LIKELIHOOD ESTIMATORS
Motivated by the success of covariance representations in a variety of vision applications, we employ them to represent visual concepts in this paper. Given a set of N d-dimensional
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visual features X ∈ R N ×d , assuming that they are independent of each other and drawn from a Gaussian distribution, the covariance matrix of X can be obtained by a maximum likelihood estimator as
where
T is the sample covariance matrix, and tr(·) indicates the trace of matrix. The covariance matrix can be computed by minimizing the objective (1):
One can see that it is equal to the sample covariance matrix S. In our case, X is a set of activations of the last convolutional layer in deep CNNs, which has high dimension (d = 512) and a small number of samples (N ≈ 300 < d). As discussed above, the classical MLE can't work well in this case. In this paper, we employ the regularized MLE to handle this problem, i.e., min log | | + tr(
Here, we introduce two specific forms to regularizer R( ). The first one is the von Neumann divergence between the covariance matrix and the identity matrix [35] ,
where D vN (A, B) = tr(A(log(A)−log(B))−A+B). By optimizing the Equation (4), the covariance matrix can be computed by
where δ k and U indicate eigenvalues and eigenvectors of S, respectively. Furthermore, we introduce a novel regularizer to adaptively restrain covariance matrix tends to a reference matrix M under the similar maximum likelihood criterion, i.e., min log | | + tr(
The parameter β can adaptively control the regularizer by means of the similarly between the sample matrix S and the reference matrix M. As suggested in previous methods [12] , [13] , [35] , we set the reference matrix M as the identity matrix, and then covariance matrix can be estimated with
B. LARGE MARGIN DISCRIMINATIVE DIMENSIONALITY REDUCTION ON SPD MANIFOLD
Through computing Equation (5) or Equation (7), we can obtain robust covariance representations, which are of much high dimension (262,144 dimension in our case). To overcome high computing and storage costs caused by high dimensional covariance representations, we present a large margin discriminative dimensionality reduction method. Because LERM framework is much more efficient than AIRM, we employ it to take advantage of the Riemannian geometric structure of covariance representations. Given any covariance (SPD) representation , we perform matrix logarithm on to map it into a vector space following by a vectorization operation, i.e., vec( Log ).
After that, we can learn a low-rank transformation matrix W to reduce the dimension of vec( Log ) in large margin learning framework [15] as
Here,
The vec( Log ) j is the nearest (similarly labeled) neighbors of vec( Log ) i , and vec( Log ) k shares different labels with vec( Log ) i . The Equation (8) can be solved by many existing packages with projecting W T W into the positive semidefinite cone in each updating step. For reducing computational cost and parameters, we first perform principal component analysis (PCA) on vec( Log ), and learn W by using data with PCA. W is initialized by an identity matrix. Meanwhile, as suggested in [35] , we just perform vectorization operation on covariance representations estimated by Equation (5) without matrix logarithm.
III. EXPERIMENTS A. EXPERIMENTAL SETTINGS AND DATASETS
To compute covariance representations, we employ the outputs (512-dimension) of the last convolutional layer of deep CNNs as visual features. The MatConvNet toolbox [22] is exploited to extract CNN features. For classification, we use the simplest K nearest neighbors classifier. All programs are developed under MATLAB and run on a PC equipped with AMD FX-8320 8 Core CPU @3.40GHz, 32GB RAM and NVIDIA GTX 1080 GPU. Experiments are conducted on three datasets (i.e., UIUC material [16] , YouTube Celebrities [17] and Oxford Flowers 102 [18] ). Some example images from above three benchmarks are illustrated in FIGURE 2. The detailed experimental settings for each dataset are descried as follows.
The UIUC material (UIUC) [16] is a challenging benchmark for material classification. It contains 18 categories of materials, and each category has 12 images. We randomly choose half the number of images from each category as training data, and the rest are for testing. Here, the input images are resized to 384 × 384, and the VGG-VD16 model [21] without fine-tuning is adopted to extract features. In this dataset, we reduce the dimension of final image representations to 108, and report average accuracy of ten trials for comparison.
The YouTube Celebrities (YTC) dataset [17] is widely used for evaluating video-based face recognition, which includes 1910 video clips of 47 subjects collected from YouTube. The size of the original face image is 20 × 20, and we resize it to 140 × 140 for feature extraction by using the VGG-Face model [20] . The CNN features in each frame are aggregated by mean pooling, and covariance representation of an input video can be computed by the set of features from all frames. Following the standard practice [19] , 3 image sets from each person are randomly chosen as training/gallery data, while the probe set containes 6 randomly chosen image sets for each subject. The dimension of final image representations is reduced to 140, and average accuracy of ten rounds is reported.
The Oxford Flowers 102 (Flower-102) [18] is a finegrained image benchmark, which consists of 8189 images from 102 flower categories. Each category consists of a number of images ranging from 40 to 258. Following the settings of state-of-the-art method [32] in this dataset, we fine-tune the VGG-VD16 model [21] on it, and resize input images with the shortest side being 384 pixels to extract features. We reduce the dimension of final image representations to 1024, and report accuracy on the fixed train/test split without using segmentation. 
B. EXPERIMENTAL EVALUATION 1) EFFECT OF ROBUST COVARIANCE ESTIMATION
To verify the effectiveness of the robust covariance estimation, we compare three robust covariance estimators, i.e., LW method [12] , our MLE-Ada (Equation (7)) and MLE-Vn (Equation (5)). The results of above methods with our large margin discriminative dimensionality reduction (LMDDR) (Equation (8)) on three datasets are listed in TABLE 1.
We can see that our MLE-Ada and MLE-Vn methods significantly outperform the most widely used LW method on all the datasets. The MLE-Vn method achieves the best performance, which obtains 7.1%, 12.0% and 9.8% gains over LW method on UIUC, YTC and Flower-102 datasets, respectively. The significant improvements of MLE-Ada and MLE-Vn over LW method demonstrate the effectiveness of the proposed robust covariance estimators.
Our MLE-Ada has a balance parameter α, and the results of MLE-Ada with different α are illustrated in FIGURE 3. One can see that α has an effect on MLE-Ada, but MLE-Ada achieves the best performance with the same α (i.e., 1e − 4) on different datasets. Hence, we set α to 1e − 4 throughout all of the following experiments. 
2) COMPARISON OF DIFFERENT DIMENSIONALITY REDUCTION METHODS
In this subsection, we further evaluate our large margin discriminative dimensionality reduction (LMDDR) method based on MLE-Ada and MLE-Vn. To this end, we compare LMDDR, on UIUC dataset, with PCA (baseline) and four aforementioned state-of-the-art discriminative dimensionality reduction methods including kLDA [2] , ITML-COV [23] , NN-RIAM-ML [6] and LEML [24] . We implement the comparative methods by using source codes provided by authors, and try our best to optimize their parameters.
The comparative results are shown in TABLE 2, from where we can see that our LMDDR obtains the best performance by using both MLE-Ada and MLE-Vn methods. Our LMDDR achieves 14.1% and 8.9% gains over the baseline (PCA), and outperforms the second-best method, kLDA, by 5.8% and 2.3% with MLE-Ada and MLE-Vn, respectively. Although NN-RIAM-ML [6] and LEML [24] aim at learning intrinsic dimension of SPD matrices, they don't work well in case of very high dimensional SPD matrices. The above comparative results, especially for the significant improvements over counterpart ITML-COV, demonstrate excellent discrimination and generalization ability of our large margin learning method.
The number of neighbors k has an influence on our LMDDR method, so we also make an evaluation of parameter k on UIUC dataset. Due to that there are only six training images for each category, the maximal number of k is five. The results of using various k with MLE-Ada and MLE-Vn are illustrated in FIGURE 4. Although k has an influence on our LMDDR method, it shows consistent pattern for the different robust covariance estimators. We can see that the best result is obtained with k = 4 for both MLE-Ada and MLE-Vn methods. In this paper, the number of neighbors k is optimized by using cross validation, and k is set to 4, 1, 3 for UIUC, YTC and Flower-102 datasets, respectively.
3) COMPARISON WITH STATE-OF-THE-ARTS
Finally, we compare our MLE-Vn + LMDDR method with state-of-the-art methods on three datasets. Note that all of the comparative methods exploit the same CNN model for feature extraction. The difference only lies in usages of representations and classifiers. The comparative results are reported in TABLE 3.
As shown in full-connected (FC) features by a large margin. It is also superior to FV-CNN [25] and the fusion of FC with FV-CNN. For video-based face recognition task on YTC, our MLE-Vn+LMDDR method can obtain more than 5.1% gains over four state-of-the-art methods based on the same VGG-Face model, including Projection Metric Learning (PML) [26] , Set-to-Set Distance Metric Learning (SSDML) [27] , Localized Multi-Kernel Metric Learning (LMKML) [19] and Cross Euclidean-to-Riemannian Metric Learning (CERML) [28] . For fine-grained classification on Flower-102, compared with transferring CNN models to new tasks [29] , MLE-Vn+LMDDR achieves around 10% of improvement. Meanwhile, our method improves, by 1.4%, the second-best method (Constellations) [32] , where parts are used by learning and the dimension of the final image representations is 208,896, much higher than 1024 of our method. The promising performance in a variety of tasks and different datasets shows the effectiveness and excellent generalization ability of our methods.
IV. CONCLUSION
In this paper, we propose a novel method for visual classification, which is called robust covariance representations with large margin dimensionality reduction. Our method aims at overcoming the limitations of high dimensional covariance representations for effective visual classification. To this end, two robust covariance estimators and a large margin learning method on SPD manifold are presented to accurately compute high dimensional covariance representations and discriminative dimensionality reduction of high dimensional covariance representations, respectively. The proposed method is evaluated on various classification tasks, and comprehensive comparison with existing methods demonstrates the effectiveness VOLUME 6, 2018 of our proposed method for handling the problem of high dimension and small sample size. In future, we will apply the proposed method to more other vision tasks, and make an attempt to implement it in an end-to-end learning manner. 
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