Abstract A cohesive zone model implemented in an augmented Lagrangian functional is used for the simulation of meso-scale fracture problems in this paper. The method originally developed by Lorentz is first presented in a rigorous variational framework. The equivalence between the stationary point of the one-field problem and the saddle point of the mixed formulation is proved by solving the double inequality of the mixed functional. An adaptation to simulate fracture phenomena in the meso-scale via mesh modification is also presented as an algorithm to insert zero-thickness interface elements based on Lagrange multipliers, boarding the non-trivial task of the field interpolation for different crack paths (plain and tortuous). A suitable tool to study the matrix fracture and debonding phenomena in composites with strongly different component stiffnesses that avoids ill-conditioning matrices associated with intrinsic cohesive zone models is obtained. The method stability is discussed using a simple patch test. Some numerical applications to fracture problems taking into account the mesostructure and, particularly, the study of transverse failure of longitudinal fiber reinforced epoxy and the fracture in concrete specimens are included in the paper. Comparing the numerical results with the experimental results obtained by other researchers, the paper introduces a discussion about the influence of coarse aggregate volume in meso-scale fracture mechanisms in concrete L-shaped specimens.
Introduction the most popular is the concept of the cohesive zone model (CZM) proposed by Dugdale (1960) and later by Barenblatt (1963) . It was born as a generalization of the linear fracture mechanics theory, replacing the interlocking and micro-cracking zone with a transition stage called the cohesive zone as shown in Figure 1 . In this way, the singularity of the stress field on the crack tip is avoided. In the last two decades it has been increasingly studied in the computational mechanics community and it has been used to simulate a large number of static and dynamic problems.
In this context, the definition of a cohesive constitutive relationship, namely the tractionseparation law (TSL) along the discontinuity surface, is a crucial requirement for the simulation of fracture behavior. Several models have been proposed in the literature for this purpose and a recent review can be found in Park and Paulino (2011) . The proposed models were used to analyze damage in different kinds of physical phenomena, for example interface decohesion (Tvergaard and Hutchinson, 1993) , delamination (Geubelle and Baylor, 1998; Pantano and Averill, 2004; Turon et al., 2007) , debonding (Inglis et al., 2007; Needleman, 1987; Tvergaard, 1990) , crack path in composites (Cid Alfaro et al., 2010; Nguyen, 2014b; Wu et al., 2013) , and so on, and have been implemented in different mathematical approaches like interface elements (Caggiano and Etse, 2015; Cerrone et al., 2014) , embedded -extended discontinuities (Linder et al., 2011; Unger et al., 2007) , phase-field approaches (Verhoosel and de Borst, 2013) , mesh-free methods (Rabczuk and Samaniego, 2008) and isogeometric analysis (Corbett and Sauer, 2015) , among others. The use of interface elements has been widely extended due to its versatility in reproducing complex crack paths, crack nucleation, crack branching and fragmentation, either in homogeneous or composite materials.
Interface elements can be categorized as one of two kinds: intrinsic interface elements and extrinsic interface elements. The former was introduced for practical purposes in concrete fracture studies (Hillerborg et al., 1976) , and it has the advantage of an easy mathematical and computational formulation with a straightforward parallelization and a low intrusive modification in classical finite element codes. As a counterpart, it leads to a spurious elastic regime in a 'pseudo un-cracked' solid and the risk of ill-conditioning of the tangent matrix due to the increase of the artificial compliance. The latter avoids numerical instabilities in the stiffness matrix in pre-failure regime but entails more convoluted formulations. Xu and Needleman (1993) proved that intrinsic TSL not only exhibits a non-consistency due to the initial slope but also has a strong mesh dependency.
In order to avoid spurious load stages, several attempts to implement extrinsic TSL in different formulations have been carried out. Mergheim et al. (2004) presented a formulation based on a hybrid philosophy in which the equilibrium equation is split into two parts and they proposed a Labanda et al.
combination of the discontinuous Galerkin method to enforce the continuity of the continuum in the pre-failure behavior and a finite interface approach to control the post-failure regime, using a switch parameter to jump from one to the other. In a similar context, other researchers (Nguyen, 2014b; Prechtel et al., 2011; Radovitzky et al., 2011) used these kinds of formulations to analyze more complex three-dimensional fracture problems, crack propagation in fiber-reinforced composites and dynamic problems. The discontinuous Galerkin method was also used to study the interface damage in fiber-reinforced composites, for example the compact formulation developed by Truster and Masud (2013) . The methodology presented there was inspired by an augmented Lagrangian formulation of Lorentz (2008) and the coordination decomposition method presented in Fortin and Glowinski (1983) , but with an enforcement of the TSL in collocation points driven by edge-projected stresses. Extrinsic TSL implemented using Lagrange multipliers have been less used for computational fracture mechanics. One of the first attempts can be traced back to Liu (1993) for the study of delamination and matrix cracking in cross-ply laminates. A decade later, other researchers like Elguedj et al. (2007) proposed an augmented Lagrangian formulation to model the fatigue phenomenon. It was developed in the context of the extended finite element method and deals with unilateral contact in crack closure. Within the same finite element technology, Sadaba et al. (2015) developed a method for general cohesive interactions between crack faces, using a three-field formulation (displacement, stresses and openings). Areias et al. (2004) proposed a formulation for finite displacement with embedded discontinuities, where a crack state parameter is fixed using a constraint term in the equilibrium equation. Lorentz (2008) presented the theoretical base of a unified augmented Lagrangian formulation for fracture mechanics, resulting in a method which is able to deal with unilateral contact and cohesive forces via a supplementary variable that enforces the jump displacement in so-called collocation points (Fortin and Glowinski, 1983 ). An alternative approach has been published by Baiges et al. (2012) , who proposed a method in the context of embedded discontinuities capable of weakly imposing Dirichlet boundary conditions using an a priori known parameter independent of the mesh and without adding extra degrees of freedom. Recently, Wheeler et al. (2014) developed a formulation based on phase field discontinuities, where an irreversibility constraint is fixed using an augmented Lagrangian penalization and an indicator function in the energy functional. They obtained a computational fracture model based on a functional minimization. The combination of the concept of CZM and meso-mechanical simulations is promising to evaluate macroscopic responses of composites that are assumed to have three phases at the mesoscale: matrix, particles (or aggregates) and the interphase or transition zone. Roelfstra et al. (1985) were the first to use this approach for concrete, and later Bazant et al. (1990) proposed the random particle model. More recently, interface elements were introduced in meso-scale concrete models by Carol et al. (2001) , Lo´pez et al. (2008) and Du et al. (2013) , among others. Cid Alfaro et al. (2010) used a classical interface technology and Nguyen (2014b) presented a discontinuous Galerkin approach for transverse failure analysis of unidirectional fiber-reinforced epoxy.
Although significant progress had been made in this field, there is still a need for a mathematically well-defined mixed variational formulation and also there is still a lack of rigorous and wellestablished numerical approaches which so far have avoided extensive use of the mixed interface element in computational fracture mechanics, especially for meso-scale applications.
An approach based on the mixed formulation originally developed by Lorentz (2008) is applied to the meso-scale simulation of fracture problems in this paper. The mixed formulation is first written in a rigorous variational framework. The equivalence between the stationary point of the one-field classic approach and the saddle point of the mixed formulation is shown by solving the double inequality in the continuum space. The traction separation law with linear unloading and all the details for its numerical implementation are presented. The finite element implementation in a Newton-Raphson scheme is derived by solving a Taylor expansion of the discrete weak equilibrium problem. Additionally, a pre-process technique used to insert Lagrangian interface elements in a classical mesh is proposed and the detailed algorithm is presented. Finally some numerical examples, including debonding and matrix fracture, are presented and compared with the results obtained by other researchers showing the capability of the method to obtain similar results with coarser meshes.
Variational formulation
The augmented Lagrangian method presented by Lorentz (2008) is described in this section in a rigorous variational framework and the saddle point problem is formally written starting from the direct formulation expressed as the summation of the body potential and a fracture potential. Then, the fracture potential is expressed via a supplementary variable subjected to a restriction using an augmented Lagrangian potential (Fortin and Glowinski, 1983) . Additionally, it is shown that the solution of the resulting saddle point problem corresponds to the solution of the stationary point of the direct formulation.
This mathematically rigorous proof represents a contribution of this paper that adds robustness to the method originally developed by Lorentz (2008) .
One-field variational statement
Let L u : U ! R be a system potential dependent on the body displacements u:
with L B the potential of an infinitesimally deformable volume ¼ À [ þ and L F a fracture potential in À defined as follows:
where @ t is the Neumann boundary, " p is prescribed as a unitary load controlled by the parameter and @ u the Dirichlet boundary presented in Figure 2 , and U nÀ ð Þ is the set of kinematically admissible displacement given by
represents the jump of the field ð Þ over the domain À, È is the elastic part of the Helmholtz free energy density, É is the energy density on the fracture À, and 2 R is a load parameter defining the magnitude of the load that acts proportionally to a unit load p 2 L 2 @ t ð Þ. The internal variable on the interface À is denoted as and b 2 L 2 nÀ ð Þ is the volumetric force.
The elastic part of the Helmholtz free energy density is
where r is the Cauchy tensor and r s u denotes the symmetric part of the displacement field gradient. Following Lorentz (2008) the cohesive energ y É is defined including an indicator function I R þ to avoid penetration between crack lips:
with n being the crack normal vector. The pseudo-potential over the crack À is
with : R þ ! R representing the cohesive potential function. The equilibrium problem can be stated as follows:
Mixed variational statement
The functional L u is reformulated using an augmented Lagrangian method (Lorentz, 2008) and, later, the decomposition coordination method (or collocation points method) proposed by Fortin and Glowinski (1983) . In this way, a decoupling of the formulation into a global linear problem and a family of local problems solved in the collocation points is carried out, where these two sets of problems are coordinated by Lagrange multipliers. Then, the direct solution of problem (7) is replaced by a classical saddle point problem.
A supplementary variable d subjected to the restriction u ½ ½ À d ¼ 0 is introduced, and the equilibrium problem stated in equation (7) can be rewritten as Associated with problem (8) an augmented Lagrangian functional L : V Â W Â X ! R can be defined as follows:
where
where k is the Lagrange multipliers field and is the penalty parameter. Note that the second term in equation (9), corresponding to the cohesive energy density É, becomes a function of the supplementary variable. This variable is controlled in the third term by the Lagrange multipliers k fixing in a weak sense the restriction u ½ ½ À d ¼ 0. The mechanical equilibrium problem leads to a saddle point problem and, in contrast with the original approach (Lorentz, 2008) , it is rewritten as the following double inequality problem:
It will be shown that the solution to the double inequality (11) presented above is equivalent to the solution of the following stationary point problem:
where V is the space of kinematically admissible displacement variations u, X is the space of kinematically admissible Lagrange multiplier variations k and in the same way, W is the space of kinematically admissible supplementary variable variations d, given by
where the space H 1 2 00 is a subspace of H 1 2 introduced by Lions and Magenes (1972) . The operator @ Á ð Þ represents the sub-gradient or generalized derivative of the functional Á ð Þ with respect to o. The subgradient is equal to the partial derivative @ Á ð Þ @ only when Á ð Þ is differentiable; see Clarke (1978) . The equilibrium equations of the fracture problem can be obtained from each term of equation (12) as
The operator G 0 represents a non-differentiable equation which relates the constitutive behavior of the variable t 2 @ d É to the Lagrange multipliers, from which a generalization of the HertzSignorini-Moreau condition for contact problems is obtained (Yastrebov, 2013) . The discretized supplementary variable can be obtained from this functional as a function of the displacements and Lagrange multipliers d h ¼ d u; k ð Þ, using the coordination decomposition method. Then, the problem is reduced to the following: for some 2 R þ and 2 R, find u; k ð Þ 2 V ÂX such that
where the operators G 1 and G 2 were properly introduced in (14), and with Equivalence between one-field problem solution and the mixed-formulation problem solution
The equivalence between the solution of the direct minimization problem (7) and the saddle point problem (11) is analyzed in this section, also showing the equivalence of the saddle point (equation (11)) to the stationary point of the augmented Lagrangian functional (equation (12)). Let us define the space of kinematically admissible displacements K:
The operator J 2 L V, W ð Þdefined by J : v 2 V°v ½ ½ ¼ Jv 2 W maps bulk displacements in gaps onto the fracture. In the following, the apostrophe is used to indicate the dual space.
Furthermore, if L B is V-elliptic with constant B and considering a continuity constant c J for the J operator, it can be shown that 9 > 0 2 R such that L u becomes strongly monotone, so the problem (7) has a unique solution.
Remark 1. Doyen et al. (2010) proved that the constant is ¼ B À kc J c X , and it can be related to physical properties of the numerical model, with B being proportional to the norm of the constitutive tensor in the bulk phase . The Lipschitz continuity constant k grows with the decrease of cohesive forces. The continuity constant c J c X tends to zero when the dimensional measure jÀj tends to zero.
In the following proposition, the result reported by Chen (2001) is extended and adapted to cohesive problems relating the Lagrange multipliers to the fracture potential. In this way, this paper contributes to endowing the Lagrange multipliers with a physical meaning.
Proposition 2. Let u 2 K be the unique solution of problem (7) (Proposition 1), then the augmented Lagrangian defined in equation (9) has a unique saddle point u,
Moreover, the following relations can be proved:
when the derivative is defined (active cohesion).
is a saddle point of L. Then u 2 K V is a minimum of the functional defined in equation (1) and consequently equation (19) holds.)
Taking the left inequality of (18),
As X is a linear space it follows that, by taking l ¼ k þ p 2 X, 8p 2 X, the last equation leads to
but if p 2 X, by linearity Àp 2 X, resulting in
The only way to vanish the integral is fulfilling Ju ¼ d over the fracture domain À. By taking the right inequality,
Due to the indicator function in L F d ð Þ, the restriction d Á n ! 0 should be added, otherwise the inequality does not hold. If v 2 K, and taking p ¼ Jv over À,
with u 2 K the minimum of L u and the solution of problem (7). Let us prove the first postulate in equation (19) by starting with equation (21). Now, taking p ¼ d and a vector v ¼ u þ t(w À u) 2 V with t 2 0, 1 ½ , the following relations have been obtained:
Taking the limit with t ! 0 þ on both sides
By making v ¼ ðw À uÞ 2 V, it can be proved that
Applying Green's theorem, the first term of the first member can be written as
Substituting equation (23) in equation (22), the relation k ¼ Àr Á n is obtained.
To prove the last relation in (19), let us take a vector (19) holds (if the derivative is defined).
) ð Þ
Let us prove the uniqueness of the minimum of the augmented Lagrangian L, in other words, 9! u, d, k ð Þ2VÂWÂX that verifies relation (18), with u the unique solution of the direct problem (7).
Take an element u, 
So the right inequality expressed like (21) also holds.
Observe that the equations (20), (22) and (24) are equivalent to the stationary point stated in (14) when the solution is reached. Relations (19) assign a physical meaning to the mathematical entity represented by the Lagrange multipliers both for contact and cohesive regimes. The performance of discrete spaces is checked by numerical experiments for particular discretizations considering the inf-sup condition (Brezzi, 1974) . A rigorous proof of this aspect is beyond the scope of the present paper. A discussion about the properties of discrete spaces in fulfilling stability conditions can be found in Baiges et al. (2012) .
Finite element discretization and Taylor expansion
The numerical implementation of the formulation previously developed is presented in this section.
Spatial discretization
Let h f g h40 be a mesh family that converges exactly to , where h > 0 is the characteristic element size, and À h f g h40 be the set of the mesh boundary that converges exactly to À. The spaces V h , W h and X h are the approximations of the continuous spaces.
Motivated by the decomposition coordination method, the approximation of the jump is nonconforming, so W h 6 W in general does not hold due to the use of a discontinuous finite element discretization. The functional G 0 in equation (14) is solved with fixed values of k and u, resulting in n À Â n c independent equations, where n À is the number of interface elements and n c is the number of collocation points or quadrature points such that d h 2 ker G 0 u h ; k h ð Þ&W h . Then, the space W h can be defined as
where P k is the polynomial space of order less than or equal to k, I is a discrete element in À h and the sub-index d represents a discontinuous interpolation. The discrete conforming spaces for displacements and Lagrange multipliers are stated as follows:
The discrete sets (26) and (27) are assumed to be
respectively, to fulfill the inf-sup condition (Brezzi, 1974) . The resulting discretization is represented schematically in Figure 3 for the two-dimensional case. The continuous fields can be expressed in a discrete way:
where N x, t ð Þ and L s, t ð Þ are the interpolation matrices for displacements and Lagrange multipliers respectively. The displacement jump is approximated with the matrix J s, 
where ! N þ and ! N À are computed as the bulk shape functions particularized on both sides of the crack lips.
Pseudo-temporal discretization
A Taylor expansion of the functionals G 1 and G 2 is developed for the implementation in a classical Newton-Raphson solver:
with 1 i 2. The higher-order terms H in equation (32) are neglected, and the directional derivatives @ u G i ! and @ k G i ! are computed as follows: Replacing G 1 and G 2 in equation (33), the following directional derivatives are obtained:
Substituting equations (34) to (37) in equation (32), a residual R can be defined as
By substituting equations (28) to (31) into equation (38), the following relation is obtained:
The stiffness matrix is K split into an initial matrix K 0 (computed during the pre-process of the FEM solver) and K T (updated in each iteration) as follows:
Using the notation defined in Figure 4 , the sub-matrices of the initialization matrix K 0 are explicitly expressed as follows:
Observe that the above components of the stiffness matrix are fixed in the overall simulation and the sub-matrices of K T depending on @d @t must be updated in each iteration as follows:
Traction separation law
An exponential Traction-Separation Law with a linear unloading based on the simplification of the potential proposed by Park et al. (2009) is implemented in this paper. The potential is defined as follows:
The parameter defines the traction-separation function shape in the normal and tangential directions as shown in Figure 5 . The parameter G c ¼ 1 c c is used to denote the fracture energy, c is the critical tension and c is the critical displacement. The potential is totally defined when three of the four parameters G c , c , c and are fixed. The cohesive forces in the crack are driven by an equivalent displacement: The sub-gradient of É should be defined to fix the constitutive behavior in each collocation point. The procedure proposed by Clarke (1978 Clarke ( , 1987 ) is used for this purpose, where @ d É is given by
Given a direction v 2 H 1 2 , the generalized directional derivative É 0 can be defined by equation (52). It is clear that these concepts are applicable to the constitutive modes where É is not differentiable, corresponding to adhesion, unloading and damage. In other cases, the sub-gradient contains just one element t ¼ @É @d . An irreversible variable is introduced to control the crack opening/closure:
where t* is the actual time. Due to the definition of the pseudo potential É (Lorentz, 2008) , the following restriction must be included to fulfill the double inequality (11):
where t n À ¼ ht Á ni À is the negative part (inverse Macaulay brackets) of the projection of t over the normal vector n measured in the interface local coordinates. The present theoretical framework can be interpreted in terms of classical contact formulations. If equation (12) is solved as a coupled problem, the supplementary variable should be considered as an additional variable. When the coordination-decomposition method is used to transform a global non-differential problem into a set of local algebraic problems, an uncoupled explicit-time integration in collocation points to calculate supplementary variable is carried out. A staggered solution is obtained and the desired function d h can be updated as
with ð Þ nþ1 representing the actual variable. Performing the directional derivative that makes stationary the functional L in the direction of d in each collocation point, the discrete set of kinematically admissible supplementary variables is given:
The notation and the details about the sub-gradient computation are given in the following section.
Computation of the explicit sub-gradient
The sub gradients for each load stage of the constitutive model is computed in this section:
Notation
The unit normal vector is denoted as n and m is the unit tangent vector, both defined in the interface local reference system:
The projection of v onto the vector n, denoted v n 2 R, is computed as
and the component of a vector v onto the vector m, denoted v k , is
Vector v with the positive part of the normal component, denoted hvi þ , is
where hi are the Macaulay brackets and equipped with the norm
Sub-gradient computation
Depending on the loading zone the sub-gradient can be defined as follows.
.
Adhesion
The discontinuity is under perfect adhesion (the initiation criterion is non-activated). When d ¼ 0 and ¼ 0, the directional derivative in the direction of vector t becomes Figure 6 shows a graphical interpretation of the set exposed in equation (63) plotted in the normal and tangential projections of t.
Unloading
The unloading is activated when eq with > 0. The sub-gradient of É is defined as follows:
where ¼ 0 ð Þ . Considering t n 0 and n ! 0 with equation (57) and
Combining (64) and (65), the following expression is obtained for d:
Considering t n ¼ 0 and n > 0,
Figure 6. Initiation criterion implemented in the formulation (Lorentz, 2008) .
If t n < 0 and n ¼ 0,
The activation criterion for the unloading stage can be expressed in a more convenient way:
Damage
If eq > , the crack is propagating. The sub-gradient is defined as
In order to explicitly obtain d, let us consider ¼ 0 eq ð Þ eq together with the equation (65):
From equation (65), and considering the last constraints,
where eq is obtained from equation (71). To get the derivatives of d, let us first consider t n ¼ 0, n > 0 and eq c :
When eq > c ,
Now, considering t n < 0, n ¼ 0 and eq c , 
The damage branch is activated when e t 
if eq c then 16: if eq c then 28:
end if 32: end if 33: end if
An algorithm to insert Lagrangian zero-thickness interface elements
A new algorithm to insert Lagrange-multipliers-based zero-thickness interface elements is presented in this section. This technique is based on an extension of the method presented in Nguyen (2014a) and represents an original contribution of this paper. For this case, additional nodes are generated to consider the numerical calculation of Lagrange multipliers in meso-mechanical problems. Figure 7 shows the proposed approach to transform an original mesh without interface elements to another with interfaces in the selected places. Nodes named with sub-index L represent the nodes to interpolate the Lagrange multipliers field. Nodes with sub-index 0 are nodes corresponding to the original mesh, while the rest are duplicated nodes to interpolate the displacement field.
Algorithm 2 shows the general structure of the method. The input data are the node coordinates of a standard mesh, a connectivity table (the last column corresponds to the material number) and the places where the interfaces are needed (see Figure 7 (a) for an exploded mesh in a certain material and (b) for the interface between two different materials). The output data are the coordinates of the nodes used to interpolate the displacements, the coordinates of the nodes used for Lagrange multipliers (not needed, just for control), the table of connectivities for bulk elements and the table of connectivities for interface elements.
The general algorithm is split into three stages: the first stage, detailed in Algorithm 3, looks for the nodes in the original mesh which need to be duplicated. In this algorithm, the concept of support is used. The support of a node I represents all the elements that share the node I. For example in Figure 7 (a), the support of node Q is 4 5 12 13 ½ . This matrix is crucial for the definition of the interfaces. The criterion used to decide whether a node needs to be duplicated or not depends on the place where the interface is required. When the interface is required between bulk elements of the same material number n, the node I to be duplicated is the one that has at least one element with material n in its support. When the interfaces are required between different materials, the number of different materials in the support must be bigger than one. This stage finishes with all node numbers to be duplicated and with the respective support. The second stage is summarized in Algorithm 4 and consists of a strategy to duplicate the corresponding nodes and modify the original connectivity table (tearing nodes). The third stage is detailed in Algorithm 5. The interface elements are defined in this algorithm following the numeration shown in Figure 7 for both cases: (a) interfaces belonging to sides of the same material (interface number 1) and (b) interfaces between different materials (interface number 2).
Remark 2. Two different approaches to locate the Lagrange multiplier nodes are showed in Figure 8 . As an example, a simple mesh to be exploded is shown in Figure 8(a) . In the first approach, a node is assigned to each concurrent interface element to solve the Lagrange multipliers (independent Lagrangian nodes, Figure 8(b) ), while the second approach uses a single node for the overall concurrent fracture domain (dependent Lagrangian nodes, Figure 8(c) ). Dependent Lagrangian nodes are used for plane fractures (delamination, contact), but they become numerically unstable during the softening regime in the case of complex fracture paths (fiber debonding, matrix cracking), so the use of the independent Lagrangian nodes is more appropriate.
Remark 3. Dependent Lagrangian nodes correspond to the discrete space presented in equation (27) . Independent Lagrangian nodes do not ensure continuity in the field, so the discrete space for this case is
Numerical examples Analysis of the effect of the penalty parameter on the solution
An analysis is carried out to check the well-posedness of the numerical method in dealing with a decoupling of the penalty term presented in equation (78). As was discussed in Taylor et al. (1986) , Algorithm 3: Look for displacement nodes to duplicate and detect position of Lagrange multipliers (P2/ P1 interpolation) 1: for each node I of the original mesh do 2: Build the support of the node I 3: if the interfaces are between bulk elements of material number n then 4: if the node I shares at least one element with material number n then 5:
if the length of the node I support is bigger than 1 then 6:
Save the node I to duplicate 7:
Save the support of node I 8:
if the node I belongs to a corner then 9:
An extra node I is needed for Lagrange multipliers 10:
end Clone the node I 0 so many times as n material elements get its own support 4:
Modify the connectivity table of the elements in the support of node I 0 5: else 6:
Clone node I 0 so many times as different material elements get its own support 7:
Modify the connectivity table of the elements with different materials in the support of node I 0 8: end if 9: end for 10: Clone the nodes I L corresponding to the Lagrange multipliers Algorithm 5: Interface elements definition 1: for each element e j (using the original connectivity) do 2: for each side s j of the element e j (defined with corner nodes) do 3: Look for shared elements in the support of nodes in s j (intersection) 4:
Find an element e k with k > j in the intersection 5:
if s j has an interface element then 6:
if the interfaces are between bulk elements of material number n then 7:
if both elements have the same material then 8:
Build an interface number one 9:
else both elements have different materials 10:
Build an interface number two 11:
end 
The released energy is a scalar that summarizes all variables interacting in the fracture, and the vector fG 3 g used in equations (77) contains this quantity computed per load step. The error e h measures the evolution of G 3 using a mesh h þ 1 with respect to the previous coarser mesh h, and e is the evolution with a penalty increment from to þ 1. The following definition for is adopted for the case ¼ 2 in equation (49):
where the superscript j represents the material number (j ¼ 1, 2), and the parameter is the same for different penalties and belongs to the arbitrary set ¼ {5, 10, 50, 100, 500, 1000, 5000, 10,000}. The discussion about the penalty parameter for the case of different values of is beyond the scope of this paper and will be addressed in future work. Figure 9 shows the structure proposed for the patch test. The elements shown in Figure 3 are used for the different discretizations that are detailed in Table 1 , where dependent Lagrangian nodes are used. Different values for the fracture parameters presented in Table 2 are assumed for the interfaces between the bodies to study the evolution of the numerical solution.
The force at the top of the cell versus the imposed displacement corresponding to ¼ 100 for the cases of normal and tangential displacement are plotted in Figure 10 measure e h as a function of mesh refinement is plotted in Figure 11(a) , showing that the proposed decoupling of the penalty parameter maintains consistency of the results. Figure 11(b) shows that if the parameter increases the relative error e is reduced but not monotonically. See for example the results corresponding to meshes 1, 3 and 5 for the case ¼ 500. For values of higher than those shown in Figure 11(b) , the model does not always converge, so from now on 2 5, 10, 000 ½ is used. Previous results suggest that the use of selective penalty parameters in terms of the material properties is an accurate approach for the following examples when the interpolation exposed in sets (26) and (27) is used.
Matrix fiber debonding and matrix cracking
This example represents the fracture crack path of a square cell fiber-reinforced matrix subjected to a uni-axial displacement. The geometry of the problem is shown in Figure 12 (a), material properties for the fibers, matrix and interface are given in Table 3 , the used meshes are presented in Table 4 , and a mesh detail is presented in Figure 12 (b). Six-node triangles and independent Lagrangian nodes are implemented in both examples presented in this section. Figure 12 (c) shows the total reaction force in the top of the cell versus the imposed displacement. These results show good agreement with the results presented by Nguyen (2014b) despite the use of T6 α = 5 Q8 α = 5 T6 α = 10 Q8 α = 10 T6 α = 50 Q8 α = 50 T6 α = 100 Q8 α = 100 T6 α = 500 Q8 α = 500 T6 α = 1000 Q8 α = 1000 T6 α = 5000 Q8 α = 5000 T6 α = 10000 Q8 α = 10000 totally different meshes (Table 4 ). The post-peak stage has a better concordance for mesh 1 because the mesh size used in Nguyen (2014b) is similar to mesh 1 near the edge of the cell. All the material degradation stages presented in experimental results in Parı´s et al. (2007) can be identified in the results plotted in Figure 13(a) . Snapshot A shows the debonding phenomenon prior to the matrix cracking. Snapshot B shows, with circles, the kinking of the crack. The arrested fracture in the superior part and the unstable propagation in the downward part of the cell are presented in snapshot C. The final rupture stage is presented in snapshot D. Figure 13(b) shows the experimental results for transverse cracking in a fibrous composite material (Parı´s et al., 2007) .
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Following the concept of the last example, an extended example using a bigger cell of a composite material is proposed for transverse cracking analysis. A deeper analysis of the mesh sensitivity of the method is carried out and the results are compared with those obtained by Cid Alfaro et al. (2010) . Figure 14 shows the simulated square cell with 125 mm sides and 30% volumetric fiber content. Table 5 shows the mechanical properties used for the matrix and the fibers, and Table 6 presents the meshes used by Cid Alfaro et al. (2010) and those used in this paper. The crack pattern obtained with the proposed model is presented in Figure 15 . The results show a low dependence on the mesh density, and the failure mechanism obtained is conceptually similar to that of the single-fiber example. Failure starts with debonding followed by crack propagation within the matrix, first in a diffuse sense and finally with crack nucleation. The obtained numerical results are consistent with the experimental results observed in Figure 13 (b) (Parı´s et al., 2007) and Figure 14 (b) and (c) (Hobbiebrunken et al., 2006; Parı´s et al., 2007) . The crack is first propagated within the matrix, then follows an arc-length of each fiber interface corresponding to a central angle of approximately 60 o (Figure 13(b) ). Figure 16 shows the load-displacement curves obtained and the comparison with the solution in Cid Alfaro et al. (2010) . The dimensionless displacement is calculated as the imposed displacement divided by the ultimate displacement of the matrix u p = m c , while the dimensionless traction is computed as the traction reaction in the cell edge divided by the critical stress of the matrix m c . Despite the differences in the geometrical position of the fibers, and the difference between the meshes used in this paper and those used by Cid Alfaro et al. (2010) , the load-displacement curves are similar even for the case of the coarsest mesh (mesh 1).
Meso-mechanical simulation of an L-shaped concrete specimen
The proposed formulation is used to model an L-shaped concrete specimen tested by Winkler et al. (2001) . The mesostructure is taken into account with a representative cell embedded in the zone of interest of the macrostructure. Three phases are considered in these cells: a cementitious matrix, aggregate particles and matrix/aggregate interfaces. The material properties correspond to a lowmoderate strength concrete, giving a crack mechanism analogous to that presented in the last example, starting with matrix/particle debonding followed by fracture propagation within the cementitious matrix. The following assumptions are made for the proposed model: plane stress state, elastic behavior of the aggregate, matrix-interface critical tension weaker than the critical tension of the cementitious matrix and finally, a matrix susceptible to cracking. Figure 17 (a) presents the geometry of the concrete specimen that is 100 mm thick. F is the applied force and is the displacement measured in the experiment. Figure 17(b) shows the fracture pattern obtained in the tests (Winkler et al., 2001 ). The criterion used by Du et al. (2013) is adopted in this paper for the generation of the mesostructure. The aggregate is placed over the striped zone in Figure 17 (a) using the Monte Carlo method.
The three realizations presented in Figure 18 were performed for the mesostructure, using sixnode triangles and independent Lagrangian nodes for discretization. An aggregate volumetric ratio of 50% was considered. The material parameters used for each phase are presented in Table 7 , and they are in agreement with those adopted by other researchers to model the same problem (Carol et al., 2001; Toro et al., 2016; Unger and Eckardt, 2011) . For all the examples shown in this section, the penalty parameter is fixed in ¼ 10. Figure 19 shows the final crack pattern obtained for each meso-scale configuration. The fracture process starts at the corner of the L-shaped specimen, growing through the weaker region of the aggregate-mortar interface, linked by the crack within the matrix. The numerical results obtained with the proposed model are compared with experimental results (Winkler et al., 2001) in Figure 20 . The numerical force-displacement curves corresponding to the three proposed realizations are included in Figure 20 (a). Curves are separated into three stages: the elastic regime until about 50% of the peak load where no damage is reached; a hardening stage where a crack, normal to the load direction, starts to propagate; and a post-peak or softening regime where the structural member loses its resistance. Unlike the fracture mechanism of samples under uni-axial loads where the material undergoes micro-cracks before the final localization (Rodrigues et al., 2016) , in this case, the localization is explicitly observed from the beginning of the dissipation process. The model presents a good agreement with experimental results, with the numerical curve being among the experimental curves. Figure 20 (b) overlays the fracture pattern obtained in each realization with the one obtained experimentally (Winkler et al., 2001) . Although, in contrast with other approaches (Du et al., 2013) , a non-dissipative nature was assumed for the aggregates, the numerical crack path approximates the experimental one in all cases. The assumption of elastic aggregates is proper of a low-strength concrete, for which the interface is much weaker than the aggregates. Realization 3, plotted in blue, has better agreement with the experimental results. Realizations 1 and 2, plotted in red and black respectively, move away from the experimental pattern showing that the fracture phenomenon has a random nature with a strong dependence on the microstructural configuration. However, the tendency of the path is clear and the numerical results are reasonably well-posed.
Because of the lack of data about the concrete dosage in the original experimental contribution, an analysis of the influence of the coarse aggregate volume ratio in the model is proposed. Using the same approach to generate the mesostructure, a coarse aggregate volume of 20%, shown in Figure 21 , is considered. Force-displacement curves and the obtained crack patterns are plotted in Figure 22 .
It is observed in Figure 22 (a) that the maximum force obtained in the simulation for this set of realizations is 8 kN approximately, which represents an improvement of 6% compared with the experimental maximum force. It is clear that, despite the 30% decrease in the coarse aggregate volume, the variation in the results is relatively low. Due to the lowest resistance of the mortaraggregate interface, the strength increase is related to the decrease of the interface total surface. Two extra examples shown in Figure 23 are considered corresponding to a coarse aggregate volume of 60%. The crack patterns numerically obtained in each case are plotted in Figure 24 while the comparison of the load displacement curve and crack patterns numerically obtained with experimental results are presented in Figure 25 . A good agreement between the numerical and experimental results is reached for both peak load value and post-peak behavior. It can be observed that the numerical crack pattern presents good agreement with the crack pattern obtained in the tests in the case of realization 2 but not in the case of realization 1.
The proposed examples suggest that the force-displacement curve has low sensitivity to the coarse aggregate volume content. The peak value is more affected by the coarse aggregate content than the post-peak behavior due to the percolation of interfaces (Landis and Bolander, 2009 ). An improvement in the peak load value for the lowest aggregate content, and no great change between 50% and 60%, is observed, while the post-peak behavior is similar for all cases. Similar effects were observed for concrete by other researchers (Lo´pez et al., 2008; Rodrigues et al., 2016) . In contrast, the crack pattern depends on the aggregate content and its distribution in the meso-scale. The effect of particle distribution on crack pattern increases with its content in the mesostructure.
Conclusions
A computational fracture method based on an augmented Lagrangian functional to analyze mesomechanical problems has been presented and discussed. The mathematical equivalence between the solution of the one-field problem and the saddle point of the augmented Lagrangian functional via the solution of the double inequality was studied in continuum space. The rigorous description of the model in a variational framework represents an important contribution of the paper. The relation between the Lagrange multipliers, the bulk stress and the cohesive potential was also presented, endowing the mathematical entity with a physical meaning. All the details about the numerical aspects were given for a straightforward computational implementation. The calculation of the supplementary variable d and its relation to the TSL with a linear unloading to be implemented in a Newton-Raphson scheme was deeply analyzed. An algorithm to adapt classical meshes to the proposed method is also a contribution of the present paper.
A discussion on the selection of the penalty parameter with different interface properties has been presented. It was concluded that a selective parameter in terms of the material properties is accurate enough, taking care because for > 10,000 the convergence of the constitutive model for the interface could be not achieved.
Examples involving crack propagation in the meso-scale have been presented, showing the ability of the numerical method to reproduce the results obtained with other methodologies and in experimental tests. Experimental results presented in Parı´s et al. (2007) were numerically reproduced and the mechanical response was compared with that obtained using a model based on a discontinuous Galerkin formulation (Nguyen, 2014b) . Good results were obtained, even when coarse meshes were used. This particularity is due to the fact that the presented method computes crack tractions directly in the desired point over the fracture domain (using the Lagrange multipliers), avoiding stress recoveries used in discontinuous Galerkin formulations. Afterwards, an expanded example is presented comparing the results with those obtained by Cid Alfaro et al. (2010) . Good agreement between both approaches' results was obtained even when coarse meshes were used.
Finally, a validation example where the numerical results are compared with those experimentally obtained by Winkler et al. (2001) was presented. The influence of the coarse aggregate content was analyzed, generating different models for 20%, 50% and 60% aggregate volume. The force-displacement curves numerically obtained present good agreement with the experimental results. It was proved that the peak load increases with the decrease of aggregate content. Nonetheless, the influence is low despite the great difference between the types of content considered. A different scenario was reached in the post-peak behavior, being almost the same result for all cases. When the fracture pattern was analyzed, it could be seen that in all cases it has a strong dependence on the aggregate distribution. The three hypotheses considered to state this model seem to be good enough to model fracture at the meso-scale in low to moderate strength concrete, although they should be proved for different load configurations.
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