Seismic data from land acquisitions are dominated by highly energetic surface waves (SW), showing complex behaviour when interacting with local structures. SW analysis is, therefore, an important tool for accurate nearsurface imaging, even if most of the conventional SW analysis techniques are limited by the lateral invariance assumption. This study attempts to enhance the resolution of shallow targets reconstruction by integrating SW dispersion curves (DC) analysis techniques with a spectral element based elastic full-waveform inversion (FWI) workflow. Multi-parameter elastic FWI tests have been conducted over a synthetic dataset related to a benchmark model that mirrors the characteristics of a real test site. The initial S-and P-wave velocity (Vs and Vp) models have been retrieved by DC analysis with increasing detail resolution. The FWI results showed a better model reconstruction when starting from a more detailed initial model, obtained using the full-DC analysis. Further, we improved the initial Vs model (reconstructed from SW information) by a preliminary mono-parameter FWI step. Starting from this improved initial configuration, we obtained more accurate results when performing the multiparameter FWI.
Introduction
Seismic data recorded in shallow environments are dominated by highly energetic surface waves (SW) showing dispersive and complex scattering behaviour in correspondence of local geological heterogeneities. Exploiting the SW content is then a key factor for accurate near-surface imaging. Conventional SW analysis techniques are used to reconstruct the S-wave velocity (Vs) distribution, but recent methods have been proposed also for the P-wave velocity (Vp) estimation from dispersion curves (DCs). Furthermore, Full-Waveform Inversion (FWI) overcomes the limitations of the first arrivals based tomography, allowing for a theoretical resolution up to half of the local propagating wavelength (Virieux and Operto, 2009 ).
This work tries to improve the accuracy of complex-shaped shallow targets reconstruction by integrating S-and P-wave velocity models retrieved using innovative DC analysis techniques into a 3D elastic multi-parameter FWI workflow.
Method
The method involves two main steps: The first step is related to Vs and Vp model building from DC analysis through the following stages: a) We extract the DCs from seismic data using a Gaussian moving windowing approach (Bergamo et al., 2012) and group the extracted DCs into homogenous sets using a clustering algorithm (Khosro Anjom et al., 2017) . b) We select a reference DC inside each cluster and estimate its Vs profile through a Monte Carlo inversion. Starting from this DC and the corresponding Vs model, we build a characteristic relation between the SW wavelength and the investigation depth. Further, using this wavelengthdepth relationship, we retrieve the "time-average" Vs profiles from all the DC inside each cluster . c) By exploiting the wavelength-depth relationship's sensitivity to Poisson's ratio variation, we retrieve the "time-average" Vp profiles from the "time-average" Vs profiles . Then, we convert the "time-average" Vs and Vp profiles into interval velocity profiles by applying a total variation regularization on a Dix-like formula (Socco et al., 2017b) . d) Afterwards, we interpolate the 1D velocity profiles to obtain 2D sections and extend them laterally and in depth. The model extension is exclusively based on the information provided by the DC analysis. Finally, we convert the 2D sections to 3D volumes, as requested by the spectral element code SEM46 (Trinh et al., 2019) used for forward modeling and FWI. The 2D to 3D extension mirrors the site geometry.
In the second step, the 3D velocity models, obtained at the end of the first step, are used as initial models for the 3D elastic multi-parameter FWI.
Dataset and DC analysis results
The dataset employed in this work is related to a benchmark synthetic model built according to a realexperiment configuration (Teodor et al., 2018) : A loose sand-target (low velocity) is surrounded by stiffer sediments (high velocity). We used the reference Vs and Vp 3D models reported in Figure 1a to compute elastic data; the density was considered constant (1800 kg/m 3 ). The seismic data have been generated by 11 vertical point sources along the seismic line and recorded by 72 vertical receivers spaced each 0.3 m. 4 sources were located outside the receivers' line, in correspondence of its both extremities, with a spacing of 2 m. The other 7 sources were located inside the acquisition line, with a spacing of 2.7 m. A Ricker wavelet centred at 16 Hz was the source function. The computation mesh was designed according to the numerical dispersion criteria (Trinh et al., 2019) , while the time sampling honoured the CFL (Courant-Friedrichs-Lewy) time-stability condition. The wave propagation was simulated under a free-surface condition, but using absorbing boundaries at the bottom and at the lateral extremities of the models. By applying the proposed method for the DC analysis, we have obtained the final 2D Vp and Vs models reported in Figure 1b . We observe a good reconstruction of the velocity structure outside the sand-target, both for Vs and Vp parameters. Also, the evidence of the sand-target is clear in the retrieved models. Still, this target appears to be less sharp than in the true model. 
Full-Waveform Inversion Tests and Results
The target models that we attempt to reconstruct with FWI are not the "true" models reported in Figure 2a . The maximum frequency of the experiment allows reconstructing only a smooth version of the "true" models, with a maximum resolution up to half of the local propagating wavelength. We carried out 3D elastic multi-parameter FWI tests for two different initial configurations:
A) Starting from vertically stratified Vp and Vs models, not containing the low-velocity anomaly; we obtained these models by the analysis of the DCs placed outside the sand-target. B) Starting from the Vp and Vs models reported in Figure 1b , retrieved from the full-DC analysis along the seismic line.
These tests aim at evaluating the influence of the initial model adopted in FWI and the possible improvement in its reconstruction when the entire information from DC is taken into account. For both cases, the density has been kept invariant during the inversion process. A Ricker wavelet with a 16 Hz pick frequency is the source function. The non-linear optimization relies on a gradient-based method incorporated into the SEM46 code through the Seiscope optimization toolbox (Métivier and Brossier, 2016) . We performed the FWI without any data hierarchy; we only smoothed the gradient through a Bessel filter and used depth-variable boundary constraints for Vs and Vp parameters variation.
In Figure 2 we report the results of the FWI tests for the case A, related to the vertically layered initial models, obtained from DC analysis far from the low-velocity target. Analysing the Figure 2a , we notice a lower update of the Vp parameter compared with the Vs update; more, the sand-target becomes distinguishable in the Vs distribution. In Figure 2b and 2c, we show the data-fitting comparison for a shot placed in the middle of the sand-target (Shot 6). The fitting between the reference and initial data (Figure 2b ) is improved after FWI (Figure 2c ), but mainly for the near-offset traces, while the far-offset traces show cycle-skipping issues.
When starting the inversion from initial models retrieved using the full-DC analysis (case B), we notice a better reconstruction of the target with respect to the previous case. The FWI improves the accuracy of the initial models, but mainly at shallow depth due to the limited SW penetration. Further, we "exploit" the physics of SW propagation by updating the initial Vs model through a preliminary 81st EAGE Conference & Exhibition 2019 3-6 June 2019, London, UK mono-parameter FWI step. Then, we performed again the multi-parameter FWI starting from the improved Vs configuration and the previous Vp model obtained from the full-DC analysis. At the end of this workflow, the accuracy of the reconstructed models is further enhanced (Figure 3a) . We do not show here the intermediate results because the visual differences with respect to the Figure 3a are small.
In Figure 3b we show again the fitting between the reference and initial elastic data for this last case, while in Figure 3b we show the fitting between the reference and FWI data. Analysing the Figures, we notice a significant data fitting improvement for the near-offset traces after FWI. The matching is also improved for the far-offset traces, but the integration into the main FWI workflow of more sophisticated data-oriented strategies should be considered for further improvement.
Figure 2 -a) Final models obtained after running the multi-parameter FWI test, starting from vertically layered initial models; b) Trace-by-trace comparison between the reference elastic data (in black) and the elastic data corresponding to the vertically layered initial models (in red); c) Trace-bytrace comparison between the reference data (in black) and FWI data (in red), belonging to the models in Figure 2 . The shot no. 6 is located in the middle of the low-velocity target. 
Conclusions
We present a workflow aiming at enhancing the shallow targets reconstruction by integrating dispersion curves analysis techniques with elastic full-waveform inversion. We have tested two different initial elastic (Vs and Vp) models: The first model is a 1D model, retrieved from DC analysis outside the low-velocity target, while the second model is a 2D model, retrieved from the full-DC analysis along the seismic line. The results of the FWI show a better reconstruction of the low-velocity target when starting from the 2D initial elastic model retrieved from the full-DC analysis.
Generally, we notice that DC analysis provides good initial models for FWI, while the inversion step further improves their accuracy. Nevertheless, the FWI updates the models mainly at shallow depth.
Moreover, the Vs parameter shows a better reconstruction with respect to Vp parameter. This behaviour is induced by the highly energetic surface waves, which dominate the data and enhance the sensitivity of the least-squares misfit function with respect to Vs parameter.
We exploited the greater SW sensitivity to the shear field distribution to improve the initial Vs model through a mono-parameter FWI step. Starting the multi-parameter FWI from this new Vs configuration (while preserving the previous Vp model retrieved from full-DC analysis), we succeeded to further improve the accuracy of the reconstructed models.
The fitting between the reference and initial data is improved after the FWI step, but mainly for the near-offset traces. Therefore, further data-oriented strategies need to be incorporated into the main FWI workflow in order to obtain a better fitting of the far-offset signal. Besides, the near time perspective of the study relies on the early body-waves exploitation through a data-windowing hierarchy for a deeper reconstruction of the models.
