Nichols algebras naturally appear in the theory of quantized enveloping algebras of Kac-Moody algebras and in the classification of finite-dimensional pointed Hopf algebras. Assuming that the base field has characteristic zero a list of finite-dimensional rank 2 Nichols algebras of diagonal type is given. Each of them is described in terms of generators and relations. Kharchenko's restricted Poincaré-Birkhoff-Witt basis is visualized using full binary trees.
Introduction
The classification of finite-dimensional Hopf algebras obtained a significant new branch with the series of papers of Andruskiewitsch and Schneider (see the survey [AS02] and the references therein) about pointed Hopf algebras. Their 'lifting method' to classify pointed Hopf algebras led immediately to novel examples and very rich new structures. The study of Nichols algebras is part of this project, and the aim of the present paper is to describe a big class of rank 2 Nichols algebras of diagonal type in terms of generators and relations; see Theorem 7.1. In [Hec04] it is proven that in a natural setting (the finiteness of the set of Poincaré-Birkhoff-Witt (PBW) generators given by Kharchenko in [Kha99] ) the set of examples is exactly the one studied in the present paper. In particular, all finite-dimensional rank 2 Nichols algebras of diagonal type can be obtained from Table 1 (see § 7). Additionally, the list presented here contains multiparameter versions of the upper triangular part of quantized enveloping algebras of simple (super) Lie algebras and several new exceptional examples.
The roots of the theory of Nichols algebras can be found in the works of Nichols [Nic78] . Nichols algebras are studied most intensively as part of Hopf algebra theory; see e.g. [AG99, And04, AS98, AS02, Gra00b, Kha99, Ufe04] and the references therein. They can also be seen as a generalization of exterior algebras; see [Sch96, Wor89] .
The importance of Nichols algebras stems from the fact that the graded Hopf algebra H associated to the coradical filtration of a finite-dimensional pointed Hopf algebra over a field k can be written as the Radford biproduct H ∼ = R#kG, where G is a finite group (the group of group-like elements of H) and R is a braided Hopf algebra. In many known cases R is generated as an algebra by the vector space V of its primitive elements and is then denoted by B(V ) and is called a Nichols algebra. Schauenburg [Sch96] proved that B(V ) is uniquely determined by V as a Yetter-Drinfel'd module.
One of the most remarkable properties of Nichols algebras is their relation to root systems of semisimple Lie algebras [AS02, § 4]. More explicitly, to any Cartan matrix and any nonzero q ∈ k one can associate a Yetter-Drinfel'd module V such that the braiding of V is given in terms of q and the matrix C. In general the Nichols algebra B(V ) associated to V is finite dimensional if and only if C is of finite type. However there exist finite-dimensional Nichols algebras which are I. Heckenberger not of Cartan type. To these exotic algebras one still can associate a (slightly more complicated) 'root system' and 'Dynkin diagram', and one expects that it encodes the full information about the relations of the algebra. In fact, all known finite-dimensional Nichols algebras B(V ) admit a restricted PBW basis labelled by Lyndon words (see e.g. [Kha99, Ros98] ), and the degrees of these elements can be interpreted as the set of positive roots of B(V ).
If the action and coaction of kG on V are simultaneously diagonalizable then V is said to be of diagonal type. Currently there exist several classification results in this case; see [AS00, Ros98] . They tell that under some assumptions on G the finiteness of the (Gel'fand-Kirillov) dimension of B(V ) implies that V is related to a symmetrizable Cartan matrix of finite type. Further there exists a list of examples which do not fit into the above classification scheme [AS02] . Andruskiewitsch stated in [And02] the following question.
Question 5.40. Given a braided vector space V of diagonal type and dimension 2, decide when B(V ) is finite dimensional. If so, compute dim B(V ), and give a 'nice' presentation by generators and relations.
The first part of Question 5.40 of Andruskiewitsch is addressed in [Hec06] and [Hec04] . The aim of the present paper is to give an answer to the second part of Question 5.40 for a large class of rank 2 Nichols algebras. To all of these algebras one can associate on the one hand a generalized Dynkin diagram and on the other hand one of 22 full binary trees. The generalized Dynkin diagram encodes the most essential information of the structure constants of V . The full binary tree allows one to read off a generating set of relations and a restricted Poincaré-Birkhoff-Witt basis of B(V ). From this one can also compute the dimension of B(V ). The full binary tree can be considered as an analogue of the root system of a rank 2 semisimple Lie algebra. Indeed, if the braiding of V is of Cartan type, then the set N 2 (T ) of those nodes of the full binary tree T which have two children corresponds to the set of nonsimple positive roots of the Lie algebra. In general, the edges of T and the set of nodes having no children correspond to relations of the Nichols algebra.
The list of (all known and) new examples is contained in Theorem 7.1. Their construction uses several ideas. The computational part relies heavily on the fact that there exists an action of B(V * )#kG on B(V ); see Lemma 4.1 and Corollary 4.1. This already seems to be known and there exist various forms of it in the literature, usually as some bilinear pairing [Lus93] or as quantum differential operators [Gra00a] . The theoretical part is based on the one side on an old result of Stern [Ste58] on some special sequences of pairs of integer numbers. This theory is part of graph theory and is contained also in the modern literature [CLR90] . An adapted version of it is described in § 6. On the other hand deep results of Kharchenko [Kha99] on the structure of certain Hopf algebras are used. They imply that any Nichols algebra of diagonal type and of rank d has a Poincaré-Birkhoff-Witt basis which corresponds to a subset of all Lyndon words of an alphabet with d letters. Kharchenko also proves very strong restrictions on the generating set of relations of such a Nichols algebra. Finally, using the special situation when V has rank 2 one can relate full binary trees T and Nichols algebras B(V ) such that nodes of T correspond to PBW generators and relations of B(V ). This is done in § 6, see Lemma 6.2. In order to check correlations between T and V one still has to perform tedious computations but as an advantage one can eventually avoid the use of computer algebra programs.
If not stated otherwise the definitions and notation follow [AS98] . Throughout this paper k denotes a field of characteristic zero and tensor products ⊗ are taken over this field. For Hopf algebras the coproduct and the antipode are denoted by ∆ and κ, respectively. We use the Sweedler notation ∆(a) = a (1) ⊗ a (2) for elements a of a Hopf algebra. The set of natural numbers not including 0 is denoted by N and we write N 0 for the set N ∪ {0}. Define k * := k \ {0} and R r := {q ∈ k * | q r = 1, q m = 1 for all m ∈ N, m < r} for an arbitrary r ∈ N.
Rank 2 Nichols algebras of diagonal type
Yetter-Drinfel'd modules
Let k be a field, G a group, and V a finite-dimensional vector space over k. Then V is called a Yetter-Drinfel'd module over the group algebra kG if for all g ∈ G there exist subspaces V g ⊂ V such that V = g∈G V g , and V is a left G-module with left action . : kG ⊗ V → V which satisfies the condition g.v ∈ V ghg −1 for all g, h ∈ G and v ∈ V h . In Hopf algebraic terminology one says that V is a left kG-module and a left kG-comodule with left coaction δ : V → kG ⊗ V , and the condition
holds for all a ∈ kG and v ∈ V , where
and w ∈ V h , and hence σ satisfies the braid relation
More generally, the braiding σ and its inverse are defined by the rules
for all v, w ∈ V . Note that Yetter-Drinfel'd module structures on V with different groups can give the same braiding σ and not all braidings of V are induced by groups as described above. A pair (V, σ) with a finite-dimensional vector space V and an invertible braiding is called a braided vector space.
If G is an abelian group, then for all g ∈ G the space V g is invariant under the action of G. Moreover, if G is finite and k is an algebraically closed field of characteristic zero then for all g ∈ G the subspace V g decomposes into the direct sum of one-dimensional G-modules. 
One says that σ is of diagonal type. All braided vector spaces of diagonal type can be obtained from Yetter-Drinfel'd modules over abelian groups as described above.
Definitions and notation
From now on let k be a field of characteristic zero. A bicharacter on a group (H, ·) (with values in k * ) is a map χ : H × H → k * satisfying the equations
is again a bicharacter, and the notation χχ op (a,
The numbers q ij := χ(e i , e j ) are called the structure constants of χ with respect to E. For given E they determine χ uniquely.
Definition 3.1. Let E be a basis of Z d , and χ a bicharacter on Z d . Let q ij , i, j ∈ I := {1, . . . , d}, denote the structure constants of χ with respect to E. The generalized Dynkin diagram of the pair (χ, E) is a (nondirected) graph D χ,E with the following properties.
(i) There is a bijective map φ from I to the set of vertices of D χ,E .
(ii) For all i ∈ I the vertex φ(i) is labelled by q ii .
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(iii) For all i, j ∈ I the number n ij of edges between φ(i) and φ(j) is either 0 or 1. If i = j or q ij q ji = 1 then n ij = 0, otherwise n ij = 1 and the edge is labelled by q ij q ji .
Let (V, σ) be a d-dimensional braided vector space of diagonal type, where d ∈ N. For the purpose of the present paper the following definition of a Nichols algebra will be the most appropriate one.
Definition 3.2. Let S m ∈ End k (V ⊗m ) and S 1,j ∈ End k (V ⊗j+1 ) denote the maps
(in leg notation) for m 2 and j ∈ N. Then the subspace S = ∞ m=2 ker S m of the tensor algebra
V ⊗m is a two-sided ideal, and the algebra B(V ) = V ⊗ /S is termed the Nichols algebra associated to (V, σ) . The unique maximal ideal of B(V ) is denoted by B(V ) + . 0) . Note that the antipode κ of group algebras satisfies κ 2 = id and hence left and right duals of Yetter-Drinfel'd modules coincide. Let {y i | 1 i d} denote the dual basis of V * . Then one has
The corresponding total degree totdeg is the Z-grading of V ⊗ defined by totdeg(x i ) = 1 for 1 i d. Note that the map σ is Z d -graded and hence the Nichols algebra B(V ) inherits the Z d -and the Z-grading of V ⊗ . Let B(V ) n , n ∈ N 0 , denote the set of homogeneous elements of B(V ) of total degree n. Let V be a Yetter-Drinfel'd module of diagonal type over an abelian group G, and let {x 1 , . . . , x d } be a basis of V such that the equations in (2) hold for certain g i ∈ G and q ij ∈ k * . Choose a basis E = {e 1 , . . . , e d } of Z d . Then there exist a unique group homomorphism g : Z d → G and a unique bicharacter χ :
for i, j ∈ {1, 2, . . . , d}. For notational convenience we will also write g(x) and χ(x , x ) instead of g(deg x) and χ(deg x , deg x ) for homogeneous elements x, x , x ∈ V ⊗ and x, x , x ∈ B(V ). The generalized Dynkin diagram of (χ, E) will also be called the generalized Dynkin diagram of V . 
Duality of Nichols algebras
Now we are going to give a slightly modified version (see Lemma 4.1) of Lusztig's bilinear form [Lus93] ; cf. [AS02]. It is closely related to differential operators on B(V ) defined in [AS02, Gra00a, Gra00b] .
By Definition 3.2 there exists a bilinear map ·, · :
Then B(V * )#kG becomes a Hopf algebra with coproduct
Lemma 4.1. There exists a unique bilinear map ·, · :
Since ∆(f ) = f ⊗ 1 + δ(f ) for f ∈ V and ∆(g) = g ⊗ g for g ∈ G the following corollary is an immediate consequence of Lemma 4.1.
Proof of Lemma 4.1. It is clear that the restriction of ·, · to V * × B(V ) has to be the map ·, · introduced above. Therefore the uniqueness assertion immediately follows. Further, the equation
implies that there exists at least a map ·, · : (
holds. Thus for l, m ∈ N 0 , l m, f i ∈ V * , 1 i l, and ρ ∈ V ⊗m one has
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Moreover, direct computation shows that
Lemma 4.2 [AS02, Lemma 3.7] . One has the following.
Proof. By induction one obtains the formulas
for all l = j. This implies the claim.
PBW bases of Nichols algebras of diagonal type
In Set X := {α 1 , . . . , α d } and consider the total order < on X given by α i < α j for i < j. Let X and X + denote the set of words and nonempty words, respectively, in the letters of X. Then < induces the lexicographic order on X : u, v ∈ X satisfy u < v if and only if either v = uw for some w ∈ X + or there exist u 1 , u 2 , u 3 ∈ X and i < j such that u = u 1 α i u 2 and v = u 1 α j u 3 . For u, v ∈ X we write u v if u = v or u < v. The length of a word u, i.e. the number of its letters, is denoted by |u|. A word u ∈ X + is called a Lyndon word if for any decomposition u = vw with v, w ∈ X + the relation vw < wv holds. 
]).
(ii) A word u ∈ X + is a Lyndon word if and only if either u ∈ X or there exist Lyndon words v, w ∈ X such that v < w and u = vw (see [Lot83, Proposition 5.1.3 
Any word u ∈ X has a unique decomposition into the product of a nonincreasing sequence of Lyndon words [Lot83, Theorem 5.1.5]. Further, any Lyndon word u / ∈ X has a decomposition into the product of two Lyndon words u = vw (which then satisfy v < w) such that |v| is minimal. This is called the Shirshow decomposition of u. Let k be a field of characteristic zero, G an abelian group, and
, and A n the subspace of A of homogeneous elements of total degree n (where n ∈ N 0 ). Let A + denote the unique maximal ideal of A. The following results will be needed for A = V ⊗ and for A = B(V ).
After fixing a canonical basis
Note that this definition differs from that in [Kha99] by a constant for each Lyndon word u. However this is not relevant for the following assertions. 
For a Lyndon word u ∈ X define h u as follows. If m is the smallest number such that [u] m can be written as a linear combination of products [
where u j are Lyndon words with u < u j , and either m = 1 or χ ([u] , [u] ) is a primitive mth root of 1, then set h u := m. Otherwise put h u := ∞. By Lemma 5.1 the relation u < u 1 implies that u hu < u 1 . Now since u hu is not the beginning of u 1 one obtains that u hu < u 1 u 2 . . . u i has to hold as well.
Define B := {u ∈ X | u is a Lyndon word, h u > 1}. For each u ∈ B let S(u) < and S(u) denote the subalgebras of A generated by the sets
basis of the vector space A.
Corollary 5.1. For any n ∈ N, u ∈ B, the sets
form a basis of the vector space S(u) < and S(u), respectively.
Proof. Since S(u) < = v∈B,u<v S(v) it suffices to prove the assertion for S(u). As A = ∞ n=0 A n and S(u) = ∞ n=0 S(u) ∩ A n the proof can be performed by induction on n. Note that for given n ∈ N 0 the set A n is finite-dimensional and {v ∈ B | deg ([v] ) n} is a finite set. Suppose that Figure 1 . Illustration of some definitions.
Later we will need the fact that for w ∈ B one has S(w) = (S(w)S(w)
as graded vector spaces which is one of the consequences of Corollary 5.1 and Lemma 5.3. 
Types of rank 2 Nichols algebras
For basic definitions in this section we refer to [CLR90] . Recall that a binary tree T is a (nonempty finite) tree such that each node has at most two children. One says that T is full if each node of T has exactly zero or two children [CLR90] . For examples see Appendix A. For the set of nodes of a full binary tree T which have zero and two children, respectively, we use the symbol N 0 (T ) and N 2 (T ), respectively. Let r(T ) or simply r denote the root of the binary tree T . Further, we write
for the set of all nodes of T . Let {'L', 'R'} be a set with two elements and
Definition 6.1. Let T be a full binary tree and a ∈ N (T ). A node b ∈N 2 (T ) is called the left godfather of a, denoted by b := a L , if one of the following conditions holds:
(ii) a is the right child of b;
(iii) a is the left child of its parent c and b is the left godfather of c.
Similarly one defines the right godfather a R of a by replacing everywhere left by right and vice versa and setting r R := 'R'. If a ∈ N 2 (T ) then let a L and a R denote the left and right child of a, respectively.
The above definitions should be demonstrated on an example (see Figure 1 1 
Observe that · L and · R are well-defined maps from N (T ) toN 2 (T ) and any a ∈ N (T ) is uniquely determined by a L and a
is the left child of a i for all i > 0, and either
Rank 2 Nichols algebras of diagonal type We define functions L , R , L , and R : N (T ) → N recursively to denote lengths of certain branches of T . Set
R (a R ) + 1 otherwise. In the example of Figure 1 these functions take the following values: 
and the total order < on Q induce an order Figure 2 shows the values of the map Q for the example in Figure 1 . Therefore in this case one has the relations
There is another natural map |σ T | :N (T ) → Z defined by |σ T |(a) = r+s whenever σ T (a) = (r, s). It will be used mainly for inductive proofs.
Proofs for assertions (i)-(iii) of the following lemma can also be found for example in [GKP94].
Lemma 6.1. Let T be a full binary tree and a, b ∈ N (T ).
Proof. (i) We prove this by induction on |σ T |(a).
If a = r then σ T (a) = (1, 1) and the assertion holds. Otherwise let c ∈ N (T ) denote the parent of a. If a is the left child of c then a
(ii) One obtained this from assertion (i) using σ T ('L') = (0, 1), σ T ('R') = (1, 0).
(iv) This follows from assertion (i) and the fact that 
This is a contradiction to
(vi) Use arguments as in assertion (v). 
Rank 2 Nichols algebras of diagonal type Example 6.1. Again consider the full binary tree in Figure 1 . One obtains the following expressions in B(V ):
Definition 6.2. Let n ∈ N 0 , T a full binary tree, V a Yetter-Drinfel'd module of diagonal type with dim k V = 2 and with canonical basis {x 1 , x 2 }, and let B(V ) denote the corresponding Nichols algebra. We say that B(V ) is of type T in degree n if the sets 
(
ii) For a ∈N(T ) the equation |γ(a)| = |σ T |(a) holds. (iii) Any word γ(a), a ∈N (T ), is a Lyndon word and γ(a L ) γ(a R ) is the Shirshow decomposition of γ(a) for a ∈ N (T ). (iv) For any a, b ∈N (T ) the relation γ(a) < γ(b) is equivalent to a < Q b.

Proof. (i) Existence and uniqueness of γ follow from the facts that (·)
L and (·) R are well-defined maps from N (T ) toN (T ) and
ii) This follows immediately from the definition of γ and |σ T |. (iii), (iv) We use induction on |σ T |(a) and max{|σ T |(a), |σ
T |(b)}, respectively. If a = 'L' or a = 'R' then γ(a) is a Lyndon word. Further, if |σ T |(a) = |σ T |(b) = 1 then a, b ∈ {'L', 'R'} and hence a < Q b is equivalent to a = 'L', b = 'R'
which holds if and only if γ(a)
Assume now that assertions (iii) and (iv) hold whenever a, b ∈N (T ), |σ T |(a) n, and |σ T |(b) n for some n ∈ N. If a ∈ N (T ) then by induction hypothesis γ(a L ) and γ(a R ) are Lyndon words. Since
is a Lyndon word by Proposition 5.1(ii). This proves the induction step of the first part of assertion (iii).
Now we prove assertion (iv) in the case |σ T |(a) = n+1, |σ T |(b) n. The proof for |σ T |(b) = n+1 is completely analogous. Let (a 1 , a 2 , . . . , a m ) denote the set of nodes of T with |σ T |(a i ) n in increasing order with respect to < Q . By Lemma 6.1
(ix) the node a ∈ N (T ) is the unique c ∈N (T ) such that |σ T |(c)
n + 1 and a L < Q c < Q a R . Thus there exists i ∈ N such that a L = a i and a R = a i+1 . On the other hand, the induction hypothesis gives that γ(a j ) < γ(a l ) if and only if j < l.
is a Lyndon word. Our aim in this section is to give a computable criterion which ensures that the Nichols algebras in Theorem 7.1 are of the given type. To do so we have to introduce additional notation which will be needed only for A = B(V ). Recall the definitions above Theorem 5.1.
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It remains to show that γ(a L )γ(a R ) is the Shirshow decomposition of γ(a) where |σ T |(a)
For a Lyndon word u and n ∈ N let F(u) n denote the kG-module
and set F(u) 0 = {0}. By Corollary 5.1 one obtains that
Let n ∈ N. Suppose that there exists a full binary tree T such that for any Lyndon word u with |u| n the relation h u > 1 is equivalent to u = γ(a) for some a ∈N 2 (T ). The definition of τ and [·] and Lemma 6.2(iii) imply that for any a ∈N 2 (T ) one has τ (a) = [γ(a)]. Then by Corollary 5.1 with u = α 1 and by Lemma 6.2(iv) the set
where the product is taken with respect to the order < Q ofN 2 (T ) forms a basis of
where b is the parent of a. Further, for any
where f = c R , whenever all denominators are nonzero.
Explicit examples
The following theorem is the main result of this paper. 
In particular, if q 11 , q 22 , and q 12 q 21 are roots of 1 (and q 11 , q 22 are different from 1 for type T1) then the Nichols algebra B(V ) is finite dimensional.
The proof of Theorem 7.1 will be given in § 8. (2) Theorem 7.1 does not claim that all elements in the set given in (9) are necessary to generate the defining ideal of B(V ). For example it is known that if (V, σ) is of Cartan type and the structure constants q ii are not roots of unity, then the two quantum Serre relations generate the ideal (9). On the other hand the tree T3, which is associated to the generalized Dynkin diagram in row 4 of Table 1 , contains three nodes in N 0 (T ).
One should take into account that many of the mentioned generators of the defining ideal of B(V ) may become redundant by various different reasons. This is also why more explicit formulas for relations will be omitted. However in general none of the three types of elements in (9) can be avoided completely. The quantum Serre relations are clearly necessary, and root vector relations are known to be needed for Nichols algebras of Cartan type when q 11 is a root of 1. Finally, one can check that starting with the second diagram in row 17 of Table 1 , the element in the second line of (9) for b = r RR , which has total degree 6, is not in the ideal generated by the other elements of (9) of degree at most 6.
The presentation given here has the advantage that it can be described with the help of a simple algorithm which works for all examples. Thus the description of a minimal set of relations, which could be relevant for example for the classification of pointed Hopf algebras via the lifting method of Andruskiewitsch and Schneider, remains an open problem.
The finiteness results
From now on let T be a full binary tree such that
i.e. either b LRRR / ∈ N (T ) or b RLLL / ∈ N (T ). Note that all binary trees in Appendix A satisfy this condition.
Definition 8.1. We call a triple (T, V, n), where n ∈ N 0 and V ∈ kG kG YD is a two-dimensional Yetter-Drinfel'd module of diagonal type, admissible if the following conditions are satisfied.
(i) For a ∈ N (T ) with |σ T |(a) n relation a ∈ N 2 (T ) is equivalent to λ(a) = 0.
(ii) Either N 2 (T ) is empty or the numbers p a for a ∈N 2 (T ), |σ T |(a) n, are different from 1.
. Thus by (10) for c one has 
The following corollary is an immediate consequence of Proposition 8.1. It will be our main tool to prove Theorem 7.1.
Corollary 8.1. Let T denote a full binary tree and V ∈ kG kG YD a two-dimensional Yetter-Drinfel'd module of diagonal type. If (T, V, n) is admissible for all n ∈ N then B(V ) is of type T and all relations of B(V ) are elements of the ideal of V ⊗ generated by the set
Proof of Proposition 8.1. We proceed by induction over n. As noted previously the assertion is true for n = 0. Assume that Proposition 8.1 is valid for (T, V, n − 1) and that (T, V, n) is admissible. By Corollary 5.1 for A = V ⊗ and with u = α 1 and by Lemma 6.2 it suffices to prove that the following assertions hold.
(c) If u is a Lyndon word, 2 |u| n, and
and u is not as in assertion (c), then h u = 1 and the relation corresponding to u (see the definition of h u below Lemma 5.3) can be obtained from those given in Proposition 8.1 for (T, V, n − 1).
In order to prove assertions (a)-(d) we additionally use the following induction hypotheses which will be proven after the proof of assertions (a)-(d).
(e) If a ∈ N (T ), m := |σ T |(a) n, and u = γ(a) has Shirshow decomposition u = vw then
I. Heckenberger (g) If a ∈ N (T ) and |σ T |(a) n then the following equations hold: Figure 3 2 ) and one has Figure 4 2 ) one has
Note that for n = 0 all assertions (a)-(h) are trivially fulfilled and hence we may start with the induction step.
To assertion (d). Suppose that u is a Lyndon word with |u| = n 2 and Shirshow decomposition u = vw and u is as in assertion (d 
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LL can be omitted as it is exactly the situation in assertion (c). Otherwise set
Note that u 1 is a Lyndon word by Proposition 5.1(ii). We show that h u 1 = 1 holds which proves assertion (d) by Lemma 5.2 and Proposition 5.3.
Suppose that h u 1 > 1. As the length of u 1 is less than n but at least 2 by induction hypothesis (a) there exists c ∈ N 2 (T ) such that u 1 = γ(c).
. Then Lemma 6.1(ix) applied to the pair (c, b LL ) gives a contradiction.
To assertion (c).
. First note that using assertions (e), (f), and (g) one obtains 
However as argued at the beginning of the proof of assertion (a) such a choice of a i is not possible.
It remains to prove the induction step for assertions (e)-(h) (n → n + 1) under the hypotheses (a)-(h) and admissibility of (T, V, n + 1).
Proof. First note that To assertion (e). Suppose that |σ T |(a) = n + 1. One has a < Q a R and if a L ∈ N (T ) then a R Q a LR by Lemma 6.1(vii) and (vi). Therefore the induction hypothesis (e) for v and w and Lemma 8.1 give
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and again we are done. Finally if a is the right child of its parent then either a R = 'R' and λ(a R ) = 0 or |v| > |w| and τ (a
. Thus (11) holds in this case as well.
To assertion (f). If |σ T |(a)
n and |σ T |(b) n then we are done by induction hypothesis. If 
By assertion (f) the last expression vanishes if a
To assertion (g). By assertion (f) and since
) the second equation of assertion (g) follows immediately from the first one.
If a = r(T ) then one gets
and hence assertions (e) and (f) give
Since a L ∈ N 2 (T ) in the second summand of the last expression one can use assertion (g) for a L and the equation
Thus using assertions (e), (f), and (g) computations similar to the previous case lead to the desired assertion.
To assertion (h). We need the following lemma. Figure 4) .
Further, we may use the induction hypothesis (c). One computes
Then the defining recursion formulas for λ(c R ) and λ(d) give part (i).
(ii) Note that (2) p f = 0 by admissibility of (T, V, n + 1). Further, if τ (c R ) = 0 then λ(c R ) = 0 by assertion (a). Thus in this case we are done. Assume now that c = r or a R = c (i.e. a R = f ). Then one has ι(τ (a)), τ(f ) = 0. Using assertions (e) and (f) one gets
If one starts with a L instead of d in Lemma 8.2 then part (ii) gives a formula for the second summand in the last expression. Further, assertion (g) can be used to compute ι(τ (a)), τ(c) and
Note that these computations make sense also in the case when a = 'L'. Thus the recursion formulas for λ(c) and λ(c R ) give part (ii) in this case. The proof of part (ii) in the remaining case (when f L = c, i.e. c L = f L ,) is obtained similarly.
(iii) The proof of this part is by far the most complicated. We give only a sketch of it. Set b := c RL . considerable amount of time. However, in order to prove the first condition of admissibility, it is possible to avoid the explicit computation of the λ(a), where a ∈ N 2 (T ), as follows.
Suppose that a ∈ N 2 (T ). Let b, c ∈ N 0 (T ) be the unique nodes such that b R = c L = a. Then by (8) one obtains that
Thus one gets 
Equations (12), (13), and (14) give an effective method to check the first condition of admissibility of (T, V, n) for all n. In fact, the equivalence between λ(a) = 0 and a ∈ N 0 (T ) holds for all a ∈ N (T ) if and only if 
As an example consider the last entry of and T is the tree T22. In Figure 5 the numbers p a , where a ∈ N 2 (T ), are given as a label below the node a. Then (15) can be easily checked. Moreover, the second and third conditions of admissibility concerning the values of the p a and the first relation of the fourth condition are also fulfilled by Some data regarding the other examples can be found in Appendix A. They may be helpful to check the admissibility of the corresponding triples (T, V, n).
I. Heckenberger take formula (13). The nodes of the tree T are denoted by a Q , where Q = r/s is the value of the function Q defined in (7). We write p Q for p a Q . Note that some diagrams are omitted since they can be obtained from another one by choosing other parameters with the same properties. 
