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A TWISTED FOURTH MOMENT OF DIRICHLET L-FUNCTIONS
RAPHAËL ZACHARIAS
Abstract. We evaluate some twisted fourth moment of Dirichlet L-functions at the
central point s = 1
2
and for prime moduli q. The principal tool is a careful analysis
of a shifted convolution problem involving the divisor function using spectral theory of
automorphic forms and bounds for bilinear forms in Kloosterman sums. Having in mind
simultaneous non vanishing results, we apply the Theorem to establish an asymptotic
formula of a mollified fourth moment for this family of L-functions.
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1. Introduction
In 2010, Young established in a breakthrough paper [You11] the following asymptotic
formula for the fourth moment of Dirichlet L-functions at s = 1/2 and for prime moduli q
with a power saving error term
(1.1)
1
φ∗(q)
∑∗
χ (mod q)
|L(χ, 1/2)|4 = P (log q) +O
(
q−
5
512+ε
)
,
for any ε > 0 and where the symbol ∗ means that we avoid χ = 1, φ∗(q) = q−2 is the number
of primitive characters modulo q, P is a degree four polynomial with leading coefficient
(2π2)−1 and −5/512 = (1−2θ)1/80 with θ = 7/64 is the best known approximation towards
the Ramanujan-Petersson conjecture and it is due to Kim and Sarnak [K+03].
More recently, Blomer, Fouvry, Kowalski, Michel and Milićević revisited the problem in
[BFK+14] by considering more general moments, namely of the form
Mf,g(q) :=
1
φ∗(q)
∑∗
χ (mod q)
L(f ⊗ χ, 1/2)L(g ⊗ χ, 1/2),
where f and g can be cuspidal Hecke eigenforms (holomorphic or Maaß) or E(z), the cen-
tral derivative of the unique non-holomorphic Eisenstein series for the full modular group
PSL2(Z). They obtained various asymptotic formulae depending on the nature of f, g (see
Theorem 1.1,1.2,1.3,[BFK+14]). In particular, the case f = g = E corresponds to (1.1) since
the twisted L-function associated to E is given by
L(E ⊗ χ, s) =
∞∑
n=1
τ(n)χ(n)
ns
= L(χ, s)2, ℜe(s) > 1,
1
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where τ(n) is the divisor function. Theorem 1.1 [BFK+14] gives a significant improvement in
the error term by passing to an exponent−1/32. They used on one hand, powerful algebraico-
geometric results concerning general bilinear forms involving trace functions associated to
ℓ-adic sheaves on P1Fq [FKM
+14, KMS15]. On the other hand, they managed to almost
eliminate the dependence in θ in their error bound by using an average result concerning
Hecke eigenvalues (see Lemma 2.4 in [Mot97] and § 3.5 [BFK+14]). More recently, the five
authors lowered the exponent to −1/20 in [BFK+16] using a smooth version of a Theorem
of Shparlinski and Zhang (Theorem 3.1, [SZ16]) where the trace function corresponds to
rank 2 Kloosterman sums.
For several applications in analytic number theory, we need to evaluate more general
moments. In this paper, we focus in particular on one, called the twisted fourth moment.
Let q > 2 be a prime number, ℓ1, ℓ2 be integers such that (ℓ1, ℓ2) = 1, (ℓ1ℓ2, q) = 1 and
ℓi 6 L with logL ≍ log q ; we define
(1.2) T4(ℓ1, ℓ2; q) :=
1
φ∗(q)
∑∗
χ (mod q)
|L(χ, 1/2)|4χ(ℓ1)χ(ℓ2).
As pointed out by Maksym Radziwill, Bob Hough in his paper on the angle of large values
of L-functions [Hou15] established a formula for the same moment (see Theorem 4 and the
proof is in the Appendix) by adapting the methof of M.P. Young. Our present approach
is different and allows us to deal with not necessarily squarefree integers ℓ1, ℓ2 and this is
crucial for the application to mollification and further simultaneous non vanishing results.
Our first Theorem is the following
Theorem 1.1. Let ℓ1, ℓ2 ∈ N coprime, (ℓ1ℓ2, q) = 1 and cubefree. Then the twisted fourth
moment (1.2) admits the following decomposition
(1.3) T4(ℓ1, ℓ2; q) = T
4
D(ℓ1, ℓ2; q) + OD
MT (ℓ1, ℓ2; q) +O
(
(ℓ1ℓ2)
3/2L5
qη−ε
)
,
where T4D(ℓ1, ℓ2; q), OD
MT (ℓ1, ℓ2; q) are main terms given respectively by (3.10), (5.39) and
η = 1/14− 3θ/7 with θ = 7/64.
The cubefree assumption is not essential but it simplifies a lot our treatment. Since
the primary goal of this paper is mollification, we did not concentrate our efforts on the
optimization of the power of L and on the value of η, but rather on the computation of the
main terms. We hope to get results as strong as if the Ramanujan-Petersson conjecture were
true, especially by adapting the method of Blomer and Milićević (c.f. Theorem 13, [BM15]).
1.1. Outline of the Proof. In this section, we outline the proof of Theorem 1.1. Using the
functional equation for |L(χ, 1/2)|4 (c.f. (2.21)), we represent the twisted central values as
a convergent series
|L(χ, 1/2)|4χ(ℓ1)χ(ℓ2) = 2
∑∑
n,m>1
τ(n)τ(m)
(nm)1/2
χ(nℓ1)χ(mℓ2)V
(
nm
q2
)
,
for some function V (t) which depends on the archimedean factor L∞(χ, s) and decays rapidly
for t > qε. An important fact is that V depends on the character χ only through its parity.
It is therefore natural to separate the average into even and odd characters. Assuming we
are dealing with the even case, the orthogonality relations (c.f. (3.2)) give
T
4(ℓ1, ℓ2; q) =
1
φ∗(q)
∑
d|q
φ(d)µ
( q
d
) ∑∑
ℓ1n≡±ℓ2m (mod d)
τ(n)τ(m)
(nm)1/2
V
(
nm
q2
)
.
A first main term T4D(ℓ1, ℓ2; q) is extracted from the diagonal contribution ℓ1n = ℓ2m and is
computed in section 3.2. Putting this part away, applying a partition of unity, we are thus
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reduced to the evaluation of the following expression
T
4,±
OD(ℓ1, ℓ2, N,M ; q) :=
1
(NM)1/2φ∗(q)
∑
d|q
φ(d)µ
( q
d
)
×
∑∑
ℓ2n≡±ℓ1m (mod d)
ℓ1n6=ℓ2m
τ(n)τ(m)W
( n
N
)
W
(m
M
)
,
(1.4)
where 1 6M 6 N (up to switch ℓ1 and ℓ2), NM 6 q
2+ε and W is a smooth and compactly
supported function on R>0 satisfying W (j) ≪j 1. Since q is prime, the arithmetical sum
over d|q could be separated into two terms corresponding to d = 1 and d = q. However, as
expected by the beautiful work of Young, an off-diagonal main term arises when N and M
are relatively close to each other and this sum facilitates its calculation since it cancels some
poles whose contributions seem to be big (c.f. § 5.2.1 and Lemma 5.1). This technical step
allows us to rebuild the partition of unity and to express the second main term as a contour
integral of the form
OD
MT (ℓ1, ℓ2; q) =
1
2πi
∫
(ε)
F(s, ℓ1, ℓ2; q)
ds
s
,
for some function F(s, ℓ1, ℓ2; q) (c.f. (5.25)). A critical feature of this term is that the q
s has
disappeared, making it impossible to evaluate the integral by standard contour shift on the
left. The situation is similar to that of § 4.3 in [KMV00] where they study mollification of
automorphic L-functions. Fortunately, using the functional equation for the Riemann zeta
function, a crucial trigonometric identity for the gamma function (c.f. (5.37)) and a careful
analysis of a Dirichlet series involving the ℓ′is variables, we show that the integrand is odd
and therefore, we are able to evaluate explicitly this integral through a residue at s = 0 (see
Lemma 5.6 and Proposition 5.7).
For the rest of this outline, we only consider the case d = q in (1.4) and we put this
off-diagonal main term aside by writing
OD
E,±(ℓ1, ℓ2, N,M ; q) =
1
(MN)1/2
∑∑
ℓ1n≡ℓ2m (mod q)
ℓ1n6=ℓ2m
τ(n)τ(m)W
( n
N
)
W
(m
M
)
− ODMT,±(ℓ1, ℓ2, N,M ; q).(1.5)
We mention that ODMT becomes small when N ≫M . More precisely, we prove in Lemma
5.5
OD
MT,±(ℓ1, ℓ2, N,M ; q)≪ L2qε
(
M
N
)1/2
.
The conclusion of Theorem 1.1 will follow as soon as we prove that
OD
E,±(ℓ1, ℓ2, N,M ; q)≪ Lsq−η
for some absolute constant η > 0. By the trivial bound
OD
E,±(ℓ1, ℓ2, N,M ; q)≪ Lqε (NM)
1/2
q
,
we may assume that NM is close to q2+ε. We will treat (1.5) by different methods depending
on the relative ranges of N and M .
1.1.1. The shifted convolution problem. WhenM andN are relatively close to each other, we
interpret the congruence condition ℓ1n ≡ ±ℓ2m (mod q) (ℓ1n 6= ℓ2m) as ℓ1n∓ ℓ2m−hq = 0
for h 6= 0. Hence for each h 6= 0, we need to analyze the shifted convolution problem for
the divisor function. This problem is interesting in its own right and has a long history
(see for example [Mic06] for an overview). The first thing to do is to smooth the condition
ℓ1n∓ ℓ2m− hq = 0.
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Blomer and Milićević in [BM15] used Jutila’s variant of the circle method. This has
the main advantage to have a certain degree of freedom with respect to the choice of the
moduli and one can deal directly with the congruence subgroup Γ0(ℓ1ℓ2) in the trace formula.
Unfortunately, this method is useless here essentially because the uniform estimate for Hecke
eigenvalues of cuspidal forms (Wilton’s bound) fails for the divisor function.
In the case ℓ1 = ℓ2 = 1, Young used an approximate functional equation for the divisor
function (Lemma 5.4, [You11]) to separate the variables n and m. Adapting this technique
to our case involves the choice of a lift of a multiplicative inverse ℓ2 (mod q) whose location
is hard to control.
Another possibility would be to use a recent method of Topacogullari [Top15], but in the
end we would face similar issue .
We eventually choose to return to the classical δ-symbol method which was developed
by Duke, Friedlander and Iwaniec in [DFI93, DFI94b] as a variant of the circle method.
We follow closely the first steps of [DFI94a] and after an application of Voronoi summation
formula, we are reduced to estimate sums of the shape (see (4.27))
(1.6)
Q−1
(MN)1/2
∑
di|ℓi
∑
h
∑
n,m
τ(n)τ(m)
∑
(c,ℓ′1ℓ
′
2)=1
c≍Q
S(hq, d1ℓ′1n− d2ℓ′2m; cd1d2)
c
G(n,m, cd1d2),
where for any integers m,n, c, S(n,m; c) is the Kloosterman sum defined by
S(n,m; c) =
∑
x (mod c)
(x,c)=1
e
(
nx+mx
c
)
,
Q is the parameter of the delta symbol, G is a weight function, ℓ′i = ℓi/di and the inverse
of ℓ′1 (resp ℓ
′
2) have to be taken modulo cd2 (resp cd1). In [DFI94a], they made the choice
of Q =
√
M because M = min(N,M) and estimate the above sum using Weil’s bound for
Kloosterman sums. Applying their method to our case leads to a bound of the form
OD
E,± ≪ qε N
M1/4q
,
but this is not sufficient when N is larger compared to M .
To get a better bound, we exploit cancellations in the Kloosterman sums using spectral
theory of automorphic forms. We mention that the choice of Q =
√
M is not optimal on
the spectral side, so we instead chose Q =
√
N in order to have a good control on higher
derivatives of the Kuznetsov transform (c.f. Proposition 4.9).
We return to (1.6) and focus on the quantity∑
(c,ℓ′1ℓ
′
2)=1
S(hq, d1ℓ′1n− d2ℓ′2m; cd1d2)
c
G(n,m, cd1d2).
At this step, we cannot apply directly the usual Kuznetsov formula because of the different
inverses ℓ′1, ℓ
′
2 which are not with respect to the modulus (they are mod cd2 (resp cd1)) and
we need first to transform the Kloosterman sum. Inspired by [Top15], we factor in a unique
way di = d
∗
i d
′
i with (d
∗
i , ℓ
′
i) = 1, d
′
i|(ℓ′i)∞ and use the twisted multiplicativity to obtain the
factorization (we set v := d′1d
′
2),
S(hq, d1ℓ′1n− d2ℓ′2m; cd1d2) = S(hq, v2(d1ℓ′1n− d2ℓ′2m); cd∗1d∗2)
× S(hq, (cd∗1d∗2)2(d1ℓ′1n− d2ℓ′2m); v),
where all multiplicative inverses are this time modulo the modulus of the Kloosterman sum.
We then exploit an idea of Blomer and Milićević [BM15] to separate the variable c
S(hq, (cd∗1d
∗
2)
2(d1ℓ′1n− d2ℓ′2m); v) =
1
φ(v)
∑
χ(v)
χ(cd∗1d
∗
2)Sˆv(χ, n,m, ℓi, hq),
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Sˆv(χ, n,m, ℓi, hq) :=
∑
y(v)
(y,v)=1
χ(y)S(hqy, (d1ℓ′1n− d2ℓ′2m)y; v).
In this way we obtain sums of Kloosterman sums twisted by Dirichlet characters that we
can evaluate using Kuznetsov’s formula for automorphic forms with non trivial nebentypus.
We finally obtain the bound
OD
E,±(ℓ1, ℓ2, N,M ; q)≪ Lsqε−1/2+θ
(
N
M
)1/2
,
for some s and it is exactly the expected error term (modulo the power of L) according to
the treatment of Young. We thus obtain the Theorem 1.1 as long as
N
M
6 q1−θ−η.
1.1.2. Bilinear Forms in Kloosterman sums. In the complementary range
N
M
> q1−θ−η,
we detect the congruence condition in (1.5) using additives characters (the trivial character
cancels with d = 1) and after an application of Voronoi summation formula, we obtain sums
of the shape (see (4.8))
S
±(M,N; q) =
1
(qMN∗)1/2
∑∑
m≍M,n≍N
τ(m)τ(n)Kl2(±ℓ1ℓ2nm; q),
where
N 6 N∗ :=
q2
N
,
and Kl2(a; q) := q
−1/2S(1, a; q) denotes the normalized Kloosterman sum. Note that by
Weil’s bound |Kl2(a; q)| 6 2, we have
S
± ≪ (MN
∗)1/2
q1/2
=
(
qM
N
)1/2
,
which is satisfactory provided NM−1 > q1+2η. The analysis of S±(M,N; q) in the critical
range
q1−θ−η 6
N
M
6 q1+2η
has already been done first in [BFK+14] and then, improved in [BFK+16].
1.2. Mollification and further arithmetic applications. In section 6, we use Theorem
1.1 to compute an asymptotic formula for a mollified fourth moment of Dirichlet L-functions.
More precisely, let L = qλ with λ > 0, (aℓ)ℓ a sequence of complex numbers, P (X) ∈ C[X ]
and χ a character modulo q. We introduce the mollifier
M(χ) :=
∑
ℓ6L
aℓχ(ℓ)
ℓ1/2
P
(
logL/ℓ
logL
)
,
and
M
4(q) :=
1
φ∗(q)
∑∗
χ (mod q)
|L(χ, 1/2)|4|M(χ)|4.
Our second main result is the following
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Theorem 1.2. Set aℓ = µ(ℓ) and P (X) = X
2. Then for any 0 < λ < 118064 , we have the
asymptotic formula
(1.7) M4(q) =
4∑
i=0
aiλ
−i +Oλ
(
1
log q
)
,
for some computable coefficients ai ∈ R.
In the sequel of this paper and in the same spirit of [KMV00], we will use Theorem 1.2 in
conjunction with an asymptotic formula for some cubic moment to prove that for a positive
proportion of Dirichlet characters χ (mod q), the triple product L(χ, 12 )L(χχ1,
1
2 )L(χχ2,
1
2 )
is not zero for any χ1, χ2 modulo q.
1.3. Acknowledgment. I would like to thank my supervisor Philippe Michel for our many
discussions and appointments, and Ramon Nunes for its valuable advices. I also point out the
nice work of Berke Topacogullari [Top15] which inspired me a lot. Finally, I am particulary
grateful to Maksym Radziwill to have mentionned the paper of Bob Hough.
1.4. Notations and conventions. In this paper, we use the ε-convention, according to
which ε > 0 is an arbitrarily small positive number whose value may change from line to
line. Moreover, although it will not always be specified, most of the implied constants in ≪
will depend on such ε.
2. Background
2.1. Bessel Functions and Voronoi Summation Formula. We collect here some facts
about Bessel functions and their integral transforms. Let φ : [0,∞) → C be a smooth
function satisfying φ(0) = φ′(0) = 0 and φ(i) ≪i (1 + x)−3 for all 0 6 i 6 3. For κ ∈ {0, 1},
we define the following three integral transforms (the signification of κ will be clear in section
2.3)
φ˙(k) := 4ik
∫ ∞
0
φ(x)Jk−1(x)
dx
x
,
φ̂(t) :=
2πitκ
sinh(πt)
∫ ∞
0
(J2it(x)− (−1)κJ−2it)φ(x)dx
x
,
φˇ(t) := 8i−κ
∫ ∞
0
f(x) cosh(πt)K2it(x)
dx
x
.
(2.1)
Here are some useful estimates concerning the above Bessel transforms.
Lemma 2.1. Let φ be a smooth and compactly supported function in (X, 2X) satisfying
φ(i) ≪i X−i
for any i > 0. Then for all t > 0 and real k > 1, we have
φ̂(t)
(1 + t)κ
, φˇ(t), φ˙(t)≪ 1 + | logX |
1 +X
, t > 0,(2.2)
φ̂(t)
(1 + t)κ
, φˇ(t), φ˙(t)≪k
(
1
t
)k (
1
t1/2
+
X
t
)
, t > max(2X, 1),(2.3)
where all implied constants are absolute.
Proof. The case κ = 0 is covered in [BHMM07], Lemma 2.1. The proof carries over to the
case κ = 1 with minimal changes. 
We give now a version of the Voronoi summation formula for the divisor function (c.f.
Theorem 1.7, [Jut87]).
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Proposition 2.2. Let g be a smooth and compactly supported function in R+ and (d, ℓ) = 1.
Then
∞∑
n=1
τ(n)e
(
dn
ℓ
)
g(n) =
1
ℓ
∫ ∞
0
(log x+ 2γ − 2 log ℓ)g(x)dx
+
∑
±
∞∑
n=1
τ(n)e
(±dn
ℓ
)
g±(n),
where d denotes the inverse modulo ℓ,
g+(y) :=
4
ℓ
∫ ∞
0
g(x)K0
(
4π
√
xy
ℓ
)
dx,
g−(y) := − 2π
ℓ
∫ ∞
0
g(x)Y0
(
4π
√
xy
ℓ
)
dx,
and K0, Y0 are the Bessel functions.
2.2. Bilinear Forms in Kloosterman Sums. In this section, we give some results concer-
ning bilinear forms involving Kloosterman sums. More precisely, for q a prime number,
a ∈ F∗q , α = (αm)m and β = (βn)n two arbitrary sequences of complex numbers supported
in m ∈M, n ∈ N where N, M are intervals contained in [1, q], we consider sums of the shape
(2.4) B(Kl2, a,α,β) :=
∑
m
∑
n
αmβnKl2(anm; q).
We know from the Weil’s bound that |Kl2(a; q)| 6 2. The following Theorem provides upper
bounds for (2.4) depending on the size of N and M. The deep ingredients used in this
theorem are the fact that Kloosterman sums comes from ℓ-adic sheaves on the projective
line P1Fq together with Deligne’s generalization of the Riemann hypothesis over finite fields
(see for instance [Kat88] for Kloosterman sheaves and [FK13] for the Weil conjectures).
Theorem 2.3. Let q be a prime number, a ∈ F∗q, M,N > 1, N an interval of length N ,
α = (αm)m, β = (βn)n two sequences supported respectively in [1,M ] and N. Then for any
ε > 0, we have
1) If M,N 6 q and N > q1/2 log q,
(2.5) B(Kl2, a,α,β)≪ (qMN)ε(MN)1/2||α||2||β||2
(
M−1/2 + q1/4N−1/2
)
.
2) If the conditions
(2.6) N,M 6 q , MN 6 q3/2 , M 6 N2,
are satisfied, then
(2.7) B(Kl2, a,α,1N)≪ (qMN)ε (||α||1||α||2)1/2M1/4N
(
q1/4M−1/6N−5/12
)
.
3) Let Wi, i = 1, 2 be smooth and compactly supported functions satisfying
(2.8) W
(j)
i ≪j Qj, i = 1, 2
for some Q > 1 and for all j > 0. Then
(2.9)
∑
m
∑
n
W1
(m
M
)
W2
( n
N
)
Kl2(amn; q)≪ qεQ2+ε
(
q1/2 +
MN
q1/2
)
.
All bounds are uniform in a and the implied constants depend only on ε and the Sobolev
norms of Wi and we note as usual
||α||1 =
∑
m
|αm| , ||α||2 =
(∑
m
|αm|2
)1/2
.
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Proof. The first part (2.5) was proved by Fouvry, Kowalski and Michel (Theorem 1.17 in
[FKM+14]). The second part is Theorem 1.3 in [KMS15] and the last one is Proposition 1.2
in [BFK+16]. 
2.3. Preliminaries on Automorphic Forms. In this section, we briefly compile the main
results from the theory of automorphic forms which we shall need in section 4.2. Among
these are Hecke eigenbases, multiplicative properties of Hecke eigenvalues, the Kuznetsov
trace formula and the spectral large sieve inequality. An exhaustive account of the theory
can be found in [Iwa02] and [Iwa97] from which we borrow much of the notations. We can
also find a good summary in [BHM07].
2.3.1. Hecke eigenbases. Let ℓ > 1 be an integer, χ a Dirichlet character of modulus ℓ,
κ = 1−χ(−1)2 ∈ {0, 1} and k > 2 satisfying k ≡ κ (mod 2). We denote by Sk(ℓ, χ), L2(ℓ, χ)
and L20(ℓ, χ) ⊂ L2(ℓ, χ), respectively, the Hilbert spaces (with respect to the Petersson inner
product) of holomorphic cusp forms of weight k, of Maaß forms of weight κ, of Maaß cusp
forms of weight κ, with respect to the Hecke congruence group Γ0(ℓ) and with nebentypus
χ. These spaces are endowed with an action of the commutative algebra T generated by the
Hecke operators {Tn | n > 1}. Among these, the Tn with (n, ℓ) = 1 generate a subalgebra
T(ℓ) of T made of normal operators. As an immediate consequence, the spaces Sk(ℓ, χ)
and L20(ℓ, χ) have an orthonormal basis made of eigenforms of T
(ℓ). We denote this basis
respectively by Bk(ℓ, χ) and B(ℓ, χ).
The orthogonal complement of L20(ℓ, χ) in L
2(ℓ, χ) is the Eisenstein spectrum (plus a
constant if the character is trivial) and it’s denoted by E(ℓ, χ). The space E(ℓ, χ) is conti-
nuously spanned by the Eisenstein series Ea(·, 1/2 + it) where a runs over singular cusps
(with respect to χ) of Γ0(ℓ). Such a basis has the advantage to be explicit. On the other
hand, it will be usefull for us to employ another Eisenstein basis made of Hecke eigenforms.
The adelic reformulation of the theory of modular forms provides a natural spectral expan-
sion of the Eisenstein spectrum in which the basis of Eisenstein series is indexed by a set of
parameters of the form
(2.10) {(χ1, χ2, f) | χ1χ2 = χ, f ∈ B(χ1, χ2)},
where (χ1, χ2) ranges over the pairs of characters of modulus ℓ such that χ1χ2 = χ and
B(χ1, χ2) is some finite set depending on (χ1, χ2). We do not need to be more explicit here
and we refer to [GJ79] for a precise definition of these parameters. The main advantage
of such a basis is that the Eisenstein series are eigenforms of the Hecke operators Tn with
(n, ℓ) = 1 : we have
TnEχ1,χ2,f(z, 1/2 + it) = λχ1,χ2(n, t)Eχ1,χ2,f (z, 1/2 + it),
with
(2.11) λχ1,χ2(n, t) :=
∑
ab=n
χ1(a)a
itχ2(b)b
−it.
2.3.2. Hecke eigenvalues, Fourier coefficients and boundedness properties. Let f be a Hecke
eigenform with eigenvalues λf (n) for all (n, ℓ) = 1. We write the Fourier expansion of f at
a singular cusp a as follows (z = x+ iy) :
f|kσa(z) =
∑
n>1
ρf,a(n)(4πn)
k/2e(nz) for f ∈ Bk(ℓ, χ),
f|κσa(z) =
∑
n6=0
ρf,a(n)W n|n|
κ
2
itf (4π|n|y)e(nx) for f ∈ B(ℓ, χ),
where σa is the scaling matrix of a, i.e. σa ∈ SL2(R) is such that σa∞ = a and σ−1a Γ0(ℓ)aσa =
B := {( 1 b0 1 ) : b ∈ Z} where Γ0(ℓ)a denotes the isotropy subgroup of a, W n|n| κ2 itf is the
Wittaker function and tf is the spectral parameter of f . i.e. λf = 1/4 + t
2
f with λf the
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eigenvalue for the hyperbolic Laplace operator. For any γ =
(
a b
c d
) ∈ SL2(R), the two slash
operators |kγ and |κγ of weights k and κ are defined by
f|kγ(z) := (cz + d)
−kf(γz) and f|κγ(z) :=
(
cz + d
|cz + d|
)−κ
f(γz).
For an Eisenstein series Eχ1,χ2,f(z, 1/2 + it), we write
Eχ1,χ2,f |κσa(z, 1/2 + it) = c1,f,a(t)y
1
2+it + c2,f,ay
1
2−it
+
∑
n6=0
ρf,a(n, t)W n|n|
κ
2
itf (4π|n|y)e(nx).
When we are at the usual cusp a =∞, there is a close relation between the Fourier coefficients
and the Hecke eigenvalues : for (m, ℓ) = 1 and n > 1, one has
(2.12) λf (m)
√
nρf (n) =
∑
d|(m,n)
√
mn
d2
ρf
(mn
d2
)
.
Using Möbius inversion on (2.12), we obtain for (m, ℓ) = 1 and all n > 1
(2.13)
√
mnρf (mn) =
∑
d|(m,n)
µ(d)ρf
(n
d
)√n
d
λf
(m
d
)
.
We now recall the boundedness result for the Hecke eigenvalues. When f is either a holo-
morphic cusp form or an Eisentein series, one has
(2.14) |λf (n)| 6 τ(n).
The result is clear for an Eisenstein serie by (2.11). In the holomorphic setting, it is due to
Deligne and Serre ([Del71], [DS74]). Finally, if f is a Maaß cusp form, the best approximation
toward the Ramanujan-Petersson conjecture for GL2 overQ is due to Kim and Sarnak [K+03]
(2.15) |λf (n)| 6 τ(n)nθ, θ = 7
64
.
We also have a similar bound for the spectral parameter
(2.16) |ℑm(tf )| 6 θ.
2.3.3. Kuznetsov formula and the spectral large sieve inequality. Let φ : [0,∞) → C be a
smooth function satisfying φ(0) = φ′(0) = 0 and φ(j)(x) ≪ (1 + x)−3 for 0 6 j 6 3. Recall
the three integrals transform given by (2.1). Then with the already established notations,
the following spectral sum formula holds (see [BHM07] for this version with this special
Eisenstein basis).
Proposition 2.4 (Kuznetsov trace formula). Let φ be as in the previous paragraph, a, b two
singular cusps for the congruence group Γ0(ℓ) and a, b > 0 be integers. Then
Γ0(ℓ)∑
γ
1
γ
Sχab(a, b; γ)φ
(
4π
√
ab
γ
)
=
∑
k>2
k≡κ (2)
∑
f∈Bk(ℓ,χ)
φ˙(k)Γ(k)
√
abρf,a(a)ρf,b(b)
+
∑
f∈B(ℓ,χ)
φˆ(tf )
√
ab
cos(πtf )
ρf,a(a)ρf,b(b)(2.17)
+
1
4π
∑∑
χ1χ2=χ
f∈B(χ1,χ2)
∫
R
φˆ(t)
√
ab
cosh(πt)
ρf,a(a, t)ρf,b(b, t)dt,
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and
Γ0(ℓ)∑
γ
1
γ
Sχab(a,−b; γ)φ
(
4π
√
ab
γ
)
=
∑
f∈B(ℓ,χ)
φˇ(tf )
√
ab
cos(πtf )
ρf,a(a)ρf,b(−b)(2.18)
+
1
4π
∑∑
χ1χ2=χ
f∈B(χ1,χ2)
∫
R
φˇ(t)
√
ab
cosh(πt)
ρf,a(a, t)ρf,b(−b, t)dt,
where Sχab(n,m; γ) is the generalized twisted Kloosterman sum and it is defined by
Sχab(n,m; γ) :=
∑(
α β
γ δ
)
∈B\σ−1a Γ0(ℓ)σb/B
χ
(
σa
(
α β
γ δ
)
σ−1b
)
e
(
nα+mδ
γ
)
.
The notation
∑Γ0(ℓ)
γ means that we sum over all positive γ such that S
χ
ab(n,m; γ) is not
empty.
Often the Kuznetsov formula is used hand in hand with the spectral large sieve inequa-
lities. Before stating the result, we denote by ℓ0 the conductor of χ and we also recall that
each cusp for Γ0(ℓ) (not necessarily singular) is equivalent to a fraction of the form u/v,
where v > 1, v|ℓ and (v, u) = 1. We define the following quantity :
(2.19) µ(a) := ℓ−1
(
v,
ℓ
v
)
.
Furthermore, if (an) is a sequence a complex numbers, we set
||an||2N :=
∑
N<n62N
|an|2,
Σ(H)(k, f,N) :=
√
(k − 1)!
∑
N<n62N
anρf,a(n)
√
n,
Σ
(M)
± (f,N) :=
(1 + |tf |)±κ2√
cosh(πtf )
∑
N<n62N
anρf,a(±n)
√
n,
Σ
(E)
± (f, t,N) :=
(1 + |t|)±κ2√
cosh(πt)
∑
N<n62N
anρf,a(±n, t)
√
n.
Then the following bounds are known as the spectral large sieve inequalities.
Proposition 2.5. Let T > 1 and N > 1/2 be real numbers, (an) a sequence of complex
numbers and a a singular cusp for the group Γ0(ℓ). Then∑
26k6T
k≡κ (2)
∑
f∈Bk(ℓ,χ)
∣∣∣Σ(H)(k, f,N)∣∣∣2 ≪ (T 2 + ℓ 120 µ(a)N1+ε) ||an||2N ,
∑
|tf |6T
∣∣∣Σ(M)± (f,N)∣∣∣2 ≪ (T 2 + ℓ 120 µ(a)N1+ε) ||an||2N ,
∑
χ1χ2=χ
f∈B(χ1,χ2)
∫ T
−T
∣∣∣Σ(E)± (f, t,N)∣∣∣2 dt≪ (T 2 + ℓ 120 µ(a)N1+ε) ||an||2N ,
with all implied constants depending only on ε.
Proof. We refer to [Dra15]. 
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2.3.4. Functional equation for Dirichlet L-functions. Let χ be a non-principal Dirichlet cha-
racter of modulus q > 2 with q prime, κ ∈ {0, 1} satisfying χ(−1) = (−1)κ and define
Λ(χ, s) := qs/2L∞(χ, s)L(χ, s),
where
(2.20) L∞(χ, s) := π
−s/2Γ
(
s+ κ
2
)
.
We know that Λ(χ, s) admits an analytic continuation to the whole complex plane and
satisfies a functional equation (c.f. Theorem 4.15, [IK04]) from which we can deduce the
following relation on the square Λ2(χ, s) :
(2.21) Λ2(χ, s) = χ(−1)ε2χΛ2(χ, 1− s),
where εχ is the normalized Gauss sum
εχ :=
1
q1/2
∑
x (mod q)
χ(x)e
(
x
q
)
.
From (2.21), we obtain
Λ2(χ, s)Λ2(χ, s) = Λ2(χ, 1− s)Λ2(χ, 1− s),
and thus, the following formula, called an approximate functional equation, which represent
|L(χ, 1/2)|4 as a convergent series (see for example Theorem 5.3 in [IK04] or §1.3.2 in
[Mic06]).
Lemma 2.6. For χ a non principal Dirichlet character of modulus prime q > 2, we have
(2.22) |L(χ, 1/2)|4 = 2
∞∑
n=1
∞∑
m=1
τ(n)τ(m)
(nm)1/2
χ(n)χ(m)Vχ
(
mn
q2
)
,
where τ(n) =
∑
d|n 1 and
(2.23) Vχ(x) :=
1
2πi
∫
(2)
L2∞(χ, 1/2 + s)L
2
∞(χ, 1/2 + s)
L2∞(χ, 1/2)L
2
∞(χ, 1/2)
x−sQ(s)
ds
s
,
with Q(s) an even and holomorphic function with exponential decay in vertical stripes and
satisfying Q(0) = 1.
3. The Twisted Fourth Moment
Let ℓ1, ℓ2 two cubefree integers such that (ℓ1, ℓ2) = 1, (ℓ1ℓ2, q) = 1 and ℓi 6 L with L a
small power of q. The fundamental quantity that we will study in this paper is the following
twisted fourth moment
(3.1) T4(ℓ1, ℓ2; q) :=
2
φ∗(q)
∑+
χ (mod q)
χ6=1
|L(χ, 1/2)|4χ(ℓ1)χ(ℓ2),
where the symbol + over the summation means that we restrict ourselves to the case of even
characters and φ∗(q) denotes the number of primitive characters modulo q. It is natural
to split the family {χ (mod q)} separately into even characters and odd characters because
they have different gamma factors in their functional equations. In this work, we concentrate
almost exclusively on the even characters because the case of the odd characters is similar
(we could treat both cases simultaneously but it would clutter the notation). We briefly
describe the necessary changes to treat the odd characters in § 5.3.3 since we need to take
them in account for the symmetry of a certain function (see section 5.3).
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3.1. Applying the Approximate Functional Equation. Using the approximate func-
tional equation (2.22) from Lemma 2.6 (we omit the dependence in χ in the definition of
Vχ since we deal with even characters and Vχ depends on χ only through its parity) and we
can rewrite (3.1) as
T
4(ℓ1, ℓ2; q) =
4
φ∗(q)
∑
n,m
τ(n)τ(m)
(nm)1/2
V
(
nm
q2
) ∑+
χ (mod q)
χ6=1
χ(n)χ(m)χ(ℓ1)χ(ℓ2).
We now use the following identity which allows us to average the sum over the characters
and it is valid for (m, q) = 1 (see for instance (3.1)-(3.2), [IS99])
(3.2)
∑+
χ (mod q)
χ6=1
χ(m) =
1
2
∑
±
∑
d|q
m≡±1(d)
φ(d)µ
( q
d
)
.
Hence we obtain T4(ℓ1, ℓ2; q) =
∑
± T
4,±(ℓ1, ℓ2; q) with
T
4,±(ℓ1, ℓ2; q) :=
2
φ∗(q)
∑
d|q
φ(d)µ
( q
d
) ∑∑
ℓ1n≡±ℓ2m (d)
(mn,q)=1
τ(n)τ(m)
(nm)1/2
V
(
nm
q2
)
.
(3.3)
We now decompose T4(ℓ1, ℓ2; q) into a diagonal part and a off-diagonal term by writing
(3.4) T4(ℓ1, ℓ2; q) =
∑
±
T
4,±
OD(ℓ1, ℓ2; q) + T
4
D(ℓ1, ℓ2; q),
where T4,±OD(ℓ1, ℓ2; q) is the same as in (3.3) but with the extra condition that nℓ1 6= mℓ2 and
the diagonal part is given by
(3.5) T4D(ℓ1, ℓ2; q) := 2
∑∑
ℓ1n=ℓ2m
(nm,q)=1
τ(n)τ(m)
(nm)1/2
V
(
nm
q2
)
.
3.2. Computation of the Diagonal Part. In this section, we extract a main term coming
from the diagonal part T4D(ℓ1, ℓ2; q). We use the standard technique consisting in shifting
the contour of integration. We first remark that up to an error of size O(L1/2q−1+ε), we can
remove the primality condition (nm, q) = 1. Once we have done this, we write V as inverse
Mellin transform (see definition (2.23)), obtaining (up to an error term of O(L1/2q−1+ε))
T
4
D(ℓ1, ℓ2; q) =
2
2πi
∫
(2)
G(s)q2s
(∑∑
ℓ1n=ℓ2m
τ(n)τ(m)
(nm)1/2+s
)
ds
s
,(3.6)
where G(s) is the integrand in V , i.e. (recall that κ = 0 here)
(3.7) G(s) = π−2s
Γ
(
1
2+s
2
)4
Γ(14 )
4
Q(s).
Lemma 3.1. We have the factorization
(3.8)
∑∑
ℓ1n=ℓ2m
τ(n)τ(m)
(nm)1/2+s
=
f(ℓ1ℓ2; 1 + 2s)
(ℓ1ℓ2)1/2+s
ζ4(1 + 2s)
ζ(2 + 4s)
,
where n 7→ f(n; s) is a multiplicative function supported on cubefree integers and whose
values on p and p2 are given by
(3.9) f(p; s) =
2
1 + p−s
, f(p2; s) =
3− p−s
1 + p−s
.
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Proof. Since (ℓ1, ℓ2) = 1, the condition ℓ1n = ℓ2m is equivalent to n = ℓ2j and m = ℓ1j
with j > 1. Thus, the left handside of (3.8) can be written as
1
(ℓ1ℓ2)1/2+s
∑
j>1
τ(ℓ1j)τ(ℓ2j)
j1+2s
.
Using the fact that the ℓ′is are cubefree, we factorize the above sum as an infinite product
over the primes ∏
p||ℓ1
Lp
∏
p2|ℓ1
Lp
∏
p||ℓ2
Lp
∏
p2|ℓ2
Lp
∏
p∤ℓ1ℓ2
Lp,
with
Lp =

∑
α>0
(α+2)(α+1)
pα(1+2s)
if p||ℓi,∑
α>0
(α+3)(α+1)
pα(1+2s)
if p2|ℓi,∑
α>0
(α+1)2
pα(1+2s)
if p ∤ ℓ1ℓ2.
Using ∑
α>0
(α+ 1)
pα(1+2s)
=
1
(1− p−1−2s)2 and
∑
α>0
(α+ 1)2
pα(1+2s)
=
1 + p−1−2s
(1− p−1−2s)3
and we get for p||ℓi
Lp =
∑
α>0
(α+ 1)
pα(1+2s)
+
∑
α>0
(α+ 1)2
pα(1+2s)
=
1
(1− p−1−2s)2 +
1 + p−1−2s
(1− p−1−2s)3
=
(
1− p−1−2s
1 + p−1−2s
+ 1
)
1 + p−1−2s
(1− p−1−2s)3 =
2
1 + p−1−2s
1 + p−1−2s
(1− p−1−2s)3 .
We proceed in a similar way for p2|ℓi and we obtain
Lp =
3− p−1−2s
1 + p−1−2s
1 + p−1−2s
(1− p−1−2s)3 .
We conclude the lemma by the well known identity∑
n>1
τ(n)2
ns
=
∏
p
1 + p−s
(1− p−s)3 =
ζ4(s)
ζ(2s)
.

We insert the factorization (3.8) in (3.6), obtaining
T
4
D(ℓ1, ℓ2; q) =
2
2πi
∫
(2)
G(s)q2s
ζ(2 + 4s)
f(ℓ1ℓ2; 1 + 2s)
(ℓ1ℓ2)1/2+s
ζ4(1 + 2s)
ds
s
,
Moving the s-line on the left to s = −1/4 + ε, we pass a pole of order five at s = 0. Note
that for ℜe(s) = δ > −1/2, we have uniformly f(ℓ1ℓ2, 1 + 2s)≪δ,ε (ℓ1ℓ2)ε and thus, we can
bound the remaining integral by O(q−1/2+ε(ℓ1ℓ2)
−1/4). Hence we obtain
Proposition 3.2. The diagonal part given by (3.5) can be written as
(3.10) T4D(ℓ1, ℓ2; q) = 2Ress=0
{
G(s)q2s
sζ(2 + 4s)
f(ℓ1ℓ2; 1 + 2s)
(ℓ1ℓ2)1/2+s
ζ4(1 + 2s)
}
+O
(
qε−1/2
(ℓ1ℓ2)1/4
)
,
where f(ℓ1ℓ2, 1 + 2s) is defined in Lemma 3.1.
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4. The Off-Diagonal Term
We evaluate in this section the off-diagonal part in decomposition (3.4). Removing the
primality condition (mn, q) = 1 in (3.3) for an error cost of O(Lq−1/2+ε) and we are reduced
to analyze the following quantity
(4.1) T4,±OD(ℓ1, ℓ2; q) =
2
φ∗(q)
∑
d|q
φ(d)µ
( q
d
) ∑∑
ℓ1n≡±ℓ2m (mod d)
ℓ1n6=ℓ2m
τ(n)τ(m)
(nm)1/2
V
(
nm
q2
)
.
It is convenient for the analysis of (4.1) to localize the variables n and m by applying
a partition of unity. We choose a partition on R>0 × R>0 as in the work of Young (c.f.
[You11]), namely, of the form {WN,M (x, y)}N,M where N,M runs over power (positive and
negative) of 2. In consequence, the numbers of such N,M such that 1 6 N,M 6 X is
O(log2X). The functions WN,M (x, y) are of the form WN (x)WM (y) with WN a smooth
function supported on [N, 2N ]. Moreover, it is possible to take WN (x) = W (x/N) with W
a fixed, smooth and compactly supported function on R>0 satisfying W (j) ≪j 1. Applying
this partition to (4.1), we obtain T4,±OD(ℓ1, ℓ2; q) =
∑
N,M T
4,±
OD(ℓ1, ℓ2, N,M ; q) with
T
4,±
OD(ℓ1, ℓ2, N,M ; q) :=
2
(NM)1/2φ∗(q)
∑
d|q
φ(d)µ
( q
d
)
×
∑∑
ℓ2n≡±ℓ1m (mod d)
ℓ1n6=ℓ2m
τ(n)τ(m)W
( n
N
)
W
(m
M
)
V
(
nm
q2
)
,(4.2)
where we made the substitution
(4.3) W (x)↔ x−1/2W (x).
Because of the fast decay of the function V (y) as y → +∞ (easy to see by shifting the
contour on the right in the definition (2.23)), we can assume that NM 6 q2+ε at the cost
of an error term O(q−100). Furthermore, since each dependency in ℓ1, ℓ2 which will appear
in the error terms will be of the form (ℓ1ℓ2)
A or LB, we can also assume that N > M . We
will treat differently (4.2) according to the relative size of M and N . We also note that the
trivial bound is given by
(4.4) T4,±OD(ℓ1, ℓ2, N,M ; q)≪ qεL
(MN)1/2
q
.
4.1. The Off-Diagonal Term Using Bilinear Forms in Kloosterman Sums. In this
section, we treat the shifted convolution sum (4.2) when N and M have relatively different
sizes (see (4.7)) using bounds for bilinear forms in Kloosterman sums provided by Theorem
2.3. As a first step, we replace φ∗(q) by φ(q) for an error cost of O(Lq−1+ε). Once we have
done this, we separate the arithmetical sum over d|q. When d = q, since (ℓ1, q) = 1, we
detect the congruence condition n ≡ ℓ1ℓ2m (mod q) using additive characters. We thus get
(up to O(Lq−1+ε))
T
4,±
OD(ℓ1, ℓ2,N,M ; q) =
2
q(MN)1/2
∑
m
τ(m)W
(m
M
) ∑∗
a (mod q)
e
(±aℓ1ℓ2m
q
)
×
∑
n
ℓ1n6=ℓ2m
τ(n)e
(
an
q
)
τ(n)W
( n
N
)
V
(
nm
q2
)
(4.5)
+2
q−1 − φ∗(q)−1
(MN)1/2
∑
n,m
ℓ1n6=ℓ2m
τ(n)τ(m)W
( n
N
)
W
(m
M
)
V
(
nm
q2
)
,(4.6)
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where the line (4.6) is the contribution of the trivial additive character and the case d = 1
(the minus sign comes from the Möbius function) and is of size at most O(q−1+ε). Hence
we are reduced to the estimation of (4.5) and we call this expression S±(ℓ1, ℓ2, N,M ; q). We
will follow the first steps of § 6.3 in [BFK+14] and then turn to § 4 in [BFK+16].
We set N = qν , M = qµ and L = qλ. By the fast decay of V (y) as y → +∞ and the
bound (4.4), we can assume that 2− 2η 6 ν + µ 6 2 + ε. Anticipating the results of section
4.2, we also make the additional assumption that
(4.7) ν − µ > 1− 2θ − 2η,
where θ = 7/64 is the current best approximation toward the Ramanujan-Petersson conjec-
ture (c.f. (2.15)). This extra assumption allows us to ignore the condition ℓ1n 6= ℓ2m because
ℓi 6 L = q
λ and λ will be certainely smaller than 1−2θ−2η. It is convenient now to separate
the variables mn in the test function V using its Mellin transform, namely
S
±(ℓ1, ℓ2, N,M ; q) =
2
2πi
∫
(ε)
G(s)
(
q2
NM
)s{
1
q(MN)1/2
∑
m
τ(m)Ws
(m
M
)
×
∑∗
a (mod q)
e
(±aℓ1ℓ2m
q
)∑
n
τ(n)e
(
an
q
)
τ(n)Ws
( n
N
) dss ,
where Ws(x) = x
−sW (x). We note that the dependence in s is very mild, namely
xj
dj
dxj
Ws(x)≪ x−ℜe(s)|Pj(s)| max
06i6j
∣∣∣∣xi didxiW (x)
∣∣∣∣ ,
with Pj(s) a polynomial of degree j in s. Hence this separation has a cost of q
ε because of
the exponential decay of G(s) in the imaginary direction. We thus keep the notation S± for
(4.5) with the factor V removed and we also write W instead of Ws. We will treat only the
plus case since the minus case is analogous. We next apply Voronoi summation formula (c.f.
Proposition 2.2) to the n-sum in (4.5). We obtain a first integral term which is O(q−1+ε)
plus two additional terms which can be decomposed into O(log q) sums of the shape (c.f. eq
(6.13), [BFK+14])
S
±(N,N,M ; q) =
1
(qMN∗)1/2
∑
n
∑
m
τ(n)τ(m)W
(m
M
)
V
( n
N
)
Kl2(±ℓ1ℓ2nm),(4.8)
where V is a smooth and compactly supported function that has the same properties that
W , namely V (j) ≪ qεj , N∗ := q2N−1, N 6 N∗ and we did not write the dependence in ℓ1,
ℓ2 because the bounds will be uniform with respect to these variables. A trivial estimation
gives
S
±(N,N,M ; q)≪ qε (MN
∗)1/2
q1/2
= qε
(
qM
N
)1/2
.
Therefore, combining with (4.7), we will analyze (4.8) in the critical range
(4.9) 1− 2θ − 2η 6 ν − µ 6 1 + 2η,
or equivalently
(4.10) 1− 2η 6 µ+ ν∗ 6 1 + 2θ + 2η,
for ν∗ = 2− ν. We now separate the divisor function by writing m = m1m2, n = m3m4 and
after applying a partition of unity, we are reduced to estimate O(log4 q) sums of the form
1
(qMN∗)1/2
∑∑∑
m1,m2,m3,m4
W
(m1m2
M
)
V
(m3m4
N
)
×
4∏
i=1
Wi
(
mi
Mi
)
Kl2(±ℓ1ℓ2m1m2m3m4),
(4.11)
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with M1M2 = M and M3M4 = N 6 N
∗. It is also convenient to separate the variables
m1m2 and m3m4 in the functions W and V using the same trick as before. Hence, we are
reduced to the estimation of the following quantity
S
±(M1,M2,M3,M4; q) :=
1
(qMN∗)1/2
∑∑∑
m1,m2,m3,m4
W1
(
m1
M1
)
W2
(
m2
M2
)
×W3
(
m3
M3
)
W4
(
m4
M4
)
Kl2(±ℓ1ℓ2m1m2m3m4),
(4.12)
where we redefined the functions Wi and they satisfy W
(j)
i ≪ qjε for all i = 1, ..., 4 and with
implied constants depending only on j and ε. We note Mi in the form Mi = q
µi and up to
renumbering, we can assume that
(4.13) µ1 6 µ2 6 µ3 6 µ4,
4∑
i=1
µi = µ+ ν
′, ν′ 6 ν∗.
We will proceed as follow : if the product of the two longest smooth variables is large
enough, then we use the bound (2.9) in Theorem 2.3 with MN =M3M4, Q = q
ε and then,
average trivially over m1,m2. If this is note the case, then it will be possible to factor the
product m1m2m3m4 in mn in such a way that the estimate (2.5) for general bilinear sums
is beneficial.
More concretely, we apply (2.9) and we get
S
±(M1,M2,M3,M4; q)≪ qε M1M2
(qMN∗)1/2
(
q1/2 +
M3M4
q1/2
)
≪ qε
(√
M1M2
M3M4
+
(MN∗)1/2
q
)
.
The second term is ≪ q−η+ε provided (use (4.10))
(4.14) η 6
1
4
− θ
2
,
and the first is also ≪ q−η+ε if µ1 + µ2 − µ3 − µ4 6 −2η. We may therefore assume that
(4.15) 0 6 µ3 + µ4 − (µ1 + µ2) 6 2η.
We now apply the first part (2.5) with M =M4 and N =M1M2M3 so that NM = q
µ+ν′ 6
MN∗ and derive the bound
S
±(M1,M2,M3,M4; q)≪ qε
(
q
µ1+µ2+µ3−1
2 + q−
1
4+
µ4
2
)
.
We now need to check under which conditions on η these two terms are bounded by q−η+ε.
Since µ4 > µi for i = 1, 2, 3, we obtain by (4.10)(
1 +
1
3
)
(µ1 + µ2 + µ3) 6 µ1 + µ2 + µ3 + µ4 6 1 + 2θ + 2η,
so
µ1 + µ2 + µ3 6
3
4
+
3θ
2
+
3η
2
.
Hence
µ1 + µ2 + µ3 − 1
2
6 −1
8
+
3θ
4
+
3η
4
6 −η,
provided
(4.16) η 6
1− 6θ
14
.
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Moreover, using (4.15) and (4.10) (recall µ1 6 µ2 6 µ3 6 µ4), we get
µ4 6 2η + µ1 + µ2 − µ3 6 2η + µ1
6 2η +
1
3
(1 + 2θ + 2η − µ4) = 1
3
− µ4
3
+
2θ
3
+
8η
3
.
It follows that µ4 6
1
4 +
θ
2 + 2η, so
−1
4
+
µ4
2
6 −1
8
+
θ
4
+ η 6 −η,
under the assumption that
(4.17) η 6
1− 2θ
16
,
which is in fact less restrictive than (4.16) for θ = 7/64. We summarize the previous calcu-
lations in the following proposition
Proposition 4.1. Assuming we are in the range (4.7). Then for any ε > 0, we have
T
4,±
OD(ℓ1, ℓ2, N,M ; q)≪ q−η+ε,
where the implied constant depends only on ε and
(4.18) η =
1− 6θ
14
=
11
448
.
Remark 4.2. Note that if the Ramanujan-Petersson conjecture is true (θ = 0), then the
more restrictive condition becomes (4.17) and we obtain the conclusion of Proposition 4.1
with η = 1/16.
4.2. The Off-Diagonal Term Using Automorphic Forms. We analyze in this section
the shifted convolution problem when N,M are relatively close. More precisely, by the trivial
bound (4.4) and the Proposition 4.1, we can assume that N = qν and M = qµ are located
in the range
(4.19) 2− 2η 6 ν + µ 6 2 + ε and ν − µ 6 1− 2θ − 2η.
In particular, this restriction implies that
(4.20) µ >
1
2
+ θ + η and 1− η 6 ν 6 3
2
− θ − η + ε.
After an application of the Voronoi summation formula, we will see that the off-diagonal
part given by (4.2) decomposes as
T
4,±
OD(ℓ1, ℓ2, N,M ; q) = OD
MT,±(ℓ1, ℓ2, N,M ; q) + OD
E,±(ℓ1, ℓ2, N,M ; q),
where the first is a main term and the second is an error term. We treat here the error term
OD
E,± and evaluate ODMT,± in section 5.
4.2.1. The δ-symbol. ForQ > 1, we choose a smooth, even and compactly supported function
w in [Q, 2Q] satisfying w(0) = 0, w(i) ≪ Q−1−i and ∑∞r=1 w(r) = 1. We can express the
delta function in terms of additives characters in the following way
δ(n) =
∞∑
ℓ=1
∑∗
k(ℓ)
e
(
kn
ℓ
)
∆ℓ(n),
where the ”∗” means that we restrict the summation to primitive class modulo ℓ and
∆ℓ(u) :=
∞∑
r=1
(rℓ)−1
(
w(rℓ) − w
( u
rℓ
))
.
The function ∆ℓ satisfies the following bound (c.f. Lemma 2 [DFI94a])
(4.21) ∆ℓ(u)≪ min
(
1
Q2
,
1
ℓQ
)
+min
(
1
|u| ,
1
ℓQ
)
.
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It is also convenient to keep partial track that ℓ1n ± ℓ2m − hd is not too large to pick ϕ
a smooth function such that ϕ(0) = 1, ϕ(u) = 0 for |u| > U and ϕ(i) ≪ U−i for some U
satisfying U 6 Q2. We thus remark that ∆ℓ(u) = 0 if |u| 6 U and ℓ > 2Q (the parameters U
and Q will be explicit in Lemma 4.4). We now return to the expression (4.2) and write the
congruence condition ℓ1n ≡ ±ℓ2m (mod d) as ℓ1n∓ ℓ2m = hd for h 6= 0 (since ℓ1n 6= ℓ2m).
We see that if d = q, we can assume that (h, q) = 1 for a cost of O(Lq−1+ε), an extra
condition that will be used only in § 4.2.3 and will not be precised under each h-summation
until there. It follows that (4.2) can be written as
T
4,±
OD(ℓ1, ℓ2, N,M ; q) =
2
(MN)1/2φ∗(q)
∑
d|q
φ(q)µ
( q
d
) ∑
ℓ62Q
∑
h 6=0
∑∗
k(ℓ)
e
(−khd
ℓ
)
×
∞∑
n=1
∞∑
m=1
τ(n)τ(m)e
(
ℓ1n∓ ℓ2m
ℓ
)
E∓(n,m, ℓ),(4.22)
with (omitting the dependance in d and ℓi in these definitions)
(4.23) E∓(x, y, ℓ) := F∓(x, y)∆ℓ(ℓ1x∓ ℓ2y − hd),
and
F∓(x, y) :=W
( x
N
)
W
( y
M
)
ϕ(ℓ1x∓ ℓ2y − hd)V
(
xy
q2
)
.
4.2.2. Application of the Voronoi summation formula. We apply the Voronoi summation
formula (c.f. Proposition 2.2) on the (m,n)-sum in (4.22) and get eight error terms plus a
principal term (see (23), [DFI94a]). We write explicitly the principal term in Section 5 (c.f.
eq (5.1)). All error terms can be treated similarly, so we only focus here on the one which is
of the form (recall that (ℓ1, ℓ2) = 1)
OD
E,±(ℓ1, ℓ2, N,M ; q) :=
1
(MN)1/2φ∗(q)
∑
d|q
φ(d)µ
( q
d
) ∑
ℓ62Q
(ℓ1ℓ2, ℓ)
ℓ2
∑
h 6=0
∑∗
k(ℓ)
(4.24)
× e
(−khd
ℓ
) ∞∑
n=1
∞∑
m=1
τ(n)τ(m)e
(
−nℓ
′
1k
ℓ′
)
e
(
±mℓ
′
2k
ℓ′′
)
I∓(n,m, ℓ),
where ℓ′i = ℓi/(ℓi, ℓ), ℓ
′ = ℓ/(ℓ1, ℓ), ℓ
′′ = ℓ/(ℓ2, ℓ), the overlines denote the inverse modulo
the respective denominators and where I∓(n,m, ℓ) involves the Y0 Bessel function :
(4.25) I∓(n,m, ℓ) := 4π2
∞∫
0
∞∫
0
E∓(x, y, ℓ)Y0
(
4πd1
√
nx
ℓ
)
Y0
(
4πd2
√
my
ℓ
)
dxdy,
where we also set di := (ℓi, ℓ). The main result of this section is the following non-trivial
bound.
Theorem 4.3. The quantity defined by (4.24) satisfies
OD
E,±(ℓ1, ℓ2, N,M ; q)≪ qε−1/2+θ(ℓ1ℓ2)3/2L5
(
N
M
)1/2
+ qεL8
(
N
q2
)1/4
.
where the implied constant only depends on ε.
From now on, we only consider the case ODE,+(ℓ1, ℓ2, N,M ; q) since the other treatment
is completly identical and we write I(n,m, ℓ) and ODE instead of I−(n,m, ℓ) and ODE,+.
As in Section 4.1, we can also remove the test function V in the definition of E(x, y, ℓ) using
its integral representation for an error cost of qε and a minor change on the function W . To
not clutter further notations and computations, we will assume that W (j) ≪ 1 instead of
≪ qεj . The following Lemma allows us to assume that ℓ is also not too small for a suitable
choice of the parameters Q and U (see Lemmas 4.1 and 4.2 in [Ary15]).
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Lemma 4.4. Set Q− := N1/2−ε, Q = LN1/2+ε and U = LN , then the ℓ-sum is very small
(≪C q−C for any C > 0) unless
Q− 6 ℓ 6 2Q.
Proof. We assume that ℓ < Q− and change the variables x, y
u =
4πd1
√
nx
ℓ
, v =
4πd2
√
my
ℓ
.
The integral (4.25) becomes
I(n,m, ℓ) =
ℓ4
nm(4π)2(d1d2)2
∫ ∞
0
∫ ∞
0
E
(
u2ℓ2
(4π)2nd21
,
v2ℓ2
(4π)2md22
, ℓ
)
×uvY0(u)Y0(v)dudv.
We now use the recursive formula (zνYν(z))
′ = zνYν−1(z) and integrate by parts with respect
to the u-variable, getting
I(n,m, ℓ) ≍ ℓ
2(2+i)
mn1+id22d
2+2i
1
∞∫
0
∞∫
0
E(i,0,0)
(
u2ℓ2
nd21
,
v2ℓ2
md22
, ℓ
)
u1+iYi(u)vY0(v)dudy.
It remains to estimate the partial derivatives of E. We have by definition
E(i,0,0) =
∑
r+s=i
crsF
(r,0)∆
(s,0,0)
ℓ ,
with
(4.26) F (r,0) ≪ N−r and ∆(s,0,0)ℓ ≪
1
ℓQ
(
L
ℓQ
)s
.
Since ℓ 6 Q−, we have ℓQL−1 6 Q−QL−1 = N and the dominant factor becomes (ℓQ/L)−1.
Therefore, we obtain E(i,0,0) ≪ (ℓQ/L)−(1+i) and using Yi(z)≪ z−1/2, we find
I(n,m, ℓ)≪ ℓ
2(2+i)L1+i
mn1+id22d
2+2i
1 (ℓQ)
1+i
∫
u≍
√
Nnd1
ℓ
∫
v≍
√
mMd2
ℓ
ui+1/2v1/2dudv
≪ ℓ
2(2+i)N i/2(NM)3/4L1+i
m1/4n1/4+i/2d
1/2
2 d
1/2+i
1 (ℓQ)
1+iℓ3+i
=
(NM)3/4
m1/4ni/2+1/4d
1/2
2 d
1/2+i
1
N i/2L1+i
Q1+i
.
Thanks to our choice Q = LN1/2+ε and the fact that N > q1−η (see (4.20)), we conclude
by choosing i large enough (of course in terms of ε). 
If we assume from now on that we are in the range Q− 6 ℓ 6 2Q, then we have the
following Lemma on the size of the new variables n and m.
Lemma 4.5. The integral I(n,m, ℓ) is negligible unless
n 6 N0 :=
Q2+ε
N
, m 6M0 :=
Q2+ε
M
.
Proof. The proof is exactly the same as in Lemma 4.4, namey integrating by parts separatly
with respect to u (if we want the upper bound for n) or with respect to v (if we want for
m) and finally using the bounds
F (i,j) ≪ N−iM−j and ∆(i,j)ℓ ≪
1
ℓQ
(
L
ℓQ
)i+j
,
and the fact that M is not too small with respect to q (see (4.20)). 
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4.2.3. Application of the Kuznetsov formula. We go back to (4.24) (remember that we are
dealing with OD+) and multiply the arguments of the exponential in the n-sum (resp the m-
sum) to obtain the numerators −nd1ℓ′1k (resp md2ℓ′2k) over the same denominator ℓ. Once
we have done this, we execute the k-summation over primitive class modulo ℓ, obtaining the
complete Kloosterman sums. Applying finally a partition of unity to the interval [Q−, 2Q],
we are reduced to estimate O(log q) sums of the shape
1
Q(NM)1/2
∑
di|ℓi
1
φ∗(q)
∑
d|q
φ(d)µ
( q
d
) ∑
(c,ℓ′1ℓ
′
2)=1
c−1ϑ
(
cd1d2
Q
)∑
h 6=0
∑
n>1
∑
m>1
× τ(n)τ(m)S(hd, d1ℓ′1n− d2ℓ′2m; cd1d2)I(n,m, cd1d2),
(4.27)
where Q− 6 Q 6 Q and ϑ is a smooth and compactly supported function on R>0 such that
ϑ(j) ≪j 1 for all j > 0. The first obstruction for the application of the trace formula is the
presence of inverses in the Kloosterman sums which are not with respect to its modulus.
Indeed, ℓ′2 (resp ℓ
′
1) need to be understood modulo cd1 (resp cd2). We note that if the original
ℓ′is were squarefree, then one could take these inverses to be modulo cd1d2.
To solve this problem, we factorize in an unique way di = d
∗
i d
′
i with (d
∗
i , ℓ
′
i) = 1 and
d′i|(ℓ′i)∞. Now since (cd∗1d∗2, d′1d′2) = 1, we may apply the twisted multiplicativity of the
Kloosterman sums, getting
S(hd, d1ℓ′1n− d2ℓ′2m; cd1d2) = S(hd, (d′1d′2)2(d1ℓ′1n− d2ℓ′2m); cd∗1d∗2)
× S(hd, (cd∗1d∗2)2(d1ℓ′1n− d2ℓ′2m); d′1d′2),
where the inverse of d′1d
′
2 (resp cd
∗
1d
∗
2) is taken modulo cd
∗
1d
∗
2 (resp d
′
1d
′
2). In the first line,
both ℓ′i are coprime with cd
∗
1d
∗
2 and therefore, we can take the inverse to be with respect to
this modulus. In the second line, the quantity d1ℓ′1n− d2ℓ′2m does not depend anymore on
c since we are modulo d′1d
′
2. Following an idea of Blomer and Milićević [BM15] and used by
Topacogullari in [Top15], we separate the dependence in c in the second Kloosterman sum
by exploiting the orthogonality of Dirichlet characters, namely writing v := d′1d
′
2, we have
S(hd, (cd∗1d
∗
2)
2(d1ℓ′1n− d2ℓ′2m); v) =
1
φ(v)
∑
χ(v)
χ(cd∗1d
∗
2)Sˆv(χ, n,m, ℓi, hd),
with
(4.28) Sˆv(χ, n,m, ℓi, hd) :=
∑
y(v)
(y,v)=1
χ(y)S(hdy, (d1ℓ′1n− d2ℓ′2m)y; v),
and where the inverse of ℓ′1 (resp ℓ
′
2) has to be taken modulo d
′
2 (resp d
′
1). We note that the
trivial bound for Sˆv is (recall that d = 1 or q and (v, q) = 1 since (ℓi, q) = 1)
Sˆv ≪ qε(h, v)1/2v3/2.
Altough we do not really need it in our treatment, it is in fact possible to do better. In
[Top15], they obtained (see eq (3.6))
(4.29) Sˆv ≪ qε
(
h,
v
cond(χ)
)
v.
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Inserting the previous factorization of the Kloosterman sums in (4.27), we obtain
1
Q(NM)1/2
∑
di|ℓi
1
φ(v)
∑
χ(v)
χ(d∗1d
∗
2)
1
φ∗(q)
∑
d|q
φ(d)µ
( q
d
)
×
∑
h 6=0
∑∑
n,m>1
τ(n)τ(m)Sˆv(χ, n,m, ℓi, hd)(4.30)
×
∑
(c,ℓ′1ℓ
′
2)=1
χ(c)
S(hd, v2ℓ′1ℓ
′
2(d1ℓ
′
2n− d2ℓ′1m); cd∗1d∗2)
c
ϑ
(
cd1d2
Q
)
I(n,m, cd1d2).
The strategy is to analyze carefully the two last lines of (4.30) and then to average trivially
over the first line. It is convenient from now on to localize the variables n,m and h by
applying a partition of unity. Inspired by [BM15], we also localize b := d1ℓ
′
2n − d2ℓ′1m and
are therefore reduced to estimate O(log4 q) sums of the form
D(N,M, B,H ; d, χ) :=
∑
h≍H
∑
|b|≍B
∑∑
d1ℓ
′
2n−d2ℓ
′
1m=b
n≍N,m≍M
τ(n)τ(m)Sˆv(χ, n,m, ℓi, hd)
×
∑
(c,ℓ′1ℓ
′
2)=1
χ(c)
S(hd, v2ℓ′1ℓ
′
2b; cd
∗
1d
∗
2)
c
ϑ
(
cd1d2
Q
)
I (n,m, , b, h, cd1d2)
=: D+ +D− +D0,(4.31)
where 1 6 N 6 N0, 1 6 M 6 M0, 1 6 H 6 LN/d, and where D
0 (respectively D+,
D−) denotes the contribution of b = 0 (respectively b > 0, b < 0) and I (n,m, b, h, cd1d2) =
G(n,m, |b|, h)I(n,m, cd1d2) with G a smooth and compactly supported function on [N, 2N]×
[M, 2M]× [B, 2B]× [H, 2H ] satisfying
G(i,j,k,p) ≪ N−iM−jB−kH−p.
Remark 4.6. The size if B depends on the sign of d1ℓ
′
2n − d2ℓ′1m = b. If b > 0, then
B 6 d1ℓ
′
2N 6 L
2
N while for b < 0, B 6 L2M which is much larger (c.f. Lemma 4.5).
Evaluation of D0 : To estimate the contribution of b = 0, we use the bound Y0(z)≪ z−1/2,
the fact that x ≍ N, y ≍ M,n ≍ N,m ≍ M and (4.21) for the delta function which allows
us to bound the integral :
I(n,m, cd1d2)≪ c(d1d2)
1/2
(MNMN)1/4
∫ ∞
0
∫ ∞
0
|E(x, y, cd1d2)|dxdy
≪ (MN)
3/4
(MN)1/4(d1d2)1/2Q
.
We now use (4.29), the Weil bound for Kloosterman sums and H 6 LN/d, N 6 N0 to obtain
(recall that v = d′1d
′
2)
D
0 ≪ qε (NMN)
3/4v(d∗1d
∗
2)
1/2
M1/4Q
∑
h≍H
∑
c6 Q
d1d2
(h, v)(hd, cd∗1d
∗
2)
1/2
c1/2
≪ qεLd−1 (NMN)
3/4v1/2NQ1/2
(d1d2)1/2M1/4Q
≪ qεLd−1 v
1/2M3/4NQ2
(d1d2)1/2Q
.(4.32)
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We come back to (4.31) and we write D± in an uniform way (recall that v|(ℓ′1ℓ′2)∞ and
di = d
∗
i d
′
i)
D
± = 4π2d1d2
√
ℓ′1ℓ
′
2
∑
h≍H
∑
b≍B
∑∑
d1ℓ
′
2n−d2ℓ
′
1m=b
n≍N,m≍M
τ(n)τ(m)Sˆv(χ, n,m, ℓi, hd)
×
∑
(c,ℓ′1ℓ
′
2v
2)=1
χ(c)
S(hd, v2ℓ′1ℓ
′
2b; cd
∗
1d
∗
2)
cd1d2
√
ℓ′1ℓ
′
2
Φ
(
4π
√
|b|hd
cd1d2
√
ℓ′1ℓ
′
2
)
,
(4.33)
where the function Φ depends also on the variables n,m, b and h and is defined by
Φ(z, n,m, b, h) := G(n,m, |b|, h)ϑ
(
4π
√
|b|hd
zQ
√
ℓ′1ℓ
′
2
)∫ ∞
0
∫ ∞
0
E
(
x, y,
4π
√
|b|hd
z
√
ℓ′1ℓ
′
2
)
×Y0
(
zd1
√
ℓ′1ℓ
′
2
|b|hdnx
)
Y0
(
zd2
√
ℓ′1ℓ
′
2
|b|hdmy
)
dxdy.
Remark 4.7. We can always assume that we are treating the case where h ≍ H is positive
since otherwise, we write h↔ −h and use S(−hq, ℓ′1ℓ′2b; cd1d2) = S(hq, ℓ′1ℓ′2(−b); cd1d2).
Analysis of the function Φ :
Lemma 4.8. The function Φ satisfies the bound
Φ≪ qε M
3/4N1/4
L(d1d2)1/2(MN)1/4
.
Proof. Setting ξ := 4π
√
|b|hd/ℓ′1ℓ′2, using the bound Y0 ≪ z−1/2, the fact ∆ℓ(u)≪ (ℓQ)−1
provides by (4.21), the ranges x ≍ N , y ≍M and the choice of Q = LN1/2+ε lead to
Φ≪ ξ
z
(d1d2)
−1/2(MNNM)−1/4
∫ ∞
0
∫ ∞
0
|E(x, y, ξ/z)|dxdy
≪ (d1d2)
−1/2(MN)3/4
(MN)1/4Q
≪ qε M
3/4N1/4
L(d1d2)1/2(NM)1/4
,
which completes the proof of this Lemma. 
Proposition 4.9. The function Φ is C∞c (R
5) with each variable supported in
z ≍ Z :=
√
BHd
Q
√
ℓ′1ℓ
′
2
, n ≍ N, m ≍M, b ≍ B, h ≍ H.
Moreover, it satisfies the following bound on the partial derivatives
(4.34) Φ(α) ≪α qε M
3/4N1/4
L(d1d2)1/2(MN)1/4
Z−α1N−α2M−α3B−α4H−α5 ,
for any multi-index α = (α1, ..., α5) ∈ N5.
Proof. We only compute the first derivative with respect to z and h, the others being similar
and we write Φ(z, h) instead of Φ(z, n,m, b, h). We begin by changing the variables u =
zd1ξ
−1√nx and v = zd2ξ−1√my, getting
Φ(z, h) =
ξ4
nmz4(d1d2)2
G(h)ϑ
(
ξ
zQ
) ∞∫
0
∞∫
0
E
(
u2ξ2
nz2d21
,
v2ξ2
mz2d22
,
ξ
z
)
uvY0(u)Y0(v)dudv.
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It is clear that the derivative with respect to z of the two first terms will give the factor
Z−1. We focus on the integral whose z-derivative gives us three terms (up to minus signs)
z−1
ξ2
nz2d21
∫ ∞
0
∫ ∞
0
E(1,0,0)(·, ·, ξ
z
)u3vY0(u)Y0(v)dudv
+ z−1
ξ2
mz2d22
∫ ∞
0
∫ ∞
0
E(0,1,0)(·, ·, ξ
z
)uv3Y0(u)Y0(v)dudv
+ z−1
ξ
z
∫ ∞
0
∫ ∞
0
E(0,0,1)(·, ·, ξ
z
)uvY0(u)Y0(v)dudv.
For the first two integrals, we put the module inside and we leave out the factor u2 and
v2 with u2 ≍ Nnz2d21ξ−2, v2 ≍ Mmz2d22ξ−2. Once we have done this, we obtain a factor
N/Z (resp M/Z) times the integral with E(1,0,0) (resp E(0,1,0)) against uvY0(u)Y0(v). We
estimate trivially the remaining integral using (4.26), namely
E(1,0,0) ≪ 1
Nξ/zQ
and E(0,1,0) ≪ 1
Mξ/zQ
.
We mention that we implicitly used the fact that Q > Q− (c.f Lemma 4.4) and thus
L
ξ/zQ
6
L
QQ
6
1
N
6
1
M
.
Finally, we compute the third term in the same way, getting an extra factor z/ξ coming
from the derivative of ∆ℓ with respect to the variable ℓ.
For the h-derivative, we do exactly the same, getting a factor H−1, except when we
derive E with respect to h. Here, we obtain an extra factor d/LN coming from the factor
ϕ(ℓ1x− ℓ2y−hd)∆ℓ(ℓ1x− ℓ2y−hd). Using the fact that H 6 LN/d concludes the proof. 
Kloosterman bound for D± : We can bound D± in (4.33) using only the Weil bound for
Kloosterman as in [DFI94a]. Indeed, using Lemma 4.8, Proposition 4.9 (just for the support
of Φ) and the bound (4.29) leads to
D
± ≪ qεHBN
3/4M3/4N1/4v1/2
LM1/4
∑
c6 Q
d1d2
(hd, cd∗1d
∗
2)
1/2
c1/2
.
We simply apply B 6 L2M, H 6 LN/d, Q = LN1/2+ε and the maximum values M 6 M0,
N 6 N0 with N0, M0 given by Lemma 4.5 and we get
D
± ≪ qεd−1L2 (MNM)
3/4N5/4Q1/2v1/2
(d1d2)1/2
≪ qεd−1L5N
2Q1/2v1/2
(d1d2)1/2
.
Unfortunately, the bound above is not enough to cover all the range (4.19). In fact, if we
want to treat the shifted convolution problem using only the Weil bound, we should have
chosen Q = LM1/2 instead of Q = LN1/2 as in [DFI94a]. It turns out that even with this
choice, we fail to cover (4.19).
To obtain something better, we also need to exploit cancellations in the Kloosterman
sums when we sum over its modulus. This can be done with the Kuznetsov formula and the
spectral large sieve inequality.
Applying the trace formula : Before applying the Kuznetsov trace formula to the second
line in (4.33), we need the following identity (c.f. (9.1)-(9.2), [DI82] or (2.3) in [Top15]) which
allows us to get rid of the inverses in the Kloosterman sum by moving to a suitable cusp
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(apply this identity with r = ℓ′1ℓ
′
2v
2, s = d∗1d
∗
2 and c = c) :∑
(c,ℓ′1ℓ
′
2v
2)=1
χ(c)
S(hd, v2ℓ′1ℓ
′
2b; cd
∗
1d
∗
2)
cd∗1d
∗
2
√
v2ℓ′1ℓ
′
2
Φ
(
4π
√
|b|hd
cd∗1d
∗
2
√
v2ℓ′1ℓ
′
2
, n,m, b, h
)
= e
(
− bd
∗
1d
∗
2
v2ℓ′1ℓ
′
2
) Γ0(vℓ1ℓ2)∑
γ
Sχ∞a(hd, b; γ)
γ
Φ
(
4π
√
|b|hd
γ
, n,m, b, h
)
,
where a := 1/d∗1d
∗
2 is a cusp for the congruence group Γ0(vℓ1ℓ2). The fact that a is singular
follows from the following observation : with the notations s = d∗1d
∗
2 and r = ℓ
′
1ℓ
′
2v
2, if we
choose the scaling matrix of a to be
τa :=
( √
r 0
s
√
r 1/
√
r
)
∈ SL2(R),
then the stabilizer of a is generated by
γa := τa
(
1 1
0 1
)
τ−1a =
(
1− sr r
−s2r 1 + sr
)
,
so that χ(γa) = 1. We now apply Kuznetsov formula (c.f. Proposition 2.4) to the γ-sum and
we write separatly
D
+ =
4π
√
ℓ′1ℓ
′
2
(d1d2)−1
∑
h≍H
∑
b≍B
e
(
− bd
∗
1d
∗
2
v2ℓ′1ℓ
′
2
) ∑∑
d1ℓ
′
2n−d2ℓ
′
1m=b
n≍N,m≍M
τ(n)τ(m)Sˆv(χ, n,m, hd)
× (H (n,m, b, h) +M+(n,m, b, h) + E +(n,m, b, h)) ,
D
− =
4π
√
ℓ′1ℓ
′
2
(d1d2)−1
∑
h≍H
∑
b≍B
e
(
− bd
∗
1d
∗
2
v2ℓ′1ℓ
′
2
) ∑∑
d1ℓ
′
2n−d2ℓ
′
1m=b
n≍N,m≍M
τ(n)τ(m)Sˆv(χ, n,m, hd)
× (M−(n,m, b, h) + E−(n,m, b, h)) ,
where H , M and E denote the contribution of the holomorphic part, the Maaß cusp forms
and the Eisenstein spectrum and are given respectively by (c.f (2.17))
H
+(n,m, b, h) =
∑
k>2
k≡κ (2)
Φ˙n,m,b,h(k)Γ(k)
∑
f∈Bk(vℓ1ℓ2,χ)
√
bhdρf,∞(hd)ρf,a(b),
M
+(n,m, b, h) =
∑
f∈B(vℓ1ℓ2,χ)
Φ̂n,m,b,h(tf )
√
bhd
cosh(πtf )
ρf,∞(hd)ρf,a(b),
E
+(n,m, b, h) =
∑
χ1χ2=χ
f∈B(χ1,χ2)
1
4π
∫
R
Φ̂n,m,b,h(t)
√
bhd
cosh(πt)
ρf,∞(hd, t)ρf,a(b, t)dt.
We have the same expressions for M− and E−, but with Φˇn,m,b,h instead of Φ̂n,m,b,h (see
(2.18)). We will analyze in detail D−, whose contribution is bigger than the plus case. This
is due to the fact that if b > 0, then B is at most N ≪ qεL2 while for b < 0, B could be
of size M ≪ qεL2N/M (c.f. Remark 4.6). Furthermore, the holomorphic setting and the
continuous spectrum will give a better bound than the discrete part since the Ramanujan-
Petersson conjecture is true for both of them. Finally, since the treatment of these three
terms is similar, we only focus on the Maaß cusp forms in D−.
Spectral analysis of D− : As said in the previous paragraph, we only focus on the discrete
spectrum, writing D−,M for its contribution to D−. By D−,MK , we mean that we restrict the
spectral parameter to the dyadic interval K 6 tf < 2K in the definition of D
−,M. Using
Proposition 4.9 and Lemma 2.1 (eq (2.3)), we see that we can restrict our attention to
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K 6 qεZ at the cost of O(q−100). We now separate the variables in Φˇn,m,b,h(t) using the
Mellin inversion formula in n,m, b, h :
Φˇn,m,b,h(t) =
1
(2πi)4
∫
(0)
∫
(0)
∫
(0)
∫
(0)
˜ˇ
Φ(t)(s1, ..., s4)
ns1ms2 |b|s3hs4 ds4ds3ds2ds1,
where the Mellin transform equals
(4.35)
˜ˇ
Φ(t)(s1, ..., s4) =
∫
(R>0)4
Φˇn,m,b,h(t)n
s1ms2bs3hs4
dndmdbdh
nmbh
.
By virtue of Proposition 4.9 (the bound (4.34)) and this is the principal motivation for
our choice of Q = LN1/2, we see that we can restrict the supports of the integrals to
|ℑm(si)| 6 (Kq)ε for a cost of O((Kq)−100). We have therefore
(4.36) D−,MK =
4π2d1d2
√
ℓ′1ℓ
′
2
(4πi)4
∫∫∫∫
|ℑm(si)|6(Kq)ε
B
−,M
K (s1, ..., s4)ds4ds3ds2ds1 +O
(
(Kq)−100
)
,
where we defined
B
−,M
K (s1, ..., s4) :=
∑
f∈B(vℓ1ℓ2,χ)
K6|tf |<2K
˜ˇΦ(tf )(s1, ..., s4)
cosh(πtf )
∑
h≍H
h−s4
×
∑
b≍B
|b|−s3α(b, h, s1, s2)
√
hd|b|ρf,∞(hd)ρf,a(b),
(4.37)
and
(4.38) α(b, h, s1, s2) := e
(
− bd
∗
1d
∗
2
v2ℓ′1ℓ
′
2
) ∑∑
d1ℓ
′
2n−d2ℓ
′
1m=b
n≍N
m≍M
τ(n)τ(m)
ns1ms2
Sˆv(χ, n,m, h).
Since we want to apply Cauchy-Schwarz in (4.37) to make the square of the h and b sum
appear in order to use the large sieve inequality, we need to separate h from b in α(b, h).
Using the Definition (4.28) of Sˆv(χ, n,m, h) and opening the Kloosterman sum, we have
B
−,M
K (s1, ..., s4) =
∑
x,y(v)
(xy,v)=1
χ(y)AK(x, y, s1, ..., s4),
(4.39)
with this time
AK(x, y, s1, ..., s4) :=
∑
f∈B(vℓ1ℓ2,χ)
K6|tf |<2K
˜ˇΦ(tf )(s1, ..., s4)
cosh(πtf )
∑
h≍H
δ(h, s4)
×
∑
b≍B
|b|−s3ω(b, s1, s2)
√
hd|b|ρf,∞(hd)ρf,a(b),
(4.40)
where
δ(h, s4) := h
−s4e
(
hdyx
v
)
,
and
ω(b, s1, s2, s3) := e
(
− bd
∗
1d
∗
2
v2ℓ′1ℓ
′
2
) ∑∑
d1ℓ
′
2n−d2ℓ
′
1m=b
n≍N
m≍M
τ(n)τ(m)
ns1ms2
e

(
d1ℓ′1n− d2ℓ′2m
)
xy
v
 .
Since the supports of the integrals in (4.36) are restricted to |ℑm(si)| 6 (Kq)ε, we can
just estimate the quantity (4.37) and then average trivially over the si-integrals for an error
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cost of (Kq)4ε. In fact, we will analyze AK(x, y, s1, ..., s4) and then apply the trivial bound
BK 6 φ(v)
2 supx,y,si |AK(x, y, s1, ..., s4)|. Using Cauchy-Schwarz inequality, we infer
|AK(x, y, s1, ..., s4)| 6 sup
K6t<2K
ℜe(si)=0
∣∣∣∣ ˜ˇΦ(t)(s1, ..., s4)∣∣∣∣(4.41)
×
 ∑
f∈B(vℓ1ℓ2,χ)
K6|tf |<2K
(1 + |tf |)κ
cosh(πtf )
∣∣∣∣∣∑
h≍H
δ(h, s4)
√
hdρf,∞(hd)
∣∣∣∣∣
2

1/2
×
 ∑
f∈B(vℓ1ℓ2,χ)
K6|tf |<2K
(1 + |tf |)−κ
cosh(πtf )
∣∣∣∣∣∑
b≍B
|b|−s3ω(b, s1, s2)
√
|b|ρf,a(b)
∣∣∣∣∣
2

1/2
,
where κ ∈ {0, 1} satisfies χ(−1) = (−1)κ. We mention that we implicitly used the fact
that cosh(πtf ) is always positive since |ℑm(tf )| 6 θ = 7/64 by (2.16) (it is enough to have
|ℑm(tf )| < 1/2). Before applying the spectral large sieve, we need to control the size of the
Mellin-Kuznetsov transform
t 7→ ˜ˇΦ(t)(s1, ..., s4).
To do this, we return to Definitions (4.35) and (2.1) and note (by permutation of integrals)
that this is in fact the Bessel transform of the function
z 7→ Ψ(z, s1, ..., s4) :=
∫∫∫∫
(R>0)4
Φ(z, n,m, b, h)ns1ms2bs3hs4
dndmdbdh
nmbh
.
Using again Proposition 4.9, we see that the support of Ψ is z ≍ Z and that it satisfies the
uniform bound (recall that ℜe(si) = 0)
Ψ(i) ≪ qε M
3/4N1/4
L(d1d2)1/2(MN)1/4
Z−i.
Therefore, it follows from Lemma 2.1 (the bound (2.2)) that
(4.42)
˜ˇ
Φ(t)(s1, ..., s4)≪ qε M
3/4N1/4
ZL(d1d2)1/2(MN)1/4
.
We substitute the bound above in the first line of (4.41). In the second line, we exploit the
fact that we are at the cusp∞ by mean of the Hecke relation between the Fourier coefficients
and the eigenvalues (c.f. (2.13)), namely (we recall that (h, q) = 1 and we use this hypothesis
only here) √
hdρf,∞(hd) = λf (d)
√
hρf,∞(h).
Note that we also used the fact that q is coprime to the level of the group Γ0(vℓ1ℓ2) since
(ℓ1ℓ2, q) = 1 and v|ℓ1ℓ2. We now use the bound |λf (d)| 6 2dθ (c.f (2.14) and recall that
either d = 1 or d = q is prime), the large sieve inequality (c.f Theorem 2.5), the fact that
µ(a) = (vℓ1ℓ2)
−1 (c.f (2.19)), cond(χ) 6 v, the two bounds
||δ||H 6 H1/2 , ||ω||B ≪ qεNB1/2
and we obtain
AK ≪ qεdθM
3/4N1/4(BH)1/2N3/4
ZL(d1d2)1/2M1/4
(
K +
v−1/4B1/2
(ℓ1ℓ2)1/2
)(
K +
v−1/4H1/2
(ℓ1ℓ2)1/2
)
.
For K, we have since Q > N1/2−ε and H 6 NL/d,
K 6 qεZ = qε
(BHd)1/2
Q(ℓ′1ℓ
′
2)
1/2
≪ qε (LN)
1/2
Q
B1/2
(ℓ′1ℓ
′
2)
1/2
≪ qε (LB)
1/2
(ℓ′1ℓ
′
2)
1/2
.
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Hence,
AK ≪ qεdθL−1/2 M
3/4N1/4BH1/2N3/4
Z(ℓ1ℓ2)1/2M1/4(ℓ′1ℓ
′
2)
1/2
(
(LB)1/2 +H1/2
)
.
Using Z ≍ Q−1(ℓ′1ℓ′2)−1/2(BHd)1/2 leads to
AK ≪ qεd−1/2+θL−1/2M
3/4N1/4B1/2N3/4Q
M1/4(ℓ1ℓ2)1/2
(
(LB)1/2 +H1/2
)
=: AK(B) +AK(H).
For the first expression, we have using B 6 L2M and the maximum values of M and N given
by Lemma 4.5
AK(B)≪ qεd−1/2+θL2 (MMN)
3/4N1/4Q
(ℓ1ℓ2)1/2
≪ qεd−1/2+θL2 Q
3Q
(ℓ1ℓ2N)1/2
≪ qεd−1/2+θL5 NQ
(ℓ1ℓ2)1/2
.
For the second term, we have using also H 6 LN/d
AK(H) = q
εd−1/2+θL−1/2
M3/4N1/4(BH)1/2N3/4Q
M1/4(ℓ1ℓ2)1/2
≪ qεd−1+θL (NMN)
3/4M1/4Q
(ℓ1ℓ2)1/2
≪ qεd−1+θLQ
2M1/2Q
(ℓ1ℓ2)1/2
≪ qεd−1+θL3NM
1/2Q
(ℓ1ℓ2)1/2
.
Conclusion of Theorem 4.3 : We insert these two estimations first in (4.39), so that it
will be multiplied by φ(v)2. We next multiply by d1d2
√
ℓ′1ℓ
′
2 as in (4.36). Finally, we replace
the two last lines of (4.30) by these bounds and execute the first line summation, obtaining
that the contribution of D− to ODE+(ℓ1, ℓ2, N,M ; q) is
(4.43) qε−1/2+θ(ℓ1ℓ2)
3/2
((
L6N
q
)1/2
+
(
L10N
M
)1/2)
≪ qε−1/2+θL5(ℓ1ℓ2)3/2
(
N
M
)1/2
,
since M/q 6 1. We do exactly the same thing with D0 (see (4.32)), getting that its contri-
bution to ODE,+ is at most
(4.44) qεL8
M1/4N1/2
q
≪ qεL8
(
N
q2
)1/4
,
which completes the proof of Theorem 4.3.
4.2.4. Combining the error terms of sections 4.1 and 4.2. We combine now the error terms
coming from sections 4.1 and section 4.2. We remind that N = qν and M = qµ with ν > µ.
If we are in the case ν + µ 6 2− 2η, then we can apply the trivial bound (4.4), obtaining
(4.45) T4,±OD(ℓ1, ℓ2, N,M ; q)≪ Lqε−η.
Assume now that we are in the range 2 − 2η 6 ν + µ. If ν − µ > 1 − 2θ − 2η, we apply
Proposition 4.1, getting the same as (4.45) (without the factor L). In the complementary
case ν − µ 6 1− 2θ − 2η, we apply Theorem 4.3 to the error term ODE and we obtain
OD
E,±(ℓ1, ℓ2, N,M ; q)≪ qε(ℓ1ℓ2)3/2L
5
qη
+ qεL8q
1
4 (ν−2).
Finally, applying (4.7) on the second term yields
OD
E,±(ℓ1, ℓ2, N,M ; q)≪ qε
(
L5(ℓ1ℓ2)
3/2
qη
+
L8
q
1
4 (
1
2+θ+η)
)
.(4.46)
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Setting L = qλ, the first term is automatically bigger than the second if λ < η, a condition
we henceforth assume to hold and that gives the desired error term of Theorem 1.1.
5. The Off-Diagonal Main Term
We return to the main term that we left besides in the beginning of § 4.2.2. This expression
corresponds to the product of the two constants terms after the application of Voronoi
summation formula to (4.22) and is given by (see also § 5 in [DFI94a])
OD
MT
± (ℓ1, ℓ2, N,M ; q) :=
2φ∗(q)−1
(MN)1/2
∑
d|q
φ(d)µ
( q
d
)∑
h 6=0
∑
ℓ62Q
(ℓ1ℓ2, ℓ)
ℓ2
S(hd, 0; ℓ)I±,(5.1)
and I± is the integral defined by
I± :=
∫ ∞
0
∫ ∞
0
(log ℓ1x− λℓ1,ℓ) (log ℓ2y − λℓ2,ℓ)E±(x, y, ℓ)dxdy,(5.2)
with E± given by (4.23) and
λℓi,ℓ := log
(
ℓiℓ
2
(ℓi, ℓ)2
)
− 2γ.
As a first step, we need to remove the delta function ∆ℓ in our integral because this is an
obstruction for the calculation. This can be done as follows : we make a first change of
variables ℓ1x 7→ x and ℓ2y 7→ y and then, x = ∓y + hd+ u, getting
(5.3) I± =
1
ℓ1ℓ2
∫ ∞
0
∫
R
C(∓y + hd+ u, y)∆ℓ(u)dudy,
where we defined
C(x, y) := (log x− λℓ1,ℓ)(log y − λℓ2,ℓ)F
(
x
ℓ1
,
y
ℓ2
)
.
For the inner integral in (5.3), we use equation (18) in [DFI94a] and we obtain∫
R
C(∓y + hq + u, y)∆ℓ(u)du = C(∓y + hd, y) +O
((
ℓQ
ℓ1N
)j)
,
where the implied constant depends on j > 1. Assuming ℓ < (ℓ1N/ℓQ)
1−ε, we make the
error term above very small by choosing j large enough. Therefore, we have for ℓ in this
range
I± =
1
ℓ1ℓ2
∫ ∞
0
C(∓y + hd, y)dy +O(q−100).
On the other hand, we also have the bound (c.f. (30), [DFI94a]) I± ≪M logQ which is valid
for all ℓ. Hence, using |h| 6 LN/d, the bound for the Ramanujan sum S(hd, 0; ℓ)≪ (hd, ℓ)
and the definition of Q = LN1/2+ε, we get
OD
MT
± (ℓ1, ℓ2, N,M ; q) =
2(φ∗(q)ℓ1ℓ2)
−1
(MN)1/2
∑
d|q
φ(d)µ
( q
d
)∑
h 6=0
∞∑
ℓ=1
(ℓ1ℓ2, ℓ)
ℓ2
S(hd, 0; ℓ)
×
∞∫
0
C(∓x+ hd, x)dx +O(L2qε−1/2),(5.4)
where the eror term takes care of the tail of the ℓ-sum. We now recall that we have made
the substitution W (x)↔ x−1/2W (x) (c.f. (4.3)), so up to an error term of O(L2qε−1/2), we
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have to compute the following expression
OD
MT
± (ℓ1, ℓ2, N,M ; q) =
2
φ∗(q)(ℓ1ℓ2)1/2
∑
d|q
φ(d)µ
( q
d
)∑
h 6=0
∞∑
ℓ=1
(ℓ1ℓ2, ℓ)cℓ(hd)
ℓ2
×
∫ ∞
0
Λ±(x, hd, ℓ1, ℓ2, ℓ; q)dx,
where cℓ(hd) = S(hd, 0; ℓ) and where the function Λ
± is defined by
Λ±(x, hd, ℓ1, ℓ2, ℓ; q) :=
(log(∓x+ hd)− λℓ1,ℓ)(log x− λℓ2,ℓ)
(x(∓x + hd))1/2
× V
(
x(∓x+ hd)
ℓ1ℓ2q2
)
W
(∓x+ hd
ℓ1N
)
W
(
x
ℓ2M
)
.
(5.5)
Before evaluating the x-integral, we use the well known formula for the Ramanujan sum
cℓ(hd) =
∑
ab=ℓ
b|hd
µ(a)b,
to get
OD
MT
± (ℓ1, ℓ2, N,M ; q) =
2
φ∗(q)(ℓ1ℓ2)1/2
∑
d|q
φ(d)µ
( q
d
)∑
a>1
µ(a)
a2
∑
b>1
(ℓ1ℓ2, ab)
b
×
∑
h 6=0
b|hd
∫ ∞
0
Λ±(x, hd, ℓ1, ℓ2, ab; q)dx.
(5.6)
It is convenient to replace the condition b|hd by b|h. If d = 1, there is nothing to do. Now
if d = q, we use the fact that the integral is supported on x ≍ ℓ2M , the h-summation to
|h| 6 LN/q and b 6 LN to obtain that up to an error term of O(L2q−1+ε), we can assume
that (b, q) = 1. Once we have done this, we can also remove the condition (b, q) = 1 for the
same cost.
5.1. Evaluation of the x-Integral. For this evaluation, we need to separate the ± case.
Using the integral representation for V from (2.23) and the Mellin inversion formula for W ,
we have for the minus case
∞∫
0
Λ−(x, hd, ℓ1, ℓ2, ab; q)dx =
1
(2πi)3
∫
(w1)
∫
(w2)
W˜N,M (w1, w2)
×
∫
(s)
G(s)q2s
ℓ−s−w11 ℓ
−s−w2
2
∞∫
0
x1/2−s−w2
(log x− λℓ2,ab) (log(x+ hd)− λℓ1,ab)
(x+ hd)
1/2+s+w1
× (δh>0 + δh<0δx>−hd)dx
x
ds
s
dw2dw1,(5.7)
For the plus case, we clearly have zero if h < 0 and otherwise
∞∫
0
Λ+(x, hd, ℓ1, ℓ2, ab; q)dx =
1
(2πi)3
∫
(w1)
∫
(w2)
W˜N,M (w1, w2)
∫
(s)
G(s)q2s
ℓ−s−w11 ℓ
−s−w2
2
×
∞∫
0
x1/2−s−w2
(log x− λℓ2,ab) (log(hd− x)− λℓ1,ab)
(hd− x)1/2+s+w1
δx<hd
dx
x
ds
s
dw2dw1.
(5.8)
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Here we have to take care about the convergence of these x-integrals and choose suitable
s, w1, w2-contours. More precisely, for (5.7), we need to impose
(5.9)
ℜe(s+ w2) < 1/2 , ℜe(2s+ w1 + w2) > 0 if h > 0
ℜe(s+ w1) < 1/2 , ℜe(2s+ w1 + w2) > 0 if h < 0,
and for (5.8), we must have
(5.10) ℜe(s+ w1) < 1/2 and ℜe(s+ w2) < 1/2.
In order to perform this computation and to deal later with real Dirichlet series, we put the
logarithm factors in a more appropriate form, namely
(log x− λℓ2,ab)(log(±x+ hd)− λℓ1,ab) = Dγ ·
(
x(ℓ2, ab)
2
ℓ2(ab)2
)u2 ( (±x+ hd)(ℓ1, ab)2
ℓ1(ab)2
)u1
,
where
Dγ := (∂u1 + 2γ)(∂u2 + 2γ)|u1=u2=0.
Assuming that (5.9) and (5.10) hold, we can rewrite the two last lines of (5.7) in the form
Dγ ·
 (ℓ1, ab)2u1(ℓ2, ab)2u2ℓu11 ℓu22 a2u1+2u2b2u1+2u2
∞∫
0
x1/2−s−w2+u2
δh<0δx>−hd + δh>0
(x + hd)1/2+s+w1−u1
dx
x
 ,(5.11)
and the last line of (5.8) equals
Dγ ·
 (ℓ1, ab)2u1(ℓ2, ab)2u2ℓu11 ℓu22 a2u1+2u2b2u1+2u2
∞∫
0
x1/2−s−w2+u2
δx<hd
(hd− x)1/2+s+w1−u1
dx
x
 .(5.12)
Now using (2.21) and (2.19) in [Obe12], we obtain that the Mellin transform (5.11) equals
Dγ ·
{
(ℓ1, ab)
2u1(ℓ2, ab)
2u2
ℓu11 ℓ
u2
2 a
2u1+2u2b2u1+2u2(|h|d)2s+w1+w2−u1−u2
×

Γ(2s+w1+w2−u1−u2)Γ( 12−s−w2+u2)
Γ( 12+s+w1−u1)
if h > 0,
Γ(2s+w1+w2−u1−u2)Γ( 12−s−w1+u1)
Γ(1/2+s+w2−u2)
if h < 0.
(5.13)
Similarly, we use (2.20) in [Obe12] for (5.12) and we obtain
Dγ ·
{
(ℓ1, ab)
2u1(ℓ2, ab)
2u2
ℓu11 ℓ
u2
2 a
2u1+2u2b2u1+2u2(|h|d)2s+w1+w2−u1−u2
×

Γ( 12−s−w1+u1)Γ(
1
2−s−w2+u2)
Γ(1−2s−w1−w2+u1+u2)
if h > 0,
0 if h < 0.
(5.14)
According to (5.9) and (5.10), we choose finally the following contours
(5.15) ℜe(s),ℜe(w1),ℜe(w2) =
 ε , 0 , ε if h > 0
ε , ε, 0 if h < 0,
assuming of course that the u′i s variables are sufficiently small compared to ε.
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5.2. Assembling the Partition of Unity. The partition of unity is an obstruction for the
computation of the second main term, so we need to rebuild it. This step requires some prepa-
rations. We return to Expression (5.6) (recall that we have removed b|hd↔ b|h) and separate
the case h < 0 from h > 0 by writing ODMT± (ℓ1, ℓ2, N,M ; q) = OD
MT
±,h>0(ℓ1, ℓ2, N,M ; q) +
OD
MT
±,h<0(ℓ1, ℓ2, N,M ; q), recalling that OD
MT
+,h<0 = 0. In order to have a symmetric situa-
tion, we may group the terms as follow :
OD
MT :=
∑
±
OD
MT
± =
(
OD
MT
−,h>0 +
1
2
OD
MT
+,h>0
)
+
(
OD
MT
−,h<0 +
1
2
OD
MT
+,h>0
)
=: C1(ℓ1, ℓ2, N,M ; q) + C2(ℓ1, ℓ2, N,M ; q).
(5.16)
In ODMT+,h>0 appearing in the second term, we just change the w1, w2-contours to have the
same as ODMT−,h<0 (see (5.15)). Inserting the results (5.13) and (5.14), we obtain
C1(ℓ1, ℓ2, N,M ; q) =
2
φ∗(q)
∑
d|q
φ(d)µ
( q
d
)∑
a>1
µ(a)
a2
∑
b>1
(ℓ1ℓ2, ab)
b
∑
h>1
b|h
× 1
(2πi)3
∫
(0)
∫
(ε)
W˜N,M (w1, w2)
∫
(ε)
G(s)q2s
ℓ
1/2−s−w1
1 ℓ
1/2−s−w2
2
× Dγ ·
{
(ℓ1, ab)
2u1(ℓ2, ab)
2u2H1(s, w1, w2, u1, u2)
ℓu11 ℓ
u2
2 (ab)
2u1+2u2(hd)2s+w1+w2−u1−u2
}
ds
s
dw2dw1.
(5.17)
where
H1(s, w1, w2, u1, u2) :=
Γ(2s+ w1 + w2 − u1 − u2)Γ(12 − s− w2 + u2)
Γ(12 + s+ w1 − u1)
+
1
2
Γ(12 − s− w1 + u1)Γ(12 − s− w2 + u2)
Γ(1− 2s− w1 − w2 + u1 + u2) .
(5.18)
The definition of C2(ℓ1, ℓ2, N,M) is the same, but with ℜe(w1) = ε, ℜe(w2) = 0 and H2
instead of H1 with
H2(s, w1, w2, u1, u2) :=
Γ(2s+ w1 + w2 − u1 − u2)Γ(12 − s− w1 + u1)
Γ(12 + s+ w2 − u2)
+
1
2
Γ(12 − s− w1 + u1)Γ(12 − s− w2 + u2)
Γ(1− 2s− w1 − w2 + u1 + u2) .
(5.19)
5.2.1. Shifting the s-contour. The goal here is to move the s-line on the right to make the
h-summation absolutely convergent and bring up the zeta function. We will see that we
catch some poles whose contributions seem to be big. Fortunately, the arithmetical sum
over d|q cancels these extra factors and this is the reason why we did not separate it at the
beginning of Section 3. We treat here only C1(ℓ1, ℓ2, N,M ; q) since the other is completely
similar by changing w1 ↔ w2 in our arguments. Since we deal with the s, w1, w2-integrals,
we can put the differential operator Dγ outside and only focus on the following quantity :
I :=
1
φ∗(q)
∑
d|q
φ(d)µ
( q
d
)∑
b|h
1
(2πi)3
∫
(0)
∫
(ε)
W˜N,M (w1, w2)(5.20)
×
∫
(ε)
G(s)q2sH1(s, w1, w2, u1, u2)
ℓ
1/2−s−w1+u1
1 ℓ
1/2−s−w2+u2
2 (hd)
2s+w1+w2−u1−u2
ds
s
dw2dw1.
We now move the s-line of integration to ℜe(s) = 1/2 − ε/3, passing a simple pole at s =
1/2−w2+u2 coming from the factor Γ(1/2−s−w2+u2) in the function H1(s, w1, w2, u1, u2).
Note that since we moved to the right, the residue has to be taken with the minus sign.
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Hence we obtain that I = −R+ I′ where I′ is the same as (5.20) but with ℜe(s) = 1/2− ε/3
and the residue part is given by
R = − 3
2φ∗(q)
∑
d|q
φ(d)µ
( q
d
)∑
b|h
1
(2πi)2
∫
(0)
∫
(ε)
W˜N,M (w1, w2)(5.21)
× G(1/2− w2 + u2)q
1−2w2+2u2
ℓw2−w1+u1−u21 (hd)
1+w1−w2+u2−u1
dw2dw1.
In R, we shift the w1-contour to ℜe(w1) = 2ε, passing no pole. Since ℜe(1+w1−w2+ u2−
u1) > 1, we can switch the h-summation with these two integrals, obtaining
R =− 3
2φ∗(q)
∑
d|q
φ(d)µ
( q
d
) 1
(2πi)2
∫
(2ε)
∫
(ε)
W˜N,M (w1, w2)(5.22)
× ζ(1 + w1 − w2 + u2 − u1) G(1/2− w2 + u2)q
1−2w2+2u2
ℓw2−w1+u1−u21 (bd)
1+w1−w2+u2−u1
dw2dw1.
Now we deal with I′. Since ℜe(2s+w1+w2−u1−u2) > 1, we can also switch the h-summation
with the three integrals. Once we have done this, we move the s-line to ℜe(s) = ε, passing two
poles : one at 2s+w1+w2−u1−u2 = 1 coming from the new factor ζ(2s+w1+w2−u1−u2)
and the other again at s = 1/2 − w2 + u2. Hence we have (this time the residues have to
be taken with positive signs) I′ = I′′ + R′ + R where R′ is the same as (5.22), but with
ℜe(w1) = 0 instead of 2ε and R is the residue at 2s+w1 + w2 − u1 − u2 = 1. In summary,
we obtained the following decomposition of (5.20) :
(5.23) I = I′′ + R′ − R+R.
Lemma 5.1. With the above notations, we have
|R′ − R|+ |R| = O((qb)−1+ε).
Proof. We begin with R′ − R. Since the only difference between these two expressions is
the w1-contour, we want to shift it in R to ℜe(w1) = 0. Before doing this, we switch the
arithmetic sum over d with the si-integrals, obtaining
R =− 3
2φ∗(q)
1
(2πi)2
∫
(2ε)
∫
(ε)
W˜N,M (w1, w2)
G(1/2− w2 + u2)q1−2w2+2u2
ℓw2−w1+u1−u21 b
1+w1−w2+u2−u1
× ζ(1 + w1 − w2 + u2 − u1)
(
φ(q)
q1+w1−w2+u2−u1
− 1
)
dw2dw1.
From the obvious observation that
φ(q)
q1+w1−w2+u2−u1
− 1 = (qw2−w1+u1−u2 − 1)− 1
q1+w1−w2+u2−u1
,
we can separate R as a sum of two terms R = R1+R2, according to the above decomposition.
In the second expression, we can average trivially over the si-integrals, obtaining the bound
O((qb)−1+ε). In R1, since the pole of the zeta function at w1 − u1 = w2 − u2 is cancelled
by the factor qw2−w1+u1−u2 − 1, we can shift the w1-line to ℜe(w1) = 0. Writing the same
decomposition for R′, namely R′ = R′1+R
′
2, we obtain that R
′
1 = R1 and R
′
2 = O((qb)
−1+ε).
We play the same game for R. We have, after summing over d|q,
R =
1
2φ∗(q)(2πi)2
∫
(0)
∫
(ε)
W˜N,M (w1, w2)
G(1−w1−w2+u1+u22 )q
1−w1−w2+u1+u2
ℓ
w2−w1+u1−u2
2
1 ℓ
w1−w2+u2−u1
2
2 b
×H1
(
1− w1 − w2 + u1 − u2
2
, w1, w2, u1, u2
)(
φ(q)
q
− 1
)
dw2dw1,
which is bounded by O((qb)−1+ε). 
A TWISTED FOURTH MOMENT OF DIRICHLET L-FUNCTIONS 33
We substitute the decomposition (5.23) of I together with Lemma 5.1 in the expression
(5.17) of C1(ℓ1, ℓ2, N,M ; q). After doing this, we only retain in the d-summation the case
where d = q ; the other contributes O(q−1+ε). We collect the previous computations in the
following proposition.
Proposition 5.2. The quantity defined by (5.17) is equal, up to O(q−1+ε), to
C1(ℓ1, ℓ2, N,M ; q) = 2
∑
a,b>1
µ(a)(ℓ1ℓ2, ab)
(ℓ1ℓ2)1/2a2b
1
(2πi)3
∫
(0)
∫
(0)
W˜N,M (w1, w2)
ℓ−w11 ℓ
−w2
2
×
∫
(ε)
G(s)
(ℓ1ℓ2)−s
Dγ ·
{
(ℓ1, ab)
2u1(ℓ2, ab)
2u2
a2u1+2u2
× ζ(2s+ w1 + w2 − u1 − u2)H1(s, w1, w2, u1, u2)
ℓu11 ℓ
u2
2 b
2s+w1+w2+u1+u2qw1+w2−u1−u2
}
ds
s
dw2dw1.
Remark 5.3. The previous Proposition is also valid for C2(ℓ1, ℓ2, N,M ; q) but with H2
replaced of H1.
5.2.2. Adding the missing pairs (N,M). We recall that at this step, the variables N and M
belong to the set
O =
{
(N,M) | 1 6M 6 N, N
M
6 q1−2θ−2η, NM 6 q2+ε
}
.
If we could add all the other pairs (N,M) to complete the partition of unity, then we could
use (see § 6 [You11])
Lemma 5.4. Let F (s1, s2) be a holomorphic function in the strip a < ℜe(si) < b with
a < 0 < b that decays rapidly to zero in each variable (in the imaginary direction). Then we
have ∑
N,M
1
(2πi)2
∫
(s1)
∫
(s2)
W˜N,M (s1, s2)F (s1, s2)ds2ds1 = F (0, 0).
Proof. Let f(x, y) be the inverse Mellin transform of F (s1, s2) ; then the left handside equals∑
N,M
∫ ∞
0
∫ ∞
0
f(x, y)
(
1
(2πi)2
∫
(s1)
∫
(s2)
W˜N,M (s1, s2)x
s1ys2ds2ds1
)
dxdy
xy
=
∑
N,M
∫ ∞
0
∫ ∞
0
f(x, y)WN,M (x
−1, y−1)
dxdy
xy
=
∫ ∞
0
∫ ∞
0
f(x, y)
dxdy
xy
= F (0, 0),
and the lemma is proved. 
In order to apply Lemma 5.4, we have the following result which allows us to add all the
missing pairs (N,M) at the cost of a negligible error.
Lemma 5.5. The quantity defined in Proposition 5.2 satisfies the following bound
Ci(ℓ1, ℓ2, N,M ; q)≪ qεL2min
{(
M
N
)1/2
,
(
q2
MN
)C
,
(NM)1/2
q
}
,
where in the second estimation, the implied constant depends on C.
Proof. This lemma is obtained by moving suitably the different lines of integration. By
suitably, we mean that we need to avoid the poles coming from the three different factors
(we focus on C1)
ζ(2s+ w1 + w2 − u1 − u2) , Γ(2s+ w1 + w2 − u1 − u2) , Γ(1
2
− s− w2 + u2).
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In other words, after each manipulation, we must have (recall that ui are arbitrarily small)
0 < ℜe(2s+ w1 + w2) < 1 and ℜe(s+ wi) < 1/2, i = 1, 2.
For the first bound, we just shift the w2-contour to ℜe(w2) = 1/2 − 2ε and then, the w1-
contour to ℜe(w1) = −1/2 + 2ε.
For the second bound, we fix a constant C > 1 and we shift the wi-contours to ℜe(wi) =
−ε/42C. The first step is to move to ℜe(s) = 1/2 and then to ℜe(wi) = −1/2+ ε/42C . The
second step is : ℜe(s) = 1− 2ε/42C and then ℜe(wi) = −1 + 4ε/42C . Again, the third step
is ℜe(s) = 3/2 − 8ε/42C and ℜe(wi) = −3/2 + 16ε/42C. It follows that after the jth step,
we are at (j > 2)
ℜe(s) = j
2
− 4
j−1ε
2 · 42C and ℜe(wi) = −
j
2
+
4j−1ε
42C
.
Taking j = [2C] finishes the proof.
The last part is obtained by shifting ℜe(wi) to 1/2− 2ε. 
This Lemma allows us to sum over all (N,M), getting (recall Decomposition (5.16))
OD
MT (ℓ1, ℓ2; q) :=
∑
N,M
OD
MT (ℓ1, ℓ2, N,M ; q) =
2∑
i=1
∑
N,M
Ci(ℓ1, ℓ2, N,M)
=
2
2πi
∫
(ε)
F(s, ℓ1, ℓ2; q)
ds
s
,
(5.24)
where the function s 7→ F(s, ℓ1, ℓ2; q) is defined by
(5.25) F(s, ℓ1, ℓ2; q) := Dγ ·
{
G(s)H(s, u1, u2)ζ(2s− u1 − u2)L(s, u1, u2, ℓ1, ℓ2)
(ℓ1ℓ2)1/2q−u1−u2
}
,
with
H(s, u1, u2) := H1(s, 0, 0, u1, u2) +H2(s, 0, 0, u1, u2),
L(s, u1, u2; ℓ1, ℓ2) = ℓ
s−u1
1 ℓ
s−u2
2 L(s, u1, u2; ℓ1, ℓ2),
and L(s, u1, u2; ℓ1, ℓ2) is the Dirichlet series given by
(5.26) L(s, u1, u2; ℓ1, ℓ2) :=
∑
a>1
∑
b>1
µ(a)(ℓ1, ab)
1+2u1(ℓ2, ab)
1+2u2
a2+2u1+2u2b1+2s+u1+u2
.
5.3. A Symmetry for the Function F(s, ℓ1, ℓ2; q). As we note actually in Expression
(5.25), we have completely removed powers of q in the s-aspect in (5.24). Thus the usual
method of evaluation consisting in shifting the s-contour to the left (as in section 3.2) to
get a negative power of q and taking the residues passed along way cannot work here. As it
turns out, we will be able to evaluate explicitly the s-part through a residue at zero since
the function s 7→ F(s, ℓ1, ℓ2; q) is even in s. This affirmation does not follow directly from
definitions (5.25) and (5.26) and recquires a finer analysis on the Dirichlet series L, the
functional equation for the Riemann zeta function and a crucial identity for the function H .
5.3.1. Analysis of L(s, u1, u2, ℓ1, ℓ2). We will use the following notations
(5.27) r = 2 + 2u1 + 2u2 and t = 1 + 2s+ u1 + u2
and factorize L as an infinite product (recall that ℓ1, ℓ2 are cubefree and coprime)
(5.28) L =
∏
p∤ℓ1ℓ2
Lp
∏
p||ℓ1
Lp
∏
p2|ℓ1
Lp
∏
p||ℓ2
Lp
∏
p2|ℓ2
Lp,
where for each prime p, we have
Lp = p
vp(ℓ1)(s−u1)pvp(ℓ2)(s−u2)
∑
06a61
b>0
(−1)ap
∑
2
i=1
min(a+b,vp(ℓi))(1+2ui)
par+bs
.
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We will compute the above expression according to the different cases appearing in decom-
position (5.28). When p ∤ ℓ1ℓ2, we easily get
(5.29) Lp =
(
1− 1
pr
)(
1− 1
pt
)−1
.
If p||ℓi, we have
(5.30) Lp =
(
1
p−s+ui
− 1
pt−s+ui
+
1
pt−s−1−ui
− 1
pr−s−1−ui
)(
1− 1
pt
)−1
.
Finally, assuming p2|ℓi, we obtain(
1
p−2s+2ui
+
1
pt−2s−1
− 1
pr−2s−1
− 1
pt−2s+2ui
− 1
p2t−2s−1
+
1
p2t−2s−2−2ui
+
1
pt+r−2s−1
− 1
pt+r−2s−2−2ui
)(
1− 1
pt
)−1
.
(5.31)
From (5.29), (5.30), (5.31) and the change of variables (5.27), we infer the following facto-
rization
(5.32) L(s, u1, u2; ℓ1, ℓ2) =
ζ(1 + 2s+ u1 + u2)
ζ(2 + 2u1 + 2u2)
δ(ℓ1; s, u1, u2)δ(ℓ2; s, u2, u1),
where n 7→ δ(n; s, u1, u2) is the multiplicative function supported on cubefree integers and
whose values on p and p2 are given by
δ(p; s, u1, u2) :=
{
1
ps+u2
(
1− 1
p1+2u1
)
+
1
p−s+u1
(
1− 1
p1+2u2
)}
×
(
1− 1
p2+2u1+2u2
)−1
,
(5.33)
δ(p2; s, u1, u2) :=
{
1
p2s+2u2
(
1− 1
p1+2u1
)
+
1
p−2s+2u1
(
1− 1
p1+2u2
)
+
1
pu1+u2
(
1 +
1
p2u1+2u2
− 1
p1+2u1
− 1
p1+2u2
)}
×
(
1− 1
p2+2u1+2u2
)−1
.
(5.34)
5.3.2. Parity of F(s, ℓ1, ℓ2; q). We split the differential operator Dγ =
∑2
i=0D
i
γ with D
0
γ =
4γ2, D1γ = 2γ(∂u1 + ∂u2)|ui=0, D2γ = ∂2ui=0 and separate the function F(s, ℓ1, ℓ2; q) =∑2
i=0 Fi(s, ℓ1, ℓ2; q) according to this decomposition. We will show that each Fi is even
in s. For this, we exploit the factorization (5.32) and define
A(s, u1, u2; q) :=
G(s)H(s, u1, u2)ζ(2s− u1 − u2)ζ(1 + 2s+ u1 + u2)
ζ(2 + 2u1 + 2u2)q−u1−u2
,
B(s, u1, u2; ℓ1, ℓ2) :=
δ(ℓ1; s, u1, u2)δ(ℓ2; s, u2, u1)
(ℓ1ℓ2)1/2
,(5.35)
in order to have
F(s, ℓ1, ℓ2; q) = Dγ · {A(s, u1, u2; q)B(s, u1, u2; ℓ1, ℓ2)} .
We also mention the functional equation for the Riemann zeta function
(5.36) ζ(1 + 2s) = π1/2+2sζ(−2s) Γ(−s)
Γ(12 + s)
,
36 RAPHAËL ZACHARIAS
and a crucial identity for the function H(s, u1, u2) (see (8.5)-(8.6) in [You11])
(5.37) H(s, u1, u2) = π
1/2 Γ
(
−u1−u2+2s
2
)
Γ
(
1+u1+u2−2s
2
) Γ
(
1
2+u1−s
2
)
Γ
(
1
2+u2−s
2
)
Γ
(
1
2−u1+s
2
)
Γ
(
1
2−u2+s
2
) .
Lemma 5.6. Each of the following functions are even in s : A(s, 0, 0; q), B(s, 0, 0; ℓ1, ℓ2),
(∂u1 + ∂u2)|ui=0B, ∂ui=0A, ∂2u1u2=0A and ∂2u1u2=0B.
Proof. We begin with A(s, 0, 0; q). Recalling Definition (3.7) of G(s) and using the Identity
(5.37), we have
A(s, 0, 0; q) = Q(s)
π1/2−2sΓ
(
1
2+s
2
)2
Γ
(
1
2−s
2
)2
ζ(2)Γ(1/4)4
ζ(2s)ζ(1 + 2s)
Γ(s)
Γ(12 − s)
.
Applying now the functional equation (5.36) to ζ(1 + 2s), we obtain
A(s, 0, 0; q) = Q(s)π
Γ
(
1
2+s
2
)2
Γ
(
1
2−s
2
)2
ζ(2)Γ(1/4)4
ζ(2s)ζ(−2s) Γ(s)Γ(−s)
Γ(12 − s)Γ(12 + s)
,
which is of course even. For the function B(s, 0, 0; ℓ1, ℓ2), we easily see from Definitions
(5.33) and (5.34) that it is even, since each local factor is even. To compute the others, it
will be very convenient to express them as logarithm derivatives. To be more precise, we can
express ∂ui=0A as
∂ui=0A = A(s, 0, 0; q)
(
Hui
H
+
ζ′(1 + 2s)
ζ(1 + 2s)
− ζ
′(2s)
ζ(2s)
− 2ζ
′(2)
ζ(2)
+ log q
)
.
On one hand, we have using (5.37),
2
Hui
H
= −Γ
′(s)
Γ(s)
− Γ
′(12 − s)
Γ(12 − s)
+
Γ′
(
1
2−s
2
)
Γ
(
1
2−s
2
) + Γ′
(
1
2+s
2
)
Γ
(
1
2+s
2
) .
On the other hand, we have by applying the logarithm derivative to (5.36),
2
ζ′(1 + 2s)
ζ(1 + 2s)
= 2 log(π)− 2ζ
′(−2s)
ζ(−2s) −
Γ′(−s)
Γ(−s) −
Γ′(12 + s)
Γ(12 + s)
.
It follows that ∂uiA is even. Similarily, we can compute ∂
2
u1u2=0A in a fancy way :
∂2u1u2=0A = A(s, 0, 0; q)
{(
Hu1
H
+
ζ′(1 + 2s)
ζ(1 + 2s)
− ζ
′(2s)
ζ(2s)
− 2ζ
′(2)
ζ(2)
+ log q
)2
+ ∂u2=0
(
Hu1(s, 0, u2)
H(s, 0, u2)
+
ζ′(1 + 2s+ u2)
ζ(1 + 2s+ u2)
− ζ
′(2s− u2)
ζ(2s− u2) −
ζ′(2 + 2u2)
ζ(2 + 2u2)
)}
.
We already know that the first line is even. For the second, we have by (5.37),
Hu1(s, 0, u2)
H(s, 0, u2)
= −1
2
Γ′
(
−u2+2s
2
)
Γ
(
−u2+2s
2
) − 1
2
Γ′
(
1+u2−2s
2
)
Γ
(
1+u2−2s
2
) + 1
2
Γ′
(
1
2−s
2
)
Γ
(
1
2−s
2
) + 1
2
Γ′
(
1
2+s
2
)
Γ
(
1
2+s
2
) ,
and using again (5.36), we infer
ζ′(1 + 2s+ u2)
ζ(1 + 2s+ u2)
= log(π)− ζ
′(−2s− u2)
ζ(−2s− u2) −
1
2
Γ′(−2s−u22 )
Γ(−2s−u22 )
− 1
2
Γ′(1+2s+u22 )
Γ(1+2s+u22 )
.
Hence the parenthesis in the second line of ∂2u1u2=0 is preserved under the action of ∂u2=0. It
remains to evaluate (∂u1 + ∂u2)|ui=0B and ∂2u1u2=0B. In this case precisely, it is very useful
to express as logarithm derivatives since B(s, u1, u2; ℓ1, ℓ2) can be written as a product of
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the primes dividing ℓ1ℓ2 and the logarithm derivative transforms this product into a sum in
which each term will be even. Indeed, we compute
(∂u1 + ∂u2)|ui=0B = B(s, 0, 0; ℓ1, ℓ2)
2∑
i=1
∑
p|ℓi
(∂u1 + ∂u2)|ui=0δ(pvp(ℓi); s, u1, u2)
δ(pvp(ℓi); s, 0, 0)
,
and it is easy to check that each term appearing in the sum above is even. We mention that
the ∂ui=0δ are not individually even ; it is (∂u1 + ∂u2)|ui=0 that creates the symmetry (see
(5.38)). Finally, we have for the last one (recall that u1 and u2 are swapped when we deal
with ℓ2)
∂2u1u2=0B = B(s, 0, 0; ℓ1, ℓ2)
{(
δu1(ℓ1; s, 0, 0)
δ(ℓ1; s, 0, 0)
+
δu2(ℓ2; s, 0, 0)
δ(ℓ2; s, 0, 0)
)
×
(
δu2(ℓ1; s, 0, 0)
δ(ℓ1; s, 0, 0)
+
δu1(ℓ2; s, 0, 0)
δ(ℓ2; s, 0, 0)
)
+ ∂u2 |u2=0
(
δu1(ℓ1; s, 0, u2)
δ(ℓ1; s, 0, u2)
)
+ ∂u1 |u1=0
(
δu2(ℓ2; s, u1, 0)
δ(ℓ2; s, u1, 0)
)}
.
Using the symmetry
(5.38)
δu1(ℓi;−s, 0, 0)
δ(ℓi;−s, 0, 0) =
δu2 (ℓi; s, 0, 0)
δ(ℓi, s, 0, 0)
,
we remark that the product of the two parentheses is invariant under s ↔ −s since it just
switches the two factors. We conclude this Lemma by checking that the local value (at a
prime p) of the two order two terms is given by
2∑
i=1
(
δu1,u2(p
vp(ℓi); s, 0, 0)
δ(pvp(ℓi); s, 0, 0)
− δu1 (p
vp(ℓi); s, 0, 0)δu2(p
vp(ℓi); s, 0, 0)
δ(pvp(ℓi); s, 0, 0)2
)
and each individual term is even by a direct computation and (5.38) (using of course (5.33)
and (5.34)). 
Proposition 5.7. The function Fi(s, ℓ1, ℓ2; q) is even for i = 0, 1, 2.
Proof. We do not mention the arguments of the functions and write Aui instead of ∂ui=0A.
Since Au1 = Au2 , we have
F0 = 4γ
2AB, F1 = 2γ(Au1 +Au2)B +A(Bu1 +Bu2),
F2 = Au1u2B + (Bu1 +Bu2)Aui +ABu1u2 ,
and the conclusion follows directly from Lemma 5.6. 
Corollary 5.8. The off-diagonal main term (5.24) equals
(5.39) ODMT (ℓ1, ℓ2; q) =
2∑
i=0
Ress=0
{
Fi(s, ℓ1, ℓ2; q)
s
}
.
5.3.3. A note on odd characters. In this paper, we concentrated exclusively on even cha-
racters. The contribution of the odd characters carries through in the same way with slight
changes that we mention now. First of all, the function G(s) defined in (3.7) becomes
G(s) = π−2s
Γ
(
3/2+s
2
)4
Γ(3/4)4
Q(s),
so we need to remove the original G(s) in the diagonal main term (3.10). The estimations of
the error terms as did in Sections 4.1 and 4.2 carry through as before. The most significant
change appears in the treatment of the off-diagonal main term. Here, the last gamma factor
coming from the dual terms (c.f (5.14)) is subtracted in the definition of H instead to be
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added. Fortunately, the parity of the function F(s, ℓ1, ℓ2; q) is preserved trough a similar
identity (apply Lemma 8.4 in [You11] with a = 1/2− s+ u1 and b = 1/2− s+ u2)
(5.40) H(s, u1, u2) = π
1/2 Γ
(
2s−u1−u2
2
)
Γ
(
1−2s+u1+u2
2
) Γ
(
3
2−s+u1
2
)
Γ
(
3
2−s+u2
2
)
Γ
(
3
2+s−u1
2
)
Γ
(
3
2+s−u2
2
) .
6. The Mollified Fourth Moment
In this last section, we exploit Theorem 1.1 to establish an asymptotic formula for a
mollified fourth moment of the form
(6.1) M4(q) :=
1
φ∗(q)
∑
χ (mod q)
χ6=1
|L(χ, 1/2)|4|M(χ)|4,
where M(χ) is our mollifier which presents as a short linear form
(6.2) M(χ) :=
∑
ℓ>1
x(ℓ)χ(ℓ)
ℓ1/2
,
and the coefficients x(ℓ) are given by
(6.3) x(ℓ) := µ(ℓ)δℓ6LP
(
log(L/ℓ)
logL
)
,
for some suitable polynomial P ∈ R[X ] that satisfies P (0) = 0 and P (1) = 1. The parameter
L will be a small power of q (L = qλ with λ > 0) and µ is the Möbius function. Now for
P (X) =
∑
k>1 akX
k ∈ R[X ], we define
(6.4) P̂L(s) :=
∑
k>1
ak
k!
(s logL)k
.
Then we have the following integral representation which can be easily deduced using contour
shift.
Lemma 6.1. For L > 0 not an integer and ℓ ∈ N, we have
δℓ6LP
(
log(L/ℓ)
logL
)
=
1
2πi
∫
(2)
Ls
ℓs
P̂L(s)
ds
s
.
6.1. Reduction to the Twisted Fourth Moment. Opening the fourth power in (6.1),
we obtain
M
4(q) =
∑∑
a,b,c,d
x(a)x(b)x(c)x(d)
(abcd)1/2
T
4(ab, cd; q).
To get the primality condition between ab and cd, we explicit the coefficients x and then
use the integral representation provided by Lemma 6.1
M
4(q) =
1
(2πi)4
∫
(2)
∫
(2)
∫
(2)
∫
(2)
4∏
i=1
LziP̂L(zi)
×
∑∑
a,b,c,d
µ(a)µ(b)µ(c)µ(d)
a1/2+z1b1/2+z2c1/2+z3d1/2+z4
T
4(ab, cd; q)
dz1dz2dz3dz4
z1z2z3z4
.
(6.5)
For the sum in the second line, we group the variables ab = ℓ1, cd = ℓ2 and then set
d = (ℓ1, ℓ2), getting that this sum equals
(6.6)
∑∑∑
d>1 (ℓ1,ℓ2)=1
(dℓ1ℓ2,q)=1
µ2,z1−z2(dℓ1)µ2,z3−z4(dℓ2)
d1+z1+z3ℓ
1/2+z1
1 ℓ
1/2+z3
2
T
4(ℓ1, ℓ2; q),
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where for any complex number ν ∈ C, µ2,ν is the inverse of the generalized divisor function
σν(n) =
∑
d|n d
ν for the Dirichlet convolution, namely
(6.7) µ2,ν(n) =
∑
ab=n
µ(a)µ(b)bν .
In particular this is a multiplicative function supported on cubefree integers and whose
values on prime powers are given by
(6.8) µ2,ν(p) = −1− pν , µ2,ν(p2) = pν µ2,ν(pj) = 0 , ∀ j > 3.
Inserting (6.6) in (6.5), we see (by shifting the zi-line to ℜe(zi) = C > 1) that we can assume
that ℓi 6 L
2+ε for an error cost of O(q−100) because L is a positive power of q. We are now in
position to apply Theorem 1.1 to T4(ℓ1, ℓ2; q). Once we applied the Theorem, we can again
remove the condition ℓi 6 L
2+ε for the same cost and sum over all ℓi. The decomposition
into a diagonal, off-diagonal and error term leads to the following decomposition
(6.9) M4(q) = M4D(q) +M
4
OD(q) + E(L, q),
where
M
4
D(q) =
1
(2πi)4
∫
(2)
∫
(2)
∫
(2)
∫
(2)
4∏
i=1
LziP̂L(zi)
∑∑∑
d>1 (ℓ1,ℓ2)=1
(dℓ1ℓ2,q)=1
µ2,z1−z2(dℓ1)µ2,z3−z4(dℓ2)
d1+z1+z3ℓ
1/2+z1
1 ℓ
1/2+z3
2
× 1
2
(
TD(ℓ1, ℓ2; q) + T
−
D(ℓ1, ℓ2; q)
) dz1dz2dz3dz4
z1z2z3z4
,
(6.10)
M
4
OD(q) =
1
(2πi)4
∫
(2)
∫
(2)
∫
(2)
∫
(2)
4∏
i=1
LziP̂L(zi)
∑∑∑
d>1 (ℓ1,ℓ2)=1
(dℓ1ℓ2,q)=1
µ2,z1−z2(dℓ1)µ2,z3−z4(dℓ2)
d1+z1+z3ℓ
1/2+z1
1 ℓ
1/2+z3
2
× 1
2
(
OD
MT (ℓ1, ℓ2; q) + OD
MT,−(ℓ1, ℓ2; q)
) dz1dz2dz3dz4
z1z2z3z4
,
(6.11)
E(L, q) =
1
(2πi)4
∫
(2)
∫
(2)
∫
(2)
∫
(2)
4∏
i=1
LziP̂L(zi)
∑∑∑
d>1 (ℓ1,ℓ2)=1
(dℓ1ℓ2,q)=1
µ2,z1−z2(dℓ1)µ2,z3−z4(dℓ2)
d1+z1+z3ℓ
1/2+z1
1 ℓ
1/2+z3
2
×O
(
qε
(ℓ1ℓ2)
3/2L10
qη
)
dz1dz2dz3dz4
z1z2z3z4
,
(6.12)
where TD(ℓ1, ℓ2; q), OD
MT (ℓ1, ℓ2; q) are respectively given by (3.10), (5.39) and T
−,ODMT,−
are the contribution of the odd characters (see § 5.3.3 for the necessary changes). We can
immediately evaluate the error term E(L, q). For this, we move the zi-lines to ℜe(zi) = 2+ε,
making all summations absolutely convergent, obtaining therefore
(6.13) E(L, q) = O
(
qε
L18
qη
)
,
which makes sense as long as
(6.14) λ <
η
18
=
1− 6θ
18 · 14 =
11
8064
≈ 1
733
.
6.2. Evaluation of M4D(q). We focus on TD(ℓ1, ℓ2; q) since the other gives the same result.
Indeed, the change is on the function G(s) but we will see that the terms which contribute
in the asymptotic formula only involve G(0), which is equal to 1 in any cases. We now recall
that TD(ℓ1, ℓ2; q) is given by the following residue (up to some error term, see Proposition
3.2)
2Ress=0
{
G(s)q2s
16s5ζ(2 + 4s)
F (ℓ1ℓ2; s)H(s)
}
,
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where we factorize ζ(1 + 2s) = (2s)−1H(s) with H(0) = 1. Since it is a pole of order
five, this residue can be expressed as a linear combination in which the sum of the order
of derivation of each function (except s−5) is four, but it turns out that only the terms
where G(s)H(s)ζ(2 + 4s)−1 are not derived that contribute in our asymptotic formula ; the
contribution of the others are at most Oλ(log
−1 q). Hence we infer
(6.15) M4D(q) =
1
8ζ(2)
∑
i+j=4
(i!j!)−1(2 log q)jM4D(i) +Oλ
(
1
log q
)
,
where
(6.16) M4D(i) :=
1
(2πi)4
∫
(2)
∫
(2)
∫
(2)
∫
(2)
4∏
i=1
LziP̂L(zi)∂
i
s=0L(s, z1, z2, z3, z4)
dz1dz2dz3dz4
z1z2z3z4
,
and L(s, z1, ..., z4) is the Dirichlet series defined by (recall the definition of F (ℓ1ℓ2; s) given
in Proposition 3.2)
(6.17) L(s, z1, z2, z3, z4) :=
∑∑∑
d>1 (ℓ1,ℓ2)=1
µ2,z1−z2(dℓ1)µ2,z3−z4f(ℓ1; 1 + 2s)f(ℓ2; 1 + 2s)
d1+z1+z3ℓ1+z1+s1 ℓ
1+z3+s
2
.
Writing L(s, z1, z2, z3, z4) as an Euler product using (6.8) and (3.9) and examining the polar
parts leads to
Lemma 6.2. The Dirichlet series L(s, z1, z2, z3, z4) factorizes as
(6.18) L(s, z1, z2, z3, z4) = P(s, z1, z2, z3, z4)
2∏
i=1
(
ζ(1 + z1 + zi+2)ζ(1 + z2 + zi+2)
ζ2(1 + zi + s)ζ2(1 + zi+2 + s)
)
,
where P(s, z1, z2, z3, z4) is an explicit Euler product which is absolutely convergent for
ℜe(s),ℜe(zi) > 1/11.
It will also be convenient to isolate the polar parts of the various zeta functions appearing
in Lemma 6.2. Namely, we write
(6.19) L(s, z1, z2, z3, z4) =
(z1 + s)
2(z2 + s)
2(z3 + s)
2(z4 + s)
2
(z1 + z3)(z1 + z4)(z2 + z3)(z2 + z4)
F (s, z1, z2, z3, z4),
where this time F (s, z1, z2, z3, z4) is an holomorphic function which does not vanish in a
domain that we describe now : From the prime number Theorem, we know that there exists
an absolute constant c > 0 such that the Riemann zeta function does not vanish in
Ω =
{
s ∈ C ∣∣ ℜe(s) > 1− c
log (2 + |ℑm(s)|)
}
.
The function F is therefore holomorphic in the domain {ℜe(s),ℜe(zi) > 1/11}∩{1+zi+s ∈
Ω , i = 1, ..., 4}.
We insert now the factorization (6.19) in (6.16) and apply the operator ∂is=0. In this linear
combination, we again retain only the terms where F still not derived since the others will
also not contribute in the the formula of Theorem 1.2. This is of course not obvious right
now, but it is enough to convince yourself to apply exactly the same calculations that follow
from now on, but with js + j1 + ...+ j4 < 4 and with at least one derivative of F at s = 0
in expressions (6.20), (6.21) below. It follows that (6.15) can be written in the form
(6.20) M4D(q) =
1
8ζ(2)
∑∑∑∑
js+j1+j2+j3+j4=4
06jk62 , k=1,...,4
(2 log q)jsCjs,j1,...,j4M
4
D(j1, ..., j4;F )+Oλ
(
1
log q
)
,
where
Cjs,j1,...,j4 := α(j1, ..., j4)Cjs,j1,...,j4,
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Cjs,j1,...,j4 :=
1
js!j1!j2!j3!j4!
,
α(j1, ..., j4) :=
4∏
i=1
α(ji) , α(0) = 1 α(1) = α(2) = 2,
and
M
4
D(j1, ..., j4;F ) :=
1
(2πi)4
∫
(∗)
∫
(∗)
∫
(∗)
∫
(∗)
4∏
i=1
LziP̂L(zi)F (0, z1, z2, z3, z4)
× z
2−j1
1 z
2−j2
2 z
2−j3
3 z
2−j4
4
(z1 + z3)(z1 + z4)(z2 + z3)(z2 + z4)
dz4dz3dz2dz1
z4z3z2z1
.
(6.21)
By (∗) under the integrals, we mean that 1 + zi ∈ Ω with ℜe(zi) > 0 and furthermore, we
want that the real parts sufficiently small so that all future manipulations are justified, for
example 1 + z1 + ...+ z4 also belongs to Ω.
6.2.1. Shifting the zi-contours. We focus now on the calculation of M
4
D(j1, ..., j4;F ) for a
fixed multi-index (j1, ..., j4) such that j1 + ... + j4 6 4. We also choose the polynomial in
(6.3) to be P (X) = X2. Using the Definition (6.4) of P̂L and we get
M
4
D(j1, ..., j4;F ) =
16
(logL)8(2πi)4
∫
(∗)
∫
(∗)
∫
(∗)
∫
(∗)
Lz1+z2+z3+z4F (0, z1, ..., z4)
(z1 + z3)(z1 + z4)(z2 + z3)(z2 + z4)
× dz4dz3dz3dz1
z1+j44 z
1+j3
3 z
1+j2
2 z
1+j1
1
.(6.22)
We start by shifting the z4-contour left to zero such that ℜe(z1 + z2 + z3 + z4) < 0, passing
three poles : one of order 1 + j4 at z4 = 0 and two of order one at z4 = −z1 and z4 = −z2.
Since ℜe(z1+ z2+ z3+ z4) < 0, the resulting integral is at most O(log−8 L). We will analyze
separately the three poles and find out that each of them contributes.
The pole at z4 = −z1 : Since it is a simple pole, the residue at z4 = −z1 is given by
(6.23)
16(−1)1+j4
(logL)8(2πi)3
∫
(∗)
∫
(∗)
∫
(∗)
Lz2+z3F (0, z1, z2, z3,−z1)
(z1 + z3)(z2 + z3)(z2 − z1)
dz3dz2dz1
z1+j33 z
1+j2
2 z
2+j1+j4
1
.
In this integral, we move the z3-line such that ℜe(z2 + z3) < 0, passing a pole of order
1 + j3 at z3 = 0 and one of order one at z3 = −z2. We immediately see that the one at
z3 = −z2 contributes at most O(log−8 L). The residue at z3 = 0 is given by the following
linear combination (again we do not take in account the z3-derivatives of F
16(−1)1+j4
∑∑
k+ℓ+n=j3
β(k, ℓ, n)
(logL)k−8
(2πi)2
∫
(∗)
∫
(∗)
Lz2F (0, z1, z2, 0,−z1)
(z2 − z1)z3+ℓ+j1+j41 z2+n+j22
dz2dz1,
where for any (a, b, c) ∈ N3, we defined
(6.24) β(a, b, c) :=
(−1)b+c
a!
.
We fix k + n + ℓ = j3 and we move the z2-line to ℜe(z2) < 0, passing two poles : one at
z2 = z1 of order 1 and the other at z2 = 0 of order 2 + n+ j2. The last one is easily see to
be bounded by O((logL)1+k+n+j2−8) = O((logL)1+j2+j3−ℓ−8) and thus, will contribute at
the end at most O(log−3 q) (recall that L = qλ). The residue at z2 = z1 equals
16(−1)1+j4
∑∑
k+ℓ+n=j3
β(k, ℓ, n)
(logL)k−8
2πi
∫
(∗)
Lz1F (0, z1, z1, 0,−z1)
z5+j1+j2+j4+ℓ+n1
dz1.
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Finally shifting to ℜe(z1) < 0 and we obtain that the above sum is
(6.25) 16F (0, 0, 0, 0, 0)γ(j1, j2, j3, j4)(logL)
j1+j2+j3+j4−4 +O
(
(logL)j1+j2+j3+j4−5
)
,
with
(6.26) γ(j1, j2, j3, j4) := (−1)1+j4
∑∑
k+ℓ+n=j3
β(k, ℓ, n)
(4 + j1 + j2 + j4 + ℓ+ n)!
.
The pole at z4 = −z2 : It is not difficult to see that in fact, the pole at z4 = −z2 has the
same main term as in the previous case. In fact, applying the changes z1 ↔ z2 and we see
that this residue is given by (6.23), but with the first two variables switched in F . This is
not a real problem since the main term only involves F (0, 0, 0, 0, 0).
The pole at z4 = 0 : We return to Expression (6.22). The residue at z4 = 0 is given by the
linear combination (we do not mention the derivatives of F )
16
∑∑
k+ℓ+n=j4
β(k, ℓ, n)(logL)k−8A(j1, ..., j4, k, ℓ, n),
where β(k, ℓ, n) is defined by (6.24) and
A(j1, ..., j4, k, ℓ, n) :=
1
(2πi)3
∫
(∗)
∫
(∗)
∫
(∗)
Lz1+z2+z3F (0, z1, z2, z3, 0)dz3dz2dz1
(z1 + z3)(z2 + z3)z
1+j3
3 z
2+j2+n
2 z
2+j1+ℓ
1
.
We now move the z3-line such that ℜe(z3) < −ℜe(z1 + z2), passing three poles : one at
z3 = 0 of order 1 + j3, one at z3 = −z1 of order 1 and the last at z3 = −z2, that is also
simple. We thus get the decomposition
A(j1, ..., j4, k, ℓ, n) =
2∑
i=0
Ri(j1, ..., j4, k, ℓ, n) +O(1).
Treatment of R0(j1, ..., j4, k, ℓ, n) : It is routine now to see that
R0 =
∑∑
a+b+c=j3
β(a, b, c)
(logL)a
(2πi)2
∫
(∗)
∫
(∗)
Lz1+z2F (0, z1, z2, 0, 0)
z3+j1+ℓ+b1 z
3+j2+n+c
2
dz2dz1.
Now moving the z2-line to ℜe(z2) < −ℜe(z1) and then the z1-contour to ℜe(z1) < 0 and we
obtain that
R0 =
∑∑
a+b+c=j3
β(a, b, c)
F (0, 0, 0, 0, 0)(logL)4+j1+j2+j3+ℓ+n
(2 + j2 + n+ c)!(2 + j1 + ℓ+ b)!
+O
(
(logL)3+j1+j2+j3+ℓ+n
)
.
(6.27)
Treatment of R1(j1, ..., j4, k, ℓ, n) : Observing that
R1 =
(−1)1+j3
(2πi)2
∫
(∗)
∫
(∗)
Lz2F (0, z1, z2,−z1, 0)
(z2 − z1)z3+j1+j3+ℓ1 z2+j2+n2
dz2dz1,
we can proceed as in the previous case (the pole at z4 = −z1) and obtain
R1 =
(−1)1+j3F (0, 0, 0, 0, 0)(logL)4+j1+j2+j3+ℓ+n
(4 + j1 + j2 + j3 + ℓ+ n)!
+ O
(
(logL)3+j1+j2+j3+ℓ+n
)
.
(6.28)
Treatment of R2(j1, ..., j4, k, ℓ, n) : We find exactly the same term, i.e. R2 = R1.
A TWISTED FOURTH MOMENT OF DIRICHLET L-FUNCTIONS 43
6.2.2. Assembling the main terms. We define
(6.29) η(j1, j2, j3, j4) :=
∑∑∑
k+ℓ+n=j4
a+b+c=j3
β(k, ℓ, n)β(a, b, c)
(2 + j2 + n+ c)!(2 + j1 + ℓ+ b)!
,
and
(6.30) S(j1, j2, j3, j4) := 2γ(j1, ..., j4) + 2γ(j1, j2, j4, j3) + η(j1, ..., j4).
Then we obtain
Proposition 6.3. The quantity defined by (6.21) equals
M
4
D(i1, ..., j4;F ) = 16
F (0, ..., 0)S(j1, ..., j4)
(logL)4−(j1+...j4)
+O
(
1
(logL)5−(j1+...+j4)
)
,
where S(j1, ..., j4) is defined by (6.30).
In order to finalize our computation, we have
Lemma 6.4. The value of F (s, z1, ..., z4) at (0, ..., 0) is ζ(2).
Proof. Examining (6.18) and (6.19) and we see that
F (0, 0, 0, 0, 0) = P(0, 0, 0, 0, 0).
To prove the result, it is enough to show that for each prime p, we have
Pp(0, ..., 0) =
(
1− 1
p2
)−1
.
By (6.18), the local factor at p of P(s, z1, ..., z4) is given by the local factor of L(s, z1, ..., z4)
divided by the one of the right handside involving the zeta functions. Since we evaluate at
(0, ..., 0), we obtain
Pp(0, ..., 0) = Lp(0, ..., 0)
(
1− 1
p
)−4
.
Thus, it is enough to show that
Lp(0, ..., 0)
(
1− 1
p2
)
=
(
1− 1
p
)4
.
Writing µ2 for µ2,0, we have
Lp(0, ..., 0) =
∑∑
06d+ℓi62
ℓ1ℓ2=0
µ2(p
d+ℓ1)µ2(p
d+ℓ2)f(pℓ1 ; 1)f(pℓ2 ; 1)
pd+ℓ1+ℓ2
= 2
∑∑
06d+ℓ62
µ2(p
ℓ+d)µ2(p
d)f(pℓ; 1)
pd+ℓ
−
∑
06d62
µ2(p
d)2
pd
.
Using (3.9) and (6.8) (with ν = 0), we obtain that this expression is
1 +
4
p
− 8
p+ 1
− 8
p(p+ 1)
+
1
p2
+
2
p
(
3− p−1
1 + p
)
.
Finally, multiplying by (1− p−2) = p−2(p2 − 1) leads to the desired factor (1 − p−1)4. 
We now replace F (0, ..., 0) by ζ(2) in Proposition 6.3 and then insert the value of
M4D(j1, ..., j4) in (6.20). Writing log q = λ
−1 logL, we get
Proposition 6.5. We have the following asymptotic formula for the diagonal main term
appearing in decomposition (6.9)
(6.31) M4D(q) = 2
∑∑∑∑
js+j1+...+j4=4
06jk62, k=1,...,4
(
2
λ
)js
Cjs,j1,...,j4S(j1, ..., j4) +Oλ
(
1
log q
)
.
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6.3. Evaluation of M4OD(q). We proceed in a completely analogous way as in the previous
section. First of all, we also restrict the computation to ODMT (ℓ1, ℓ2; q) since the dual term
gives the same result. We will begin by evaluating the residue (5.39) up to some terms that
will not contribute. After that, we will return to (6.11) and find an appropriate expression
for a certain Dirichlet series in order to localize the various poles. Finally, we will see that the
resulting expression matches perfectly with (6.21) whose value has already been established
in Proposition 6.3.
6.3.1. Computation of the residue of F(s, ℓ1, ℓ2; q) at s = 0. We recall that
OD
MT (ℓ1, ℓ2; q) =
2∑
i=0
Ress=0
{
Fi(s, ℓ1, ℓ2; q)
s
}
.
A very pleasant fact is that Ress=0Fi will not contribute in the final asymptotic formula
unless i = 2 ; the two others will be at mostOλ(log
−1 q). The heuristic reason is the following :
In § 6.3.2, we will express our main term as the zi-integral in which a certain differential
operator (see (6.38)) depending on s, u1, u2 and log q acts on a function. If we look this
operator, we remark that for each term, the sum of the order of differentiation plus the
power of log q is 4. If we take in count the residue of Fi with i 6 1, then we just add some
lower ’order’ terms to (6.38). We therefore focus on i = 2. By Proposition 5.7 and Lemma
5.6, we see that each part of F2 is even, so we can take the residue at s = 0 for each of them
separately. We first isolate the polar part in the function A around s = 0 by writing
(6.32) A(s, u1, u2; q) =
qu1+u2A (s, u1, u2)
(2s+ u1 + u2)(2s− u1 − u2) ,
where A (s, u1, u2) is entire and does not vanish in a neighborhood of ℜe(s) = ℜe(ui) = 0.
We now easily get
∂u1=0A =
A (s, 0, 0)
4s2
(
log q +
Au1(s, 0, 0)
A (s, 0, 0)
)
,
and
∂2u1u2=0A =
A (s, 0, 0)
4s2
{(
log q +
Au1(s, 0, 0)
A (s, 0, 0)
)(
log q +
Au2(s, 0, 0)
A (s, 0, 0)
)
+
1
2s2
+ ∂u2=0
(
Au1(s, u1, 0)
A (s, u1, 0)
)}
.
Writing
B0(s; ℓ1, ℓ2) := B(s, 0, 0; ℓ1, ℓ2),
B1(s; ℓ1, ℓ2) := (∂u1=0 + ∂u2=0)B(s, u1, u2; ℓ1, ℓ2),
B2(s; ℓ1, ℓ2) := ∂
2
u1u2=0B(s, u1, u2; ℓ1, ℓ2),
(6.33)
we infer that the contribution of F2(s, ℓ1, ℓ2; q) to our final asymptotic formula comes from
the residue at s = 0 of the following quantity (in fact we drop out all factors where we derive
A )
(6.34)
A (s, 0, 0)
4s3
{
B0(s; ℓ1, ℓ2)
(
1
2s2
+ log2 q
)
+B1(s; ℓ1, ℓ2) log q +B2(s; ℓ1, ℓ2)
}
,
which is
A (0, 0, 0)
8
(
1
4!
∂4s=0B0(s; ℓ1, ℓ2) + log
2(q)∂2s=0B0(s; ℓ1, ℓ2)
+ log(q)∂2s=0B1(s; ℓ1, ℓ2) + ∂
2
s=0B2(s; ℓ1, ℓ2)
)
+ E(ℓ1, ℓ2; q),
(6.35)
where the error term E(ℓ1, ℓ2; q) is such that when we average it over the ℓi, d in (6.11),
we obtain O((log q)−1) (here E(ℓ1, ℓ2; q) contains all term where A is derived at least one
time). By construction, we have A (0, 0, 0) = 2ζ(0)ζ(2)−1 = −ζ(2)−1 (see (5.35), (5.37),
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(6.32)) and thus, taking into account the error coming from Fi, i 6 1, we can summarize all
previous computation in
Proposition 6.6. Let ODMT (ℓ1, ℓ2; q) defined by (5.39). Then we have the formula
OD
MT (ℓ1, ℓ2; q) = c(ℓ1, ℓ2; q) + E(ℓ1, ℓ2; q),
where c(ℓ1, ℓ2; q) is given by (6.35) with A (0, 0, 0) = −ζ(2)−1 and the error term E(ℓ1, ℓ2; q)
is such that when we average it over ℓi in (6.11), we get Oλ((log q)
−1).
6.3.2. Averaging over ℓi. We come back to (6.11) and insert the quantity OD
MT given by
(6.35). We can remove the primality condition (kℓ1ℓ2, q) = 1 for an acceptable error term
and we obtain our off-diagonal main term
M
4
OD(q) =
−1
8ζ(2)(2πi)4
∫
(2)
∫
(2)
∫
(2)
∫
(2)
4∏
i=1
LziP̂L(zi)D
4
q · {L(s, u1, u2, z1, ..., z4)}
× dz4dz3dz2dz1
z4z3z2z1
,
(6.36)
where L(s, u1, u2, z1, ..., z4) is the Dirichlet series defined by (recall Definitions (6.33) and
(5.35))
L(s, u1, u2, z1, ..., z4)
:=
∑∑∑
k>1 (ℓ1,ℓ2)=1
µ2,z1−z2(kℓ1)µ2,z3−z4(kℓ2)δ(ℓ1; s, u1, u2)δ(ℓ2; s, u2, u1)
k1+z1+z3ℓ1+z11 ℓ
1+z3
2
,(6.37)
and D4q is an order four differential operator given by
(6.38) D4q :=
(
1
4!
∂4s + log
2(q)∂2s + log(q)∂
2
s (∂u1 + ∂u2) + ∂
2
s∂
2
u1u2
)∣∣∣∣
s=ui=0
.
It is very important now to have an adequate expression for (6.37) in a way to locate the
poles and their orders for future contour shift in the zi-integrals. The classical method, as in
Section 6.2, is to compute for each prime p the local factor Lp at p. This is a quite tedious
calculation, but is not difficult since all arithmetic functions are cubefree and we already
computed their values on prime powers (see (6.8), (5.33) and (5.34)). We do not want to
figure out all details, but by close examination of the polar part in the local factor, we can
conclude that L admits the following factorization
L = P(s, u1, u2, z1, ..., z4)
2∏
i=1
(
ζ(1 + zi + z3)ζ(1 + zi + z4)
ζ(1 + s+ zi + u2)ζ(1 − s+ zi + u1)
)
×
4∏
i=3
(
1
ζ(1 + s+ zi + u1)ζ(1 − s+ zi + u2)
)
,
(6.39)
where P is an Euler product absolutely convergent in a "good" neighborhood of the domain
of holomorphy of the above product. Furthermore, if we factorize now the poles of the zeta
functions, then we can rewrite (6.39) as
(6.40) L = F (s, u1, u2, z1, ..., z4)Q(s, u1, u2, z1, ..., z4),
where F is an entire function in a neighborhood of (0, ..., 0) which does not vanish and
Q ∈ C(s, u1, u2, z1, ..., z4) is the rational function defined by
Q(s, u1, u2, z1, ..., z4) := (z1 + s+ u2)(z1 − s+ u1)(z2 + s+ u2)(z2 − s+ u1)
× (z3 + s+ u1)(z3 − s+ u2)(z4 + s+ u1)(z4 − s+ u2)
(z1 + z3)(z1 + z4)(z2 + z3)(z2 + z4)
.
(6.41)
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Using our classical argument concerning the derivatives of F and we obtain
M
4
OD(q) =
−1
8ζ(2)(2πi)4
∫
(2)
∫
(2)
∫
(2)
∫
(2)
4∏
i=1
LziP̂L(zi)F (0, 0, 0, z1, ..., z4)
×D4q · {Q(s, u1, u2, z1, ..., z4)}
dz4dz3dz2dz1
z4z3z2z1
+Oλ
(
1
log q
)
=:
4∑
i=1
M
4
OD(i; q) +Oλ
(
1
log q
)
,
where this decomposition takes care of the separation of the operator D4q in (6.38). We will
compute each term separately.
6.3.3. Computation of M4OD(q). We compute in this last section M
4
OD(i; q) for i = 1, ..., 4.
Fortunately, we will see that these main terms can be expressed as the same integral as
(6.22), which has already been computed. We start with i = 1 ; first of all, we have
1
4!
∂4s=0(Num(Q(s, 0, 0, z1, ..., z4))) =
∑∑∑∑
i1+j1+...+i4+j4=4
06ik,jk61
Bi1,j1,...,i4,j4
4∏
k=1
z2−ik−jkk ,
where
(6.42) Bi1,j1,...,i4,j4 =
(−1)j1+...+j4
i1!j1! · · · i4!j4! .
Hence, writing explicitly P̂L(zi) and we obtain
(6.43) M4OD(1; q) =
−2
ζ(2)
∑∑∑∑
i1+j1+...+i4+j4=4
06ik,jk61
Bi1,j1,...,i4,j4M(i1 + j1, ..., i4 + j4;F ),
where for any (a, b, c, d) ∈ N4, we define
M(a, b, c, d;F ) :=
(logL)−8
(2πi)4
∫
(∗)
∫
(∗)
∫
(∗)
∫
(∗)
Lz1+z2+z3+z4F (0, 0, 0, z1, ..., z4)
(z1 + z3)(z1 + z4)(z2 + z3)(z2 + z4)
× dz4dz3dz2dz1
z1+a1 z
1+b
2 z
1+c
3 z
1+d
4
.
We remark that this integral is exactly the expression M4D(j1, ..., j4;F ) in (6.22) (modulo
the factor 16), then its value is given by (see Proposition 6.3)
M(i1 + j1, ..., i4 + j4;F ) = F (0, ..., 0)S(i1 + j1, i2 + j2, i3 + j3, i4 + j4)
× (logL)−4+
∑4
k=1
ik+jk +O
(
(logL)−5+
∑4
k=1
ik+jk
)
,
(6.44)
where S is given by (6.30).
Let M4OD(2; q) denotes the contribution of log
2(q)∂2s=0, then we get
(6.45) M4OD(2; q) =
−4
ζ(2)
log2(q)
∑∑∑∑
i1+j1+...+i4+j4=2
06ik,jk61
Bi1,j1,...,i4,j4M(i1 + j1, ..., i4 + j4;F ).
We now compute the part with log(q)∂2s (∂u1 + ∂u2)|s=ui=0. We remark that the action of
(∂u1 + ∂u2)|ui=0 consists of a sum of eight terms in which one of the eight factors is missing.
We have therefore
(6.46) M4OD(3; q) =
−4
ζ(2)
log(q)
4∑
ℓ=1
∑∑∑∑
i1+j1+...i4+j4=2
06ik,jk61
iℓjℓ=0
Bi1,...,j4M
(ℓ)(i1 + j1, ..., i4 + j4;F ),
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where M(ℓ) means that we add 1 at the ℓth component.
Finally, we can focus on the action of ∂2s∂
2
u1u2 |s=ui=0. We see first that ∂2ui=0(NUM(Q))
consists of a sum of sixteen terms where there are two missing factors (one indexed by in
and the other by iℓ). It follows that
(6.47) M4OD(4; q) =
−4
ζ(2)
4∑
n,ℓ=1
∑∑∑∑
i1+j1+...i4+j4=2
06ik,jk61
in=jℓ=0
Bi1,...,j4M
(n,ℓ)(i1 + j1, ..., i4 + j4;F ),
where this time, M(n,ℓ) means that we add 1 to in and 1 to jℓ. To finalize the calculations,
we have
Lemma 6.7. The value of F (0, ..., 0) is given by the infinite product
F (0, ..., 0) = ζ(2)
∏
p
(
1 + 2
1 + p−1
p2(1 − p−1)3
)
.
Proof. As in Lemma 6.4, we have by examining (6.39) and (6.40),
F (0, ..., 0) = P(0, ..., 0)
and for each prime p,
Pp(0, ..., 0) = Lp(0, ..., 0)
(
1− 1
p
)−4
.
By (6.37), we see that
Lp(0, ..., 0) =
∑∑
06k+ℓi62
ℓ1ℓ2=0
µ2(p
k+ℓ1)µ2(p
k+ℓ2)δ(pℓ1 ; 0, 0, 0)δ(pℓ2 ; 0, 0, 0)
pk+ℓ1+ℓ2
= 2
∑∑
06k+ℓ62
µ2(p
k+ℓ)µ2(p
k)δ(pℓ; 0, 0, 0)
pk+ℓ
−
∑
06k62
µ2(p
k)2
pk
,
with (see (5.33) and (5.34))
δ(p; 0, 0, 0) = 2
(
1− 1
p
)(
1− 1
p2
)−1
and δ(p2; 0, 0, 0) = 4
(
1− 1
p
)(
1− 1
p2
)−1
.
Hence (recall (6.8))
Lp(0, ..., 0) = 1 +
4
p
+
1
p2
− 8
p
(
1− 1
p
)(
1− 1
p2
)−1
=
{
1− 1
p4
− 4
p
− 4
p3
+
8
p2
}(
1− 1
p2
)−1
=
{(
1− 1
p
)4
+
2
p2
(
1− 1
p2
)}(
1− 1
p2
)−1
.
Multiplying by the factor (1− p−1)−4 finishes the proof. 
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