Abstract-This paper studies the stability analysis and the stabilization problem for systems with asynchronous sensors and controllers, and actuators subject to saturation. We consider systems with parameter uncertainties caused by clock offsets. By using a polytopic overapproximation, we investigate how large clock offsets affect stability. In addition, we employ a sector characterization approach to address actuator saturation. We see from a numerical study that the range of allowable clock offset bounds drops if the saturation limit becomes smaller than a certain value.
I. INTRODUCTION
The effects of network-induced delays and variable sampling periods have been actively studied. There is by now a stream of papers that investigate constant feedback gains robust against time-varying delays and sampling periods. For example, Lyapunov-Krasovskii functionals have been used in [1] - [3] , and convex overapproximation techniques have been developed in [4] - [6] .
Another solution to compensate such uncertainties in the time domain is that the sensor sends the measurement together with its time-stamp [7] - [9] . Time-stamping allows the controller to estimate the plant state under the assumption that the clock of the controller is synchronized that of the sensor. However, perfect clock synchronization is fundamentally impossible [7] , [10] . We therefore need to address the existence of a clock offset between the sensor and the controller, as it may degrade the performance of the closed-loop system and can even destabilize the system. Imperfect timing on control has been studied for contentioustime systems in [11] , [12] and for the discrete-time systems in [13] . In this work, we consider sampled-data systems, where the plant's state is estimated at each control-updating instant.
The main objective of this paper is to determine how large a clock offset can be allowed until it compromises stability. In our previous work [14] , the stabilization problem of systems with constant clock offsets has been studied. However, clock offsets are time varying in practical applications because the oscillator in a clock may be affected by its environment such as temperature and humidity. We therefore consider systems with time-varying clock offsets that take values in a bounded interval. For such systems, we have proposed a stabilization method with causal controllers in [15] , based on the analysis of data rate limitations in quantized control. By contrast, we here use controllers consisting of a linear estimator and a static gain and analyze stability from the perspective of robust control.
This analysis is carried out in the context with actuator saturation in addition to time-varying clock offsets. Actuator saturation is an ubiquitous nonlinearity in engineering applications and could make feedback systems unstable. In [16] , [17] , control problems with saturation have been studied for networked control systems, in particular, with quantization and variable delay. However, relatively little work has been done towards investigating how actuator saturation affects the range of clock offsets that would be allowed for stability.
First we analyze the effect of clock offsets on the stability of a closed-loop system with ideal actuators. The networked control system we consider is modeled as a discrete-time linear parameter-varying system. In the resulting discretized system, the variable clock offset appears in an exponential form. We therefore use the overapproximation technique in [4] - [6] to embed the original model into a larger class of polytopic models with a norm-bounded additive uncertainty. Using this overapproximated system, we provide a sufficient condition for stability in terms of linear matrix inequalities (LMIs). From this condition, two design methods of static stabilizing feedback gains are also presented.
Next we extend the first result to the analysis of local stability for systems with actuator saturation as well as clock offsets. In order to address a saturation nonlinearity, we use the sector characterization proposed in [18] , [19] , [20, Chapter 3] , which can be regarded as an overapproximation technique for actuator saturation. We observe from a numerical study that the allowable offset range decreases sharply when the saturation limit is smaller than a certain value. This paper is organized as follows. The next section gives the closed-loop system we consider and presents the problem formulation. In Section III, we study the stability analysis and the control design of systems with time-varying clock offsets, by using results in [4] , [5] . Section IV is devoted to extend the results in Section III to the regional stability analysis of systems with clock offsets and actuator saturation. Finally, concluding remarks are given in Section V.
Due to space constraints, all proofs have been omitted and can be found in [21] .
Notation: Let Z + be the set of non-negative integers. For a vector v, we denote by v the Euclidean norm of v. For a matrix M , we denote by M and trace(M ) the Euclideaninduced norm and the trace of M , respectively. Also for square matrices M 1 , . . . , M n , diag(M 1 , . . . , M n ) means the 
II. PROBLEM STATEMENT
Consider the following linear time-invariant plant:
where x(t) ∈ R n and u(t) ∈ R m are the state and the input of the plant, respectively. To simplify the system representation, we introduce the following assumption:
Assumption 2.1: The matrix A is invertible. Let s 0 , s 1 , . . . be sampling instants. The sensor observes the state x(s k ) and sends it to the controller together with its time-stamp. However, since the sensor and the controller share no global clock, the time-stamp typically includes an unknown offset with respect to the controller clock. In this paper, we assume that the offset is time varying and bounded, that is, for each k ∈ Z + the sampling instant s k and the time-stampŝ k reported by the sensor have the following relationship:
Let h > 0 be the update period of the control signal u(t). The control signal u(t) is piecewise constant and updated at times t k = kh (k ∈ Z + ) with values u k : u(t) = u k for t ∈ [t k , t k+1 ). While the control input is updated periodically, the true sampling times s k and the reported sampling timeŝ s k may not be periodic. We assume that both s k andŝ k do not fall behind t k+1 by more than h, and that the controller side receives the state measurement x(s k ) and the time-stamp s k transmitted from the sensor by the next control-updating instant t k+1 . This assumption is formally stated as follows.
Assumption 2.2:
Furthermore, x(s k ) andŝ k are available to the controller by time t = t k+1 . Fig. 1 shows the timing diagram of the sampling instants s k , the reported time-stampsŝ k , and updating instants t k of the control inputs.
The controller estimates the plant state at t = t k+1 using the following dynamics after receiving the data x(s k ) and
wherex ∈ R n is the estimated state. This estimate leads to the discretized extended system in Fig. 2 , with state ξ k and input u k given by 
Closed-loop system with clock offsets respectively, which can be shown to evolve according to
where p := e Ah , θ(∆ k ) := e −A∆ k − I, and
For the stabilization of the system (II.2), we use a static output feedback
The measurement x(s 0 ) cannot be used for control in [0, h) from Assumption 2.2. We therefore put no control signal in [0, h), which makes the initial condition of the plant state simple when we study the stability of systems with actuator saturation in Section IV.
The main objective of the present paper is to determine whether, given a feedback gain K and a clock offset range [∆, ∆], the closed-loop system is stable for every timevarying clock offset sequence ∆ k in [∆, ∆]. We also propose methods to design a feedback gain K that stabilizes the system with time-varying offsets in a given range.
Remark 2.3:
In what follows, we consider the discretized system (II.2), which implies that values only at h, 2h, 3h, . . . , are investigated. However, we can easily show that if x(t k ),
from the linearity of the plant and the controller.
III. STABILITY ANALYSIS AND STABILIZATION BASED ON POLYTOPIC OVERAPPROXIMATION
In this section, we study the stability of the system (II.2) with static feedback control and also provide the design of stabilizing gains, by using the polytopic overapproximation in [4] , [5] .
A. Stability Analysis
overapproximating Θ as follows:
(III.1) where A and Φ are given by
satisfying (III.1).
Since θ(∆ k ) ∈ Θ for every k ∈ Z + , we have
Using the representation (III.2) for θ(∆ k ), we can embed the system (II.2) into the new polytopic system with structured uncertainty given by
The system (III.3) with static feedback controller u k = Ky k can be expressed as
∈ A for all k ∈ Z + , where
Using a parameter-dependent Lyapunov function
we can analyze the stability of the derived system (III.4) in terms of LMIs. where
for all i, j = 1, . . . , N , then the closed-loop system (III.4) is exponentially stable with a decay rate less than √ γ.
Remark 3.2: Theorem 3.1 provides a sufficient condition for stability. However, the polytopic overapproximation does not introduce conservatism as follows: If the original system (II.2) is quadratically stable in the sense that there exists a continuous parameter-dependent quadratic Lyapunov function, then this gridding approach guarantees exponential stability with a sufficiently fine grid size with a large N ; see [4] , [5] for details. We illustrate how conservatism varies with respect to N in the following example.
Example 3.3 (Vehicle suspension [22] ): An active suspension system is given in [22] as follows: 
where x 1 , x 2 , x 3 , and x 4 correspond to the suspension deflection, the tire deflection, the sprung mass speed, and the unsprung mass speed, respectively. Also m s is the sprung mass, which represents the car chassis; m u is the unsprung mass, which represents the wheel assembly; c s and k s are damping and stiffness of the passive suspension system, respectively; c t and k t stand for the damping and compressibility of the pneumatic tire, respectively. Here we omit the input disturbance, which represents the vertical ground velocity of the road profile. We set the sampling period h = 0.1 sec, the decay rate < √ γ = 1, and the number of vertices in the overapproximation N = 26 in (III.1) with equal partitioning. We can conclude from Theorem 3.1 that the closed-loop system is stable whenever the time-varying offset ∆ k belongs to [−0.0760, 0.0818]. On the other hand, if the clock offset is constant, then the maximum allowable offset interval is [−0.0792, 0.0955] for the given gain (III.8), which was obtained by checking the eigenvalue of the closed-loop system for each constant clock offset ∆ and can be regarded as a necessary condition for stability with time-varying offsets. Fig. 3 shows the relationship between the number of segments N with equal partitioning and the allowable offset interval [∆, ∆]. We observe that as N increases, the numerical result becomes less conservative, but that there is almost We used a static stabilizer here, but we can extend Theorems 3.1 to the case of a general-order stabilizer as follows.
Let a stabilizable and detectable realization of the dynamic stabilizer be
Then the state equation of the closed-loop system can be written in the form (III.4) with
where
cl,i :=
cl,i := 0 B c , A [4] cl,i := A c .
B. Stabilization
We propose two approaches for the design of a stabilizing feedback gain K. The main difficulty is to solve the LMI in (III.7) where the unknown K and P j , R i appear multiplied in A cl,i P j and C cl,i R i . To circumvent this difficulty, the first approach fixes the structure of a positive definite matrix in the quadratic Lyapunov function V in (III.5) as in [23] , [24] . The second approach uses the cone complementarity linearization (CCL) algorithm [25] .
In the first approach, we use the following partitioned positive definite matrix: let a positive definite matrix Q be partitioned into
22 Q 12 , and Q 2 := Q 22 , then we can rewrite Q as
where Q d = diag(Q 1 , Q 2 ) and
We see from (III.9) that if Q > 0, then Q d defined above satisfies Q d > 0. Conversely, for every Q d := diag(Q 1 , Q 2 ) > 0 and T Ψ defined by (III.10) with an arbitrary matrix Ψ, Q :=
The following theorem gives a sufficient condition for the gain synthesis, using the structured positive definite matrix Q in (III.9) with a fixed Ψ:
Theorem 3.5: Let Assumptions 2.1 and 2.2 hold. Define the set R of matrices as in (III.6). Let γ be in (0, 1] and fix a matrix Ψ ∈ R n×n . If there exist matrices Q
(1) i > 0 and S i ∈ R for i = 1, . . . , N , Q (2) > 0, and X ∈ R m×n such that for all i, j = 1, . . . , N ,
The second approach is based on the CCL algorithm [25] . The following theorem provides a stability condition in terms of the feedback gain K, and K can be designed using the CCL algorithm: Theorem 3.6: Let Assumptions 2.1 and 2.2 hold. Define the set R of matrices as in (III.6). Fix γ ∈ (0, 1]. If there exist matrices P i , Q i > 0 and S i ∈ R for i = 1, . . . , N , and K ∈ R m×n such that for all i, j = 1, . . . , N ,
(III.13) and trace(P i Q i ) = 2n, then K stabilizes the closed-loop system (III.4).
Since min (trace(P i Q i )) = 2n under (III.13), the conditions in Theorem 3.6 are feasible if the problem of minimizing trace
The CCL algorithm solves this constrained minimization problem. Although the CCL algorithm does not always find the global optimal solution, this non-linear minimization problem is easier to solve than the original non-convex feasibility problem [26] .
IV. SYSTEMS WITH CLOCK OFFSETS AND ACTUATOR SATURATION
In this section, Theorem 3.1 is extended to the case when the system has both clock offsets and actuator saturation. To this end, we use the regional sector characterization of the saturation nonlinearity in [18] , [19] , [20, Chapter 3] .
Let us consider the system (II.2) with input saturation:
with F ∆ k , G ∆ k , and H defined by (II.3) and K H := (I − L)KH, where K and L are a control feedback gain and an anti-windup gain, respectively. We obtained
, where σ i depends only on the i-th input component u i as follows:
In this section, we make the following assumption: Assumption 4.1: The matrix I − L is invertible. The invertibility of I − L is necessary for the wellposedness of the closed-loop system. This is because
requires that I − L be invertible for the generation of u k in the case sat(u k ) = u k .
We are now ready to state the main result in this section: A sufficient condition for the regional stability of the closedloop system with clock offset and actuator saturation. Theorem 4.2: Consider the system (IV.1). Let Assumptions 2.1, 2.2, and 4.1 hold. Define the set R of matrices as in (III.6) and let e l ∈ R m be a column vector such that the l-th element is one and the other elements are zero. Fix γ ∈ (0, 1] and a positive semidefinite matrix Ω ∈ R n×n . If there exist matrices Q i > 0, S i ,Ŝ i ∈ R, and Y i ∈ R m×2n for i = 1, . . . , N , and a diagonal matrix Λ i > 0 in R m×m such that the following three LMIs hold for all i, j = 1, . . . , N :
then the system (IV.1) is well posed, and for every initial state x(0) ∈ {x ∈ R n : x Ωx ≤ 1}, the system (IV.1) witĥ x(0) = 0 is exponentially stable with a decay rate less than √ γ. x are the velocity, the angle of attack, the pitch rate, and the Euler angle rotation of the aircraft about the inertial y-axis respectively, and u is the elevator input. Let the sampling period be h = 0.02 sec and the feedback gain K be the linear quadratic regular for (A, B) with state weight I and input weight 600. In addition, let the antiwindup gain L be L = 0. Here we set the matrix Ω = diag(0.05, 20, 20, 20) for the initial condition and the decay rate γ = 1. We used N ≤ 5 in the overapproximation (III.1) with equal partitioning. We note that in this example, an increase in N did not make the analysis by Theorem 4.2 less conservative since h is small. For small values of h, U i in (III.1) and henceB cl,i ,B cl,i in Theorem 4.2 become small as well as the case of a large N . Fig. 4 shows the allowable offset interval [∆, ∆] obtained by Theorem 4.2 for each saturation limitū. We see that if u ≥ 0.170, then the saturation does not affect the allowable offset. However, we have almost no margin on clock offsets forū ≤ 0.144. This is because the plant has two unstable poles 0.0212 ± j0.1670 and the closed-loop system easily becomes unstable for a small saturation limitū. (2) As in Remark 3.4, we can generalize the result in this section to the case of the following general-order stabilizer:
The resulting close-loop system is given by
which is in the same form as (IV.1). Thus we can apply the approach in this section to the general-order controller (IV.6).
V. CONCLUDING REMARKS
We have studied the stability analysis and the stabilization problem of systems with time-varying clock offsets. Using a polytopic overapproximation technique, we have handled parameter uncertainty caused by clock offsets and have derived a sufficient condition for stability. Two methods for the design of stabilizing feedback gains have been proposed, based on fixing the structure of a matrix in the quadratic Lyapunov function and on the CCL algorithm. Using the sector characterization of the saturation nonlinearity, we have also extended this overapproximation approach to the analysis of regional stability for systems with actuator saturation in addition to clock offsets. The design of dynamic feedback controllers and anti-windup gains is left as a topic for future research.
