Summary. The difference methods for the numerical integration of ordinary differential equations of the first order are discussed by using operator calculus and symbolic expansions. A new straightforward central difference method is developed, which is based on a formula closely associated with Simpson's rule. The main features of the method are that, for each step of integration, the largest unknown term is determined by an algebraic equation and that the remaining difference correction is extremely small. The method can directly be applied even to systems of the first order with onepoint boundary conditions. A numerical example is given.
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which relations often can be used in transforming CD-formulas into a suitable form.
In the following we will use operator calculus and symbolic expansions1 (Sheppard 1899;  see also Michel 1946 , Bickley 1948 . If D = d/dx is the differentiation operator, Taylor's series gives E = exp QiD), and from (3) we then get hD = 2 sinh-1 5/2,
which is the basic CD-formula for numerical derivation and integration.2 Among computers it is now a well-known fact that, in using pure CD-formulas or BD-formulas for some purpose, it is often impossible to utilize all the function values in a given material, which is illustrated by the first two figures below:
BD-formula CD-formula CD-formula with some CD extrapolated by means of available BD (or mixed CD-BD-formula)
The triangle indicates a function given numerically in equidistant points and its difference scheme. The full line shows the differences involved in a difference formula of a certain type; the part of the function values taken into account in this way is shaded. The dots in the last figure indicate CD extrapolated by means of available BD. Bickley and Miller (1942) pointed out that there exist an infinite series of "mixed" CD-BD-formulas by means of which a given material could be taken into full account, and they have worked out extensive tables for the numerical derivation. As far as we irThe formulas obtained in this way have only symbolic character, but they can be rigorously derived and their remainder-term can be determined by starting from Newton's interpolation formula for unequal interval with Cauchy's remainder (see Nielsen 1908). 2For tables of coefficients, see e.g. Salzer (1943, 1944, and 1945). know, corresponding tables for the numerical integration have not yet been published, nor is it necessary.
Here we will proceed in another way. From (2) we obtain £=1 + V£=1 + V + V2+---+ V+ VB+lE 
satisfying elementary recurrence relations. The formulas (6)-(7) form together an "extrapolation principle", by means of which CD-quantities in the horizontal lines n and (n + 5) can be expressed in terms of the BD in the backward line (n + r). The series in (7) are only formally infinite; in the practical use they are always interrupted after a difference of the finite order p, corresponding to an extrapolation of the function under consideration by a polynomial of the degree p.
Instead of using the rather complicated "mixed" CD-BD formula of the BickleyMiller type, we can now take a given material into full account simply by using a pure CD-formula and by extrapolating as many additional CD as possible by means of the given BD in the last backward line available. Since the coefficients in (7) are all integers, the extrapolations can be rapidly carried out on ordinary desk machines. The result will be 1 1 -1
= m -g m ^ m ~ 3^5 m 8'y H .
from which y can be solved by the inverse relation
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Here the symbol S~1F means the first sum of F, defined by S(o~ 'F) = F; the "summation constants" included in this and other sums will here be determined by the condition that the integration formulas under consideration should be valid even in the starting point x = x0 . Formula (9) forms the basis of a method of numerical integration3 due to Gauss, which was first published by Encke (1837) and which has frequently been used in the celestial mechanics (see e.g. Charlier 1907).
Here we will study a slightly modified form. By applying the operator 5E1/2 on both members of (9) we get h_I tyn+1/2 = i*Fn+1/2 m &2Fn+1/2 + n 64F"+1/2 -M 56Fn+1/2 + • • • (10) a form used for instance by Hartree (1928) . This is nothing but the trapezoidal rule with difference correction, and we note that, in integrating a given fix integrand F = F(x), the whole material can be taken into full account by using the "extrapolation principle" developed in §2. In integrating the differential equation (1), we will now show that it is possible to avoid the use of estimations, characteristic for the earlier CD-methods, by using the same principle. Let us assume that we have started the integration in some way and that we have computed y, F = Fix, y), and the difference scheme for F accurately up to the point n given by x = x0 + nh. Since we know the BD of F in the backward line n, we can now extrapolate the CD in the horizontal line (n + |) in formula (10) according to (7), and in this way we find approximate values of yn+1 and F"+1 . Repeating the process we obtain approximate values of yn+2 , F"+2 , y"+3 , F"+3 , • • • . Going back to the point (■n + 1), we can then improve the accuracy of the solution by the repeated use of formula (10) and the extrapolation formulas (7), utilizing the CD found on later stages of the first approximate calculation and extrapolating some additional CD by means of the last BD-line available. By iterations it is in this way possible to obtain a pure CD-result in a straightforward manner.
3The remainder was first derived by Nielsen (1908); see also Steffensen (1924) and Nystrom (1926) .
The connection between this method and the classical BD-methods is perhaps of some interest. Putting the expressions for the CD in (10), extrapolated according to (7) by means of the BD-lines n, n + 1, n + 2, • • • , into formula (10) we get rVn+1 -h~1yn = Fn + | VFn + ~ V2Fn + | V3Fn 251 _4et
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which is nothing but the BD-formulas given first in another way by Adams-Bashforth (1883) . The accuracy of the first formula is low,4 corresponding to our first approximation above, and it is usually recommended to improve the accuracy by using one or more additional BD-formula, which may formally be obtained from the ground formula by letting the operator 1 = (1 -V)A' work repeatedly on its right-hand member.5 A comparison between the formulas (11) and the simple formula (10) shows immediately that, from the point of view of the computer, it is considerably simpler to use the single CD-formula (10) together with the extrapolation formulas (7) than the corresponding classical BD-methods.
Let us now also consider formulas for taking a double step6 from (n -1) to (n + 1) by means of the values associated with n. Letting the operator n8 work on both members of (9) and using (4), we get in the point n h n 8yn = Fn 4 g S Fn --5 Fn + S Fn -226800
which is nothing but Simpson's rule with difference correction.7 By combining (12) with the extrapolation formulas (7) and using iterations, we can again construct a straightforward CD-method in the same way as described in connection with formula (10) for taking a single step. The connection between this method and the classical BD-methods is easily seen. By putting the expressions for the CD in (12), extrapolated according to (7) by means 4The remainder was first derived by Nielsen (1908) ; the propagation of errors has been investigated by v. Mises (1930) and by Schulz (1932) . The method has been further developed in Russian memoirs by Kryloff; a modification has been given by Falkner (1936) . 5See also the note by Stohler (1943) .
6The first method of this type was developed by Richardson (1911 Richardson ( , 1927 , who used approximate CD-expansions and afterwards improved the solutions by a certain process called the "^-extrapolation"; compare also Duncan (1948) .
'The simple Simpson's rule has earlier been used for numerical integration by Bickley (1932) and by Collatz and Zurmiihl (1942a) .
The first formula (13) was derived by Nystrom (1926) , and later a slightly modified form was given by Lindelof (1939); his correction term can here be obtained by taking the remainder terms in (7) into account.8 The second formula (13) has been treated by Levy-Baggot (1934) and by Sibagaki (1936) . Again we find that it is simpler to use the single CD-formula (12) together with the extrapolation formulas (7) than the corresponding classical BD-methods. The main conclusion in this section is therefore that, from the computer's point of view, it is considerably simpler to use a fundamental CD-formula in combination with the extrapolation principle (7) than any of the classical BD-methods. However, if high accuracy is desired, the numerical integrations based on (10) or on (12) are rather laborious to carry out, since each step of the integration demands iterations of the whole difference scheme. In the next section we will therefore try to modify the basic CDformula in order to find a still simpler and more straightforward integration method.
A new central difference method. I) THE BASIC FORM ULA. Let us first try
to derive a new formula of the Gaussian type (9), but having a much smaller difference correction. According to (3) and (12) we have 
Letting the operator (fiS)"1 work on both members of this equation, using (4) in treating the difference correction, and transforming the F-term to the left member, we get the integration formula h-'y -| F(x, y) = {^{F -| VF} (15) 18Qfx d F + 15120 n 5 F 907200 ^ 5 F + which forms the basis for our method. The sum in the right member is dominating and will be called the main term:
The difference correction is extremely small and will be denoted by 7. The quantities involved in the computations are suitably arranged in two or three tables: a main table 8See formula (6), first line.
recording the quantities x, y, (M + y), 7, M, and F, a difference table giving the differences of F, and-for non-linear equations (1)-an iteration table. As to the difference correction the integration will be divided in three parts: the start, the marching process, and the aftercorrection.
II) THE MARCHING PROCESS. At first we will assume that the integration has been performed up to the point n with x = x0 + nh. In order to carry out the next step of the integration, we will then write eq. (15) First the new main term Mn+1 is computed from the quantities in the previous part of the main table according to eq. (17'), which is obtained by letting 2/x5 work on both members of (16). Then we will extrapolate9 the CD occurring in the difference correction 7»+i by means of the known BD in the backward line n by using formulas (7):
2n S5Fn+1 = 2V5Fn + 7V6Fn + 16V7Fn + 30V8F" + • • • , Finally we will determine the values of yn+i and Fn+l by solving the algebraic equation10 (17'"). For linear equations (1) the solution is obvious, and for non-linear equations we will recommend the use of an iteration process, which will be discussed later (VI). The quantities yn+x and Fn+l are written down on their places in the main table, a new backward line (n + 1) is calculated in the difference scheme for F, and then the process can be repeated for the point (n + 2) with x = xn + (n + 2)h, etc. This integration process is quite straightforward, and it gives a preliminary solution y with a high accuracy, due to the smallness of the difference correction.
Ill) THE AFTERCORRECTION. The preliminary solution obtained in the marching process has an accuracy which is determined by the "mixed" CD-BD character of the integration formulas (17) and (18). However, when the marching process has been finished for the whole range of integration under consideration (including some additional points), it is possible to improve the accuracy of y by utilizing the actual values 9A necessary condition for the usefulness of such extrapolation is, of course, that the higher differences of F converge rapidly against zero; this can be obtained by choosing the interval h sufficiently small. In general we will calculate the differences of F only up to the order where the irregularities, due to the effect of rounding-off errors, become to be of about the same magnitude as the differences themselves.
10In agreement with Hartree (1949, p. 235 ) the term "algebraic" is here meant only as an antithesis to the term "differential." [Vol. X, No. 2 of the CD found on later stages of the calculation. For this purpose we will introduce the correction corrn = 7" , actual -yn , extrapolated 1 31
We note that, in the main table, the quantities y and M are usually recorded with the same number of significant figures, whereas it is often sufficient to record F with at least one figure less11 than M. The correction (19) will, in general, influence the value of y, but the idea of our method is now that the interval h should be chosen so small, that the change in y should not influence the recorded figures of F. In this case the columns for F and M in the main table will be unchanged by the aftercorrection, and, according to (17"'), the final solution can be computed from the simple formula 2/n.final Vn .pre I i mi nary H-^ COl .
In this way it is possible to carry out the transition from a mixed CD-BD-result into a pure CD-result by a single iteration of a very simple type (compare §3).
During the marching process it is suitable to check the extrapolations (18), e.g. in every fifth point, by comparing the extrapolated value of 2fiS3F" in the point n with the actual value, found when the integration has reached the point (n -f-2). If the value of h seems to begin to become too large, it is then necessary to change the length of the interval by some of the well-known processes of subtabulation.
IV) THE START. Even the start will here be treated by means of our basic formula (15) by using an auxiliary formula12 and a method of successive approximations.
Letting the operator A = fiS + S2/2 work on both members of (15) and using (4), we get AM = F + | m"1 6F = F + | (l + p) \ 8F, 
where the latter is derived from the former by using (5) and (17"); the second form is the best for our purpose. The integration will now be started from the initial condition y = y0 for x = x() and by using the formulas In a zero-order approximation, the quantity 7 is entirely neglected: 7 = 0. The quantities M0 and Ml found from (23) are written down on their places in the main table, and then the quantities yl , Fx , M2 , y2 , F2 , M3 , • • ■ etc. are computed successively by using (17') and (17'")-In this way some approximate values of y and F, forwards and backwards13 from the starting point, are determined. Now the difference scheme for F provides a first-order approximation of 7 in the neighbourhood of the starting point. Using these values of 7, we can then repeat the start until two consecutive approximations of 7 agree within the significant figures; the integration can then be continued as a marching process (II). Due to the extreme smallness of the difference correction, the first order approximation of 7 shows a sufficient accuracy in most problems.
In problems where the functions involved in eq. (1) are specified only in one direction from the starting point, it may be necessary to extrapolate the CD in the range of x = x0 by means of forward differences, using a particularly small interval.
The method of successive approximations described here can easily be extended to the whole range of integration,14 but, if the computations have to be carried out only by the aid of desk machines, it is certainly suitable to confine the method to the start.
V) THE A UTOMA TIC ELI M IN A TION OF OSCILLA TING ERRORS. A partic-
ular phenomenon in the first approximation of the start will here be briefly mentioned. Due to the neglection of 70 in (23), the approximate values of M0 and Mx are affected with small errors of about the magnitude -70 and +I.570 . This implies that there is also an oscillating error in the first difference scheme for F, which is propagated to the higher differences with a steadily increasing magnitude, and the difference scheme can therefore have a rather irregular appearance.15
At first sight it seems impossible to determine 7 with a sufficient accuracy from a difference scheme which is disturbed by an oscillating error. However, it is easily proved that an error of the type (-1 )*/» , where / is a polynomial in x of the degree p, can be entirely eliminated by the operator
The operator n can be introduced in any difference formula by the repeated use of the unity operator 1 = //(I -f-52/4)_1, and we note that the application of the refinement process
will every time diminish the degree of the oscillating error by two. In our case, i.e. the first approximation of the start, the magnitude of the error is very slowly varying, and we can therefore conclude that, due to the appearance of the mean-value operator in (17"), the oscillating error will automatically be almost entirely eliminated in forming the difference correction 7. In the second approximation the phenomenon has therefore disappeared. A numerical example may be found in Table II. 13When working backwards, we obtain the formulas needed by substituting -h instead of h in (15); we note that there are different values of M0 for the two directions.
"Compare the treatments of linear equations (1) by Hausmann and Schwarzschild (1947) and by Fox and Goodwin (1949) .
15The existence of oscillating errors has been reported also by other authors (e.g. Fox and Goodwin 1949) in connection with other methods. (15) is essentially depending on the fact that we have introduced a certain algebraic16 equation, by means of which the largest unknown central term F is determined for each step of integration. A similar idea has previously been used by Noumerov in treating second order equations. The eq. (17"') may be written in the form y = N + cF(x, y),
VI) THE SOLUTION OF THE ALGEBRAIC EQUATION. The straightforwardness of our integration method based on
where N = h(M + 7) and c = h/3. For linear equations (1) the solution of (26) is obvious, and we will therefore confine the following discussion to the non-linear case. A well-known analytical solution of (26) is given by Laplace's formula, but, from the practical point of view, we will here instead recommend the use of an iteration process. Let us first consider the marching process (II), and let us assume that the integration has been performed up to the point n. According to (6) a zero-order approximation Fn+i of Fn+1 can then be found by extrapolation:
By putting this value of Fn+] into the right-hand member of (26) 
where the upper index gives the order of approximation. This iteration process is of the first order,17 and the condition for convergency is | cFy \ < 1. Since the zero-order approximation of F is in general rather accurate,18 the solution is rapidly obtained. A numerical example may be found in Table IV . A check on the calculations in the difference scheme is provided by the relation
Let us then consider the start (IV). From the practical point of view we will here recommend the use of a second order process of a simple type. Since the process (28) is of the first order, the differences y<2) -y'l), y13' -y'2), • • ■ etc. form approximately a geometric series19 with the quotient q = cFv . Summing this series, we get y* = yw + {ym -yw\ + {yw -yw\ + • • • = yw + y<" _ f' (30) \yw -*/(2)|2 yM -y"' -2y + yr' 16Compare footnote 10. "Iteration processes of this type were first classified by Schroder (1870); see also Hartree (1949) . A formula due to Theremin (1855) corresponds to a process of order 00.
18This fact forms the basis of all the classical BD-methods. 19This is easily proved by putting y = y(n) + and expanding F(x,y) into a power series in where the middle step for q = cF™ corresponds to the Newton-Raphson formula.20 We will instead use the formula given in the last step. The value y* of y found in this way can be checked by a new iteration y** -N + cF*. If a still higher accuracy is required, the whole process can be repeated by introducing the values of y*, y**, and y*** _ jy _|_ jn (30) _ rphis manner of proceeding corresponds to a well-known iteration process of the second order.21
Putting (28) into (30), we get the final formula I rr(l) I 2 y ~ V ~ c Fm -2Fw + Fw' ŵ hich seems to be the best for our purpose. In using this formula, F-0) is determined from the few terms available in (27), and then the final result can be obtained by means of only two computations of the function F = Fix, y); for a numerical example, see Table V .
The results obtained in this section show that the rather laborious iterations of the whole difference scheme for each step of integration, characteristic for the classical CDmethods and for many of the BD-methods ( §3), have here been reduced to the aftercorrection (20) and to the simple iteration processes described above for solving the algebraic equation (26). For linear equations (1) the simplifications are still more considerable.
VII) CHECK OF THE SOLUTION. In all step-by-step methods based on the use of recurrence relations, it is necessary to have an accurate check on each stage of the calculation, since a mistake somewhere will vitiate the whole subsequent work. The most important check is here provided by the difference scheme for F, since a small error in the solution will give rise to a large irregularity in the higher differences of F; in this connection even eq. (29) may be of value. By letting the operator 2n8 work on both members of (15), we get Vn+l ~ 2/n-l = g (Fn +! -J-4F" + Fn_j) + 2/lyU oyn ,
which relation may also be used for check purpose. A more independent check is provided by the differential equation itself in the form (8).
VIII) NUMERICAL EXAMPLE. In order to illustrate how our integration method works in a practical case, we will here give some results from a treatment of the non-linear equation 
which has been carefully tabulated by Miller (1946) . The start of the integration is illustrated in Table I , the elimination of oscillating errors in Table II , the marchinĝ Compare Collatz and Zurmiihl (1942a There is an error of ±1 in the 6th decimal in the first approximation j/(1) and a corresponding error in the 8th decimal in the second approximation ym. The marching process can be based on ym. This example shows that the use of (31) can spare a considerable amount of work in the start integration
