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ABSTRACT
Structures, built in active earthquake zones, can be subjected to damaging dynamic 
loading. The health monitoring process for these structures is essential. When a structure 
is submitted to repetitive moderate earthquake events, it is expected to accumulate certain 
damage. The variation of the dynamic characteristics can be an indicator of the damage 
extension in a structure. The procedure of evaluating the dynamic characteristics of a 
structure is referred to as system identification.
This investigation focuses on the analysis of different techniques for identifying linear 
structures with available recorded responses during earthquake events. These approaches 
are: (i) Fourier transform approach; (ii) Discrete-time filter method with Least Squares 
solver; and (iii) Discrete-time filter method with Instrumental Variables solver. A critical 
assessment of these methods is presented.
The analysis of these methods was conducted considering four examples: (i) water tower 
subjected to blast loading; (ii) cantilever steel beam subjected to earthquake (1995 Kobe, 
Japan); (iii) ten-story residential reinforced-concrete building; and (iv) six-story 
commercial steel building. The dynamic responses of the first two examples are obtained 
numerically and therefore they are free of noise. For the real building examples the 
acceleration response recoded during the 1994 Northridge earthquake is used to identify
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
the dynamic characteristics. The vibration data of the two buildings are obtained from the 
California Strong Motion Instrumentation Program (CSMIP).
vii
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The determination of the dynamic characteristics of an existing structure is important in 
confirming the quality of construction, validating or updating analytical finite element 
structural models, or conducting damage assessment. Dynamic testing of structures is 
necessary to check the continuity and the structural integrity for structure subjected to 
ever increasing loads of damaging effects such as multiple earthquakes. A very important 
role of dynamic testing is to calibrate design codes and simulations of structures. The 
development of empirical relationships for the estimation of the natural frequency and 
damping ratio of a building used in seismic building codes are based on statistical 
analysis of data and full scale dynamic testing which is a valuable source of these data. 
As extensive full-scale experimental studies are expensive and often difficult to perform, 
recorded earthquake ground motions and vibration recordings of structures are utilized to 
study the actual state of the structure. The identification of structural dynamic properties 
from experimental data is known as system identification and has received considerable 
attention in recent years.
Since 1965, various methods for the identification of modal parameters have been 
developed. The approaches in system identification technique can be categorized into two 
groups: time-domain and frequency-domain. The frequency-domain methods have
Introduction
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
become popular as they are easy to identify the frequency of structures and these methods 
are commonly used in engineering practice. However, frequency-domain based 
approaches may not be suitable for problems that require higher-frequency resolution and 
for situation where non-linear phenomena are dominant. The time-domain methods are 
preferred for problems with closely spaced modes, non-proportional damping and for 
situation where large number of modes are required.
1.2 Application of System Identification
System identification deals with dynamic systems and is applicable to a vast engineering 
area (Andersen, 1997) and not restricted to structures.
Some of these applications are listed here:
• Identification of industrial process and control.
• Analysis of dynamic biological system such as heart rate control.
• Modeling of stock prices in economics.
• Analysis and performance study of automotives, ranging from aerospace to 
automobiles.
• Identification of dynamic characteristics of civil engineering structures such 
as buildings, bridges, towers etc.
1.3 Need for this Investigation
Recent destructive seismic events in Loma Prieta in 1989, Northridge, California in 1994 
and Kobe, Japan in 1995 have demonstrated the necessity of mitigating these hazards in 
the design of new buildings and bridges. When an earthquake occurs a great deal of time
Introduction 2
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and effort is required to inspect structures in order to identify the extension of damage the 
building or bridge has experienced. For moderate earthquakes, damage is generally 
hidden within the structure and not visible as the columns, beams and connections are 
typically covered by non-structural elements. Such damage is difficult and expensive to 
discover by visual inspection. Structural health monitoring systems may provide 
invaluable information in future urban earthquakes by providing quick assessment of the 
damage level of a structure. The identification of the modal parameters such as frequency 
and damping ratio is one of the steps of damage assessment.
Many civil engineering structures such as buildings are instrumented with accelerometers 
at different floors (see Fig. 1.1). During earthquake these accelerometers measure the 
vibration signals (acceleration responses) of different floors. The objective of this work is 
to use these vibration signals to extract the modal parameters of linear structures. In this 
case the structure is considered as a time-invariant system meaning that the dynamic 
properties of the structure remain constant during an earthquake and do not depend on 
time.
Fig. 1.1 shows a typical building equipped with accelerometers located at different floors 
where vibration measurements are obtained. The figure illustrates also typical recordings.
Introduction
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Fig. 1.1 Illustration of the instrumentation of a building
1.4 Research Objectives
The main objectives of the present research work are to:
1. Investigate existing methods for the identification of linear structures.
2. Determine the dynamic characteristics (natural frequencies and damping) of 
existing structures subjected to earthquake ground motion.
3. Select a suitable method for the determination of fundamental periods of linear 
systems.
1.5 Organization of the Thesis
The background study and literature review on system identification are summarized in 
Chapter Two. It includes the formulation and basic steps of system identification together 
with the definition of the two fundamental words ‘System’ and ‘Identification’. This
Introduction
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chapter also contains a brief description of some system identification approach both in 
time-domain and frequency-domain.
Chapter Three, is devoted to non-parametric frequency-domain system identification 
approach. This chapter describes how dynamic characteristics of the structure are 
extracted from the vibration signals using Fast Fourier Transform (FFT). Four dynamic 
problems are taken to illustrate the Fast Fourier Transform approach for identifying the 
dynamic characteristics. These are: (i) a water tower subjected to blast loading; (ii) a 
vertical cantilever steel beam subjected to earthquake ground motion (1995 Kobe, Japan); 
(iii) a ten-story residential reinforced-concrete (RC) building located in Burbank, 
California; and (iv) a six-story commercial steel building located in Burbank, California. 
These buildings are instrumented by the California Strong Motion Instrumentation 
Program (CSMIP).
Chapter Four deals with the parametric time-domain system identification approach for 
the identification of linear systems. Among the time-domain identification techniques, 
discrete-time approach is illustrated for practical purpose. Modal parameters are extracted 
using the Least Squares method. The four dynamic problems presented in Chapter Three 
are reconsidered in this chapter.
Discrete-time filter method with Instrumental Variables solver is presented in Chapter 
Five. This method is utilized for the identification of modal parameters of linear dynamic
Introduction
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systems. The four dynamic problems presented in Chapter Three are reconsidered in this 
chapter to illustrate the method. The results of the different techniques are compared at 
the end of this chapter.
Chapter Six summarizes and concludes this work.
Introduction





The term “system” defines an object in which variables of different kinds interact and 
produce observable signals. These observable signals are generally called outputs. The 
system is also affected by external stimuli and these are generally called inputs. A system 
may be a building structure, aerospace or any mechanical or electrical system which has 










I f  Output, y(t)
Fig. 2.1 System with input and output
The procedure of extracting the parameters of the system is called system identification.
The problem of system identification is generally referred to as the determination of a 
mathematical model for the system or process by observing its input-output relationships.
Literature Review 7
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The knowledge of the properties of a system is generally called a model. The model may
be classified as:
1. Graphic Models: Properties of the system are represented in a graph or in a table. 
An example could be a graph of the frequency response of a linear system.
2. Mathematical Models: This is a convenient way to describe a dynamic system. 
These models can either be represented in continuous time as differential equation 
system or in discrete-time as difference equation systems between given 
variables. An example of a mathematical model is Newton’s law of motion that 
relates applied forces and the motion of an object.
Basically, there are two approaches to the problem of building a mathematical model of a 
given system:
1. Sometimes one can look directly into the mechanisms that generate signals and 
variables inside the system. Based on the physical laws and relationships that 
govern the system’s behavior, a mathematical model can be constructed. This 
procedure is usually called physical modeling.
2. Often, such direct modeling may not be possible. The reason may be that the 
knowledge of the system’s mechanism is incompleted; or, the properties of the 
system may change in an unpredictable manner. Furthermore, modeling can be 
quite time-consuming and may lead to models that are unnecessarily complex. In
Literature Review 8
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such cases, signals produced by the system can be measured and be used to 
construct a model. Such a procedure is called identification.
In physical modeling the construction of a dynamic model is based on physical 
knowledge and fundamental laws, such as the Newton’s second law of motion. On the 
other hand, if the physical knowledge about a dynamic system is limited, a model of the 
input/output behavior of the system can be obtained through system identification based 
on a model using experimental data.
If the structure of the model is chosen without regard to the physical knowledge, the 
model is called a black box model. If some parts of the model are based on physical 
knowledge, the model is called grey box and if the model is based completely on the 
physical laws, then the model is called a white box model (Andersen, 1997). Thus, 
system identification is not a substitute of physical modeling, since identification can be 
based on model structures that do not have physical origin. Basically, there are two 
categories of model structures:
• Non-parametric model structures: Described by curves, functional 
relationships or tables. These analysis methods are: (i) Transient analysis; 
(ii) Frequency analysis; (iii) Correlation analysis; and (iv) Spectral 
analysis. Chapter 3 is devoted to the traditional non-parametric system 
identification techniques primarily based on Fourier transform.
Literature Review 9
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• Parametric model structures: Characterized by the assumption of a 
mathematical model constructed from a set of parameters. These 
parameters are then estimated by system identification. The mathematical 
model of a linear and time-invariant continuous-time system is usually in 
the form of a differential equation system. The equivalent discrete-time 
parametric model is a difference equation system. This technique is 
illustrated in Chapters Four and Five.
Historically, system identification has been motivated by the need to design better control 
systems. Since 1965, many researchers have developed techniques that aim to produce a 
reliable identification of the dynamic properties of structures (Steiglitz et al.). Those 
efforts have been faithful due largely to the introduction of the Fast Fourier Transform 
(FFT) and to the development of powerful multi-channel spectrum analyzers and 
computers in recent years.
2.2 Formulation of a System Identification Procedure
The system model is the mathematical equation that relates the input to the output at all 
times. In order to obtain such a model, it is permitted to probe the system with a variety 
of inputs and observe its responses. The input-output data are then processed to yield the 
model. A system with its input-output is shown in Fig. 2.2. This figure shows that the 
measuring instruments record the noisy input and output data since in reality, the input- 
output data are corrupted by noise. These noisy data are polished prior to identification.
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System to be 
identified
Fig. 2.2 Block diagram representation of the system identification problem
From the viewpoint of system theory, it is possible to determine the unknown parameters 
in an exact system model equation where the exact measurements of the input-output data 
are given. In other words, using the measured input-output data it is possible to build a 
model of an actual system and the unknown parameters can be identified through system 
identification.
2.3 The Basic Steps of System Identification
The procedure to determine a model of a dynamical system from observed input-output 
data involves three basic ingredients:
• The input-output data
Literature Review 11
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• A set of candidate models (the model structure)
• A criterion to select a particular model in the set, based on the information 
in the data (the identification method).
The procedures for carrying out system identification can be divided into the following 
steps:
1. Design an experiment and collect input-output data from the process to be 
identified.
2. Examine the data. Select useful portions of the original data and apply filtering to 
enhance frequency ranges.
3. Select and define a model structure (a set of candidate system descriptions) within 
which a model to be found.
4. Compute the best model in the model structure according to the input-output data 
and a given criterion of fit.
5. Examine the obtained model’s properties.
6. Check the convergence of the model. If the model is good enough, the procedure 
ends. Otherwise, another set of models must be selected and steps (3) through (4) 
are performed until a validated model is obtained.
2.4 Parameter Estimation Methodology
There are a number of well-known parameter estimation techniques that have been 
successfully applied to the identification problem. They include the methods of maximum
Literature Review 12
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likelihood, least squares, cross-correlation, instrumental variables etc (Hsia, 1977). A 
variety of other optimization methods have also been proposed.
For all estimation techniques, an effort is taken to minimize certain appropriately defined 
error criterion as a means to optimally fit the model to the system data. The error can be 
defined as the difference between the output of the system and that of the model or as the 
discrepancy between the model equation and the measured input and output data.
Dynamic system models can be divided into two types: continuous-time and discrete­
time. The essential difference between the two is that the signals in the system are 
continuous in one case and discrete in the other. The majority of system identification 
techniques are digitally oriented as a result of the employment of digital computers. 
Therefore, discrete system models are more convenient to deal with.
Safak (1990) presented a discrete-time filter method by emphasizing the close 
relationship between the well-known modal-analysis technique in structural engineering 
and the discrete-time linear systems theory in systems engineering. In addition to the 
identification procedure, the author also outlined important practical problems with 
regards to the processing of data, the selection and validation of the model in the 
identification and the detection of soil-structure interaction.
As an example, a 12-story building (Bank of California Building, Los Angeles) shown in 
Fig. 2.3 was identified by using recordings from the San Fernando, California earthquake
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in February 9, 1971. The building was identified by considering four different pairs of 
input and output. The input-output pairs are as follows:
1. ground versus roof accelerations in the N-S (North-South) direction;
2. ground versus seventh-floor accelerations in the N-S (North-South) direction;
3. ground versus roof accelerations in the E-W (East-West) direction; and
4. ground versus seventh-floor accelerations in the E-W (East-West) direction.
These are presented in Fig. 2.4 and 2.6. Fig. 2.5 and 2.7 are the Fourier transforms of Fig.










Fig. 2.3 Schematic directions and locations of seismometers (after Safak, 1990)
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Fig. 2.4 Time histories of recorded accelerations in N-S direction at roof, 7th floor and
ground level (after Safak, 1990)
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Fig. 2.5 Fourier amplitude spectra of recorded accelerations in N-S direction at roof, 7
floor and ground level (after Safak, 1990)
th
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Fig. 2.6 Time histories of recorded accelerations in E-W direction at roof, 7th floor and
ground level (after Safak, 1990)
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Fig. 2.7 Fourier amplitude spectra of recorded accelerations in E-W direction at roof, 7th
floor and ground level (after Safak, 1990)
Naoki and Hiruhiko (1996) evaluated the vibration properties of high-rise steel buildings 
using data obtained from vibration tests and earthquake observations. First, vibration 
properties on the micro-amplitude level were investigated using results of vibration tests 
of 31 buildings. In the second part, vibration properties on the large amplitude level were 
investigated by applying a system identification technique to observed earthquake records 
in a 31-story building with an irregular shaped plan (Fig. 2.8).
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Fig. 2.8 Location and the components of the accelerometers (after Naoki et al., 1996)
Tomoo and Haruhiko (1996) estimated the dynamic characteristics (natural frequencies 
and damping ratios) of steel-framed two office buildings by applying a time-domain 
system identification method to the records of their earthquake responses. These 
buildings (Fig. 2.9) are both 26-story, 98.8 m high and located in Tokyo, Japan. Four 
earthquakes which occurred from 1992 to 1993 were used for the analysis. A parametric 
model describing a linear system was used. In this study, the SISO (single input single 
output) system was assumed and the acceleration response at the roof was taken as an 
output and the acceleration response at the lowest floor was taken as an input in each 
horizontal direction.
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Fig. 2.9 Section of the building and location of the accelerometers
(after Tomoo et al., 1996)
Kadakal and Yuzugullu (1995) published a paper to express the advantages of the 
parametric time-domain system identification methods for ambient vibration records over 
the conventional nonparametric frequency-domain methods. The authors also compared 
the efficiencies of two time-domain identification techniques.
This methodology was utilized for the analysis of a multistory structure, the Sabanci 
Center located in Istanbul, Turkey. The Sabanci Center consists of two towers, one tower 
is 33-stories high and the other tower is 28-stories high and both of them are shear-wall
Literature Review 20
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type reinforced concrete structures. Ambient vibration testing had taken place on the 
taller tower. Seismometers were placed in three different combinations (Fig. 2.10); two 
for the determination of translational modes (direction 1 and 2) and one for the torsional 
mode (direction 3).
Fig. 2 .10 Sensor locations on a typical floor plan of the Sabanci Center for the (a) 
translational (dir. 1 and 2) and (b) torsional mode detection (after Kadakal et al., 1995)
The authors established that parametric time-domain methods can estimate modal 
frequencies and damping, especially in a high frequency range more accurately than 
nonparametric frequency-domain methods.
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IDENTIFICATION METHODS BASED ON FOURIER 
TRANSFORM APPROACH
3.1 General
This chapter considers the traditional non-parametric system identification techniques 
primarily based on Fourier transform. Here dynamic characteristics of the systems are 
identified using the Fourier transform approach. Use of the Fourier transform provides a 
method for converting a time history into its frequency components. The basic idea of a 
Fourier analysis is to represent a time function x(t) as a sum of harmonic components, in 
order to simplify its analysis. Then the Fourier transform is applied to the time function to 
decompose it into the frequency domain. The advances in digital signal processing 
techniques have resulted in a class of fast algorithms known as the Fast Fourier 
Transform (FFT), which offers significant reductions in computation time.
This method is illustrated by using four dynamic problems: (i) a water tower subjected to 
blast loading; (ii) a vertical cantilever steel beam subjected to earthquake ground motion 
(1995 Kobe, Japan); (iii) a ten-story residential reinforced-concrete (RC) building located 
in Burbank, California; and (iv) a six-story commercial steel building located in Burbank, 
California. These two buildings are instrumented by the California Strong Motion 
Instrumentation Program (CSMIP).
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3.2 Fast Fourier Transform Analyzer
Once the response signal has been properly conditioned one has to consider signal 
processing. Its main objective is to measure the signals developed by the sensing 
mechanism and to obtain the magnitude and phases of the excitation forces and 
responses. There are several types of analyzers for this purpose. The most common 
analyzers are based on the Fast Fourier Transform (FFT) algorithm proposed by Cooley 
and Tukey (1965). They are known as spectrum analyzers or FFT analyzers. Basically, 
analyzers convert the analog time-domain signals generated by the transducers (typically 
accelerometers) into digital frequency-domain information that can be processed with 
digital computers. The analyzed signals can be manipulated in a variety of ways to 
produce information for the dynamic characteristics of structures.
3.3 Digital Signal Processing
Most of the analyses of modal testing are performed in the frequency-domain. The 
function of the analyzer is to convert analog-time domain signals into digital frequency- 
domain information and to perform the required computations with these signals. The 
tool used to convert an analog signal, x(t), into frequency-domain information is the 
Fourier transform or a Fourier series. The Fourier transform is defined by the following 
equations (3.1).
X{co)= P  x(t)e-]0*dt (3.1)
J —oo
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This equation transforms the variable x(t) from a function of time, t into a function of 
frequency, a>. The inverse of this transform known as the Inverse Fourier transform, is 
given by equation (3.2).
x(t) = —  f " X {a )eJa*dco (3.2)
2n  J-°°
where j  = 4 -1
The function of Inverse Fourier Transform is to transform the signals from the frequency- 
domain into the time-domain.
A Fourier series is defined by equations (3.3) to (3.6). According to Fourier theory, any 
periodic function F(t) with period T , can be represented by an infinite series
d 00
F(t) = —  + (a„ cos ncoTt + bn sinna>Tt) (3.3)
2 n=1
2n
where coT = —  and the coefficients a0, an and bn for the periodic function F(t) are 
given by the following equations
(3.4)
2 t
an = —JQ F(t)cosncoTtdt n = 1,2,......  (3.5)
2 T
^  = ^ I  F (0sinn(Ortdt n = 1,2,......  (3.6)
The coefficients aQ, an and bn are known as Fourier coefficients and the series of 
equation (3.3) is known as Fourier series.
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The analog output response signals of accelerometers, represented by x(t) , are inputs to 
the analyzer. The analyzer first converts the analog signals into digital records. It samples 
the signals x(t) at many different equally spaced values and produces a digital record of 
the signal in the form of a set of numbers, x(tk). Here tk indicates a discrete value of the 
time, where k = l, ,N  and N  denotes the number of samples.
Once the digital record of the signal is available, the discrete version of the Fourier 
transform is performed. This transform provides a series representation of a discrete-time 
history value. This is accomplished by a digital Fourier transform or series defined by
an 2mt, 2mt,
xk =*('*) = —  + Z  a, cos —— + i ,s m — — k = 1,2, ,N  (3.7)
^ /-I v * )
where the digital Fourier coefficients are given by
a o=T7 (3-8)
n  k=i
1 ^  2mk
= T ; l Jxk cos 77~ (3.9)
N U  N
, 1 . 2?nkb, = — V  xk sm   (3.10)
' N h k N  V ;
These equations are the digital versions of equations (3.4), (3.5) and (3.6), respectively. 
The task of the analyzer is to calculate equations (3.8) to (3.10) given the digital record 
x(tk) or xk for the measured signals. The number of samples, N , is usually fixed for a
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given analyzer and is a power of 2. Some commonly used values for N  are 512 and 1024 
because these are faster for calculation and large enough to obtain good accuracy.
3.4 Random Signal Analysis
The measurement obtained from transducers (accelerometer) during an earthquake or a 
vibration test usually contains noise. This is the most complex type of vibration where 
both excitation (input) and response (output) are described by random processes. For this 
reason, it is necessary to introduce and to define two sets of parameters which are used to 
describe random signals: one based in time-domain known as Correlation Functions and 
the other in the ffequency-domain known as the Spectral Densities. These two parameters 
are described as follows:
Consider a typical random vibration parameter, x(f) illustrated in Fig. 3.1(a). The 
autocorrelation function, ( t )  , is defined as the average value of the product 
(x(t). x{t + r ) ) , computed along the time axis.
R J t) = l i m j  [ x ( t ) x ( t  + T)dt (3.11)
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Fig. 3.1 Random signals (a) Time history; (b) Autocorrelation function; (c) Power 
spectral density (adapted from Ewins, 2000)
This function provides a measure of how fast the signal x(t) is changing. The value x is 
the time delay between the values at which the signal x(t) is sampled. The prefix auto 
refers to the fact that the term x(t) . x(t + x) is the product of values of the same sample at 
two different times. The autocorrelation generally function takes the form illustrated in 
Fig. 3.1(b). The Fourier transform of the autocorrelation function defines the Power 
Spectral Density (PSD). Denoting the PSD by S^ico) and repeating the definition of 
equation (3.1) results in
(3.12)
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This integral of R^ ir )  changes the real number t into the ffequency-domain value co. 
Thus the PSD provides a description of the frequency composition of the original 
function, x(t) and generally appears as in the plot of Fig. 3.1(c).
This concept can be extended in order to consider simultaneously the random force, x(f), 
and the corresponding random response functions, f ( t ) ,  and thus to produce cross 
correlation and cross spectral density functions. The cross correlation function, Rxf ( r ) , 
for the two signals x(t) and f  (t) is defined as
R* f = }“£ J  f  * ( ') / ( ' + *)dt (3.13)
Here x(t) is considered to be the response of the structure to the driving force /  (t). 
Similarly, the cross spectral density is defined as the Fourier transform of the cross 
correlation:
( 3 J 4 )
Cross spectral densities are generally complex functions of frequency with the particular 
conjugate property
Sxf(oo) = S*xf(<») (3.15)
where S*xf (co) = conjugate of cross spectral density
As the necessary parameters to describe random processes have been established, now 
one can define the input/output relationships for systems undergoing random vibration. 
Without detailing all the algebra, the main path to derive the final equations for
Identification Methods Based on Fourier Transform Approach 28
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
calculating responses from known excitation is indicated. Before doing that some terms 






Fig. 3.2 Transient signals (a) Delta function; (b) Arbitrary time function (Ewins, 2000)
Fig. 3.2(a) shows a typical unit impulse excitation applied at time t = t' which has the 
property that though the function has infinite magnitude and lasts for an infinitesimal 
period of time, the area underneath it is equal to unity. The response of a system at time t 
(after t ')  is defined as the system’s unit Impulse Response Function (IRF) being in the 
time-domain. It has a direct relationship to the Frequency Response Function (FRF) 
being in the frequency-domain.
The Impulse Response Function can be written as:
Considering more general transient excitation (Fig. 3.2(b)), it is possible to represent this 
as the superposition of several impulses, each of magnitude ( f ( t ' )d t ' )  and occurring at
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different instant in time. The response of a system (at time t )  to just one of these 
incremental impulses (at time t ' ) can be written as
dx(t) = h ( t - t ' ) f ( t ' ) d f  (3.16)
The total response of the system will be given by integrating all the incremental 
responses as follows
x ( t ) = r  (3.17)
J  —co
Using this property, it is possible to derive an expression for x(t)  and another for 
x{t + t )  and thus to calculate the response autocorrelation, (r)
r ® ̂ = \  r  x{^ x { f+^  (3-i8>
This equation can be manipulated to describe the response autocorrelation in terms of the 
excitation, but the result is complicated and unusable triple integral. This same equation 
can be transformed to the frequency-domain to be reduced to the very simple form 
(Ewins, 2000)
S„(ffl) = |//(®)|2S^(ffl) (3.19)
where H(a>) ~ Frequency Response Function
This equation does not provide a complete description of the random vibration 
conditions. It cannot be used to determine the Frequency Response Function (FRF) from 
measurements of excitation and response, because it contains only the modulus of FRF, 
H(co) , the phase information being omitted. That is why a second equation is required
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and this can be obtained by a similar analysis based on the cross correlation between the 
excitation and the response
3.4.1 FRF from Random Vibration Signals
The previous two equations (3.20a) and (3.20b) provide the basis for a method of 
determining a system’s FRF properties from the measurement and analysis of random 
vibration. Using one of the equations, a simple formula can be obtained for the FRF 
estimates of the relevant spectral densities
These two equations hold if the structure is excited by a random input, f  (t) resulting in 
the response x( t ) . These equations use different power spectral densities to calculate the 
same quantity, which can be used to check the consistency of H(co). The spectrum 
analyzer estimates the various spectral density functions from the transducer outputs and 
then, using equation (3.21a) or (3.21b), the analyzer can calculate the desired frequency 
response function H(co) .
Sfx(co) = H(a>)Sf f (co) (3.20a)
or alternately
S xx{oy) = H{m)Sxf(a>) (3.20b)
(3.21a)
or (3.21b)
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3.5 Extraction of the Dynamic Characteristics of a System
Once the frequency response of the structure is obtained using equation (3.21a) or 
(3.21b), the analyzer is used to construct various dynamic parameter information from the 
processed input-output data. This technique is well-known as experimental modal 
analysis. The objective is to compute the natural frequencies (or time period) and 
damping ratios associated with each resonant peak of the measured frequency function. 
There are several ways to examine the measured frequency function in order to extract 
these data. To illustrate the basic method, consider the idealized frequency response 
function record of Fig. 3.3, resulting from measurements taken between two points on a 
simple structure. Here, it is assumed that a sinusoidal force is applied to one point on the 
structure and that the response is measured at the second point.
« I
Fig. 3.3 Frequency response plot of a system (after Inman, 1994)
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The response is measured for many values of the driving frequency to produce the plot 
similar to Fig. 3.3. Here each of the frequencies O j, co2 and <u3 of the plot is determined 
simply by noting where the three peaks lie on the horizontal or frequency axis.
The damping ratio associated with each peak is taken to be the modal damping ratio, £ . 
To extract the modal damping ratios, consider the frequency response functions 
magnitude plot shown in Fig. 3.4. The peak of the frequency response, |f/(m)| at 
resonance is well defined and the modal damping B, is related to the frequencies 
corresponding to the two points on the magnitude plot where
= = (3-22)
The difference between the two frequency ratios defines the bandwidth given by
a>b-(oa =2 â>d




where cod is the damped natural frequency at resonance and coa and a>b satisfy condition 
(3.22).
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Fig. 3.4 Calculation of modal damping ratio (adapted from Inman, 1994)
For multi-degree-of-freedom system, as indicated by the three peaks of Fig 3.3, the 
number of peaks indicates the number of degrees of freedom. Each peak is then treated as 
if it were from a single-degree-of-freedom system. This yields the three modal damping 
ratios , | 2 and .
In practically, since the resonant peaks are very sharp, it is not possible to estimate the 
damping ratio even for the first mode of vibration (for example Fig.3.7); the initial guess 
for modal damping for these modes would be 2% and 3% of the critical damping value 
(Goel e ta l , 1997).
3.6 Illustration of the Fourier Transform Method
This method is illustrated by using four examples shown in Table 3.1.
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Table 3.1 List of identified structures/buildings
No. Location Station Name/Structure No. of Storeys Material
1 NA Water Tower NA RC
2 NA Vertical Cantilever Beam NA Steel
3 Burbank, California Residential Building 10 RC
4 Burbank, California Commercial Building 6 Steel
3.6.1 Water Tower Subjected to Blast Loading
A lumped mass model of a water tower with single d.o.f. (Fig. 3.5c) is selected as a study 
case. Here an attempt is made to build simple models of the water tower subjected to 
blast loading. The water tower shown in Fig. 3.5(a) is subjected to the blast loading 
illustrated in Fig. 3.5(b). Lumped mass model of the water tower is shown in Fig. 3.5(c). 
The dynamic response of the tower is evaluated numerically using the “Central 
Difference” method and the acceleration (j>(0) responses are plotted in the time interval 
0 < t < 0.5 sec shown in Fig. 3.6(b). It is assumed that weight W = 100 kips (444.82 kN), 
stiffness k -  2800 kip/ft (40863 kN/m), damping ratio £ = 0.05, loading F0 = 100kips, 
time td = 0.05 s and the selected sampling time interval A = 0.005 s. The complete input 
and output data are shown in Fig. 3.6(a) and 3.6(b).
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Fig. 3.5(a) Water Tower Fig. 3.5(b) Blast Loading
Fig. 3.5(c) Lumped mass model of the water tower
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Fig. 3.6 Input and output data of the water tower
The autocorrelation of the acceleration responses of the tower and the cross-correlation of 
the blast loading and acceleration responses are given in Fig. 3.7 and 3.8 respectively.




Fig. 3.7 Autocorrelation of the acceleration responses of water tower
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These two graphs give the frequency of the system. Since the resonant peaks are very 
sharp, it is not possible to estimate the damping ratio even for the first mode of vibration 
which was mentioned before. The identified frequency of the system is 4.688 Hz and 4.8 
Hz using the PSD and CSD respectively. The exact frequency of the system using
equation /  = — J — is 4.779 Hz.
2 7u\m
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Fig. 3.8 Cross-correlation of the blast loading and acceleration responses of water tower
These figures show that CSD gives more accurate result than that of PSD. The reason is 
that PSD is the result of output (acceleration response of the tower) only. On the other 
hand, CSD is the correlation of both input (blast loading) and output (acceleration 
response).
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3.6.2 A Vertical Cantilever Steel Beam
In this section, an example of a vertical cantilever beam subjected to an earthquake 
ground motion (1995 Kobe, Japan Earthquake) is presented for the application of Fourier 
transform technique. The cantilever has a rectangular cross-section; the geometric and 
material properties are listed in Table 3.2.
The earthquake ground motion already mentioned is applied at the base of the cantilever. 
The acceleration response at the top is calculated using the Finite Element software 
ABAQUS. The cantilever beam is meshed using 10 beam elements. The damping ratio 
used for this dynamic analysis is 5%. The 1995 Kobe, Japan earthquake is applied at the 
base of the cantilever beam and a dynamic analysis is performed using ABAQUS to 






u(t), 1995 Kobe, Japan 
Earthquake ground motion
Fig. 3.9 Vertical cantilever steel beam subjected to earthquake
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The acceleration response obtained from the dynamic analysis in ABAQUS is used for 
the system identification. The earthquake ground motion (1995 Kobe, Japan Earthquake) 
is taken as the input and the acceleration response at the tip of the cantilever is taken as 
the output for the identification of the cantilever. This input and output are shown in Fig. 
3.10.
*2.54











Fig. 3.10 Input and output data of the vertical cantilever beam
Table 3.2. Geometric and material properties of cantilever beam
Parameters Values
Length, L (m) 7.62
Width, b (mm) 50.8
Thickness, t (mm) 25.4
Young’s modulus, E  (GPa) 206.8
Mass density, p  (kg/m3) 7780
The PSD and CSD of the system are shown in Fig. 3.11 and 3.12 respectively. The 
identified first three frequencies are given in Table 3.3.
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The theoretical expressions for the first three frequencies of vertical cantilever beam are 
as follows (Hurty and Rubinstein, 1964):
3.516
®1=- j2











k P A j
(3.26)
Using these three formulae the first three frequencies of the vertical cantilever beam can










F requency  (Hz)
20 25
Fig. 3.11 Autocorrelation of the acceleration responses at the tip of the beam
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Frequency  (Hz)
Fig. 3.12 Cross-correlation of the ground motion and responses at the tip of the beam
Table 3.3 Identified frequencies of the cantilever beam (FFT methods)




1 0.729 0.729 0.781 0.720
2 4.567 4.567 - 4.550
3 12.787 12.791 - 12.60
Period (sec)
1 1.372 1.372 1.28 1.389
2 0.219 0.219 - 0.220
3 0.078 0.078 - 0.079
It should be noticed here that sometimes the PSD method cannot identify the frequency 
for more than one mode. On the other hand, the CSD can identify the frequencies in the 
higher modes.
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3.6.3 Analysis o f  the Ten-Story Residential Building in Burbank, California
This structure is a ten-story residential building located in Burbank, California shown in 
Fig. 3.13. This building is a reinforced concrete structure and was constructed in 1974. 
The building is instrumented by the California Strong Motion Instrumentation Program 
(CSMIP).
The sensor locations of the building in different floors are clearly shown in Fig. 3.14.
N o. o f  Stories above/below  ground: 10/0 
P lan  Shape: R ec tangu lar 
B ase  D im ensions: 2 1 5 ' x 75 '
T ypical F loor D im ensions: 2 1 5 ' x 75 ' 
D esign  D ate: 1974 
C onstruction  D ate: 1974
V e rtic a l L o a d  C a r ry in g  System :
Precast and pou red -in -p lace  concrete  floor slabs supported 
by  p recast concrete  bearing  walls.
L a te ra l  F o rce  R e s is tin g  System :
Precast concrete  shear w alls in bo th  d irections. 
F o u n d a tio n  T y p e :
C oncrete  caissons (2 5 ' to  3 5 ' deep).
Fig. 3.13 Ten-story residential building (after Goel et al., 1997)
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Burbank • 10-story RaskfeniM Bldg.
tCSMiP fitMiei Nu. 74305}
SENSOR LOCATIONS
'I   .m u '___
tfBF1 1





Fig. 3.14 Sensor locations in ten-story residential building (after Goel et al., 1997)
The structure was subjected to the 1994 Northridge earthquake. The acceleration at the 
base shown in is taken as the input of this building whereas roof acceleration is taken as 
the output (Fig. 3.15(a)). The frequencies of this building obtained from the PSD and the 
CSD methods are shown in Fig. 3.16 and 3.17, respectively.
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Frequency  (Hz)
Fig. 3.16 Autocorrelation of the acceleration response at the roof of the ten-story
reinforced concrete building
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Txf - Transfer function m agnitude
10  ■<............................... i-............................ H„ .
10 2  1 1 1 1-------------------
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Fig. 3.17 Cross-correlation of the ground motion and the roof acceleration of the ten-
story reinforced concrete building 
The identified first two frequencies of the building are given in Table 3.4 from the PSD 
and the CSD methods.











Identification Methods Based on Fourier Transform Approach 46
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3.6.4 Analysis o f  the Six-Story Commercial Building in Burbank, California
In this example, a six-story commercial building located in Burbank, California (Fig. 
3.18) is considered. The building was constructed in 1977 and it is a steel building. The 
building is instrumented by the California Strong Motion Instrumentation Program 
(CSMIP).
The accelerometer locations are shown in Fig. 3.19. The base acceleration of the building 
recorded during the Northridge earthquake occurred in January 17, 1994, is taken as 
input. The acceleration measured at the roof is taken as output and these input are output 
are given in Fig. 3.20(a) and 3.20(b). The PSD and the CSD methods’ results are shown 
in Fig. 3.21 and 3.22, respectively.
N o. o f  Stories above/below  ground: 6/0 
P ian  Shape: R ectangu lar 
B ase D im ensions: 120 ' x 120'
T ypical F loor D im ensions: 120' x 120' 
D esign  D ate: 1976 
C onstruction  D ate: 1977
V e rtic a l L o a d  C a r ry in g  System :
3" concrete slab over m etal deck  supported  by  steel fram es. 
L a te ra l  F o rce  R es is tin g  System :
P erim eter m om ent resisting  steel fram es.
F o u n d a tio n  T y p e :
C oncrete  caissons (approx. 32 ' deep).
Fig. 3.18 Six-story commercial building (after Goel et al., 1997)
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Burbank - 8-story Commercial BMg.
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Fig. 3.20 Input and output data for six-story commercial building, Burbank
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Fig. 3.22 Cross-correlation of the ground motion and the acceleration response at the roof
of the six-story steel building
Txf - Transfer function m agnitude
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The identified first two frequencies of the building are given in Table 3.5 from PSD and 
CSD.










For both the two buildings the input-output data contain noise because they are collected 
from real situations. For this reason, frequencies are not distinct and only the first two 
frequencies can be identified using both the PSD and the CSD methods. On the other 
hand, the input-output data for the water tower and the vertical cantilever beam are not 
noisy. In these cases, frequencies are distinct and the first three frequencies of the 
vertical cantilever beam can be identified.
3.7 Conclusion
From the illustrated examples it can be easily seen that the CSD method gives better 
results than the PSD method for frequencies since the CSD method is the result of the 
correlation of both input and output. It is also clear that the CSD method can identify 
higher frequency of modes where the PSD method fails. For sharp resonant peaks it is 
difficult to determine the damping ratio even for the first mode of vibration for both
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methods. For this reason, a better method is required which can identify the frequency as 
well as the damping ratio and this method is described in the next chapter.
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CHAPTER FOUR 
DISCRETE-TIME FILTERS METHOD WITH
LEAST SQUARES SOLVER
4.1 General
Linear dynamic systems are generally described by continuous-time domain differential 
equations. Practically, modem recording instruments e.g., accelerometers are all digital 
and record the vibration signals in a discrete-time form. For this reason, discrete-time 
approach is more appropriate and natural. This chapter describes the discrete-time 
approach for the identification of linear dynamic systems. It deals with the Least Squares 
(LS) method as an optimization technique.
This method is illustrated by using the same four dynamic problems used in Chapter 
Three: (i) a water tower subjected to blast loading at the tip; (ii) a vertical cantilever steel 
beam subjected to earthquake ground motion (1995 Kobe, Japan) at the base; (iii) a ten- 
story residential reinforced-concrete (RC) building located in Burbank, California; and 
(iv) a six-story commercial steel building located in Burbank, California. The last two 
buildings were subjected to the 1994 Northridge earthquake and their responses were 
monitored.
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4.2 Modal Equations in the Continuous Form
To calculate the responses of linear structures subjected to dynamic loads, the method of 
modal analysis technique is widely used. As an engineering tool, modal analysis was 
first applied in the 1940’s for understanding aircraft dynamic behavior. Modal equations 
in the continuous form can be expressed under two categories depending on whether the 
damping is proportional or not.
4.2.1 Proportional Damping
The linear equations of motion of an n-degree-of-freedom system is written in a matrix 
form as a function of a set of generalized coordinates {ql,q2,....,qn} = {q}.
[m\{q} + [c\{q} + [k]{q} = {Q} (4.1)
In case of proportional damping, the damping matrix can be written as the linear 
combination of mass and stiffness matrices.
[c] = p[m\ + a[k] (4.2)
where /3 and a  are two real constants defined by the following two equations
6), CO.p  = <£ (4.3)
tol + t a 2
a  = — -— 2£ (4.4)
rtf, +a>2
here cox, co2 are the frequencies and £ is the damping ratio shown in Fig. 4.1.
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a,at. a  =
+®2
CO, CO1 2
Fig. 4.1 Definition of and a  for the proportional damping
Now the £th uncoupled equation expressed in terms of normal coordinates 
written as
2 FM)
Tjk ( t )  +  2 £ kcoki)k ( t )  +  CDk n k ($) =  —
which can be written as,
F (t')
I k  (0 +  (2 v f k ) f }k (0 +  ( 2 f t fk ) 2 i j k (0 =  - 7— -
M k
where f k = natural frequency 
= damping ratio 
= modal mass and 
Fk(t) = generalized load
rjk (t) = the k  th component of the normal coordinate
can be
(4.5)
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The equations for the modal mass and the generalized load can be written as
(4 -6)
M
and f t (0  = Z « » y ;(0  (4.7)
/ = 1
where n = number of modes in the structure 
ml = concentrated mass
f  (t) = dynamic load at location I
ulk = amplitude of the k th mode at location I
The dynamic displacement y f it) of any point j  in the structure can be expressed as
y j (t) = ' Z u jkrik(t) (4.8)
*=i
This equation is expressed in the continuous time domain. By using the Laplace 
transforms, equation (4.8) can be written in the frequency domain. Applying Laplace 
transforms to equation (4.5), the following equation can be obtained in the frequency 
domain:
tfk(s) =-------   ----------------- - i ? ( s )  (4.9)
M J ^ + 2 ^ ( 2 ^ >  + ( 2 ^ ) 2]
where s -  Laplace variable
Using equation (4.9) in equation (4.8), the displacement of any point j  in the frequency 
domain can be expressed as
jk
yj  = Z t ;  7 2  (4-10)2 M k [s2 + 2£k (2 Jtfk )s + (2 7fk)2]
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Expressing equation (4.7) in the frequency domain and putting the value of Fk(s) in 
equation (4.10)
y . (j) = J ------5------ — -----------r  I  (5> (4-H)t r M fc[52 + 2 ^ ( 2 ^ >  + ( 2 ^ ) 2] i / W
This equation expresses the displacement at a single point j  in the structure subjected to 
a set of dynamic loads f t{t). For a single dynamic load f .( t)  at point i , equation (4.11) 
becomes:
y.(s )  = Y -------,--------Uĵ -± ------------- r l ( s) (4.12)
yXs)
The transfer function, defined as H u (s) = —— , is given as follows:
x t(s)
% M t [s2 +2l;t {2tfk)s + (2tft ? ]  (4' ' 3)
H ( s )  = transfer function between the load at node i and the displacement at 
node j
Equations (4.12) and (4.13) conclude the frequency domain relationship between a single 
input, / .  (t) and a single output, (0  in a structure as the following equation
y j (s) = H Jiis) f i(s) (4.14)
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4.2.2 The Equations o f Motion for Non Proportional Damping
For proportional damping system, each component of any eigenvector {q{r)} is 
distinguished from the other components by the amplitude only, the phase being equal or 
180° apart as determined by sign. For a system with non proportional damping each 
component of eigenvector {<?(r)} is distinguished not only by amplitude but also by the 
phase. Thus, two bits of information are required to determine each one. It follows that 
2n equations are required to determine all components of an n -degree-of-freedom 
system in each mode. Therefore, to the n equations of motion (Equation 4.1), another n 
equations must be added to solve the system of non proportional damping. A method of 
analysis (Frazer et al., 1946) has been developed in which the additional n equations are 
given by the following matrix identity.
[m]{q}-[m]{q} = { 0} (4.15)




- [ » ]  [0]
[0] [k]
J{0 } |
I d  U0 J
(4.16)
This equation, often referred to as the “reduced” form of equation (4.1), is written as
[A]{y} + [B]{y} = {Y} (4.17)
where [A] =
[5] =
'[0] { m \
[m] [c]
~[m] [0] 
[0] [ k ]
and
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The great advantage of this formulation lies in the fact that the matrices [A] and [B] are 
both of order 2n and are real symmetric. The transformation of coordinates is given by
M  = [A ]M  (4.18)
The transformation matrix [A] is constructed column-by-column using the 2n 
eigenvectors; {y(1)}, {y(1)},..., (y w }, (y w },..., {y(,,)},{y(n)}. Thus, the matrix is of order 
2 n .
= [{A(1)}{A(2)}................{A(2n)}] (4.19)
When this information is applied to the equation (4.17), the following result is obtained.
[A]T[A][A] {T}} + [A ]t[B] [A] {V} = [A]r {Y} (4.20)
The triple matrix products are computed and the resulting equation is written as
[M]{fi} + [K]{r?} = {F} (4.21)
where [M] = [A]r [̂ 4] [A]
[K] = [A]r [B][A]
{F} = [Af{Y}
The elements M kl and K kl can be written as
MB = {y(‘>}r M { / ' l> (4.22)
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K u = { y m Y [ B ] { y m ) (4 .23)
Both of these coefficients are zero for k * I . For k = l ,
Mt ={ym}TlA]{ym) (4.24)
K,={ymY[B\{ym} (4.25)
The k th equation of the uncoupled set (4.21) can now be written as





If {_yw } is complex and therefore has a complex conjugate {j/®}, then a companion 
equation to (4.27a) exists. Therefore
— F*(ft
f k( t ) - W k(t) = - 7 7 1  (4.27b)M k
where Xk designates k th eigenvalue and superscript ‘— ’ and ‘ * ’ denotes complex 
conjugate.
The displacement of any point j  in the structure in the continuous-time domain can be 
expressed as
yj (0  = E  VjMk ( 0 + E  v)knk (0  (4.28)
k=\ k=i
where y/ -  complex mode shape
By applying Laplace transforms, equations (4.27a) and (4.27b) can be expressed in the 
frequency domain
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If there is a single dynamic load, f .  ( t) , acting at node i , the generalized load is
p k( t ) - w ikm (4.30a)
(4.30b)
Therefore, equation (4.28) which is expressed in the time-domain can now be expressed 
in the frequency domain. The displacement at node j  in the structure due to a single 
dynamic load f  ( t) , acting at node i , is
H(s) is transfer function between the load at node i and the displacement at node j
It can be easily seen that both the equations (4.14) and (4.31) show the frequency domain 
relationship between a single input, f .  (t) and a single output, y^ (t) in the structure. The
only difference is that equation (4.14) expresses the displacement for proportional 
damping and equation (4.31) for non proportional damping case. By making the transfer 
functions for these two cases equal, it can be shown that the complex mode shapes satisfy 
the following two conditions:
(4.31)
where H  (s) = f  ¥jk¥,k i ¥ *jk¥*ik 
JlK t ?  M k( s - X k) M k( s - r k)
(4.32)
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vlvfk-¥*¥*= 0 (4.33a)
R R I 1 ^jk^ik / * o o i  *\¥  jk¥ik + ¥  jk¥ik = — f r y -  (4.33b)
k
where R and /  state for real and complex parts, respectively.
Equation (4.14) and (4.31) can establish the relationships between the frequency and 
damping of the proportional damping case and eigenvalues of the non proportional 
damping case.
(2 # t )2 = | l t |2 (4.34a)
and { i ( 2 V , ) - - ^  (4.34b)
4.3 Modal Equations in the Discrete Form
All the modal equations presented in the previous section are expressed in the continuous
form. As mentioned earlier in this chapter that all the modem recording instruments
record the vibration signals in the discrete-time form, the first step is to determine the 
discrete equivalents of these equations.
The discrete-time transfer function can be obtained from the continuous form [equations 
(4.13) and (4.32)] by applying the following Z -  transforms. Z -  transform is the discrete 
equivalent of the continuous Laplace transform. The theory of Z -  transforms can be 
found in any of the texts on discrete systems in the literature (e.g., Cadzow, 1973). The 
discrete-time transfer function is obtained as
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H(z)  = ( l - z ~ l)Z
H(s) (4.35)
where H(z)  = discrete-time transfer function
H(s) — continuous-time transfer function
H{s) is the Z -  transform
z = complex Z -  transform operator 
In the case of proportional damping the discrete-time transfer function is obtained by 
applying this equality to equation (4.13)
—2
TT r  \  X -' P \ k Z  * P l k Z
H ji ( z ) = Z , - i T  -2 (4.36)
Similarly, the discrete-time transfer function can be obtained for non proportional 
damping by applying the equality to equation (4.32)
K z , + -i A (4.37)
These discrete-time transfer function for both proportional and non proportional damping 
cases can be represented in the following form:
H J z )  =
_ bxz~l +b2z 2 +• ■+KZ
-2 n
1 + axz  1 +a2z 1 + •••■•' + alnz-2 -2  n
(4.38)
The highest power of in the denominator of equation (4.38) is 2n and this is called 
the order of the model. It should be noted that the order of the model is equal to twice the 
number of the modes of the structure.
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In systems engineering the formulations shown in equations (4.36) and (4.37) are familiar 
as parallel form realization. A schematic diagram of this parallel form realization is 
shown in Fig. 4.2. The most basic relationship between the input u(t) and the output 
y(t) is given by:
y(t) + axy { t - \ )  + a2y ( t - 2 )  + — + a2ny(t  -  2 n) =
bxu(t - d - 1) + b2u(t -  d -  2) + • • • + b2nu ( t - d - 2 n) (4.39)
where u(t) = input at time t 
y(t) = output at time t




Fig. 4.2 Schematic diagram of parallel form realization
This equation is called linear difference equation. Here d  is known as the time delay 
which means that an input at time t creates an output at time t + d .
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4.4 Discrete-time Models for Linear Systems
The system is represented in the discrete-time form, since the observed data are always 
collected by sampling. In general, multiple input and multiple output are recorded 
depending on the number of instruments used. To obtain more accurate results for the 
dynamic characteristics of the structure all the input and output should be utilized in the 
system identification process. In the system identification process, the dynamic 
characteristics of the structure can be identified using a single-input and single-output. 
This identification is the equivalent to the determination of the unknown coefficients ak
and hk in equations (4.38) and (4.39). The technique of finding out the unknown 
coefficients for a single-input and a single-output system is shown below.
The linear difference equation given in (4.39) is the linear relationship between a single­
input u(t) and a single-output y(t) . A pragmatic and useful way to see equation (4.39) is 
to view it as way of determining the next output value given previous observations:
y(t) = - a xy(t - 1 )  a2ny(t -  2n) + bxu(t - d -  !) + ••• + b2nu(t - d - 2 n )  (4.40)
For more compact notation two vectors are introduced as
0 = [ax,a2, .......,a2n,bx,b2,  ,b2nf  (4.41)
and <p(t) = [-y(t  -1  ),-y(t  - 2 ) ,  , -y( t  -  2«),
u(t — d  — V),u(t — d — 2), ,u(t — d — 2n)]T (4.42)
where T denotes the transpose of the vectors. Equation (4.40) is thus written in the 
compact form with the help of equations (4.41) and (4.42) in the following way:
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y(t) = (pT{t)0 (4.43)
To emphasize that the calculation of y(t) from past data (4.40) depends on the
A
parameters in 0,  it is rather called the calculated value y(t 10) and written as
y( t \0 )  = (pT(t)0 (4.44)
Since u(t) and y(t) are the recorded input and output respectively from the vibration of 
the structure, the term (pit) is completely known. The only unknown vector is 0.  The 
objective of the identification is to determine the parameters in 0.
Model structures such as (4.43) that are linear in 0 are known in statistics as linear 
regression. The vector (pit) is called the regression vector, and its components are the 
regressors. “Regress” here alludes to the fact that y{t) is calculated by “going back” to 
(pit). Models such as (4.39) where the regression vector (pit) contains old values of the 
variable to be explained yit) are then partly auto-regressions. That is why the model 
structure (4.39) has the standard name ARX-model (Auto-Regression with eXtra inputs 
or exogenous variables).
4.5 The Least Squares Method
Least Squares theory was first proposed by Karl Gauss for carrying out his work in orbit 
prediction of planets. The Least Squares method has since become a major tool for 
parameter estimation from experimental data. The reason for its popularity is that the 
method is easier to comprehend than others. Furthermore, the Least Squares Method may
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provide solutions even in cases when other methods (e.g., cross-correlation, maximum 
likelihood) have failed.
Suppose for a given system the values of the parameter in 0 (4.41) is not known but the 
recorded input and output are available
Z N ={u(l),y(l),.......,u(N),y(N)}  (4.45)
An obvious approach is then to select 0 in (4.39) through (4.44) so as to fit the calculated
A
values y(t 10) as well as possible to the measured outputs by the Least Squares Method:
min Vn (0 , Z n )Q (4.46)
where V„(0,Z") = ~  £
i=2n+d+l
= T7 £ [ K ') - / ( ' ) « ?  (4-47)
-W i=2n+d+l
The term [y(t) -  <p7 (t)0] in the equation (4.47) is the error of the identification at time t . 
For N  data points in each recording, the total error can be calculated by taking the sum 
of squares of errors of all data points and this is done in equation (4.47). The sums start 
from (2n + d +1) because of the time delay d  and model order 2n in equation (4.39).
When Vn (0 ,Z n ) is minimum, the optimum identification is obtained. Denoting the value 
of 0 that minimizes (4.46) by 0N :
0 n  = arg min VN (0 ,Z N) (4.48)
e
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where “arg min” means the minimizing argument, i.e., that value of 0  which minimizes 
VN. Since VN is quadratic in 6,  minimum value can be easily found by setting the
derivative to zero:
U V  J y  t=2n+d+l










Once the vector q>(t) is defined, the solution can easily be found by software.
4.6 Evaluation of the Dynamic Characteristics
When the parameters in 0 are determined, the transfer function of the system (4.38) is 
completely known. Then, the next step for the determination of the modal properties is to 
use partial fraction expansion of the transfer function. The roots of the denominator 
polynomial (which is called poles) in equation (4.38) are determined by solving the 
following equation
Z2” +£ZjZ2” 1 -) H  ̂+ #2n = 0 (4.51)
Expanding the transfer function in partial fraction leads to:
H ( z )  = z~d V  1+ b 2z 2 +--- + b2nz  2n
l + a,z 1 +a2z  2 + • —I-a2nz 2 n
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where p k = k t h  root of the denominator i.e., pole
rk can be obtained from the following equation:
rk = lim H (z ) =q-̂ pk
hPk +--- + b2 nPl2 n
r i Q -P iP k )
(4.53)
This equation is based on the assumption that there are no identical modes in the structure 





i - P k z ~l 1~ p Iz ~1
R „ - 22rk z 2(rkp*k) z
1 -2  p k z 1 + \p S  z2 _ - 2
(4.54)
It should be noted here that equations (4.54), (4.13) and (4.32) are identical. The only 
difference is that equation (4.54) is expressed in the discrete-time domain while (4.13) 
and (4.32) are in the continuous-frequency domain. The relation between the discrete Z  - 
transform operator z and the continuous Laplace transform operator s is
z = esA (4.56)
where A= sampling interval of data y(t) and u{t)
By using this relationship together with the equality of poles of the discrete and 
continuous domain, the following equation can be obtained:
p k =e M& (4.57)
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which leads to the equations
p * = e 4A c o s ( 4 A ) (4.58a)
and pi  = e4A sin(A[A) (4.58b)
By using these relationships with equation (4.34), the equations for modal frequency and 












where k = 1,2,.......,2n
vk -  arguments of the k th pole p k
= tan -i
(  I 'N
P k
\P k  J
pi  and p k are the imaginary and real parts of the k th pole respectively.
4.7 Flowchart of the Discrete-time Filters with Least Squares Method
The first step of the Least Squares method is to build a model of the measured output of a 
system with minimum error. The flowchart of the Least Squares method is given in Fig. 
4.3.
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Get Discrete Input, u(t) 
Get Discrete Output, y(t)
Calculate unknown Vector 6 
from the model using Least 
Squares method










Period and Damping Ratios from
the Poles
Select the Model 




Fig. 4.3 Flowchart for system identification using least squares method
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4.8 Extraction of Dynamic Characteristics using Discrete-time Filters with Least 
Squares Method
This method is illustrated by using four dynamic problems shown in Table 4.1.
Table 4.1 List of identified structures/buildings
No. Location Station Name/Structure No. of Storeys Material
1 NA Water Tower NA RC
2 NA Vertical Cantilever Beam NA Steel
3 Burbank, California Residential Building 10 RC
4 Burbank, California Commercial Building 6 Steel
4.8.1 Water Tower subjected to blast loading
In order to illustrate the method as mentioned in sections (4.5), a lumped mass model 
with single d.o.f. in Fig. 3.5(c) is selected as a study case. Here an attempt is made to 
build a simple model of a water tower subjected to blast loading. The input («) is 
illustrated in Fig. 3.5(b) and the output (y) is the acceleration time history.
The water tower shown in Fig. 3.5(a) is subjected to blast loading illustrated in Fig. 
3.5(b). Lumped mass model of the water tower is shown in Fig. 3.5(c). The dynamic 
response of the tower is evaluated by the “Central Difference” method and the 
acceleration (j>(0) responses are plotted in the time interval 0 < t < 0.5 sec.
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Selection of the Model for the Discrete-time Filters
First the input and output data set are set up as an identification data object. The input- 
output data are shown in Fig. 4.4. Selection of the model involves the determination of 
the time delay d  and the model order 2n . The values of the time delay and the model 
order for which the estimation error is minimum should be used to build a model. 
Generally the error of the model decreases as the model order increases. The reduction in 
the error is steep at the beginning, but becomes very flat gradually as the model order 
increases. A model with the order for which the flat region seems to start, can be used as 
the optimum model order.
Optimum model order can also be chosen by using the criteria suggested by Akaike 
(1981). The approaches are Akaike’s Final Prediction Error (FPE) criterion and Akaike’s 
Information Theoretic Criterion (AIC). The FPE is defined as
\ + n INFPE = — ^ — xV  (4.60)
1 - n J N
where ns is the total number of parameters to be identified,
N  is the number of data and
Vn (0 ,Z n ) = — ^ [ y ( 0 _ ^ r (0^ ]2 is the loss function.
N  i=2n+d+\
The AIC is defined as
v  2 n 'AIC = log 1+ -
v N  ,
x Vn (0 ,Z n ) (4.61)
Discrete-Time Filters Method with Least Squares Solver 72
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
According to Akaike’s methodology, one can select the criteria either with the smallest 
FPE or AIC. Therefore, the optimum model will be with the smallest FPE or AIC value.
For building the identification model of the lumped mass system the first 100 values are 
selected (Fig. 4.4). Time delay and model order are selected on the basis of Akaike’s 
criteria and this is shown in Fig. 4.5. In order to observe the suitability of the model a 
different portion of the data, which not used to build the model, is selected. In this case, 
samples from 300 to 400 are selected for this purpose. Then the model is compared with 
the measured output to compare the results obtained. This comparison is shown in Fig. 
4.6.
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Fig. 4.4 First 100 samples of input and output data of the water tower
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(b) Model order 
Fig. 4.5 Time delay and model order for the water tower







1.55 1.65 1.75 1.85 1.95
Fig. 4.6 Comparison of the actual and calculated output
Frequency Response of the Least Squares Model
The frequency response plot for the best fitted model is shown in Fig. 4.7. This is 
described by two plots: one shows the change in amplitude of the system as a function of
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Fig. 4.7 Frequency response of the model of the water tower 
Pole-zero Map
Poles and zeros are the roots of the denominator and numerator polynomial, respectively 
of the discrete-time transfer function (4.38). The poles and zeros are equivalent ways of 
describing the coefficients of the linear difference equation. The poles relate to the 
denominator and the zeros relate to the numerator of this equation. The plot of zeros and 
poles of the model is shown in Fig. 4.8.
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Fig. 4.8 Pole-zero plot of the discrete-time filter with least square model 
Autocorrelation and Cross Correlation of the Residuals
The autocorrelation and cross correlation of the residuals (the term [y(t)-(pT (t)0) in the 
equation 4.47) are checked with the input of the system in Fig. 4.9. For a valid 
identification, both should be in the confidence limits shown by the dotted lines. 
Although auto correlation exceeds the confidence limits, the amplitude is relatively small.
Model Order: na = 2, nb = 2, d = 1 
x - pole, o - zero
_______I_______1_______I_______1_______I_______
.5 -1 -0.5 0 0.5 1 1.
Real
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Fig. 4.9 Residuals of the discrete-time filter with least square model 
Natural Frequency and Damping Ratio
The equations derived for the determination of natural frequency and damping ratio are 
given in 4.59(a) and 4.59(b). By using the values of poles (i.e., the roots of the 
denominator polynomial of the discrete-time transfer function) together with equation 
(4.59), the natural frequency and damping ratio can be obtained. The natural frequency 
and damping ratio obtained from the Discrete-time Filter with Least Squares method are 
shown in Table 4.2.
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4.783 0.2091 0.0497 0.9925 1st Mode
4.783 0.2091 0.0497 0.9925
From evaluation of the exact natural frequency, the following equation is used:
(4-« )2k  y m
f  = —  1 2800 - = 4.779 Hz
* 2k  v 100/32.2
It can easily be seen that the identified value matches with the exact value of natural 
frequency. The exact value of damping ratio is 0.05 and the identified value is 0.0497. 
This value is also in good agreement with the exact one.
4.8.2 A Vertical Cantilever Steel Beam
In this section, a vertical cantilever beam subjected to an earthquake ground motion 
(1995 Kobe, Japan Earthquake) is presented for the application of the system 
identification technique. The cantilever has a rectangular cross-section; the geometric and 
material properties are listed in Table 3.2.
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The earthquake ground motion already mentioned is applied at the base of the cantilever. 
The acceleration response at the top is calculated using the finite element software 
ABAQUS. The damping ratio used for this dynamic analysis is 5%.
The acceleration response obtained from analytical analysis using ABAQUS is utilized 
for the system identification. The earthquake ground motion (1995 Kobe, Japan 
Earthquake) is taken as an input and the acceleration response at the tip of the cantilever 
is taken as an output for the identification of the cantilever characteristics. The first 500 
values are selected for building the model. The input-output is shown in Fig. 3.10. The 
selection of the time delay and model order are given in Fig. 4.10. The time delay 0 and 
model order 40 are selected for the best fitted model. The results of the identification are 
presented in Fig. 4.11 to Fig. 4.14 for the best fitted model. Fig. 4.11 shows the first three 
frequencies of the vertical cantilever beam. Fig. 4.12 shows the validation of the model. 
The pole-zero values are presented in Fig. 4.13 and residuals are checked in Fig. 4.14.
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Fig. 4 .11 Frequency response of the cantilever beam
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Fig. 4.12 Comparison of time-histories: recorded and calculated outputs of the best-fitted
model for the cantilever beam
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Model Order: na =  40, nb = 20 , d =  0 
x - pole, o - zero
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Fig. 4.13 Pole-zero plot of the discrete-time filter with least square model
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Fig. 4.14 Residuals of the discrete-time filter with least square model 
for the vertical cantilever beam
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The natural frequencies and damping ratios are determined from the poles obtained from 
the best-fitted LS model. These values are given in Table 4.3.





Damping Pole Magnitude Comments
1 0.729 1.372 0.050 0.9954 1st Mode
2 0.729 1.372 0.050 0.9954
3 4.567 0.219 0.050 0.9718 2nd Mode
4 4.567 0.219 0.050 0.9718
5 24.29 0.041 0.014 0.9579
6 24.29 0.041 0.014 0.9579
7 22.87 0.044 0.019 0.9474
8 22.87 0.044 0.019 0.9474
9 12.74 0.079 0.048 0.9265 3rd Mode
10 12.74 0.079 0.048 0.9265
11 21.33 0.047 0.031 0.9196
12 21.33 0.047 0.031 0.9196
13 20.02 0.050 0.034 0.917
14 20.02 0.050 0.034 0.917
15 18.89 0.053 0.039 0.9123
16 18.89 0.053 0.039 0.9123
17 16.01 0.062 0.051 0.9027
18 16.01 0.062 0.051 0.9027
19 8.733 0.115 0.104 0.8917
20 8.733 0.115 0.104 0.8917
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Table 4.4 presents the values of the natural frequencies and damping ratios from the 
dynamic analysis in the Finite Element software ABAQUS.











1 0.729 1.3717 0.05
2 4.567 0.219 0.05
3 12.791 0.0782 0.05
4.8.3 Ten-Story Residential Building in Burbank, California
The ten-story residential building located at Burbank, California described in Chapter 3, 
is considered in this example (Fig. 3.13). This building was constructed in 1974 and this 
is a reinforced concrete building. The structure is instrumented by the California Strong 
Motion Instrumentation Program (CSMIP).
The base acceleration of the building during Northridge earthquake occurred in January 
17, 1994, measured by CSMIP, is taken as input of this building whereas the roof 
acceleration is taken as output. The input-output data is shown in Fig. 3.15. The selection 
of the time delay and model order are given in Fig. 4.15. The time delay 3 and model 
order 16 are selected for the best fitted model. Fig. 4.16 shows the first five frequencies
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of the ten-story residential building. Fig. 4.17 shows the validation of the model. The 
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Fig. 4.16 Frequency response of the model, ten-story residential building, Burbank
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Fig. 4 .17 Comparison of time-histories: recorded and calculated outputs of the best fitted 
model, ten-story residential building, Burbank
Discrete-Time Filters Method with Least Squares Solver 86






Model Order: na=16, nb=12, d=3
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Fig. 4.18 Pole-zero plot of the discrete-time filter with least squares model, ten-story
residential building, Burbank
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Fig. 4.19 Residuals of the discrete-time filter with least square model, ten-story
residential building, Burbank
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Table 4.5 Results of system identification, ten-story residential building, Burbank by









1 1.703 0.587 0.062 0.9868 1st Mode
2 1.703 0.587 0.062 0.9868
3 7.136 0.140 0.066 0.9424 2nd Mode
4 7.136 0.140 0.066 0.9424
5 15.02 0.067 0.058 0.8958 3rd Mode
6 15.02 0.067 0.058 0.8958
7 18.80 0.053 0.056 0.8763
8 18.80 0.053 0.056 0.8763
9 21.94 0.045 0.058 0.8526
10 21.94 0.045 0.058 0.8526
11 9.860 0.101 0.281 0.7063
12 9.860 0.101 0.281 0.7063
13 11.84 0.084 0.251 0.6889
14 11.84 0.084 0.251 0.6889
15 7.943 0.126 0.434 0.6483
16 7.943 0.126 0.434 0.6483
4.8.4 Six-Story Commercial Building in Burbank, California
This six-story commercial building, located at Burbank, California presented in Chapter 
3, is considered in this example (Fig. 3.17). This building was constructed in 1977 and 
this is a steel building. The building is instrumented by the California Strong Motion 
Instrumentation Program (CSMIP). The base acceleration of the building during
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Northridge earthquake occurred in January 17, 1994, measured by CSMIP, is taken as 
input of this building whereas roof acceleration is taken as output. The identification 
results are given in the following figures from Fig. 4.20 to 4.24.
The input-output is shown in Fig. 3.20. The selection of the time delay and model order 
are given in Fig. 4.20. The time delay 10 and model order 30 are selected for the best 
fitted model. Fig. 4.21 shows the first three frequencies of the six-story commercial 
building. The pole-zero values are presented in Fig. 4.22. Fig. 4.23 shows the validation 
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Fig. 4.20 Time delay and model order, six-story commercial building, Burbank
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Fig. 4.22 Pole-zero plot of the discrete-time filter with least squares model, six-story
commercial building, Burbank
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Fig. 4 .23 Comparison of time-histories: recorded and calculated outputs of the best fitted 
model, six-story commercial building, Burbank
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Model Order: na =  30 , nb =  16, d =  10
o
= - 0 .5 ----------------------'---------------------- '----------------------1----------------------1----------------------
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Fig. 4.24 Residuals of the discrete-time filter with least square model, six-story
commercial building, Burbank
Table 4.6 Results of system identification, six-story commercial building, Burbank by









1 0.736 1.359 0.048 0.9955 1st Mode
2 0.736 1.359 0.048 0.9955
3 2.153 0.465 0.053 0.9856 2nd Mode
4 2.153 0.465 0.053 0.9856
5 5.576 0.179 0.041 0.9715 3rd Mode
6 5.576 0.179 0.041 0.9715
7 3.791 0.264 0.087 0.9593
8 3.791 0.264 0.087 0.9593
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9 23.36 0.043 0.018 0.9486
10 23.36 0.043 0.018 0.9486
11 21.98 0.046 0.019 0.9483
12 21.98 0.046 0.019 0.9483
13 16.82 0.059 0.029 0.9395
14 16.82 0.059 0.029 0.9395
15 15.29 0.065 0.033 0.9388
16 15.29 0.065 0.033 0.9388
17 20.40 0.049 0.028 0.9313
18 20.40 0.049 0.028 0.9313
19 13.88 0.072 0.041 0.9302
20 13.88 0.072 0.041 0.9302
21 11.69 0.085 0.061 0.9146
22 11.69 0.085 0.061 0.9146
23 18.85 0.053 0.038 0.9138
24 18.85 0.053 0.038 0.9138
25 8.238 0.121 0.116 0.8871
26 8.238 0.121 0.116 0.8871
27 10.08 0.099 0.109 0.8703
28 10.08 0.099 0.109 0.8703
29 6.676 0.149 0.176 0.8623
30 6.676 0.149 0.176 0.8623
The identified first three frequencies and the damping ratios of the six-story commercial 
building and given in Table 4.6. The first column of the table contains the model order,
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which is twice the number of modes. Since the selected model order is 30, it is possible to 
identify the dynamic characteristics of 15 modes of the system.
4.9 Conclusion
The Least Squares method minimizes the error between the model prediction and the 
measurement. This method is able to identify the closely spaced frequencies as well as 
the damping ratio of a system. It performs well for the extraction of modal parameters 
when the measurement is free of noise.
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CHAPTER FIVE
DISCRETE-TIME FILTERS METHOD WITH INSTRUMENTAL
VARIABLES SOLVER
5.1 General
Vibration measurements using accelerometers at different floors of a building usually 
contain noisy data which contain the static components, very low frequency drifts and 
erroneous large peaks. If the measured data are too noisy, extraction of the modal 
parameters from these data are difficult. Ideally, the error between the model prediction 
and the measurements for a good model should be uncorrelated with the noise. This 
criteria is achieved by another discrete-time filter method called the Instrumental 
Variables which is described in this chapter. This approach is similar to the least squares 
approach. The main difference is that, this method utilizes the output constructed from 
the input by linear filtering. For this reason, the output is free of noise. A comparison of 
the different approaches for extracting modal parameters of the four dynamic problems 
are discussed in this chapter.
5.2 Instrumental Variables Method
Consider the linear regression model from equation (4.44):
y{t \9)  = (pT{t)0 (5-1)
Which contains several typical models of linear systems. The discrete-time filter using 
least squares estimate of 6 given by equation (4.50) can also be expressed as
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®N=sol\^rT Z ^ 4 x 0 - ^ r (0 ^ ]= o l (5.2)
L t -2 n + d + l  J
Here the notation so l{ f  (x) = O} is used as the solution(s) to the equation f ( x )  = 0
The Instrumental Variables method performs an alternative interpretation so that the 
model is correlated with the regression variable (equation 4.42) and uncorrelated with the 
noise.
Suppose that the measured data can be described as
y(t) = <pT(t)0o+vo(t) (5.3)
where v0(0 represents the noise term, cp(t) (equation 4.42) is the regression variable and 
6q is considered as a ‘true value’ of the parameter vector.
The Instrumental Variables method considers a general correlation vector f  {t) instead of 
(p{t) . According to equation (5.2), this gives
e „ = s o i \ ~
I JV t=2n+d+l J
(5.4)




£ , a t ) p T(t)
l~2n+d+\
(5.5)
This is called Instrumental Variables method and the elements of £  are called instruments
or instrumental variables.
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N
From equation (5.4), it can be seen that, for 0N to tend to d0 for large
t-2n+d+\
should tend to zero. As a result, v0(t) will not depend on what happened up to time 
(t -1 ) . For the Instrumental Variables method to be successfully applicable to the system 
(5.4), the following properties of the Instrumental variable £(t)  are required:
E £ (t)(pT(t) be non-singular (5.6)
m O v o(t) = 0 (5.7)
which reveals that the instruments must be correlated with the regression variables but 
uncorrelated with the noise.
5.3 Choice of the Instruments
Assume that (5.1) is an ARX model. Including the noise term v(t)
y(t) + axy(t - 1 )  a2„y(f -  2 n) = bxu(t -  d  - 1) + • • • + b2nu(t - d - 2 n )  + v(t) (5.8)
Also consider that the true description of (5.3) corresponds to (5.8) with the noise term 
v(t). The general idea is to generate the instruments similarly to (5.8) so as to secure 
(5.6), but at the same time not to let them be influenced by v0 (t) . This leads to
C(t) = K(q)[-x(t  - 1 ) ------- x ( t - n a) u(t - 1) -  • • • -  u(t -  nb ) f  (5.9)
where A” is a linear filter and x(t) is generated from the input through a linear system
N(q)x(t) = M(q)u(t) (5.10)
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where
N(q) = l + nlq~ +--- + n q~n‘
M(q ) = m0+mlq~l +■■■ + m q~n” (5.11)
Most of the instruments used in practice are generated in this way. Obviously, C, it) is 
obtained from past inputs by linear filtering and can be written, conceptually, as
a t ) = a t , u ~ ) (5.12)
5.4 Formulation of the Dynamic Characteristics
When the parameters in 9 are determined with the help of the Instrumental Variables 
(IV) method, the poles of the linear system can be obtained. Thus modal parameters for 
the system can be identified by using equation (4.63) stated as follows:
In
VI-™!/




  y P k (5.13b)
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5.5 Flowchart of the Discrete-time Filters with Instrumental Variables Method
The first step of the IV method is to build a model of the measured output of a system 
with minimum error. The flowchart of this method is given in Fig. 5.1.
5.6 Extraction of Dynamic Characteristics using Discrete-time Filters with 
Instrumental Variables Method
The IV method is illustrated by using the four dynamic problems used in chapter 3 and 4: 
(i) a water tower subjected to blast loading; (ii) a vertical cantilever steel beam subjected 
to earthquake ground motion (1995 Kobe, Japan); (iii) a ten-story residential reinforced- 
concrete (RC) building located in Burbank, California; and (iv) a six-story commercial 
steel building located in Burbank, California.
5.6.1 Water Tower Subjected to Blast Loading
According to the flowchart presented in Fig. 5.1 the steps are followed to identify the 
water tower and these steps are shown in Fig. 5.2 to 5.6. The selection of the time delay 
and model order are given in Fig. 5.2. The time delay 1 and model order 2 are selected 
for the best fitted model. Fig. 5.3 shows the frequency of the single degree of freedom 
water tower system. Fig. 5.4 shows the validation of the model. The pole-zero values are 
presented in Fig. 5.5 and residuals are checked in Fig. 5.6. The modal parameters are 
given in Table 5.1.
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Fig. 5.1 Flowchart of System Identification using Instrumental Variables method
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Fig. 5.2 Time delay and model order for the water tower
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Fig. 5.3 Frequency response of the model of the water tower
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Fig. 5.4 Comparison of time-histories: actual and calculated outputs of the best fitted
model for the water tower
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Fig. 5.6 Residuals of the discrete-time filter with instrumental variable model
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4.785 0.209 0.045 0.9933 1st Mode
4.785 0.209 0.045 0.9933
5.6.2 The Cantilever Steel Beam
In this section the vertical cantilever beam subjected to an earthquake ground motion 
(1995 Kobe, Japan Earthquake) is identified using IV method. The input-output is shown 
in Fig. 5.7. The selection of the time delay and model order are given in Fig. 5.8. The 
time delay 0 and model order 10 are selected for the best fitted model. Fig. 5.9 shows the 
first three frequencies of the cantilever beam. Fig. 5.10 shows the validation of the model. 
The pole-zero values are presented in Fig. 5.11 and residuals are checked in Fig. 5.12.
*2.54
4 j l ^ j I t
j j  A cceleration at the  Tip
n 2 4 6  8 10 12 14 16 18 20 
* 2  5 4  Time (sec)
rj  i Ground Motion at the  B ase
0 2 4 6 8 10 12 14 16 18 20
Time (sec)
Fig. 5.7 Input and output data of the cantilever beam
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Fig. 5.9 Frequency response of the cantilever beam
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Fig. 5.10 Comparison of time-histories: recorded and calculated outputs of the best fitted
model for the cantilever beam
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Model Order: na =  10, nb = 10, d =  0 
x - pole, o - zero
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Fig. 5.11 Pole-zero plot of the discrete-time filter method with instrumental variable
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F ig .  5 .12 Residuals of the discrete-time filter method with instrumental variable model
for the cantilever beam
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The identified modal parameters are given in Table 5.2.





Damping Pole Magnitude Comments
1 0.726 1.376 0.046 0.9958 1st Mode
2 0.726 1.376 0.046 0.9958
3 4.567 0.219 0.048 0.9729 2nd Mode
4 4.567 0.219 0.048 0.9729
5 12.76 0.078 0.052 0.9199 3rd Mode
6 12.76 0.078 0.052 0.9199
7 19.21 0.052 0.096 0.7932
8 19.21 0.052 0.096 0.7932
5.6.3 Ten-Story Residential Building in Burbank, California
The step by step identified procedures for the ten-story residential building located in 
Burbank, California is shown in the following figures. The selection of the time delay and 
model order are given in Fig. 5.13. The time delay 0 and model order 10 are selected for 
the best fitted model. Fig. 5.14 shows the first five frequencies of the ten-story residential 
building. Fig. 5.15 shows the validation of the model. The pole-zero values are presented 
in Fig. 5.16 and residuals are checked in Fig. 5.17. The identified modal parameters are 
given in Table 5.3.
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Fig. 5.14 Frequency response of the model, ten-story residential building, Burbank
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Fig. 5.15 Comparison of time-histories: recorded and calculated outputs of the best fitted 
model, ten-story residential building, Burbank
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Model Order: na = 10, nb = 5, d = 0
Fig. 5.16 Pole-zero plot of the discrete-time filter with instrumental variable model, ten-
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Fig. 5 .17 Residuals of the discrete-time filter with instrumental variable model, ten-story
residential building, Burbank
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1 1.684 0.594 0.056 0.9882 1st Mode
2 1.684 0.594 0.056 0.9882
3 7.301 0.137 0.101 0.9119 2nd Mode
4 7.301 0.137 0.101 0.9119
5 18.49 0.054 0.048 0.8939 3rd Mode
6 18.49 0.054 0.048 0.8939
7 13.53 0.074 0.115 0.8225
8 13.53 0.074 0.115 0.8225
9 8.928 0.112 0.466 0.5925
10 8.928 0.112 0.466 0.5925
5.6.4 Six-Story Commercial Building in Burbank, California
The step by step identified procedures for the six-story commercial building located at 
Burbank, California is shown in the following figures. The selection of the time delay and 
model order are given in Fig. 5.18. The time delay 10 and model order 25 are selected for 
the best fitted model. Fig. 5.19 shows the first three frequencies of the six-story 
commercial building. Fig. 5.20 shows the validation of the model. The pole-zero values 
are presented in Fig. 5.21 and residuals are checked in Fig. 5.22. The identified modal 
parameters are given in Table 5.4.
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Fig. 5.19 Frequency response of the model, six-story commercial building, Burbank
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Fig. 5.20 Comparison of time-histories: recorded and calculated outputs of the best-fitted 
model, six-story commercial building, Burbank
Discrete-Time Filters Method with Instrumental Variables Solver 114










Fig. 5.21 Pole-zero plot of the discrete-time filter with instrumental variable model, six-
story commercial building, Burbank
25
25
Fig. 5 .22 Residuals of the discrete-time filter with instrumental variable model, six-story
commercial building, Burbank
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1 0.732 1.366 0.066 0.9939 1st Mode
2 0.732 1.366 0.066 0.9939
3 2.203 0.454 0.093 0.9745 2nd Mode
4 2.203 0.454 0.093 0.9745
5 5.780 0.173 0.039 0.9723 3rd Mode
6 5.780 0.173 0.039 0.9723
7 4.019 0.248 0.086 0.9573
8 4.019 0.248 0.086 0.9573
9 14.80 0.067 0.030 0.9452
10 14.80 0.067 0.030 0.9452
11 16.62 0.060 0.031 0.9371
12 16.62 0.060 0.031 0.9371
13 7.944 0.126 0.066 0.9357
14 7.944 0.126 0.066 0.9357
15 22.77 0.044 0.023 0.9353
16 22.77 0.044 0.023 0.9353
17 10.56 0.095 0.062 0.9206
18 10.56 0.095 0.062 0.9206
19 21.02 0.047 0.035 0.9122
20 21.02 0.047 0.035 0.9122
21 12.77 0.078 0.065 0.9001
22 12.77 0.078 0.065 0.9001
23 19.16 0.052 0.044 0.8988
24 19.16 0.052 0.044 0.8988
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5.7 Comparison of Different Methods
The modal parameters obtained by applying different methods for the four dynamic 
problems are presented in this section. These results are given in the following tables:
Table 5.5 Dynamic characteristics of the water tower subjected to blast loading
Methods










4.779 0.050 4.688 - 4.800 - 4.783 0.049 4.785 0.045
From Table 5.5 it can be easily seen that both the PSD and the CSD methods can identify 
the frequency of the single degree of freedom water tower system. The results show that 
the CSD method performs better than the PSD method. Discrete-time filter methods with 
LS and IV solvers identify the frequency and damping ratio as well. In this case LS 
method performs better than IV method because of the noise free data.
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1 0.729 - 0.729 0.050
0.78
1
- 0.720 - 0.729 0.050 0.727
0.04
6
2 4.567 - 4.567 0.05
0

















Table 5.6 shows that ABAQUS gives almost the same values of frequencies with the 
theoretical findings. The PSD method can identify only the first frequency whereas the 
CSD method is able to identify the first three frequencies. These Fourier Transform 
approaches are unable to identify the damping ratios. Discrete-time filter methods with 
Least Squares (LS) and Instrumental Variables (IV) solvers can identify the frequencies 
as well as the damping ratios with greater accuracy. LS performs better than IV in this 
case because of the absence of noise.
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PSD CSD LS IV
/  (Hz) 4 /  (Hz) £ /  (Hz) £ /  (Hz) 1
1 1.56 - 1.60 - 1.703 0.062 1.684 0.056
2 7.35 - 7.95 - 7.136 0.066 7.301 0.101
3 - - - - 15.02 0.058 18.49 0.048
From Table 5.7 it can be easily seen that both the PSD and the CSD methods can identify 
the first two frequencies of the ten-story residential building located in Burbank, 
California. Discrete-time filter methods with LS and IV solvers identify frequencies and 
damping ratios as well. Since IV method is uncorrelated with the noise, this method 
should perform better than LS method.
Discrete-Time Filters Method with Instrumental Variables Solver 119
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




PSD CSD LS IV
/  (Hz) 4 /  (Hz) 4 /  (Hz) 1 /  (Hz) 4
1 0.700 - 0.720 - 0.736 0.048 0.732 0.066
2 2.400 - 2.100 - 2.153 0.053 2.203 0.093
3 - - - - 5.576 0.041 5.780 0.039
Table 5.7 shows that both the PSD and the CSD methods can identify the first two 
frequencies of the six-story commercial building located at Burbank, California. Discrete­
time filter methods with LS and IV solvers identify frequencies and damping ratios as 
well. Instrumental Variables method should perform better than Least Squares method in 
this case because IV is uncorrelated with the noise.
5.8 Conclusion
Discrete-time filter methods with least squares and instrumental variables solvers are able 
to identify the frequencies as well as the damping ratios of higher modes with great 
accuracy. Instrumental variables solver is useful in case of noisy data because it is 
uncorrelated with the noise.
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In this investigation the system identification of civil engineering structures using both 
parametric and non-parametric model structures have been considered. In the non- 
parametric frequency-domain model structure, the Fast Fourier Transform (FFT) is used 
to extract the modal parameters of a system. On the other hand, in the parametric 
discrete-time domain models two methods, Least Squares and Instrumental Variables are 
used for system identification.
Due to the sharp resonant peaks, it is not possible to estimate the damping ratio even for 
the first mode of vibration using non-parametric model structures. Moreover, higher 
mode’s frequencies cannot be identified in this model. These limitations are overcome by 
the use of parametric time-domain models, which can identify the higher mode’s 
frequencies as well as the damping ratio with higher degree of accuracy.
Among the four dynamic examples used in this study to illustrate the methods, the first 
two examples are ideal conditions because the response outputs are calculated 
numerically or by using the finite element method. On the other hand, the last two 
dynamic examples contain real data. Single input single output (SISO) system is assumed 
in the present study. In addition, the system is considered as linear and time-invariant.
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6.2 Conclusions
The following conclusions can be drawn from the present study:
• Due to very sharp resonant peaks, damping ratio cannot be estimated even for the 
first mode of vibration using non-parametric model structures. Moreover, higher 
mode’s frequencies cannot be identified in this model.
• Cross Spectral Density (CSD) gives more accurate results for modal parameters 
than Power Spectral Density (PSD).
• Parametric time-domain models overcome the limitations of FFT and able to 
identify the dynamic characteristics of a linear system with higher degree of 
accuracy.
• Discrete-time filter method with least squares solver minimizes the error between 
the model prediction and the measurement. This method performs well for the 
extraction of modal parameters when the measurement is free of noise.
• Discrete-time filter method with instrumental variables solver is efficient for the 
identification of modal parameters even in the case of noisy measurements. This 
method generates the instruments which develop another output. This output is 
correlated with the original measured output but uncorrelated with the noise. This 
new output is generated from the input through linear filtering.
• Discrete-time filter methods are very efficient, accurate and fast for the extraction 
of dynamic characteristics of structures and can be applied to real life problems 
for damage assessment of structures.
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6.3 Recommendation for Future Research
The following topic can be recommended for future research:
• The use of parametric modeling of the dynamic behavior of a civil engineering 
structure has been based on the assumptions that the structural system is linear 
and time-invariant in the present research. Future research is recommended for 
non-linear or time-varying dynamic behavior of structural systems.
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APPENDIX-A
Sample Programs of Different Techniques of Identification for a Dynamic System
Power Spectral Density
% ‘t’ is the time vector 
% ‘y ’ is the output vector 












title('Power Spectral Density o f  F(t)') 
xlabel('Frequency (Hz)') 





% [W,TF] =  VTB7_2(x,f,dt,n)
% generates frequency response function (H(iw)) 
% dt is the time step o f  the sampled data 
% n is the number o f  points in the ffi.
% recommended value is 256 unless zooming
128
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% use higher n for zooming. Load the data 
% in vtb7_2ex.mat for example.
If = length(f);
if  (nargin =  3), n=256; end
ifn  < 128
n=256;
end
























title('Txf - Phase'),... 
xlabel('Frequency (Hz)') 
grid on








Discrete-time filter method with Least Squares Solver
% read output data in y  





% set up the data 
»  z=iddata(y,u,.02)
% plot the identification data 
»  plot(z)
% remove the constant levels and make the data zero-mean 
»  z=dtrend(z);
% select the first 1500 values for building a model 
» z e = z ( l:1 5 0 0 );
»  ze=dtrend(ze);
% select the last 1500 values for comparing the model 
»  zv=z(1501:3000);
»  zv=dtrend(zv);
% selection o f  Time Delay  
»  arx0=arx(ze,[2 1 0])
% selection o f  Model Order 
»arx2=arx(ze,[2  2 3])
% final model 
»arx=arx(ze,[16 12 3])
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% describe the zeros and pole format 
»zepo=th2zp(arx)
% get the values o f  zeros and poles 
»[ze,p o]= getzp (zep o)
% compare the model 
»com pare(zv,arx)
% get frequency response plot 
» b od e(arx )
% get pole-zero plot 
»  pzmap(arx)
% compute and test the residuals 
»  [el,rl]=resid(z,arx);
»  resid(rl)
»  p lot(el)
Discrete-time filter method with Instrumental Variables Solver
% read output data in y 





% set up the data 
»  z=iddata(y,u,.02)
% plot the identification data 
»  plot(z)
% remove the constant levels and make the data zero-mean 
»  z=dtrend(z);
% select the first 1500 values for building a model 
» z e = z ( l:1 5 0 0 ) ;
»  ze=dtrend(ze);
% select the last 1500 values for comparing the model 
» z v = z ( l  501:3000);
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»  zv=dtrend(zv);
% selection o f  Time Delay  
»  iv0=iv4(ze,[2 1 0])
% selection o f  Model Order 
» iv 2 = iv 4 (ze ,[2  2 0])
% final model 
» iv = iv 4 (z e ,[1 0  5 0])
% describe the zeros and pole format 
»zep o= th 2zp (iv )
% get the values o f  zeros and poles 
»[ze,p o]= getzp(zepo)
% compare the model 
»com p are(zv ,iv)
% get frequency response plot 
» b o d e (iv )
% get pole-zero plot 
»  pzmap(iv)
% compute and test the residuals 
»  [el,rl]=resid(z,iv);
»  resid(rl)
»  p lot(el)
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