Abstract An overwhelming quantity of messages is posted in social networks every minute. To make the utilization of these platforms more productive, it is imperative to filter out information that is irrelevant to the general audience, such as private messages, personal opinions or well-known facts. This work is focused on the automatic classification of public social text according to its potential relevance, from a journalistic point of view, hopefully improving the overall experience of using a social network. Our experiments were based on a set of posts with several criteria, including the journalistic relevance, assessed by human judges. To predict the latter, we rely exclusively on linguistic features, extracted by Natural Language Processing tools, regardless the author of the message and its profile information. In our first approach, different classifiers and feature engineering methods were used to predict relevance directly from the selected features. In a second approach, relevance was predicted indirectly, based on an ensemble of classifiers for other key criteria when defining relevance-controversy, interestingness, meaningfulness, novelty, reliability and scope-also in the dataset. The first approach achieved a F 1 -score of 0.76 and an Area under the ROC curve (AUC) of 0.63. But the best results were achieved by the second approach, with the best learned model achieving a F 1 -score of 0.84 with an AUC of 0.78. This confirmed that journalistic relevance can indeed be predicted by the combination of the selected criteria, and that linguistic features can be exploited to classify the latter.
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The remainder of this paper starts with a brief overview on related work, focused on the automatic classification of social media contents according to similar aspects as ours. After that, we clarify our goals and describe the dataset used for experimentation and its creation. The linguistic features used are then enumerated, followed by results of using them alone, without any preprocessing. After this, we report on the results obtained by combining all the extracted features and applying methods to select the most promising features. Before concluding, we report on the results of predicting relevance from an ensemble based on the six journalistic criteria. We conclude with some remarks and cues for further work, towards the improvement of the obtained results.
Related Work
A number of techniques has been applied to the automatic classification of text with varied success. Here, we focus on those that target text spread in social networks.
Acknowledging the fact that users, alone, are unable to deal with so much information, automatic methods have been developed to classify social media posts according to different aspects (e.g. categories [21] , mentioned events [17] , sentiment [12] ). The previous methods can be used by content-based recommender systems [11] , and hopefully help users to organize their content and filter undesired information. Our work falls in this category. It involves predicting the relevance of a post to a wide audience, from a journalistic point of view, which is still less trivial than the previous aspects.
On other less trivial aspects of social media text, [7] explored the virality of posts and defined certain phenomena in their messages, namely: virality (number of people that access it in a given time interval), appreciation (how much people like it), spreading (how much people share it), white and black buzz (how much people tend to comment it in a positive or negative mood), raising discussion (the ability to induce discussion among users) and controversy (the ability to split the audience into those that are pro and those against). The same authors developed a SVM-based classifier for automatically predicting the previous phenomena in posts of the social platform Digg, based only on the lemmas of the content words in the story and snippet. They achieved F 1 scores of 0.78 for appreciation, 0.81 for buzz, 0.70 for controversy, and 0.68 for raising-discussing.
[27] also relied on a SVM to classify consumer reviews as helpful or not. They exploited 1-3-grams, together with the length of the review, its degree of detail, the given rating, and specific comparison-related keywords. With the best configuration, they reached an accuracy of 0.72.
The phenomena of popularity, surveyed by [23] , has some connections with virality and even relevance. Most research on the topic (e.g. [22] ) has focused on the interactions of users (e.g. reads, appreciation, comments, shares). [26] used SVM and Naive Bayes classifiers to predict the popularity of social marketing messages, respectively achieving accuracies of 0.72 and 0.68, on Facebook posts by top restaurant chains that were labeled as ''popular'' or ''not popular'' according to the number of likes. The exploited features were based in simple word vectors with bag-of-words representations. For instance, they report that words such as ''win'', ''winner'', ''free'' or ''fun'' were rated as less popular, while other such as ''try'', ''coffee'', ''flavors'' or ''new'' were rated as more popular. Word ranking was based on a SVM classifier that used only boolean features representing the presence or absence of the words.
Based on the category of a news article, subjectivity of language used, mentioned named entities and the source of the publisher, [15] achieved an overall accuracy of 0.84 when predicting the number of tweets that would mention it.
Besides the number of likes, the number of times a publication is shared or mentioned in other publications is also an acceptable popularity measure. Mostly based on the features of a tweet's author (e.g. followers, favorites), [14] predicted whether it would be retweeted or not, with a F 1 score of about 0.47. [10] addressed the same problem achieving a F 1 score of 0.60. They used content features (e.g. TF-IDF scores and LDA topic distributions), topological features (e.g. PageRank scores and reciprocal links), temporal features (e.g. time differences between consecutive tweets, average time difference of consecutive messages and average time for a message to be retweeted), and meta information features (e.g. whether a message had been retweeted before or the total number of tweets produced by an user).
[3] exploited a large set of features to predict the popularity of Mashable news articles, based on the number of times they would be shared. Considered features included the length of the article, its title and its words, links, digital media content, time of publication, earlier popularity of referenced news, keywords of known popular articles, and several NLP features, such as topic, subjectivity and polarity. The best F 1 -score (0.69) and accuracy (0.67) was achieved with a Random Forest classifier.
Only based on their content, tweets mentioning trending topics were classified as related or unrelated (e.g. spam) with a F 1 -score of 0.79, using a C4.5 classifier, and 0.77, using Naive Bayes [8] . [9] also address the problem of assigning trending topics to categories. Using TF-IDF word vector counts, they achieved accuracies of 0.65 and 0.61 with Naive Bayes and SVM classifiers, respectively.
The limitations of traditional bag-of-word classification models in microblogging platforms have been pointed out, due to the short length of documents [21] . They are thus often combined with other features, such as the author's name, presence of shortening of words and slang, time-event phrases, opinion words, emphasis on words, currency and percentage signs and user mentions at the beginning and within the post. The previous features were used, for instance, to classify tweets into a set of predefined categories (News, Events, Opinions, Deals, and Private Messages) with an accuracy of 0.95. In this case, a bag-of-words did not improve the results. In fact, the author's name seemed to be the key feature.
[5] created a dataset for satire classification in news articles. Exploiting features like profanity, punctuation, positive and negative word counts, and bag-of-words models of unigrams and bigrams, they achieved a F 1 -score of 0.89, using SVM classifiers in this task.
Although with a different goal, the previous works have focused on classifying social media posts automatically, according to some criteria, some of which (e.g. virality, helpfulness, popularity) related to our target goal, relevance, due to their ambiguous nature and dependence to an external context, not always available. This is also why this kind of classification is not straightforward and faces a challenge for automatic systems.
To our knowledge, the closest to our work is [4] , who also aim to detect if social network posts are relevant (roughly, news) or irrelevant (roughly, chat). They achieve an accuracy of 0.59 and a F 1 of 0.68 in a small dataset, while exploting a small set of features, namely: (a) length of a post; (b) set of words typically used in credible posts (not reported); (c) number of occurrences of certain words; (d) excessive punctuation; (e) abundant use of smileys/emoticons.
Our approach is also based on the extraction of a set of features from each post and on the exploration of a set of algorithms for learning a model that would classify the post, based on the features extracted. Besides the target classes, an important difference is that we rely exclusively on linguistically-driven features, extracted by NLP tools, which enables to predict the relevance of a post even before its publication and without any previous assumption on the author. Although with a similar goal to [4] , our feature set is richer, which leads to a considerable improvement on the results, as it will be further reported. We should still add that, although not always explicit, all their features are captured by our feature extraction approach.
Relevance of Social Media Posts
The proposed system has at its classifier's core a relevance filter, which classifies short texts based on their predicted relevance from a journalistic point of view. This section clarifies the adopted notion of relevance and presents the dataset used to assess our approach, how it was created and annotated according to our criteria.
Clarifying Relevance
Social networks are people-centric and not topic-centric. As we follow more people, the likelihood of getting exposed to irrelevant content increases. Moreover, what is relevant to someone might be completely irrelevant to someone else. In fact, only a small fraction of the information spread is truly relevant to most people.
Given that relevance can be hard to measure, a discussion was conducted towards simplifying its definition. This led to the identification of six journalistic criteria that should be considered when measuring the relevance of a piece of text, namely:
• Interestingness, i.e. whether it may hold the audience attention;
• Controversy, i.e. whether it is prone of raising discussions;
• Meaningfulness, i.e. whether it is valuable for the wider audience and not just to a restricted number of people; • Novelty, i.e. whether the contained information is fresh and not known;
• Reliability, i.e. whether it sounds credible or its source is credible;
• Scope, i.e. whether it affects a wider audience and not just a restricted number of people.
This is the definition of relevance adopted in this work. Data from social networks was collected and annotated by human volunteers, according to these criteria, plus relevance. This process is described in the following section. The resulting dataset was then used in a set of experiments towards the prediction of relevance, directly, and indirectly, from an initial prediction of the six adopted criteria, always relying on a large set of linguistic-features. This prediction is the main focus of this work and is extensively described in the following sections.
Used Dataset
The dataset used in our experiments contains textual messages gathered either from Twitter or Facebook, using their official APIs, in the period between the 16th to the 20th of April, 2016. Tweets were retrieved with a set of search queries, related to highly discussed topics at the time, namely: (1) refugees Syria; (2) elections US; (3) Olympic Games; (4) terrorism Daesh; (5) Referendum UK EU. Retweets were not used.
Facebook posts and comments were gathered from the official pages of several international news websites 1 . While most of the posts in those pages would probably be relevant, comments would contain more diverse information, from this point of view. Their presence would thus ensure that relevant and irrelevant information was present. Moreover, all the posts used were written in English, had between 8 and 100 words, and did not use profanity words.
In days following their gathering, the collected posts were uploaded to the CrowdFlower 2 crowdsourcing platform, where an annotation task was launched. Given a post, volunteer contributors were asked the following questions, using a 5-point Likert scale to classify each of the six defined criteria, plus relevance: (a) interesting, in opposition to not interesting; (b) controversial or not; (c) meaningful for a general audience in opposition to private/personal; (d) new, in opposition to already known; (e) reliable or unreliable; (f) wide or narrow scope; and, finally, (g) relevant or irrelevant for a wider audience (Relevance). To ensure some degree of quality, the texts were classified by at least three different contributors, all of them with the top Crowdflower quality level (3), either from USA or UK, in order to control cultural differences.
The previous data was simplified to make our task a binary classification problem. For that purpose, the median of the answers given by the different contributors was computed and, if it was 4 or 5, the post was considered to be relevant, otherwise, irrelevant. The same method was employed for the other journalistic criteria.
The resulting dataset contains 130 Facebook posts, 343 Facebook comments and 468 tweets, in a total of 941 documents. Of those, 521 were annotated as relevant, 552 as interesting, 549 as controversial, 572 as meaningful, 391 as novel, 334 as reliable, 350 as wide scope. A number of relevant posts higher than expected is mostly explained by the trending search queries used in their retrieval. But this was needed to ensure a dataset where the presence of the target classes was balanced. Tables 1, 2 and 3 show the proportion of posts labeled as positive for each considered criteria with each search query, respectively for each source. Table 4 focuses on the relevant posts for each query and source. As expected, the proportion of relevant posts is higher in the Facebook posts. On the other hand, it is lower in the tweets and mixed in the Facebook comments. The search queries with the highest proportion of relevant posts were Refugees Syria and Referendum UK EU, although the latter included a lower number of posts. Table 5 illustrates the contents of the dataset with four selected messages and their source. For the same messages, identified by their number (Post #), Table 6 shows the answers of each of the three contributors (A1, A2, A3) for each criteria, followed by the resulting class, after computing the median.
Linguistic Features for Relevance Prediction
Our approach to the prediction of relevance consists of learning a classification model from the dataset, based on a total of 4,579 linguistic features, extracted from the text of each post. This section presents the exploited features and describes initial results, when groups of features are used to predict relevance.
Feature Extraction
The full set of exploited features covers a wide range of linguistic information, such as the counts of different part-of-speech (PoS), chunk and named entity (NE) tags, plus one feature for each different tag of the previous, as well as sentiment features, namely the number of positive and negative words in the message. Those were used together with topic modelling features, namely the LDA distribution in 20 topics, and n-gram features, namely 1 to 3-grams of tokens (with frequencies of 3 or more), the 750 most frequent 1 to 5-grams of lemmas and stems, and the 125 most frequent 
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Comparing numbers of people killed by terrorism with numbers killed by slipping in bath tub is stupid as eff. It totally ignores the mal-intent behind terrorism, its impact on way of life and ideology.
1 to 5-grams of PoS and chunk tags. Our assumption is that a combination of the previous features will roughly capture some of the aspects that make text fall in the relevant or in the irrelevant class. For instance, relevant news text should transmit an interesting event and thus answer the questions of who or which, when and where, often named entities, and why, communicated through certain linguistic patterns, hopefully captured by the n-gram features. News text should also be reliable and unbiased, not appealing to sentiment, and be written in a more formal level than random irrelevant comments, which should be captured by the presence of certain tokens or n-grams. Table 7 details the feature set and the distinct number of features of each kind. Features were extracted with several tools and resources available. Since we were working with social media text, TweetNLP [6] was used for PoS tagging, and Twitter NLP [16] for chunk tagging and NE recognition, both using the pre-trained available models. NLTK [19] was used for lemmatisation and stemming. The word sentiment classification was based on Hu and Liu's Opinion Lexicon 3 , a handcrafted list of English words and their associated polarity. Words not present were considered to be neutral. Scikit-learn 4 [13] was used for extracting n-grams, and the Python LDA module 5 for computing topic distributions.
Initial Results
In our initial experiments, the extracted features were used for predicting relevance, all together, and also grouped in smaller sets of related features. No preprocessing or feature engineering methods were applied. Classification experiments were performed with the Scikit-learn machine learning toolkit. Different classification methods-Minimum Distance (MinDist) and k-Nearest Neighbours (kNN), both based on the Euclidean distance, Naive Bayes, Support Vector Machines (SVM), Decision Tree and Random Forest (RF) -were tested with each feature set, in a 10-fold cross validation, which enabled the computation of the average and standard deviation for common evaluation metricsAccuracy, Precision, Recall, F 1 score, Area under the Precision-Recall curve (AP), and area under the ROC curve (AUC). Tables 8, 9 and 10 show the previous results, respectively for the MinDist, SVM and RF-based classifiers. Although differences were not substantial to the other classifiers, those achieved the highest results. Considering the full feature set, MinDist achieved the best precision (0.72) while RF got the best accuracy (0.64), recall (0.78), F 1 (0.71), AUC (0.78) and AP (0.62). Although using a different dataset, these numbers already show better results than [4] , who achieved an accuracy of 0.59 and F 1 of 0.68. Looking at the different feature sets, LDA lead to the best results. Using a simple classifier as MinDist, accuracy was 0.63 and F 1 0.73, which outperforms the same metric with the full feature set. With a SVM classifier and only LDA features, the accuracy of the full feature set (0.63) is also matched.
The results of using just PoS tags are also worth noticing, especially with the SVM and the RF classifiers. For instance, using only PoS tag features and an RF classifier, accuracy reaches 0.63, F 1 0.70, AP 0.78 and AUC 0.62, which is very close to using the complete feature set. Using lemma and stem n-gram features also lead to results very close to using the complete feature set.
These results can be seen as a baseline and were further improved by applying feature engineering methods, in order to preprocess and reduce the number of features based on their discriminating power.
Feature Engineering for Improving Relevance Detection
Although 4,579 distinct features were extracted, we were aware that not all of them would have enough discriminative power and would not be informative enough for the classification task. As shown in the previous section, some of them seem to add so much noise that the learning algorithms have trouble dealing with. This is clear when looking at the results of the complete feature set, lower than some of those obtained with less features. Therefore, after the experiments with different feature sets, feature engineering methods were applied to improve the quality of the final predictions.
Successful removal of noisy and redundant data typically improves the overall classification accuracy of the resulting model, reducing also overfitting. For this purpose, different methods available in the Scikit-learn tool were used for preprocessing-Standardization (Std), Normalization (Norm) and Scaling (0,1)-, for feature selection-Information Gain, Gain Ratio, Chi-Square (v 2 ), Fisher Score and Pearson correlation-, as well as a feature reduction technique-Principal Component Analysis (PCA). The PCA method was applied to 4 dimensions and the Pearson correlations were used to exclude features that did not have a correlation of at least 0.2 with the target class. The classifiers were used with the same parameterization of the baseline experiments. A 10-fold cross validation was performed as well, with the feature engineering methods ran within each fold, using only the training set and no information from the test set, such as labels, and thus avoiding bias. In order to choose the number of features f, we followed a simple heuristic based on the v 2 statistic test to find the number of statistically significant features i.e., features that had a statistic score of v 2 [ 10:83, which are very likely to be dependent from the target class, with only a 0.001 chance of not being so. The resulting number was f ¼ 210, set as the target number of features to select. Tables 11, 12 We can say that preprocessing the full feature set with the Standardization method, then selecting the features according to the Pearson correlation, and possibly applying PCA, would be the best choice for handling our original feature set and improving the results. Although a narrower choice could be made by looking at specific metrics, once the previous methods are used, either a MinDist, a kNN, a Naive Bayes or an SVM classifier would do an interesting job. Although the feature reduction and selection methods filter the most predictive features, the initial set of features still has to be selected manually. The presented approach could go further if semi-supervised representation learning [1] were applied to the classification process. This would be especially useful because the proportionality of labeled data compared to unlabeled data is huge [28] . For instance, features selected with the previous methods could be clustered around discriminative training examples for each class and, afterwards, the precision and recall of the classifier models could be tested against the labeled data inside the clusters.
The results here described were the best obtained for predicting relevance directly, based on linguistic features. Next section goes further as relevance is decomposed in the six criteria adopted to define it, and predicted indirectly from an initial prediction of those criteria, still relying on the same features and methods.
Predicting Relevance from Journalistic Criteria
We recall once again that the adopted definition of relevance is based on six journalistic criteria-controversy, interestingness, meaningfulness, novelty, reliability and (wide) scope. If our assumption is correct, this means that it should be possible to assess relevance from a combination of those criteria. Although our dataset had been created with these criteria on mind, and that each post was also manually classified according to them (see section 3.2), they had not been explored to this point.
In order to confirm that our definition of relevance makes sense and, hopefully, to improve our classification results, we decided to exploit the six journalistic criteria in our classification task. Those criteria would be predicted first, still relying on linguistic features, and would then be combined to predict relevance indirectly. This was done with an intermediate layer of six classifiers, each for predicting a single Values in bold are the best of each column criteria, following a similar approach as the one used for predicting relevance directly, i.e. each classifier of this layer has textual data as input and outputs a single prediction regarding its target criteria. After this, a final classifier gets a binary prediction of each criteria as input and outputs a prediction of relevance. Figure 1 illustrates this approach.
Relevance from Human Judgements on Journalistic Criteria
To confirm that such an approach made sense, a relevance classifier was first trained from the manual annotations in the dataset, regarding each of the six journalistic criteria. Refer to Tables 1, 2 and 3 for the proportion of positive posts for each criteria. Table 16 shows the results of a 10-fold cross validation with this kind of relevance classifier, with Standardization applied for preprocessing, and using different classification methods. For such a small feature set (6) , no feature engineering was needed. All the remaining parameters were the same as in the initial experiments. In general, the results were positive and substantially higher than those obtained in the previous experiments. The kNN classifier achieved the best performance overall, including the best accuracy (0.82), recall (0.86), F 1 -score (0.84), AP (0.88) and AUC (0.81). The MinDist classifier obtained the best overall precision (0.84). The Naive Bayes also matched the best AP and AUC.
This not only confirms that, to some extent, journalistic relevance can be predicted from the six adopted criteria, but also that, this way, when compared to the previous experiments, the results of predicting relevance are clearly improved. Yet, we recall that these results rely on the manual annotation of each of the six journalistic criteria. In order to have a completely automatic pipeline, the journalistic criteria had also to be predicted automatically. This is described in the following section.
Besides confirming our assumption on the decomposition of relevance, this experiment supported our choice of kNN as the final relevance classifier of our twolayer model. It achieved a decent area under the ROC curve (0.81), showing that even for low false positive rates such as 0.2, on average, it obtains interesting rates of true positive ([0.7). Furthermore, in some cases, kNN outperformed the AUC mark of 0.85. Regarding the precision-recall curves, kNN achieved an area of 0.88, on average, providing a good flexibility with the trade-offs. For high values of recall, it also obtained similarly high values of precision.
Relevance from Automatic Predictions of Journalistic Criteria
In order to have a completely automatic relevance classifier, based on the prediction of the six journalistic criteria, the prediction of those criteria had also to be made automatically. For this purpose, we performed several experiments where the intermediate classifiers would predict if the post was controverse, interesting, meaningful, novel, reliable and had a wide scope. Each of the six predictions was made from exactly the same linguistic features as those exploited in the previous experiments (see Table 7 ), with the feature engineering pipeline that achieved the best F 1 -score (Standardization and Pearson correlation, see section 5), but with different classifiers. The prediction of each criteria was then used as the input of a kNN classifier, selected after the experiments of the previous section. Table 17 details the results obtained with different classification methods in the intermediate classifiers.
Random forests revealed to be the best option for the intermediate classifiers. When used to predict each of the six criteria, they achieved the best accuracy (0.79), precision (0.80), F 1 (0.82) score, AP (0.86) and AUC (0.78). Naive Bayes obtained the highest recall (0.97).
Though lower than when using the manual annotations, the general results are substantially higher than the direct prediction of relevance. Accuracy improved 15 points, precision and recall improved 8, F 1 9 points, AP 6, and AUC 16 points. This suggests that using a meta classifier with an intermediate layer of the best single models is better than predicting relevance directly. In this case, Random Forest classifiers were used for the intermediate layer and a kNN classifier for computing the final relevance prediction. Tackling different aspects of the problem space (different criteria) was helpful to reduce the generalization error and variance, and proved to be the best option.
Conclusions
Several experiments were described on the automatic classification of social media posts according to their journalistic relevance, relying exclusively on linguistic features extracted from text. A decomposition of journalistic relevance in six key criteria was proposed-controversy, interestingness, meaningfulness, novelty, reliability and scope-and a dataset was created with social media posts annotated according to them, plus relevance.
Experiments involved the extraction of a large set of linguistic features, then used as the input of a classifier, trained and tested with the created dataset. We presented the results of predicting relevance with different classifiers that exploited all the extracted features, only certain groups of features, and also with the application of feature engineering methods. In a 10-fold cross validation, the best results of this approach achieved an accuracy of 0.65 and a F 1 score of 0.76, with a Naive Bayes or a SVM classifier, Standardization for preprocessing and Pearson correlation for feature selection.
Yet, better results were obtained when relevance was predicted indirectly, based on an initial prediction of each of the six adopted criteria that followed a similar approach as the previous prediction of relevance. In a 10-fold cross validation, the best results of the second approach achieved an accuracy of 0.79 and a F 1 score of 0.82, using Random Forest classifiers for predicting each of the criteria and a kNN classifier for predicting relevance based on those intermediate predictions. Besides reaching the best results, this approach confirmed that relevance can indeed be decomposed into the six aforementioned journalistic criteria.
The obtained results show a substantial improvement towards the only known work that tackled the same problem [4] , but where a much simpler feature set was exploited and a smaller dataset was used, to reach an accuracy of 0.59 and a F 1 of 0.68. Because of the different datasets used and, especially, the different classification goals and target classes, no deeper comparison is possible with related work, apart from a shallow analysis on the performance numbers reported. Having this in mind, our results are in line with, and in some cases higher than, other works that classify social web content according to a non-trivial aspect. This includes the detection of spam tweets [8] [7] ; predicting the number of retweets (F 1 ¼ 0:60) [10] ; detecting satire (F 1 ¼ 0:89) [5] ; or predicting the popularity of web news articles [3] (F 1 ¼ 0:69) .
Several experiments were left to do and we believe that the presented results can still be further improved. For instance, our best results were obtained using Random Forest classifiers to predict each of the six criteria. However, this can be seen as a simplification, because it might not be the best choice for all criteria. This choice would have to be supported by a comparison of different classifiers for each of the six criteria. An alternative to the ensemble of six classifiers, each using exactly the same features as the others, would be to use distinct feature sets for each intermediate classifier. Here, multi-view learning [2, 25] could be further explored to identify the most predictive feature subsets for the classification of each journalistic criteria. For instance, it could be used for checking if the sentiment features were useful for identifying controverse posts.
Among the linguistic features that were left unexplored, the extraction of facts in the form of subject-predicate-object triples could possibly improve the results; or dependency parsing, which would possibly improve the identification of who did what, when, where, and some hints on how.
The application of the best models to a completely new and unseen dataset with social media posts annotated according to their relevance is also yet to be done. Apart from the dataset used here, there is currently no dataset of this kind available. Although it takes time to create such a dataset, it is in our future plans to create a new one, following similar criteria. For the moment, the dataset used in this work has made publicly available 6 and can be used with no restrictions, in the hope that it is useful for other researchers working on similar tasks.
Furthermore, although the current goal was to exploit exclusively linguistic features, in the future, this approach will be compared with approaches that exploit other kinds of features, such as previous information about the author of the posts, their position in the network graph, as well as the number of likes and shares. Learning from all these heterogeneous perspectives is also an interesting scenario for the application of multi-view learning. In this case, different views could be learned from different feature subsets. Conclusions resulting from the aforementioned experiments will support the integration of this work in a larger relevance mining platform that should soon be fully operating.
