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Figure 1: Hand interaction via our tracking system, along with the tracked pose of the user’s hand rerendered from various viewpoints.
ABSTRACT
Tracking the full skeletal pose of the hands and fingers is a chal-
lenging problem that has a plethora of applications for user interac-
tion. Existing techniques either require wearable hardware, add re-
strictions to user pose, or require significant computation resources.
This research explores a new approach to tracking hands, or any ar-
ticulated model, by using an augmented rigid body simulation. This
allows us to phrase 3D object tracking as a linear complementarity
problem with a well-defined solution. Based on a depth sensor’s
samples, the system generates constraints that limit motion orthog-
onal to the rigid body model’s surface. These constraints, along
with prior motion, collision/contact constraints, and joint mechan-
ics, are resolved with a projected Gauss-Seidel solver. Due to cam-
era noise properties and attachment errors, the numerous surface
constraints are impulse capped to avoid overpowering mechanical
constraints. To improve tracking accuracy, multiple simulations are
spawned at each frame and fed a variety of heuristics, constraints
and poses. A 3D error metric selects the best-fit simulation, helping
the system handle challenging hand motions. Such an approach en-
ables real-time, robust, and accurate 3D skeletal tracking of a user’s
hand on a variety of depth cameras, while only utilizing a single x86
CPU core for processing.
Index Terms: I.3.7 [Computer Graphics]: Scene Analysis—
Tracking;
1 INTRODUCTION
Human computer interfaces have started to take advantage of cam-
eras and depth sensors that allow the user to naturally interact with
computing devices using motions and gestures instead of a mouse,
keyboard, or touchscreen. For example, the Microsoft KinectTM
allows Xbox players to enjoy video games simply by moving their
bodies in front of their TVs. The input to the application is the
tracked body skeleton of the torso and limbs of the user. Extending
this technology to track individual fingers in 3D is an active area of
research. Having more complete information about the user hand
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pose will enable richer applications including grasping, pointing,
and subtle manipulation.
Physical simulation and rigid body dynamics is a mature field
of research and has become ubiquitous in professional engineering
and entertainment video game applications. Unlike narrow systems
based only on kinematics (the study of motion without reference to
mass or force) which are typically used to solve a specific aspect of
motion, dynamics systems incorporate momentum, forces, contacts
from collision detection, joints between bodies, other external con-
straints on motion, and are easily extended to incorporate new data
or additional requirements.
This paper presents a computationally-efficient, camera-
independent, scalable, physical-simulation-based approach for
tracking 3D articulated skeletal models that is able to accurately
track the human hand from a single depth sensor. Instead of using
dynamics as an isolated step in the pipeline, such as the way an in-
verse kinematic solver would be applied only after placement of key
features is somehow decided, our approach fits the hand to the depth
data (or point cloud) by extending a physics system through adding
additional constraints. Consequently, fitting the sensor data, avoid-
ing interpenetrating fingers, preserving joint ranges, and exploiting
temporal coherence and momentum are all constraints computed
simultaneously in a unified solver. After a survey of similar ef-
forts to track human motion, this paper describes our physically
based tracking approach, how multiple simulations are used to in-
crease tracking reliability, and then discuss results and applications
for hand tracking.
2 RELATED WORK
Hand tracking began with the VPL dataglove [43]. More recently,
a classifier was trained to recognize the pose of a specifically col-
ored glove as seen by a camera - a much less expensive setup [39].
Microsoft Digits avoids using special markers on the fingers them-
selves, instead placing a camera on the wrist [19]. To maximize
consumer convenience, the eventual goal is to be able to track the
hand without any apparatus [10].
There are many works that focus on gesture recognition [27].
We instead focus on the tracking, noting that gesture is then eas-
ily achieved by comparison of the relevant joint orientations from a
reference pose or animation. Instead of simply providing collision
geometry to a physical environment [2, 15], we provide knowledge
of specific hand and finger pose, with application to gesture recog-
nition.
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There are many examples of counting extended finger by look-
ing for extensions of the hand blob [14]. Typically the pixels of the
hand are segmented using the depth data, and then the 2D data is
used to identify features. Such systems can be used to find finger-
tips. If the 5 fingertips are properly enumerated it would be possible
to use inverse kinematics [13] to provide the full pose of the human
hand. Unfortunately it is often hard to distinguish which finger is
which in most cases. Rather than separating blob detection, finger-
tip finding, and fitting the hand, our approach integrates all of these
steps together into one system therefore exploiting all the knowl-
edge of the mechanics of the hand, along with the depth data, to
identify each finger.
Machine learning has achieved robust full body tracking, but in
some cases only up to the wrists [36], and in constrained environ-
ments with multiple cameras[38]. Our approach does not depend
on a specific camera placement nor does it require data from mul-
tiple viewpoints. Also, unlike many machine learning approaches,
it is not trained and thus not specific to a particular camera. It will
work with different cameras (without retraining) and scale in accu-
racy with increased resolution, depth accuracy, and even multiple
cameras. Furthermore, our approach is not specific to the human
hand. The hand is merely a 3D geometric model along with speci-
fied joint motion constraints that is provided as input to our tracking
system. In many ways, our assumption of a strong geometric prior,
along with a rigid body model, solved by an iterated solver to enable
real-time tracking from a single range imager is most similar to re-
cent work in full body tracking, see [11]. While their approach has
many technical similarities, our solution tracks a convex polyhedral
model with a rigid body dynamics solver, while they use a capsule
model and solve with a constrained optimization approach. Addi-
tionally, our work features a set of heuristic-driven simulations to
handle the many difficult cases that arise in the case of hand track-
ing.
Physically motivated approaches have been applied to the re-
verse problem of generating realistic animations based on known
user’s intent [24]. For tracking, previous work using a constrained,
mechanical model of the hand showed an improved ability to track
by limiting the degrees of freedom [23]. Rather than limiting our-
selves to a set of valid or invalid poses, we utilize range limits on
joints, along with collision detection between bodies to avoid im-
plausible hand states. Allowing additional degrees of freedom en-
ables more subtle and full motions of the hand [1].
By leveraging depth cameras, and recursive state tracking, se-
quential Monte Carlo methods can search a large hand pose state-
space for valid solutions [3]. More recently, a particle swarm ap-
proach has demonstrated the ability to fully track a temporally-
coherent 3D skeletal hand model [31]. Many sample configurations
are rendered to depth buffers, which are compared to the sensor’s
depth data, enabling iteration toward an error minimizing pose. In
contrast to these approaches, which are very compute intensive, our
approach comfortably runs over 60 Hz on a single core of an x86
processor. At each frame we move directly toward the best local
fit (pose of minimum error) using proven techniques for rigid body
simulation, rather than rendering-based trial and error. Robustness
and recovering from loss-of-tracking is a significant challenge for
any markerless system given the large high dimensional space of
hand poses. To increase the reliability that the system predicts the
correct pose, and avoid loss of tracking, we need only spawn a few
different simulations rather than testing hundreds of potential can-
didate poses. Furthermore, the system is able to incorporate infor-
mation, when available, such as as feature identification or known
pose information acquired through other methods.
3 TRACKING ALGORITHM
In general, our approach seeks to produce a stable, real-time solu-
tion to tracking a fully-defined 3D hand model. To enable this, we
leverage the temporally-coherent video stream and updates a pre-
vious pose estimate with new data. Additionally, we use a strong
geometric prior, specifically a convex rigid body model, to approx-
imate the user’s hand and enable efficient numerical computation.
A unique technical contribution comes in our formulation of pose
tracking as linear complementarity problem that handles joint con-
straints, surface constraints and angular constraints within a unified
mathematical framework[26] that can be solved with a stable, real-
time solver[5].
3.1 Explanation of Rigid Body Dynamics
Rigid body physics systems simulate the interaction of rigid bod-
ies [6, 41]. Using pairwise constraints, the simulation handles both
collisions between bodies and the configuration of the joints which
connect the bodies. For example, interpenetration at a contact point
is avoided by ensuring a positive (separating) velocity along the
normal of impact of point a on object A relative to the correspond-
ing point b the other object B (Figure 2). Similarly, joint constraints
ensure zero relative velocity at the attachment point connecting the
bodies. The solver step of the physics simulation iterates a few
times over all the constraints to ensure they are satisfied by apply-
ing an equal (but opposite) impulse to each body (at the point of
contact and along the direction of violation) if necessary. In the
simplest of implementations, each rotational and linear degree of
freedom that is limited has its own constraint associated with it.
Relevant to our tracking system, a common feature many sys-
tems provide is the ability to limit the torque/force applied at a par-
ticular constraint. This enables the ability to simulate objects that
break under stress as well as animation blending techniques often
called powered-ragdoll. For tracking, we use constraints that ex-
ploit this cap to limit the influence when fitting to the point cloud.
We wrote our own physics simulation software, but it is very sim-
ilar to the implementation of common middleware physics engines
[8, 30].
Figure 2: Collision, Joint, and Surface constraints
3.2 Sampling from a Depth Sensor
The ability to intelligently subsample the depth sensor’s output has
the potential to greatly improve the quality and performance of our
tracking algorithm. By removing noisy camera outliers and pro-
viding a sparser, more robust data set, the tracking algorithm will
converge quicker and to a more accurate result. For this work,
we implement a voxel grid subsample, which has shown success
in the space of real-time reconstruction [35]. For each occupied
voxel, we generate a single point, positioned at the center-of-mass
of the points in the voxel. This technique is fast, removes camera
noise, guarantees uniform sampling across the volume, and can be
used for fine-grained control of performance, as seen in Figure 10.
However, selecting a candidate point cloud volume from the range-
imager is outside the scope of this work; in practice, we track the
closest, sufficiently large volume in the scene.
3.3 Point Cloud Samples as Constraints
Using physics simulation for tracking begins with a 3D model of
the real-world object being tracked and then using the depth sen-
sor data to move the model. The data from a depth sensor is a
rectangular grid of pixels indicating distance to closest object from
the device along each ray. This provides a collection of points in
3D indicating geometry that is viewable from the camera. Like
collisions and joints, we use each of these points as a magnet-like
constraint. In particular, we constrain the camera facing surface of
our 3D tracking model to these points. The position in 3D space
is known, but the position on the model (or even which rigid body)
is unknown. As a heuristic we use the closest feature (face) for at-
tachment. These attachment constraints are one dimensional, simi-
lar to the approach used to resolve object interpenetration in modern
physics engines. In these systems, objects which have come to over-
lap are constrained to move away from one another along their sur-
face normals, without restricting parallel motion. In our approach,
rigid bodies which are physically separated from the point cloud are
constrained to bring them into contact, while retaining their ability
to move laterally to seek a better fit, as shown in figure 3.
Figure 3: Creating Surface constraints by Mapping 3D Points To
Facets on a Body
For tracking a model with multiple rigid bodies, we first find the
rigid body closest to point cloud samples and then create a surface
constraint on the nearest feature. Clearly, surface constraints pro-
vide the same functionality as Iterative Closest Point [42], but now
formulated within a rigid body system which allows for articulated
models (multiple bodies) and other constraints (joints and contacts).
3.4 Impulse Cap
Clearly this approach assumes temporal coherence in that the sys-
tem begins with a correct initial fit and that it is able to continuously
update each frame. Even under continuous motion, it is not possible
to ensure that all the depth points will be mapped to the correct spot
on the model. There are hundreds of points in the point cloud and
usually most of them are placed correctly. Therefore we limit the
amount of impulse (force/torque) that each surface constraint can
apply at the solver step. Specifically, we choose a maximum that
is just strong enough to pull the hand when the user is engaged in
very fast motion. The constraints used for attaching the bones and
limiting finger motion have no impulse cap. We assume that un-
der normal interactive usage, the user’s hand will remain intact. In
contrast to spring based penalty methods [29] or other methods that
would minimize root mean square error, constraint-based iterative
impulse techniques [9] solve overconstrained systems by overriding
the influence of outliers and fitting to the majority. By limiting the
constraints generated by depth values, erroneously created surface
constraints are quickly overpowered by all the other constraints in
the system. As a result, the bones click into place like puzzle pieces
or there is a clear indication that the system has failed to find a fit.
3.5 Boundary Planes
In addition to telling us where things are, the sensor depth data also
indicates free space, places where something cannot be. The region
between the device and each depth point is known to be free of
geometry. We take advantage of this by adding boundary collision
planes, taken from the hull of the point cloud, to contain the 3D
model. Because small objects, such as fingers, can move very fast
relative to their size, we do not add blocking collision planes within
this convex envelope since we want bodies to be able to freely move
within this space toward the best fit.
3.6 The Hand Model
For short range user tracking, we use a 3D model of the user’s hand.
Although the human hand has soft deformable regions, it is possi-
ble to model and rig a rigid-body representation that adequately
approximates a user’s hand geometry and motion that has less er-
ror than what is coming from the depth sensors. Each rigid section
of the wrist and hand is approximated by a convex rigid body. Al-
though the palm consists of a number of anatomical bones, it is
only 1 rigid body in our system. Fingers and thumb each consist of
3 rigid bodies each. Just as human bones are connected and motion
limited with ligaments, the virtual model is specified with linear
attachments and angular limit constraints to prevent physically im-
possible configurations but still allow for abduction and adduction.
Our reference hand model is 20 cm long, but is easily scalable at
runtime to fit the user’s hand length and width to help tracking ac-
curacy. Furthermore, the model is just a data file, created in and
exported from 3DS Max, that is easily modified to allow our sys-
tem to work with an individual with a unique hand such as double
jointed mobility or missing digits. Our standard hand size works
well for a variety of users, and morphological surveys of the human
hand lend credence to the fact adult hands are often of similar size
and proportion [4]. However, while we do not focus on this work,
there do exist techniques for automatic generation of accurate 3D
hand models based on reference images [34].
Figure 4: Hand Modeled in 3DS Max. Wireframe mode shows Inter-
penetrating bones.
Our model is constructed to help minimize errors in the system.
The geometry of the rigid bodies interpenetrates the neighboring
bones to avoid gaps. For example, the finger bones are roughly cap-
sule shaped with the rounded caps occupying the same space as its
neighbor. Collisions between neighboring shapes is disabled. We
want the tracking surface constraints, described below, to only limit
motion parallel to the outer surface and to be able to slip from one
rigid body to the next. Rather than true capsules, we used convex
polyhedra to better fit the geometry of the actual hand.
3.7 Initializing and Exploiting Higher Level Information
Normally we initially know little about what object is at a particular
depth value. Occasionally, the user will place his hand in an obvious
pose such that a simple computer vision technique can recognize
the state with a high degree of certainty. Our physical simulation
system is easily able to exploit this higher level information, when
available, by constraining these points to their known areas on the
tracking model (rather than just the closest). Furthermore, even
partial information is still useful; for example, if we know a point is
on a fingertip, but don’t know which one, then we limit that point’s
matching to just the fingertips.
4 MULTIPLE SIMULATIONS AND ERROR
Occlusions and camera limitations make it necessary to exploit tem-
poral coherence, yet also means that we cannot guarantee correct-
ness either. Following a point cloud works best when starting from
Figure 5: Surface constraints from Point Cloud (Depth Values) Affect-
ing the Bones of the Hand
the correct state and the changes are small. Sometimes the sys-
tem gets trapped in a local minimum where the state is incorrect
but moving to the correct solution is not just a matter of updating
rigid bodies closer to the nearby point cloud. Another issue is that
not all the higher-level information fed into the system has 100%
confidence. For example, a computer vision pre-pass on a particu-
lar frame might mistakenly classify that the thumb is raised when
in fact the index finger is extended. We need to be able to deal
with all these possibilities. Fortunately, even with all our added
constraints, physical simulation of a 17 bone hand is a light com-
putational load. We can perform many of these per 17 millisecond
frame. Therefore, our system spawns a handful of simulations -
each incorporating a different subset of possible assumptions. The
tracking system evaluates the resulting pose from each simulation
and returns the one with the least error or best fit with the depth
data. The different strategies used by the various simulations are
motivated by our observations of common user motions, especially
those that lead to difficult or ambiguous depth samples. With multi-
ple heuristic-driven models searching the state-space, each one pro-
vides a lower-bound on a certain behavior set, and together they are
able to limit degenerate behavior of the tracking system.
4.1 Gross Motion Bias
Hand motions can be very fast relative to its scale. In a single frame,
a user’s fingers can easily move a distance greater than their width.
It is easy to imagine a situation where all the fingers are shifted one
digit over when comparing the next frame’s point cloud to where the
model finished the previous frame. Therefore, we have a dedicated
simulation where the entire hand is first frozen into a single rigid
body - disallowing relative motion between bones. The constraints
aligning the palm and the wrist, along with the envelope of collision
planes on the boundary, overcome point cloud samples mapped to
the wrong finger and moves the model closer to where it should be.
Then the hand model is unfrozen, the point cloud is re-mapped, and
a regular simulation takes place to update any local movements. An
additional benefit of first moving the full model in unison is that this
provides a logical positional update for any occluded parts.
Figure 6: Multiple simulations exploring more possibilities. Best fit
shown in front.
Figure 7: Gross motion biased simulation showing its better fit over
a 2 second long waving motion. While the normal simulation exhibits
fitting error, the frozen hand simulation correctly fits the large-scale
motions of the hand.
4.2 Grasping Bias
Often, users will move their fingers in unison, whether they are all
curled in a fist, laid out flat or somewhere in between. Since it is
so common, we have a dedicated simulation where the hand model
has additional orientation constraints across the knuckles to ensure
the fingertip bones are within 10 degrees of being parallel to their
neighbors and likewise for the finger mid bones. The result is a sim-
ulation that is very good at tracking grasping motions reliably and
helps to properly place occluded digits. When the user is pointing,
the simulation output is typically rejected due to measured error.
4.3 Searching Nearby States
Sometimes the system gets trapped in a local minimum. For exam-
ple, a user may be pointing with his index finger, but the system is
fitting the thumb or middle finger to the extended point cloud data
instead. In other cases, it is possible that the wrong numbers of
fingers are raised and local attraction is not going to raise or lower
the extra finger. Perturbation of individual degrees of freedom has
been used to explore nearby hand model states [20]. In our system,
another simulation begins with the best fit pose from the previous
frame and adds constraints to raise or lower a finger into the oppo-
site pose of where the system currently thinks it is. Sometimes it
also grabs the neighboring finger and flips that one as well. Because
it may take a few frames to settle the entire hand to best fit the depth
data, the choice of which fingers (and how many) to flip cycles ev-
ery half second. Given good depth accuracy and model matching
the user’s hand, the system is able to on-the-fly correct these sorts
of mistakes in the tracking.
Figure 8: Grasping biased simulation showing a faster response to
the user opening their hand. While running simulations indepen-
dently (not sharing pose information), a user rapidly changes from a
closed fist to an open hand. The grasping simulation quickly moves
all finger together into the correct position, while the normal simula-
tion takes more frames to converge to the correct fit.
Figure 9: Finger flipping simulation correcting the model’s fit after
rapid motion. As the user quickly retracts both their middle and ring
finger, the finger flipper attempts a prospective candidate pose with
the ring finger retracted, which exhibits better fit and gets adopted.
Soon after, the finger flipper simulates a candidate with the middle
finger bent over, which is also adopted as a better fit.
4.4 Feature Detection
Image based pose classifiers and feature detection systems can gen-
erate false positives. When applied to the physics based tracking,
we found that these systems can throw off the tracking as often
as they initiate or regain lost tracking. With multiple simulation
candidates we were able to dedicate a specific simulation that in-
corporates any labeled appendages so that we only incorporate this
high-level data into the final output when it does, in fact, lead to a
better result.
In particular, one of the simulations in our tracking monitors a
naive five finger detector. The implementation checks scanlines
for contiguous segments and triggers when five segments come to-
gether; the top of each segment is then attached to a fingertip and a
physics simulation is run. Obviously such a detector is not very so-
phisticated, but it is sufficient to trigger pose resets when the open
hand is visible and vertical. As mentioned, this prospective simula-
tion is typically discarded by our 3D error metric in cases when it is
incorrect. This approach for selective binding can be supplemented
with far richer finger detectors [25], but they are not yet explored in
this work.
4.5 Error Metric
Rather than using depth buffer comparisons, we try to measure
the error in 3D. The most logical error metric would measure the
distance between a set of points on the virtual hand model, and
corresponding points on the user’s hand. Unfortunately, the point
cloud data is markerless, so we do not know what the corresponding
points are.
We do know that if there is a point in the point cloud P a given
distance away from the surface of the tracking model B, then the
model must be moved at least that distance to match the actual state
of the user’s hand. In practice, we find it useful to define an error
errFiti for each rigid body Bi in the model B, based on the minimum
distance that body would have to be displaced to fit the point cloud
data. We define this as the distance of the furthest point p in the
set of point cloud points Pi which are as closest to the surface of Bi
(the current rigid body) as they are to any point on the surface of
the hand, as shown in equation 2.
Pi = {p : p∈P, min{|p−bi| : bi ∈Bi}=min{|p−b| : b∈B}} (1)
errFiti = max{min{|p−bi| : bi ∈ Bi} : p ∈ Pi} (2)
errOcci =
{
r if centroid(Bi) occludes background
0 otherwise
(3)
errTotal =∑errFiti+∑errOcci (4)
In addition to generating error from points far from the tracking
model, we also penalize rigid bodies which occupy space where the
depth camera indicates nothing is present. Ideally we would want
to take the distance the object would need to travel (either sideways
or toward the back) in order to not be in front of the point cloud.
Since this would require costly searching for the optimal direction
of displacement we instead apply a constant penalty. In particular
we take the centroid of each bone, which, if not occluded by pixels
of the depth image has an error at least as large as the radius r of the
largest inscribed sphere within the bone. This is seen in equation 3.
The overall error metric for a hypothetical pose is therefore com-
puted by summing up the per body errors and the penalty terms (eq.
4). Unlike depth buffer comparisons, the metric is not symmetrical,
however it is less sensitive to the numbers of pixels and it does
indicate when there is a fit. This combination of fitting (eq. 2)
and occlusion (eq. 3) error penalizes both local misalignment and
obstruction of background in a similar fashion as the error metric
proposed in [11]. This error is not used to adjust the model’s pose
– only to measure the outcome and pick the best fit.
5 RESULTS AND DISCUSSION
There is currently no standard evaluation of the robustness of track-
ing solutions. The high fidelity of our hand tracking solution is
demonstrated in the video accompanying this paper. We describe
the successes and challenges of our system on a variety of motions
on different camera setups.
5.1 Stereoscopic Camera
We have tested our algorithm on a Point Grey Research Bumble-
bee XB3, along with OpenCV’s block-matching implementation, to
generate real-time depth. Since our algorithm does not require con-
tiguous blobs or points, we were able to achieve reasonable track-
ing despite many missing pixels and incorrect, noisy samples. All
of these factors affected the quality of our tracking and in the best
of circumstances it was only able to track slow, careful motions.
Although this implementation was academically interesting, it was
certainly not sufficient for usage in an application.
5.2 Structured Light
The ASUS R© Xtion PRO camera provides depth data using struc-
tured light. The data is fairly accurate, but sometimes there is miss-
ing data. Small features, such as fingertips facing the camera or
child sized fingers, often do not even show up. Unfortunately, this
can not be solved by moving closer to the camera since the camera
Figure 10: Subsampling Benefit. Voxel subsampling provides fine-
grained control over performance by adjusting the number of con-
straints added to the solver. As long as the voxel size remains smaller
than the size of tracked features, the algorithm is able to track cor-
rectly and the contribution of sensor noise is minimized. For adult
hands, the entire voxel size range shown above produced accept-
able results. Results from a 2.2GHz Intel i7 laptop.
was designed for full-body interaction and has a minimum distance
of around 0.6m. The tracking is surprisingly tolerant of missing
data, and often retains the correct pose if only a few frames of data
are lost. As expected, the tracked hand is not as smooth as the user’s
motions. Tracking is sometimes lost, requiring the user to put his
hand in an easily identifiable pose or otherwise move until tracking
is regained. Our hand tracking, for adult hands, does work with this
device up to its limits - not fully robust, but on par or better than
other markerless solutions.
Figure 11: Starting from a knife hand gesture with heel of the palm to-
ward camera and then bending fingers initially occluded, the surface
constraints pull down the correct digit.
5.3 Time-of-flight Camera
Creative’s Interactive Gesture CameraTM is a small portable device
designed to work with short-range usages and has an effective range
starting at 20cm. Accessible through the Intel R© Perceptual Com-
puting SDK [16], it provides direct access to the depth data, which
is generated using time-of-flight technology. Since the hand can be
placed close to the camera, it is able to generate high-fidelity data.
Fingers pointed at the device are not lost and this enables continu-
ous updates, with fewer losses in tracking as the hand motion passes
through these circumstances. Although the data is sometimes noisy,
the SDK provides a fast smoothing algorithm that produces reliable
data. Additionally, we’ve obtained good results by simply using a
median or bilateral filter [40]. There are still situations, most no-
tably very fast motion, that can still throw off the tracking. Addi-
tionally, rolling a clenched fist often fails, as the depth samples are
too similar to induce the required rotation. The system was demon-
strated at Intel’s 2013 CES booth with unmanaged public usage and
indicated a usable quality of tracking (Figure 12).
Figure 12: Demo at the Consumer Electronics Show 2013
5.4 Projected Texture Stereoscopic Camera
The best results are seen from preliminary testing on the TYZX
DeepSea G3 Vision System, a precursor to the Intel RealSense
R200 [18], which emits a light pattern and uses two IR sensors
to construct a depth image. Running at 60fps, and having a min-
imum distance of 20cm, it has high resolution and accuracy, with
low camera noise and few missing pixels. Not surprisingly, this
results in more precise tracking, which should enable faster hand
motion and more fine grain manipulation within applications. Even
with this setup, the tracking can get lost, requiring the user to put
his hand in an easily identifiable pose to regain the tracking. Fortu-
nately, with the improved precision, measuring error and identify-
ing the correct pose amongst multiple candidates improves greatly.
5.5 Tracking of Multiple Hands
Our tracking system can be easily extended to track both of the
user’s hands. There are many possible approaches to segmenting
the hands [28], and we opted for a computationally efficient solu-
tion. Given that the user’s hands are the foremost objects in the
scene, we use a k-means clustering algorithm [17], to cluster the
point cloud into two hand clusters; we assume the left cluster to be
the left hand, and the right cluster to be the right hand. If the clus-
ters are too close, we merge them into a single cluster and use it to
track the right hand. Additionally, this approach preserves the 3D
sample-based nature of our tracking algorithm.
6 APPLICATION
Today, there already exists a wealth of interaction usages with
3D hand position data [22]. Rich interactive applications can be
built merely by assembling physically enabled content [32]. Such
physics scenes are ideal for adding hand interaction. With the skele-
tal pose information from a tracked hand, it is straightforward to
use these to animate the bones of a 3D model such as the rig of a
skinned hand model. Such a hand model can then use collision de-
tection to interact with virtual objects [12, 21]. Without real-world
or haptic feedback, when the bones are controlled directly in this
manner it can result in a hand that is too strong. There is nothing
preventing it push a heavy box at high speed or penetrating right
through a wall. Therefore we use the relative bone orientations
from connected bones in the tracking data to drive the “muscles”
of a virtual hand in the application - often described as the “pow-
ered ragdoll” approach [6]. The interactive simulation system in
the application applies forces and torques (up to realistic limits) in
an attempt to have the virtual hand match the hand pose provided
by the tracking. Consequently when the user’s real hand makes a
fist while there is an object in front of the palm of the 3D hand
model, the virtual fingers will wrap tightly around the object and
apply forces to maintain the grasp.
Figure 13: Picking up a block in a physically enabled virtual environ-
ment.
Figure 14: Interacting with a barbell where geometry and collision
(instead of gestures and custom programming) enables the grasping,
holding, and manipulating of the object.
Figure 15: Interacting with highly jointed objects.
Our preliminary results testing such systems found that it can
sometimes be challenging to manipulating rigid-body objects. We
found a number of things that improved the user experience.
• Instead of using the model from the tracking system, its better
to use a virtual hand shaped better for the tasks in the applica-
tion. Its easier to grasp with a deeper or concave palm rather
than the enlarged convex palm of the tracking model.
• Similarly, objects become easier to manipulate when they are
constructed in a way that interact well with the virtual hand
model. Unlike a convex polyhedron, a barbell that is capped
at either end with larger geometry will prevent it from slipping
out of the virtual hand (Figure 14).
• Compared to convex bodies with 6 degrees of freedom, users
have greater success with partially constrained objects. For
example, a throw switch/lever or a dial are examples of 3D
objects that interact reliably (Figure 16).
• When the user moves his hand outside the field of view of
the depth sensor tracking is lost. This can be overcome by
translating and/or rotating the user view in the 3D application
as the hand nears the sensor’s limits. This not only encour-
ages the user to keep his/her hand in the proper space, it lets
him/her navigate about the scene.
Figure 16: Interacting with object with 1 rotational degree of freedom.
7 CONCLUSION
We have presented a system for fully articulated 3D tracking the
human hand from markerless depth sensor data. The system is able
to integrate information about the object being tracked and fully uti-
lize the 3D depth data collected at runtime. The tracking fidelity im-
proves with increasing resolution, better model accuracy, and faster
camera frame rate. The system runs comfortably on a single CPU
core, but, using additional computing resources, could be extended
to search and simulate more possible poses in order to improve ro-
bustness further.
8 FUTURE WORK
Many application concepts, such as accurately playing an invisi-
ble instrument or American sign language, will require much more
fidelity and robustness than what is possible today. Fortunately,
our tracking system has potential for improvement. Currently our
3D hand model used for tracking consists only of convex collision
bones used to fit to the depth data or point cloud. We would like to
to add softbody support [37] to enable a more geometrically accu-
rate representation of the human hand. We anticipate this will add
more accuracy especially as the resolution and accuracy of depth
sensors improves in the future.
In early experiments, using primary colors on the fingertips re-
sulted in flawless tracking. Other than this test, we have not ex-
plored the potential of using the RGB data to assist the tracking.
A system that would look for and track natural markers or color
features could add value to the tracking. If IR interference is not a
problem, multiple sensors could also provide better coverage.
So far the focus has mostly been on tracking a single hand. The
current system can potentially be used to track any model such as
a full body skeleton. We anticipate additional work would be re-
quired to meet performance requirements and make this adequately
robust. For example, a multiresolution approach, similar to what we
currently do for fast hand motions, might be most effective when
mixing small and large bones (torso sections and finger bones) into
a single model.
As with many emerging technologies, a wide open research
problem is finding applications and usages that take advantage of
the new capabilities that are offered. Although we haven’t explored
such examples in this work, we note that a real-time 3D hand track-
ing system can theoretically be used in place of any existing 2D
multitouch interface, with the exclusion of haptic feedback. This
would allow of application of this work from world-in-miniature
interactions [7], through playing virtual instruments [33].
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