Abstract. We consider the problem of estimation of a density from observations of a two-component mixture with varying concentrations. It is assumed that the distribution of the first component is unknown, while a parametric model is (perhaps) available for the second component. Applying the sieve maximum likelihood method we construct histogram-type estimators for the densities of distributions of the components and estimators for unknown parameters of the second component. We prove the consistency of the estimators and obtain estimates for the rate of convergence.
Introduction and survey of the literature
The problem of the analysis of data with admixture appears quite often in biostatistics and in medical statistics. Below we discuss one of the possible examples of such data.
Let N patients be under medical evaluation, since a preliminary diagnosis (say, "atypical pneumonia") is made for all of them. A certain medical test is ordered for every patient; let the result of the test be ξ. The complete blood count is an example of such a test. The test results are given by a sample Ξ N = (ξ 1 , . . . , ξ N ), where ξ j is the value of ξ for the patient j. Assume that the distribution of ξ for atypical pneumonia patients is different from that for healthy persons. Denote the density of the distribution of ξ for atypical pneumonia patients by h 1 , and that for healthy persons by h 2 . If all N persons are atypical pneumonia patients, then Ξ N is an ordinary sample from the density h 1 . Unfortunately, atypical pneumonia is not always easily distinguished from acute bronchitis and other respiratory infections. Thus it is likely that the sample Ξ N is mixed with observations ξ j from the density h 2 . However one can estimate the probability w j that person j is an atypical pneumonia patient. This can be done by a thorough study of the symptoms of person j. In such a case, the density of ξ j is a mixture of the densities h 1 and h 2 , namely
How can one estimate h 1 in such a case?
This paper is devoted to the problem of the estimation of densities from data with admixture for the case where the density h 1 of the principal component is unknown and has to be estimated.
The assumptions imposed on the density of the admixture h 2 may vary to some extent; for example, (1) h 2 is unknown like h 1 (the nonparametric case); (2) h 2 is known; for example, it can be estimated from observations ξ for persons who do not suffer from atypical pneumonia (the deterministic case); (3) h 2 is known up to certain parameters (a parametric model of data with admixture).
The third case appears if the distribution of ξ in the sample for persons who are ill but are not atypical pneumonia patients is of the same type as that for healthy persons. One can assume, for example, that both distributions are Gaussian but that they have different mean values.
Applying the sieve maximum likelihood method we construct estimators of the histogram type for all three cases mentioned above. For the third case, we also construct estimators of unknown parameters of the distribution of the admixture. We prove that the estimators are consistent and provide estimates for the rate of convergence of the estimators to the true values.
The method of constructing the estimators is described in Section 2. The main results are stated in Section 3, and the proofs are given in Section ??.
The general approach to analyze mixtures with varying concentration is described in [3] . The density of a distribution is estimated in [4, 2] with the help of kernel estimators for the nonparametric case. Histogram estimators are studied in [5] for homogeneous samples. A description of the sieve maximum likelihood method can be found in [6] .
The setting of the problem
For the asymptotic analysis of estimators, it is reasonable to view the sample Ξ N as an element of a scheme of series, namely Ξ N = (ξ 1:N , . . . , ξ N :N ), where ξ j:N are independent random variables for any fixed N , and
where H 1 is the distribution function of the principal component, H 2 is the distribution function of the admixture, and w j:N is the concentration of the principal component in the mixture when the observation j is made; that is, w j:N is the probability that the observation j is taken from the principal component.
In what follows we assume that the supports of the distributions H i belong to a finite interval. Without loss of generality, we assume that all the supports coincide with [0, 1]. We also assume that the densities h i of the distributions H i exist with respect to the Lebesgue measure and moreover (A) there are numbers 0
To construct the estimators we follow the sieve maximum likelihood method. We seek an estimatorĥ
where K N is the number of subintervals of the partition
If the true densities of the components are h i = g i (x) and
then the logarithm of the likelihood function constructed from the sample Ξ N is given by
If both densities h 1 and h 2 are unknown, then one can choose the pair (ĥ
If arg max is attained at several pairs of functions, then any of them can serve as an estimator for (h 1 , h 2 ). The sieve maximum likelihood method leads to histogram estimators of densities in the case of homogeneous data, that is, in the case of pure samples. By analogy, any estimator of the form (1) is called a histogram.
If the density of the second component h 2 is known up to a parameter ϑ, then
where ϑ ∈ Θ is the unknown parameter. Put
As an estimator for the pair of unknown parameters of the distribution of (h 1 , ϑ) we take
that is, we seek the maximum among those "histograms" whose second component is obtained by averaging the density corresponding to the parametric model. If h 2 is known, then one can use (3) for the set Θ of parameters containing a single element. Thusĥ
if h 2 is known. 
Main results

Let
Then
In the case of a parametric model for the admixture, let
be the uniform modulus of continuity of the density h 2 for all possible values of the unknown parameter.
The conditions for consistency are contained in the following result.
Theorem 3.2. Let condition (A) and assumptions (1)-(3) of Theorem
Introducing extra conditions imposed on the densities h 1 and h 2 one can obtain the rate of convergence of the estimators. For example, let
Consider the nonparametric case. By the symbol C we denote all positive finite constants; C may even denote different constants in the same relation if this causes no confusion. Then for the estimators defined by (2) and all γ such that
there are constants C 1 , C 2 > 0 such that
for all λ > 0 and all sufficiently large N .
Proofs of theorems
For g k1 , g k2 > 0, put
In what follows we denote by the same symbol g i both the step function
and the set of numbers (g ki , k = 1, . . . , K N ). Let η i be random variables with the distribution H i . Let
Lemma 4.1. Let condition (A) hold. Then
for all ε > 0.
Applying twice the Newton-Leibniz formula with respect to the variables t 1 and t 2 we obtain
Now we use the Cauchy-Schwarz inequality for the first three terms in (4) and get
We have E sup
where
Now we consider every term R i , 1 ≤ i ≤ 4, separately. First,
Then we obtain for R 2 and R 3 that
and similarly
For R 4 , we have
whence we obtain that
Now we use the Chebyshev inequality:
Thus the lemma is proved.
Proof of Theorem
According to Lemma 4.1,
By the definition of J(h 1 , h 2 ) we have
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for all positive a and b, we get
and B = (b ik ) 2 i,k=1 . We have
, where λ min and λ max are the minimal and maximal eigenvalues of the matrix B, respectively. Since the entries of the matrix B do not exceed 1, we conclude that λ max ≤ 2. According to assumption (1),
Let z be an arbitrary positive number and ε = cz/(8 √ U N ). Applying Lemma 4.1 we prove that
The right hand side of the latter inequality approaches zero as N → ∞ in view of assumptions (2) and (3). Now we use Theorem 6 of [5] to show that 
Applying (5) we complete the proof of the theorem.
Concluding remarks
We constructed sieve maximal likelihood estimators for the densities of distributions from data with admixture and proved their consistency. The inequality obtained in Theorem 3.3 provides a rough upper bound for the rate of convergence of these estimators. A further investigation is necessary to establish a better asymptotics of these estimators and to study their behavior for small samples.
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