The hypercube segmentation problem is the following: Given a set S of m 4 d vertices of the discrete d-dimensional cube 0, 1 , find k vertices P ,...,P , This problem among other ones was considered by Kleinberg, Papadimitriou, and Raghavan, where the authors designed a deterministic approximation algorithm that runs in polynomial time for every fixed k and produces a solution whose value is within 0.828 of the optimum, as well as a randomized algorithm that runs in linear time for every fixed k and produces a solution whose expected value is within 0.7 of the optimum. Here we design an improved approximation algorithm; for every fixed ⑀ ) 0 and every fixed k our algorithm produces in linear time a Ž.
INTRODUCTION
Motivated by the study of various decision-making procedures arising in wx data mining, Kleinberg, Papadimitriou, and Raghavan introduced in 9 a new class of optimization problems, which they called segmentation problems. In these problems, a company has some information about a set of Ž.
customers C C, and its objective is to choose and produce a prescribed number k of policies. The objective is to optimize, over all possible choices of k policies, the sum, over all customers c g C C, of the value assigned by c to the best policy among the policies produced, according to his individual utility function.
Once the k policies are chosen, the set of customers is partitioned into k segments, where segment number i consists of all customers that pick policy number i. It turns out that in many cases, even when the optimiza-
tion task is trivial for the nonsegmented case k s 1 , the corresponding optimization problem is NP-hard already for k s 2. In the present paper we study two problems of this type. The first one is the following.
THE HYPERCUBE SEGMENTATION PROBLEM. Given a set S of m cus- 
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where ᭪ is the overlap operator between two vertices of the d-dimensional cube, defined to be the number of positions they have in common.
wx This problem is considered in 9 , where the authors show that its precise solution is NP-hard even for k s 2. They design two approximation algorithms for the problem: The first is a deterministic algorithm that runs in polynomial time for every fixed k and produces a solution whose value ' Ž.
is within 2 2 y 2 s 0.828 . . . of the optimum. It is based on the so that for every x g 0, 1 ,
Ž .
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The second is a randomized algorithm that runs in linear time for every fixed k and produces a solution whose expected value is within 0.7 of the optimum.
TWO SEGMENTATION PROBLEMS
175
Here we design an improved approximation algorithm; for every fixed ⑀ ) 0 and every fixed k our algorithm produces in linear time a solution Ž.
whose value is within 1 y ⑀ of the optimum. Therefore, for every fixed k this is a polynomial time approximation scheme for the problem. Our algorithm is deterministic, but it is convenient to first describe it as a randomized one and then to derandomize it using some properties of expander graphs. This improves the performance ratio as well as the wx running time of the deterministic algorithm of 9 for all m, d, and k. The wx randomized algorithm of 9 is slightly faster than ours for large k, but the performance ratio of our algorithm is much better.
The second segmentation problem we consider is the following miniwx mization problem, which is only mentioned briefly in 9 . THE MINIMUM SPANNING TREE SEGMENTATION PROBLEM. Given a con-
n, find k spanning trees T ,...,T of G, so as to minimize the sum
where fT s Ý fe .
We show that unless P s NP, there is no polynomial time algorithm that approximates the optimal solution of this problem up to any finite factor, even if k s 2.
The rest of this paper is organized as follows. In Section 2 we consider the hypercube segmentation problem, describe our randomized approximation algorithm, and present is derandomization. In Section 3 we present Ž.
the simple proof that there is no polynomial time approximation algorithm for the minimum spanning tree segmentation problem, unless P s NP. The final section 4 contains some concluding remarks.
THE HYPERCUBE SEGMENTATION PROBLEM
In this section we present a polynomial approximation scheme for the hypercube segmentation problem. First we describe a randomized algorithm for this problem and then we show how it can be derandomized, using some properties of random walks on expanders. We first describe a simple randomized approximation algorithm for the hypercube segmentation problem, which for any fixed ⑀ ) 0 produces a Ž.
Random Sampling
solution whose expected value is within 1 y ⑀ from optimal. For any fixed k and ⑀ the running time of this algorithm is linear.
Ž.
ALGORITHM Ak , ⑀ .
d
Input: A set S of m customers, each being a vertex of 0, 1 .
1.
Sample l s ⌰ kr⑀ customers from S with repetitions, randomly and independently, according to a uniform distribution.
2.
For all possible partitions of the sample set into at most k segments do:
For each segment in the partition find an optimal policy: a Produce the segmentation of the entire set S according to this family of policies. 
Note that the number of all possible partitions of a set of size l into at
most k parts is Ok . Therefore, the running time of this algorithm is
. This is linear in the length of the input md for any fixed k and ⑀ and remains polynomial in this length for each k up
To study the performance of the algorithm, let P ,...,P be the optimal induced by the family P . Since the algorithm Ak , ⑀ checks all possible i partitions of X, we conclude that the value of its solution satisfies
It thus suffices to prove that the expected value of Ý fP, S is at least
1 y ⑀ of the optimum value Ý fP , S .
ii i Ž.
Let S be a segment in the optimal partition of S, and let Sr , r s 0, 1 for binomial distributions see, e.g., 4, Appendix A we obtain that Pr P
Each such event contributes an additive factor of S 0 y S 1 s ij ij << ␦ S to the total difference between the optimal value and the expected ij i result of the algorithm. By the above discussion, this implies that the expected value of this difference is at most
Consider the function gt s te . It is easy to check that gt attains its
maximum at t s 1r 2c and, hence, gt F c for any real t. By taking
c to be ⌰ Sl rm we obtain that ␦ e F Om r Sl .
' Ž .
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Therefore the expected value satisfies
Using the facts that l s ⌰ kr⑀ and that the optimal value of the hypercube segmentation problem is at least mdr2, we conclude that with the right choice of the constant in the definition of l,
This completes the proof that the approximation ratio of the algorithm
Ak , ⑀ is at least 1 y ⑀ .
Derandomization¨ia random walks
Ž. A family of subsets from Corollary 2.2 is the main ingredient of the following deterministic algorithm for the hypercube segmentation problem.
Ž.
ALGORITHM Bk , ⑀ .
d
4
Ž l .
1. 
Construct a family
for any subset U ; S of size cm. Therefore, we obtain that Pr P result of the algorithm. By the above discussion, this implies that the expected value of this difference is at most
As mentioned in Subsection 2.1 the function gt s te F c for any
real t. By taking c to be ⌰ l we obtain that ␦ S rme
O 1r l . Therefore, the expected value satisfies
Using the facts that l s ⌰ k r⑀ and that the optimal value of the hypercube segmentation problem is at least mdr2, we conclude that with the right choice of the constant in the definition of l, the expected value satisfies
Thus, there exists a particular t and a partition of X s F which produces t Ž.
a segmentation of S whose value is within 1 y ⑀ from optimum. But Ž.
then the algorithm Bk , ⑀ will find it in stage 3. This completes the proof of the correctness of the algorithm.
THE MINIMUM SPANNING TREE SEGMENTATION PROBLEM

Ž.
A hypergraph H is an ordered pair H s V, E , where V is a finite set
the¨ertex set , and E is a family of distinct subsets of V the edge set .A Ž.
hypergraph H s V, E is 3-uniform if all edges of H are of size 3. The chromatic number of H is the minimum number of colors required to color
all its vertices so that no edge is monochromatic. Lovasz 10 see also 6 showed that it is NP-hard to determine whether a 3-uniform hypergraph is 2-colorable. In this section we present a construction for reducing the 2-colorability problem for 3-uniform hypergraphs to the segmented version of the minimum spanning tree. Using this construction we deduce that unless P s NP the minimum spanning tree segmentation problem does not have any polynomial time approximation even for an extremely simple graphᎏa path with three parallel edges between each pair of consecutive nodes. 
CONCLUDING REMARKS
The class of segmentation problems contains several interesting algorithmic questions, and our present paper deals with two of them.
It is not difficult to extend the problem and results of Section 2 to hypercubes over a larger fixed alphabet. We omit the simple details.
The hardness result for the minimum spanning tree segmentation problem holds, as mentioned in Section 3, even if the input graph is the path with three parallel edges between every two consecutive vertices. Similarly, it holds for many other graphs, including every n vertex graph that contains a spanning subgraph which is a subdivision of a graph obtained
from any path by replacing each of ⍀ n edges by three parallel ones. This includes the graphs of the d-cubes, as well as many other ones.
Some of our techniques here are useful in the study of other segmenta-Ž tion problems. One of these is the catalog segmentation problem in the . wx dense case considered in 9 . Suppose that we have a set of n customers and a set U of m items. For each customer we are given a subset of items this customer likes. We wish to create a catalog with r items to be sent to the customers. Our objective is to maximize the sum, over all items, of the number of customers that like this item. The simple optimal solution is, of course, to select the r most popular items. However, if instead of one catalog we can create k different ones, each with r items, sending one of them to each customer, we can sometimes ensure a much bigger value than that given by a single catalog. This leads to the catalog segmentation problem, whose precise formulation is the following. THE CATALOG SEGMENTATION PROBLEM. Given a set U of size m and a family S ,...,S of n subsets of U, find k subsets X ,..., X of U, each S G ⑀ U for all i , they design a randomized polynomial time approximai tion scheme. Our technique here can be used to provide a deterministic polynomial time approximation scheme for this special case. Without the density assumption, the problem appears to be much more difficult, and as wx mentioned in 9 , even the problem of improving the trivial 1r2 approximation for k s 2 in polynomial time seems difficult.
