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Abstract
The temperature dependence of the magnetic penetration depth (λ) has been measured in
single crystals of BaFe2As2 that have been driven into superconductivity by several different
kinds of dopants, specifically potassium, cobalt, and phosphorous.
In (Ba0.6K0.4)Fe2As2 the low temperature behavior of unirradiated samples was consis-
tent with a fully gapped superconducting state with a minimum energy gap ∆min/kBTC ≈ 1.
At very high levels of heavy ion irradiation (a column-column separation of 10 nm) a T 2
power law was observed below TC/3, most likely due to elevated scattering. Neither the lo-
cation nor the sharpness of the superconducting transition was affected by irradiation. This
is evidence for an s+ pairing state.
In Ba(Fe1−xCox)2As2 an aluminum coating procedure was employed to extract the zero-
temperature value of the in-plane penetration depth λab(0) as a function of the cobalt con-
centration x, as it was varied through both the underdoped and overdoped regions of the
phase diagram. A pronounced increase in λab(0) was found as the doping value was decreased
below the optimal level. This is evidence for direct competition between the itinerant anti-
ferromagnetic phase and superconductivity that region of the phase diagram.
In BaFe2(As1−xPx)2 the same aluminum coating procedure was employed to measure
λab(0) as a function of phosphorous doping. A sharp peak in the penetration depth was found
at optimal doping, where the superconducting transition temperature reaches a maximum.
This may arise from quantum fluctuations associated with a quantum critical point buried
beneath the superconducting dome.
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Chapter 1
Superconductivity in Iron Based
Compounds:
1.1 Overview:
1. MATERIALS AND STRUCTURES
The discovery of superconductivity at 26 K in LaFeAsO1xFx ignites the long-term desire of
finding another high-temperature superconducting system besides cuprates, which were discov-
ered in 1987 (1). Superconductivity is achieved through the quantum condensing of paired
electrons, which, in condensed matter, does not happen in an intuitive and straightforward
way. Therefore, exploring a new superconducting system is a hard task: The exploration under
a biased view normally harvests nothing; however, the existing new high-temperature super-
conductors (cuprates, MgB2, and the F-doped LaFeAsO) were found in an unexpected way.
Since the end of 2008, the goal of fabricating new iron pnictide superconductors has been
achieved in a dramatic way. Within two short years, approximately six different structures of
the FeAs family have been found. In Figure 1, we present the chart plot of the six different
structures of FeAs-based materials found so far. They are called 11, 111, 122, 1111, 32522, and
21311 (or 42622), which are derived from their formulas. It is evident that all the families have
the FeAs planes as the basic building layers, and they are sandwiched by other layers, which
either donate charges or make the internal pressure to the FeAs layers, such that they influence
the electronic properties. In Table 1, we provide the transition temperatures and the lattice
parameters of all the structures. So far, all but the 32522 family exhibit clear evidence of
superconductivity; all other families show superconductivity with the highest transition temper-
atures (56–57 K) in the 1111 family (2–4).
11 111 1111 122 32522 42622
21311
LiFeAs
NaFeAs
Tc = 18 K
F-REFeAsO
RE-CaFeAsF
Tc = 57 K
FeSe
FeTe
Tc =  8 K
HP
Tc = 37 K
(Ba,K)Fe2As2
Tc = 18 K
Ba(Fe,Co)2As2
Tc = 26 K
(Sr3Sc2O5)Fe2As2
No SC
(Sr4V2O6)Fe2As2
Tc = 37 K
Tc = 46 K (HP) 
Figure 1
Six different structures of the FeAs-based materials, which contain the FeAs planes (highlighted in yellow). The formulas given here
represent the typical ones. Abbreviation: RE, rare earth.
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Figure 1.1: Several different structures of Fe-As based superconductors with the Fe-As planes
highlighted in yellow. RE stands for rare earth [1].
The discovery of superconductivity in LaFeAsO at 26K [18] catalyzed a global effort that
has subsequently charted many more superconducting chemical cousins to those first mate-
rials [19]. The common feature amongst all of the highest transition temperature materials
is the presence of 2D sheets of FeX4 tetrahedrally coordinated where X is commonly either
arsenic or selenium (figure 1.1. The similarities between the two dimensional properties
1
of these iron compounds and those of the copper oxide materials has sparked tremendous
excitement [4]. This thesis will focus on a particular subset of the iron-based materials com-
monly known as the “122” family because they are all derived from the parent compound
BaFe2As2. 6
FIG. 4. Magnetic and superconducting phase dia-
gram of BaFe2As2-based materials. Superconductivity
emerges when the AFM order is suppressed via either
hole doping in (Ba1−xKx)Fe2As2 (right), electron doping
in Ba(Fe1−xCox)2As2 (left), or isovalent substitution in
BaFe2(As1−xPx)2 (bottom). In the P substituted system and
in the overdoped region of K-doped system, the supercon-
ducting gap has line nodes.
responds to 0.5 holes/Fe atom. In the electron doped
Ba(Fe1−xCox)2As2, the maximum Tc of 22K appears at
x = 0.07. In contrast to the hole-doped case, super-
conductivity vanishes at only 0.15 electrons/Fe atom (al-
though note that each doped K atom only adds 0.5 holes
per Fe). This electron-hole asymmetry in the phase dia-
gram has been attributed to an enhanced Fermi surface
nesting in the hole-doped compounds. The superconduc-
tivity of Tc = 31K appears in heavily-electron doped
AxFe2−ySe2 with no hole pockets [73].
D. Isovalent substitution system
The isovalently ‘doped’ BaFe2(As1−xPx)2 system is a
particularly suitable to study the detailed evolution of
the electronic properties because of the following reasons.
In isovalent ‘doping’ with no introduction of additional
charge carriers, the dopant changes the electronic struc-
ture mainly because of differences in ion size. In fact, the
phase diagram of BaFe2(As1−xPx)2 can be retraced with
hydrostatic pressure from any starting P concentration
[50], suggesting that pressure is somehow equivalent to
substitution. Observation of quantum oscillations in a
wide x-range (0.38 ≤ x ≤ 1) demonstrates the low scat-
tering rate of the defects introduced by P substitution
[51, 77–79], particularly for the electron sheets.
According to density function theory (DFT) band-
structure calculations [50, 51], three hole sheets exist
around the zone center (Γ point) in BaFe2As2, while one
of them is absent in BaFe2P2 (Figs. 3(d) and (e)). Both
compounds have two electron pockets around the zone
corner (X point). The three dimensionality of the hole
Fermi surfaces is quite sensitive to the pnictogen posi-
tion zPn. The substitution of P for As reduces both the
c axis length and zPn and eventually leads to the loss of
one of the hole sheets and a strong increase in the warp-
ing of another which gains strong dz2 character close to
the top of the zone (Z point). This increased Fermi sur-
face warping upon doping weaken the nesting along the
(pi, pi) direction. In contrast to the significant changes in
the hole sheets, the electron sheets are almost unchanged
in the calculations, although experimentally a significant
reduction in their volume is found [51].
E. Superconducting gap structure and symmetry
Detailed knowledge of the superconducting gap struc-
ture and how it varies between different families can be
useful in helping to decide between microscopic theo-
ries [9, 80–87]. The superconducting gap structure in
the 122 family has been studied extensively by means of
various experimental techniques [9]. Fully gapped su-
perconductivity has been well established in the opti-
mally doped regime of electron-doped Ba(Fe1−xCox)2As2
[88] and hole-doped (Ba1−xKx)Fe2As2 [89, 90], indicat-
ing A1g (s-wave) symmetry.
On the other hand, the presence of line nodes have
been reported in heavily hole doped KFe2As2 [91–95]
and throughout the whole superconducting region of the
phase diagram in isovalently doped BaFe2(As1−xPx)2
[72, 96–98]. For BaFe2(As1−xPx)2, there is no evidence
of vertical line nodes in the hole pockets located at the
zone center. Although the position of the line nodes in
this system is controversial [97, 99–101], it is very likely
that the gap function has A1g symmetry. Recent results
detailing the effect of electron irradiation on the mag-
netic penetration depth demonstrate that the line nodes
are lifted by the impurities [102] indicating that they are
not symmetry protected [103]. From the above we con-
clude that the gap structure is not universal, but the gap
symmetry is universal, i.e. A1g symmetry, at least in the
122 family.
IV. QCP HIDDEN BENEATH THE
SUPERCONDUCTING DOME
The method of isovalent substitution offers an ideal
route to quantum criticality [45, 104], as distinct from
charge carrier doping or application of external pressure.
Since BaFe2As2 exhibits SDW order and BaFe2P2 does
not, we can place the two end materials on either sides of
Figure 1.2: Doping diagram for BaFe2As2. AFM ordering may be suppressed by electron
doping (left), hole doping (right) or isovalent substitution (bottom). [2].
Three of the dopants that will induce superconductivity in the parent compound are
cobalt, potassium, and phosphorous. Replacing some of the barium with potassium has
been shown to add holes to the system and produce TC ;s up to 38K [20]. Substituti n
of iron with transition metals such a cobalt has been shown to generate TC ’s as high as
26K [21]. Finally application of pressure to the parent compound through either mechanical
or chemical means has been shown to induce superconductivity with TC ’s up to 28K under
optimal conditions [22]. This thesis will discuss experiments utilizing each one of these
2
dopants. Phosphorous doping has been shown to produce some of the cleanest compounds
available, as the isovalent nature of the dopant adds no charge disorder to the system [14,23].
As shown in figure 1.2 each of the dopants acts to suppress magnetic ordering in the parent
compound which allows superconductivity to emerge [4].
1.2 Generalized Band Structure Properties and
Expectations for the Pairing Mechanism:
Comprehensive band structure calculations were completed very quickly after the initial
discovery of iron based superconductivity (FBS) [8]. These studies have suggested that
quasi-two dimensionality and multi-band physics govern all of the materials so far discov-
ered[Hirschfeld].
2. Prerequisites for addressing the Cooper pairing
2.1. Electronic structure and fermiology
2.1.1. Density-functional calculations
The two main families of the Fe-based superconductors are
1111 systems ROFeAs with rare earth ions R [1,2] and the 122 sys-
tems AFe2As2 with alkaline earth element A [3]. Both families have
been studied in much detail by ﬁrst principles DFT calculations.
Here and below, unless speciﬁcally indicated, we use a 2D unit cell
with two Fe per cell, and the corresponding reciprocal lattice cell;
the x and y directions are along the next-nearest-neighbor Fe–Fe
bond. It appears that all materials share the same common motif:
two or more hole-like Fermi surfaces near the C point [k = (0,0)],
and two electron-like surfaces near the M point [k = (p,p)] (Figs.
1–5). This is true, however, in strictly nonmagnetic calculations
only, when the magnetic moment on each Fe is restricted to zero.
As discussed below, this is not necessarily a correct picture.
If, however, we neglect this potential caveat, and concentrate on
the two best studied systems, 1111 and 122, the following relevant
characteristics can be pointed out: First, the density of states (DOS)
for holes and electrons is comparable for undoped materials; with
doping, respectively one or the other becomes dominant. For in-
stance, for Ba0.6K0.4Fe2 As2 the calculated DOS (in the experimental
structure) for the three hole bands varies between 1.1 st/eV/f.u.
and 1.3 st/eV/f.u., the inner cylinder having, naturally, the smallest
DOS and the outer the largest. For the electron bands the total DOS
is 1.2 st/eV/f.u., that is, two to three times smaller than the total for
the hole bands [4]. We shall see later that this is important. An-
other interesting effect is that in the 122 family doping in either
direction strongly reduces the dimensionality compared to un-
doped compounds (in the 1111 family this effect exists, but is
much less pronounced), see Fig. 4. This suggests that the reason
that doping destroys the long-range magnetic order (it is believed
by many that such a destruction is prerequisite for superconduc-
tivity in ferropnictides) is not primarily due to the change in the
2D electronic structure, as it was initially anticipated [5], but rather
due to the destruction of magnetic coupling between the layers. In-
deed the most striking difference between the undoped 1111 and
undoped 122 electronic structure is quasi two-dimensionality of
the former and a more 3D character of the latter (the difference
is clear already in the paramagnetic calculations, but is particularly
drastic in the antiferromagnetic state), while at the same time the
observed magnetism in the 122 family is at least three times stron-
ger than in LaFeAsO (in the mean-ﬁeld DFT calculation the differ-
ence is quite small).
The fact that the nesting is very imperfect is crucial from the
point of view of an SDW instability, making the material stable
against inﬁnitesimally small magnetic perturbation. For supercon-
ductivity, however, it is less important, as discussed later in the
paper.
Fig. 1. The Fermi surface of the nonmagnetic LaAsFeO for 10% e-doping [4]. The
main difference between the calculations using the experimental atomic positions,
as here, and the calculated ones, as in Ref. [5], is presence of the third hole sheet
(x2y2 band).
Fig. 2. The Fermi surface of the nonmagnetic BaFe2As2 for 10% e-doping (Co doping,
virtual crystal approximation) [4].
Fig. 3. The Fermi surface of the nonmagnetic BaFe2As2 for 10% h-doping (20% Cs
doping, virtual crystal approximation [4])
Fig. 4. The Fermi surface of BaFe2As2 for 20% h-doping (corresponding to
Ba1.6K0.4Fe2As2, calculated as 40% Cs doping in the virtual crystal approximation)
[4]. Note that, had we use the calculated As positions instead of the experimental
ones, the FS would have been much more 3D.
I.I. Mazin, J. Schmalian / Physica C 469 (2009) 614–627 615
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by many that such a destruction is prerequisite for superconduc-
tivity in ferropnictides) is not primarily due to the change in the
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due to the destruction of magnetic coupling betwee the layers. In-
deed the most striking difference between the undoped 1111 and
undoped 122 electronic structure is quasi two-dimensionality of
the former and a more 3D character of the latter (the difference
is clear already in the paramagnetic calculations, but is particularly
drastic in the antiferromagnetic state), while at the same time the
observed magnetism in the 122 family is at least three times stron-
ger than in LaFeAsO (in the mean-ﬁeld DFT calculation the differ-
ence is quite small).
The fact that the nesting is very imperfect is crucial from the
point of view of an SDW instability, making the material stable
against inﬁnitesimally small magnetic perturbation. For supercon-
ductivity, however, it is less important, as discussed later in the
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Fig. 1. The Fermi surface of the nonmagnetic LaAsFeO for 10% e-doping [4]. The
main difference between the calculations using the experimental atomic positions,
as here, and the calculated ones, as in Ref. [5], is presence of the third hole sheet
(x2y2 band).
Fig. 2. The Fermi surface of the nonmagnetic BaFe2As2 for 10% e-doping (Co doping,
virtual crystal approximation) [4].
Fig. 3. The Fermi surface of the nonmagnetic BaFe2As2 for 10% h-doping (20% Cs
doping, virtual crystal approximation [4])
Fig. 4. The Fermi surface of BaFe2As2 for 20% h-doping (corresponding to
Ba1.6K0.4Fe2As2, calculated as 40% Cs doping in the virtual crystal approximation)
[4]. Note that, had we use the calculated As positions instead of the experimental
ones, the FS would have been much more 3D.
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(b) Hole Doping
Figure 1.3: Fermi surface structures for Iron based superconductors [3]. Low levels of electron
doping cause the Fermi suraces to become quasi-2D warped cylinders centered about the (0,0)
and (pi, pi) points. Weak hole doping causes Fermi surfaces to become more isotropic and
more two-dimensional.
The prototypical Fermi surface in iron based superconductors consists of five quasi-
cylindrical pockets generated from the Fe 3D orbitals with details that highly dependent
on the effective doping level (figure 1.3 a and 1.3 b). Three of the pockets are hole pockets
located at the center of Brillouin zone. The other two are electron pockets located at the
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representation, E2g. Each representation has an infinite set of eigenfunctions. The
eigenfunctions from A1g are invariant under symmetry transformations in a tetragonal lattice:
x ! x, y ! y, x ! y; the eigenfunctions from B1g change sign under x ! y, etc. If a
superconducting gap has A1g symmetry, it is often called s-wave because the first eigenfunction
from the A1g group is just a constant in momentum space (a d-function in real space). If the gap
has B1g or B2g symmetry, it is called d-wave (dx2y2 or dxy), because in momentum space the
leading eigenfunctions in B1g and B2g are cos kx  cos ky and sin kx sin ky, respectively, and
these two reduce to l ¼ 2 eigenfunctions cos 2y and sin 2y in the isotropic limit.
In the cuprates, the superconducting gap has been proved experimentally to have B1g sym-
metry (see, e.g., Reference 33 and references therein). The gap with this symmetry appears quite
naturally in the cuprates, in the doping range where they are metals, if one assumes that the glue
that binds fermions together is a spin-fluctuation exchange rather than a phonon (see Figure 2).
The notion of a spin-fluctuation exchange is a convenient way to describe multiple Coulomb
interactions between fermions. It is believed, although not proved rigorously, that in systems
located reasonably close to a magnetic instability, the fully screened Coulomb interaction
between fermions can be approximated by an effective interaction in which fermions exchange
quanta of their collective fluctuations in the spin channel. That a B1g gap is selected is not a
surprise because such a gap DðkÞ / coskx  cos ky changes sign not only under kx! ky but also
between k and k0 ¼ k þ Q, where Q ¼ (p,p) is the momentum at which spin fluctuation–
mediated pairing interaction U(k,k0) is peaked. This sign change is the crucial element for any
electronic mechanism of superconductivity because one needs to extract an attractive (negative)
component from the repulsive (positive) screened Coulomb interaction. For the B1g gap such a
Cuprates b
(0,π)
+
+
– –
(π, 0)(π,
Q = (π,π)
(0,0)
Δ(k) = Δ0 (cos kx – cos ky) Δ(k=0) = Δ0, Δ(k=π, π) = –Δ0
(π,π)
Pnictides
0
+
––
–
0
Q
0
π
–π
–π π
a
–
Figure 2
A comparison of the pairing state from spin-fluctuation exchange in cuprate SCs and in Fe-based supercon-
ductors (FeSCs). In the cuprates (a) the Fermi surface (FS) is large, and antiferromagneticQ¼ (p,p) connects
points on the same FS. Because spin-mediated interaction is positive (repulsive), the gap must change sign
between FS points separated by Q. Consequently, the gap changes sign twice along the FS. This implies a d-
wave gap symmetry. In FeSCs (b) scattering byQmoves fermions from one FS to the other. In this situation,
the gap must change sign between different FSs but to first approximation remains a constant on a given FS.
By symmetry, such a gap is an s-wave gap. It is called sþ because it changes sign between different FSs.
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Figure 1.4: Idealized Fermi surfaces for an FBS demonstrating the ease with which a vector
Q can match a hole surface (center) with an electron surface (corner) [3].
corners. The degree of circular symmetry of these pockets has been shown to be highly
dependent on the nature of the dopants in question [24]. The good match between the
cylindrical hole Fermi surfaces and the cylindrical electron Fermi surfaces when either is
translated by a vector Q (figure 1.4) inspired many models where electrons were bound into
Cooper pairs using the strong spin fluctuations that should develop at that wavevector [4].
It was shown that the naturally repulsive antiferromagnetic interaction between different
sheets could be changed into an attractive one capable of producing Cooper pairs if the
order parameters on different sheets had opposite signs [25]. The order parameters on
different sheets would still maintain their own individual circular symmetry however (figure
1.5 d).This sort of pairing has been called the s+− scenario [26]. This same kind of conversion
of a repulsive interaction into an attractive one seems to occur in the cuprates but there
generates a d-wave order parameter since the Q vector connects different quadrants of the
same Fermi surface sheet [3] (figure 1.5 b). Multi-sheet superconductivity should not be
taken as implicit proof that a system must be s+− in nature, given that MgB2 has a multi-
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crystallographic motif (Fig. 1a), with the main component being a 
square lattice of iron atoms sandwiched between two square lattices 
of pnictogen (arsenic or phosphorus) — hence the initial name — or 
chalcogen (selenium or tellurium) atoms. Between these crucial trilay-
ers, various ‘filler slabs’ can be placed (although this is not essential): for 
example, a single crystallographic layer of sodium, barium, strontium 
or calcium; a trilayer consisting of a layer of oxygen between layers of 
a rare-earth element (the highest Tc so far, 56 K, has been observed in 
this family); or an even more complex filler slab.
Superconductivity can be induced in all materials by chemical doping 
or pressure, or a combination of both, as long as this results in the sup-
pression of magnetism. In contrast to copper oxides, which have very 
low electrical conductivity along the direction perpendicular to the 
copper-oxide layers, none of these systems is truly two dimensional. 
This is beneficial in terms of practical applications, because in polycrys-
talline two-dimensional materials superconductivity can be destroyed 
by a relatively small current.
What can be inferred from the large number of iron-based 
superconductors and the known properties of these materials? So far, 
no simple correlation has been noticed between anisotropy, the distance 
between planes in the crystal lattice, the temperature at which antifer-
romagnetic ordering occurs in the parent phase (or even the pattern of 
the magnetic order of this phase) and the superconducting Tc. Initially, it 
seemed as though Tc is optimized when the four anions around an iron ion 
form an ideal tetrahedron12. However, after more iron-based supercon-
ductors had been uncovered, this finding seemed not to be universal13.
By contrast, phase diagrams of essentially all iron-based 
superconductors have both superconducting phases and a strongly anti-
ferromagnetic phase (see Fig. 1, which is a schematic view of the generic 
features of the phase diagram). All iron-based superconductors contain 
iron in a valence state that is close or equal to Fe2+. All materials that have 
been studied so far show a peak in inelastic neutron-scattering spectra 
that corresponds to magnetic excitations at a particular wavevector, Qm 
(even though for at least one family, FeTexSe1−x, the static magnetic order 
occurs at a different wavevector). In cases in which the Fermi surface has 
been mapped by angle-resolved photoemission spectroscopy (ARPES), 
two sets of Fermi surfaces, roughly separated by the same wavevector, 
Qm, have been revealed (Fig. 3).
It is tempting to assume (and in fact almost the entire community has 
succumbed to this temptation) that the features that such disparate iron-
based superconductors have in common reflect a common origin for the 
observed superconductivity. Adopting this path, it can be concluded that 
proximity to a magnetic quantum critical point (as is seen in the phase 
diagram) signals that magnetic (spin) fluctuations play an important 
role. The fact that neutron-scattering measurements always uncover 
magnetic excitations with a particular wavevector, Qm, also suggests 
that these excitations are instrumental for mediating the pairing of elec-
trons. Note that the two electrons in a singlet Cooper pair have the same 
charge but opposite spins. A corollary of this is that magnetic excitations 
lead to pairing only if the corresponding wavevector spans parts of the 
Fermi surface with order parameters (that is, the pair wavefunction) of 
opposite sign (see ref. 14 for further explanation). Now, noting that there 
are two sets of Fermi surfaces that are roughly separated by the same 
wavevector Qm (Fig. 3), the so-called s± superconductivity is derived, in 
which the sign of the order parameter is switched between the two sets 
of Fermi surfaces (Fig. 2).
In the previous paragraph, I describe how the s± superconductivity 
model could have been arrived at, by using data from ARPES and neutron-
scattering experiments that became available roughly one year after the 
initial discovery. It is gratifying that theorists were able to come up with 
this model within a few weeks of the initial discovery, solely on the basis 
of electronic structure calculations and theoretical models5,6.
Farther down the road
It is still not clear beyond a reasonable doubt that the superconducting 
symmetry realized in iron-based superconductors is s± symmetry and 
that pairing is due to spin fluctuations. The jury is still out. This is 
a jury that is deeply convinced by the prosecution but is reluctant to 
base its verdict solely on circumstantial evidence. However, circum-
stantial evidence is plenty in this case, and physicists might be en route 
to uncovering a direct proof.
It is known (from nuclear-magnetic-resonance spectroscopy data) 
that the Cooper pairs in iron-based superconductors are spin singlets 
(formed by electrons with antiparallel spins). In this class, three possible 
symmetries of the order parameter are compatible with the tetragonal 
Figure 2 | Superconducting order parameter. A schematic representation 
of the superconducting order parameter in different cases: a conventional, 
uniform, s wave, such as in an ‘old-fashioned’ superconductor (for example 
aluminium) (a); a d wave, as is the case in copper oxides (b); a two-band 
s wave with the same sign, as in MgB2 (c); an s± wave, as is thought to be the 
case in iron-based superconductors (d). In a and b, the two-dimensional 
Fermi surface is approximated by one circle. In c and d, the Fermi surface 
is approximated by a small circle in the centre (the first band) surrounded 
by four larger circles (to comply with the tetragonal symmetry; the second 
band). In all cases, the height of the ‘rubber sheet’ is proportional to the 
magnitude of the order parameter (including its sign).
Figure 3 | A typical calculated Fermi surface of an iron-pnictide 
superconductor. The Fermi surface (projected onto the kx–ky plane, where 
k is electron momentum) shown is calculated for 10% electron-doped 
LaFeAsO. Experimentally observed Fermi surfaces show similar geometries. 
The momentum connecting the two sets of Fermi surfaces, Qm, is shown by 
the arrow. Spin fluctuations with this moment were predicted theoretically 
and found experimentally, and they are now thought to be instrumental for 
creating high-Tc superconductivity in iron-based superconductors. 
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Figure 1.5: Possible forms of the superconducting gap in iron based superconductors: a)
conventional s-wave superconductivity b) a d-wave gap, where the sign ch nge is represented
by the shift fro positive phase (red) o negative hase (blue) c) multi-band s++ d) sign
changing s+− [4].
sheet fermi surface but has a fully att active pho on-m dia ed interaction.
Though the nesting/SDW fluctuati n pai ing scenario is considered a very good hypoth-
esis at the moment, it should not be considered sacrosanct. Charge fluctuations have also
been put forth as a possible cause of conventional multiband s++ pairing (figure 1.5 c) with
no sign difference between different Fermi surfaces [27, 28]. But given the importance of
understanding the pairing interaction to understanding the nature of superconductivity, it
is critical that this question be answered.
1.3 Generic Iron-Based Superconductor Phase
Diagram and Competing Orders:
The phase diagram for a typical iron-based superconductor is very complex (figure 1.2). The
parent materi s for most FBS compounds exhibit both antiferromagnetic SDW transitions
5
and overall structural transitions as they are cooled. The temperatures for both sorts of
transitions are suppressed by doping or pressure before reaching some critical level that allows
superconductivity to emerge. In some case SDW ordering and supeconductivity remain
intimately mixed, while in others they undergo phase separation [29].
Subsequent chapters will describe how measurements of the London penetration depth
can utilize the complicated phase diagram of iron based superconductors to answer some of
the questions that are at the heart of the study of highly correlated systems.
6
Chapter 2
Theoretical Background to
Superconductivity:
2.1 London Theory:
The usual hallmark of superconductivity is the sudden onset of zero electrical resistance.
But it was the discovery of the Meissner effect, that B = 0 within a superconductor, that
first proved that superconductivity was a true thermodynamic phase completely distinct
from the normal state. The Meissner effect also represents the first definitive proof that
superconductivity is fact quantum mechanical in nature, because Bohr showed that purely
classical charged particles in a magnetic field cannot produce the non-zero static current
needed to expel a static magnetic field from the interior of a superconductor [30].
The Meissner effect inspired H. and F. London to develop a theory of the electromagnetic
behavior of superconductors. London theory postulates that a superconductor would exhibit
loss-less current flow. Charge carriers will accelerate when subjected to a constant driving
force according to:
ms
dvs
dt
= esE (2.1)
The total current produced by a density of ns of charge carriers, then obeys the first London
equation:
dJs
dt
=
nse
2
s
ms
E (2.2)
Taking the curl of Ampere’s law and substituting our result for dJs/dt:
∇×B = µoJs
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∇× (∇×B) = −∇2B = (µo∇× (Js))
−∇2(dB
dt
) = µo∇× (dJs
dt
)
−∇2(dB
dt
) = µo∇× (nse
2
s
ms
E)
−∇2(dB
dt
) = µo
nse
2
s
ms
(∇× E)
Further substitution of Faraday’s law allow the entire expression to be refactored:
−∇2(dB
dt
) = µo
nse
2
s
ms
(−dB
dt
)
(∇2 − µonse
2
s
ms
)(
dB
dt
) = 0
(∇2 − 1
λ2L
)(
dB
dt
) = 0 (2.3)
Equation 2.3 could be answered either by making dB
dt
= 0, but this would mean that an
external field B applied before the sample entered into the superconducting state could
never be reduced to 0, in violation of the Meissner effect. Equation 2.3 must instead be
rewritten as equation 2.4:
d
dt
(∇2B − 1
λ2L
B) = 0 (2.4)
This results in an equation for field penetration into the bulk of the superconductor with a
characteristic length scale set by λL:
∇2B − 1
λ2L
B = 0 (2.5)
The london penetration depth is then:
λL =
√
ms
µonse2s
(2.6)
8
2.2 A Superconducting slab in a Magnetic Field:
x
z
y
Bo
2d
Figure 2.1: An external field Bo penetrates a limited distance into a semi-infinite slab of
thickness 2d.
Applying a magnetic field Bo parallel to the surfaces of a slab of superconducting material
that is 2d thickness the x direction and infinite in the y and z directions (figure 2.1) yields
a simple boundary value problem. The solution of equation 2.5 for the slab shown in figure
2.1 is:
B(x) = B0
cosh(x
λ
)
cosh( d
λ
)
(2.7)
The magnetic susceptibility of the slab is defined as:
χ =
M
H0
(2.8)
Substituting the solution for field penetration into Shoenberg’s formula [31] for its magneti-
zation gives us:
M =
1
2d
d∫
−d
(
B
µo
−H0)dx (2.9)
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Performing the integral then leaves:
χ = −1 + λ
d
tanh(
d
λ
) (2.10)
In the limit where λ⇒ 0, Bin. ⇒ 0 which reproduces the macroscopic Meissner effect.
2.3 Relevant Aspects of B.C.S. Theory
The microscopic model arrived at by Bardeen, Cooper, and Schieffer that allowed a super-
conducting state to condense out of a conventional fermi liquid requires that solution exist
to its self-consistency equation [32]. The BCS gap equation relates the interactions between
all possible pairs of fermions at different momentum vectors k and k′ through a (potentially
anistropic) interaction term Vkk′ and a (potentially anistropic) energy gap ∆k′ . Here k′ are
the single electron energies and T is the temperature:
∆k = −1
2
∑
k′
Vkk′
∆k′√
|k′|2 + |∆k′|2
tanh

√
|k′|2 + |∆k′|2
2T
 (2.11)
This nonlinear integral equation defining an entirely unknown function is the keystone to
BCS theory. Self-consistent solutions require an attractive interaction (−Vkk′) and set both
the transition temperature and the zero temperature gap value. This makes understanding
the nature of the interaction and the gap structure in a new materials essential.
A purely repulsive interaction between fermions (+Vkk′), if multiplied by a gap that
changes signs somewhere on the Fermi surface, can also generate self-consistent solutions
by making both sides of the equation positive [33]. Given the multisheet Fermi surface
generic to iron based superconductors, it is natural to suggest that a gap which changes
signs between the electron and hole pockets could produce an attractive interaction from
nominally repulsive AFM interactions [26]. Such an s+− gap would maintin s-wave symmetry
within each respective hole or electron pocket.
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2.4 B.C.S. Theory and the London Penetration
Depth:
In the clean, semi-classical limit of BCS theory, the temperature dependent penetration
depth is related to the gap through:
λ2(0)
λ2(T )
= ρs(T ) = 1− 2
∞∫
∆(κ)
(
− ∂f
∂E
)∫ E√
E2 −∆2(κ)
dΩ
4pi
 dE (2.12)
The combined integrals average the potentially anisotropic superconducting gap and
the potentially anisotropic Fermi surface to track the temperature dependent generation
of quasi-particle excitations that progressively destroy superconductivity. The gap only
manifests itself through the temperature dependence of the penetration depth. In the zero
temperature limit the penetration depth λ0 is purely a function of band structure of the
material, which is consistent with the London result (equation 2.6).
It is worthwhile to calculate the superfluid density and temperature dependent penetra-
tion depth for a few different possible gap and Fermi surface configurations. For conventional
isotropic swave pairing the unknown gap function becomes a simple k-independent constant.
Consequently, the superfluid density becomes:
ρs = 1−
√
2pi∆(0)
kBT
e
−∆(0)
kBT (2.13)
Substituting ρ = (λ(0)/((0) + ∆λ(T )))2 and isolating ∆λ(T ), we find that (below 0.25%TC
where the gap can be considered constant) the temperature dependence of the penetration
depth is:
∆λ(T ) = 1 +
√
2pi∆(0)
kBT
e
−∆(0)
kBT + h.o.t. (2.14)
Extracting the properties of unconventional d-wave superconductivity requires a start-
ing model for the anistropic d-wave gap. Under the so-called dx2−y2 gap framework, the
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quasiparticle density of state takes on angular dependence to become:
ρdx2−y2 (E) =
ρ(µ)|E|
4pi
2pi∫
0
dφ
pi∫
0
dθ
sin(θ)√
E2 − |∆0|2 sin4(θ) cos2(2φ)
(2.15)
Along the two lines of longtiude where cos(2φ) = 0 the order paramter vanishes and the
density of states becomes proportional to E lnE as E/∆0 → 0. Feeding this density of states
forward into the general formula for the superfluid density, and assuming a 2D cylindrical
Fermi surface (a generic assumption for the copper oxide family of materials), one gets:
ρ = 1− 1
2piT
2pi∫
0
cos2(φ)
∞∫
0
cosh

√
2 + ∆2(T, φ)
2T
 ddφ (2.16)
In the low temperature limit, to lowest order, this evaluates to a residual linear term, whose
discovery in Y Ba2Cu3O6.95 [34] was very important evidence for d-wave symmetry:
ρ = 1− 2 ln 2
∆(0)
T (2.17)
In terms of the penetration depth, this results in:
∆λ(T )
λ(0)
=
2 ln 2
α∆(0)
T (2.18)
This is not special to the dx2−y2 gap assumed earlier, as the linear T dependence arises
primarily from the nodal region where N(E) ∝ E. Except under very special circumstances
[35], measurements of the temperature dependent penetration depth do not directly access
the phase of the order parameter, but do test for the presence of nodes in the order parameter.
Measurements of the zero temperature limit of the penetration depth on the other hand, are
in principal a direct function of the Fermi surface.
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Chapter 3
Experimental Methods:
3.1 Inductive Measurements of the Magnetic
Susceptibility:
One way of the determining λL is to measure the magnetic susceptibility of a sample in the
superconducting state. Recalling the previous chapter, χ for a superconducting slab is:
χ = −1 + λ
d
tanh(
d
λ
) (3.1)
This susceptibility could be determined by measuring the change in the inductance of a coil
from its original value Lo when the superconducting sample is inserted. The inductance of
the coil would then become:
L = L0(1 + ηχ) (3.2)
where η is a dimensionless filling factor equal to the volume of the sample divided by the
volume of the coil. In most circumstances it is preferable to perform measurements in a
configuration where the magnetic field is perpendicular to the a-b face of the slab. This
requires that the solution for the semi-infinite slab in parallel field described in the previous
chapter be generalized to a more complicated geometry. A semi-empirical solution to this
problem was shown by Prozorov et al [36] to adequately model the complex spatial behavior
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of the screening fields in this configuration. The slab susceptibility then becomes:
χ =
(
1
1−N
)(
−1 + λ
R˜
tanh
(
R˜
λ
))
(3.3)
Here N is an effective demagnetization factor that depends on the exact sample geometry
and R˜ is a characteristic size that incorporates both the sample thickness and width into
one combined quantity via the relationship:
R˜ ≈ weff
2{1 + {1 + ( 2d
weff
)2} arctan(weff
2s
)− 2d
weff
} (3.4)
The width weff is simply the radius for a cylindrical sample. For a rectangular sample it is
a function of the sample dimensions in the plane perpendicular to the field:
weff =
ab
a+ b
(3.5)
The demagnetization factor can only be calculated analytically for elliptical geometries. For
a sphere, the demagnetization factor is NSph. = 1/3.and the effective sample size is simply
the radius.
3.2 Resonant Circuit Based Inductance
Determination:
Under most circumstances the London Penetration Depth is much smaller than the charac-
teristic size of the sample in which its determination is desired. This means that the overall
susceptibility of the sample when it is in the superconducting state is very close to that of a
perfect diamagnet, χ = −1. Most techniques for conventional inductance measurement lack
the necessary precision to resolve this slight difference and therefore cannot perform London
penetration depth measurements. One method by which measurements of the penetration
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depth may be made is to make the inductor, into which the sample can be inserted, part
of an L-C circuit. The change in the resonance frequency of the combined LC circuit in
response to a change in inductance ∂L can then be easily calculated:
f =
1
2pi
√
LC
∂f = −
(
1
2
)(
1
2pi
√
LC
)(
∂L
L
)
∂f
f
= −
(
1
2
)(
∂L
L
)
∂f
f
= −
(
1
2
)(
Loηχ
Lo
)
∂f
f
= −
(
1
2
)
ηχ
Here we have made the change in inductance upon insertion of the sample ∂L equal
to Loηχ. Substituting the semi-analytic expression for the susceptibility established by
Prozorov [36] and the respective volumes that define the fill factor η, we are left with:
∂f
f
= −
(
1
2
)(
Vsample
Vcoil
)(
1
1−N
)(
−1 + λ
R˜
tanh
(
R˜
λ
))
(3.6)
Presented in the form of equation 3.6, the frequency shift of an L-C oscillator upon the
insertion of a superconducting sample does not yet allow us to extract the London penetra-
tion depth λL. This is partially because the pre-factors for the sample dimensions including
the effects demagnetization and effective magnetic volume of the coil will not be known to
the same precision with which frequency shifts can be resolved. Fortunately the combined
effect of those unknown pre-factors can isolated and accounted for by measuring the shift
in frequency when the sample is inserted into the coil at base temperature. To a reasonable
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degree of accuracy, when λ << R˜:
∆fpullout
fo
≈ −
(
1
2
)(
Vsample
Vcoil
)(
1
1−N
)
(3.7)
This is an approximation, but practice has shown that the real world variance between
measured pullout frequency shifts is usually much larger than the error caused by neglecting
λ/R˜ anyway. With this reduction, equation 3.6 can be restated as:
∂f
fo
= −∆fpullout
fo
(
−1 + λ
R˜
tanh
(
R˜
λ
))
(3.8)
If as a next step, the difference is taken between the frequency offset when the sample
is at a temperature T1 and the the frequency offset of the oscillator when the sample is
at a temperature T2, then overall diamagnetic factor “(-1)” can be eliminated as well (for
convenience the prefactor will be briefly replaced by α:
∆f(T2)−∆f(T1)
f0
=
(f(T2)− f0)− (f(T1)− f0)
f0
=
f(T2)− f(T1)
f0
(3.9)
= α
((
1− λ(T2)
R˜
tanh
(
R˜
λ(T2)
)))
−
(
1− λ(T1)
R˜
tanh
(
R˜
λ(T1)
))
(3.10)
In the limit where λ(T ) << R˜, the hyperbolic tangent can set equal to unity, which allows
for further simplification:
f(T2)− f(T1)
f0
= −α
(
λ(T2)
R˜
− λ(T1)
R˜
)
= −α
R˜
(∆λ(T2 − T1)) (3.11)
The frequency shift of the oscillator as the temperature is swept from T1 to T2 is then directly
proportional to the change in penetration depth between those two temperatures. T1 is
usually set to be the base temperature that can be obtained in a particular measurement,
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which can usually be approximated as T ⇒0K, leaving:
∆f(T ) = −∆fpullout
R˜
(∆λ(T )) (3.12)
Or:
∆λ(T ) = − R˜
∆fpullout
∆f(T ) (3.13)
It should be noted that the absolute value of the penetration depth was been lost during
this process when the difference in penetration depth between two different temperatures was
taken in order to cancel the diamagnetic background term. This is not such a terrible setback
when one is simply trying to test for the existence of thermal quasiparticles to differentiate
between nodal and non-nodal pairing. But the loss of λL(0) is catastrophic when one is
trying to calculate the superfluid density or establish the superconducting carrier density. A
method to recover this information involving a thin film coating will be detailed in a later
section of this chapter.
3.3 Estimating the Minimum Required Resolution:
Many novel effects have been predicted to manifest as changes to the penetration depth
at the angstrom level [37]. It is a worthwhile excersize to consider how much resolution
would be needed to prove or disprove such effects. equation 3.13 can be used to answer this
question:
∆f(T )
fo
=
1
2Vcoil
(
1
1−N
)(
Vsample
R˜
)
∆λ(T ) (3.14)
∆f(T )
fo
=
1
2Vcoil
(Aab) ∆λ(T ) (3.15)
If we target a sensitivity that can resolve changes in the penetration depth of ∆λ = 1
Angstrom, and assume that sample is thin platelet with a cross-sectional area of 1mm2, that
the demagnetization factor N is negligible with the thin slab like sample oriented parallel to
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the field, and that the effective coil volume is that of a cylinder 2mm in diameter by 10mm
long:
∆f(T )
fo
=
1
pi × 10mm3 (1mm
2)(10−7mm) = 3.2× 10−9 (3.16)
Such resolution thus requires a sensitivity to changes in the frequency of approximately
1ppb. In practice most samples are substantially smaller than the 1mm2 platelet used in
that calculation, so resolution of changes in the penetration depth of 1 angstrom or smaller
become much more difficult. A smaller coil could in principle boost the resolution, but that
would negatively affect both field homogeneity around the sample and increase the risk of
thermal contact between the sample and coil.
The required frequency resolution to extract penetration depth changes of 1 Angstrom
also sets the minimum empty coil frequency, albeit indirectly. A 1 ppb frequency shift in a
radio frequency signal (fo ≈ 107hz) is 10 mhz. Shifting the oscillating frequency down to
lower frequencies would also make the frequency shift to be much smaller, and therefore much
harder to measure. Such low oscillation frequencies would also make component selection
much more challenging.
3.4 Tunnel Diode Oscillators for Precision
Susceptibility Measurements:
The tunnel diode oscillator [38] is a system that is capable of providing the kind of resolution
necessary to discern such small changes in the susceptibility of a sample. Over the last fifteen
years, the technique has been used to measure the penetration depth in many unconventional
superconductors with extreme sensitivity [39].
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Figure 3.1: Left: A generic I-V curve for a Tunnel Diode. Right: I-V data for the actual
tunnel diode used in these measurements.
C1
L1R3
R4 C2
C3
TD
L2
R5
DC IN
RF OUT
Figure 3.2: A tunnel diode oscillator package. Everything within the long dashes is at a very
low temperature within the cryostat. The circuitry within the the short dashes is where the
oscillations are principally located, with the exception of the small amount that is diverted
through C3 to the RF OUT path for frequency measurement by external instruments.
3.4.1 Tunnel Diode Oscillator Circuitry:
In contrast with a conventional resonator scheme, a tunnel diode oscillator is an active
device. DC power must be supplied to the tunnel diode through the resistive voltage divider
formed by R3 and R4 to propely bias the tunnel diode into the negative differential resistance
region of its I-V curve (3 in figure 3.1, left). The circuit will be unstable and spontaneously
oscillate if the |Rd| ≈ |Reff |. The negative resistance supplied by the tunnel diode must
be comparable to the net effective positive resistance connected in parallel with the diode,
Reff . This is equivalent to the gain condition for a conventional feedback oscillator.
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L
CR L-RTD -RTD
Figure 3.3: At resonance the circuit can be approximated as a tunnel diode supplying
negative resistance to an LC circuit with a small resisdual resistance r in series with the
inductor. That small series resistance can be transformed into a large parallel resistance R
(dashed grey line).
The oscillatory behavior of the circuit can be approximated by the narrowband equivalent
circuit shown in figure 3.3. This is because in the frequency range of interest the capacitor
C2 in figure 3.2 effectively shorts out the resistor R4, which was only there to set the DC
operating point of the tunnel diode. RTD in this model will actually be the remaining
differential negative resistance when the tunnel diode negative resistance is add to R5. R5 is
needed to suppress higher harmonics of the principal frequency and will be discussed later.
The inductance L in narrowband equivalent (figure 3.3) is actually the sum of the inductances
L1 (which contains the sample) and L2 in figure 3.2. The second inductor L2 is needed to
tune the impedance matching condition between the tunnel diode and the resonant circuit.
If the equivalent series resistance contributed by the inductor L is r, its parallel equivalent
R is larger by a factor Q2. Given that Q for such circuits is typically on the order of 100, this
can be a very large equivalent impedance indeed, which pushes the tunnel diode to into its
more nonlinear operation regions 2 and 4 (figure 3.1) in order to satisfy the gain condition.
Operation in the nonlinear region produces more harmonics and consequently increases the
noise of the system.
This can be solved by switching to a tapped inductor configuration (figure 3.4). Under
such circumstances the apparent resistance seen looking into the tapped inductors and tunnel
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(a) (b)
Figure 3.4: The impedance transformation properties of a tapped inductor setup. The effect
is to lower the equivalent impedance of the resonant circuit as perceived by the tunnel diode
without actually degrading the qualitfy factor of the oscillator. (a) Circuit as built. (b)
Circuit after impedance transformation.
diode from the tank circuit parallel resistance R will be:
Zin =
iωR + iωL2R− ω2L1L2
R + iωL2
(3.17)
Transforming this to an equivalent admittance:
Yin =
iωR2(L1 + L2)− ω2L22R + iω3L1L22
−ω2R2(L1 + L2)2 − ω4L21L22
(3.18)
Taking the real part of that admittance and inverting it, one finds that the equivalent resis-
tance of the tapped inductor and tunnel diode combination becomes:
Req =
−R2(L1 + L2)2 − ω2L21L22
−RL22
(3.19)
Defining Q = R
ω0L
, this simplifies to:
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R =
(L1 + L2)
2 +
L21
Q2
L22
(3.20)
Assuming Q to be large this becomes:
Req ≈ R
(
L1 + L2
L2
)2
= n2R (3.21)
The result of this transformation then is to boost the effective impedance looking into the
tapped inductor and tunnel diode by n2. This shifts the turn on point of equivalent resistance
between the tank circuit and the tunnel diode back toward the middle of the tunnel diodes
negative differential resistance range (point 3 in figure 3.1).
One can also calculate the imaginary part of the impedance of the tapped inductor tunnel
diode network by following the same procedure. Again assuming that Q is large, one finds
that equivalent inductance of the network can be described by :
Leq =
(L1 + L2)
2 − L21
Q22
L1 + L2 +
L1
Q22
≈ (L1 + L2)
2
L1 + L2
(3.22)
This is just the usual series sum of the two inductances. The resonant frequency of the whole
system then becomes the usual function of the capacitance and total inductance :
f0 =
1
2pi
√
(L1 + L2)C
(3.23)
Unfortunately the tapping coil has the side effect of increasing the total inductance while
not being affected by the sample. This reduces the fill factor and consequently the signal
to noise. Tuning the tapping fraction is also semi-empirical art. The usual procedure is to
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wind a tapping coil that has too many turns, test the harmonic content of the oscillator,
unwind a turn, and test again, until a satisfactory level of harmonic suppression is reached
because matching is occuring at a more linear region of the tunnel diode I-V.
Harmonics may be further suppressed by adding a positive resistorRp in series with the
tunnel diode. Such a resistor of course has the effect of reducing the available power that
the diode can supply to the resonator, but that is not typically an issue for measurements
made with an intentionally low ac field. Recalling the earlier discussion it is apparent that
higher harmonics cannot appear across the LC circuit. So if they are generated, they must
appear as voltages only across the tunnel diode, which also means that they are part of
the voltage sent to the room temperature measurement circuitry. But the addition of an
extra resistor in series with the tunnel diode will cause the harmonic voltage to be expressed
predominately across the resistor, and not across the full section of the circuit with a path
to the measurement instrumentation.
3.4.2 Tunnel Diode Oscillator Component Selection:
In his original paper [38], van de Grift provided algorithms for selecting the components
for a precision tunnel diode oscillator. He found that the harmonic suppression resistor R5
should be ≈ |Rd|/4. As an optimal value for R4, he found that it should be equal to 3/4d.
The other resistor in the voltage divider, R3, can be much larger than R2, which helps to
isolate the oscillator from interference sources at room temperature. The impedance of the
capacitor C2 at the oscillation frequency of the system needs to be much lower than the DC
biasing resistor it is in parallel with, in order to form an AC short. A large C2 also has
the beneficial effect of further reducing the degree to which room temperature inteference
can couple into the oscillator circuit. Finally setting C3 = C2|Rd/100, 000RL allows a few
microvolts of signal to leak out of the oscillator and be measured at room temperature.
There is substantially more freedom for the actual oscillator portion of the circuit. Typ-
ical sample coils are 2 millimeters in diameter and consist of 40-50 turns of 44 gauge copper
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wire, wound with a spacing between turns equal to the diameter of wire. This reduces
the stray capacitance of the coil substantially. The ideal tapping fraction was found to be
roughly 40% of the inductance of the primary coil, which meant the coil wound up having
approximately 20 turns on a silica mandrel. The capacitor C1 was chosen to be ≈ 100pF to
set the oscillation frequency to approximately 14 Mhz.
3.4.3 Frequency Measurement and Oscillator Performance:
The raw signal emerging from the tunnel diode oscillator is a low-amplitude AC signal in the
range of 13-14 megahertz with a non-trivial amount of environmental noise superimposed
on it. This is not convenient to directly digitize and store. It is much better to first
amplify the oscillator signal then hetrodyne it against a stable reference oscillator, such as
a Marconi frequency synthesizer, set to be just a few kilohertz higher than the tunnel diode
signal. The difference frequency will then be an audio range signal that can be amplified
and bandpass filtered again with tremenduous ease before finally being counted on an HP
Universal counter and digitally stored via custom Labview code. Usually the narrowest
possible bandpass settings available on an audio frequency preamp should be used, although
for particularly large samples the pass-band may have to be enlarged simply to fit the full
range of beat frequency variation.
Typical TDO data acquired in just such a fashion is plotted in figure 3.5. The r.m.s.
variation the data over a few seconds of averaging is typically less than 20 mhz out of a
principal frequency of approximately 13.7Mhz. This corresponds to a ∂f/fo resolution of
1ppb in a second or two of frequency counting. Inset into that figure are schematics that
illustrate the difference between the TDO signal and the local oscillator reference signal,
FL.O. both during a temperature sweep and during a pullout test at base temperature. The
local oscillator frequency is traditionally set to a frequency higher than the actual tunnel
diode frequency, although this is not strictly necessary. As the sample temperature cools
down through TC the sample becomes more diamagnetic and excludes flux from its volume,
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reducing the inductance of the sample coil and raising the frequency.
Also illustrated in the pullout schematic is the correction for the sapphire sample holder
that must be applied to the average level of the oscillator frequency to correctly estime
FPullout. Because the sapphire is paramagnetic, it lowers the oscillation frequency. This
lowering must be removed to extract the actual difference in oscillation frequency between
when the sample is in the coil and when it is out of the coil.
3.5 Low TC Film Coating Process for λL(0)
Determination:
A critical weakness of the conventional tunnel diode oscillator technique is its inability to
determine the low temperature limit of the penetration depth, λL(0). This information was
lost when the subtraction in equation 3.10 was performed, although in principle other uncer-
tainties in effective sample dimension and pullout frequency shift would be have swamped
the effect of λL(0) on the oscillator frequency output at this point anyway.
One way to recover this data is to coat the sample in a thin film of a low TC supercon-
ductor such as aluminum. Temperature sweeps from the base temperature of the cryostat
to temperatures above TC−Al will produce a shift in the london penetration depth like that
pictured in figure 3.6. The size of the shift ∆λmeas will be related to the λAl(0), λSample(0),
and film thickness τ . This can be explained by noting that the oscillator frequency shift is
directly proportional to the change in the penetration depth. As is protrayed in figure 3.7,
the change in penetration depth from when the aluminum provides most of the screening to
when the aluminum is normal is:
∆λmeas = λT>TC−Al − λT<TC−AL = λSample(0) + τ − λAl(0) (3.24)
Solving equation 3.24 for λSample(0) we find that:
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Figure 3.5: Typical oscillator data measured by hetrodyning the TDO signal against a stable
reference signal. The difference frequency versus time is plotted in the main figure, which
demonstrates its stability and very low short term noise (20 mhz out of 13 Mhz). Inset
left: Schematic of how absolute oscillator frequency changes with temperature. Inset right:
Schematic showing how the oscillator signal changes when the sample (and sapphire holder)
is withdrawn from the sample coil at base temperature.
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Figure 3.6: The change in penetration vs temperature for an aluminum coated sample.
The extra shift in penetration depth ∆λ is a function of the film thickness and the zero
temperature penetration depths in both the sample and the aluminum itself.
λSample(0) = ∆λmeas − τ + λAl(0) (3.25)
The aluminum coating provides a sort of in-situ length scale that allows the absolute
penetration depth of the sample to be recovered from the ∆λ(T ) data the system is very
well suited to measuring. The reasoning that inspired equation 3.25 is not quite correct,
one must actually solve the full boundary value problem for a superconducting film with
its penetration depth on top of a semi-infinite superconducting half space with a different
penetration depth. The solution to that boundary value problem is:
λsample(0) ≈ 1
2
F +
√√√√F 2 + 4(λAl(0))2 + 4λAl(0)F
tanh(τ/λAl(0)
 (3.26)
where:
F = ∆λmeas − τ (3.27)
For typical measurement circumstances τ ≈ 100nm, λAL(0) ≈ 50nm, and λsample(0) ≈
200nm. The solution to the boundary value problem under those conditions is neglibly
different from the crude model solved in equation 3.25
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Figure 3.7: At base temperature, the aluminum film provides most of the field screening,
provided that the thickness is greater than the λAl(0). Above the transition temperature of
the aluminum it is essentially invisible and the AC magnetic field from oscillator penetrates
through it completely.
3.6 Cryogenics:
All penetration depth measurements at Urbana were performed in a Helium-3 cryostat ca-
pable of reaching base temperature of 400mK. It is a two stage refrigeration system pictured
in figure 3.8. In the first stage liquid helium from the bath surrounding the outer vacuum
can is drawn into the 1K through a small straw (light gray in figure 3.8). A fine capillary
impedance (not pictured) reduces the flow rate of the liquid helium into the bath to the
proper level. The liquid helium that collects in the 1K is forcibly evaporated by a vacuum
pump connected to the chamber through a large diameter pumping line. The evaporation
of the liquid helium drops the temperature of the 1K pot down to about 1.5K, which is
sufficiently cold to liquiefy the helium-3 contained within a second loop (lower chamber in
figure 3.8).
The liquified helium-3 (dark gray) is then forcibly evaporated by a second pumping
system connected to the helium-3 pot by a large diameter pumping line. All of the gas
lines for the helium-3 system are isolated from the first stage 1K pot, though returning
helium-3 gas collected from the output of the vacuum pump is cycled through a portion
of the lines that are in very good thermal contact with the 1K stage to re-liquify it. The
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Figure 3.8: Recirculating Helium-3 Cryostat.
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evaporation of helium-3 by the action of a mechanical pump is sufficient to cool the stage
down to approximately 600 mK. If a booster pump is used in series ahead of the mechanical
pump the extra pumping speed it adds is sufficient to cause the helium-3 pot temperature
to drop to approximately 400 mK.
All of the tunnel diode oscillator circuitry is contained within a small unit mounted onto
the helium-3 pot, including the sample stage and sapphire rod onto which the sample will be
mounted (the physics package in figure 3.8). The actual oscillator unit and coil are thermally
isolated from the helium-3 pot by a length of Vespel tubing and thermally coupled to the
1K instead via a length of OFHC copper rod. This allows the temperature of the oscillator
circuitry to be actively stabilized which has been shown to drammatically decrease drift in
the oscillator frequency.
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Chapter 4
Effect of Heavy-Ion Irradiation on
Ba0.6K0.4Fe2As2
4.1 Introduction:
As discussed previously, the s+− phase, a multi-gap order parameter with a sign difference
between different energy gaps on different Fermi sheets is the leading candidate for describing
the pairing state in iron based superconductors [25, 40]. But the question of the pairing
symmetry cannot trusted to theory alone, as later works have shown that that gap structures
appear to vary substantially with doping and pressure, even within particular familes of
materials [41]. Although the existence of multiple gaps has been definitivity established
[42],it has proven very difficult to find experimental evidence for an s+− order parameter [43].
Partially, this is because the temperature dependent properties associated with such a gap
structure would be the same for both s+− and s++ order parameters in the clean limit.
Direct measurements of the phase difference between different gaps have had minimal success
because of issues with severe surface degradation during Josephson junction fabrication [44].
Fortunately, the prediction by several different groups of impurity concentration depen-
dent changes to thermal properties that would be unique to s+− ordering has opened up
another avenue of exploration [45, 46]. In particular, increasing the impurity concentration
is expected to drive the London penetration depth from exponential temperature activation
just like in a conventional BCS material to T 2 behavior. This stands in stark contrast with
nodal d-wave systems where the effective power-law governing the temperature dependence
was shown to evolve from linear T dependence to T 2 with increasing impurity concentra-
tion [47].
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composition of the electron bands in the unfolded BZ, and nodes appear roughly at the place
where the character changes from xy/(x2–y2) orbitals to xz/yz orbitals. A similar, but alternative
picture suggests that, depending on the height of As to the Fe planes, a Fermi pocket at (p, p) in
the unfolded BZ will emerge and will switch the pairing from a full-gap s-wave to a nodal
gap structure. This theory explains the nodal gap feature found in LaFePO and BaFe2As2xPx
(27, 47, 48).
3. PHASE DIAGRAM AND THE ROLES OF THE MUTIBAND EFFECTAND
ANTIFERROMAGNETIC SPIN FLUCTUATIONS
In most of these structures (11, 1111, 122), the materials all show an AF state in the stoichio-
metric undoped case (49). By doping either electrons or holes, the antiferromagnetic (AF) order
will be suppressed and the superconductivity will emerge. Using the 122 phase as the example,
we show two phase diagrams in Figure 6: doping holes in the Ba1xKxFe2As2 system and
electrons in the Ba(Fe1xCox)2As2 system. The first impression about the phase diagram of iron
pnictide superconductors is that it looks quite similar to that of the cuprate superconductors.
Indeed both systems start with the AF order as the parent phase. Superconductivity is achieved
by suppressing this AF order. In addition, in both systems, holes and electrons can be doped into
the functioning layers (CuO planes in the cuprates and FeAs planes in the iron pnictides),
leading to the systematic evolution of magnetism and superconductivity. However, further
studies have revealed some differences between them.
First, the superconducting dome is actually asymmetric in the iron pnictide superconductors,
but quite symmetric in the cuprates. The Tc ramps up quickly in the underdoped side, but
decays at a slow rate in the overdoped region. On the basis of the measurements and analysis
of the Hall effect and resistivity, Fang et al. (50) gave a natural explanation of this asymmetric
doping dependence. In Figure 7, we show the temperature and doping dependence of the Hall
coefficient RH in the wide doping regime. One can see that below TAF in the underdoped side,
the Hall coefficient RH increases drastically. This is demonstrated by the sharp drop of the
DOS as well as the scattering rate (especially in the electron band) due to the formation of the
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Figure 4.1: Typical phase diagram for Ba0.6K0.4Fe2As2 [1].. Error bars represent uncer-
tainties related to inhomogenieties in the local doping level that were especially prevelent
in early samples. It is not yet established if superconductivity actually occurs as a single
phase within the range of 0.5 < x < 1.0. There is some evidence that the order parameter
becomes nodal for x = 1.0 and over a small range 0.2 < x < 0.3 [5].
Some of those predictions also hold that impurities will have strong effects on the transi-
tion temperature but the issue is somewhat contentious [6,48,49]. In early models interband
scattering between gaps with different signs was expected to rapidly suppress TC just like
magnetic impurities do in a conventional material [48]. Later work has shown that the
picture might be much more complicated because scattering can occur through both in-
terband and intraband channels [6, 49]. The net effect of impurities on TC will then be a
complex function of the relative rates of those different forms of scattering. Depending on
the final result of that function the transition temperature can be reduced or remain en-
tirely unaffected. Furthermore, other works have shown that competing phases which can
simultaneously coexist with superconductivity can be preferentially suppressed by impurities
leading to the indirect strengthening of superconducting order and the Fconsequent enhance-
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ment of TC , simultaneously with any of the previously discussed changes to the transition
temperature [50].
What complicates any attempts to test for relative sign differences through the addition
of chemical impurities to the system is the possibility that such added impurities will alter the
carrier concentration. Early measurements may have inadvertently tested the sensitivity of
the powerlaw to impurities left over from less refined crystal growth techniques but their mea-
surements could not distinguish either disorder and unintentional carrier changes as the true
cause of the changes in TC that they found. Given that recent thermal conductivity studies
have shown that Ba0.6K0.4Fe2As2 will change from a nodeless state (∆λ ∝
√
∆/T exp−∆/T )
to a nodal order parameter(∆λ ∝ T ) as the potassium doping is increased, this is of partic-
ular concern [51–53].
Another option is to use heavy ion irradiation to produce amorphous columnar tracks
throughout the sample. Such tracks will neither change the carrier concentration nor in-
troduce additional magnetic scattering centers. The concentration of such defects can be
easily and continuously tuned by controlling the dosage during the irradiation process. Their
columnar geometry is also particularly relevant to studies aimed at enhancing the critical
current capacity of technologically relevant superconductors [7, 54].
Properly testing the effect of the introduction of columnar defects on the material prop-
erties requires that comparisons be made between different doses applied to the same crys-
tal. Otherwise the problem of unknown intrinsic differences between different crystals that
plagued earlier work will remain unaccounted for. This is because two crystals, even if grown
simultaneously, will not necessarily have the same properties. This can be avoided by either
measuring the same crystal before and after irradiation, or by cleaving the starting crystal
into sections, so that some parts may altered while one part is left as an unaltered reference.
The influence of impurity scattering on the power-law dependence of the penetration
depth has been previously tested in the electron doped Ba(Fe1−xCox)2As2 using this method
[55]. They found that the samples followed a powerlaw of approximately T 2.5 before irra-
33
diation. After irradiation this power-law dropped to T 2. The transition temperature also
dropped systematically as radiation dosages were increased for both materials. While these
results are roughly consistent with an s+− picture, they do not qualify as a smoking gun
because the behavior of their unaltered before irradiation (∆λ(T ) ∝ T 2.5) did not confrom
to the BCS-like form ∆λ ∝
√
∆/T exp−∆/T . This is thought to be because the electron
dopant atoms needed to induce superconductivity add disorder into the crucial Fe-As planes
and are thus thought to leave the materials inherently very dirty even before radiation adds
additional disorder [55]. Hole doping is preferable in that it adds disorder only to charge
reservoir layers in between the planes where it seems to be well isolated from the supercon-
ductivity [56]. Naturally then the next step is to test the effect of irradiation on high quality
optimally doped K-122 crystals [57]. This became possible only recently because sufficiently
clean and homogenously doped crystals were very difficult to grow, despite the fact that
potassium doped materials were the first family member of the 122’s to be discovered [55].
4.2 Experimental Work:
Measurements were performed on five samples cleaved from two original crystals. One
fragment from each starting crystal was left unaltered while the others were irradiated by
W. Kwok and collaborators at Argonne National Lab with different doses of 1.4 GeV 208Pb
atoms at the Argonne Tandem Linear Accelerator. Dispersion of the beam by a gold foil
by Rutherford scattering ensured uniform beam intensity of tracks generated parallel to the
c axis of the irradiated sample. Keeping the beam current below 500 pA avoided sample
heating. The average stopping distance of the heavy ions within the samples was 60-70 µm,
which was much larger than the approximately 15 µm c axis thickness of the samples. The
dosage is expressed as a fluence and a matching field where Bφ = φ0/r
2 with r being the
mean column to column separation and φ0 being the flux quantum.
From the crystal measured at Ames (TC = 39K) that was cleaved into three sections, one
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Figure 4.2: Top down views of the crystals cleaved from one starting crystal. The crystal
on the left was not irradiated. The crystal on the right was dosed to a 21T matching field.
was left unaltered while the other two fragments were irradiated to two different irradiation
levels, Bφ = 2T (fluence = 9.6x10
10ions/cm2s) and Bφ = 4T (fluence = 1.9x10
11ions/cm2s).
From the crystal measured at UIUC (TC = 36.8K) that was split into two fragments (figure
4.2), one fragment was left unaltered while the other was irradiated to a relatively high level
of 21T (fluence = 1012ions/cm2s). The average spacing between the radiation produced
columns was 32 nm for the 2T sample, 22 nm for the 4T sample and 10 nm for the 21T
sample, respectively. It should be noted that the second group of two crystals was very small
and represents a substantial signal to noise challenge for volumetric measurements.
The temperature dependence of the penetration depth was measured using two different
tunnel diode oscillators functioning in the manner previously discussed in earlier sections of
this thesis. The raws data from the measurements of the second crystal is shown in figure
4.3. The substantial upturn in the low temperature regime is residual paramagnetism from
the sapphire holder on which the sample is mounted. Prior measurements of the sapphire
background were not of sufficient accuracy to allow for reliable subtraction from the data
in figure 4.3, so more precise measurements were made. Those measurements were repeated
over the course of several days as the magnetic background and thermal history of the
system was varied in order to establish the long term reproducibility of the data. The static
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Figure 4.3: Raw data for both the unirradiated and irradiated crystals. The overall shifts
are comparable to what is expected from the sample size and estimated demagnetization.
Inset: Data below 0.1TC is dominated by a paramagnetic upturn from the sapphire sample
mount.
frequency shift caused by the insertion of the sapphire also had to be accounted for during
calculation of the effective sample pullout frequency shift. This process is illustrated in figure
4.4.
Several typical sweeps measuring the response of just the sapphire sample holder and
their average are plotted in figure 4.6. Subtraction of this average background term from
the raw data followed by conversion to δλ(T ) using the methods specified in Chapter 2 results
in the data set plotted in figure 4.6. The error bars in figure 4.6 represent the estimated
effect of the uncertainty in the subtracted sapphire background visible in figure 4.5 (≈ 30
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Figure 4.4: Oscillator frequency shift upon insertion of the sample at its base temperature
(T ≈ 0.450 mK). Note that a larger frequency shift corresponds to a lower actual oscillator
frequency, as the shift is measured relative to a precision local oscillator that is generally
kept at a higher frequency than that of the TDO. In this case the local oscillator was at
13.7 Mhz. The paramagnetism of the sapphire sample holder lowers the actual oscillator
frequency and must be removed from the calculated FPullout.
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Figure 4.5: Curie-Weis like temperature dependence of the paramagnetic response of the
Sapphire holder. Crystal field effects make the response somewhat more complicated than
a simple 1/T model might predict.
mhz) on the final calculated sample penetration depth. Fortunately such error bars had
minimal impact on the powerlaw fits to the low temperature data. Nor does the subtraction
of the measured sapphire background leave any additional paramagnetic upturn in the low
temperature penetration depth. This suggests that the columnar defects have produced no
additional magnetically susceptible scattering centers in the crystals.
The low temperature behavior for both unirradiated samples, figures 4.6 and 4.7, is
best described by an exponentially saturating curve that follows the BCS form of ∆λ(T ) ∝√
∆/T exp−∆/T with a value for the smaller gap of ∆min/kBTC = 0.97 for the unirradiated
36.8K sample and 0.99 for the higher TC material. Interestingly the other moderately ir-
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radiated samples show no change from the exponential saturation (figure 4.7) and can be
fit to the BCS form for the penetration depth with gaps of ∆min/kBTC = 0.99 for the 2T
sample and ∆min/kBTC = 0.81 for the 4T sample. These numbers are quite reasonable, as
STM [57] and ellipsometry measurements [58] have reported gap values of ∆min/kBTC = 1.1
and reflect the general trend amoung most multigap superconductors that the smaller gap
will have a value that is approximately half that of the BCS result ∆BCS/kBTC = 1.76 [42].
The transition temperatures of the crystals also remains more or less unaltered by irra-
dation, even up to the Bφ = 21T level where the tracks are on average spaced by only a few
coherence lengths (figure 4.8). This is in sharp contrast with the nickel and cobalt doped
samples irradiated in prior work where the transition temperature varied sharply (∆TC ≈
5K at a 2T matching field) with irradiation level [55].
The most profound result of these measurements is the evolution of the powerlaw to T 2 for
the highest level of irradiation dosage 21T, which is displayed in figure 4.6. The penetration
depth in that case is clearly different from the unirradiated crystal, in that it continues to
vary with temperature down to temperatures of at least 400mK, which is approximately 1%
of TC . This continued low temperature variation makes it impossible to apply the BCS form
to the penetration depth.
4.3 Analysis and Discussion:
The data sets plotted in Figures 4.6 and 4.8 each make persuasive points but appear to be
potentially contradictory. The evolution of ∆λ(T ) ∝
√
∆/T exp−∆/T toward ∆λ(T ) ∝ T 2
is predicted for an s+− order parameter. But an s+− gap was also predicted to experience
TC reduction when interband scatters are added and yet none of the samples suffered any
significant TC drop even when dosed with substantial amounts of radiation.
The lack of a drop in TC could be explained by the true gap symmetry being of the s++
form. Anderson’s theorem, which holds that non-magnetic impurites cannot change the gap
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value or the transition temperature, would then apply to a multiband s++ in just the same
way as it applies to conventional superconductors. But is has been shown that even in the
very dirty limit the London penetration depth should still follow an exponentially activated
form meaning that a superconductor with an s++ gap could not cross over to having a T
2
powerlaw [42].
To reconcile these two seemingly contradictory points we must consider the nature multi-
band scattering and its interactions with the gaps in somewhat more detail. Generalizations
of Abrikoskov-Gorkov theory [59] show that in the limit of Born scattering, it is anisotropy
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Figure 4.8: Change in penetration depth near TC for both sample groups and different
irradiation levels.
in the gap that permits non-magnetic scatters to reduce TC [60–62]. Remarkably this fact
is irrespective of whether or the gap is sign changing. The consequence of that result is
that intraband scattering can only suppress TC in materials with highly anisotropic Fermi
surfaces like the electron doped cobalt based materials, but not in the much more isotropic
hole doped potassium based materials.
The larger gap anisotropy in the electron doped materials has been observed in both
thermal conductivity and penetration depth measurements [5, 63, 64]. Subsequent increases
to interband scattering will drive ∆(T ) ∝ T 2 for both isotropic and anistropic materials
if the pairing is s+−, regardless of its degree of isotropy [65]. It is of course also possible
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that the additional interband scattering created by the introduction of columnar defects is
in the pure unitary limit where it simply cannot suppress Tc. But this would require that
the defects introduced by heavy-ion irradiation act very differently in hole doped materials
compared to electron doped ones.
Though we lack a detailed microscopic understanding of the scattering produced by
columnar defects it is still useful to consider our work in the context of other measurements
and theoretical models. As was pointed out earlier, our work is similar to what was observed
by Hashimoto et al [66] but without the possibility of inadvertent changes in the effective
doping level dominating the measurement. Their earlier microwave results on unaltered
K-122 crytals showed a similar powerlaw cross over from exponential to ∆λ ∝ T 2 that
was correlated with increases in the simultaneously measured surface resistivity of their
crystals. They also saw the TC drop from 32.7 to 25K as their scattering rates (surface
resistivity) increased. Unfortunately they were not able to distinguish between impurity
induced increases to interband scattering and differences in effective doping because they
were comparing different crystals.
Figure 4.9: (a) Sensitivty of TC to impurities. Γab is the effective interband scattering
rate. 〈λ〉 is the effective band coupling parameter. (b) Evolution of the gap structure with
scattering in a 〈λ〉 > 0 scenario [6].
Some recent theoretical work might be able to encompass both our result and the earlier
microwave measurements on Potassium-122. The authors identify two different subtypes of
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s+− pairing, depending on the sign of the pairing interaction averaged over two bands (figure
4.9(a)) [6, 49]. If that averaged interaction comes out as repulsive it will cause the effective
powerlaw to drop as well as drive the TC to zero in a typical Abrikosov-Gorkov scenario [59].
This could have been the cause of behavior measured by Hashimoto.
If on the other hand the averaged interaction is attractive then scattering can actually
tune from the fully gapped initial state through a state where the smallest gap crosses to
zero which yields a powerlaw dependence in the penetration depth but does not lower the
TC . Columnar defects are in principle very different than chemical disorder and could be
preferentially causing this very form of scattering. Startlingly, the theory predicts that
further increases in the scattering rate will then actually lead the system into s++ pairing
and restore an exponentially activated character to the penetration depth (figure 4.9(b)).
Such a reentrant change in powerlaw character would alas, require a higher defect density
than was available even at Bφ = 21T .
With this issue in mind, a brief digression about the microscopic nature of the columnar
defects produced by heavy ion bombardment is warranted. A matching field of 21T corre-
sponds to average column separation of 10 nm. Prior plan view TEM work has shown that
the columns are 3.7 nm in typical diameter, meaning that the superfluid density is likely
confined to the 6 nm of undisturbed material left between columns. Given that the coherence
length is somewhere between 2-3 nm, this means that at our highest defect level supercon-
ductivity is ostensibly contained entirely within regions comparable to the minimum size
scale in which superconductivity could exist.
This potentially extreme localization is somewhat softened by results obtained from cross
sectional TEM of the columnar defects in irradiated crystals. The columns were demon-
strated to be not fully continuous along the c axis. Rather they defects form as something
more like a a chain of ”cigars on a string”. It is also somewhat surprising that the actual
number of defects as revealed by electron microscopy is actually much smaller than what
would be expected for the administered dose of ions. It is thought that at high doses there
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is a fairly high probability that ions hit close to the track of previous impacts, leading to
highly non-uniform damage and local strain fields.
the undamaged material above and/or below the defect track.
The distribution of track sizes is well described by a
log-normal distribution with average diameter of 3.7 nm
(Fig. 1(d)). This size is considerably smaller than 6–8 nm typi-
cally observed in heavy-ion irradiated cuprate high-Tc super-
conductors20,21 and consistent with the observation that tracks
with radius of less than 1.8 nm tend to be discontinuous.21
Fig. 2 summarizes the evolution of the superconducting
transition of Ba0.6K0.4Fe2As2 with increasing irradiation
dose as seen in magnetization and specific heat data. The
temperature dependence of the magnetization (Fig. 2(a))
measured in a field of 10G || c after zero-field cooling reveals
that the transition temperature and transition width do not
change for doses up to 21 T. At BU ¼ 50 T, Tc is suppressed
by 2K and the transition broadens significantly. In compar-
ison, the suppression of Tc of YBa2Cu3O7d due to similar
Pb-ion irradiation is considerably larger.22 Since the amor-
phous cores in Ba0.6K0.4Fe2As2 are comparably small, one
can expect that the damage to the surrounding material is
also reduced, implying reduced suppression of Tc. The track
morphology depends on parameters of the target material
such as thermal conductivity, electronic structure, and
electron-phonon coupling,20,23 and the defect formation
varies as the ions pass through the target material and lose
their energy resulting in inhomogeneous defect structures.
Nevertheless, the irradiation conditions introduced here
allow the creation of defects at high concentrations without
degrading Tc, a prerequisite for engineering high-field
superconductors.
Fig. 2(b) shows the specific heat at the superconducting
transition of the pristine and irradiated sample in zero field
and in a field of 8 T parallel to the c-axis and ab-planes,
respectively, giving information on the evolution of the
intrinsic thermodynamic parameters. These data were
obtained using a steady-state ac-calorimetric technique.19
After irradiation to BU¼ 21 T, the height of the specific heat
anomaly is clearly reduced, and the zero-field and in-field
transitions broaden. The onset of the transition is nearly
unchanged consistent with the magnetization measurements.
The pristine sample displays a superconducting transition of
height DC/Tc  150 mJ/mol K2 at Tc¼ 37.3K and upper crit-
ical field slopes of 6.7 T/K and 17 T/K along the c- and
ab-directions, respectively, in good agreement with previous
reports.24,25 The corresponding values following irradiation
are Tc^ 37.0K, DC/Tc^ 120 mJ/molK
2, and critical field
slopes of 7.8 T/K and 16.7 T/K. We find a nearly 20%
reduction in the superconducting anisotropy, C, which
decreases from 2.55 to 2.15, a highly desirable feature for
applications. The reduction of DC/Tc by 20% is larger than
expected on the basis of the areal fraction of amorphous
tracks of 5% as seen in electron-microscopy (Fig. 1(a)).
This discrepancy indicates that material around the tracks is
sufficiently damaged to strongly suppress its Tc perhaps out
to twice the track radius, consistent with the extent of the
white contrast seen in TEM. In contrast to the magnetization
data, the specific heat data display a rather strong effect of
irradiation to BU¼ 21 T, since the specific heat represents a
true volume average whereas magnetization and resistivity
are determined by the best superconducting path, that is, the
remaining un-damaged material between the tracks.
The heavy-ion irradiated Ba0.6K0.4Fe2As2 displays a re-
markable retention of high Jc values in high magnetic fields
and at high temperatures as summarized in Fig. 3. Fig. 3(a)
shows the critical current density Jc as determined from the
magnetization hysteresis19 in magnetic fields along the c-axis
at 5K and several irradiation doses. We parameterize the field
dependence of the critical current density by the accommoda-
tion field B* below which Jc is essentially field independent
and the exponent a, which describes the rapid suppression of
Jc in magnetic fields that are larger than B* according to
JcHa. For YBa2Cu3O7d-coated conductors, typical val-
ues of B* and a are 0.1-0.5 T and 0.4–0.7, respectively.26–28
The extraordinary feature of our results is that after irradiation,
Jc of Ba0.6K0.4Fe2As2 remains essentially field-independent at
high levels of 5 MA/cm2 up to accommodation fields that
exceed 5T for the BU¼21T sample. Although a direct com-
parison may be difficult due to self-field effects,19 Jc of irradi-
ated Ba0.6K0.4Fe2As2 decreases by only a factor of 1.3 when
increasing the field to 7T, whereas Jc of YBa2Cu3O7d-
coated conductors decreases by a factor of 5-10 over the same
FIG. 1. Scanning transmission electron microscopy of the damage tracks. (a) Plan-view along the [001] direction revealing the damage tracks as black dots.
The average areal coverage is 5%. The inset shows an atomic-resolution image revealing the Ba-As columns and two tracks. The featureless black contrast
of the larger track indicates amorphous material. (b) Cross-section view along the [100] direction. The tracks appear as discontinuous black streaks.
(c) Atomic-resolution cross-section view revealing the layered crystal structure and a track segment in black. The white contrast in (c) and in the inset of (a) is
indicative of strain fields surrounding the amorphous tracks. (d) log-normal distribution of the track diameters with average diameter of 3.7 nm.
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Figure 4.10: Images from plan view (a), cross-sectional (b), and atomic resolution cross-
section (c) Transmission Electron Microscopy performed on heavy ion irradiated single crys-
tals. The tracks appear as black amorphous areas that cover approximately %5 of the area
in the plan view. They form as discon inuous streaks in the cross-sectional view [7].
Given the already extremely close spacing of defects at the 21T matching field it is
natural to wonder if higher dosages generate effects beyond the simple increase in scattering
that seems to be displayed in the 21T sample. Some limited data is available at such higher
doses, which seems to suggest that superconductivity persists up to even Bφ = 50T , though
with a pronouncedly reduced and broadened TC [7]. But such high doses are exceptionally
hard to apply without causing severe thermal damage to the sample during application so
other effects could be involved beyond simple changes in scattering.
The coexistence of spin density wave (SDW) ordering may also be an important variable.
The SDW phase is known to coexist with superconductivity in both cobalt and potassium
doped materials within some portion of each materials superconducting dome [11, 67–69].
Disorder has been calculated to surpress the SDW phase which will reduce competition
possibly enhanace TC [50]. This result when combined with the inherent uncertainty in the
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local coexistance or non-coexistence of SDW ordering in the superconducting state, makes
detailed analysis of TC variation somewhat difficult.
Comparisons of Ba0.6K0.4Fe2As2 to MgB2 are quite natural, given that both are only
weakly aniostropic multiband superconductors with very similar TCs and two unequal energy
gaps [70]. Chikumoto et al. irradiated MgB2 samples with 5.8 GeV Pb ions and reported
no change in TC for matching elds up to Bφ= 4 T [71]. However, in contrast with Hashimoto
et al’s results on early potassium doped samples, no variation from exponential activation in
the penetration depth has ever been seen for MgB2. It has been suggested that the resiliancy
of MgB2’s transition temperature is due to a pecularity of its band structure [72,73]
4.4 Recommendations for future work:
The observation of reentrant powerlaw which changed from exponential to quadratic to
exponential again would be very compelling. Reliably administering the incredibly high doses
demanded by this prediction without horribly damaging the samples is a very interesting
experimental question. Improvements of our microscopic understanding of defects and their
interactions the complicated many-body state of the system is another challenging frontier.
Extending these measurements to electron irradiation, which produces point defects rather
than amorphous columnar tracks, could be of some interest.
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Chapter 5
Doping Evolution of the Absolute
Penetration Depth and Superfluid
Density in Ba(Fe1−xCox)2As2:
5.1 Introduction:
5.1.1 Competing Orders in Highly Correlated Materials:
Whether or not magnetism can coexist with superconductivity on a microscopic scale is one
of the central questions in the study of highly correlated matter. The two orders should
in principle have an antagonistic interaction, but measurements in systems such as high-TC
superconductors [74], heavy fermion materials [75–78], and organics superconductors [79]
have discovered that they are in fact very closely coupled.
Such a relationship might be the key to understanding high temperature superconduc-
tivity. At the minimum it has inspired many publications [80–84]. However, many different
materials have been shown to sidestep the question of coexistence by either through macro-
scopic separation, mesoscopic phase separation, or even intrinsic separation from each other
because they occur in distinct electronic subsystems within the main branch of conduction
electrons [85].
The question of true local coexistence between long range AFM order and superconduc-
tivity has not been definitively settled the iron pnictides [?, 86–90]. In some materials such
as the ‘1111’s it is clear that AFM ordering is completely surpressed well before supercon-
ductivity emerges [91]. There is reasonable evidence in the cobalt-122s that AFM ordering
persists almost all of the way to optimal doping and does not separate from the local super-
conducting order [86]. But given the wide variety of previously discovered ways by which
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highly correlated materials can avoid intimate contact between competing orders, studies of
whether or not such phases can truly coexist are very well deserved.
5.1.2 Antiferromagnetic Ordering in Ba(Fe1−xCox)2As2:
composition of the electron bands in the unfolded BZ, and nodes appear roughly at the place
where the character changes from xy/(x2–y2) orbitals to xz/yz orbitals. A similar, but alternative
picture suggests that, depending on the height of As to the Fe planes, a Fermi pocket at (p, p) in
the unfolded BZ will emerge and will switch the pairing from a full-gap s-wave to a nodal
gap structure. This theory explains the nodal gap feature found in LaFePO and BaFe2As2xPx
(27, 47, 48).
3. PHASE DIAGRAM AND THE ROLES OF THE MUTIBAND EFFECTAND
ANTIFERROMAGNETIC SPIN FLUCTUATIONS
In most of these structures (11, 1111, 122), the materials all show an AF state in the stoichio-
metric undoped case (49). By doping either electrons or holes, the antiferromagnetic (AF) order
will be suppressed and the superconductivity will emerge. Using the 122 phase as the example,
we show two phase diagrams in Figure 6: doping holes in the Ba1xKxFe2As2 system and
electrons in the Ba(Fe1xCox)2As2 system. The first impression about the phase diagram of iron
pnictide superconductors is that it looks quite similar to that of the cuprate superconductors.
Indeed both systems start with the AF order as the parent phase. Superconductivity is achieved
by suppressing this AF order. In addition, in both systems, holes and electrons can be doped into
the functioning layers (CuO planes in the cuprates and FeAs planes in the iron pnictides),
leading to the systematic evolution of magnetism and superconductivity. However, further
studies have revealed some differences between them.
First, the superconducting dome is actually asymmetric in the iron pnictide superconductors,
but quite symmetric in the cuprates. The Tc ramps up quickly in the underdoped side, but
decays at a slow rate in the overdoped region. On the basis of the measurements and analysis
of the Hall effect and resistivity, Fang et al. (50) gave a natural explanation of this asymmetric
doping dependence. In Figure 7, we show the temperature and doping dependence of the Hall
coefficient RH in the wide doping regime. One can see that below TAF in the underdoped side,
the Hall coefficient RH increases drastically. This is demonstrated by the sharp drop of the
DOS as well as the scattering rate (especially in the electron band) due to the formation of the
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Figure 5.1: Phase Diagram for Ba(Fe1−xCox)2As2 [1].
Dopants in BaFe2As2 destroy the low temperature spin density wave order in the parent
compound. The effect of the spin density wave transition on the fermi surface can be
understood by considering a band-folding model in the parent compound [9]. Above 140K
the Fermi surface of BaFe2As2 can be modeled by one hole pocket centered at the Γ point
and four electron pockets at the M points, as was described earlier (chapter 3). It should
also be noted that the material is a reasonably well compensated metal, with equal volumes
of electron and hole pockets.
Below the 140K transition temperature it experiences a structural and magnetic tran-
sition to an AFM SDW state with a unit cell that is rougly
√
2 larger and rotated by 45
degrees relative to the room temperature state (figure 5.2 a). This change in structure means
that the electron band must be folded back to zone center(figure 5.2 b). The hole band and
electron bands then cross and hybridize to form a gap at the Fermi level, which would make
the material insulating, were the bands fully symmetric (figure 5.2 c).
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Rep. Prog. Phys. 74 (2011) 124507 A Carrington
Figure 1. Simplified schematic picture of the Fermi surface reconstruction due to band folding at the SDW transition in the iron-pnictides.
(a) shows circular Fermi surface sheets, hole-like at the zone centre () and electron-like at the zone corner (M), in the paramagnetic
Brillouin zone (solid line). The change in structure at the SDW transition will cause the Brillouin zone to change (dashed line). (b) shows
the band-structure energy—momentum curves corresponding to the Fermi surface in (a). As the Brillouin zone changes the band at M is
translated (folded) back to the  point in the reduced zone scheme. (c) The folded bands hybridize and a gap forms at the Fermi level εF, and
the Fermi surface disappears.
Figure 2. Quantum oscillations in BaFe2As2. (a) Raw oscillator frequency shift which is proportional to the resistance versus field for B‖c
and B ⊥ c (upper and lower curves, respectively), (b) Fourier transform of the B‖c data. (c) Variation of observed SdH peaks with field
angle (solid lines are fits to a simple elliptical Fermi surface model). (d) DFT fixed moment calculation of the Fermi surface using the
negative U procedure to fix the ordered moment. The predicted extremal orbits are labelled 1–4. Figure adapted from Analytis et al [16].
4
Figure 5.2: Fermi surface changes during the SDW transition as modelled by a band-folding
argument. See the text for details [8, 9].
Physics 1, 21 (2008)
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High-temperature superconductivity in the iron pnictides
By Michael R. Norman
Materials Science Division of Argonne National Laboratory, Argonne, IL 60439
Published September 15, 2008
A new class of high-temperature superconductors has been discovered in layered iron arsenic compounds. Re-
sults in this rapidly moving field may shed light on the still unsolved problem of high-temperature cuprate
superconductivity.
Subject Areas: Superconductivity
In January of this year, a preprint appeared from the
group of Hideo Hosono in Japan showing the existence
of superconductivity in a layered iron arsenide material
with a transition temperature (Tc) of 26 K [1]. The paper
grew out of an earlier study that found a Tc of 5 K in the
phosphide analogue [2]. In some ways the story looked
very similar to what had been found 22 years earlier
in the cuprates. The parent compound, LaOFeAs, was
not superconducting, but upon replacing some of the
oxygen by fluorine, the material became superconduct-
ing. Even the crystal structure was reminiscent of the
cuprates, with layers of FeAs separated by spacer lay-
ers of LaO where the fluorine dopants were introduced
(Fig. 1, left).
Following these initial observations, subsequent data
seemed to strengthen the connection between the
cuprates and these so-called “pnictides” (i.e., com-
pounds of the nitrogen group). In particular, the discov-
ery that the spins on the iron atoms in the parent com-
pound order antiferromagnetically seemed to confirm
this picture [3]. As in the cuprates and other unconven-
tional superconductors, the material is an antiferromag-
net at low doping and increased doping destroys the an-
tiferromagnetism (Fig. 2), leading to superconductivity.
As a result, many researchers speculated that the mech-
anism of superconductivity would be related to that of
the cuprates.
But, as further work has shown, the story is not so
simple and there are important differences between the
FeAs materials and cuprates. Although the parent com-
pound in the cuprates is indeed an antiferromagnet, it
is a special type—a Mott insulator—where band theory
says the material should conduct but the charge carri-
ers are localized because of the large Coulomb repul-
sion, U, between the electrons. This is in contrast to
LaOFeAs, which is an antiferromagnetic “spin-density-
wave” metal (with the spins periodically modulated in
space) where the electrons appear to be more delocal-
ized. While antiferromagnetic order in a Mott insulator
arises because the spins can lower their energy if they
are antiparallel to their neighbors, a spin-density wave
is typically a collective effect that emerges from an insta-
bility of the paramagnetic Fermi surface.
FIG. 1: (Left) Crystal structure of the 1111 FeAs material (after
[47]). Fluorine (green) replaces oxygen (gray), donating elec-
trons to the FeAs layers. Other atoms shown are iron (yellow),
arsenic (purple), and lanthanum (light blue). (Right) Crystal
structure of the 122 FeAs material (after [14]). The parent com-
pound of both materials has ir n moments (red arrows) that
form a striped antiferromagnetic pattern. Calcium atoms are
shown in blue.
Band calculations based on the local-density approx-
imation (LDA, which is the standard methodology
for band theory and the benchmark method against
which more sophisticated calculations are measured) to
density-functional theory emphasize this difference be-
tween these types of antiferromagnetism. For exam-
ple, band theory predicts that the undoped cuprates
are metallic, in contradiction to experiment, implying
that LDA underestimates the correlations between the
electrons [4]. In contrast, for the FeAs materials, the
antiferromagnetism is predicted to be stronger than
what is actually observed, meaning LDA may overesti-
mate the correlations [5]. Furthermore, although earlier
dynamical mean-field studies (that include local time-
dependent correlations between the electrons) assumed
an appreciable Coulomb repulsion, U, between the elec-
trons in the FeAs materials [6] comparable to that of the
cuprates, recent calculations indicate that the effective U
may be small [7].
The reason for the possible smallness of U, which con-
DOI: 10.1103/Physics.1.21
URL: http://link.aps.org/doi/10.1103/Physics.1.21
c© 2008 American Physical Society
Figure 5.3: Spins on Iron atoms (yellow) in BaFe2As2 form a Spin Density Wave, also
known as an intinerant antiferromagnet, below 140K. In contrast to a Mott Insulator, where
spins lowe their energy by becoming antiparallel to their neighbors, an SDW state involves
an instabli y in the Fer i surface [10].
Of cours the bands do not have exactly the same in-plane shape and are not fully two
dimensional, so small three dimensional Fermi pockets will remain, even in the hybridized
state. Such residual hole pockets can be seen via ARPES and will be discussed in more detail
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later in this chapter. The role of the cobalt atoms in bringing about the superconducting
state is to neutralize the SDW ordering of the parent compound and effectively reverse the
phase transition just described.
5.2 Experimental Methods:
5.2.1 Preliminary Sample Characterization:
The Ba(Fe1−xCox)2As2 series samples used for these measurements were obtained from the
group of Professor Paul Canfield at Iowa State/Ames Lab. Magneto-optical imaging at Ames
established the uniformity of superconducting order down to the optical diffraction limit of
approximately 1 µm.
Cobalt concentrations were determined by electron-probe x-ray microanalysis using wave-
length dispersive spectroscopy (WDS). This was one check on the uncertainty of the cobalt
concentration in each crystal, which was found to vary by as much as 0.0015 atomic percent
(equivalent to 5% of the cobalt level in an underdoped crystal). Slight variations in con-
centration can have very pronounced effects on TC when the effective sample doping is near
either edge of the superconducting dome.
By this reasoning local in-homogeneities in the doping level should cause the transition
region to be substantially broadened when measured with a bulk probe. Under such condi-
tions, the total sample diamagnetism at any given temperature would be the sum of several
different sample regions with different TCs. To avoid such effects, all the samples selected
for measurement were first established to have comparably sized transition widths. Unfor-
tunately, this meant the exclusion of samples with more than 10% cobalt doping because
none of these highly doped samples were found to have widths as narrow as samples with
lower doping levels.
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5.2.2 Coating Procedure:
Deposition of a low TC coating is necessary to extract λL(0) data from the ∆λ(T ) directly
produced by conventional tunnel diode oscillator measurements, for reasons that were de-
scribed earlier. The central requirement of the technique is that the film completely envelops
the sample. The difference in screening between when the film is normal and when the film is
superconducting will be related to the λsample(T = 0). The technique was first demonstrated
on several different cuprate superconductors [92].
Figure 5.4: Left: Microscope photo of a sample suspended by a fine wire. Right: Schematic
drawing for clarity.
Each sample was coated while it was suspended from a fine wire (figure 5.4) that was
attached to the rotating stage of an argon atmosphere magnetron sputtering system. The
formation of significant non-uniformities or occluded regions in the film was avoided by
bonding the wire to only a portion of the narrowest edge of each sample. The relatively
high background pressure of argon (5mT) and low residual oxygen level of the high vacuum
sputtering system ensured that the film would be homogenous over several square centimeters
and uniformly coat all surfaces.
51
5.2.3 Film Analysis with Focussed Ion Beam Microscopy:
The quality and uniformity of the coating was checked locally by Focused Ion Beam cross-
sectioning. Focused Ion beam microscopy is a dual beam technique wherein a conventional
SEM is used to image modifications pattered in the sample by a focussed Gallium ion beam.
The Gallium ion beam is of sufficient energy and flux that it can controllably ion mill patterns
into a sample with resolution comparable to the imaging capability of the SEM.
Figure 5.5: Left: Schematic of FIB cross-sectioning process. Right: Photograph of actual
FIB instrument.
FIB is particularly suitable for measuring variations of the film thickness on a local
scale across the potentially irregular surface of a crystal that is typically less than half a
millimeter in any dimension. The coated crystal is mounted a stage with its c-axis is parallel
to the beamline of the gallium source so that the focused ions can be used to mill a trench
into the sample. The SEM is mounted at a skewed angle away from the axis of the gallium
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beamline, so that it can image the sample from a roughly 45 degree angle (figure 5.5). Simple
trigonometry then allows one to project out the c-axis thickness of the film. A typical cross
section is pictured in figure 5.7. The degree to which the film conforms to irregularities in
the sample shape and its uniformity across large distances can also be evaluated quite easily
using this technique. Several such cross sections are presented in figure 5.6.
Figure 5.6: SEM images of a single crystal sample. (a) Overview of the sample from a
tilted angle. (b) Blowup showing locations of different trenches across the sample (white
circles) (c) Further zoom in on trenches. Cross-sectioning demonstrated that in this case the
hemisphereical protusions visible in c were actually intrinsic to the crystal.
Beyond its capacity for micron scale localized measurements, the FIB is particularly
useful in that it produces direct images of the film cross-section. Many other techniques
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Figure 5.7: A typical trench cross section viewed from a 52 degree angle. Projected film
thickness are labeled with an (xs).
deduce the film thickness out of fits to complicated models (ellipsometry), can be overly
sensitive to surface roughness (x-ray reflectivity), or require extra care in sample prepara-
tion (AFM/TEM). But there can still be issues with drift and length scale calibration in
the SEM, so it is worthwhile to test the trigonometrically projected film thickness against
an appropriately sized length scale. Figure 5.8 displays a nominally 460 nm polystyrene
microsphere that has been deposited from solution onto a piece of silicon sputter coated
with aluminum. The measured sphere diameter of 450 nm as determined from the process
outlined above corresponds very well with the manufacturers supplied dimensions and ver-
ifies that the dimensional calibration of the SEM is correct, even in the skewed geometry
needed for accurate cross-sections.
The capacity of the FIB to evaluate film thickness even for very difficult geometries is
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demonstrated in figure 5.9. A small piece of silicon was scribed into the form of a long strip,
mounted so that it projected downward in the sputtering system just like a sample would,
and coated under the same conditions as the samples. The sharp edges of the scribed silicon
(inset in figure 5.9) were then cross-sectioned to test the sputtering system’s capacity to
conformally coat sharp edges. As is evident from the figure, the coating is excellent, even
for very sharp corners.
Figure 5.8: A cross-section in a film next to a polystyrene bead of 0.45 nm diameter.
5.3 Experimental Results:
Typical data for theBa(Fe1−xCox)2As2 crystals before and after coating in this work is
displayed in figure 5.10. Above the transition temperature of the Aluminum coating, TC ≈
1.2K, ∆λab(T ) is unchanged by the coating. Below the TC−Al the coated crystal displays
a sudden new drop in penetration depth. This additional screening factor is the key ruler
that allows for calculation of the absolute penetration depth λab(0) in the coated crystal,
according to the method described in chapter 2.
The striking result obtained from this method is that the λab(0) values determined by
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Figure 5.9: A scribed piece of silicon coated in the same way as the samples and cross-
sectioned along the edges at two points near the top and the bottom of the frame (inset).
This demonstartes the ability of sputtered films to conformly coat both slowly varying corners
and very sharp edges.
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II. EXPERIMENTAL
A. London penetration depth
The experimental apparatus used for obtaining all of the
penetration depth measurements in this work was a TDR.20
The essential components of the TDR are a tank circuit
formed by an inductor and a capacitor, which has a reso-
nance frequency f0=1 /2	LC14 MHz, and a tunnel di-
ode. While the diode is biased appropriately it serves as an ac
power source for the tank circuit. To perform penetration
depth measurements, the sample is mounted on a sapphire
stage and inserted into the inductor coil. The magnetic field
of the coil, which is 10 mOe, is screened by the sample
and thus changes the inductance, L, and therefore also the
resonance frequency by an amount 
f . By utilizing 
fT
=−G4	T=G1− T /RtanhR /T	, the TDR is ca-
pable of measuring the variation in the penetration depth in a
superconductor, 
T=T−0, with a resolution of
nearly 1 Å, where G is a geometry-dependent calibration
factor depending on the coil volume, sample volume, demag-
netization, and empty coil resonance frequency. This calibra-
tion factor is measured directly by extracting the sample
from the inductor coil at its base temperature.
The TDR technique, as described above, provides very
precise measurements of the variation in the penetration
depth, 
T, but not the absolute value due to reasons de-
scribed in detail in Ref. 21. However, as proposed in the
same reference, the TDR technique can be extended to obtain
the absolute value of the penetration depth, T. The key to
obtaining 0 from TDR measurements is to coat the entire
surface of the superconductor under study with a thin film of
a conventional superconductor having a lower critical tem-
perature and a known value of 0, which in this work was
aluminum. For this study, the aluminum films that were used
to coat the BaFe1−xCox2As2 samples had Tc
Al1.2 K and
thicknesses of 100 nm, as shown in Fig. 1.
While the Al film is superconducting it participates with
the coated superconductor to screen the magnetic field gen-
erated by the TDR coil. However, when it becomes normal it
does effectively no screening because its thickness, t, is
much less than the normal-state skin depth at the TDR oper-
ating frequency of 14 MHz, where Al75 m for 0Al
=10  cm.22 By measuring the frequency shift upon
warming from Tmin, which is the base temperature of the
sample, to TTc
Al we obtain the quantity L
ef fTc
Al
−ef fTmin, shown in Fig. 2. This quantity can be used to
calculate 0 along with the previously determined power-
law relation for iron-based superconductors,23 
T=Tn,
and by using the formula for the effective magnetic penetra-
tion depth into both the Al film and the coated supercon-
ductor for TTc
Al
, which is given by
ef fT = AlT
T + AlTtanh
t
AlT
AlT + Ttanh
t
AlT
, 1
where T is the penetration depth of the coated supercon-
ductor and AlT is the penetration depth of the Al film. As
usual with the TDR technique, the variation in the penetra-
tion depth with temperature, 
ef fT=ef fT−ef fTmin, is
measured. This method has been successfully demonstrated
on several cuprate superconductors21 and has shown agree-
ment with measurements of 0 in Fe1+yTe1−xSex crystals
obtained by different techniques.24 Here we use an extended
analysis obtained by solving the appropriate boundary value
problem.
The aluminum film was deposited onto each sample while
it was suspended from a rotating stage by a fine wire in an
argon atmosphere of a magnetron sputtering system. The for-
mation of nonuniform regions in the film was avoided by
bonding the wire to only a portion of the narrowest edge of
each sample. Each film thickness was checked using a scan-
ning electron microscope in two ways, both of which are
shown in Fig. 1. The first method involved breaking a coated
FIG. 1. Scanning electron microscope images of the Al-coated
samples. a Large scale view. The broken side is on top. b and c
are zoomed in on the Al film on the edge of the broken side. d A
trench produced by a FIB. e Closeup view of the FIB trench
showing the Al film and its thickness.
FIG. 2. Color online Main frame: full superconducting transi-
tion of an optimally doped BaFe0.93Co0.072As2 crystal before and
after coating. Inset: zoomed in low-temperature region, TminT
Tc
Al
, before green triangles and after red circles the Al coating
on the same sample. The overall frequency shift through the Al
transition, denoted as L, is used for the calculation of ab0.
GORDON et al. PHYSICAL REVIEW B 82, 054507 2010
054507-2
Figure 5.10: Full change in penetration depth [11] for an optimally doped
Ba(Fe0.93Co0.07)2As2) crystal before and after coating. Inset: Blow of low temperatre re-
gion with uncoated data (green triangles) and remeasured coated data (red circles). The
overall shift when the aluminum becomes superconducting is used to calculated λab(0).
this technique rise by a factor of 2-3 as the c balt concentration is lowered below the level
that produces an optimal TC . This data is shown in the top panel of figure 5.11 The lower
panel displays the phase diagram for ease of comparison, as well as to highlight the region
where superconductivity and antiferromagnetism might coexist. Error bars attached to each
data point arise from the propagation of the expected uncertainties in film thickness, t =
100±10nm, and the zero temperature penetration depth of the aluminum λ(0) = 50±10nm.
Other measurements of λab(0) available prior to the publication of this data are in the figure
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as well. There is a general agreement between different measurements, though the spread is
somewhat large.
The difference between our TDO measures of λ(0) values is generally within the range
expected from uncertainties in the film coating, though does exceed this expected statistical
at certain doping levels (0.04). Whether this is caused by issues related to the aluminum
layers that were applied to those crystals or by discrepancies in the quality of the samples is
difficult to establish. Certainly the spread in TC ’s evident in the underdoped crystals seems
to suggest that sample issues are the likely culprit. The other possibility is of course that
the errors find their source in the aluminum coating procedure.
5.4 Quality Control and Error analysis:
Certain obvious failure modes were discovered in samples excluded from figure 5.11 because
defects there were apparent under SEM. For instance, the coating on one sample was missing
in some regions (figure 5.13). This was probably due to residual organic contamination
remaining on the sample surface during coating despite serious efforts to clean the sample
surfaces prior to coating. Such contamination would act as a liftoff mask for a form of
unintentional lithography. It would be coated uniformly during deposition but then wash
away in the acetone bath used to dismount the sample from its support wire. The dissolution
of the organic layer would carry away the aluminum that had previously covered it. It is
uncertain whether that organic contamination was due to stray glue remaining from the wire
bonding process or the consequence of thermal contact grease from prior measurements that
was never quite removed.
In the limit where aluminum coating boundary value problem can be approximated as the
simple difference between the penetration depth of the sample λFBS plus the film thickness
t and the penetration of the film λAl(0), it is clearly apparent that the answer for λFBS(0)
as estimed by the quantity L (see figure 5.10) by such a “patchy’ sample be reduced in
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Figure 5.3 Top panel: the zero-temperature in-plane London penetration
depth, λab(0), as a function of the Co concentration, x. The
three dashed blue lines are theoretical curves obtained using a
model accounting for competition between s±-wave supercon-
ductivity and itinerant antierromagnetism representing three
different values of λab(0) in the pure superconducting state.
The solid gray line is a fit to the TDR data only of the form
A + B/xn. Also shown are values of λab(0) obtained by other
experiments for comparison. Bottom panel: phase diagram for
Ba(Fe1−xCox)2As2.
Figure 5.11: Top panel: λab(0) as a function of cobalt doping x [11]. The three blue dashed
lines are theoretical curves that are discussed in the text. Also plotted are values for λab(0)
obtained by different groups using different techniques. Additional λab(0) data take by
MFM and SSQM measurements [12] is plotted as black stars. Dashed lines represents fits
to a model describing the effect of competition between the SC and SDW Phase (see text
for details). Bottom panel: Nominal phase diagram for Ba(Fe1−xCox)2As2.
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Figure 5.12: Top down SEM image of a typical cobalt doped crystal. (a) Long crack pro-
pogating through crystal. (b) Unusual surface features. (c) Bookended edges typical of the
crystals studied. Bright areas are (electrically insulating) vacuum grease used for thermal
contact during the second round of measurements following the coating process.
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proportion to the area that is uncovered. This is because the total signal can be described
as:
L = λFBS(0) + τ − λal(0) = gsens.(AreaSample)(∆F (TC(AL)−∆F (TC(AL)) (5.1)
If the coated area does not equal the sample area, as in figure 5.13, ASample. will be reduced
Figure 5.13: SEM image of a sample with an anomalously small λab(0) as determined by
the film coating method. Whole patches of coated Aluminum were found to be missing.
Three FIB cross-sections established this beyond a doubt. (a) Normally coated region. (b)
Boundary of gap. (c) Uncoated region. Inset: blowup of gap region boundary.
and L will be too small. Conversely if the sample is mistakenly enveloped in an insulating
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layer that remains coated during the overall measurement, then the λFBS(0) will be much
too large. This is because the effective film thickness, τ in the difference signal between
when the sample does the screening and when the film does the screening, will effecively
become larger. Given that τ is directly related to the final answer (in the limit where the
B.V.P. can be simplified) and it is typically only 100nm, such an insulating layer does not
have to be terribly thick to alter the overall result.
Figure 5.14: Two cross sections from a sample with an abnormally large penetration depth
as reported by the film coating method. The irregular buffer layer in between the sample
surface and the coated film is likely residual vacuum grease. Under high magnification it
charged quite strongly and seemed to flow.
The hypothesis that such issues might be due to residual thermal contact grease was
strengthened by cross sections of another excluded sample with a very large λab(0) (figure
5.14). Careful microscopy of this sample revealed both a thin “buffer” between the film and
the crystal and hollow domes in the film itself. The likelihood that the highly viscosity glue
used for wire bonding could spread and uniformly wet a crystal surface prior to mounting
is low. It seems more likely that the weakly soluble silicon vacuum grease used in prior
measurements was simply never fully washed away from some of the samples during the
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extended cleaning process used before coating. Such problems have not recurred since Silicon
grease was replaced by Apiezon-N, a hydrocarbon based (and therefore easily dissolved in
organic solvents) high vacuum grease, for thermal contact. Another problem discovered in
Figure 5.15: Opposite sides a and b of a sample with moderate devation in film thickness.
Note the nearly factor of two difference in film coating.
Figure 5.16: Left: A well mounted sample whose c-axis is roughly perpendicular to the
principal direction of aluminum flux. Right: A poorly mounted sample where the c-axis is
closer to parallel with the principal direction of Aluminum flux.
one of the coated samples was a discrepancy of the measured film thickness between opposite
a-b surfaces of the thin plate-like sample (figure 5.15). This was attributed to the unbalanced
way in which that crystal was mounted during coating (figure 5.16). While sputtering can
generate particularly isotropic and uniform coatings even over irregular surfaces, as was
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demonstrated in the previous section, it is not completely fool proof. It seems that the
backside of the sample in this case received a substantially reduced aluminum flux.
Unfortunately, there is no clear way that such film issues can be identified without post
measurement FIB cross-sectioning of each sample. Fortunately stricter tolerances for the
maximum allowable deviation of a samples long axis from perpendicularity has prevented
the recurrence of this issue.
5.5 Discussion:
The increase in λab(0) on the underdoped side (below x ≈ 0.047), which is where data from
many techniques such as NMR [29] suggest that intinerant antiferromagnetism and super-
conductivity coexist, implies that the Fermi surface has been reduced or partially gapped
out. Because the carrier concentration ns is proportional to 1/λ
2
ab(0), a large penetration
depth implies that very few carriers are available to screen an external magnetic field. The
carrier concentration, like most electrical properties, is simply a function of the avaiable
Fermi surface, as was described in chapter 1.
k y
[π/
a]
x = 0
EF
x = 0.02 x = 0.038 x = 0.058 x = 0.114
Figure 5.17: ARPES Fermi surface maps at 20K as the doping is varied from x = 0 (anti-
ferromagnetic parent compound) to x = 0.114 (paramagnetic highly doped state) [13]. At
this temperature superconductivty does not turn on until x = 0.058, at which point the last
remnant of the petal shaped ordering in the parent compound vanishes.
There is evidence from ARPES measurements that the Fermi surface inBa(Fe1−xCox)2As2
undergoes severe changes as the cobalt doping is reduced (electrons are removed) [13]. What
they observed was the replacment of the quasi-circular electron-like bands present at the M
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points at high cobalt doping levels (x ¿ 0.058 in figure 5.17) with petal like hole-pockets as
they passed below the critical cobalt level needed to sustain superconductivity (x ¡ 0.04 in
figure 5.17). This restructuring of part of the Fermi surface and hence substantial reduction
in carrier density for low dopings results in the spike in penetration depth we observed.
Fernandes and Schmalian demonstrated that the superfluid density in a magnetically
ordered superconductor contains contributions from both the remaining Fermi surface after
such reconstruction and the spin-density wave ordering (although the total SFD is still less
after reconstructuion) [93]. They concluded that a superconductor where such competing
orders coexisted would see an altered superfluid density (where ∆SC is the superconducting
gap and ∆AFM is the antiferromagnetic gap):
λ−2 = λ−20
∆2SC
∆2AFM + ∆
2
SC
(5.2)
which can be restated as:
λSC+SDWab (0) = λ
SC
ab (0)
√√√√1 + ∆2AFM
∆2SC
(5.3)
Interpolating between the gap in parent compound ∆AFM(x = 0) ≈ 60meV [9] and
∆AFM(x = 0.05) = 0, we can plot this expected boost in penetration depth as a function
of composition. This is represented as three dashed lines in figure 5.11, where each different
dashed line assumes a different λSCab (0) value of either 120 nm, 180 nm, or 270 nm. It should
be noted that this has ignored the variation of the gap value with doping, but that is actually
consistent with data from MFM and SSM measurements, which saw the gap fluctuate by no
more than 10% across the dome [12].
This theory does not take into account any of the physics in the overdoped region, so those
dashed lines are kept horizontal. It should be noted that the fit was substantially improved
by the assumption that AFM ordering came to an end at a slightly lower doping level, x =
0.05, rather than x = 0.06 as is conventionally assumed. But given the many simplifications
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inherent in the model and the scatter in measured values, the level of agreement is quite good.
In a related work the same authors (Fernandes and Schmalian) show that local coexistence
cannot occur for a s++ pairing symmetry, but can for an s+− one [94], so the agreement
between their predictions and our data represents an indirect test of the pairing symmetry
as well.
single gap, which implies two-gap superconductivity.32 Fur-
thermore, the normalized sT for the optimally doped
sample over the entire temperature range stays above the
curves for both heavily underdoped and overdoped samples,
though in the latter case the difference is on the order of the
statistical error in the measured values of ab0 see Fig. 3.
This distinction between the different Co-doping composi-
tions suggests that the gap anisotropy, which is generally
considered as being either the actual angular variation in k
space and/or the development of an imbalance between the
gaps on different sheets of the Fermi surface, increases when
we depart either way from the optimal doping. Although our
measurements do not go into the far overdoped regime, these
results are consistent with the measurements of the specific-
heat jump33 and the residual density of states,34 as well as
with measurements of thermal conductivity.35,36 In particular,
thermal-conductivity measurements with heat flow along the
c-axis actually suggest that nodal regions develop in the su-
perconducting gap in heavily underdoped and overdoped
compositions. This, in turn, is consistent with measurements
of c in a closely related BaFe1−xNix2As2, where c-axis
nodes were suggested.37
IV. CONCLUSION
In conclusion, the zero-temperature value of the in-plane
London penetration depth, ab0, has been measured for the
BaFe1−xCox2As2 series across the superconducting “dome”
of the phase diagram using an Al coating technique along
with TDR measurements. There is a clear increase in ab0
below x0.047, which is consistent with a reduction in the
superfluid density due to the competition between itinerant
antiferromagnetism and superconductivity for the same elec-
trons. The measured values of ab0 were used to construct
the normalized superfluid density phase stiffness, sT,
and study its evolution with doping. The upward concavity
of sT just below Tc for samples across the superconduct-
ing dome of the phase diagram implies the importance of
two-gap effects for all doping levels. A notable suppression
of s for heavily underdoped and some suppression for
slightly overdoped samples with respect to samples with op-
timal doping suggests a developing anisotropy of the super-
conducting gap toward the edges of the superconducting
dome, consistent with the behavior found in specific-heat and
thermal-conductivity studies.
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Figure 5.18: The normalized superfluid density, ρs(T ) for three different dopings Opt.: x =
0.074, OD: x = 0.102, UD: x = 0.038. The standard curves for s-wave and d-wave gaps are
also shown [11].
Measurement of t e λab(0) also allows us to calculate the normalized superfluid density
versus temperature for a variety of different compositions (figure 5.18). Also shown in figure
5.18 are ρs(T ) = 1/(1 + ∆λ(T )/λL(0))
2 curves for a single band s-wave superconductor
(dotted blue line) and a clean d-wave superconductor (dotted gray line). The superfluid
densities for the different dopings plotted do not match well with either conventional s-wave
superconductivity or d-wave superconductivity. An especially important feature present in
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the data is the upward opening curvature of the superfluid density near TC . This means that
the superconducting gap evolves more slowly than it does for a single s-wave gap system,
which implies two-gap superconductivity [95].
Also notable is that the superfluid density in the optimally doped sample is larger over the
entire temperature range than that of both the underdoped and overdoped samples, though
the difference is within the expected margin of error between the between the optimally doped
sample and overdoped sample. That the superfluid density seems to veer more towards
that of a conventional s-wave gap system at optimal doping (it becomes flatter at lower
temperatures and loses some of its upward opening curvature at high temperatures) suggests
that the imbalance between the gaps is reduced at the highest TC and that deviations away
from the optimal level produce higher levels of anisotropy. This is in keeping with the results
of a variety of different measurements [5, 63,96,97].
5.6 Conclusion:
Given the gapping out of part of the Fermi surface in Ba(Fe1−xCox)2As2 as the SDW AFM
phase re-emerges below x = 0.047, it is perhaps not so surprising that our data displays the
strong doping dependence that we observed. While it is true that those other measurements
had established that there is no clear phase separation they did not actually guarantee that
each separate order actually drew from the same pool shared of conduction electrons. This
has never previously been observed in a superconductor before.
By demonstrating that as the antiferromagnetic order is suppressed, the superfluid carrier
density increases until the maximal TC , we lend weight to the argument that High TC
superconductivity is a sort of “Goldilocks” phenomenon [80], in that a system must have a
balance between the strength of its interations and the degree of its itinerancy that is “just
right”. Strong interactions between the constituent fermions allow for considerable energy
savings, but if they become too strong, they risk driving the system towards localization and
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prevent the fermions from moving.
Our evidence that electrons involved in the superconducting state are sourced from the
same resevoir as those used by the antiferromagnetic state also amounts to an indirect test
of the pairing symmetry, provided that other measurements have of course ruled out d-
wave ordering. This is a very exciting point, because there are very few methods that can
discrimintate between multigap s++ ordering and unconvention s+− ordering, especially in
a disorder dominated system like the cobalt-122s.
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Chapter 6
Quantum Criticality in
BaFe2(As1−xPx)2:
6.1 Introduction:
Isovalent doping suppresses antiferromagnetism in the parent compound BaFe2As2 and
brings on the superconducting state but does not change the population of electrons and
holes, nor add significant scattering [14,23]. The action of the phosphorous dopant seems to
be the simple compression of the Fe-As sublattice because Phosphorous atoms are slightly
smaller than the arsenic atoms they replace. Similar effects have been seen by application
of pressure to the parent compound.
The BaFe2(As1−xPx)2 phase diagram (figure 6.1) resembles that of the cobalt-122 mate-
rials and indeed reaches a comparable high transition temperature of 28 K at optimal doping.
In contrast with the other 122 materials, phosphorous-122s were quickly established to have
a nodal order parameter [98,99]. These similarities and differences make investigation of the
phosphorous compounds very exciting.
6.1.1 Anomalous Normal State Properties of BaFe2(As1−xPx)2:
Transport measurements [14] on BaFe2(As1−xPx)2 crystals have established that the resis-
tivity trends toward linear temperature dependence as the effective doping level decreases
(figure 6.3 [14]). Similar effects have been seen in cobalt-122 single crystals, but the effects
are substantially more difficult to interpret because those samples are not hole-electron com-
pensated [100,101]. NMR measurements of the spin-lattice relaxation rate have shown that
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Figure 6.1: Phase diagram for BaFe2(As1−xPx)2 [1].
for high levels of phosphorous doping the Korringa relation T1TK
2 = constant, where T1
is the nuclear spin-lattice relaxation time and K is the Knight shift, remains true. But as
the doping level is decreased substantial temperature dependence emerges, which has been
attributed to the presence of dramatically enhanced AFM fluctuations since deviations from
the Korringa law are usually caused by the presence of collective electron-electron interac-
tions, like spin fluctuations (figure 6.3 [15]).
Measurements of the De Haas-van Alphen effect in phosphorous-122 crystals over a very
large doping range confirmed that the doping process adds minimal chemical disorder to the
host crystal, because only exceptionally clean materials will display such an effect [14]. Ex-
traction of the Fermi surface from those oscillations demonstrated that the material remains
a compensated metal over the full range of phosphorous doping. In fact the sizes of the
electron and hole pockets simply shrink in a linear fashion as the phosphorous composition
is reduced (figure 6.4). This is completely unexpected from what band theory models would
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pnictogen height decrease linearly with x, as shown in Figs.
2a and 2b.
Now we discuss the normal-state transport properties fo-
cusing on the nonmagnetic regime. At x=0.33 just beyond
the SDW end point, xxT exhibits a nearly perfect T-linear
dependence in a wide T range above Tc as shown in Fig. 3a
xxT = 0 + AT 1
with =1.0, where A is a constant. Thus, the resistivity ex-
hibits a striking deviation from the standard Fermi-liquid
theory with =2. Based on the two-dimensional 2D
electron-gas model, the conductivity due to five Fermi sur-
faces is roughly estimated as =5 e2 /hkFlmfp, where kF is
Fermi wave number and lmfp is mean-free path of carriers.22
Thus the Ioffe-Regel limit, which corresponds to kFlmfp1,
is roughly estimated as 350 	cm. This may be rel-
evant to the deviation from the T-linear behavior of T at
high T 150 K. With increasing x,  increases and the
Fermi-liquid behavior is recovered at x=0.71. The contour
plot of  in Fig. 2c demonstrates this evolution in the phase
diagram, indicating that the deviations continue to lower
temperatures as x→0.33. This sheds light on the V-shaped
region where anomalous T-linear behavior takes place,
which suggest a strong similarity to the non-Fermi-liquid
behaviors governed by quantum fluctuations in strongly cor-
related electron systems.23 For x=0.33, RH exhibits a marked
T dependence that is approximated as −RHT=C1 /T+C2,
where C1 and C2 are positive constants, as depicted in the
inset of Fig. 3a. Similar anomalous behaviors of xx and RH
are reported in other Fe pnictides.5–9 It is well known that
temperature dependent RH can be obtained in the Bloch
theory when multiple bands are involved. Then an important
question is whether the most fundamental transport proper-
ties described above can be accounted for by the conven-
tional multiband model or can be indicative of unconven-
tional transport properties inherent to the Fe-based systems.
We show that the former is highly unlikely for the following
reasons.
In the compensated two-band metal with equal number of
electrons and holes, the Hall coefficient is described simply
as
RH =
1
ne

h − e
h + e
, 2
where e h is the conductivity of electron hole band.
The fact that RH is negative indicates that the electron band
dominates transport properties eh. Strong evidence
against the simple multiband explanation is obtained from
the amplitude of RH. From Eq. 2, RH cannot exceed 1 /ne.
Band calculations reveal that BaFe2As2 has 0.15 electrons
per Fe Ref. 8 and that the electron Fermi surface is not
seriously influenced by the P replacement see below. This
electron density corresponds to 1 /ne0.9810−3 cm3 /C.
However, it is clear from the inset of Fig. 3a that the ob-
served magnitude of RH becomes considerably larger than
this value especially at low temperatures. These results lead
us to conclude that the simple multiband picture cannot ex-
plain the transport coefficients in the present system.
Another anomalous feature is also found in magnetoresis-
tance MR. In the conventional Fermi-liquid state, the MR,
xxH /xxxxH−xxH=0 /xx, due to an orbital mo-
tion of carriers is simply scaled by the product of cyclotron
frequency c and scattering time  as xxH /xx=Fc.
This is so-called Kohler’s rule. Since cH and xx
−1
, the
Kohler’s rule is rewritten as xxH /xx=F	0H /xx,
where Fy is a function of y depending on the electronic
structure. Figure 3b is the transverse MR plotted against
	0H /xx for x=0.33 in H 	c. The data at different tempera-
tures are on distinctly different curves, indicating apparent
violation of the Kohler’s rule. The result means c is no
longer a scale parameter for MR due to an orbital motion of
carriers.
It has been proposed24,25 that the MR in the non-
Fermi-liquid regime may be scaled by the Hall angle
Htan−1
xy
xx
 as xxH /xx tan2 H modified Kohler’s
rule. To examine this relation, we plot the MR as a function
of tan2 H in the inset of Fig. 3b. Obviously, the MR data
at different temperatures collapse into the same curve, indi-
cating a distinct Hall-angle scaling of the MR.
It should be noted that the modified Kohler’s rule as well
as the T-linear xx and the low-temperature enhancement of
RH1 /ne, distinct from the standard Fermi-liquid theory
of metals, have also been reported in other strongly corre-
lated electron systems including high-Tc cuprates26 and 2D
heavy-fermion compounds.27 The simultaneous understand-
ing of these anomalies has been a subject of intense
research.24,25,28,29 Among others, one may involve different
quasiparticle scattering times  at different parts of Fermi
surfaces.25,28 The effects of band curvature and Fermi veloc-
ity anisotropy on  can account for the enhancement of RH.
Another important effect is the vertex corrections to the lon-
gitudinal and transverse conductivities due to large antiferro-
magnetic fluctuations,24 which modify the current at the
Fermi-surface spots connecting with the nesting vectors, re-
sulting in enhanced RH.27 Although quantitative analysis of
these effects in the Fe-based superconductors deserves fur-
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FIG. 3. Color online a Normal-state xxT for x=0.33, 0.41,
0.56, 0.64, and 0.71 at low temperatures can be fitted by the power
law Eq. 1. The inset shows T dependence of −RHT for x
=0.33. Solid line is a fit to the data by −RHT=C1 /T+C2 with
C1=0.048 Kcm3 /C and C2=1.510−3 cm3 /C. b Magnetoresis-
tance xxH /xx plotted as a function of 	0H /xx2 for x=0.33.
The inset shows xxH /xx plotted as a function tan2 H.
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Figure 6.2: Normal-state ρxx(T ) for a variety of different dopings. As the phosphorous contet
is reduced and the superconductor is tuned toward optimal doping the resistivity t kes on
a linear character. Such powerlaw analysis to the left of the dome peak is complicated
by the emergence of SDW ordering at higher temperatures Inset: Effective powerlaw for
normal-state resistivity as a function of doping [14].
predict and also contrasts sharply with the Fermi surface of the electron doped cobalt-122s
which undergo a severe topological change as the doping level is changed (Chapter 3, [13]).
6.1.2 A Brief Primer on Quantum Criticality:
The substantial deviations of phosphorous-122 superconductors from the results predicted by
Fermi liquid theory hint at something much greater, that there might in fact be a quantum
71
to the uniform spin susceptibility ðq ¼ 0Þ, which is pro-
portional to the density of states at the Fermi energy
NðEFÞ. Kchem is the chemical shift, which is unrelated to
ðq ¼ 0Þ, and is estimated to be 0:018% as follows.
Since no obvious AF fluctuations were detected by NMR
at high temperatures as seen in Fig. 2, it would be a good
approximation to assume that ðT1TÞ1=2 is proportional to
NðEFÞ at high temperatures, i.e., to assume that the usual
Korringa relation holds at 270 K. Based on the plot of
ðT1TÞ1=2 against K at 270 K for different x shown in the
inset of Fig. 1, we can estimate Kchem as the intercept. The
obtained Kchem is 0:018 0:019%, indicating that Kspin
accounts for 86% of the observed Knight shift for x ¼
0:33. Note that this Kchem would be a reasonable value,
since the chemical shift for 31P in many diamagnetic
insulators is of the order of some hundreds of ppm, which
is comparable to this Kchem [20]. By assuming Kspin /
ðq ¼ 0Þ ¼ 2BNðEFÞ, the P-substitution dependence of
Kspin at 270 K suggests that the change in NðEFÞ would be
at most 10% for x  0:64, which is quantitatively consis-
tent with the result of our band calculation discussed
below.
Band-structure calculations by local-density-
approximation were performed for nonspin-polarized
BaFe2As2 and BaFe2P2, using the WIEN2K package in the
APWþ local orbital basis [21]. In addition, to obtain
systematic changes of the electronic band structure for
BaFe2ðAs1xPxÞ2, we performed the local-density-
approximation calculations for three virtual materials with
linearly-interpolated z ¼ z0ð1 xÞ þ z1x: (i) BaFe2As2
with fixed ða; cÞ ¼ ða0; c0Þ, (ii) BaFe2As2 with linearly
interpolated ða;cÞ¼ ½a0ð1xÞþa1x;c0ð1xÞþc1x, and
(iii) BaFe2P2 with fixed ða; cÞ ¼ ða1; c1Þ, where a0ð1Þ, c0ð1Þ,
and z0ð1Þ are the experimental values for the crystallo-
graphic parameters of BaFe2As2ðBaFe2P2Þ [16,22].
NðEFÞ barely changes for x < 0:5, and then decreases for
x > 0:5 (see supplementary information [23]). Such be-
havior is consistent with our Knight shift results.
As shown in Fig. 1(b), K is almost temperature inde-
pendent for x  0:56, and that the absolute value of K in
the normal state decreases only slightly upon P substitu-
tion. These data indicate that P substitution does not pro-
duce significant changes in ðq ¼ 0Þ and NðEFÞ. This is in
stark contrast to carrier-doped iron-pnictide superconduc-
tors; in electron-doped BaðFe1yCoyÞ2As2, the Knight shift
data indicate that NðEFÞ of non-SC y ¼ 0:26 is approxi-
mately 50% that of y ¼ 0:08with the maximum Tc of 26 K
[6]. Such drastic effects on NðEFÞ via electron-doping is
expected from the characteristic band structure [24]; the
calculated NðEFÞ rapidly changes near EF with a negative
gradient, resulting in a rapid decrease of NðEFÞ with
P concentration x
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FIG. 2 (color online). The 31P nuclear spin-lattice relaxation
rate divided by temperature ðT1TÞ1 for BaFe2ðAs1xPxÞ2 at
4.12 T. Solid lines represent fits to ðT1TÞ1 ¼ aþ bðT þ Þ1
(see text). As AF fluctuations are suppressed as inferred from the
suppression of ðT1TÞ1, Tc (denoted by arrows) also decreases.
Inset: Fitting parameters of ðT1TÞ1. The fitting parameters a
and b are plotted against P concentration x. The a and b weakly
depend on x, but  shows a strong x dependence [see Fig. 3]. The
small value of  at x ¼ 0:33 ( 0) are insensitive to the fitting
parameters of a and b.
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FIG. 1 (color online). P substitution evolution of (a) 31P NMR
spectra and (b) 31P Knight shift (31K) determined at the spectral
peak, obtained in a mosaic of the single crystals at 4.12 T.
(b) The arrows indicate the chemical shift Kchem (see text).
The abrupt decrease in 31K at low temperatures is due to the
onset of superconductivity. Inset: 31K vs ðT1TÞ1=2 at 270 K for
different P concentrations x.
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Figure 6.3: Temperature deped nce of the spin lattice relaxa ion time for 31P nuclei for
several diffe ent op ng levels. Deviations from flattness represent violations of the Korringa
law [15].
the measured band energy shifts and mass renormaliza-
tions as a way to measure the strength of the electron spin-
fluctuation coupling and link this to Tc via Eliashberg
theory. Indeed, just such a calculation was reported by
Ortenzi et al. [26] for LaFePO. Using the band shifts
needed to match the band structure calculations to dHvA
experiments they were able to explain both measured mass
renormalizations and Tc. If such quantitative agreement
could be found using the present data for BaFe2ðAs1xPxÞ2
this would provide strong evidence for spin-fluctuation
mediated high Tc superconductivity in the iron pnictides.
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FIG. 3 (color online). (a) Experimental (solid symbols) aver-
age electron sheet frequencies ( and ) versus P content, x. The
data for x ¼ 0 are taken from Ref. [9]. The dashed lines show
band structure predictions. (b) The variation with x of the
quasiparticle effective masses, m and (c) Tc after Ref. [16].
The vertical dashed line marks the location of the onset of the
appearance of magnetism at T ¼ 0.
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Figure 6.4: Average electron she t freq encies obtained from quantum oscillations versus
phosphorous doping level, x [14]. Doping seems to cause a only a linear variation in pocket
size, which is totally contrary to what band theory would predict and indicative of the
important role that many-body effects must play.
critical point (QCP) buried deep inside the superconducting dome as the consequence of
a quantum phase transition (QPT) as the dopant concentration is varied [102]. Quantum
criticality and quantum phase transitions are still very poorly understood, but are the focus
72
of many research efforts [16,103].
Generically, a quantum phase transition is a qualitative change in the electronic ground
state wavefunction of a many-body system in response to a smooth change in a coupling
constant in its Hamiltonian. This transition takes place at zero temperature in the total
absence of the thermal fluctuations that usually drive thermal phase transitions. Because
it takes place at zero temperature, no change in entropy can occur between different phases
and the process must be driven purely by quantum fluctuations associated with Heisenbergs
uncertainty principle. By analogy with their more familiar thermal cousins, quantum phase
transitions can be either abrupt first order process or continuous second order ones. There
are significant disputes about the nature of first order transitions [104] and most references
focus exclusively on the second order variety [105] so this brief commentary will not attempt
to tack against that current.
In a second order process, the point of separation between the two phases is in fact
a quantum critical point, where the ground state wave function will be a complicated su-
perposition of an exponentially large number of wavefunctions describing the two separate
quantum states on either side [16]. This is in fact a state of long range quantum entan-
glement the something like 1023 particles in a typical condensed matter system. This goes
some distance toward explaining why our general level of insight in QPTs and QCPs is so
minimal.
The problem becomes even more difficult when the effects of temperature are included;
though it is widely believed that the effects of quantum criticality matter more at high
temperature (up to some natural limit) than at low temperature. This paradoxical result
is more palatable when one realizes that at low temperatures the time scale for thermal
fluctuations increases dramatically while the quantum time scale (set by uncertainty principle
fluctuations) remains unaffected. This separation in characteristic time scales means that the
two different mechanism of fluctuations have little overlap and that the system can effectively
be described by the ground state wavefunction. Well-defined quasiparticle excitations can
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then be used to account for the thermal average of temperature dependent quantities.
As the temperature is increased however, the thermal time scale shortens and eventu-
ally becomes comparable to the time scale for quantum fluctuations. For itinerant electron
systems in this region, their properties diverge remarkably from those expected of conven-
tional Fermi liquids [2]. For instance in a two dimensional system the resistivity ρ(T ) goes
from T 2 ⇒ T and the normally temperature independent magnetic susceptibility χ and the
electronic specific heat coefficient γ acquires strong temperature dependence and diverge as
T ⇒ 0.
0
0
FIG. 5. Non-zero temperature properties of the Ising quantum spin chain which models CoNb2O6
shown in Fig. 1. Shown are theoretical computations from the exactly solvable spin chain with
nearest-neighbor exchange. The color plot indicates the value of the (4~c/pikB)(dξ−1/dT ), where
ξ is the spin correlation length and c is the velocity of spin excitations; this dimensionless number
has a T dependence similar to that of the T derivative of τ−1eq of non-integrable strongly-interacting
quantum critical points. Also indicated are typical spin configurations in the two low temperature
regimes. For g < gc, we have the ferromagnetic configurations of Eq. (1) separated by domain walls,
while for g > gc we have the paramagnetic state of Eq. (2) with its ‘reversed spin’ excitations; here
| →〉 = (| ↑〉+ | ↓〉)/√2 and | ←〉 = (| ↑〉 − | ↓〉)/√2.
Given its smallest value of τeq, quantum criticality realizes the perfect fluid
5.
We also illustrate the similar T > 0 crossovers for the Ising chain found in CoNb2O6 in
Fig. 5. The quantum spin chain with only nearest-neighbor exchange couplings is exactly
solvable, and we plot a quantity closely related to the temperature derivative of τ−1eq for
generic quantum critical points: these clearly illustrate the 3 regimes of Fig. 4, including
the central regime of quantum criticality.
The behavior in Eq. (4) can be detected in experiments by measuring various response
functions as a function of both frequency (ω) and T . Then we expect6 these results to
depend only upon the single variable ~ω/kBT . Inelastic neutron scattering experiments on
insulating compounds with spin-1/2 ions on one-dimensional and geometrically frustrated
two-dimensional lattices7, as well as metallic copper oxides8 and heavy-fermion compounds9
near the doping levels at which antiferromagnetic long-range order vanishes have revealed
that this function scales with the ratio ω/T .
The transport properties of the quantum critical region also enjoy a great deal of uni-
versality. This is expected from our reasoning above, because the values of the transport
coefficients depend on the same processes which establish local equilibrium. We mention
10
Figure 6.5: An exactly solvable Ising chain modelling quantum criticality in CoNb2O6.
The effects of the QCP separating ferr magnetic configurations (left) from paramagnetic
configurations (right) are see to “funnel” up to very high temperatures [16].
This crossover in time scales yields a sort of funnel shaped region in the phase diagram
rising up from zero temperature where the effects of the quantum phase transition are
expected to most strongly felt (figure 6.5 [16]). Paradoxically, this thermal widening happens
because thermal effects are stronger at larger T.
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6.1.3 Quantum Criticality in Unconventional Superconductors:
The signature of quantum criticality seems to be written across the phase diagram of most
unconventional superconductors. This same sort of crossover has also been seen in ruthenium
oxides, organic metals, and heavy fermion systems [22, 106, 107]. Linear resistivity has also
been seen in the Iron Pnictides and interpreted as a possible hint of a QCP, but this could
arise from conventional Fermi liquid theory as the result of multiband effects and magnetic
scattering [22].
electron mass, m0, and the Fermi temperature,
TF = eF/kB = ħe
2
2pkBm*
Ak , for x > 0.4, determined
from the dHvA oscillations corresponding to the
extremal orbits on the outer electron Fermi surface
(b1 and b2 orbits in Fig. 2B). Here, eF is the Fermi
energy and Ak is the cross-sectional area of the
orbit. In contrast to the negligible x-dependence
expected from the DFT calculations, a critical-like
increase in m* accompanied by a strong reduction
of TF is observed as the system is tuned toward
the optimal composition from the overdoped side.
For a reliable determination of the absolute
value of lL(0) in small single crystals, we adopted
three different methods (8). The first is the lower-
Tc superconducting film coating method (13–15),
in which lL(0) is determined from the frequency
shift of a high-precision tunnel diode oscillator
(16) (resonant frequency of f ~ 13 MHz) con-
taining the BaFe2(As1–xPx)2 crystal coated with
an aluminum film (Tc = 1.2 K) of known thick-
ness and penetration depth.
The second is the microwave cavity pertur-
bation technique, in which lL(0) is determined
from the measurements of surface impedance,
Zs = Rs + iXs, by using a superconducting res-
onator ( f ~ 28 GHz) and a rutile cavity reso-
nator ( f ~ 5 GHz), both of which have a very
high quality factor Q ~ 106 (8). In all crystals,
the residual surface resistance Rs(0) at T→0 K,
which we determined by withdrawing the crystal
from the rutile cavity at low temperature, is less
than 0.3% of Rs just above Tc. This negligible
residual Rs(0) indicates almost perfect Meissner
screening without any non-superconducting re-
gions. In the superconducting state well below
Tc, lL(T ) is obtained from the surface reactance
via the relation Xs(T ) = m0wlL(T ). The absolute
value of Xs is determined from Zs and dc-resistivity
rdc (measured separately by a conventional four
contact technique) by the relation Rs = Xs =
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m0wrdc=2
p
which holds in the normal state (8).
The third method uses the temperature-
dependent changes dlL(T ) = lL(T ) − lL(0),
measured by the tunnel diode oscillator down
Fig. 1. Generic temperature versus nonthermal control parameter phase diagram of iron-based super-
conductors, illustrating two cases. (A) Quantum criticality is avoided by the transition to the supercon-
ducting state. There is only one superconducting phase. (B) A QCP lies beneath the superconducting
dome. The QCP separates two distinct superconducting phases (SC1 and SC2). In the case of (A), non–
Fermi liquid behavior may appear above the dome if there is a QCP located along the axis of another
control parameter that is independent of the control parameter shown on the abscissa. In the case of (B),
non–Fermi liquid behavior appears because of the QCP inside the dome.
Fig. 2. (A) Phase diagram of BaFe2(As1–xPx)2. The
transition to the SDW ground state at TN coincides
with or is preceded by the structural transition at Ts.
With increasing x, TN decreases and goes to zero
continuously at x = 0.30. The superconducting dome
extends over a composition range 0.22 < x < 0.7,
with maximum Tc = 30 K at x = 0.30. The red shaded
region at around x= 0.30 represents the region where
the exponent n of the temperature dependence of
the resistivity, rdc(T) = r(0) + aT
n, is close to unity,
which is a hallmark of a non-Fermi liquid (non-FL).
The composition dependence of the effective Fermi
temperature TF and renormalized mass m*/m0 de-
termined by dHvA oscillations (10) arising from the
b orbits [shown in (B)] are also plotted. (B) Fermi
surface of BaFe2(As1–xPx)2 with x = 0.3 and 0.7 from
the band-structure calculation using DFT as imple-
mented in the WIEN2K code (10). The Fermi surface
consists of five quasi-cylindrical pockets, three hole
pockets at the center of the Brillouin zone, and two
electron pockets centered at its corners. The shading
represents the in-plane Fermi velocity, vF. The flat
parts of the outer electron sheets have high vF val-
ues. The lines represent the extremal b orbits. (C)
Composition evolution of the square of the London
penetration depth lL
2(0) in the zero-temperature limit
determined by three different methods: aluminum
coating method (black diamonds), microwave cavity
perturbation technique (blue circles), and the low-
temperature slope of the change of the penetration
depthwith temperature (red squares, right-hand scale)
shown in Fig. 3. Different points for the same x cor-
respond to different crystals from the same batch, but for some of the microwave and the low-temperature slope data we used the same crystals. Error bars shown
for x = 0.64 represent typical experimental errors (8) largely resulting from uncertainties in the determination of geometrical factors.
www.sciencemag.org SCIENCE VOL 336 22 JUNE 2012 1555
REPORTS
 
o
n
 J
ul
y 
7,
 2
01
3
w
w
w
.s
ci
en
ce
m
ag
.o
rg
D
ow
nl
oa
de
d 
fro
m
 
Figure 6.6: Two scenarios for the incorporation of a quantum critical point into a generic high
temperature superconductor. In A superconductivity arises to screen the existence of a QCP.
In B the quantum fluctuations from the critical point actually enhance superconductivity.
It should be noted that some combination of the two scenarios can also be imagined [2].
If quantum critical points are so mmon in high temperature super onductivity, it is
natural to ask why. There are two scenarios (figure 6.6) that are usually considered the most
likely answers to that question [2]. In the first possibility, the extra quantum fluctuations
add to the normal state hroughout the funnel shaped region and boost the total energy of
that state. A subsequent transition to a superconducting state as the temperature is lowered
would gap out those excitatio s and lower the total free energy of the material. Because of
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the energy boost from the fluctuations, such a transition temperature could then occur at a
higher temperature than would otherwise be possible.
The second scenario posits that the quantum fluctuations in the critical region actually
enhance the coupling process responsible for the Cooper pairing in the superconducting state
and cause it turn on before it otherwise thermodynamically would. This is quite comparable
to the TC enhancement experienced by materials undergoing a structural transition that
involves phonon softening [2]. The presence of a QCP would then imply that the supercon-
ducting state is actually split into two different types of superconductivity within the actual
dome itself.
Distinguishing between those different possibilities requires measurements capable of
tracking differences between the superconducting ground states of crystals with different
dopings. Resistivity measurements cannot distinguish between different superconducting
states without the application of large magnetic fields to suppress superconductivity (greater
than 50T in the Iron Pncitides [2]). Such large fields have the potential to shift the position
of the QCP or in fact induce a different form of quantum criticality [108]. Most of the
signal in specific heat measurements occur near the transition temperature, so it may be
rather insensitive to the location of the QCP, especially in high TC materials where the zero
temperature limit is rather far removed from this point [16].
The London penetration depth does track the properties of the superconducting state
at low temperature and in zero field however. Recalling earlier chapters, λ−2L = µ0e
2
ini/m
∗
i .
Here ni is the concentration of superconducting carriers in band i and m
∗
i is their effective
mass. While Leggett theorem [109] holds that the effective electron mass will not be affected
by electron-electron interactions, some recent theoretical work has suggested that this result
may be weakened for multiband systems [110].
The fortunate fact that quantum oscillations are possible in phosphorous-122‘s means
that any changes in the carrier density ni as function of doping can be tracked through their
effect on the Fermi surface, provided of course that the quantities can be assumed to be
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related. That it remains a compensated metal , with only slight linear-in-doping variations
in both the hole and electron pocket sizes, mean that nothing severe can be happening to
the super-current carrier density throughout the superconducting dome.
There is also a line of reasoning [111] that suggests that nodal superconductors may
in fact make the symptoms of quantum criticality much more obvious. This consilience of
properties in the phosphorous-122‘s: ultra clean samples that make quantum oscillations
possible, nodal pairing interactions, and strong evidence for non-Fermi liquid behavior in
the normal state, make it a natural test bed for the effects of quantum criticality.
6.2 Experimental Methods and Results:
6.2.1 Temperature Dependence of the Penetration Depth:
Measurements of the temperature dependent change in penetration depth ∆λab(T ) as a
function of doping were performed using the tunnel diode oscillator technique as described
in chapter 2. The work spanned three separate but functionally equivalent systems at UIUC,
Ames and Kyoto University. The penetration depth of a sample measured at UIUC is plotted
in figure 6.7. The low temperature behavior is displayed in figure 6.11.
The low temperature penetration depth for crystals of several different dopings spread
across the superconducting dome are plotting figure 6.8. The powerlaw dependence of the
low temperature penetration depth shows no significant change over the full range of doping
spanned by the measurements. This quasi-linear powerlaw obtained for these measurements
is quite consistent with all powerlaws obtained in earlier studies [98] and reflective of the
nodal order parameter thought to be dominant in these materials. That the powerlaw
does not vary over the full doping range suggests that the nodes must be located on the
electron sheets of the fermi surface, given that earlier de Haas-van Alphen measurements
have indicated that the hole pockets vary substantially with doping.
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Figure 6.7: The temperature dependent penetration depth over the temperature range before
(black squares) and after coating (red triangles). Inset: Blowup of the low temperature
change in penetration depth and the superconducting transition in the thin aluminum film
that was sputtered over the crystal. The extrapolated quantity ∆λ(T ⇒ 0) is used to
calculate λL(0).
6.2.2 Absolute Value of the Penetration Depth:
Measurements of the absolute penetration depth were performed using the aluminum coating
method described in the previous chapter 5 and the analysis method from chapter 2. The
lessons learned from the failure modes of the coating process on the cobalt-122 samples
dramatically improved the yield rate of the coating process. In fact, only one sample was
disqualified from the data set, because it detached from the mounting wire during the actual
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to ~ 80 mK (Fig. 3). For all samples measured,
covering a wide range of concentrations 0.26 ≤
x ≤ 0.64, a quasi–T-linear variation of dlL(T ) is
observed. This important result indicates that the
presence of line nodes in the superconducting
gap (16) is a robust feature of this P-substituted
system. This robustness is consistent with the
nodes being on the electron sheets (17 ) rather
than the hole sheets, because the electron sheets
change relatively little with x whereas the shape
of the hole sheets changes substantially (Fig. 2B).
A notable feature of the T-linear penetration depth
is that the relative slope dlL/d(T/Tc) is steepest
for x = 0.30 (Fig. 3B). In general, this slope is
determined by the Fermi velocity and the k de-
pendence of the superconducting gap close to
the node. Making the reasonable assumption
that the gap structure evolves weakly across the
phase diagram, the x dependence of dlL/d(T/Tc)
will mirror that of lL(0) (8).
Figure 2C shows the composition depen-
dence of the squared in-plane London penetra-
tion length lL
2(0) in the zero-temperature limit.
Although different techniques can involve sys-
tematic errors (15), all three methods give very
similar x dependencies. The most notable fea-
ture is the sharp peak in lL
2(0) at x = 0.30, at
about the same composition level where Tc is
maximal. The prominent enhancement of lL
2(0)
is observed on approaching x = 0.30 from either
side and has been seen in multiple samples by
using different techniques. This reproducibility,
combined with the above mentioned low Rs(0),
sharp superconducting transitions, and large heat
capacity anomalies at all values of x close to
x = 0.30 (8), shows that the enhancement is not
an experimental artifact associated with poor
screening caused by nonbulk superconductivity.
We attribute the peak in lL
2(0) to the existence of
a QCP at x = 0.30.
This result contrasts with the behavior found
for the electron-doped iron-based superconduc-
tors, Ba(Fe1–xCox)2As2, where a shallow minimum
of lL(0) at the optimum doping and a contin-
uous increase on the underdoped side have been
reported (14, 15, 21). This difference from the
present case may be related to a greater degree
of electronic disorder in the Fe layer caused by
the Co doping (1, 2), which may smear out the
singularity. The difference in the superconducting
gap structure (2) as well as the addition of charge
carriers from the Co doping may also be a source
of differences in the x-dependence of lL(0).
In cuprates, a QCP associated with the pseudo-
gap formation has been suggested to occur at
the hole concentration p ~ 0.19 inside the super-
conducting dome. However, there does not ap-
pear to be any evidence of mass divergence at
this purported QCP, and at this doping a broad
minimum of lL
2(0) was reported (22). An en-
hancement in lL
2(0) has been observed at p ~ 1/8
(23), but this is accompanied by a reduction of
Tc, which is again different from the present
case where the peak in lL
2(0) coincides with the
maximum Tc.
Our results may have general implications
for the behavior of lL
2(0) in strongly correlated
superconducting systems. How strong electron
correlations influence the condensed electron pairs
in superconductors has been a long-standing is-
sue (24–26). In fact, it has been pointed out that,
in an ordinary one-component Galilean invariant
Fermi liquid, electron correlation effects do not
cause the renormalization of lL in the super-
conducting state (24). However, experimentally
Fig. 3. Relative change of the penetration depth, dlL(T) = lL(T) − lL(0), at low temperatures plotted
against T/Tc for different compositions from x = 0.27 (A) to 0.64 (F). For x = 0.30, data for two samples
are shown, one of which (#2) is shifted vertically for clarity.
Fig. 4. Uemura plot. Tc is plotted as a function of TF evaluated from 1/lL
2(0) for various supercon-
ductors [n2D/(m*/m0) for 2D and 1.52n
2/3/(m*/m0) for 3D systems] (27). We used an average of the Al-
coating and microwave data for BaFe2(As1–xPx)2. The data for x ≥ 0.30 (red circles) and for x < 0.30
(red squares) bridge a gap between the conventional superconductors such as Nb and cuprate high-Tc
superconductors such as (La,Sr)2CuO4 (214), YBa2Cu3O7-d (123), and Bi2Sr2Ca2Cu3Oy (2223). x = 0.30
represents the data at the QCP. The dashed line is the BEC temperature for the ideal 3D boson gas.
(Inset) Composition dependence of Tc normalized by the Fermi temperature (left axis) or BEC tem-
perature (right axis). Green and light blue dashed lines mark the Tc/TF values for underdoped cuprates
123 and for the conventional superconductor Nb. Brown arrow represents Tc/TB = 0.7 for superfluid
4He.
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Figure 6.8: The low temperatu e p rtions of δλab ) as a function of doping. No significant
change in powerlaw was observed [17].
sputtering process.
Figure 6.10 displays the actual penetration depth measured as a function of the doping
level for all of the measured doping values along with other measurements of the same
quantity performed by collaborators at Kyoto University using a high frequency technique
[17]. Their measurements function as a rather good cross check of the results from our
aluminium coating process, because they utilize a very different cavity pertubation method.
The high frequency of the cavity allows them to use the surface resistance Rs =
√
µ0ωρdc as a
ruler to measure the surface reactance s(T ) = µ0ωλ(T ). The agreement between the results
of their comparatively very different technique with our own tremendously strengthens our
combined result.
The quasi-linear temperature variation observed in ∆λ(T ) across all the measured doping
levels (figure 6.8) can be used to extract another estimate of λL(0). This is because in the
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Figure 6.9: A FIB cross-section of one of the aluminum thin films deposited on the
phosphorous-122 crystals. A latex sphere deposited from solution was used to double check
SEM calibration (left of frame).
d-wave case it has been demonstrated that:
δλL(T )
λL(0)
=
ln(2)
∆
kBT (6.1)
This means that the slope of δλL(T ) can be used to solve for λL(T = 0):
d
dT
(δλL(T )) =
ln(2)
∆
kBTλL(0) (6.2)
This requires that some assumption be made about the magnitude of gap. Famously, in the
s-wave case:
∆
kBTC
= 1.76 (6.3)
80
Figure 6.10: The absolute penetration depth squared λL(0)
2 as a function of doping x as
measured using three different methods. Black Diamonds: TDR with aluminum coating.
Red Squares: microwave cavity pertubation. Blue circles: low temperatue slope of δλ(T ) [17].
whereas in the d-wave case:
∆max
kBTC
= 2.14 (6.4)
Together this would imply that:
1
λL(T )2
= (
ln2
nTc
1
d
dT
(δλL(T ))
)2 (6.5)
The values obtained from this relationship are plotted in figure 6.10 as red squares and
compare favorably with the results of both the aluminum coating results and those from
microwave cavity results. In truth the relationship between low temperature slope and
λL(0) is substantially more complicated than what is portrayed in equation 6.5 and should
involve substantially more detail about the local geometry of the near the nodes, the exact
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Figure 6.11: Black circles are the temperature dependent change in penetration depth below
10% of TC for an optimally doped phosphorous-122 single crystal (x = 0.30). The red line
is a powerlaw fit to the form αT n. Inset: δλab(T ) plotted versus T
1.52. The green line is a
linear fit.
relationship between ∆ and TC , and other factors, but this simple model seems to succeed
well enough. Certainly this would suggest that the nodal structure of the superconductor
does not vary sharply with doping, even as it crosses the quantum critical point. Closer
examination of the low temperature region (figure 6.11) also suggests that the data is not
strictly linear and could be described by a combined T and T 2 state [47], or it could actually
be trending to a T 1.5 at optimal doping [112].
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6.3 Discussion:
The peak in penetration depth observed at optimal doping could be an artifact due to
some kind of phase separation and lack decline in the superconducting volume fraction.
Fortunately, no systematic effects suggestive of such a possibility were observed in either
through the bulk susceptibility, heat capacity measurements, or through broadening of the
resistive transition. This is point is strengthened by the remarkable agreement between
three the rather different techniques used to determine λL(0) by different groups in the
collaboration.
It is also very interesting that the penetration depth seems to approach two different
levels on either side of the peak at optimal doping. This is strongly suggestive that there
is a phase transition in the superconducting state itself as the phosphorous level is varied.
That the larger penetration phase occurs on the left side, where an SDW phase is thought
to locally coexist with the superconducting state, just like in the cobalt-122s, is remarkable.
This suggests that the two materials share the same physics if one posits that a peak in λL(0)
in cobalt crystals could be entirely smeared out by the strong scattering that predominates
there.
The striking peak in λ2L(0) at x =0.30 is most naturally attributable to the critical
fluctuations related to the presence of a quantum critical point buried beneath the super-
conducting dome. That the superfluid density, ρs ∝ ns/m∗, is so minimized at this point
means that either the carrier density has plummeted dramatically, or that the effective mass
has risen. Quantum oscillations have shown that the carrier Fermi surfaces evolve smoothly
and linearly with doping in phosphorous-122s unlike the Fermi surfaces in the cobalt-122s.
This leaves the possibility that Leggett theorem [109], which holds that multibody ef-
fects should not be able to renormalize the effective quasiparticle mass, is violated. More
recent work has suggested that in multiband systems the assumptions used to protect the
quasiparitlce mass from such renormalizations will actually break down and allow electron
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correlation effects to hold sway [110]. It has also been suggested that the presences of nodes
in the superconducting gap may be the primary location where quantum fluctuations can
renormalize the effective Fermi velocity [112]. This model of nodal quantum criticality may
be the source that the unusual T 3/2 powerlaw reported in the optimally doped phosphorous-
122s (shown in figure 6.11), with the further implication that since the same powerlaw has
been demonstrated in certain heavy fermion materials and organic superconductors, that
they too might conceal quantum critical points within their phase diagrams.
6.4 Broader Implications for High-TC
Superconductivity and Conclusions:
That the highest transition temperature is obtained directly at the quantum critical point
seems to suggest that quantum fluctuations actually cause superconductivity to happen at
a higher temperature than it actually should. Had the role of the superconductivity been
to “preserve modesty” and screen the existence of the QCP within the dome, we would
expect to see no sharp variations of the penetration depth within the dome. The superfluid
density seems to be reduced in the portion of the phase diagram where an SDW phase is
widely believed to turn on, suggests that the QCP exists to separate the region of pure
superconductivity on the right from the mixed state on the left where both phases compete
for the same electrons [88].
It should also be noted that although many different high TC materials exhibit the unusual
normal state properties as the phosphorous-122’s, no similar divergences in the susceptibility
have ever been discovered in any of the iron pnictides [see last chapter], or in the heavy
fermions [113], or in the cuprates [113, 114]. In fact in Bi2Sr2CaCu2O8+x the superfluid
density seems to reach a maximum at x = 0.2, meaning that λ2L(0) reaches a minimum [113].
Some have the opinion that there actually be multiple quantum critical points within the
superconducting dome of the cuprates, and that the whole situation might be vastly more
84
complicated [16].
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