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Abstract
In this work we describe an algorithm that generates well con-
strained geometric constraint graphs which are solvable by the tree-
decomposition constructive technique. The algorithm is based on Hen-
neberg constructions and would be of help in transforming under-
constrained problems into well constrained problems as well as in ex-
ploring alternative constructions over a given set of geometric elements.
1 Introduction
A fundamental issue in parametric geometric modeling is to find descriptions
of how to place with respect to each other a set of given basic geometric ob-
jects in such a way that a set of constraints defined on them hold. Once a
description has been found the aim is to explore different actual placements,
and possibly different sizes, by changing values assigned to some parame-
ters on which the description depends. Examples of questions related to
the parametric geometric modeling are: i) How can we find the parametric
description? ii) Once the description has been found, does this descrip-
tion allow to generate all possible placements of the geometric components?
Conversely, iii) given a placement for the geometric objects, can we check
whether the constraints defined on them actually hold? Answering questions
i) and ii) is the goal of geometric constraint solving. Question iii) entails a
geometric analysis problem which can be solved by measuring and checking.
Many techniques have been reported in the literature that provide powerful
and efficient methods for solving geometric problems defined by constraints.
For a review, see Hoffmann et al., [8]. Computer programs that solve ge-
ometric problems defined by constraints are called solvers. Among all the
geometric constraint solving techniques, our interest here focuses on the one
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known as constructive. See [9, 10, 12, 13, 15] and the references there in for
an in depth discussion on this topic.
Constructive solvers belong to the DR-solvers class [10] and have two main
components: the analyzer and the constructor. Given the geometric ele-
ments and the constraints defined on them, the analyzer figures out a de-
scription of how geometric elements are placed with respect to each other
in such a way that the constraints are fulfilled. This description is called
construction plan.
If the analyzer succeeds, actual values are assigned to the parameters and
the constructor builds an instance of a placement for the geometric objects,
provided that no numerical incompatibility arises due to geometric degen-
eracy.
In general, for the analyzer to succeed the problem must be well constrained,
that is, the number of solutions to the problem is finite. If a number of
constraints are missing, the geometric realization is no longer rigid and there
are an infinity of solutions to the problem. This scenario can be found,
for example, in the first steps in parametric solid modeling when design
requirements are not well defined yet. Some times the situation arises from
the fact that the designer is only interested in fixing constraints for features
which play a central role in the design. An efective way of limiting the
number of solutions to the problem is transforming it into a well constrained
one [16, 17].
Devising a method to automatically define sets of constraints over a given set
of geometric elements would be a tool for the designers to explore alternative
solutions when developing new products. However, for this tool to be useful
and effective, the resulting parametric geometric constraint problem must
be well constrained and solvable.
With the aim of contributing to improve previously developed solutions
to the issues considered above, in this work we describe an approach to
automatically generate a set of constraints that defines a well constrained
problem over a set of geometric elements. The approach is based on Hen-
neberg constructions and guarantees that the constraint problem is tree-
decomposable and therefore solvable by constructive graph-based DR-solvers
whenever the starting problem is abstracted as the triangle graph K3. How-
ever, the approach clearly applies as far as the starting graph with missing
constraints is tree-decomposable.
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2 Preliminaries
We consider geometric constraint problems in the Euclidian plane. The ge-
ometric elements are points, straight line segments, circles and arcs of circle
with constant radii. The geometric constraints defined on these geomet-
ric elements include distance between two points, perpendicular distance
between a point and a segment and angle between two stright line seg-
ments. Incidence, perpendicularity, parallelism, tangency and concentricity
constraints can also be defined. These constraints can always be represented
in terms of distance and angle constraints, [20]. Under these assumptions, a
geometric constraint problem can be represented by a geometric constraint
graph, G = (V,E), where the nodes V (G) are the geometric elements and
the constraints are the graph edges, E(G).
2.1 Graph Rigidity Characterization
Each segment or point in a geometric constraint problem has two degrees
of freedom. Each distance or angle constraint corresponds to one equation
and therefore cancels one degree of freedom. Intuitively, if the total num-
ber of degrees of freedom equals the number of constraints and each degree
of freedom is canceled by a different constraint in the given set, we expect
that all the geometric elements in the problem will be placed with respect
to each other in such a way that the constraints are satisfied. Note that
the resulting geometric object will be a rigid body with three remaining
degress of freedom, two translations and one rotation. In these conditions,
the geometric constraint problem has a finite number of solutions for non-
degenerate configurations and we say that the geometric constraint problem
is well defined or well constrained or generically rigid.
Graphs such that abstract geometric objects which are invariant under rigid
transformations of translation and rotation are called rigid. Different kinds
of rigidity have been defined, such as minimal or global rigidity, see [21, 11].
According to Laman, [19], the rigidity of a geometric constraint problem
can be characterized through the notion of generic rigidity of the associated
geometric constraint graph as follows
Theorem 2.1 A graph G = (V,E) in the Euclidian plane is rigid if and
only if there is a subset E′ of E such that:
1. |E′| = 2|V | − 3,
2. |F | ≤ |V (F )| − 3 for all non-empty subsets F of E′.
Condition 1 is usually interpreted as requiring that E(G) contain enough
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edges to be rigid. Condition 2, known as the Laman’s condition, is inter-
preted as requiring that none of the subsets of V (G) packs too many edges.
Strictly speaking, characterization of generic rigidity by Laman’s condition is
limited to problems realizable as a set of bars and joints, that is, geometric
problems build from points and distances. However, Laman’s condition
allows to solve a sizeble amount of practical problems including also lines as
geometric elements and angles and tangencies as geometric constraints.
A complet set of definitions related to the concept of rigidity can be found
in [7, 14] and [23]. Technically, the notion of well constrained graph can be
formalized as follows, [4].
Definition 2.1 Let G = (V,E) be a geometric constraint graph.
1. G is over-constrained if there is an induced subgraph with m ≤ |V |
vertices and more than 2m− 3 edges.
2. G is under-constrained if it is not over-constrained and |E| < 2|V |−3.
3. G is well constrained if it is not over-constrained and |E| = 2|V | − 3.
In this work we only consider well constrained geometric constraint problems
which can be abstracted as Laman graphs.
2.2 Tree Decomposable Graphs
One of the tools most widely used to build graph-based DR-solvers is the tree
decomposition also known as triangular decomposition. In this approach, the
geometric constraint problem is abstracted as a well constrained graph and
the construction plan yielded by the analyzer is the tree decomposition of
the graph, if one has been found.
We are given a graph G = (V,E) where V is a finite set of nodes which stand
for the geometric objects in the constraint problem, and E is a collection of
edges, where each edge is a geometric constraint defined on two geometric
elements. An edge is an unordered pair (u, v) of distinct vertices u, v ∈ V (G).
In general V (G) and E(G) will denote respectively the set of vertices and
edges of the graph G.
Consider the graphG = (V,E) and letG1(V1, E1), G2(V2, E2) andG3(V3, E3)
be three subgraphs of G such that
V = V1 ∪ V2 ∪ V3, E = E1 ∪ E2 ∪E3
the set of vertices pairwise share one vertex
V1 ∩ V2 = {a}, V2 ∩ V3 = {b}, V3 ∩ V1 = {c}
4
gi
j
e
c
d
b
f
a
h
(a)
g
i
j
e
c
b
f
a
hd
(b)
Figure 1: a) Graph. b) Graph tree decomposition step.
and the set of edges are pairwise disjoint
E1 ∩E2 = ∅, E2 ∩E3 = ∅, E3 ∩ E1 = ∅
We say that G1, G2 and G3 are a tree decomposition step of G for which
{a, b, c} is a triple of hinges. Consider the graph in Figure 1a. The set of
vertices {a, h, f} ∈ V (G) is a triple of hinges which induces the decomposi-
tion step shown in Figure 1b. Each subgraph Gi, 1 ≤ i ≤ 3, induces a well
defined geometric constraint subproblem called cluster.
Let G = (V,E) be a graph. We say that a ternary tree T is a tree decompo-
sition of G if
1. G is the root of T ,
2. Each node G′ ⊂ G of T is the father of exactly three nodes, say G′
1
, G′
2
and G′
3
, which are the clusters output by a tree decomposition step
applied to the subgraph G′, and
3. Each leaf node contains a cluster with exactly two vertices {a, b} of
V (G) such that edge (a, b) is in E(G).
A graph for which there is a tree decomposition is called tree decomposable.
In general, a tree decomposition of a graph is not unique. Figure 2 shows
two different tree decompositions for the graph given in Figure 1a. For the
sake of clarity, tree decompositions only show the set of vertices included
by clusters. Labels on the tree edges include triples of hinges and will be
defined later on.
We close this setion listing a few observations concerning Laman graphs.
Observation 2.2 Laman graphs have no disconnecting points and no ver-
tices with degree zero nor one.
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{a, b} {b, c}{a, c, d, e}
{j, h}{f, j} {f, g, h, i}
{f, g} {g, h, i}{i, f}
{e, f}{b, f}
{a, b, c, d, e, f, g, h, i, j}
{i, g}{g, h} {h, i}{a, c}{a, d} {c, d, e}
{d, e} {e, c}
{f, g, h, i, j}
→{c,d,e}
→{a,d,c}
→{f,j,h}
→{a,h,f}
→{b,f,e}
→{f,g,i}
→{g,h,i}
→{a,b,c}
{c, d}
{a, h}{a, b, c, d, e, f}
{a, b, c, d, e}
(a)
{a, h} {f, g, h, i}
{a, c, d, e}{a, b} {b, c}
{c, d, e}{a, d}{a, c}
{c, d} {d, e} {e, c}
{f, g}{f, i} {g, h, i}
{g, h} {h, i} {i, g}
{a, b, c, d, e, f, g, h, i, j}
{j, f}
{a, b, c, d, e}
→{f,g,i}
→{g,h,i}
→{f,h,j}
→{a,b,c}
→{a,c,d}
→{c,d,e}
→{b,e,f}
→{a,f,h}
{b, f} {f, e} {a, b, c, d, e}
{h, j}{a, b, c, d, e, f, g, h, i}
(b)
Figure 2: Two different tree decompositions for the graph shown in Fig-
ure 1a.
Observation 2.3 Every vertex u ∈ V (G) in a tree-decomposable graph
G = (V,E) belongs to at least one triple {u, v, w} which induces a tree
decomposition step in G.
Observation 2.4 Vertices u, v ∈ V (G) in a tree-decomposable graph G =
(V,E) bounding an edge (u, v) ∈ E(G) belong to at least one triple {u, v, w}
which induces a tree decomposition step in G.
Observation 2.5 Let G = (V,E) be a graph and G1 = (V1, E1), G2 =
(V2, E2), G3 = (V3, E3) be a tree decomposition step of G. If there is a vertex
v ∈ V (Gi) for some Gi in {G1, G2, G3} with degree 1 then |V (Gi)| = 2 and
|E(Gi)| = 1, that is Gi = ({vi1, vi2}, {(vi1, vi2)}).
2.3 The Tree Decomposition as a Rewrite System
As shown in [3, 13], the process of actually building a solution to a geometric
constraint problem described as a tree decomposition of a graph can be
abstracted as a rewrite system, [18], where terms are sets of clusters. Given
a graph G = (V,E) the starting set of clusters is defined as
CG = {{u, v} : (u, v) ∈ E(G)}
Clusters are rewritten using a tree decomposition step as reduction rule
denoted → and formally defined as follows.
Definition 2.2 Let C be a set of clusters where there are three clusters
Ci, 1 ≤ i ≤ 3 such that pairwise share one vertex C1 ∩ C2 = {a}, C2 ∩ C3 =
{b}, C3 ∩ C1 = {c} with a, b and c distinct. Then C→ C
∗ where
C∗ = (C− {C1, C2, C3}) ∪ {C1 ∪ C2 ∪ C3}
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Definition 2.3 A derivation is a sequence of applications of the rewriting
rule in (C,→). We will denote a derivation by
C→∗ C∗
.
Definition 2.4 A term C∗ is derived from C if and only if there is a deriva-
tion such that C →∗ C∗. A term C to which the tree decomposition rule
does not apply is called irreducible or normal form.
The reduction system (CG,→) has a unique normal form that is obtained
after finitely many reductions, [3, 13]. In this conditions, if the geometric
constraint problem is well constrained, that is, the problem has a finite
number of solution instances, the derivation reduces the initial set CG to a
single cluster. The sequence of construction steps identified by the derivation
places a fixed set of triples of geometric elements in relative positions such
that the constraints hold.
If {a, b, c} are the nodes pairwise shared by clusters C1, C2, C3, denote by
→{a,b,c} the reduction that merges the clusters. In this conditions, the set
TC(∗) = {{a, b, c} : →{a,b,c}∈→
∗}
is the set of hinges triples in the derivation →∗.
According to [3] and [6], each triple of hinges is used once and only once in a
reduction process. This means that given two different reduction sequences
over the same starting and ending terms, C→∗ C∗ and C→∗
′
C∗ we have
TC(∗) = TC(∗
′)
Edges in the tree decompositions shown in Figure 2, are labeled with the
reduction that merges three clusters into a new one. The set of hinges triples
is the same in both tree decompositions,
TC(∗) = {{a, b, c}, {a, d, c}, {a, h, f}, {b, f, e}, {c, d, e}, {f, i, g}, {f, i, j}, {g, h, i}}
For a more formal treatement of this concepts see [4] and [13].
3 Henneberg Constructions
In this section we recall Henneberg constructions in the plane. First we
recall the basic construction rules. Then we formalize Henneberg sequences
as a rewrite system. For an indepth study on Henneberg constructions
see [5, 22, 24].
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Figure 3: a) Graph. b) Graph G∗ derived from gaph G by application of a
Henneberg I construction.
3.1 Basic Henneberg Constructions
Henneberg constructions include two different construction steps defined as
follows, [5].
1. Henneberg I step. Let G = (V,E) be a graph with two distinct vertices
v1, v2 ∈ V (G) and G
∗ = (V ∗, E∗) be the graph obtained by attaching
to G a new vertex v with edges (v, v1) and (v, v2). Then G
∗ is the
graph derived from G by a Henneberg I step. See Figure 3.
2. Henneberg II step. Let G = (V,E) be a graph with an edge e =
(v1, v2) ∈ E(G) and a third vertex v3 ∈ V (G). The graph G
∗ =
(V ∗, E∗) obtained from G by deleting the edge (v1, v2) and inserting
a new vertex v plus three edges (v, v1), (v, v2) and (v, v3) is the graph
derived from G by a Henneberg II step. See Figure 4.
In what follows Henneberg I and Henneberg II step constructions will be
denoted as H1S and H2S respectively.
v2
v3
v1
e
G
(a)
v2
e3 v3
v
v1
e1
e2
G∗
(b)
Figure 4: a) Graph G. b) Graph G∗ derived from graph G by the application
of a Henneberg II construction.
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3.2 Henneberg Sequences
Let G be the set of graphs and let →1 and →2 be respectively the H1S and
the H2S step constructions and let →HS be de set including both construc-
tion steps. Then the pair (G,→HS) is a rewrite system the starting term of
which is the graph G with reductions →HS [18]. Now, however, the rewrite
system is not terminating and there are no normal forms.
A derivation in (G,→HS) is any sequence
G0 →HS G1 →HS G2 →HS . . . →HS Gk
of applications of rewrite rules in →HS. G0 is the starting term.
In general a derivation in (G,→HS) will be written as G0 →
∗
HS
G∗. When
the derivation includes just one of the two rules in →HS, it will be denoted
as either G0 →
∗
1
G∗ or G0 →
∗
2
G∗. We will refer to the specific derivation
where the starting graph is the triangle K3, denoted K3 →
∗
HS
G, as the
Henneberg derivation of G.
We are specifically interested in two different families of graphs generated
by a Henneberg derivation [1, 2]. The Henneberg I family, denoted H1,
includes those graphs G derived by K3 →
∗
1
G. The Henneberg II family,
denoted H2, includes those graphs G derived by K3 →
∗
HS
G. As shown in
[5, 24], H2 and the set of Laman graphs are the same set.
3.3 H1S and Tree-decomposability
It is easy to see that the H1S derivation preserves tree-decomposability thus
the following result holds.
Theorem 3.1 Let G and G∗ be two graphs such that G →1 G
∗. Then G∗
is tree-decomposable if and only if G is tree-decomposable.
Proofs for results in this section have been included in Appendix A. They
can also be found in [6]. Figure 5 shows a sequence of H1S constructions
that yields a tree-decomposable graph. Just consider as tree decomposition
the Henneberg sequence reversed.
3.4 H2S and Tree-decomposability
Henneberg sequences which include H2S constructions create well constrained
rigid graphs, however these graphs are not necessarily tree-decomposable.
Figure 6 shows a Henneberg sequence for the Desargues graph, [1], where
the H2S construction removes edge (a, d) and adds the new vertex f plus
edges (f, a), (f, d) and (f, e). The resulting graph is well constrained and
rigid but is not tree-decomposable.
9
ec
d
b
f
a g
e
c
d
b
f
a
c
b
a
e
c
d
b
ac
b
a
d
Figure 5: A sequence of H1S constructions guarantees that the graph gen-
erated is tree-decomposable.
b
a
b
a f
e
c
d2
c
b
a
c
1
b
a
c
d1d
e
Figure 6: A Henneberg sequence in H2S that creates the Desargues graph
which is well constrained but is not tree-decomposable.
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Next we establish the conditions under which an H2S construction preserves
graph tree-decomposability.
Theorem 3.2 Let G = (V,E) be a graph in the H1 family and G
∗ be the
graph such that G →2 G
∗, where the H2S construction involves the edge
(v1, v2) ∈ E(G) and vertex v3 ∈ V (G). If the triple {v1, v2, v3} are hinges
for a reduction in the derivation K3 →
∗
1
G, then G∗ ∈H1.
Therefore, graphs created by derivations K3 →
∗
HS
G are tree-decomposable
whenever reductions →2 are applied under the conditions fixed in Theo-
rem 3.2.
Lemma 3.3 Let G = (V,E) be a tree-decomposable Henneberg graph for
which G1, G2, G3 is a decomposition induced by the triple {v1, v2, v3}. Let
Gi = ({a, b}, {(a, b)}) for some 1 ≤ i ≤ 3 with a, b ∈ {v1, v2} and a 6= b.
Then the graph G∗ created by the reduction G →2 G
∗ involving the edge
(a, b) ∈ E(G) and vertex v3 ∈ V (G) is tree-decomposable.
Lemma 3.4 Let G = (V,E) be a tree-decomposable Henneberg graph for
which G1, G2, G3 is a decomposition induced by the triple {v1, v2, x} and
such that edge (v1, v2) ∈ E(Gi) for some 1 ≤ i ≤ 3. If there is a vertex
w ∈ V (Gi) such that the triple {v1, v2, w} decomposes Gi, then the graph
G∗ created by the reduction G →2 G
∗ involving edge (v1, v2) ∈ E(G) and a
third vertex v3 ∈ V (G) is tree-decomposable.
For the final result we need to recall from graph theory the concept of lowest
common ancestor. Let T be a rooted tree. A node u ∈ T is an ancestor of
a node v ∈ T if the path from the root of T to v goes through u. A node
w ∈ T is a common ancestor of u and v if it is an ancestor of both u and
v. The lowest common ancestor of nodes u, v ∈ T is the common ancestor
of nodes u, v for which the path from the root is maximum.
Now, with each tree-decomposable graph G = (V,E) we associate a rooted
tree T corresponding to the tree-decomposition of G. Notice that each node
in T is a subgraph of G and that the root, T0, is the given graph G.
Finally, we define the lowest common ancestor of vertices u, v, w, . . . ∈ V (G)
in T as the lowest common ancestor of those leaf nodes in T which include
vertices u, v, w, . . . ∈ V (G). In what follows we shall denote the lowest com-
mon ancestor of vertices in the tree-decomposition T as LCAT (u, v, w, . . .).
We do not allow a node to be descendant of itself.
Theorem 3.5 Let G = (V,E) be a tree-decomposable Henneberg graph
with T the associated tree-decomposition. Let G∗ be the grah created by
the derivation K3 →HS G
′ →HS G →2 G
∗ where reduction →2 is applied
on edge (v1, v2) ∈ E(G
′) ⊂ E(G) and vertex v3 ∈ V (G
′) ⊂ V (G). Let
Gˆ1, Gˆ2, Gˆ3 be a decomposition of LCAT (v1, v2, v3) with (v1, v2) ∈ E(Gˆi) for
some 1 ≤ i ≤ 3. ThenG∗ is tree-decomposable if either Gˆi = ({v1, v2}, {(v1, v2)})
11
{a, b, c, d, e}
{a, c}{b, c}{a, b}
{a, b, c} {a, d}{c, d}
{b, e} {a, b, c, d}{d, e}
Figure 7: Tree decomposition for the graph created in Figure 7 after the
second H1S reduction, →1.
or there is a vertex w ∈ V (Gˆi) such that {v1, v2, w} is a triple of hinges for
Gˆi.
To illustrate Theorem 3.5 consider the Henneberg sequence in Figure 6 that
creates the Desargues graph. Figure 7 shows a tree decomposition, T, for the
graph created after the second H1S reduction, →1. The H2S step is applied
on edge (a, d), vertex e and the new vertex is f . Therefore LCAT (a, d, e) =
{a, b, c, d, e}, in this case, the root of T. Notice that there is no vertex
u ∈ LCAT (a, d, e) such that {a, d, u} is a triple of hinges for LCAT (a, d, e).
Thus the final graph is not tree-decomposable.
Now consider the Hennberg sequences in Figure 8. In both sequences,
the reduction H2S is applied on edge (a, d) and the new vertex is f . In
the sequence at the top, the third vertex in V (G) considered is c and
LCAT (a, d, c) = {a, b, c, d}. Notice that {a, d, c} is a triple of hinges for
LCAT (a, d, c). In the sequence at the bottom, the third vertex considered
is b. Again LCAT (a, d, b) = {a, b, c, d} and {a, d, c} is a triple of hinges
for LCAT (a, d, b). Consequently both sequences create tree-decomposable
graphs.
b
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c
d1d
e
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a f
e
c
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b
a f
e
d2
2
c
Figure 8: Two Henneberg sequences in H2S that create a well constrained
tree-decomposable graph.
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Corollary 3.6 Let G = (V,E) be a tree-decomposable graph and (v1, v2) be
an arbitrary edge in E(G). Then there is always a vertex u ∈ V (G) different
from v1 and v2 such that the derivation G →2 G
∗ involving the edge (v1, v2)
and vertex u creates a tree-decomposable graph G∗.
This result means that any Henneberg derivation K3 →
∗
HS
G where G is
tree decomposable can be extended to build a tree-decomposable graph with
an arbitrary order.
4 Algorithms
In this section we describe two algorithms. The first one builds tree-de-
composable graphs of an arbitrary order using Henneberg sequences. The
second one updates the tree-decomposition associated with the graph under
construction as the Henneberg sequence progresses.
4.1 Creating Tree-decomposable Henneberg Graphs
The algorithm to build tree-decomposable graphs computes the required
graph G = (V,E) as the Henneberg sequence K3 →
∗
HS
G where reductions
in →HS are applied according to Theorem 3.5. Besides having the freedom
to fix an arbitrary graph order, we are interested in generating graphs within
the H2 family which are more general than graphs in H1. Procedures are
described in Algorithms 1 to 4.
Algorithm 1 Building a tree-decomposable graph of a given order
procedure generate Graph(max order)
G = K3
T = Tree-decomposition of K3
while G.order < max-order do
HS = select Step Type()
if HS == H1S then
add H1S(G)
updateT H1S(T)
else
add H2S(G, T)
updateT H2S(T)
return G
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Algorithm 2 Add a H1S to a tree-decomposable graph
procedure add H1S(G)
v1 = Select a vertex from V(G)
v2 = Select a vertex from V(G) different from v1
v = New vertex
V(G) = V(G) ∪ {v}
E(G) = E(G) ∪ {(v, v1), (v, v2)}
return G
Algorithm 3 Add a H2S to a tree-decomposable graph
procedure add H2S(G, T)
e = Select an edge from E
v1 = e.v1
v2 = e.v2
v3 = identify Vertex V3(G, T, v1, v2)
v = new vertex
V(G) = V(G) ∪ {v}
E(G) = (E(G)- {(v1, v2)}) ∪ {(v, v1), (v, v2), (v, v3)}
return G
Algorithm 4 Compute a third vertex for the H2S
procedure identify Vertex V3(G,T,v1,v2)
L = LCAT(T, v1, v2)
Let G1, G2, G3 be the tree-decomposition of L
Let v1 ∈ G1 and v2 ∈ G2
v3 = Select a vertex from G1 or from G2 different from v1 and v2
return v3
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Figure 9: a) Triangle. b) Triangle tree-decomposition.
4.2 Updating the Tree Decomposition
We consider tree-decomposable graphs created by Henneberg sequences with
the triangle K3 as the starting term, that is, K3 →
∗
HS
G. Notice that the
tree decomposition of K3, shown in Figure 9, is trivial.
As the Henneberg sequence evolves creating new and larger graphs, when a
H2S reduction is applied, the graph tree decomposition plays a central role
to identify candidate vertices on which the reduction generates a new tree-
decomposable graph. Thus it is convenient to keep the tree decomposition
properly updated. Depending on the kind of reduction applied, there are
two different cases. First assume that a H1S reduction is applied, G →1 G
∗,
over the vertices v1, v2 and that the new vertex is u. To facilitate the imple-
mentation we distinguish two different situations. In the first one, vertices
v1, v2 bound an edge which is a leaf node in T. That is, in the tree decom-
position there is a node Gˆ decomposed into Gˆ1, Gˆ2 and ({v1, v2}, {(v1, v2)})
as depicted in Figure 10a. T is updated in two steps, see Figure 10b,
1. Replace the leaf node graph ({v1, v2}, {(v1, v2)}) with a tree the root
of which is the graph Gˆ3 = ({v1, v2, u}, {(v1, v2), (u, v1), (u, v2)}) and
tree-decomposition Gˆ′
1
= ({v1, v2}, {(v1, v2)}), Gˆ
′
2
= ({u, v1}, {(u, v1)})
and, Gˆ′
3
= ({u, v2}, {(u, v2)}).
2. Propagate vertex u and edges (u, v1), (u, v2) through T up to the root.
In the second situation vertices v1, v2 belong to different branches of the
subtree of T rooted at LCAT (v1, v2), that is, they bound edges in different
tree leaves. The update now takes five steps. See Figure 11.
1. Compute Gˆ = LCAT (v1, v2) and let Gˆ1, Gˆ2, Gˆ3 be the decomposition
of Gˆ with, say, v1 ∈ V (Gˆi) and v2 ∈ V (Gˆj) and i 6= j.
2. Replace Gˆ1 with a tree rooted at Gˆ1 ∪ Gˆ2 ∪ Gˆ3 the decomposition of
which is Gˆ1, Gˆ2, Gˆ3.
3. Replace Gˆ2 with ({u, v1}, {(u, v1)}).
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GˆGˆ1 Gˆ2 {v1, v2}
(a)
{v1, v2}
Gˆ1 Gˆ2 Gˆ3
{u, v2}
Gˆ
{u, v1}
(b)
Figure 10: a) Vertices v1, v2 bound the edge (v1, v2) in a graph leaf node of
T. b) Updated tree-decomposition.
4. Replace Gˆ3 with ({u, v2}, {(u, v2)}).
5. Propagate vertex u and edges (u, v1), (u, v2) through T up to the root.
Now assume that the reduction to be applied is the H2S, G →2 G
∗ where
the edge and vertex involed are (v1, v2) and v3 respectively which necessarily
belong to different branches in the tree-decomposition T. The new vertex
is u. The algorithm has de following steps
1. Compute Gˆ = LCAT (v1, v2, v3) and let Gˆ1, Gˆ2, Gˆ3 be the decomposi-
tion of Gˆ with, say, (v1, v2) ∈ E(Gˆ1) and v3 ∈ V (Gˆ2).
2. Replace Gˆ1 with ({u, vi}, {(u, vi)}) where vi is either v1 or v2.
3. Replace Gˆ2 with the new graph Gˆ
′
2
such that V (Gˆ′
2
) = V (Gˆ2)∪{u, vj}
and E(Gˆ′
2
) = (E(Gˆ1) ∪ E(Gˆ2))− {(v1, v2)}) ∪ {(u, vj), (u, v3)}, where
vj is either v1 or v2 and vj 6= vi.
4. Propagate vertex u and edges (u, v1), (u, v2), (u, v3) through T up to
the root.
Gˆ = LCAT (v1, v2)
Gˆ1 Gˆ2 Gˆ3
(a)
Gˆ = LCAT (v1, v2)
{u, v1} {u, v2}
Gˆ1 Gˆ2 Gˆ3
Gˆ1 ∪ Gˆ2 ∪ Gˆ3
(b)
Figure 11: a) Vertices v1 and v2 belong to different branches of the subtree
of T rooted at LCAT (v1, v2). b) Updated tree-decomposition.
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5 Conclusion
The goal of geometric constraint problem solving is to describe how to place
geometric elements with respect to each other in such a way that the con-
straints are fulfilled. Moreover, actual realizations of the resulting geometric
construction should be rigid objects.
To accomplish this goal, the problem must be well constrained, that is, the
number of solutions to the problem must be finite. If a number of constraints
are missing, the geometric realization is no longer rigid and there are an
infinity of solutions to the problem. The most interesting way to limit the
number of solutions is to transform the under-constrained problem into a
well constrained one by adding as many constraints as needed.
The approach developed here offers a simple tool to automatically gener-
ate a set of constraints that defines a well constrained problem over a set
of geometric elements using Henneberg reductions in H1S and H2S. More-
over, the approach guarantees that the resulting graph is tree-decomposable
and therefore solvable by constructive graph-based DR-solvers if the starting
problem is abstracted asK3. The approach clearly applies as far as the graph
with missing constraints used as starting graph in the Henneberg sequence
is tree-decomposable. No upper limit is imposed on the number of geomet-
ric objects in the problem. Because of generality in the representation, we
have fixed the triangle as the starting graph for Henneberg sequences. How-
ever, the approach is trivially extended to consider as the starting graph an
edge G = ({a, b}, {(a, b)}) by requiring that the first Henneberg step in the
derivation of the desired graph be a H1S construction.
To illustrate the approach, the algorithms described in this work select H1S
and H2S Henneberg constructions in a random way. An avenue to explore
is to study different strategies to select the type of the next construction
step to be applied depending on either technological rules convenient for the
specific design at hand or the kind of geometric elements on which the new
constraint should be defined. Similarly, in our implementation vertices and
edges already included in the graph under construction that are involved in
the next construction step are selected at random among all the candidates.
Strategies to select vertices and edges, when more than one candidate have
been found, would be of great interest. Successful approaches to solve these
issues would be of help, for example, in the development of techniques to
explore different ways to build up rigid frameworks from smaller ones in
engineering.
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A Proof of Theorems
In this section we develop proofs for the claims in the manuscript. Recall
from Section 3 that →1 and →2 denote respectively the H1S and the H2S
constructions and that →HS denotes de set including both construction
steps. An arbitrary sequence of reduccions in →HS is denoted by →
∗
HS
.
When the sequence includes just one of the two rules in →HS, it will be
denoted as either →∗
1
or →∗
2
.
In what follows, we will be interested in distinguishing reductions depending
on the geometric elements involved. A H1S reduction which adds the new
vertex u and two edges (u, v1) and (u, v2) will be denoted as −→1,{v1,v2,u}. A
H2S reduction which adds the new vertex u, removes edge (v1, v2) and adds
three new edges (u, v1), (u, v2) and (u, v3) will be denoted as −→2,{v1,v2,v3,u}.
Theorem 3.1 Let G and G∗ be two graphs such that G →1 G
∗. Then G∗
is tree-decomposable if and only if G is tree-decomposable.
Proof
Assume that G is a tree-decomposable graph and consider the reduction
G →1,{v1,v2,u} G
∗. Then
G∗ = (V (G) ∪ {u}, E(G) ∪ {(v1, u), (v2, u)})
and the graphs G, G1 = ({v1, u}, {(v1, u)}) and G2 = ({v2, u}, {(v2, u)})
define a tree-decomposition for G∗ with G tree-decomposable. Assume
now that G∗ is tree-decomposable. By the same argument, G is tree-
decomposable. 
Theorem 3.2 Let G = (V,E) be a graph in the H1 family and G
∗ be the
graph such that G →2 G
∗, where the H2S step involves edge (v1, v2) ∈ E(G)
and vertex u ∈ V (G). If the triple {v1, v2, u} are hinges for a reduction in
the derivation K3 →
∗
1
G, then G∗ ∈ H1.
Proof
Assume that G ∈ H1, then the derivation K3 →
∗
1
G is a Henneberg sequence
for G. If we assume that {v1, v2, u} is a triple on which a H1S construction
has been applied, the derivation for G can be rewritten in general as
K3 →
∗
1 G
′ →1,{v1,v2,u} G
′′ →∗1 G (1)
By definition, reduction →1 does not remove graph edges and always con-
nects a new vertex to the bounds of a single edge in E(G′) with two new
edges. Thus after applying reductions →1,{v1,v2,u} and →
∗
1
, edges (v1, v2),
(u, v1) and (u, v2) are in E(G) and clearly v1, v2, u are in V (G). Consider
the derivation
K3 →
∗
1
G′ →1,{v1,v2,u} G
′′ →∗
1
G→2,{v1,u,v2,w} G
∗ (2)
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built by extending the derivation (1) with the reduction →2,{v1,u,v2,w} in
H2S. Then
V (G∗) = V (G) ∪ {w}
with v1, v2, u ∈ V (G) and
E(G∗) = (E(G) − {(u, v1)}) ∪ {(w, v1), (w, u), (w, v2)} (3)
Reductions in derivation (1) belong to the H1S class and vertices v1, v2, u ∈
V (G) and edges (v1, v2), (u, v1), (u, v2) ∈ E(G). Hence the derivation
K3 →
∗
1 G
′ →1,{v1,v2,u} G
′′ →∗1 G→1,{v2,u,w} G
∗′ (4)
is well defined. Then
V (G∗
′
) = V (G) ∪ {w}
with v1, v2, u ∈ V (G) and
E(G∗
′
) = E(G) ∪ {(w, v2), (w, u)} (5)
Let E′ denote the set of edges added to E(G) by G′′ →∗
1
G in the deriva-
tion (1). Then
E(G) = E(G′) ∪ {(u, v1), (u, v2)} ∪ E
′
Replacing E(G) in equation (3) we have (See Figure 12 Top),
E(G∗) = (E(G′) ∪ E′ ∪ {(u, v2)}) ∪ {(w, v1), (w, u), (w, v2)}
= E(G′) ∪ E′ ∪ {(u, v2), (w, v1), (w, u), (w, v2)}
Replacing E(G) in equation (5) we have (See Figure 12 Bottom),
E(G∗
′
) = (E(G′) ∪E′ ∪ {(u, v1), (u, v2)}) ∪ {(w, v2), (w, u)}
= E(G′) ∪ E′ ∪ {(u, v1), (u, v2), (w, v2), (w, u)}
A proper relabeling of vertices u and w shows that E(G∗) = E(G∗
′
). This
along with the fact that V (G∗) = V (G∗
′
) lead to G∗ = G∗
′
. Thus graph G∗
belongs to H1 because derivation (4) is in H1S. 
Lemma 3.3 Let G = (V,E) be a tree-decomposable Henneberg graph for
which G1, G2, G3 is a decomposition induced by the triple {v1, v2, x} and
such that Gi = ({v1, v2}, {(v1, v2)}) for some 1 ≤ i ≤ 3. Then the graph G
∗
created by the reduction G →2 G
∗ involving the edge (v1, v2) ∈ E(G) and
vertex v3 ∈ V (G) is tree-decomposable.
Proof
Refer to Figure 13. Without loss of generality, assume that the given graph
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v1
v2
G′′
u
v2
G∗
u
w v1
v1
v2
G′
u
−→∗1
v2
G∗
w
u v1
−→
2,{
v1,
u,v2
,w}
−→
1,{v
2 ,u,w}
Figure 12: Derivation −→∗
1
preserves edges. Top) Reduction −→2,{v1,u,v2,w}
removes egde (v1, u) and adds edges (w, v1), (w, u) and (w, v2). Bottom)
Reduction −→1,{v2,u,w} preserves edges plus adds edges (w, v2) and (w, u).
G is decomposed into G1, G2, G3 with G1 = ({v1, v2}, {(v1, v2)}), v3, v1 ∈
V (G3) and v2 ∈ V (G2).
The graph G∗ created by the reduction G →2,{v1,v2,v3,u} G
∗ is such that
V (G∗) = V (G)∪{u} and E(G∗) = (E(G)−{(v1, v2)})∪{(u, v1), (u, v2), (u, v3)}.
Then G∗ can be decomposed into three subgraphs, G∗
1
= ({u, v2}, {(u, v2)}),
G∗
2
= G2 and, G
∗
3
= (V (G3) ∪ {u}, E(G3) ∪ {(u, v1), (u, v3)}). Subgraph
G∗
1
is a leaf node in a tree-decomposition. Subgraph G∗
2
is clearly tree-
decomposable. The triple {u, v1, v3} decomposes the graph G
∗
3
into G3,
({u, v1}, {(u, v1)}) and ({u, v3}, {(u, v3)}). The fact that, by hypothesis, G3
is tree-decomposable completes the proof. 
Lemma 3.4 Let G = (V,E) be a tree-decomposable Henneberg graph for
which G1, G2, G3 is a decomposition induced by the triple {v1, v2, x} and
such that edge (v1, v2) ∈ E(Gi) for some 1 ≤ i ≤ 3. If there is a vertex
w ∈ V (Gi) such that the triple {v1, v2, w} decomposes Gi, then the graph
G∗ created by the reduction G →2 G
∗ involving edge (v1, v2) ∈ E(G) and a
third vertex v3 ∈ V (G) is tree-decomposable.
Proof
Let G1, G2, G3 be the decomposition induced by the triple {v1, v2, x} ∈ V (G)
in the tree-decomposable graph G, as depicted in Figure 14a. Without loss
of generality, assume that egde (v1, v2) ∈ E(G1) and that V (G1)∩ V (G2) =
{v2}, V (G2) ∩ V (G3) = {x} and V (G3) ∩ V (G1) = {v1}. By hypothesis
G is tree-decomposable, hence G1 is also tree-decomposable. In particular,
assume that there is a vertex w ∈ V (G1) such that the triple {v1, v2, w}
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v3 v1
v2
G2
x
u
G1
G3
(a)
v3
u
v2
G∗2
v1
x
G∗1
G∗3
(b)
Figure 13: a) The given graph G = G1 ∪ G2 ∪ G3 with G1 =
({v1, v2}, {(v1, v2)}). b) Decomposition for the graph G
∗ created by reduc-
tion G→2,{v1,v2,v3,u} G
∗.
decomposes G1 into G
′
1
, G′
2
, G′
3
with, say, G′
1
= ({v1, v2}, {(v1, v2)}). See
Figure 14a. Now consider the reduction G →2,{v1,v2,v3,u} G
∗ and, in G∗,
define the graphs
G∗
1
= (V (G2) ∪ V (G3) ∪ {u}, E(G2) ∪E(G3) ∪ {(u, v1), (u, v2), (u,v3)})
G∗
2
= G′
2
, G∗
3
= G′
3
Clearly, G∗
1
, G∗
2
, G∗
3
is a decomposition induced in G∗ by the triple {v1, v2, w}.
G∗
2
and G∗
3
are tree-decomposable becauseG′
2
and G′
3
are tree-decomposable.
Consider the graph G∗
1
as the graph created by a H2S construction on
edge (v1, v2) and vertex v3 on the graph G1 ∪ G2. See Figure 14b. Ap-
ply Lemma 3.3 to show that G∗
1
is tree-decomposable. Thus G∗ is tree-
decomposable. 
Theorem 3.5 Let G = (V,E) be a tree-decomposable Henneberg graph
with T the associated tree-decomposition. Let G∗ be the grah created by
the derivation K3 →
∗
HS
G′ →∗
HS
G →2 G
∗ where reduction →2 is applied
on edge (v1, v2) ∈ E(G
′) ⊂ E(G) and vertex v3 ∈ V (G
′) ⊂ V (G). Let
Gˆ1, Gˆ2, Gˆ3 be a decomposition of LCAT (v1, v2, v3) with (v1, v2) ∈ E(Gˆi) for
some 1 ≤ i ≤ 3. ThenG∗ is tree-decomposable if either Gˆi = ({v1, v2}, {(v1, v2)})
or there is a vertex w ∈ V (Gˆi) such that {v1, v2, w} is a triple of hinges for
Gˆi.
Proof
Consider a tree-decomposable graph G = (V,E) with T as the associated
tree-decomposition and denote the graph LCAT (v1, v2, v3) ⊂ G as Gˆ. Gˆ is
tree-decomposable because so is G. Let Gˆ1, Gˆ2, Gˆ3 denote this decomposi-
tion.
First, without loss of generality, assume that Gˆ1 = ({v1, v2}, {(v1, v2)}) and
that v3 ∈ V (Gˆ3), Gˆ1 ∩ Gˆ2 = {v2}, Gˆ2 ∩ Gˆ3 = {x} and Gˆ3 ∩ Gˆ1 = {v1}.
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G2
x
v1
G′3
G′1
v3
v2
G′2
G3
u
w
G1
(a)
x
v3
v1
u
G2
G3
v2
G∗1
w
G∗2G∗3
(b)
Figure 14: a) Given graph G. The triple {v1, v2, x} induces the decomposi-
tion G1, G2, G3 and {v1, v2, w} is a triple for G1. b) Graph G
∗ created by
the reduction G →2,{v1,v2,v3,u} G
∗ and decomposition induced in G∗ by the
triple {v1, v2, w}.
Reduction →2,{v1,v2,v3,u} in the derivation K3 →
∗
HS
G′ →∗
HS
G →2 G
∗ only
affects edges and vertices in Gˆ. Hence the reduction Gˆ →2,{v1,v2,v3,u} Gˆ
∗ is
well defined. Moreover, by Lemma 3.3, the graph Gˆ∗ is tree-decomposable
by the triple {u, v2, x}.
Let Tˆ∗ be the tree-decomposition associated to the graph Gˆ∗ and let T∗ be
the tree-decomposition resulting from replacing in T the tree rooted at node
LCAT (v1, v2, v3) with Tˆ
∗, as illustrated in Figure 15. Clearly the resulting
tree is a tree decomposition for G∗. Therefore G∗ is tree-decomposable.
Now, assume that v3 ∈ V (Gˆ3), Gˆ1 ∩ Gˆ2 = {v2}, Gˆ2 ∩ Gˆ3 = {x}, Gˆ3 ∩ Gˆ1 =
{v1}, edge (v1, v2) is in E(Gˆ1) and there is a vertex w ∈ V (Gˆ1) such that
{v1, v2, w} is a triple for Gˆ1. Lemma 3.4 along with the rational above show
that G∗ is tree-decomposable. 
Corollary 3.6 Let G = (V,E) be a tree-decomposable graph and (v1, v2) be
an arbitrary edge in E(G). Then there is always a vertex u ∈ V (G) different
from v1 and v2 such that the derivation G →2 G
∗ involving the edge (v1, v2)
and vertex u creates a tree-decomposable graph G∗.
Proof
Let G = (V,E) be the given graph and T the associated tree decomposi-
tion. Let Gˆ be the node in T such that G is decomposed into Gˆ1, Gˆ2 and
({v1, v2}, {(v1, v2)}). Apply Theorem 3.5 to the reduction G →2,v1,v2,u,w G
∗
with u ∈ {V (Gˆ1) ∪ V (Gˆ)2} and u /∈ {v1, v2}. 
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Tv1 v2 v3
Tˆ
LCAT (v1, v2, v3)
G
(a)
v3uv2v1
Tˆ∗
LCAT ∗(v1, v2, v3, u)
G∗
T∗ = (T− Tˆ) ∪ Tˆ∗
(b)
Figure 15: Illustration for Theorem 3.5. a) Tree decomposition T for
the given graph G and tree decomposition Tˆ for the subgraph rooted at
LCAT (v1, v2, v3). b) Tree decomposition T
∗ resulting after replacing the
tree decomposition Tˆ in T with Tˆ∗. T∗ is a tree decomposition for the
graph G∗.
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